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Abstract
A set of three experiments were performed at the University of Illinois at Urbana-Champaign to characterize the aero-
propulsive coupling effects which are present for aircraft equipped with distributed electric propulsion (DEP) systems
consisting of over-wing trailing-edge mounted (OWTE) arrays of ducted fans, and to identify the influence of those
effects on aircraft dynamics. The first experiment consisted of low-speed wind-tunnel testing of an NACA 643−618
airfoil with an array of five ducted fans integrated into the upper-surface trailing-edge of the model at the center-span
location. Testing of the airfoil model was performed at Re = 1×106, and data were acquired as a function of angle of
attack and fan speed. Force and moment data were acquired from a three-component load cell, supplemented by chord-
wise pressure distributions in regions influenced by the fans, and planar PIV measurements of the fan-inlet flowfield
region. Both uniform and mixed fan-speed configurations of the DEP array were investigated. The second and
third experiments were based off of a modified Cirrus SR22 general-aviation aircraft geometry which featured a new
wing design incorporating an array of four ducted fans into the upper-surface trailing edge of each wing at a mid-span
location, in addition to removal of the traditional tractor propeller propulsion system. The second experiment consisted
of low-speed wind-tunnel testing of a semispan model of the modified SR22 geometry at Re = 3.5× 105, 4.5× 105
and 5.5×105. Data were again acquired as a function of angle of attack and fan speed. Measurements of the forces
and moments experienced by the model were acquired with a six-component load cell, and supplemental chord-
wise pressure distribution measurements were again taken in regions influenced by the fans. During testing of the
semispan model, both steady and unsteady data were acquired to characterize the aero-propulsive coupling effects of
the system. Again, both uniform and mixed fan-speed configurations were tested. The third experiment consisted
of remotely-piloted flight testing of a sub-scale model of the modified SR22 aircraft. The flight-test vehicle was
fully instrumented for measurement of the aircraft’s inertial and airspeed-based states through the use of an integrated
inertial navigation system at the aircraft C.G. and a five-hole probe located on a boom at the nose of the aircraft.
Pre-programmed excitation maneuvers were flown to produce datasets for parameter estimation. Results of the flight
tests and wind-tunnel experiments were used to build a dynamics model of the sub-scale aircraft for an investigation
into the influences of the propulsion system on the flight dynamics of a representative general-aviation aircraft.
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The major aero-propulsive coupling effects which were identified for this form of DEP included an increase in the
stream-normal force with increasing fan speed primarily due to reduced pressure over the upper surface of the wing
section in front of the fans, a decrease in stream-wise force with increasing fan speed due to the increased thrust of the
fans, a decrease in pitching moment with increasing fan speed due to both changes in fan thrust and surface pressure
distributions, and an increase in the rolling and yawing moments when fan speeds were asymmetrically increased
and decreased simultaneously on the left and right wings of the representative models. Additionally, span-wise non-
uniformities in pressure distributions, boundary-layer characteristics, and force and moment sensitivities to changes
in fan speed were observed for cases where each of the fans were operated at non-uniform speeds.
An assessment of the aerodynamic performance results from the wind-tunnel tests as well as dynamic simulations
which were conducted using the model identified from wind tunnel and flight-test data were also performed to highlight
the influence of the DEP system as it was integrated into a general-aviation type aircraft. The increased stream-normal
force due to an increase in fan speed was identified as a beneficial aero-propulsive coupling effect which could be
utilized to fly at slower speeds or to reduce the required wing area. The large increase in stream-wise force when
the fans were uniformly set to a windmilling state, however, was identified as a negative aero-propulsive coupling
consequence of this form of DEP. If the fans were to fail during flight, the DEP system would essentially act as
a spoiler to greatly increase drag and reduce lift leading to potentially devastating results during critical phases of
flight. The increased nose-down pitching moment produced by the propulsion system with increased fan speed and
the dependence of the wing system stability on angle of attack and fan speed must also be carefully accounted for in the
design of such an aircraft to ensure stability throughout the flight envelope. Finally, it was identified that the coupled
rolling and yawing moments which are produced by asymmetrically increasing thrust on one wing and decreasing it
on the other could be utilized effectively to aid in control of an aircraft equipped with this form of DEP.
iii
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The reality of climate change and rising fossil-fuel costs have driven a widespread effort within the aviation community
to develop future-generation aircraft which far outperform today’s state-of-the-art in terms of energy efficiency and
carbon emissions. To this end, the NASA Advanced Air Transport Technology Project (Subsonic Fixed Wing Project)
has defined a series of goals to be met by the next three generations of aircraft [1]. Several of the specific goals listed
for the N+3 generation (2025 time-frame) include a -71 dB noise reduction, an 80% reduction in NOx emissions, and
an overall 60% reduction in mission energy expenditure [2]. All of these reductions are in reference to the current state-
of-the-art commercial transport aircraft capabilities represented by the Boeing 737-800. Other international entities
such as the International Air Transport Association and the International Civil Aviation Organization have set similar
goals for improved fuel efficiency and reduced carbon emissions [3]. In order to meet these ambitious goals, significant
advancements are required in aerodynamics and propulsion technologies, along with new methods to foster a more
synergistic integration of the primary aircraft subsystems for maximum efficiency. Several groups have put significant
effort into the development of alternative aircraft configurations to meet these goals, turning to the development of
some combination of hybrid-electric and distributed electric propulsion technology. For example, the NASA N3-X
blended wing body (BWB) utilizes two conventional turboshaft generators to power an array of fans driven by electric
motors which are distributed across the upper-surface trailing-edge of the aircraft body, and has shown great promise
as a configuration to meet the efficiency and emissions goals of the Advanced Air Transport Technology Project [4].
As a greater number of researchers and aircraft developers have created new vehicle configurations to meet these
efficiency goals, distributed propulsion has resurfaced again and again as a key enabling technology [5].
The emergence of many distributed electric propulsion (DEP) aircraft configurations in recent years demonstrates
both that there is widespread interest in this propulsion technology, and that DEP technology has matured to the
point where it is relevant for the next generation of aircraft in development [5]. The use of distributed propulsion
offers several aircraft system-level benefits beyond what is typically available from traditionally uncoupled propulsion
systems. One benefit is the potential for the reduction of noise signatures produced by aircraft through: (i) the use of
airframe surfaces as a means to shield propulsor noise from the ground [6], (ii) reduced noise from electric machinery
as compared to traditional fuel-based engine systems [7], and/or (iii) frequency/phase modulation of the propulsion
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system to tailor the acoustic signature of a DEP system [8, 9]. Another benefit is the possibility of alleviating structural
loads of a given aircraft design by reducing wing-root bending moments produced during flight, due to a more even
distribution of propulsion system weight [10]. Additionally, DEP systems provide increased redundancy, as the use of
multiple propulsors acts to reduce the criticality of the failure of a single propulsor [10, 11]. Finally, a host of potential
efficiency benefits arise from aero-propulsive coupling effects such as the use of boundary-layer ingestion to increase
propulsive efficiency, or wake filling to reduce kinetic energy mixing losses in the propulsive slip-stream [12, 13].
While some notable examples of non-electric distributed propulsion aircraft configurations have been developed,
such as the ADAM III concept from the 1960s [14] and the NASA Cruise Efficient Short Take-Off and Landing
configuration [11], true breakthroughs in air vehicle technology are realizable with the use of electric distributed
propulsion systems. This breakthrough potential afforded by DEP systems is provided through the decoupling of
power generation, thrust production, and energy storage, as well as through the flexibility in the design of electrical
transmission systems. DEP systems have enabled two primary categories of advanced aircraft configurations—the
commercial transport turbo-electric distributed propulsion (TeDP) class of aircraft, and the urban air-mobility (UAM)
electric vertical take-off and landing (eVTOL) class of aircraft. Each of these vehicle classes are introduced briefly.
TeDP aircraft include those configurations in which the electrical power for the distributed fans is generated by
isolated turbo-generators. These configurations benefit from the decoupling of power and thrust production through
a highly-efficient electrical transmission system. The turbo-generators can operate at their optimal speed throughout
the duration of a flight, while the electrically-powered fans can meet changing thrust requirements independently.
While these configurations require some form of on-board electrical energy storage, such as batteries, they effectively
allow the electrical transmission system to act as an infinitely variable ratio gearbox [4, 11]. In addition to the NASA
N3-X, The ESAero ECO-150-16 N+3 regional airliner is another well-known TeDP aircraft configuration [15]. The
ECO-150-16 was developed as a split-wing aircraft with eight electrically-powered fans installed between the upper
and lower surfaces of each wing. The fans are powered by a pair of turbo-generators (one on each wing) which are
located mid-span, outboard from the array of fans.
In addition to the TeDP commercial transport configurations which have been developed, a newer category of much
smaller, electrically-powered distributed propulsion aircraft has recently gained popularity for UAM. These aircraft
are commonly VTOL/STOL vehicles and have been developed for both military and personal aviation applications.
Several notable configurations are the X-57 Maxwell, the Lilium Jet, the Airbus Vahana, and the Aurora PAV. One
feature which unites these VTOL/STOL distributed propulsion configurations is the use of the propulsion units to
provide some form of vehicle control or lift augmentation. For the Lilium Jet, this control is performed through
vectoring of the fan thrust by rotation of the fans themselves [16]. The distributed propulsion system on the X-57 is
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designed to provide an increase in the effective dynamic pressure over the wing during take-off and landing to enable
a greatly reduced wing area while maintaining a short take-off distance [17].
Common to all DEP aircraft configurations is some degree of aero-propulsive coupling due to the close proximity
or integration of the propulsion system and aerodynamic surfaces. Previous studies have aimed to characterize these
aero-propulsive coupling effects through wind tunnel experiments and computational fluid dynamics (CFD). Results
have shown that the local aerodynamic performance of a wing section is strongly influenced by the operation of nearby
propulsion units. For instance, an increase in the sectional lift force has been predicted and observed for wing sections
with over-wing trailing-edge mounted arrays of ducted fans [18, 19]. These couplings create a unique set of stability
and control considerations for DEP aircraft, even if the propulsion units are not intended to augment vehicle control.
For vehicles which are designed to utilize differential thrust to produce directional control, additional coupling about
the pitch and roll axis will occur due to these aero-propulsive interactions. However, no publicly available experimental
identification of the influence of distributed propulsion units on the dynamics of a full aircraft has been performed.
Additionally, the unsteady and nonuniform thrust aspects of aero-propulsive coupling are largely unexplored on DEP
systems. These aspects include an understanding of the time-constants associated with the aerodynamic response of
an integrated propulsion system/wing section due to changes in fan speed, as well as the span-wise changes in the
wing-section pressure distribution due to non-uniform throttle settings across an array of embedded fans.
The current body of work aims to address this shortcoming in the literature by thoroughly investigating the aero-
propulsive coupling effects of a particular distributed electric propulsion system and the influence of those effects on
actual aircraft flight dynamics. The DEP system chosen for this investigation was an array of ducted fans integrated
into the trailing-edge of a wing section on the upper surface. Detailed descriptions of this type of DEP system can be
found in Chapters 2 and 3. For the purposes of this introduction, the over-wing trailing-edge (OWTE) mounted DEP
system was chosen above other configurations due to applicability to the general aviation and commercial transport
aircraft markets, as well as for the ease of propulsion-system integration into the models developed for this study. A
summary of the primary research objectives addressed by this dissertation is given in the bulleted list below:
• To identify and characterize the key aero-propulsive coupling effects present on OWTE DEP systems for:
– All fans operating at a uniform fan-speed setting
– Fans within the DEP array operating at different fan-speed settings
– Unsteady changes in the uniform fan-speed setting
– both “2D” and “3D” model geometries
• To identify the physical sources/mechanisms which produce the aero-propulsive coupling effects from:
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– Surface pressure distribution measurements
– PIV flowfield measurements in the inlet region
• To investigate the influence of OWTE integrated DEP systems on flight-vehicle dynamics through:
– Assessment of the linearity of the aero-propulsive coupling effects
– Development of a flight-test vehicle dynamics model
– Identification of linear parameters to inform the dynamics model
These goals were accomplished through a set of three independent experiments performed at the University of
Illinois at Urbana-Champaign. The first experiment consisted of the low-speed wind-tunnel testing of an airfoil model
with an array of five ducted fans integrated into the upper-surface trailing-edge region at the center-span location on the
model. Force and moment data were acquired from a three-component balance to fully characterize the aerodynamic
performance of the model as a function of angle of attack and fan speed, highlighting the associated aero-propulsive
coupling effects. Pressure distribution measurements at three span-wise planes were acquired to characterize contri-
butions to the observed aero-propulsive coupling effects, and PIV velocity fields were acquired in the fan-inlet region
of the upper surface of the airfoil model to identify the influence of the embedded propulsion system on the airfoil
upper-surface boundary layer flowfield. Measurements were taken with both uniform and non-uniform throttle settings
across the array of ducted fans.
The second experiment consisted of low-speed wind-tunnel testing of a semispan aircraft model with a represen-
tative fuselage body and an array of four ducted fans integrated into the upper-surface trailing-edge of the wing at
a mid-span location. This experiment was performed to expand upon the results of the airfoil model experiment by
characterizing the aero-propulsive coupling effects present when such a propulsion system is integrated into an actual
aircraft geometry rather than a 2D airfoil section. Forces and moments about all three axis of the aircraft were mea-
sured with a six-component load cell to fully characterize the aerodynamic performance and aero-propulsive coupling
effects on the system. Again, supplemental surface pressure distribution measurements were taken at four planes along
the span of the wing for insight into the physical mechanisms producing the aero-propulsive coupling effects seen in
the aerodynamic performance data. Data were acquired for both uniform and non-uniform throttle settings across the
array of ducted fans. Additionally, a set of unsteady force and moment measurements were taken corresponding to
the response of the vehicle to a variety of unsteady uniform throttle commands to identify time constants and linear
sensitivities of the forces and moments to changes in fan speed.
Finally, the third experiment consisted of the flight testing of a 21%-scale Cirrus SR22T general aviation aircraft
where the traditional propulsion system was replaced by a DEP system in the form of an array of four ducted fans
integrated into the upper-surface trailing-edge of each wing at a mid-span location. The geometry of the flight-test
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vehicle is a scaled version of the geometry used for the semispan wind tunnel testing from the second experiment. The
flight test vehicle was outfitted with a set of sensor instrumentation and avionics hardware and software to allow for
the collection of a high-quality dataset for system identification, including aerodynamic data from a five-hole probe
and inertial navigation data from an integrated INS sensor package. The goal of the flight-testing experiment was to
identify a linear dynamics model for the aircraft in a level-flight trim condition with each of the eight ducted fans
considered as an independent control input. This model allowed for identification of the impact of the aero-propulsive
coupling effects– as identified from the two wind-tunnel experiments–on the flight vehicle dynamics.
This first chapter has served as a brief introduction to the topics of distributed electric propulsion and aero-
propulsive coupling, and has outlined the major research goals to be addressed by this work. The remainder of this
dissertation is composed of four additional chapters. Chapter 2 consists of an in-depth literature review summarizing
prior work on distributed propulsion systems and the analysis of related aero-propulsive coupling effects. Chapter 3
provides a detailed description of the methodology, equipment, and facilities which were used to perform the three
separate experiments which make up this body of work. Chapter 4 presents the results of each of the three experiments
and underscores the significant findings from each. Finally, Chapter 5 summarizes the key conclusions from each of
the three experiments and ties them together to highlight contributions to the field, as well as provide suggestions for




This chapter consists of an in-depth review of the current literature related to distributed propulsion and the associated
aero-propulsive coupling effects. The literature review is broken into several sections. The first section introduces
the notion of distributed propulsion and discusses the key benefits obtained by vehicles utilizing various distributed
propulsion systems. This section also introduces the reader to a wide variety of vehicle configurations which have
been or are currently under development by various researchers and aircraft designers, and is intended to provide a
snapshot of the current status of distributed propulsion technology as applied to air vehicles. The second portion of
the literature review consists of a summary of previous work related specifically to aero-propulsive coupling mecha-
nisms and associated system-level benefits. This section includes discussion of a variety of aero-propulsive coupling
mechanisms alongside vehicle configurations which make use of them. Both computational and experimental stud-
ies are summarized and discussed. The third section consists of a supplemental summary of previous work on the
flight testing of sub-scale aircraft models. This section serves as a reference point for the methods and results of the
flight testing which was performed as a portion of this body of work. Finally, the literature review concludes with a
statement of the current work and how it fills gaps in the current distributed propulsion literature.
2.1 Distributed Propulsion
This section serves as an introduction to distributed propulsion. Various types of distributed propulsion are discussed
and example aircraft configurations utilizing these systems are introduced. Finally, the integration benefits associated
with distributed propulsion are discussed.
2.1.1 Types of Distributed Propulsion
At a high level, distributed propulsion can be defined as the distribution of an aircraft’s propulsive thrust stream across
the wings and/or body of the aircraft such that the aircraft system as a whole benefits from the synergistic integration
of the propulsive, aerodynamic, and structural subsystems. The inclusion of system-level integration benefits in the
definition of distributed propulsion is necessary to distinguish novel propulsion system configurations from traditional
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aircraft configured with multiple engines, such as the B-52 bomber, where no system-level benefits due to the number
of propulsors are realized. The distribution of the propulsive thrust stream can be accomplished in several ways, as
outlined below [20].
Exhaust Distribution
First, the distribution of the propulsive thrust stream can be accomplished through the expulsion of engine exhaust
air through high aspect-ratio nozzles or tangential slots which span a large portion of the wing trailing edge or flap.
An early example of this type of distributed propulsion system is featured on the Hunting H.126 experimental aircraft
manufactured for the British Royal Aircraft Establishment in the 1960s. The H.126 featured what was referred to as
a “jet flap”, where hot exhaust gas from the single turbojet engine was used to create a thin jet of air from the trailing
edge of the wing over the top of a mechanical flap. This blown-flap configuration greatly boosted the CL obtained by
the wing at low speeds, allowing for short take-off and landing (STOL) operations [21]. A more modern example of
an aircraft using this type of distributed propulsion is the Lockheed F-117 stealth fighter jet. All of the exhaust from
each of the two engines was routed to wide rectangular exhaust slots at the trailing edge of the vehicle which were
designed to reduce the IR signature of the jet-streams.
(a) (b)
Figure 2.1: Images of a) the hunting H.126 blown-flap system [22] and b) the F-117 distributed engine exhaust [23].
Multiple Independent Propulsors
A second method of distributed propulsion consists of systems in which a number of independently powered propul-
sion units are integrated into the wings or body of an aircraft. Vehicle concepts featuring this type of distributed
propulsion system typically utilize independently-powered gas-turbine engines, although a propulsion architecture in
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which each distributed fan could be powered by its own independent electrical drive train would be possible as well.
An example of this type of aircraft concept is the NASA Cruise Efficient Short Take-Off and Landing (CESTOL)
vehicle, which consists of a blended-wing-body (BWB) aircraft with twelve small turbofan engines integrated into the
upper-surface trailing-edge of the wing/body. The embedded nature of the distributed propulsion system featured on
this vehicle enabled noise reductions, as well as the inclusion of an internally-blown flap for high lift STOL capabil-
ities [24]. However, few recent distributed propulsion vehicle configurations feature independently powered turbofan
engines due to the weight and efficiency scaling of gas-powered turbofan engines with reduced size [10].
Multiple Propulsors with a Shared Power Source
The most common method for achieving distributed propulsion is the use of multiple fans driven by a single power
source. This method of distributed propulsion can be accomplished in a variety of ways. First, a set of multiple fans
could be driven mechanically by a single power source. The most famous and early example of this form of power
distribution was seen with the advent of the Wright Flyer in 1903, where a single engine powered two propellers
through the use of chains. Several more recent examples of mechanically distributed power applied to multiple fans
include the NASA dual-fan BWB concept and the SAX-40 tri-fan configuration which feature single engine cores
linked to multiple fans through the use of a mechanical gearbox system [20]. The SAX-40 aircraft configuration was
developed with the primary goal of noise reduction. As such, the tri-fan configuration is composed of a central cruise
turbofan engine with mechanical linkages to the two fans on either side that greatly increase the effective bypass ratio
during take-off for reduced propulsion system noise [25].
Another method of providing power to multiple fans from a single source is through the distribution of high-energy
gas which is traditionally produced by turbomachinery. An example of this type of fluidic distributed propulsion can
be found on the ADAM III aircraft concept from the 1960s [14]. The ADAM III was proposed as an STOL fighter
jet by Vought Aeronautics and was considered to be in the same class of vehicles as the BAE Harrier. The ADAM III
featured two small fans embedded within each of the wings which were attached to independent turbines that powered
the fans from hot gas extracted from the main turbojet engine within the center-body of the vehicle. Additionally, a
pitch-control fan was located near at the center-body of the aircraft just upstream of the wings and was aligned in the
vertical direction for pitch control and additional thrust during VTOL operation. The exhaust ducts integrated into
the trailing edge of the wings could also deflect, allowing for thrust vectoring and VTOL capabilities [26]. While the
ADAM III was never produced, it represents a significant early configuration which utilizes the fluidic distribution
of power to garner system-level benefits from a distributed propulsion system. Images of the SAX-40 mechanical
linkages and the fluidic power distribution system of the ADAM III are shown in Figure 2.2.
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(a) (b)
Figure 2.2: Images of a) the SAX-40 mechanically driven distributed propulsion system, after Hall [25] and b) the
ADAM III fluidically driven distributed propulsion system, after Winborn [26].
The final method of providing power to multiple fans from a single source is through the use of electric motors
and corresponding electrical power distribution systems. When a distributed propulsion system features electric mo-
tors with a corresponding electric power distribution system the configuration is referred to as a distributed electric
propulsion (DEP) system. Distributed electric propulsion is unique in several ways from other distributed propulsion
configurations in which the propulsors are powered independently or through mechanical or fluidic linkages. First,
distributed electric propulsion systems are agnostic to the type of power source. For instance, electrical power could be
produced by a gas-powered turbogenerator, a gas-powered internal combustion engine with corresponding electrical
generator, a fuel cell, or simply be provided by an electrical energy storage device such as a battery or capacitor, or any
combination of these electrical power generation and storage devices. Additionally, DEP systems are also agnostic
to the type of propulsor utilized in the system. Electrical power could be delivered to any combination of ducted or
un-ducted fans, propellers designed for cruise, propellers designed for vertical lift, et cetera. Finally, the use of an
electrical power transmission system between the power source(s) and propulsors allows for extreme flexibility in the
power-distribution architecture through the wide variety of components and methods which can be utilized. This flex-
ibility can be used to provide additional sources of redundancy in the operation of the propulsion system. As briefly
discussed in Chapter 1, DEP systems have enabled two primary types of advanced aircraft configurations falling into
the categories of commercial transport turbo-electric distributed propulsion vehicles, and the urban air-mobility eV-
TOL vehicles. A detailed summary of the range of aircraft configurations which have been developed with these two
primary types of distributed electric propulsion is presented below.
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2.1.2 Distributed Electric Propulsion Vehicle Configurations
Turbo-electric Distributed Propulsion Vehicles
TeDP aircraft concepts have been widely investigated as viable options for distributed-propulsion based commercial
transport vehicles. These configurations are defined by the use of electrically-powered fans for thrust production
in conjunction with gas-turbine engines for power production. As such, all of these configurations include electric
generators and some combination of electrical power transmission and storage devices. One of the primary benefits
and largest reasons for pursuing a TeDP vehicle configuration is the decoupling of the power production and thrust
production inherent to such configurations. This benefit manifests itself as the ability to design each system–the
power production system and the thrust production system–according to the constraints which maximize that systems
isolated performance. For example, when designing the isolated power-production system, large turbo-machinery
cores with high efficiency can be integrated in strategic locations–such as the wingtips–to allow for the ingestion of
undisturbed freestream air. At the same time, many smaller fans can be integrated into the airframe at virtually any
location to provide the maximum aero-propulsive integration benefits. The ability to include numerous electrically-
driven fans also opens up the possibility to create a very large effective bypass ratio between the power-producing
engine core(s) and the thrust-producing electrical fan system. This large effective bypass ratio is a key contributor
to noise reductions and efficiency gains for such systems [27]. Additionally, placing the turbo-generators in clean
air where they are free from boundary-layer ingestion also resolves issues with inlet distortion, as the electrically-
powered fans could be designed separately to properly ingest the boundary layer without changing the performance
of the turbo-generators [28]. Finally, the use of an electrical power transmission and management system allows for
a decoupling between the rotational speed of the turbo-generators and the propulsive fans. The specific layout of a
given electrical power distribution system (AC vs. DC, inverters, converters, etc.) can be tailored to allow both the
power producing turbo-generators and the thrust producing electrical fans to operate at their respective points of peak
efficiency across a range of operating conditions typically encountered during a standard aircraft operational mission,
effectively allowing the electrical transmission system to act as a variable-ratio gearbox [4, 11]. Several additional
benefits which could be seen due to the use of a TeDP system are the option to utilize alternative fuel sources–such as
hydrogen–and increased system safety due to the ability to maintain a symmetric thrust distribution in the event of a
turbo-generator failure [27]. Several notable TeDP vehicle configurations are summarized in the following paragraphs.
One of the most developed TeDP aircraft configurations is the 300 passenger NASA N3-X blended-wing-body
aircraft which features an array of 14 electric ducted fans integrated into the upper-surface trailing-edge of the center
portion of the aircraft’s lifting body. An image of the N3-X aircraft configuration is shown in Figure 2.4 in the top
portion of the figure. The electrical power generation system for the N3-X consists of two turbo-generators which
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are located at the wing-tips to provide clean intake air for efficient operation. To meet the high-efficiency and low-
emissions targeted by the configuration, the power transmission is performed by a superconducting electrical system
with cryogenic cooling [4]. Design studies have shown this vehicle to be capable of achieving a 63% reduction in
total mission energy expenditure over current aircraft designed for the same mission [2]. An additional study also
considered the possibility of a liquid-hydrogen based cooling system for the superconducting electrical components.
Due to the potential to use the hydrogen for fuel as well as for cooling, the inclusion of a liquid-hydrogen system
allowed each pound of hydrogen to replace nearly three pounds of jet fuel, leading to an overall 72% reduction in
mission energy expenditure [29]. A detailed trade study has also been performed by Rolls-Royce comparing four
different power distribution architectures for the N3-X [30]. Each of the architectures investigated was composed of
AC power generators, AC to DC converters, DC power transmission lines with fault current limiters, and propulsor
power buses with DC/AC motor drives. All four of the architectures were developed to eliminate asymmetric thrust in
the event of any component failure, with varying degrees of redundancy and inter-connectivity across the system. The
electrical system component sizing was found to be dependent on the failure scenarios of a particular architecture, and
the prominent result of the study was a reduction in system weight for architectures which were capable of re-routing
power in response to sub-system failures.
The ESAero ECO-150-16 N+3 regional airliner is another well-known TeDP aircraft configuration which exists in
both commercial and military transport forms, which was initially developed under a NASA SBIR program [15, 31].
The ECO-150-16 was developed as a split-wing aircraft with eight electric fans installed between the upper and lower
surfaces of each wing, over the in-board portion of the wings and was designed to transport 150 passengers. An image
of the ECO-150 is shown in the middle portion of Figure 2.4. The eight fans integrated into each wing are powered
by a pair of turbo-generators (one on each wing) which are located mid-span, just outboard from the array of fans.
A cryogenically-cooled TeDP system and a system composed of conventional electric machines were both presented
as potential options for power management [15, 32]. Early design studies have shown that the ECO-150 aircraft has
potential to reduce mission energy expenditure by 40% as compared to a baseline vehicle for the same mission [15].
An additional study was performed comparing the performance of the ECO-150 to a notional future conventional
commercial transport aircraft designed for the same mission. This study indicated that the ECO-150 was capable of a
10% improvement in fuel consumption and a 13% reduction in NOX emissions [33].
Another TeDP configuration which shows promise is the NASA Single-Aisle Turboelectric Commercial Transport
with Fuselage Boundary Layer Ingestion (STARC-ABL) [34], also designed as an N+3 regional airliner concept
with a passenger capacity of 150 persons. This configuration consists of a traditional tube-and-wing aircraft with twin
turbofan engines located in pylons under the wings. In addition to these engines, however, a large electrically-powered
fan is integrated into the tail of the aircraft. Due to the integration of the fan in this location, a T-tail is employed for
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Figure 2.3: Images of the NASA N3-X (top), NASA STARC-ABL (middle) and ESAero ECO-150 (bottom), after
Kim [20].
longitudinal stabilization. An image of the STARC-ABL aircraft concept is shown in the lower portion of Figure 2.4.
The aft-mounted fan is designed to ingest the fuselage boundary layer, leading to improvements in the propulsive
efficiency of the vehicle. Each of the geared-turbofan engines is equipped with an electric generator that extracts the
power required to run the electrically-driven aft-fuselage fan [35]. For this configuration, the turbofan engines still
provide 56% of the thrust required at top-of-climb, and 80% of the thrust required during take-off. It is important
to note that the electrical system required for the STARC-ABL concept is relatively simple compared to other TeDP
concepts, and studies have utilized conventional electrical transmission systems operating at 1 kV as opposed to
more complex superconducting systems and voltage levels on the order of 10 kV [34]. As such, the STARC-ABL
represents a vehicle configuration which may be viable in the more near-term future with respect to the technology
readiness level of the required components. Mission analysis results indicated the possibility for 12% fuel savings
over a representative N+3 conventional aircraft configuration [34, 35].
One final TeDP configuration which deserves mention here is the Distributed Fans Research Aircraft with Electric
Generators (DRAGON) aircraft concept which has been under development by the French aerospace research entity
12
ONERA. The DRAGON aircraft concept consists of a conventional tube-and-wing configuration with a 150 person
passenger capacity. The propulsion system for the DRAGON vehicle consists of an array of ducted fans integrated
into the lower-surface trailing-edge portion of each wing, along the entire span. A set of two turboshaft generators,
which are fixed to the side of the fuselage at a position aft of the wings, provide power generation for the configuration.
Limited details are available as to the exact number of fans contained in the array beneath each wing, with published
results only considering sectional “2D” fan integration effects. Current mission simulations of the DRAGON aircraft
indicate an 8.5% reduction in fuel burn compared to an equivalent futuristic conventional aircraft configuration [36].
Short/Vertical Take-Off and Landing DEP Vehicles
Another very different and widespread application of distributed electric propulsion has taken root with the devel-
opment of the Urban Air Mobility movement, an effort which has been spearheaded by researchers at NASA and
transportation industry players such as Uber. The Urban Air Mobility movement has developed in response to highly-
congested urban areas where ground-vehicle commutes over relatively short distances can consume hours of valuable
time. To resolve this issue, a network of electric S/VTOL vehicles has been proposed, and dozens of companies have
sprung up to develop the necessary vehicle technology [37]. These vehicle configurations are largely enabled by the
flexibility of distributed electric propulsion systems, employed in a variety of methods. One feature which unites
these vehicles is the use of electrical power solely from on-board battery storage. Several notable configurations are
presented and discussed in the following paragraphs.
While the other vehicles discussed in this category are pure VTOL aircraft, the X-57 Maxwell represents a notable
STOL configuration which utilizes DEP and falls within an aircraft mission scope similar to the other eVTOL aircraft
discussed here. An image of the X-57 aircraft is shown in Figure 2.4(c). The X-57 vehicle is a technology demonstrator
platform which has been under development directed by NASA which features twelve small propellers mounted along
the leading edge of the wing, in addition to two larger propellers mounted at each of the wing tips. The aircraft is
based off of the Tecnam P2006T four-seat light training aircraft, which was chosen as an easily modifiable aircraft
which fell within the desired general aviation market requirements [42]. In short, the distributed propulsion system
on the X-57 is designed to provide an increase in the effective dynamic pressure over the wing during take-off and
landing to enable a greatly reduced wing area while maintaining a short take-off distance, while the wing-tip mounted
propellers are intended to reduce induced drag through tip-vortex suppression [17]. Both of these aero-propulsive
coupling methods are mentioned in the following section dedicated to the topic (Section 2.2).
The Lilium jet is a unique eVTOL configuration which has been developed by the Lilium company in Munich,
Germany, and is depicted in Figure 2.4(a). The Lilium jet consists of a fuselage pod with an aft-mounted wing and
forward-mounted canard with no vertical aerodynamic stabilization surface. Both the wing and the canard surfaces
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Figure 2.4: Images of the a) Lilium Jet [16], b) Wisk Cora [38], c) X-57 Maxwell [20], d) Airbus Vahana [39], e)
Aurora Flight Sciences PAV [40], and f) the Joby aircraft [41].
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feature a flap which extends the majority of the span of each surface. Integrated into each of these four flaps is an array
of ducted fans for a total of 36 propulsion units. The flaps can deflect up to 90◦ such that the thrust produced by the
ducted fans is directed downwards for vertical lift. When the flaps are not deflected, they act as upper-surface trailing-
edge mounted distributed propulsion units allowing for high-speed forward flight. This configuration of ducted fans
also allows for noise reduction compared to other propeller-based eVTOL systems where the rotor blades are not
shielded from the ground by the aerodynamic surfaces. The Lilum jet is designed to carry four passengers and a pilot,
features a flight time of roughly 60 minutes, and a range of 185 miles [16]. The aero-propulsive coupling effects which
occur for this type of distributed propulsion configuration are the focus of the experimental investigations presented
in this dissertation, and will therefore be mentioned subsequently in great detail.
Two more examples of eVTOL vehicles enabled by DEP are the Joby aircraft and the Airbus (A3) Vahana. These
vehicles are shown in Figures 2.4(f) and 2.4(d), respectively. These two configurations both feature large open-rotor
propellers which provide vertical lift in hover and horizontal thrust in cruise. The Joby aircraft–a derivative of its
predecessor the Joby S2 [43]– is designed to carry four passengers and has a range of 150 miles at a cruising speed
of 200 mph. The Joby Aircraft features six rotors which tilt from vertical to horizontal positions to transition between
vertical and horizontal flight. Two of the rotors are located at the wing-tips, two are positioned at mid-span locations
on the wing, and two are located at the tips of the V-tail on the aft end of the aircraft. The Airbus Vahana is a similar
configuration which was developed by the A3 branch of Airbus as a flight demonstrator for eVTOL technologies. The
Vahana demonstrator was a single-passenger vehicle with a cruise speed off 190 km/h and a 50 km range. The vehicle
consists of a tandem tilt-wing configuration with four distributed variable-pitch propellers integrated into the leading
each of the two wings. As such, the entire wing surfaces were designed to rotate with the transition between vertical
and horizontal flight [39].
Two final eVTOL configurations worth mentioning, which also make use of DEP, are the Aurora PAV and Wisk
Cora vehicles. Both of these vehicles are unique from the previously discussed eVTOL vehicles as they feature
dedicated separate propulsion systems for vertical flight and forward flight. The Aurora PAV (Passenger Air Vehicle)
features a fuselage pod with a large cruise propeller at the aft-end in a pusher configuration and a traditional wing
located near the center of the vehicle. The fuselage is fixed to a frame beneath the vehicle through a forward-mounted
canard and an aft-mounted horizontal stabilizer which features tall winglets as vertical stabilization surfaces. The
frame beneath the vehicle is equipped with a total of eight rotors which are permanently fixed to provide vertical
lift during hover. The vehicle is designed to carry two passengers for 50 miles at a cruise speed of 112 mph. An
image of the PAV is shown in Figure 2.4(e) [40]. The Wisk Cora also features a fuselage pod with a dedicated cruise
propeller integrated into the aft portion in a pusher configuration. However, Cora resembles a more traditional aircraft
configuration with a single wing and a twin-boom tail with horizontal and vertical stabilizers. A total of twelve vertical
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lift propellers are integrated in pairs along the span of the wing with one propeller per pair located in front of the wing
and the other located behind. The Cora is designed to transport two people a distance of 25 miles at a speed of 100
mph with current electrical component technology levels [38]. An image of the Cora vehicle is shown in Figure 2.4(b).
Except for the X-57 Maxwell, all the eVTOL vehicle configurations presented here have undergone varying de-
grees of autonomous flight testing with either full-scale (Lilium, Vahana, PAV, Cora) or sub-scale (Joby) vehicles,
demonstrating the rapidly evolving readiness of these technologies for real-world applications. Additionally, signifi-
cant efforts have been made by the entities developing these vehicles to integrate autonomous flight control into the
core operational abilities of the vehicles, as this capability is seen as a major enabler for the implementation of ur-
ban air mobility networks [37]. While the above list of eVTOL vehicles is certainly not exhaustive, these vehicles
represent the major configuration types which have been seen the most progress towards certification. An additional
type of eVTOL vehicle does exist in the form of various multi-copter configurations, such as the Volocopter, but these
vehicles are more akin to traditional helicopters and are not the focus of the present work.
2.1.3 Distributed Propulsion Integration Benefits
As alluded to in the previous discussion of distributed propulsion and presentation of various vehicle configurations,
the use of DEP offers a variety of system-level benefits when a careful integration of the propulsion system with the
rest of the aircraft sub-systems is achieved. These benefits can be acoustic, structural, safety related, vehicle-control
related or aerodynamic. The following paragraphs summarize the mechanisms which lead to these potential benefits,
with the exception of the aerodynamic benefits of distributed propulsion systems which are discussed in detail in
Section 2.2.
Noise Reduction
According to the NASA Advanced Air Transport Technology Project, community noise reduction for regions affected
by high volumes of air traffic is one of the primary goals in the development of future-generation aircraft [1]. The use
of distributed electric propulsion systems can address this goal in a variety of ways. One method of community noise
reduction through the use of distributed electric propulsion is due to shielding of the propulsion units from the ground
during operation. For many DEP configurations, this shielding occurs due to the integration of the propulsion units on
the upper surface of the wings or body of the aircraft. Posey et al. performed simulations to predict the community
noise-reduction due to propulsor shielding from a catamaran twin-fuselage aircraft configuration, and found that a
20 dB reduction in low-frequency noise was attainable [6]. Distributed propulsion vehicle configurations that show
the most promise for this type of noise reduction are the blended-wing-body configurations such as the N3-X which
feature embedded propulsors on the upper surface of a large lifting body, as identified by Clark’s early work on such
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concepts [44]. Estimates of noise reduction were performed for the N3-X configuration predicted an overall noise
reduction below Chapter 4 requirements of 32 EPNdB, where noise from the fan inlet shielding by the fuselage upper
surface was reduced by a factor of ten during near-field operations [45].
A second source of noise reduction which is realized with the use of distributed electric propulsion systems is
the lower level of noise produced by electric machinery as compared to traditional fuel-based turbomachinery sys-
tems composed of compressors, combustors, and turbines. Huff identified motor casing vibrations as the primary
source of noise for electrical motors, and predicted that the contribution to aircraft operational noise from this source
was between 8 and 30 dB lower than the noise produced by the fan system depending on the size of aircraft under
consideration, indicating the electrical-motor noise does not contribute significantly to the overall vehicle noise [7].
A final method by which DEP enables reduced noise levels is the ability to attain very high effective bypass ratios
(the ratio of the mass-flow of air through the electrically-powered fans to the mass-flow of air through the engine cores
for a TeDP configuration). Increasing the effective bypass ratio by increasing the number of electrically-powered fans
included in a DEP system allows for significant reduction of fan noise due to decreased propulsive area disk-loading.
The N3-X is again an excellent example of a TeDP vehicle configuration which features an effective bypass ratio of 30,
contributing significantly to the predicted noise reductions of the vehicle compared to baseline aircraft configuration
cases [45].
Several additional possibilities for DEP-enabled noise reduction also exist. For example, the developers of the
ECO-150 aircraft have noted that the improved terminal-area-operations in terms of climb and descent angles and
runway-length requirements enabled by DEP-based high-lift systems allow for further reductions in community
noise [15]. Additionally, a significant body of work has been performed to assess the noise characteristics of the
leading-edge array of propellers featured on the X-57 Maxwell aircraft [46]. Studies were also performed which in-
vestigated the ability to change the acoustic signature of the propulsion system by modulating the phase and frequency
of each of the distributed propellers. Various configurations were assessed against human annoyance characteristics
to determine the potential benefits of this type of DEP system modulation [8, 9].
Structural Benefits
Another aircraft system-level benefit which can be realized due to the use of a DEP system is the structural alleviation
due to a more even distribution of propulsion system weight across the span of a wing [10, 36]. This effect can be
quantified by a reduction in the wing-root bending moment during flight due to a more even balance of the wing
weight and lifting force. This benefit is most likely to manifest for configurations such as the ECO-150 where the
distributed propulsion system is located within the wing. A detailed weight breakdown of the ECO-150 wing and
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associated propulsion system support structure revealed the potential for a 22% reduction in wing weight compared to
a conventional wing configuration [47].
Safety Benefits
The use of distributed electric propulsion systems can also provide great benefits in terms of operational safety due
to the greatly increased redundancy inherent to the relatively large number of propulsion units as compared to a
conventional aircraft configuration [10, 11]. While the impact of the failure of a single propulsion unit decreases
with the number of propulsion units, the power distribution architecture of DEP systems also plays a large role in the
potential failure scenarios and robustness of the aircraft system as a whole. Two studies performed by Rolls-Royce
evaluate potential power distribution architectures for the N3-X and ECO-150 TeDP vehicles. Results from both
studies indicated that propulsion system redundancy in the form of re-configurable power distribution in the case of
power system component failure produced a sufficiently safe system [30, 48]. The flight control system for DEP-
enabled vehicles also plays a role in the redundancy and safety of operation during failure scenarios. Work has been
performed to develop control laws which account for failure detection and response to ensure safe and controllable
operation is maintained in the event of a propulsion unit failure. Suzuki et al. developed a Kalman-filter based failure
detection method and corresponding LQR model-predictive control laws for a nominal DEP vehicle, demonstrating
that the notional aircraft would remain controllable in the event of a propulsor failure, when the propulsion units were
considered as control actuators [49].
Vehicle Control
This use of propulsors within a DEP system for vehicle control deserves special treatment as a potential benefit of
distributed propulsion. While the use of propulsors for attitude control is a natural aspect of VTOL configurations, the
application of propulsion-based control on larger transport-class aircraft is a new realm of aircraft control potentially
unlocked by DEP. The use of propulsion-based control for transport-scale DEP aircraft has been suggested largely as a
means of directional control to reduce sizing constraints on vertical stabilization and control surfaces [15, 36, 50, 51].
This potential was also investigated for conventional podded turbofan engines, but slow response times were found
to be prohibitive—a constraint which is alleviated by DEP, due to the lower inertia of the electrical fan system and
the faster response time associated with electric motors [52]. However, reliance on the propulsion system for attitude
control introduces additional constraints, as the vehicle must remain controllable across a range of critical faults, such
as a complete loss of fuel or battery charge. A study was also performed which showed that for the ECO-150 aircraft,
the propulsion system sizing constraints imposed by control requirements incurred weight penalties far in excess
of any savings gained by removal of the vertical tail [48]. For configurations where DEP-based control is viable,
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additional considerations are required to account for aero-propulsive coupling which introduces actuator coupling
about the pitch, roll, and yaw axis.
2.2 Aero-Propulsive Coupling
This section begins with an introduction to aero-propulsive coupling, followed by a summary of the key types of aero-
propulsive coupling which may be present when various distributed electric propulsion architectures are in use on an
aircraft. The section concludes with a detailed look at the previous experimental and computational work which has
been performed to characterize the aero-propulsive coupling effects associated with DEP systems.
2.2.1 Types of Aero-Propulsive Coupling
Aero-propulsive coupling occurs when there is an interaction between the streamtube of air passing through a propul-
sor and the external surfaces of an air vehicle either upstream or downstream of the propulsion unit. Due to the tight
integration of the propulsion system with the aerodynamic surfaces of most DEP vehicle concepts, some degree of
aero-propulsive coupling is inherent to DEP configurations. The manifestation of this coupling depends largely on
the type of propulsors in use and the specific integration of those propulsors into the airframe. An advantage of this
feature of DEP systems is that with careful integration of the propulsors, aircraft system-level benefits can be realized.
The potential benefits of aero-propulsive coupling can be broken into several categories. These include boundary-
layer ingestion, wake filling, vortex suppression, and beneficial interactions between a propulsor exhaust stream and
an aerodynamic surface. Each of these categories is discussed below.
Boundary Layer Ingestion and Wake Filling
Boundary-layer ingestion has been one of the most widely investigated aero-propulsive coupling mechanisms asso-
ciated with distributed propulsion systems. Boundary-layer ingestion occurs when the low-momentum air from the
boundary layer of the wings of body of an aircraft is ingested into the propulsion system as a portion of the propulsive
stream-tube. Work performed by Smith et al. on the notion of boundary-layer ingesting propulsion systems in the
1940s identified that an increase in fuel economy could be attained by ingesting low-momentum boundary-layer air in
addition to thinning the boundary layer with the incoming thrust stream [53]. Additional analytic work has also been
performed which attests to the potential benefits of aero-propulsive coupling in the forms of boundary layer or wake
ingestion [54]. The main benefit obtained from boundary-layer ingestion manifests as an increase in vehicle propul-
sive efficiency, defined as the ratio of propulsive power required to overcome vehicle drag to the change in kinetic
energy imparted to the fluid passing through the propulsors. This increase in propulsive efficiency occurs because a
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smaller increase in kinetic energy is required to produce the same thrust when the intake velocity of the propulsor is
lowered, as is the case when boundary-layer air is ingested [28]. An additional benefit of boundary-layer ingesting
configurations is a reduction in drag due to reduced kinetic energy mixing losses when the velocity deficit in the wake
of a vehicle is “filled” by the propulsor exhaust, also known as wake filling [13]. A variety of DEP configurations
have been developed which aim to take advantage of these aero-propulsive coupling benefits. Most notably, the N3-X
features significant boundary-layer ingestion and wake filling with the large boundary-layer of the upper-surface of the
lifting wing/body center-portion which is inevitably ingested by the array of ducted fans located on the upper-surface
trailing-edge. A propulsion system design study has been performed in which boundary-layer ingestion effects were
included based on the average total pressure and Mach number at the fan inlet extracted from boundary-layer profiles
found through CFD simulations [55]. It was found that the inclusion of boundary-layer ingestion effects is critical
for the design of the propulsion system, particularly at off-design conditions where the boundary-layer characteristics
could vary significantly. In addition to the BWB configurations which naturally incorporate some degree of boundary-
layer ingestion, other DEP configurations involving conventional tube-and-wing designs have also been developed
with boundary-layer ingestion benefits in mind [56]. A perfect example of this type of vehicle is the previously dis-
cussed STARC-ABL which incorporates an electrically-powered fan on the aft-end of the empenage to ingest the
fuselage boundary layer.
Vortex Suppression
Wing-tip vortex suppression through the use of wing-tip mounted propellers has also been suggested as a means of
beneficial aero-propulsive coupling which is present on some DEP vehicle concepts. Early work by Miranda char-
acterized the interaction between a wing-tip mounted propeller and the wing-tip vortices through the use of potential
flow modeling methods, and found that a favorable aero-propulsive interaction could lead to propulsion system ben-
efits [57]. If the propeller was located upstream of the wing-tip and rotated in a direction counter to the wing-tip
vortex rotation, the propulsive benefit could be seen in the form of reduced induced drag. If the propeller was located
downstream of the wing-tip and rotated in the same direction as the wing-tip vortex, however, the proplsive benefit
would manifest as an increased propulsive efficiency from the effective pre-swirl introduced to the propeller by the
wing-tip vortex. However, investigations into the benefits of vortex suppression are ongoing, as the additional power
requirements imposed on the propulsion system are unknown. One vehicle which has been designed to take advantage
of this means of aero-propulsive coupling is the NASA X-57 which features a pair of cruise-propellers located at the
wing tips to reduce induced drag [58].
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Propulsive-Streamtube Surface Interactions
The final category of aero-propulsive coupling effects which commonly occur on vehicles featuring distributed propul-
sion systems consists of effects due to the interaction between the streamtube of air entering or exiting a propulsion
unit and a nearby aerodynamic surface, such as a wing, flap, or horizontal/vertical stabilizer surface. Many of these
aero-propulsive coupling effects have been widely characterized outside of the context of distributed propulsion, such
as jet/blown-flaps or other devices which may use exhaust air for some form of increased wing circulation and lift. An
example of this type of powered lift system is the jet flap found on the Hunting H. 126 aircraft. This aircraft was outfit-
ted with a blown-flap system which routed a portion of the engine exhaust over the trailing-edge wing flaps to provide
high lift [59], and was discussed in greater detail in the previous overview of distributed propulsion methods. Due to
the surface blowing associated with jet flaps, very high flap deflection angles are attainable without flow separation,
leading to greatly increased lift coefficients for the vehicle [21]
An extension of the blown-surface concept to a more recent distributed propulsion application can be found in the
example of the X-57 concept. The X-57 is outfitted with an array of small propellers across the entire leading edge
of the wing. These are used to provide an increase in the effective dynamic pressure across the wing surfaces during
take-off and landing. This increased dynamic pressure allows for a much smaller wing area required to meet the
high-lift needs of the aircraft, leading to more efficient cruise and better response to gusts due to high wing-loading.
One of the major downsides to this particular form of aero-propulsive coupling is the creation of greatly increased
swirl over the wing due to the propeller wash. This swirl leads to local changes in angle-of-attack and can severely
spoil the efficiency of the wing lift distribution [60]. To avoid efficiency penalties during cruise, designers of the
X-57 have developed leading-edge propellers which fold into pods designed to minimize their impact on the wing-
surface flowfield and contributions to vehicle drag [17, 42]. Another significant challenge associated with practical
applications of this type of distributed propulsion is the thrust contribution from the propellers which are intended
to provide blowing across the wing. If a large degree of blowing is required to meet the high-lift requirements,
particularly during the landing phase, the thrust produced by the wing leading-edge propellers may prevent the aircraft
from flying at the desired/required airspeed [61].
The final form of aero-propulsive coupling which arises from the interaction of propulsive streamtubes and an
aerodynamic surface is found on wing systems with embedded ducted fans. As such, this type of aero-propulsive
coupling is of the greatest interest for the purposes of this body of work. Aside from any benefits which may exist
due to boundary layer ingestion and/or wake filling for vehicles making use of embedded ducted fans, additional
benefits are possible due to the interaction of the propulsive stream-tube with the wing system. First, if the ducted
fans are integrated into the upper surface of the wing, the acceleration of massflow through the fans can act to increase
wing circulation and therefore increase the lifting force experienced by the wing. An example of this form of DEP
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integration was investigated by Rolling Hills Research Corporation [62], and is discussed in detail in the following
section dedicated to the discussion of key aero-propulsive coupling studies. An additional form of aero-propulsive
coupling which is also inherent to these embedded ducted fan systems is inlet distortion. Due to the non-uniform
flowfield created by the wing boundary-layer, the distribution of flow properties across the fan inlet is non-uniform.
This inlet distortion can lead to losses in fan efficiency due to the corresponding non-uniform disk loading [63].
2.2.2 Summary of Previous Aero-Propulsive Coupling Investigations
This section provides a summary of key experimental or computational studies which have been performed to in-
vestigate in detail the flow physics and mechanisms corresponding to the aforementioned aero-propulsive coupling
effects. As mentioned in Chapter 1, the distributed propulsion system selected for experimental investigation in this
dissertation consists of an over-wing, trailing-edge mounted array of ducted fans. As such, the following discussion
is tailored more towards previous work related to this type of DEP configuration, although several other studies are
mentioned for completeness. The following discussion of previous work is split into a discussion of computational
(CFD) studies and experimental work.
Computational Studies
In recent years, both computational and experimental studies have been performed to investigate the aero-propulsive
coupling aspects of modern distributed propulsion systems. Several notable CFD studies will be discussed first. A
foundational CFD study was performed by Wick et al. in which an extensive parametric sweep through both 2D and
3D wing-integrated DEP geometries were evaluated and compared in terms of M LD [18]. Over 2000 CFD solutions
were generated which encompassed geometries in which the propulsors were integrated on the upper surface of the
airfoil (over-wing), the lower surface of the airfoil (under-wing), or were embedded within the airfoil (split-wing).
The best candidates from each of these categories were then selected for evaluation in a 3D wing integration study,
where shape optimization was performed to assess the overall performance of the integrated system across a variety
of flight conditions. Finally, a series of trade studies was performed with the under-wing and split-wing 3D (full-wing
+ fuselage) configurations to determine the influences of parameters such as the duct length, propulsive area, and
span-wise extent of the propulsion system. The results of this study have been instrumental in the design of other
DEP propulsion systems to date, with similar aerodynamic shape optimization performed with CFD for the ECO-150
aircraft and the N3-X [64].
The designers of the ECO-150 also used CFD to analyze a blown-flap configuration which predicted a 30% in-
crease in CL at full power over the unpowered case [31]. While most of the CFD studies to date are focused on
exploring the design space to achieve optimal M LD , several CFD studies have also been performed to investigate the
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flow physics of DEP aero-propulsive coupling. These studies focus on investigating aspects of boundary-layer inges-
tion, particularly to obtain estimates of the impact of inlet distortion. Studies have shown that losses in efficiency
occur due to nonuniformities in the pressure field leading up to a BLI fan-face, with additional losses caused by un-
steady separation of the casing boundary layer [65]. Another study found the optimal distribution of thrust between
the propulsors on the N3-X accounting for the varying degree of inlet distortion as outboard propulsors ingest a thinner
boundary layer than inboard propulsors [66].
Another CFD study was performed comparing the power requirements for an aircraft with a boundary-layer ingest-
ing propulsion system as compared to the power requirements of a traditional aircraft configuration. This comparison
was made with RANS simulations of the NASA Common Research Model geometry which is a twin-engine con-
ventional aircraft. For the boundary-layer ingestion case, an actuator disk was added at the fuselage trailing edge to
simulate the presence of an aft-mounted BLI fan, resembling the STARC-ABL configuration. Results of the study
showed an 8.7% decrease in power requirements for the BLI configuration as compared to the conventional configura-
tion. Comparisons were made at Reynolds numbers of 40 million and 5 million, with a slightly greater power saving
prediction for the lower Reynolds-number case which was attributed to ingestion of a larger boundary layer and opera-
tion at a greater baseline drag coefficient and lower lift coefficient [67]. It should be noted that the power saving results
from this study are overly optimistic due to the exclusion of fan-performance effects from boundary-layer ingestion.
Experimental Studies
While CFD studies have been aimed at optimizing the integration of DEP systems into aircraft, several experimental
studies have also been performed which focus more on validating the aero-propulsive benefits of a design or under-
standing the mechanisms of aero-propulsive coupling for a given DEP system. One such study was conducted by
Atinault et al. in which wind tunnel and numerical results were obtained for a traditional fan/nacelle unit placed in
the wake of a representative fuselage in the form of an axisymmetric streamlined body [12]. Experimental results
showed that the electrical power required to offset the drag of the combined body/propulsor system could be reduced
by up to 20% when the propulsor was placed directly in the wake of the axisymmetric body. Additionally, numerical
and experimental predictions of reduction in power coefficient due to BLI were in good agreement. Several notable
experiments have also been performed to investigate inlet distortion influences produced by BLI. The first of these is
the testing of a distortion-tolerant fan intended for use in the N3-X DEP system which was designed to support the
mechanical loads experienced due to the nonuniform disk loading. Transonic wind tunnel tests demonstrated that the
fan could achieve an adiabatic efficiency of 87.9% while sustaining the high cycle fatigue loads characteristic of inlet
distortion [68]. Another NASA study showed that the use of active flow control in the inlet of a BLI propulsor could
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reduce distortion from 29% to 4.6%, a result which indicates that the disadvantage of BLI in terms of inlet distortion
can be mitigated [69].
A body of experimental work has also been performed to characterize propeller-wing interactions such as those
exhibited on the X-57 vehicle concept. A notable experiment is the characterization of the leading-edge propeller
concept under the NASA Hybrid-Electric Integrated Systems Testbed (HEIST). The HEIST testbed consists of a wing
with 18 fans integrated into the leading edge, along with the corresponding power generation, control, and distribution
equipment [70]. The HEIST wing was mounted on a rig above a large truck which could drive along a runway to
simulate flow conditions on the wing. Results of the HEIST testing were summarized by Stoll, who also presented
CFD simulation results as a point of comparison. Key conclusions from the study were the agreement in overall forces
between the experiment and simulation to within roughly 10%, and the computational identification of highly non-
uniform span-loading due to the swirl from the propellers [71]. In addition to the experimental work performed for the
X-57 concept, a significant effort has been developed at Delft University of Technology to experimentally characterize
wing-propeller interactions. A notable experiment was performed in which over-the-wing propeller configurations
were investigated in a wind tunnel. Results indicated pressure decreases on the wing surface upstream of the propeller
and pressure increases downstream of the propeller, with an increase in wing lift of 8% when the propeller was located
near the 85%-chord location [72].
A recent study in which hotwire measurements were taken upstream and downstream of an array of ducted fans
installed on a flat plate in a wind tunnel was designed to explore the influence of incoming boundary-layer character-
istics on the flow power production capabilities of a DEP system. Results showed that a thickening of the incoming
boundary layer led to a reduction in power imparted to the flow by the DEP system for the same electrical power
input [73]. While this result may seem unfavorable, the study essentially compares the performance of a single DEP
system at a fixed operating point on two different vehicle configurations. A better comparison which would show the
benefit of BLI would involve quantifying the power requirements of the DEP system with integrated propulsors as
compared to the power requirements of the same system with isolated propulsors. Finally, a set of tests was performed
investigating the aero-propulsive coupling aspects of a DEP system designed for use on an Aeromot TG-14A motor
glider re-purposed as a TeDP testbed aircraft [19, 62, 74]. Both numerical and experimental studies were conducted
that showed that the sectional force and moment performance of the DEP wing system were affected by the thrust
level of the DEP system. In particular, the lift curve shifted towards positive values as the thrust was increased, and
the pitching-moment curve shifted towards negative values. The wind-tunnel model which was tested by Kerho forms
the bases for a significant portion of the experimental work presented as a part of this dissertation.
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2.3 Sub-Scale Aircraft Flight Testing
The flight testing of sub-scale aircraft models is a valuable tool for the investigation of new aircraft configurations
and air-vehicle technologies. While computer simulations have significantly reduced the time required to explore
new aircraft configurations, sub-scale flight testing provides a valuable tool for validation and verification of design
predictions, as well as the ability to identify key modeling limitations. Additionally, sub-scale flight testing has the
potential to provide a lower-cost method of verification and validation than wind-tunnel testing with the advent of low-
cost sensors and the limited wind-tunnel testing facilities which are available [75]. Within the context of this body
of work, flight testing was used as a key experimental method for investigating the flight-dynamics of a DEP-enabled
vehicle. As such, several examples of other sub-scale flight test programs are discussed in the following paragraphs
as a point of reference.
A noteworthy example of such a flight-test program which demonstrates the utility of sub-scale flight testing is
the X-48B flight test program which was performed beginning in 2007 [76]. The X-48B was a remotely-piloted sub-
scale blended-wing-body aircraft with three turbojet engines mounted in nacelle pylons on the upper-surface trailing
edge of the vehicle, and is thus loosely related to the N3-X vehicle configuration. The model was an 8.5%-scale
dynamically-scaled replica of the full-scale BWB concept, which had a wingspan of 20.4 ft and weighed 525 lbs.
The concept of dynamic-scaling refers to the careful design of the mass-distribution properties of a sub-scale model
such that the aerodynamic forces produce a dynamic response representative of the full-scale equivalent vehicle, and
is an important component of sub-scale flight test programs. The purpose of the sub-scale aircraft flight tests for
the X-48B vehicle was to determine the aerodynamic and stability and control characteristics of the novel vehicle
configuration as validation of pre-flight models and simulations, as well as to explore the more extreme portions of
the flight envelope—such as near-stall—in a low-risk environment.
Figure 2.5: An Image of the X-48B aircraft, After Risch [76].
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Recent sub-scale flight testing was completed by researchers at MIT of a super-short take-off and landing (SSTOL)
vehicle configuration [77]. The SSTOL model was a 30%-scale demonstrator which consisted of a conventional high-
wing UAV configuration with both horizontal and vertical stabilizers which weighed 32 pounds. A total of eight
propellers were integrated across the leading edge of the 13-ft wing-span, slightly below the leading edge. The inner
70% of the wing-span where the propellers were distributed also featured a single-slotted flap. Similar to the X-57,
this vehicle was designed to utilize blowing from the distributed propellers to significantly increase the attainable CL
through increased effective dynamic pressure and enhanced flow attachment on the slotted flap. The primary goals of
the SSTOL flight test campaign were to experimentally verify the highest attainable in-flight CL value and to assess
vehicle stability and handling qualities at very low flight speeds. Results indicated that values of CL in excess of 10
were attainable, but handling qualities were poor at these conditions due to the low efficacy of the traditional control
surfaces at very low flight speeds.
Another DEP configuration which has undergone sub-scale flight testing and evaluation is the NASA GL-10 VTOL
concept [78–80]. The GL-10 consists of a tilt-wing/tilt-tail configuration with a total of ten propellers. Eight of the
propellers were integrated across the leading-edge of the wing, and the remaining two were integrated into the hori-
zontal stabilizing surface. The GL-10 vehicle was a 50%-scale dynamically-scaled model which weighed 62 pounds
and had a wing span of 10 ft. The primary goal which was achieved through flight testing of the GL-10 vehicle was
a demonstration of repeatable and controlled flight through the transition from hover to forward flight and the corre-
sponding transition back to hover from forward flight. The GL-10 flight test campaign is an excellent example of what
can be accomplished with aircraft which are mostly composed of hobby-grade COTS components [80]. Additionally,
phase-optimized orthogonal multisine inputs signals—a key component of the system identification methodology em-
ployed in this work—were planned as flight-test maneuvers for aerodynamic parameter estimation flight tests of the
GL-10 [78]. In addition to the flight-test campaign, a wind-tunnel test was also performed to develop high-fidelity
models of the vehicle for control development purposes. A set of experiments were designed to identify the aerody-
namics and control actuator influences on the vehicle using design of experiment theory. Results of this wind tunnel
test were instrumental in building force and moment models which included a total of 21 actuators, enabling the
development of control systems for the vehicle in transitional flight modes [78, 79].
While the GL-10 represents the most similar investigation to the current study in terms of the use of wind tunnel
and flight testing to characterize a complex DEP aircraft configuration, particular results in terms of aerodynamic
parameter estimates and corresponding uncertainties are not available. However, a number of other studies have been
performed with traditional fixed-wing UAV-scale flight test vehicles where system identification of the vehicle was the
primary goal of the study. As such, several of these studies are summarized here to provide a point of reference for the
quality of flight-test results presented in this document. Smith et al. [81] utilized flight testing of a UAV-scale delta-
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wing aircraft to perform system identification with traditional decoupled longitudinal and lateral state-space models
of the aircraft. A commercial Pixhawk system was used to control the vehicle and record flight data at 25 Hz during
manually implemented frequency sweep maneuvers. The uncertainty of parameter estimates was given in terms of the
Cramér-Rao bounds on parameter variance which were also used in the current study. The predicted standard error of
parameters varied between 3% and 17% for the longitudinal model, and between 4% and 26% for the lateral/directional
model. It should be noted, however, that some parameters with standard error greater than 20% were thrown out of the
model. Another notable UAV-based system identification flight-test campaign was performed by Dorobantu et al [82]
with the University of Minnesota Ultra Stick 25e UAV. The purpose of this flight-test campaign was again to identify
unknown parameter values within decoupled longitudinal and lateral/directional state-space models of the aircraft.
Again, frequency domain system identification flight-testing techniques were utilized to identify these parameters.
Frequency sweeps were performed with each of the control surfaces, and parameters were identified by fitting the
linear state-space models to estimates of the frequency response from flight data. Again, the Cramér-Rao bounds were
used as a metric for uncertainty. Predictions of standard error were on the order of 5% to 20% for most terms, with
standard errors as large as 40% for cross-coupled parameters (the influence of ailerons on yaw, for instance). While
a large number of similar studies exist, these two studies were selected for summary due to the similarity in aircraft
modeling techniques and system identification methodologies utilized, as well as to provide a valuable reference for
the relative quality of parameter estimates presented in this work.
2.4 Summary of Literature Review
This literature review has served to introduce the reader to the notion of distributed electric propulsion through the
discussion of a variety of vehicle configurations which utilize the concept along with potential aircraft system-level
benefits which may be attainable through the use of such propulsion systems. This broad introduction to distributed
propulsion is intended provide motivation for obtaining a more detailed understanding of the aero-propulsive coupling
effects which come into play on DEP vehicle configurations, as these effects contribute significantly to the efficiency
and operation of DEP-enabled vehicles. To this end, a detailed discussion of previous work related to aero-propulsive
coupling was also included in the review of literature.
The previously work related to aero-propulsive coupling consider the effects from a perspective where all the
propulsors in a DEP system operate steadily at uniform thrust settings. If a DEP system were to be used for air-
craft control, propulsors would be operated unsteadily and at nonuniform thrust settings from propulsor to propulsor.
For DEP-based control to be feasible, a greater understanding of the complex aero-propulsive and cross-propulsor
interactions present on such systems must be achieved. For example, the intake stream-tube of each propulsor in a
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tightly-integrated DEP system is limited by those of the neighboring propulsors and the aircraft geometry. This consid-
eration could lead to difficulties in off-design operation, since propulsor intake stream-tubes may not be able to utilize
an inlet capture area that provides desirable performance. Furthermore, if a propulsor were to operate at a higher mass
flow than its neighbors, it may effectively starve them of their required mass flow, leading to decreased performance.
Alternatively, the inlet spillage from a windmilling propulsor could adversely affect the performance of its neighbors
by producing highly nonuniform inlet conditions [19]. To fully characterize the aero-propulsive coupling effects on
an over-wing, trailing-edge mounted DEP system, these nonuniform thrust and unsteady operating conditions must be
investigated for a representative system on an actual aircraft.
To address this gap in the literature, a thorough experimental characterization of the aero-propulsive coupling
effects produced by an over-wing trailing-edge mounted array of electric ducted fans was conducted using wind-tunnel
and flight-testing methods. This characterization includes both steady and unsteady effects, both uniform-throttle and
mixed-throttle effects, and includes the influences of these effects as they act on actual aircraft flight dynamics. It
is the hope of the author that the data presented in this dissertation provides a rich basis of information for future




This chapter describes the experimental methods, testing equipment, and facilities which were used for the evaluation
of the aero-propulsive coupling effects of an integrated distributed electric propulsion (DEP) system. The DEP system
investigated in this work consisted of an array of ducted fans integrated into the upper-surface trailing-edge of a
wing section. A schematic generalizing this type of ducted-fan integration along with other potential integration
architectures is shown in Figure 3.1. The particular choice of over-wing trailing-edge mounted ducted fans was made
for several reasons. First, ducted fans were chosen as the preferred propulsor above some configuration of propellers
due to the relative simplicity of the integration benefits and aerodynamic influences on the wing system. A wing with
ducted fans is not subject to the same degree of unsteady and non-uniform propwash produced by a propeller system,
and the potential for noise reduction and an overall cleaner integration of the propulsion system into the wing section is
greater with ducted fans. The over-wing trailing-edge position was chosen for simplicity of integration and the ability
to investigate the potential circulation-based effects and the influences of such a configuration on the wing-section
boundary layer. The location of the fan inlets near the trailing edge where the local surface pressure coefficient is
near zero allows for an inlet velocity near the freestream value, and aids in preventing the ingestion of debris from
the runway and shielding the noise of the fans from the ground. Additionally, the application of ducted fans in such
a configuration is well suited for conventional take-off and landing (CTOL) passenger vehicles which were deemed
a likely near-term application of DEP with current state-of-the-art technology capabilities. The work presented in
this document is most relevant to general-aviation scale aircraft with extensions to the commercial transport scale,
however, the broader understanding of the aero-propulsive coupling effects could also be applicable to vertical take-
off and landing (VTOL) vehicles.
The characterization of aero-propulsive coupling effects and the subsequent identification of the influence of those
effects on aircraft dynamics for the over-wing trailing-edge mounted DEP system were accomplished through a series
of three experiments as described in this document. The first of these three experiments consisted of the wind-tunnel
testing of an airfoil model which spanned the height of the wind-tunnel test section and was equipped with an array
of five ducted fans. This model is subsequently referred to as the “airfoil model” and results are referred to as “2D”
for convenience, although the array of ducted fans only consumes the center-span portion of the model. The second
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Over-Wing Under-Wing Split-Wing
Figure 3.1: A schematic detailing the three main options for ducted fan integration into a wing section.
experiment consisted of the wind-tunnel testing of a semispan aircraft model composed of a finite wing geometry
equipped with an array of four ducted fans and a representative half-fuselage. This model is subsequently referred to
as the “semispan model” and results are referred to as “3D”. The final experiment consisted of the flight testing of a
scaled general-aviation aircraft equipped with an array of four ducted fans on each wing. This model is subsequently
referred to as the “flight-test vehicle.” Both the flight test-vehicle and the semispan model were based off of the Cirrus
SR-22 four-seat general aviation aircraft. A brief introduction to each of these experiments is given in the following
paragraphs. It should be noted that the flight test portion of this work was completed prior to the semispan wind tunnel
tests, and that the semispan model was developed to simulate the aerodynamic characteristics of the flight-test vehicle.
However, the semispan experiment is presented before the flight test experiment in this document as it serves as a
natural transition between the airfoil model and flight test experiments.
Within the context of the overall investigation at hand, the airfoil model served as a platform for investigating the
sectional aerodynamic performance of the integrated DEP system and provided a means of identifying the key physical
factors contributing to aero-propulsive coupling effects on such a system. Measurements of the resultant forces and
moments on the airfoil model were acquired to characterize the aerodynamic performance as a function of fan speed
and model angle-of-attack. Airfoil surface-pressure distributions were acquired at three planes distributed across the
span of the model and PIV flowfield diagnostics were performed at five planes distributed across the span of the
center-fan inlet to identify the factors contributing to the aero-propulsive coupling effects evident in the performance
results. Details of the geometry, design, and functionality of the airfoil model are given below in Section 3.1.1 and
experimental results are discussed in Section 4.1.
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With the basis of knowledge from the airfoil model experiment and preliminary flight test results, the semispan
wind-tunnel model was developed as a platform to thoroughly investigate the aerodynamic performance of the DEP
system integrated into a three-dimensional aircraft geometry. The use of a wind-tunnel model for this purpose pro-
vided a significant advantage over the use of the flight-test vehicle as the set of operating parameters could be varied
more precisely and over a much larger range, and in a much more controlled environment than would be achievable
through flight tests. In addition to characterizing the full-aircraft aerodynamic performance, the semispan tests also
provided detailed information regarding the time-constants associated with the dynamic response of the ducted fans
and the resultant forces and moments experienced by the vehicle during transient changes in fan speed. Unsteady
measurements of the forces and moments experienced by the model were acquired to characterize the aerodynamic
performance of the model, and sectional pressure distributions were acquired at four span-wise stations along the wing
to provide a supplemental understanding of the aero-propulsive coupling mechanisms which could be used as a com-
parison to the resultant insights from the airfoil model tests. The geometry, design, and functionality of the semispan
model are discussed in Section 3.1.2 and experimental results are discussed in Section 4.2.
The flight-test vehicle served a dual-purpose within the context of this research. First, as a development of the
supporting technology and demonstration of the ability to utilize an over-wing trailing-edge mounted DEP system on
a viable flight vehicle. Second, to identify the implications of using such a system in terms of the actual influence
of the aero-propulsive coupling effects—previously identified through wind tunnel testing—on the flight dynamics of
an actual aircraft. The flight-vehicle model was outfitted with all of the necessary actuation, radio-communication,
computer equipment and sensor instrumentation to allow for remotely-piloted operation of the vehicle and the full
characterization of the aircraft dynamics through measurement and estimation of the relevant aircraft states. Flight
test data were used to perform system identification (SysID) with the primary goal of identifying the influence of the
DEP system on the flight dynamics to inform the development of autopilot systems which utilize DEP units as control
actuators for augmentation of traditional aircraft control methods. The design, instrumentation, and functionality of
the flight-test vehicle are described in Section 3.1.3 and results are discussed in Section 4.3.
After the details of each of the three experimental models are discussed, the rest of the Experimental Methods
chapter consists of descriptions of methodology and equipment which may have been shared between any combination
of the three separate experiments. The relevance of each section of the subsequent methodology to each of the three
experiments is therefore stated at the beginning of each section for clarity. Finally, the Experimental Methods chapter
concludes with the presentation of an uncertainty analysis for each of the three experiments.
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3.1 Test Articles
The design, fabrication methods, instrumentation and functionality of the airfoil model, the semispan model, and the
flight-test model are discussed in this section.
3.1.1 Airfoil Model
The distributed electric propulsion airfoil model investigated in the present work was developed and had undergone
preliminary testing previously by Kerho [19, 62, 74] through a funded NASA LEARN program. The model consists of
an NACA 643-618 airfoil section with an array of five ducted fans located across the center-span of the model, on the
upper-surface of the trailing-edge. The model was designed for testing in the University of Illinois 2.8 ft × 4 ft low-
speed wind tunnel described in Section 3.2, where the model spanned the 2.8 ft height of the test section. The array
of five ducted fans was located at the center-span location of the airfoil model and consumed the central 36% of the
span. An image of the airfoil model installed in the wind tunnel is shown in Figure 3.2(a), with a number assigned to
each of the ducted fans. The model was manufactured using SLA-based additive manufacturing techniques. The SLA
model was supported with two internal steel spars which protruded from the lower end of the model and interfaced
with the wind-tunnel’s integrated turntable and three-component balance.
The fans were mounted to the airfoil model at a pitch angle of 5◦ relative to the airfoil chord line. The chord
length of the airfoil model is nominally 20 inches, though the fan-exit ducts extend slightly beyond this length. The
airfoil model and associated distributed propulsion system was originally developed as a scaled version of a proposed
distributed propulsion system to be utilized on an Aeromot TG14-A motor glider as a TeDP testbed/demonstrator
aircraft [62]. As such, a boundary-layer trip was installed on the upper surface of the airfoil model at a location of
x/c = 0.03 using #50 grit to create a thicker boundary layer and to better simulate the boundary layer development of
the full-scale aircraft. For the purpose of comparison to existing preliminary data and a better representation of flow
characteristics on a relevant aircraft platform, the trip-strip was installed for all testing of the airfoil model presented
in this document.
The propulsion system consisted of five Hyperflow 56 EDFs which were integrated into the airfoil upper surface
with a streamlined housing. The housing consisted of five square inlets side-by-side which each transitioned to circular
ducts within which the fans were installed. The inlet area was chosen based on a weighted average of the mass flow
required at thrust-required and thrust-available conditions scaled down from the Aeromot TG14-A motor glider [62].
Additionally, the open areas between the circular fan exit ducts were filled with streamlined fairings to eliminate
pressure drag from excessive separation. A detailed description of the model design methodology can be found in
Kerho [62]. Each of the five ducted fans was driven by a 24mm 3790 KV Ammo brushless inrunner motor with a
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corresponding E-flite 60-Amp Pro SB (V2) Brushless electronic speed controller (ESC). The power for each of the
motors was supplied by an independent QJE model PS250SWIII 50-Amp 15 V DC switching power supply with
variable noise reduction regulation such that the voltage supplied to each motor was constant and repeatable over the
set of test points.
The airfoil model was instrumented for acquisition of various airfoil performance and propulsion-system data.
A three-component balance was utilized to measure the stream-wise and stream-normal forces and quarter-chord
pitching moment of the full model assembly. The stream-wise and stream-normal force coefficients have been termed
Cd and Cl , respectively, since the discussed forces are aligned with the traditional lift and drag directions. This
distinction is made since the forces produced by such a propulsion system are ambiguously defined with respect to
the standard decoupled definitions of lift, drag, and thrust. Details pertaining to the three-component balance and
subsequent calculations of coefficients from measured quantities can be found in Section 3.6.1. The airfoil model was
also equipped with three rows of 29 pressure taps, aligned with the center-span locations of fans #3, #4, and #5, to
provide sectional pressure distributions measurements at each operating condition. The locations of the pressure taps
are shown in Figure 3.2(b). Time-averaged pressure measurements were acquired with an electronically scanned DTC
Initium pressure system, and were used to calculate the Cp distribution around the airfoil at each tap-row location
according to the methodology in Section 3.5. Each of the fan units was also equipped with an EagleTree brushless-
motor RPM sensor, and a Hall-effect current transducer to allow for measurements of the rotational rates and electrical
current, respectively, for each fan. All data acquisition and model control was performed through a LabVIEW code.
A detailed description of the propulsion system control within the wind tunnel environment is given in Section 3.4.
All force and moment coefficients presented in relation to the airfoil model were computed using the force and
moment measurements made by the three-component balance, rather than from integrated pressure distributions. This
decision was made due to the fact that the model, although two-dimensional in the sense that the airfoil spans from
the floor to the ceiling of the wind tunnel, is an inherently three-dimensional system due to the five integrated fans
occupying the center-span portion of the model only. Therefore, the force and moment data presented in this paper
should be taken as representative of a three-dimensional distributed propulsion system on an infinite wing rather than
of a sectional airfoil propulsion system.
3.1.2 Semispan Model
The geometry of the semispan aircraft model is a direct scaling of the geometry of the flight-test vehicle. Thus, one
of the key steps in designing the semispan model was the selection of a scaling factor. The selection of the scaling
factor was driven based on the desire to match the flight vehicle Reynolds number of 650,000 while simultaneously









Figure 3.2: a) An image of the airfoil model installed in the wind tunnel, and b) a CAD rendering of the airfoil model
showing the location of the pressure taps [62].
constraints of the University of Illinois 2.8 ft × 4 ft low-speed wind tunnel. An additional constraint imposed on the
model design was the selection of small-scale ducted fan units available on the market. Since the exact geometry of the
fans utilized on the flight-test vehicle could not be scaled down, the thrust requirements of the semispan wind-tunnel





where CT is the thrust coefficient, T is the thrust produced by a fan, q∞ is the dynamic pressure of the flow, and Ap
is the propulsor frontal area. The thrust requirements of the wind-tunnel model therefore scale with 1/(SF2) as the
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propulsive area is reduced with the linear scale-factor SF , and with 1/SF as the tunnel velocity is changed to match
Reynolds number.
These scaling laws along with the model-size constraint imposed by the wind tunnel geometry and the limited
selection of fans resulted in stringent constraints on the selection of the model scale factor. Figure 3.3 shows the thrust
required per fan over the range of attainable Reynolds numbers for a set of scale factors, with the upper and lower
limits on Reynolds number for each scale factor shown as a colored marker. The perfect match-point at the flight-
vehicle Reynolds number is shown at the intersection of the vertical blue line and the horizontal green line. A survey
of currently-on-the-shelf ducted fan units was conducted and a set of four fans within the geometric size constraints
and similar quoted-thrust capabilities were chosen. A thrust vs. Reynolds number curve for each of the potential fans
is shown in red in the figure, computed by subtracting the ram-drag at each tunnel velocity from the quoted maximum
static thrust of the fan. The ram drag was calculated as
Dram = ṁ f anV∞ (3.2)
where ṁ f an is the mass flow in the freestream approaching the fan face.
From Figure 3.3, only the FMS 50mm ducted fan of the four candidate fans showed potential for matching the
thrust requirements at Reynolds numbers near the target Re = 650,000. As such, this fan was chosen to provide
thrust for the semispan model. Each FMS 50mm ducted fan was equipped with a Predator 2627-KV4500 brushless
outrunner motor. The FMS 50mm ducted fan was predicted to match the thrust required at a Reynolds number of
580,000. To allow for some excess thrust above the thrust required to overcome drag, a testing Reynolds number of
550,000 was chosen. This Reynolds number with the 50mm FMS ducted fan set the scale-factor to 72% of the flight
vehicle geometry. While models designed for the 2.8 ft × 4 ft wind tunnel are typically designed to be mounted on
the tunnel floor, the span of the semispan model was too large to remain within the recommended limit of 80% of the
tunnel height to avoid severe interactions between the wingtip vortex and opposing wind tunnel ceiling surface [84].
Thus, the semispan model was designed to be mounted on the tunnel side-wall, where the span-to-width ratio of the
model was 72%.
The semispan model apparatus can be divided into two contributions: the mounting and force-balance apparatus,
and the scaled semispan aircraft model itself. The mounting and force balance apparatus is shown in Figure 3.4. The
main portion of the mounting apparatus consists of a new tunnel side-wall which is equipped with a 2 ft in diameter
turntable. Both the side-wall and turntable pieces were manufactured from 6061 aluminum. The turntable is supported
by 301 1/4” nylon ball-bearings which are embedded in a channel in the tunnel wall and packed with machine grease.



































Powerfun 50mm, SF = 0.72
Dr. Mad Thrust 50mm, SF = 0.72
Dr. Mad Thrust 40mm, SF = 0.58











Figure 3.3: Semispan model scale-factor trade study for various ducted fan options.
with a handle located on the outside of the tunnel. The mounting apparatus is equipped with a Dynapar HS35R optical
encoder with 4000 pulses per revolution to allow for measurement of the model angle-of-attack to within±0.09◦. The
optical encoder is mounted on a bracket which is fixed to the stationary portion of the tunnel side-wall. A small shaft
extends from the turntable through its axis of rotation and interfaces with the sensing side of the optical encoder. An
Interface Force 6A80A 6-axis load cell isolates the model spars from the rest of the tunnel side-wall for measurement
of the forces and moments about the three aircraft body axes. Details pertaining to the measurement of forces and
moments using the 6-axis load cell are given in Section 3.6.3.
The semispan aircraft model is shown installed in the tunnel in Figure 3.4, along with the body-fixed coordinate
definitions. The x-axis is aligned with the longitudinal axis of the aircraft and is directed upstream, the z-axis points
downwards out of the bottom of the fuselage, and the y-axis completes the right-handed coordinate system by pointing
into the tunnel wall. The semispan model is composed of two separate bodies—the wing and the fuselage. The wing
consists of a straight-rectangular in-board portion with an S8036 airfoil section joined with a tapered out-board portion
which transitions to an S8037 airfoil at the wing tip, after the design of the flight-test-vehicle [85]. The wing portion
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of the model was manufactured in one piece using SLA additive manufacturing techniques. The distributed propulsion
system was integrated into the upper-surface trailing-edge of the wing just in-board of the tapered section of the wing.
The fan cowlings and motor wire routing were built into the SLA wing. The model is also equipped with four rows of
35 pressure taps. Each row of taps is aligned with the center of one of the ducted fans and includes 6 taps on the upper
surface of the fan cowling. The distribution of taps in the x-z plane for each of these rows is shown in Figure 3.6. Each
of the taps is connected to a length of 0.04 in diameter urethane tubing within the wing cavity. The fuselage portion
of the model was created in 11 pieces using FDM additive manufacturing techniques, and then assembled with epoxy.
Each of the pieces of the fuselage are also attached to a carbon fiber tube which extends the length of the fuselage for
additional structural support. The final fuselage product was smoothed with Bondo body filler and sand-able primer
paint for a high-quality smooth surface finish. The wing and fuselage portions of the model were both fixed to an
internal rib-and-spar structure as described below. It should also be noted that the semispan wind tunnel model was
designed without horizontal and vertical stabilizers, as the primary focus of the wind-tunnel test was investigating
the integration of the propulsion system into the wing and the inclusion of a tail would severely limit the attainable
angle-of-attack range of the model.
A close-up rendering of the wing structure is shown in Figure 3.5. The lower surface of the wing is composed
of a removable hatch between the two support spars for access to the internal pneumatic tube and wire routing. The
main spar consists of an 0.75”×0.75” square 7075 aluminum beam located at the wing-root quarter-chord location
and extends the length of the span, with a reduction in size towards the wing tip. The secondary spar consists of an
0.5”×0.5” square 7075 aluminum beam which extends through the straight inboard portion of the wing. The two spars
are connected by a series of four 7075 aluminum ribs to support twisting moments within the model. An additional
rib is located at the junction between the wing and the fuselage to introduce 4◦ of dihedral to the model to match the
dihedral angle of flight-test vehicle wings. All of the pneumatic tubing from the pressure taps and the power wiring
from the fans pass through the internal cavity of the wing, through the fuselage, and out of a slot in the turntable.
The fan speed controllers consist of four Turnigy Plush 60-amp ESCs which are mounted within the half-fuselage
of the model. Each speed controller is also outfitted with an Eagle Tree brushless-motor RPM sensor for measurement
of the rotational rate of each fan. An image of the speed controllers mounted within the fuselage along with the
pneumatic tubing passed out from the wing is shown in Figure 3.7. The square opening shown on the back side of the
fuselage through which all of the cabling passes was shut with a flush-mounted acrylic panel before installation in the
wind tunnel.
The two aluminum spars pass through the turntable and are fastened to the 6-component balance. An additional
beam is attached to the balance as well to provide a counter-weight to alleviate the loading experienced from the model




Figure 3.4: a) An image of the semispan model installed in the wind tunnel and b) an external view of the model
side-wall mounting apparatus.
the weight of the model would otherwise produce significant loads on the 6-component balance. Finally, the half-
span model is offset from the wind-tunnel wall by 1.25” to mitigate interactions between the wall boundary-layer and
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Figure 3.6: Distribution of pressure taps for each of the four tap rows on the semispan model.
fuselage which typically plague semi-span models with a traditional solid standoff from the wall [86, 87]. The gap
size was chosen as six times the displacement thickness of the boundary layer at the fuselage leading edge, which was
measured experimentally using a pitot-probe rake and is shown in Figure 3.8. The pitot-probe rake consisted of 33
pitot probes linearly distributed between 0.1” and 2” from the tunnel wall, with an additional static probe located 2.4”
from the tunnel wall for measuring the freestream static pressure at the boundary-layer edge. Each of the total pressure


















Figure 3.7: An image of the speed controllers mounted withing the fuselage along with the pressure tubing.
where ∆P is measured directly as the difference between the total pressure in the boundary layer and the static pressure
at the edge of the boundary layer, and ∆Pe is the difference between the total pressure and static pressure at the edge
of the boundary layer.
Measurements from the 6-axis load cell, the four RPM sensors, and the angle-of-attack encoder were all acquired
through an NI SCXI simultaneous-sampling high-rate data acquisition system. The pressure tubes from within the
model were routed to a PSI Initium system which is composed of 5 pressure scanner modules with 32 channels each.
PWM signals for fan throttle control were generated with an NI PCI-6602 counter/timer board. All data acquisition,
tunnel control, and fan control were performed through and integrated LabVIEW interface. Details for each of these
elements of the wind tunnel control and instrumentation are discussed in subsequent sections.
3.1.3 Sub-Scale Flight Vehicle
The flight-test vehicle, also known as the Aircraft for Distributed Electric Propulsion Throttle-Based Flight Control
or ADEPT-FC is a 21%-scale Cirrus SR22-T where the tractor propulsion system has been removed and new wings
have been developed which incorporate a DEP system composed of over-wing trailing-edge mounted electric ducted
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Figure 3.8: a) Tunnel boundary-layer profile at the model fuselage leading-edge location and b) the pitot-probe rake
installed on the wind tunnel wall.
printed inlet shroud which is located just inboard of the aileron. In addition to the DEP system, the aircraft has also
been fully instrumented with a suite of sensors and avionics hardware for in-flight data acquisition and automated
flight-test maneuver executions. The aircraft’s initial design and instrumentation are detailed by Pieper et al. [85, 88],
and summarized here for completeness. A significant body of work was also performed beyond the initial design to
improve data quality and overall system functionality. These upgrades to the aircraft system are also discussed in this
section. Key specifications regarding the aircraft’s physical characteristics and data-acquisition capabilities are given
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in Table 3.1. An image of the aircraft is shown in Figure 3.9, along with the definition of the body-fixed coordinate
frame in blue and the wind-axis coordinate frame in red. For both the body-fixed and wind-axis coordinate frames,
the y-axis is directed out of the page and is aligned with the right wing of the aircraft. A 3-2-1 Euler angle sequence is
used to describe the orientation of the aircraft with respect to the earth-fixed North-East-Down coordinate frame. This
sequence corresponds to first a rotation about the z-axis through the angle ψ , followed by a rotation about the y-axis
through the angle θ , and finally a rotation about the x-axis through the angle φ .
3.1.3.1 RC Aircraft System Components
The flight-test vehicle system was composed of standard RC aircraft components allowing for the basic functionality
of aircraft control. These RC components can be divided into the radio system, the actuation system, and propulsion
system. The radio system utilized for the flight-test vehicle consisted of a 16-channel FrSKY Horus X10 transmitter
with a corresponding FrSKY X8R receiver. The transmitter was configured with standard yaw-throttle and pitch-roll
yokes with a total of 13 additional multi-position switches and a set of six trim tabs. The transmitter was configured
with the OpenTX software Version 10-2.2 which was capable of collecting inputs from all of the switches and yokes
and mixing and/or scaling them as desired by the user to create outputs which were sent through the 16-channels to
the receiver. The dedicated channel mappings for the flight-test vehicle are shown in Table 3.2, and an image of the
transmitter and receiver is shown in Figure 3.10. Note that the first 8 channels on the transmitter correspond to 8
channels which are sent out of the receiver through SBUS to the flight computer, and channels 9-16 correspond to the
physical pin outputs 1-8 on the receiver.
The actuation system consisted of a set of Futaba servos which were collectively powered by a Power system
sport plus power distribution board (PDB). The PDB was capable of dual power-supply configurations. As such, a
secondary battery was attached to the PDB to provide redundant power to protect against failure scenarios. The details
of the particular servos and batteries used are given in Table 3.1. The control signals for the servos corresponding to the
left and right ailerons, left and right elevators, and the rudder were all generated by the Raspberry Pi flight computer
and passed through the PDB. The control signals for the nose-gear servo and the left and right flap servos were routed
directly from the receiver to the PDB—as such, these channels were not controlled by the flight computer. In addition
to the 69mm Schübeler fans, the RC propulsion system components included a HET 2W-23 brushless inrunner motor
for each fan, and a corresponding Castle Creations Phoenix Edge Lite 100 Amp electronic speed controller. Each of
the speed controllers was embedded in the wing beneath the corresponding ducted fan. The fans were powered by a
set of four 5S Lipo batteries—each battery powered two fans which were located symmetrically on either side of the
aircraft. This power distribution architecture mitigated the risk of creating asymmetric thrust in the event of a battery
failure. An image of the equipment corresponding to a single fan removed from the aircraft is shown in Figure 3.11.
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Table 3.1: Flight-test aircraft key characteristics
Physical Characteristics
Wing Span [m] 2.44
Mass [kg] 15.16 Ixx [kg-m2] 1.1314
Flight time [min] 10 Iyy [kg-m2] 0.7249
Flight speed [m/s] 30.5 Izz [kg-m2] 1.6389
Avionics Hardware
Raspberry Pi 3b Navio2 Autopilot Shield
Arduino Uno ARD-LTC1867 ADC Shield (× 2)
Telemetry/Radio Hardware
FrSKY Horus X10 Transmitter FrSKY X8R Receiver w/ 16-channel SBUS
Actuation Hardware
Aileron - Futaba BLS171 (× 2) Elevator - BLS 173 (× 2)
Rudder - Futaba BLS171 Flaps - BLS171 (× 2)
Nose gear - Futaba BLS171 Power system sport plus PDB
Propulsion System
69mm Schübeler EDF (× 8) HET 2W-23 Brushless Motor (× 8)
Phoenix Edge Lite 100A ESC (× 8)
Battery System
Motors - MaxAmps 11000 mAh 5S LiPo (× 4) Servos - ThunderPowerRC 2800 mAh 2S LiPo (× 2)
Raspberry Pi - E-flite 1300 mAh 2S LiPo (× 2) ADC - E-flite 1300 mAh 2S LiPo
Sensor Instrumentation
VN-200 INS System HAL830UT-A Hall-effect sensors (× 5)
Aeroprobe Five-Hole Probe Honeywell HSCDRRN010MDAA5
10 mBar pressure transducers (× 10)








Figure 3.9: a) The flight-test aircraft and b) coordinate frame definitions.
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Channel 5 Autopilot Switch
Channel 6 Maneuver Trigger Switch
Channel 7 Maneuver Gain Switch
Channel 11 Nose Gear
Channel 14 Left Flap
Channel 15 Right Flap
Figure 3.10: An image of the RC transmitter and receiver.
3.1.3.2 Avionics and Software Configuration
The flight-test vehicle avionics system consists of two separate units. The first of these is the main flight computer
which runs the flight software and handles all of the necessary inputs and outputs of the avionics system. The second
is the data acquisition computer which handles the acquisition of analog sensor data from the sensors installed on the
aircraft. An image of these two computer systems integrated into the flight-test vehicle is shown in Figure 3.12.
Main Flight Computer
The main flight computer consists of a Raspberry Pi 3 Model B single-board computer with a Navio2 autopilot PCB
attached to the 40-pin header. The Raspberry Pi 3 Model B features a 1.2 GHz quad-core 64-bit ARM Cortex A53
processor along with 1GB LPDDR2-900 SDRAM, and runs the Raspbian Jessie Linux-based OS. The Navio2 provides
14 PWM output channels and an SBUS input channel—all of which are necessary for communication with and control
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Figure 3.11: An image of a Schübeler fan with corresponding motor and ESC.
Figure 3.12: An image of the avionics system integrated into the vehicle.
of the standard RC aircraft systems. The main flight computer is capable of micro SD card access and communication
through UART, I2C, USB, Ethernet, and Wi-Fi. The main flight computer additionally interfaces with the high-quality
INS system discussed in Section 3.1.3.3 and the data acquisition computer. The Raspberry Pi computer was powered
by a redundant power system built into the Navio2 PCB. A Pololu 5V synchronous switching stepdown voltage
regulator and corresponding two-cell LiPo battery were connected to the servo rail on the Navio2 as the primary
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power supply, and an additional two-cell LiPo battery was connected to the Navio2 through the dedicated power port
to provide backup power in the case of a failure of the main battery system.
Data Acquisition System
The second of the two avionics units is the data acquisition unit which is composed of an Arduino Uno microcontroller
board with two Iowa Scaled Engineering ARD-LTC1867 8-Channel 16-Bit 200ksps ADC Data Acquisition PCBs
stacked on the Arduino pin header. The Aruduino Uno interfaced with the Raspberry Pi flight computer through a
serial USB connection to allow for logging of analog data to the flight computer SD card. The power wire from within
the USB cable connecting the two flight computers was removed such that the power system for the analog sensors
attached to the data acquisition computer were on an isolated power system to prevent differences in voltage potential
from introducing noise to the sensor signals. The data acquisition system was powered by an independent Pololu 5V
synchronous switching stepdown voltage regulator and corresponding two-cell LiPo battery. To provide this power to
the ADC system and to provide excitation voltage to all of the analog sensors on-board the aircraft, a custom power
distribution and signal routing PCB was designed and manufactured. This PCB contains a power input port which
was connected to the 5V regulator, and a power output port which was connected to the power input of the ADC
computer. In addition to these two power ports, the PCB featured a 16-channel analog signal interface. This interface
consisted of a 3 × 16 pin rail which accepted standard servo connectors from each of the analog sensors. This sensor
rail provided power to each of the attached analog sensors and routed the signal wire to a terminal block which was
used to connect each of the channels to an analog input channel on one of the ARD-LTC1867 boards. All of the
analog signals were routed through 24-gauge double-shielded, twisted-pair wires to reduce external EMI effects from
the propulsion system. The shielding within these cables is connected to the common ground terminal which is shared
between the ADC system and the sensor power supply located on the custom PCB. An image of the custom power
distribution and signal routing PCB is shown in Figure 3.13.
The flight-software running on the Raspberry Pi was responsible for all of the primary functionalities of the air-
craft including servo actuation, communication with the RC ground-pilot, communication with sensor systems, au-
topilot functionality, flight-maneuver execution, data logging, system safety and usability, and communication with
the ground-control station. To accomplish these purposes in an efficient and robust manner, a custom flight-software
suite was developed and given the name “adept-fc”. The adept-fc software suite is available under open-source li-
censing at https://github.com/tbretl/adept-fc. The primary requirements which drove the design of the
flight software were simplicity, robustness, the ability to trigger pre-programmed flight maneuvers, and the ability
to easily switch between manual and automatic flight modes. For robustness and safety considerations, the chosen
software architecture splits the overall functionality into seven separate programs which run in parallel on the flight
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Figure 3.13: An image of the data acquisition system custom power distribution and signal routing PCB.
Table 3.3: Software module descriptions
Module Functionality
adept fc Launches the entire software framework
monitor Human interface to the software, can be exited and restarted
red flag Monitors CPU usage and checks that all processes are running
rc in Handles RC PWM inputs from the RC receiver
pwm out Generates PWM signals sent to actuators, flight maneuver and mode logic
autopilot Contains the autopilot implementation
adc Reads all 16 ADC channels and performs time synchronization
vnins Reads INS solution from the VN-200
scribe Logs all data to the SD card
hitl Optional module which communicates with a simulation over UDP
computer. These programs are referred to as “modules” and communicate with one-another using an open-source
message-passing software called ZCM. Each of these modules is shown as a light green block in the diagrams of
Figure 3.14 and Figure 3.15. These diagrams are vector-rendered and can be viewed electronically to visualize fine
details. Figure 3.14 additionally shows key hardware components and details the flow of information between each
of the software modules and components of the avionics hardware. A description of each mode of communication
is given as a text marker near the center of each wire. The main functionality of each software module is described
briefly in Table 3.3. Additionally, a simplified diagram of the software modules running during fight is shown in
Figure 3.15. Each of these software modules are discussed in more detail below.
The monitor module addresses the front-end usage of the flight software system from the ground-control station
laptop. This module runs on the Linux terminal after the rest of the software framework has been launched and acts
as an interface between the human user and the rest of the software modules. The monitor provides functionality
for arming and disarming the PWM outputs, starting and stopping data logging, and automatically performing a set
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Figure 3.14: Flowchart of avionics and flight software.
of pre-flight data checks, which are discussed in more detail in Section 3.11.2. The monitor module can be cleanly
exited while the rest of the software framework will continue running for the duration of a flight. Once a flight has
been completed, the monitor module can be re-launched and used to disarm the PWM outputs, stop data logging, and
safely exit out of the entire software framework.
The red flag module provides a safety net for the remainder of the software modules. The process ID numbers
for each of the software modules are monitored directly from the operating system to ensure that all components of
the flight software system are operational. If one of the module process ID numbers is no longer listed by the OS, the
red flag module will reboot the corresponding software module. The red flag module additionally samples and logs
the overall CPU usage of the Raspberry Pi and the temperature of the processor chip. Additionally, if the Raspberry Pi
loses power and reboots at any point during a flight, the operating system itself will launch the flight-critical modules
immediately following startup of the OS.
The rc in and pwm out modules are the only two modules which are critical for flight of the ADEPT-FC aircraft.
The primary task of these modules is to read in the raw commands from the RC pilot and generate the PWM signals
which serve to command all of the actuators on the aircraft. In addition to this basic functionality, the pwm out
module also handles the switching logic between the manual and autopilot flight modes and contains the logic to
superimpose a pre-programmed flight maneuver over manual or autopilot commanded values. The pwm out module
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Figure 3.15: Software system flowchart.
also contains several fail-safe features. If ZCM messages from the autopilot, or any of the modules upon which the
autopilot depends (adc, vnins) are no longer received, pwm out will automatically revert to manual flight mode. In the
worst-case scenario of a complete loss of RC signal, the pwm out module will enter a pre-programmed failsafe mode
that locks the control surfaces to their neutral positions and shuts down each of the fans such that the flight path of the
vehicle is predictable and the ground crew could alert those nearby to avoid injury or damage.
The adc and vnins modules read in serial messages from the Arduino and a VN-200 inertial navigation system,
respectively. The GPS PPS signal is used as a trigger within the code running on the Arduino to provide a measurement
of the time elapsed since the last PPS pulse at each ADC reading. This PPS time stamp is processed in the adc module
to calculate the GPS time stamp associated with each data sample from the ADC. Finally, the local time-stamp on the
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Raspberry Pi is recorded and passed to other modules to allow time-synchronization throughout the entire software
framework.
The hitl module acts as a stand-in for the adc and vnins modules when the software is running in the hardware-
in-the-loop mode. The hitl module accepts UDP messages containing spoofed sensor data from an external PC over
a LAN network and returns the actuator values commanded by the autopilot to the external PC. This functionality is
designed to work in conjunction with a simulation of the ADETP-FC aircraft running in SIMULINK on the external
PC. However, use of the hardware-in-the-loop simulations are not a portion of the work presented in this document.
Finally, the autopilot module contains the automatic flight control laws and can be activated to provide actuator
commands for the aircraft. The current implementation of the autopilot module contains control laws which are
designed to hold the aircraft in a steady-level flight trim trajectory during system identification maneuvers. The results
presented in this document, however, were all acquired in manual flight mode with the human RC pilot in command
of the vehicle at all times, and the development of control laws for the flight-test vehicle are not presented as a portion
of this work.
3.1.3.3 Sensor Instrumentation
The sensor instrumentation installed on the flight-vehicle was designed for the measurement of a complete set of the
aircraft states. These states include the flight velocity magnitude, the angle of attack, the angle of sideslip, the three
components of linear acceleration and velocity in the aircraft body-fixed coordinate frame, the angular rates of the
aircraft about each of the body axis, the position and orientation of the vehicle in the earth-fixed North-East-Down
(NED) reference frame in terms of the latitude, longitude, altitude, and a sequence of Euler angles, and finally the
control surface deflection angles. The set of sensor instrumentation and equipment pertaining to the measurement of
each of these quantities is described below.
Five-hole Probe System
An Aeroprobe five-hole probe was chosen for measurement of the flight velocity magnitude, the angle of attack, and
the angle of sideslip as this type of probe can measure these three quantities simultaneously from the five pressure
ports of a single probe. Additionally, the measurements are typically of high quality since the probe is calibrated in a
controlled wind-tunnel environment. Details regarding the theory and application of this five-hole probe can be found
in Section 3.8. The probe is aligned with the x-axis of the aircraft and is mounted on a carbon-fiber boom at the nose
to avoid interference effects from the velocity field induced by the fuselage and wings. The probe is affixed to the end
of the carbon-fiber tube through the use of a custom cylindrical mounting piece within which the hexagonal base of
the probe fits and is fastened in place by set screws. The carbon-fiber boom was chosen to be 2 ft in length such that
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the error in velocity measurements due to the presence of the fuselage is roughly 3% of the flight velocity magnitude,
according to potential flow theory. To perform this calculation, the nose of the fuselage was modeled as a potential
flow source element in a freestream flow. The strength and location of the source element were modified such that the
stagnation streamline replicated the geometry of the nose-cone. The results of this potential flow analysis are shown
in Figure 3.16, where the nose-cone geometry is shaded in black and streamlines are shown in white.
Each of the five pressure ports of the five-hole probe is routed to a Honeywell HSCDRRN010MDAA5 high-
accuracy, 10 mBar analog differential pressure transducer with 0.63” in diameter urethane tubing. Each of the five
pressure tubes passes through the center of the hollow carbon-fiber boom and is connected to the positive terminal of
one of the differential pressure transducers. The 10 mBar pressure range was chosen based on the maximum differen-
tial pressure recorded from a pitot-static probe which was installed during initial flights of the ADEPT-FC aircraft. All
five of the pressure transducers are referenced to the static pressure within the aircraft. This was accomplished by at-
taching a 6” length of urethane pressure tubing to the negative terminal of each pressure transducer and fixing the free
end of all five tubes to the same point on the aircraft’s original motor-mount internal to the nose-cone. The free end
of the six reference pressure tubes were then covered by a piece of foam to damp out small pressure fluctuations and
ensure that all five of the transducers were referenced to the same average pressure. An image of this system is shown
in Figure 3.17, and the pressure transducers located in the nose cowling are shown in Figure 3.18. The five pressure
transducers are integrated into a custom PCB which routes the power and signal connections of each of the sensors to
a 2 × 3 pin header. A specially manufactured cable connects the PCB pin header to the previously discussed analog
sensor power distribution and signal routing PCB within the fuselage of the aircraft which in turn routes the analog
signals produced by the transducers to the data acquisition computer. Additionally, the probe boom is attached to an
adjustable base to allow for precise alignment of the probe with the body axis of the aircraft through the adjustment of
thumb screws.
Each of the individual pressure transducers was calibrated in the 2.8 ft × 4 ft low speed wind tunnel facility. The
test section and settling section pressure ports used for wind-tunnel speed calculations were teed off and connected
to the five pressure transducers on board the aircraft. The tunnel was then stepped through a set of velocities from
0 to 142 ft/s and the actual pressure difference between the two ports was measured with the tunnel’s SETRA 239
15” WC analog pressure transducer. The recorded pressure values were then used to calibrate the raw bit conversions
acquired from the pressure transducers on-board the aircraft to actual pressure readings in units of psid. Each of the
five calibration curves is shown in Figure 3.19.
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Figure 3.16: A potential flow model of the fuselage nose-cone. The upper half of the figure shows the total velocity
field and the lower half of the figures shows the radial velocity induced by the nose-cone source element as a percentage
of the freestream velocity.
Figure 3.17: An image of the five-hole probe integrated into the nose of the aircraft.
VN-200 INS System
For measurements of the position and orientation, velocities and angular velocities, and body accelerations a Vector-
Nav VN-200 GPS-aided inertial navigation system (INS) was integrated into the aircraft. The VN-200 incorporates
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Figure 3.19: Calibration curves for each of the five pressure transducers.
IMU and GPS sensors into a single package and is outfitted with an extended Kalman filter which provides high-
accuracy position, velocity, and attitude estimates. Additionally, the filter tracks and compensates for accelerometer
and gyroscope sensor biases. An image of the VN-200 installed in the ADEPT-FC aircraft was previously shown in
Figure 3.12. The VN-200 provides an independent and reliable state estimation solution for system identification and
autopilot control purposes. Additionally, the VN-200 is configured to output both GPS time and a GPS PPS signal.
The PPS signal consists of a square wave which is very carefully aligned with each second of the GPS clock. These
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two signals have been incorporated into the software architecture, as previously discussed, to synchronize every sen-
sor measurement to the correct GPS time. To improve measurements taken from the VN-200 INS system, the sensor
package was integrated into the aircraft with a 1/8” thick layer of neoprene foam tape to provide vibration damp-
ing. The inclusion of this vibration damping mounting method showed vast improvements of the initial flight-vehicle
configuration which featured no vibration damping.
Control Surface Deflection Measurements
The collection of a dataset for aircraft system identification as well as the implementation of an autopilot controller
on-board the flight-test vehicle both require high-accuracy measurements of the control surface deflections angles.
The original flight-test vehicle was equipped with a set of potentiometers which were capable of measuring these
defleciton angles—however, early tests with this initial configuration indicated a large amount of backlash in the
control surface deflection measurements leading to unacceptably high uncertainty in the actual measured deflection
angles. This backlash was observed to stem from two sources. First, a portion of the backlash was produced in the
servo actuators themselves, which were unable to consistently command to a precise angle. Second, the mechanical
linkages between the control surfaces and potentiometers allowed a high degree of free motion. To address these
backlash issues, a several measures were taken.
To address the portion of the backlash which was attributed to mechanical linkages between the control surfaces
and potentiometers, a new deflection angle measurement system was installed. This new system consisted of contact-
less Micronas HAL830UT-A linear Hall-effect sensors. The Hall-effect sensors output a nominal voltage of 0.5VCC,
and the sensor output voltage varies linearly with the strength of a magnetic field perpendicular to the sensor face—the
sensor voltage will decrease to 0 in the presence of a magnetic south pole and increase to VCC in the presence of a
magnetic north pole. These sensors were used to measure control surface deflection angles by embedding the sensor
along the hinge line in the cove between the main element of the wing and the control surface, with the face of the
sensor oriented towards the control surface. A 1/8” thick and 1/4” in diameter Neodymium rare earth magnet was then
embedded in each control surface such that as the surface deflected, one pole of the magnet would become aligned
with the face of the sensor. The alignment of the magnets in the control surfaces was performed with a live-stream of
the sensor voltage to ensure that an adequate change in voltage was achieved over the entire control surface deflection
range. A diagram showing the installation of one of these sensors is shown in Figure 3.20.
To address the portion of the backlash attributed to the servos themselves, torsional springs were installed along
the hinge line of each control surface to bias the servo commands in one direction. In doing so, the influence of the
mating gap inherent to the internal gearing of the servos is mitigated. However, the effectiveness of this method to
reduce servo backlash is limited by the torque-producing capabilities of the servos—if too rigid of a spring is used
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the servos will burn out when attempting to hold an angle for an extended period of time. As such, several varieties
of torsional spring were purchased, with varying stiffness. Each was tested and assessed in its effectiveness to reduce
backlash without overloading the servos. The final torsional springs installed on the ailerons and elevators were rated
to a maximum torque of 1.28 in-lbs, and the torsional spring selected for the rudder was rated for a maximum torque
of 3.1 in-lbs. An image of one of the installed springs is shown in Figure 3.20. In addition to the torsional springs,
linkages used for the rudder actuation mechanism were also replaced. The rudder was originally actuated with a dual-
cable pull system which could not facilitate repeatable commands. The new rudder actuation mechanism features a
solid rod passed through a small-diameter steel tube to provide a direct rigid mechanical link between the servo and
rudder. This linkage can also be seen in Figure 3.20.
Control surface deflection angle sensors were calibrated with the use of a custom-made 2 ft - radius protractor
which was used to set control surface deflection angles to within ±0.1◦ during calibration. This protractor clamped
onto the control surface at a set chordwise location and the zero-degrees deflection point was set as the point where the
control surface was perfectly aligned with the surrounding airfoil profile from the corresponding aerodynamic surface.
The second portion of the calibration device is a straight needle which clamps onto the end of the control surface
and extends to the protractor dial for accurate readings. With this new calibration device, each control surface could
be accurately set to approximately 50 different known angular positions to produce high-quality calibrations between
the Hall-effect sensor voltage readings and the control surface deflection angles. During calibration of the control
surface deflection angles, the servo linkage for that control surface was disconnected to allow for easy and accurate
manual positioning of the control surface using the calibration device needle. The calibration device installed on the
left aileron as well as examples of the high-quality calibration curves produced by this process for each of the five
control surface deflection angle measurements are shown in Figure 3.21
3.2 Wind Tunnel Facility
All of the low-speed wind-tunnel tests and calibrations presented in this document were performed in the subsonic,
low-turbulence, open-return wind tunnel located in the Aerodynamics Research Laboratory (ARL) at the University
of Illinois at Urbana-Champaign. The tunnel had a rectangular test section measuring 2.8’ × 4’. The test section
was designed such that the downstream end of the test section was 0.5” wider than the upstream end to account for
growth of the tunnel wall boundary layer. The inlet portion of the wind tunnel was comprised of a nozzle with an
area contraction ratio of 7.5:1, and a series of honeycomb flow straighteners and flow conditioning screens. The wind
tunnel diffuser transitioned from a rectangular cross at the test section to a circular cross section near the tunnel exhaust
where the fan was located. A diagram of the wind tunnel is shown in Figure 3.22.
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Figure 3.21: a) deflection sensor calibration device, and b) deflection angle calibrations.
The wind tunnel fan was powered by a 125 hp AC motor driven by an ABB ACS 800 Low Voltage AC Drive.
The fan was capable of producing a maximum flow speed of 242 ft/s which corresponded to a maximum fan RPM
of approximately 1200. This setting provided a maximum chord-based Reynolds number of 1.5× 106 /ft, where the
Reynolds number was calculated according to Eq. 3.5. In this equation, Re is the Reynolds number, ρ is the air density,
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Figure 3.22: The low-speed wind tunnel located in ARL.





During operation, a proportional controller was used to control the wind tunnel Reynolds number to within 0.5% of
the desired value. If during testing the orientation of the test article was adjusted to acquire a new data point, the
Reynolds number was checked and adjusted as well to ensure that it remained at the desired value.










where the constants µ0, T0, and C have values of 3.58404 ×10−7 slug/ft-sec, 491.6 ◦R, and 199.8 ◦R.
Calculation of the test section flow velocity was performed based on the difference between the static pressure in
the inlet settling-section (Pss) and the upstream end of the test section (Pts). The wind tunnel was equipped with a ring
of pressure taps around the inlet settling section and the test section such that there was one pressure tap on each of the
four walls in these two locations. The pressure taps at each location were connected through a single tube to the two
sides of a SETRA 239 15” WC differential pressure transducer. With the measurements provided by this transducer,
the velocity of air in the test section could be computed by Eq. 3.7. In this equation, Ass and Ats represent the areas of
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the inlet settling section and test section respectively, and ρamb is the ambient air density. This equation is valid under
the assumption of a steady, inviscid, incompressible flow which is justified due to the low operational Mach number















where the ambient temperature and pressure were measured in the testing area near the inlet to the wind tunnel with a
Setra 207 pressure transducer and an NI USB-01 thermocouple, respectively. The test-section to settling-section area
ratio was computed from the known inlet contraction ration of 7.5:1.
3.3 Wind Tunnel Data Acquisition Systems
All of the data acquisition during low-speed wind tunnel testing of both the airfoil and semispan models was performed
on a Dell Precision T3400 computer equipped with 4GB of RAM and a 2.83 GHz Intel quad-core processor running
a 32-bit Windows XP operating system. The data acquisition and tunnel equipment were controlled through a set of
LabVIEW graphical user interfaces. Analog signals controlling the automated angle-of-attack positioning system for
the airfoil model and the wind-tunnel VFD were sent through RS-232 communication.
3.3.1 Tunnel Conditions
The analog signals corresponding to measurements of the tunnel differential pressure, ambient pressure, and the three
component balance integrated into the floor of the tunnel were acquired by a National Instruments PCI-6052E 16-
bit analog to digital converter board. This ADC board was installed in one of the PCI slots of the data acquisition
computer. Measurements from the PCI-6052E ADC were taken as the average of 6000 sample points acquired at a
rate of 3 kHz. Digital signals corresponding to measurements of ambient temperature from a National Instruments
USB-TC01 Thermocouple were acquired through a USB connection.
3.3.2 High-rate Analog Data
All unsteady/high rate measurements during the low-speed wind tunnel tests were acquired through a National In-
struments Signal Conditioning eXtensions for Instrumentation (SCXI) measurements system, in combination with a
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Figure 3.23: An image of the LabVIEW GUI running on the data acquisition PC during testing of the semispan
model.
National Instruments PCI-MIO-16Xe-10 Analog-to-Digital converter board. A single SCXI-1001 chassis was utilized
for each of these experiments, equipped with a set of modules divided into three measurement clusters. Each cluster of
modules was composed of an SCXI-1140 Simultaneous-Sampling Differential Amplifier module, an SCXI-1142 8th
order lowpass Bessel Filter module, and two SCXI-1121 Isolation Amplifier modules. Each SCXI-1142 is capable of
acquiring signals from four analog sources, for a total of 24 channels in the SCXI-1001 chassis. The isolation ampli-
fier modules are additionally capable of providing excitation voltages or currents to the attached sensors, with a set of
four independent excitation channels per module. Signals were connected to the isolation amplifier modules through
the use of SCXI-1321 terminal blocks. Within a module cluster, signals from the two SCXI-1442 isolation amplifiers
were passed through the lowpass Bessel filter module with a cutoff frequency corresponding to the sampling Nyquist
frequency to avoid signal aliasing. These signals were then simultaneously sampled continually by the SCXI-1140
module which uses a bank of capacitors to hold the simultaneously acquired voltages while they are read sequentially
by the PCI-MIO-16Xe-10 ADC installed in the data acquisition computer. An image of the SCXI measurement sys-
tem is shown in Figure 3.24 with two of the SCXI-1321 terminal blocks installed on the isolation amplifier modules
corresponding to the first eight channels of the SCXI chassis.
During the airfoil experiment, measurements of RPM and motor current for each of the five ducted fans were
acquired by the SCXI system. Measurements to compute RPM were acquired at a rate of 12 kHz for a total of 12,000
samples which were processed according to Section 3.4. Motor current measurements were taken as the average of
2,000 data points acquired at a rate of 2 kHz, and were used only for diagnostic purposes while testing.
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Figure 3.24: The SCXI chassis with connector blocks installed and analog signal wires attached during the airfoil
experiment.
During the semispan experiment, measurements of fan RPM, model angle-of-attack, and the six components from
the load cell were acquired simultaneously by the SCXI system at a sampling rate of 8 kHz. For steady data points,
a total of 64,000 samples were acquired such that the structural response of the model due to wing-tip flutter could
be compensated for by low-pass filtering the data. For the unsteady response cases, a total of between 80,000 and
240,000 data points were acquired depending on the length of the unsteady throttle command sent to the fans.
3.4 Wind Tunnel Electric Ducted Fan Control
3.4.1 Fan Throttle Control
For both the airfoil and semispan wind tunnel tests, the ducted fan systems which were embedded into the models
were composed of RC hobby-grade components. Each fan was driven by a brushless DC motor with a corresponding
electronic speed controller. Each ESC drives its brushless motor by inverting three phases of DC current at a particular
frequency to control speed. These hobby-grade ESCs are controlled through pulse-width-modulation of a 50 Hz square
wave. A minimum and maximum pulse width are calibrated to the minimum and maximum motor speeds. For these
experiments, the minimum pulse width was 1.1 ms corresponding to a motor speed of 0 RPM and the maximum pulse
width was 1.9 ms, corresponding to the maximum motor speed for that particular motor/controller combination. The
throttle setting of each fan was commanded by sending a PWM signal to the ESCs, which was generated by a National
Instruments PCI-6602 Counter/Timer board through the LabVIEW software interface. This counter/timer board was
capable of generating 8 independent PWM output signals, allowing for the simultaneous independent control of up to
eight fans. The counter/timer board was installed in one of the PCI slots on the data acquisition computer. A National
Instruments SCB-68A Noise Rejecting, Shielded I/O Connector Block with an accompanying SH68-68-D1 shielded
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cable were attached to the PCI card to allow for easy-access electrical connections to the eight counter/timer channels.
An image of the connector block is shown in Figure 3.25.
Figure 3.25: An image of the SCB-68 terminal block with fan control wires attached during the semispan testing.
3.4.2 Fan RPM Measurement
Measurements of fan RPM for both the airfoil and semispan wind tunnel experiments were acquired through the use
of EagleTree brushless-motor RPM sensors as shown in Figure 3.26(a) [89]. These sensors consist of a microchip with
two electrical inputs which are attached to any two of the three motor power wires from a given fan motor. The sensor
chip then produces an analog output signal which contains pulses at a frequency proportional to the rotational rate of
the motor and the number of magnetic poles in the motor stator. Thus, the RPM can be computed by performing a
Fourier transform and extracting the peak frequency from an acquired time-history of RPM sensor measurements. In
order to successfully capture this peak, the sample rate of the system was selected such that the Nyquist frequency
was much greater than the frequency corresponding to the fan rotational rate in revolutions-per-second. To determine
the constant of proportionality k, a small piece of reflective tape was attached to a single fan blade. The fan was
then operated over a range of throttle settings while recording fp through an analog channel on the SCXI system and
measuring RPM with an Extech Instruments 461920 reflective optical tachometer as shown in Figure 3.26(b). A linear
fit was then applied to the fp vs. RPM data to determine the constant of proportionality. The constant k relating the
extracted peak frequency fp to the fan RPM was experimentally determined to be 20 for the brushless motors used in
both the airfoil and semispan models, such that the RPM could be computed from
RPM = fp×20 (3.9)
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once fp was determined by selecting the frequency corresponding to the maximum amplitude Fourier coefficient of
the transformed EagleTree sensor signal.
(a) (b)
Figure 3.26: a) An EagleTree Brushless Motor RPM Sensor and b) the Extech Instruments optical tachometer.
For cases where the unsteady time-history of RPM was desired during testing of the semispan model, a short-time
Fourier transform method was employed. The unsteady history of RPM was computed by taking the FFT of a small
window of 160 data points to compute the RPM at a local point in time. This small window was then shifted in time
to compute the next RPM data point. This process was repeated until a time-history of RPM was available across the
entire sampling period. The resultant unsteady RPM signal had an effective sampling rate of 50 Hz, and the RPM
resolution from the FFT was 2.25.
3.4.3 Fan RPM Control
The physical parameter driving fan-based changes to the aerodynamic performance of the integrated propulsion sys-





where Ω is the fan rotational rate in rad/s, R is the fan radius and V∞ is the freestream velocity. As such, it was
important to ensure that fan RPMs were consistent from point-to-point when the model was moved through an angle-
of-attack sweep at a particular throttle setting, for instance.
During the testing of the airfoil model, each fan was powered by an independent switching DC power supply
which was able to provide constant and repeatable power throughout the experiment. As such, the mapping between
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percent-throttle setting and fan RPM was also constant and repeatable. Thus, for the airfoil experiment, the fan-throttle
setting was used as the command variable and RPM was computed in post-processing.
For the semispan aircraft model, however, DC power supplies were not available to meet the particular needs of the
model. Each fan was instead powered by an independent Turnigy Model-T5000-4S-20HC 4-cell 14.8V 5 Amp-hour
LiPo battery. A total of twelve batteries were used such that at any given time four of them were charging, four were
waiting to be used, and four were in use to power the model. The major drawback to using this LiPo system to power
the fans is that the battery voltage decreases from 16.8V to 12.8V as the battery is discharged. This decrease in battery
voltage in turn leads to a decrease in fan RPM over the course of a data acquisition run. As such, the mapping between
throttle setting and fan RPM is no longer constant and the throttle setting cannot be used as an experimental control
variable.
To address this issue, a simple proportional-derivative (PD) controller was developed to ensure each fan’s RPM
could be controlled consistently as the battery voltage dropped during operation. The operating range of RPM for the
fans in use on the semispan model was 15,000 - 50,000. A target of controlling to within 100 RPM was chosen for the
controller design, corresponding to 0.6% to 0.2% of the commanded RPM value. The control problem was formally
defined by requiring the error between measured and commanded RPM to be less than 100, where the error is given
by:
e = RPMgoal−RPMmeas (3.11)
The PD control law can then be written as




where ∆Ti+1 is the next update to be applied to the current throttle setting, kp is the proportional gain, and kd is








This PD controller architecture was implemented as a LabVIEW VI with the following structure. The RPM of
each fan was first set according to an initial guess at the percent throttle required to achieve the desired RPM, which
corresponded to a typical initial error of less than 2000 RPM. The controller VI was then activated. During each loop
iteration the controller would first acquire unsteady data from the RPM sensors for 500 ms at a rate of 8 kHz. This
quantity of data was required to accurately compute each fan’s RPM from the Fourier transform of the data, and was
thus a necessary delay introduced to the controller system. Once the current RPM was computed, the error and error
derivative terms were computed based on the RPM set point and values of fan RPM from the previous loop iteration.
Finally, an adjustment to the commanded throttle setting of each fan was computed according to Equation 3.12 and
64
then applied to the fan throttle command. Once the convergence criteria were satisfied for all four of the semispan
model’s fans, the controller would exit and the final throttle command was then held constant while the experimental
data point was acquired. The duration of a single data point was 30 seconds, over which an average loss of RPM due
to decreased battery voltage was also less than 100.
Values for the gains kp and kd were determined by experimentally tuning the controller. Initial values of kp =
0.001 and kd = -0.001 were chosen. The proportional gain was then incrementally increased in magnitude until the
fan RPM began to oscillate about the desired RPM. At this point, the derivative gain was then incrementally increased
in magnitude until the oscillations were eliminated. This process was repeated until the settling time of the RPM no
longer improved. The final gains after tuning were kp = 0.01 and kd = -0.01. It is important to note that the delay
of 500 ms significantly limited the responsiveness of the controller, which resulted in an RPM settling time between
3 and 5 seconds during normal operation. This long settling time was deemed acceptable, as the important factor
was setting the appropriate RPM before a data point was acquired. Additionally, the performance of the controller
worsened as the model angle-of-attack was increased and with changes in the tunnel Re. For worst-case scenarios, a
settling time of up to 12 seconds was observed.
3.5 Wind Tunnel Pressure Distribution Measurements
3.5.1 Measurement Equipment
The static pressure distributions around the airfoil and semispan wing sections and all pressure measurements during
secondary tunnel use-cases—such as the calibration of the five-hole probe—were acquired through a DTC Initium
differential pressure system manufactured by Esterline, Inc. This system consisted of the Initium unit connected to
five model ESP-32HD miniature electronically-scanned pressure (ESP) units. Each of these units had 32 pressure
ports which could be connected to the model pressure taps or other instrumentation such as a pitot-probe rake or the
pressure ports on a five-hole probe. The ports were designed to be connected to 0.063” in diameter pressure tubing.
The units were also equipped with a run-reference port (Rr), a calibration reference port (Rc), two ports to move
the internal calibration manifold (C1 and C2) upon application of compressed nitrogen, and a calibration pressure
port (Cal). Signals from the DTC Initium pressure measurement system were acquired through a TCP/IP Ethernet
connection by the data acquisition computer.
The five ESP modules were labeled J1 through J5 and had the following pressure measurements ranges. The J1
module had a ±5 psid range, modules J2 and J3 had ±1 psid ranges, and modules J4 and J5 had ±0.35 psid ranges.
During all usage of the DTC Initium system for this body of work, the test-section static pressure was connected to
the run-reference port Rr. Taking the freestream static pressure as a reference point was convenient in the calculation
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of pressure coefficients for the wing/semispan model and calibration of the five-hole probe. In general, pressure ports
where high differential pressure readings were expected—such as the leading-edge region of the airfoil or semispan
wing models—were routed to the ±5 psid module. The remaining pressure taps on the upper surface of both wind
tunnel models were routed to the± 1 psid modules, and any remaining taps on the lower surface or towards the trailing
edge of a model were routed to the ± 0.35 psid modules. For calibration of the five-hole probe and measurement of
the wind-tunnel wall boundary-layer all pressure ports were routed to the ± 0.35 psid module. To ensure accurate
readings from the Initium system, the voltage readings from the pressure transducers were re-zeroed within the Initium
hardware/software before each set of measurements was acquired.
3.5.2 Computing Cp Distributions
One of the ports on module J3 was connected to the steady-state pressure-tap-ring location just downstream of the flow
conditioning inside the nozzle corresponding to the tunnel settling-section. This allowed for a direct measurement of
(Pss−Pts) since the modules were all referenced to Pts. A direct calculation of the tunnel dynamic pressure could














The pressure coefficient, Cp, for each of the pressure taps around the airfoil could then be calculated based on the





where P is the measured pressure local to the airfoil surface, and P∞ is the freestream static pressure. Since the
pressure modules which were used to measure the static pressure distribution around the airfoil were referenced to the
test-section static pressure, the pressure coefficient could then be directly computed by dividing the measurement of
(P−Pts) by the calculated dynamic pressure.
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3.6 Wind Tunnel Load Cell Measurements
The pressure distributions acquired during both wind tunnel experiments were not used to compute force and moment
coefficients due to the fact that neither of the wind tunnel test articles was a true 2D airfoil model. As such, load cell
data were used to compute these quantities. Additionally, the traditional definitions of lift and drag become convoluted
with the inclusion of a tightly-integrated distributed propulsion system. Due to aero-propulsive coupling effects and
unknown installed-fan performance it is not possible to truly separate thrust, drag, and lift in a traditional sense. The
results of these experiments are therefore given in terms of the net stream-wise and stream-normal forces termed D
and L, respectively. It is also important to note that the contribution of fan thrust is included in all moment coefficients.
3.6.1 Airfoil Measurements
Measurements of the axial force, normal force, and quarter-chord pitching moment experienced by the airfoil model
were acquired through a three-component load cell balance which was integrated beneath the tunnel floor. The balance
was additionally integrated into the tunnel-floor automated turntable which was used to set the airfoil angle of attack
to within ± 0.1◦. An image of the turntable and balance mechanism is shown in Figure 3.27. The airfoil model
investigated in this study was fixed to the turntable and balance with steel brackets which interfaced with the model’s
two structural steel spars.
Figure 3.27: An image of the 3-component balance and turntable beneath the tunnel floor.
The three-component balance was equipped with a signal conditioning system which could be configured for
three different load ranges to allow for high signal-to-noise ratios across a variety of sensing needs. The load limits
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corresponding to each of these ranges are given in Table 3.4. During testing of the airfoil model, the high load range
was utilized for the normal force FN and pitching moment M, while the medium load range was used for the axial
force FA. This signal conditioning system additionally lowpass filtered the transducer signals at 1 Hz and re-scaled the
output signal from ±20 mV to ±5 V.
Table 3.4: Load range settings for the three-component balance
High Medium Low
FN ±450 lbs ±225 lbs ±90 lbs
FA ±90 lbs ±55 lbs ±18 lbs
M ±45 ft-lbs ±30 ft-lbs ±15 ft-lbs
To compute the axial force, normal force, and pitching moment measured at the balance center, the raw voltages
acquired from the three-component balance were first corrected for the transducer zero voltages and for the loads
produced by the model weight by subtracting tare values which were acquired periodically during testing with the
tunnel fan turned off. These tared voltages were then re-scaled by the selected load range as a fraction of the high
load range to compensate for the signal amplification performed by the balance signal conditioning system. Finally,
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where [FN ,FA,M] are the normal force, axial force, and pitching moment, and the v variables correspond to the re-
scaled voltages.
3.6.2 Airfoil Force and Moment Coefficients
The balance measurements of FA, FN , and M were used to compute the stream-wise and stream-normal force coeffi-
cients, as well as the quarter-chord pitching moment coefficient. First, the stream-wise and stream-normal forces were
computed according to Equations 3.18 and 3.19 which corresponds to a coordinate-frame rotation through the angle
of attack α .
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D = FAcos(α)+FNsin(α) (3.18)
L = FNcos(α)−FAsin(α) (3.19)
The quarter-chord pitching moment Mc/4 was then calculated from the moment measured at the balance center M
and the known axial force, normal force, and the offset of the quarter-chord location from the center of the balance
according to:
Mc/4 = M− xo f f setFN + yo f f setFA (3.20)
The stream-wise force coefficient CD, the stream-normal force coefficient CL, and the quarter-chord pitching mo-













where c is the airfoil model chord length and the airfoil model span b has been used to express the coefficients on a
per-unit-span basis.
3.6.3 Semispan Measurements
Measurements of the forces and moments experienced by the semispan aircraft model were acquired with an Interface
Force 6A80A 6-Axis Load Cell, as shown in Figure 3.28. The load cell provides analog signals from six strain gauges
within its housing. These six measurements are used to compute the applied forces and moments about three mutually
perpendicular axes through the application of a calibration matrix. The sensor axes shall be referred to as [xs,ys,zs].
The force and moment load ratings for each of the sensor axes in the stock configuration are given in Table 3.5.
To better accommodate the expected load ranges during wind tunnel testing of the semispan model, an additional
calibration was performed by the manufacturer to improve sensor accuracy over the load ranges of interest. The load
ranges for the custom calibration are also included in the Table, with a corresponding uncertainty of ±0.5% of the
reduced load ranges.
Before the six signals from the load cell strain gauges were acquired by the tunnel data acquisition system, they
were passed through an Interface BX8-HD44 8-Channel Data Acquisition System and Amplifier. While the BX8
is capable of applying calibration matrices, it was used only to provide an excitation voltage to the load cell and to
re-scale the ±3.5 mV/V sensor output signals to the ±10V range accepted by the tunnel data acquisition system. The
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Figure 3.28: An image of the 6-component balance attached to the side-wall turntable.
Table 3.5: 6A80 Load Cell force and moment ratings
Fxs [N] Fys [N] Fzs [N] Mxs [Nm] Mys [Nm] Mzs [Nm] Accuracy [%RO]
Sensor limits 1000 1000 2500 50 50 50 0.8
Custom calibration 100 100 500 100 10 10 0.2 - 0.5
calibration matrices were then applied within the LabVIEW software which was used to orchestrate the experiment
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where the A and B matrices are the calibration matrices provided by the sensor manufacturer and the voltages v1
through v6 are the strain-gauge voltages acquired by the tunnel data acquisition system and then re-scaled by a factor
of 3.5/10 to account for the scaling of the signal by the BX8 amplifier. The numerical values of the calibration
matrices are given in Appendix A.1 for reference.
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3.6.4 Semispan Force and Moment Coefficients
Before the aircraft force and moment coefficients can be calculated, the sensor forces and moments must be expressed
at the aircraft quarter-chord location at the aircraft’s plane of symmetry. This calculation is necessary since the load
cell is located outside of the tunnel at the distance l = [dx,dy,dz] = [0.1049,0,0] m from the desired point of resolution.
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where A is the axial force aligned with the x-axis of the aircraft and directed towards the tail, N is the normal force
pointed out of the top of the aircraft, Y is the side force pointed out of the right-wing of the aircraft (or into the tunnel
wall), l is the rolling moment about the aircraft x-axis, M is the pitching moment about the aircraft y-axis, and N is the
yawing moment about the aircraft z-axis.
Again, the stream-wise force D and stream-normal force L are computed as
D = FAcos(α)+FNsin(α) (3.26)
L = FNcos(α)−FAsin(α) (3.27)


























where CD is the stream-wise force coefficient, CL is the stream-normal force coefficient, CY is the side-force
coefficient, Cl is the rolling moment coefficient, CM is the pitching moment coefficient, CN is the yawing moment
coefficient, and S is the wing reference area.
3.7 Particle Image Velocimetry
3.7.1 PIV System
Particle image velocimetry (PIV) was utilized to acquire velocity field measurements over the upper surface of the
airfoil model in the region leading up to the fan inlets. Data were taken at a variety of uniform throttle settings at
five chord-wise planes across the central fan on the model. A sample image is shown in Figure 3.29 with the PIV
interrogation region outlined in red. The airfoil cross-section is also shown to provide a frame of reference for the
velocity fields which will be presented. Vector field measurements were also taken with Fan #4 and Fan #5 in a
windmilling state, while the rest of the fans were run at a uniform throttle setting to investigate the cross-propulsor
interactions. These measurements allowed the effects of the propulsors on the boundary layer flowfield to be quantified
across a range of operating conditions.
NACA 643-618
Figure 3.29: Region of PIV data acquisition in reference to the airfoil cross-section.
A LaVision PIV system was utilized to acquire the PIV data, consisting of a camera, timing unit, and DaVis
software for image acquisition and processing. The camera was an Imager-sCMOS camera with a resolution of 2560
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× 2160 pixels. The camera was equipped with a 35-105 mm zoom lens set at an f-number of 5.6. Image pairs were
acquired at a rate of 25 Hz. The laser and camera were both triggered with pulses generated by a LaVision PTU X
universal synchronizer and timing unit which interfaced with the DaVis software. A 60W Quantronix Darwin Duo
Nd:YLF laser was operated in externally triggered mode in conjunction with a cylindrical lens of focal length f1 =
-100 mm and two spherical lenses of focal lengths f2 = 1000 mm and f3 = 500 mm to create a thin laser sheet passing
through the region of interest. In addition to the lenses, two mirrors were used to align the laser beam with the beam-
forming optics, and an aperture was used to remove the fringe from the laser beam before it was passed through the
beam-forming optics. An image of the PIV optical setup is shown in Figure 3.30, where the lenses are labeled f1 -
f3. The entire optical setup was mounted on an adjustable-height base such that the laser sheet could be moved in the
z-direction to acquire PIV data at different planes across the inlet of the center fan.
Figure 3.30: Beam-forming optics for the PIV setup.
A mineral-oil based haze generator was used to seed the flow with smoke particles. The haze generator was placed
upstream of the open-return wind tunnel and was set to generate particles until the density of particles circulating in
the room was sufficient as determined through sample image acquisition. According to manufacturer specifications,
the average diameter of the particles produced by the haze generator was 1-2 µm. The particle-diameter based Stokes
number Stp can be used as a measure to determine whether the particle advection time-lag is negligible relative to the
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where ρp is the density of the particles which was taken to be the density of the mineral oil substance at 1018 kg/m3,
and µ is the dynamic viscosity of the air taken from wind tunnel measurements. The particle-diameter stokes number
for the current investigation was found to be Stp = 0.0018. Samimy et al. found that an Stp of 0.2 corresponded to
velocity measurements errors of approximately 2% [91], and Mei [92] defined a particle frequency response transfer
function which was used to define cut-off values of Stp for good particle tracking. With the density ratio ρp/ρ f luid
= 874 for this study, the recommended cut-off value for Stp was approximately 0.1. These metrics indicate that the
effect of particle-lag on the results presented in this study is minimal.
To reduce the influence of laser-sheet reflections off of the model surface, a matte-finish black contact paper was
applied to the airfoil upper surface and exposed fan inlet and cowling surfaces during PIV data acquisition. This
allowed for measurements of the velocity vector field to within approximately 3 mm away from the airfoil surface and
to within approximately 18 mm from the fan inlet face.
For each case, 5000 image pairs were acquired, with a 34µs delay between the frames of a single image pair. This
delay was chosen to ensure an 8 to 10 pixel displacement of the particles occurred in the freestream region between
images. DaVis version 8.4 was used to process the raw image pairs to produce vector fields. A multi-pass processing
method was utilized, with the first four passes completed with an interrogation window size of 64 × 64 pixels, and
final two passes completed at 32 × 32 pixels and 50% overlap. These interrogation window sizes were chosen to
obtain a high-resolution vector field while maintaining strong a correlation between interrogation windows in each
image pair when processing.
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3.7.2 Boundary Layer Calculations from PIV Velocity Field
The edge of the boundary layer, (or boundary-layer height δ ) was computed as the point at each chord-wise station
where the non-dimensionalized wall-normal derivative of the x-velocity component fell below a cutoff value of 1×
10−4, since the wall-normal derivative is approximately zero outside of the boundary layer [93]. An example of the
wall-normal derivative with the computed boundary-layer edge is shown in Figure 3.31
Figure 3.31: ∂ (u/V∞)
∂ (y/h) in the flowfield at Ω̄ = 5.71.
The wall-normal derivative was computed using a fourth-order finite difference scheme in the y-direction. This


























where ∆y is the discrete spacing in the y-direction equal to 0.05 mm and i references the index of a data point.
The first line of Equation 3.37 corresponds to the 4th-order finite difference scheme used on the points interior to the
domain of integration where the two points before and after point i were available. Near the endpoints of the domain
where the full 5-point stencil could not be used, the second and first order finite difference approximations to the first
derivative were used, as shown in the second and third lines of the equation, respectively.
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To fully characterize the development of the boundary layer, several additional parameters were computed. These
include the displacement thickness δ ?, the momentum thickness Θ, and the energy thickness ξ . The definitions of




























where u is the x-component of velocity in the boundary layer and Ue is the x-component of velocity in the freestream.
These parameters are useful in quantifying the influence of the embedded propulsion system on the distribution of
mass, momentum, and energy in the boundary-layer region leading up to the fans.
3.8 Five-Hole Probe Methodology
The most common type of pressure probe used in experimental surveys of aerodynamic flows is a simple pitot-static
tube. This type of pressure probe contains one tube routed to a hole at the probe-tip which is aligned with the freestream
direction to measure total pressure, and a second tube routed to a hole on the side of the probe tip such that the hole
is perpendicular to the freestream direction to measure static pressure. However, the pitot-static probe is limited to
measuring the magnitude of the freestream velocity with limited tolerance for flow angularity. In some cases, such as
the flight testing of the ADEPT-FC aircraft, it is useful to additionally measure the orientation of oncoming flow in
terms of the three components of velocity [u,v,w] or in terms of [V,α,β ], the velocity magnitude, angle-of-attack, and
angle of sideslip. Multi-hole probes are typically utilized to accomplish these measurements.
While a variety of tip-geometries and total hole number probes exist, the most common multi-hole probe is the
five-hole probe [94]. Five-hole probes consist of a probe with one central hole at the tip surrounded by four equally-
spaced additional holes around the circumference of a conical or hemispherical portion of the probe tip. For the
purpose of measuring the magnitude and orientation of the oncoming flow during flight testing of the ADEPT-FC
aircraft, an AEROPROBE five-hole probe with a 3.2mm conical tip was selected, serial number 15207-2. An image
of the probe tip is shown in Figure 3.32 along with the numbering schematic and coordinate frame which was used for









Figure 3.32: a) An image of the five-hole probe used for flight testing and b) the hole-numbering schematic.
3.8.1 Five-Hole Probe Theory
Five-hole probe theory is based on the idea that the pressure measured at each of the five holes is a function of the
oncoming flow total pressure, static pressure, and the orientation of the probe in terms of the angle of attack, α , and
angle of sideslip, β . A diagram detailing the definition of these flow angles in reference to the five-hole probe is given
in Figure 3.33 [94]. If this is the case, a relationship between the five measured pressures [P1,P2,P3,P4,P5] and the
set of [Pt ,Ps,α,β ] can be determined. This relationship was characterized by Treaster and Yocum [95] through the
definition of four unique pressure coefficients as defined below


















where Cα is the pitch coefficient, Cβ is the yaw coefficient, CPt is the total pressure calibration coefficient, CPs is
the static pressure calibration coefficient, and P̄ is the average pressure from ports 2-5 around the circumference of the
probe tip.
To compute the desired flow properties from the five port pressures, a calibration of the probe must first be per-
formed. During this calibration, the probe is positioned at various orientations with respect to the flow and a full set
of flow condition measurements, in addition to the five port pressure, are used to create the following calibration maps
α = fα(Cα ,Cβ ) (3.46)
β = fβ (Cα ,Cβ ) (3.47)
CPt = fCPt(Cα ,Cβ ) (3.48)
CPs = fCPs(Cα ,Cβ ) (3.49)
where the functions f represent an interpolating function between the acquired data points. Once these interpolat-
ing functions have been generated from the calibration data, the probe can be used in an unknown flowfield to acquire
measurements of ‖V‖, α , and β . The five port pressures are used to compute Cα and Cβ which can then be used in
the interpolating functions to determine α , β , CP,t , and CP,s. The total and static pressures can then be computed using
Equations 3.50 and 3.51, and the velocity magnitude can be computed according to Bernoulli’s equation.
Pt = P1−CPt(Cα ,Cβ )[P1− P̄] (3.50)






3.8.2 Wind Tunnel Calibration
In the formulation of the five-hole equations, measurements of the absolute pressure values were assumed. In practice,
however, it is often convenient to measure differential pressures. For both the calibration and application of the five-
hole probe within this body of work, all five of the pressure ports were measured by differential pressure transducers












Figure 3.33: Coordinate frame and flow angle definitions for the five-hole probe geometry. The probe tip is located
at the coordinate axis shown.
differential pressure cases, as the static pressure cancels out due to the common reference for all of the differential
pressures.
Calibration of the five-hole probe has been performed in the 2.8 ft × 4 ft low-speed wind tunnel to relate the
five differential pressure readings to the total pressure, static pressure, angle of attack, and angle of sideslip. This
calibration was performed at a probe-tip diameter Re of 6386 to match the flight conditions of the ADEPT-FC aircraft.
During calibration, the probe was passed through a range of cone angles and roll angles, rather than through specific
angles of attack and sideslip angles. The cone angle θ and roll angle φ are also defined in Figure 3.33. The set of
[α,β ] were then computed from the [θ ,φ ] through the following relationships:
tan(α) = tan(θ)sin(φ) (3.53)
sin(β ) = sin(θ)cos(φ) (3.54)
The cone and roll angles were chosen as parameters for the wind tunnel calibration because they are much simpler
to set. The apparatus for calibrating the five-hole probe consisted of a cylindrical base which raised the probe tip 10.5
inches above the tunnel floor. A small manual rotary traverse was attached to the top of the cylindrical base, and the
probe was fixed to an arm which extended outward from the rotary traverse. The cylindrical base attached to the edge
of the tunnel-floor turntable such that the cone angle could be automatically set by rotating the turntable, while the
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roll angle could be manually set with the rotary traverse. The length of the probe-mounting arm was chosen such that
the tip of the probe coincided with the axis of rotation of the tunnel-floor turntable. An image of the calibration device
installed in the tunnel is shown in Figure 3.34. Both the rotary traverse and the tunnel-floor turntable could be used to
set the desired cone and roll angles to within ±0.1◦.
Figure 3.34: The five-hole probe calibration apparatus installed in the wind tunnel.
The calibration was completed by manually setting a roll angle, and then running the wind tunnel with an automatic
sweep through cone angles. At each [θ ,φ ] point all five pressures and the tunnel freestream conditions were recorded.
These measurements were used to compute the standard five-hole pressure coefficients. The range of α , β , and
the corresponding Cα and Cβ used for calibration are shown in Figure 3.35. Interpolating functions were generated
in MATLAB using the scatteredInterpolant function with linear interpolation between the scattered data points. The
resultant interpolating functions could then be used to calculate the total pressure coefficient, static pressure coefficient,
angle of attack, and angle of sideslip according to the previously discussed methodology. The resulting calibration
maps are shown in Figure 3.36.
3.9 Wind Tunnel Data Correction
The purpose of wind tunnel testing is to evaluate a test article in conditions corresponding to a freestream flow with
far-field boundaries. In the wind-tunnel environment, however, the freestream flow is bounded by the tunnel walls.
For both the airfoil and semispan wind tunnel models, corrections to the acquired data were made to account for the
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Figure 3.35: Five-hole probe calibration data points shown in the α/β space and the Cα/Cβ space.
influences of the wind-tunnel walls on the measured data. The methods employed were those of Barlow et al. [84] for
both the 2D airfoil test and the 3D semispan test. The primary effects which were corrected for in both the 2D and
3D cases consist of solid blockage, wake blockage, and streamline curvature. The correction of these effects is based
off of an incompressible potential flow analysis of the wind tunnel walls with a test article and corresponding wake
influences in a freestream flow, as determined from empirical data.
3.9.1 Airfoil Wind Tunnel Corrections
The solid blockage effect for the 2D airfoil model is due to the reduction in test-section area from the presence of
the model. This reduction in area in turn creates an increase in freestream velocity over the test article to satisfy
conservation of mass flow through the tunnel. This increased velocity is corrected for through the use of a solid





where K1 is a constant from Barlow [84] determined to be 0.52 for airfoil models which span the entirety of the





where t is the maximum thickness of the airfoil, c is the chord length, and b is the span of the model.
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Figure 3.36: Five-hole probe calibration maps as a function of Cα and Cβ .
The wake-blockage effect similarly produces an increase in test-section velocity. This increase in velocity again
occurs to conserve mass flow, since the viscous wake of the model corresponds to a region of velocity deficit compared
to the freestream. Since the profile drag of the airfoil section is directly related to the velocity deficit in the wake, the
velocity increase due to wake blockage also scales with Cd . The increased velocity experienced due to the wake-







where h is the height of the test section, and Cd,u is the uncorrected stream-wise force coefficient.
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A total velocity increment correction factor ε can be constructed by adding the velocity increment factors from the
solid blockage and wake blockage.
εt = εsb + εwb (3.58)
The streamlines which form about an airfoil model in a wind-tunnel test environment are constrained by the tunnel
walls. This constraint of the streamlines causes an effective increase in airfoil camber which leads to increases in the
lift and pitching moment produced by the model, and is known as the streamline curvature effect. Corrections for the








The set of correction factors for solid blockage, wake blockage, and streamline curvature effects were applied to
the measured values of the angle of attack, stream-normal force coefficient, stream-wise coefficient, and quarter-chord
pitching moment coefficient according to the following equations [84]. Solid and wake blockage corrections were also
applied to pressure coefficient measurements.














3.9.2 Semispan Aircraft Wind Tunnel Corrections
The same wind tunnel phenomena corresponding to model solid blockage, wake blockage, and streamline curvature
are also present in the case of a 3D aircraft model such as the semispan model investigated in this study. Barlow et al.
also develops correction factors for the 3D model case, which are briefly summarized below [84].
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The solid blockage from the semispan model is split into contributions from the wing and fuselage portions of the








where K1 and K3 are solid blockage constants based on the geometry of the tunnel and model and τ1 is a factor
depending on the span-to-tunnel width ratio all taken from figures in Barlow et. al [84]. The wing volume Vwing was
0.1273 ft3 and the fuselage volume Vf use was 0.3297 ft3, both extracted from the test article CAD model.
The wake blockage velocity increment factor for a 3D model is similarly proportional to the uncorrected stream-







where S is the wing reference area.
Again, the total blockage velocity increment factor can be found by summing the solid blockage and wake blockage
terms:
εt = εsb + εwb (3.67)
These 3D correction factors were applied to measurements of the angle of attack, stream-normal force coefficient,
stream-wise force coefficient, side-force coefficient, pitching moment coefficient, yawing moment coefficient, rolling
moment coefficient, and pressure coefficients according to the following equations.













































It is important to note that standard methods for correcting the side-force coefficient, yawing moment coefficient,
and rolling moment coefficient were not presented by Barlow et al. As such, these terms were corrected only for solid
blockage as the underlying methodology is directly applicable. Additionally, unsteady measurements of the force
and moment coefficients were corrected point-by-point using the above equations. The constants used for computing
correction factors for the semispan model are given in Table 3.6, and were taken from figures in Barlow et al. according
to the tunnel cross-sectional and model geometries [84].
3.9.3 Structural Response Filtering
During testing of the semispan model, wing-tip flutter was observed to occur in all wind-on conditions. This flutter
was seen to increase in magnitude as both the Re and angle of attack were increased. A set of hammer impulse tests
was performed on the semispan model to characterize the structural response of the model. The results of this test
were then used to remove the influences of the model structural response from the acquired data.
The hammer impulse tests were performed by swiftly delivering a single tap to the semispan model with a hammer.
During each hammer impulse test, force and moment response data from the 6-component load cell was acquired
at a rate of 8 kHz. The hammer test was performed near the root, near the mid-span location, and near the wing
tip. A Fourier transform of the resultant data from the 6-component balance is shown in Figure 3.37. The black line
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corresponds to the wing-root location, the green line corresponds to the mid-span location, and the red line corresponds









































































































































Figure 3.37: Structural response frequency content from repeated hammer taps.
From the figure, it can be seen that the primary structural response resides at a frequency of 10 Hz, with additional
broadband content between 10 and 1000 Hz. To investigate the influence of the structural response of the model on ac-
quired force and moment measurements during testing, a Fourier transform was also performed on data corresponding
to a wind-on test point where the ducted fans were also operating. The resultant spectra are shown in Figure 3.38. The
primary structural response frequencies identified from the hammer impulse tests can be clearly seen in all six com-
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ponents from the load cell. The additional high-magnitude peaks at higher frequencies correspond to the fundamental











































































































































Figure 3.38: Structural response frequency content at Re = 450k and RPM = 40200.
Based on the results of the hammer test and the investigation into the frequency content of the acquired forces
and moments during actual testing, corrections were applied to the force and moment data by applying a low-pass
Fourier filter to each of the signals which removed the frequency content above 4Hz. After the frequency content
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corresponding to the structural response, fan RPM, and sensor noise were removed, the final values of the forces and
moments were computed as the mean of the filtered signal for all steady data points.
3.10 Unsteady Data Analysis
3.10.1 Fourier Transform of Discrete Data for SysID
A key ingredient to the success of system identification efforts using the flight data set acquired from relatively low-
cost sensors on a sub-scale flight vehicle was the use of frequency domain analysis methods. Once a complete data
set containing the corrected time histories of measured inputs and outputs during an excitation maneuver was assem-
bled, each data channel was transformed to the frequency domain before parameter estimation was performed. This














This transformation was accomplished according to the methods of Morelli [96]. The first step in transforming data
to the frequency domain was to linearly detrend each data channel by finding a first-order polynomial fit and removing
it from the signal. This removes the DC component from the signal and eliminates any endpoint discontinuities. The
detrending step is critical in resolving frequency content near 0 Hz, as it greatly reduces spectral leakage from the DC
component of the signal and creates a faster convergence of the Fourier series due to the assumption of periodic data
in the Fourier analysis [97]. Additionally, the linearized dynamics models describing the motion of the flight vehicle
describe the evolution of perturbations about a trim-state. As such, this detrending step does not influence the resultant
parameter estimates as the states in the aircraft model can be thought of as detrended states.
After detrending, the data can be transformed to the frequency domain by evaluating the Fourier integral. Rather
than evaluating the Fourier integral using a standard FFT algorithm, this step was completed by the fint function in
SIDPAC which performs a high-accuracy evaluation of the Fourier integral through the use of a chirp-z transform with
a 3rd-order Lagrange interpolating polynomial integral approximation that can be evaluated at frequencies which can
be selected arbitrarily between 0 Hz and the Nyquist frequency [96]. For the purposes of this study, a frequency vector
was constructed with the same bandwidth present in each of the excitation maneuvers at a frequency spacing of 0.01
Hz, beginning at a frequency of 1T , where T is the period of the maneuver in seconds, and ending at 3.2 Hz. Using this
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frequency vector as the basis for the transformation into the frequency domain has the additional benefit of low-pass
filtering the signals with zero phase-lag by ignoring frequency content higher than 3.2 Hz [97].
To improve the results of the parameter estimation process, data from multiple identical maneuvers can be com-
bined in the frequency domain. This is accomplished by simply adding the Fourier coefficients at each of the discrete
frequencies which were used to transform the data into the frequency domain. Naturally it is required that each of the
maneuvers be converted using the same frequency vector.
Aside from the analysis of flight test data for the purposes of parameter estimation, the Fourier transform was used
for several other purposes in this broader investigation — such as for the processing of the hammer impulse test results
or the computation of fan RPM. For these cases, a standard FFT was performed in MATLAB with zero-padding when
necessary to increase resolution in the frequency domain. Any particular processing steps which were important to
any other use of the Fourier transform are mentioned in the sections dedicated to those particular methods.
3.10.2 Computation of Time Constants
One of the main purposes of investigating the unsteady response of the forces and moments to throttle inputs on the
semispan wind tunnel model was to determine time constants associated with the dynamics of the propulsion system
and the aerodynamic force and moment response to changes in fan speed. To investigate these time constants, a series
of step-change signals were sent to the all four fans uniformly and the unsteady force and moment response was
recorded.
The delay between changes in fan RPM and changes in the forces and moments experienced by the model was
computed by performing a cross-correlation analysis on the derivatives of the input and output step-change signals
measured during testing, as the cross-correlation coefficients can be used to quantify the average time delay between
two signals with similar features. The normalized derivatives of the step change signals were chosen rather than the
signals themselves because the derivatives were zero everywhere except for during the period where the step-change
was in progress. The resulting cross-correlation coefficients feature a strong peak at the resultant time-delay, where
the cross-correlation coefficients of the step-signals themselves would reach a plateau. An example of these input and
output signals and their normalized derivatives are shown in Figure 3.39. For a small minority of cases where the
cross-correlation did not produce meaningful results due to noise in the derivative terms, the peaks of the input and
output signal derivatives were selected manually and used to compute the time delay.
The cross-correlation between the input RPM signal and any of the output force or moment coefficient signals





























































Figure 3.39: Example input/output data for the RPM to CL correlation analysis with the +10% step-change data.
where N is the number of data points in each signal, m represents the time-lag interval, and x and y are the signals
being operated on, and ? is the complex conjugate. The raw cross-correlation coefficients are then given by
c(m) = R̂xy(m−N),m = 1,2, ...,2N−1 (3.78)
Examples of the cross-correlation coefficients as a function of time-lag are shown in Figure 4.53 for all six force
and moment coefficients. A strong correlation peak can be seen for each of the six components, except for the side-
force coefficient for which it will be shown there is not a significant relationship between RPM and Cy. The time-lag
between the fan RPM and any on of the coefficients was taken as the instance for which the peak in cross-correlation
coefficients was greatest.
In addition to the time lag between RPM and the forces and moments which were produced, the rise time and
settling time of the RPM response to the step-change command were characterized. The rise time was computed by
determining the time between the point where the RPM was equal to 10% and 90% of its final value. The settling time
was computed as the time period over which the time derivative of RPM was non-zero, which was practically defined
as the points where the derivative was greater than 1% of its maximum value.
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Figure 3.40: Cross-correlation coefficients between the time derivatives of RPM and the semispan wind-tunnel model
force and moment coefficients for the +10% amplitude step-change maneuver.
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3.11 Flight Testing Methodology
3.11.1 Aircraft Inertial Testing
To accurately describe the dynamics of the flight test vehicle it is necessary to have high-quality estimates of the air-
craft’s principal moments of inertia. For the analysis presented in this study, the products of inertia were neglected as
these terms are typically small compared to the principal moments of inertia [97]. Since no high-fidelity CAD model
of the flight vehicle existed, such as one including the weights and positions of wiring and other electrical compo-
nents, the moments of inertia were determined experimentally. For this purpose, an inertial rig and corresponding
experimental methodology were developed.
The inertial rig is shown in Figure 3.41. The base of the inertial rig consisted of a large steel beam suspended
roughly 7 ft above the ground. The primary piece of the inertial rig was a spindle which was held in place by two
low-friction bearings. The spindle consisted of an 8 inch long 0.25” in diameter steel shaft with a pulley mounted
above the spindle housing and a mounting bracket mounted below. The spindle assembly was mounted to the center
of the steel support beam with the axis of the spindle aligned with the vertical direction such that an object of interest
could be mounted to the rig and rotated freely. An MPU-9250 IMU chip was integrated into the rotating portion of the
spindle for measurement of angular velocity by the integrated gyroscope. This chip was sampled by a Raspberry Pi
3 single-board computer at a rate of 300 Hz during testing. A cable extended from the spindle pulley to an additional
pulley located at the end of the support beam. The cable passed over this pulley and then extended downwards where
it could be loaded with a set of weights.
During operation, an object with unknown inertia was hung from the mounting bracket on the rotating spindle.
The object was then rotated in one direction such that the cable wound about the spindle pulley. A quantity of weight
was then attached to the hanging free-end of the cable such that when the object was released, the hanging weight
would apply a torque to the spindle pulley and cause the object to rotate. While the object was under motion, the
angular velocity was recorded by the data acquisition system. With the known weight and the recorded time-history
of angular velocity, it is possible to determine the unknown moment of inertia of the object about the axis of rotation.
The unknown moment of inertia is found through a parameter estimation process. The physics of the inertia rig
can be most conveniently expressed in terms of the relevant variables through the use of an energy-balance method.
The total balance of energy changes during the length of time over which the object is freely rotating is given by Equa-
tion 3.79. This governing equation states that the change in potential energy of the weight which moves downward by
some vertical displacement is equal to the change in kinetic energy of the spindle and attached object minus the work






Figure 3.41: An image of the ADEPT-FC wings attached to the inertial rig.
on the rotating object is traditionally a significant limiting factor to the accuracy of low-cost inertial rig measurements
which are not performed in a vacuum. Most of these methods rely on applying a known torque to the system and
subsequently measuring the dynamic response. The torque due to aerodynamic drag is both unknown and a function
of angular velocity which introduces complications to these simple methods. The energy-balance treatment of the
problem presented here, however, addresses this issue by accounting for the unknown influences of drag.
To solve for the unknown moment of inertia, each of the terms in the energy governing equation must be expressed
in terms of known or measured quantities. Equations 3.80 through 3.83 give the definition of each of the energy terms
where the mass of the hanging weights m and the radius of the spindle pulley rsp are known and the time-history
of angular velocity ω(t) during the motion of the rig is measured. The derivation of each of these terms is given in
Appendix A.6.








Iob ject(ω2f −ω20 ) (3.81)
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Table 3.7: Summary of test articles for inertial rig validation
Case Material Weight [lbs] L [ft] W [ft] H [ft]
bar 1 Aluminum 7.068 1.0 0.25 0.167
flat plate Plywood 4.250 2.453 0.042 0.995
bar 3 Steel 20.119 6.021 0.167 0.021
bar 4 Steel 10.051 6.021 0.167 0.021









The final expression of the energy balance equation contains three unknowns. These are the moment of inertia
of the rotating object I, the force of friction acting against the motion of the rig f , and a term proportional to the
aerodynamic drag on the rotating object A. A set of data from the inertial rig can be used to compute these unknowns
according to the following process. First, each of the terms in the energy equation is computed for each point in the
time-history of angular velocity. The time-history of these terms can then be formed into regressors and the set of
[I, f ,A] are found through least-squares linear regression to minimize the difference between the left and right-hand
sides of the governing equation. It is important to note, however that the friction term and potential energy terms are
linearly dependent. Thus, the parameter estimation problem could be solved arbitrarily for any set of Iob ject and A. As
a result, the friction term was neglected. This choice was justified based on the low-friction design of the rig.
The rig operation and methodology were validated through the testing of a set of objects with easily-computed
moments of inertia. The set of test objects and their physical properties are listed in Table 3.7. Three of the objects
consisted of metal rectangular bars where the theoretical moments of inertia spanned from low to high values relative
to the expected inertia of the aircraft. The fourth object consisted of a flat plate which was oriented such that the
influence of aerodynamic drag would be maximized.
Each of the five test objects was fixed to the inertial rig and motion profiles according to the described methodology
were applied until many repeats of the motion profile were acquired. The resultant parameter estimation dataset was
formed from a combination of the repeated time histories of known terms, and regression was used to compute an
estimate of the moments of inertia of each object. The moment of inertia of the isolated spindle and mounting bracket
was also experimentally determined and subtracted from the results of each test. The resultant moments of inertia
which were estimated for each of the five test cases are given in Table 3.8, along with theoretical predictions of the
moment of inertia and the absolute and percent differences between these two values.
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Table 3.8: Known test cases for validation of inertial rig testing methodology
Case Theoretical I [slug− f t2] Identified I [slug− f t2] % Difference Absolute Difference # of Data Points
bar 1 0.0195 0.01951 -0.06 -0.000011 2147
flat plate 0.0691 0.0694 -0.44 -0.000302 6686
bar 3 1.8929 1.90163 -0.46 -0.008759 12950
bar 4 0.94592 0.95333 -0.78 -0.007406 16060
The performance of the inertial rig and corresponding parameter estimation methodology is quite good. For all
of the test objects, the difference between the theoretical and estimated moments of inertia is less than 1% even for
the worst-case scenario of a freely spinning flat plate with no constraint on angular velocity. This performance is
impressive compared to typical studies where error in experimentally measured moments of inertia can be on the
order of 5% to 20% of the correct values [98, 99].
The three principal moments of inertia of the aircraft were measured in two separate tests. the first test consisted
of fixing the fuselage to the rig bracket three separate times such that the axis of rotation was parallel to each of the
three body-fixed aircraft axes. The moment of inertia of the fuselage in each of these positions was then measured.
The offset of the axis of rotation in each orientation from the aircraft center of gravity was also recorded. This same
procedure was then repeated for the wings of the aircraft. It was necessary to split the aircraft into components as
there was otherwise no robust method of attaching the entire assembled vehicle to the rig.
The three principal moments of inertia about the aircraft center of gravity for each of the individual components
were computed by subtracting the moment of inertia of the spindle from each of the measurements, and then applying
the parallel axis theorem which states
Ic.g. = Imeas +md2 (3.84)
where m is the mass of the object and d is the distance between the axis of rotation and a parallel axis passing through
the aircraft center of gravity. The moments of inertia from the independent components were then summed to produce
the final principal moments of inertia of the complete aircraft.
3.11.2 Flight Testing
Flight tests were performed at Eli Field, located in Monticello, IL. Eli Field is an RC hobbyist airstrip owned by
Horizon Hobby, with an 800 ft × 60 ft paved runway at an elevation of 703 ft above sea level. A satellite image of
Eli Field is shown in Figure 3.42. Flight tests were performed with a professional RC pilot in command of the vehicle
during the entire flight under FAA sUAS Part 107 authorized operation.
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Figure 3.42: The runway at Eli Field in Monticello Illinois.
The flight test procedure began with transporting the aircraft along with the necessary support equipment to the
model airfield. The set of equipment required to flight test the vehicle consisted of the aircraft with wings removed
for transportation, the set of fully-charged batteries, battery chargers, a Wi-Fi router for communication between the
flight computer and the ground station laptop, the RC transmitter, a ground weather station, a digital level, and the
tools and materials necessary to make quick repairs at the airfield.
Upon arrival at the airfield, the aircraft was re-assembled and prepared for a ground systems check. This consisted
of attaching the wings and bolting them in place with thumb screws, connecting all of the servo command signal
cables, motor power cables, and sensor signal cables to their appropriate terminals within the aircraft, and installing
the batteries. The 2-cell battery powering the ADC system was plugged in first, followed by the primary and secondary
2-cell batteries power the Raspberry Pi flight computer and the primary and secondary 2-cell batteries for the servo
power distribution board. The motor power batteries were fixed to their appropriate positions with Velcro but remained
disconnected. Finally, the orientation of the five-hole probe boom was checked against the orientation of the VN-200
INS sensor at the aircraft center of gravity using the digital level. Any fine adjustments to the 5-hole probe alignment
were made using the thumb screws integrated into the probe boom support.
After the aircraft was assembled and the avionics system was powered on, a ground systems check was completed.
This check was performed to ensure that all of the sensors, actuators, and control interfaces were functioning properly
before flight. This ground systems check was completed through the custom ADEPT-FC flight software system. A
detailed explanation of the software along with an example software usage case are included for the interested reader
in Appendix A.4. The Raspberry Pi flight computer was then connected to the Wi-Fi router with an Ethernet cable,
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and the ADEPT-FC software was initialized on the flight computer through an SSH terminal. The flight pre-check
command was then entered into the software which proceeds to guide the user through a check of the actuation limits
of all actuators and the sensing range of all sensors. The flight pre-check functionality additionally collected weather
and pilot information from the user to be logged with the complete data set. After the flight pre-check was complete,
the pilot additionally tested the maneuver triggering and amplitude switches on the transmitter and finally plugged in
the motor power batteries and ensured that all eight ducted fans were operating uniformly and without fault.
Once the ground systems check was complete, the vehicle is ready for flight testing. During a typical flight, the
pilot would commence takeoff, and then fly laps around the airfield for approximately five minutes. An example
GPS flight path is shown in Figure 3.43. During these laps, the aircraft was first manually set to a steady, level trim
condition, and then a system identification maneuver was executed with minimal pilot inputs. After approximately
six maneuver laps were complete, the pilot would safely land the aircraft back on the runway. Once the aircraft was
safely back on the ground, the motor batteries were disconnected and the user would log back into the flight software








































Figure 3.43: GPS coordinates of the aircraft during a flight test.
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3.12 Flight Data Post-Processing
The result of a successful flight test is a set of data corresponding to measurements or filtered estimates of the aircraft
states and control inputs. Before these data can be used for system identification, several data processing steps must
be performed. These steps include a data quality assessment, corrections for sensor positioning, a data compatibility
analysis, transforming data to the frequency domain, and combining data from multiple repeated maneuvers. Each of
these data processing steps is discussed below. Many of these steps were performed with the NASA software suite
known as SIDPAC [97], or “System Identification Programs for Aircraft”.
3.12.1 Data Quality Assessment
To determine if data from a particular flight maneuver is of sufficient quality to contribute towards the system identi-
fication effort, several assessments can be made. First, the signal-to-noise ratio of each measurement can be assessed.
A SIDPAC function called regchk is used for this purpose, where the signal-to-noise ratio is estimated using optimal
global Fourier smoothing in the form of a Weiner filter. A signal-to-noise ratio of 10 is recommended, although good
results have been obtained with ratios as low as 3 [97]. The signal-to-noise ratios of each of the measured signals com-
posing the flight dataset are shown in Table 3.9. In addition to the signal-to-noise ratio, this table also gives the cutoff
frequency determined from the optimal Weiner filter which indicates the frequency below which the deterministic
components of the signal reside.
In general, the signal-to-noise ratios indicate that the dataset is appropriate for system identification. The signal-to-
noise ratios of the quantities derived from the Kalman filter on-board the VN-200 are quite good, while the remainder
of the analog sensor signals remain within recommended limits. The only exceptions are the α , β , and ax signals,
which have ratios less than 3. However, the use of frequency domain methods has proven to be robust against this
shortcoming as evidenced by the results of this study. Additionally, the estimated cutoff frequencies validate the
previously discussed assumption that the vehicle dynamics reside within the 0-3 Hz frequency bandwidth.
Table 3.9: Signal-to-noise ratios and cutoff frequencies of the measured signals from a sample maneuver estimated
from a Weiner filter.
Measurement δa δe δr V α β p q r φ θ ψ ax ay az
SNR 4.0 9.1 7.1 4.3 2.2 2.4 5.7 17.6 7.9 14.6 4.2 8.1 2.5 5.0 13.0
fc [Hz] 2.0 2.9 2.9 0.9 3.2 2.0 2.0 3.6 1.6 1.1 0.7 1.0 1.7 2.7 3.7
Second, the data can be assessed to determine whether the measurements fall within expected limits of linear per-
turbations about steady-level flight. This assessment is performed by creating a histogram of various sensor measure-
ments to visualize the bounds of measurement magnitudes. Histograms with combined data from all of the traditional
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control surface maneuvers used for the parameter estimation process are shown in Figure 3.44, while histograms with
combined data from all of the throttle-based maneuvers used for the parameter estimation process are shown in Fig-
ure 3.45. Red vertical lines represent the expected bounds of the linear aerodynamic regime [97]. From the figures, it
can be seen that the acquired data largely remains within the suggested limits with a diversity of measurement values
in each case. For the throttle-maneuver data shown in the figure, the aileron, elevator, and rudder control surface
deflections are minimally varied.
Figure 3.44: Histogram of sensor measurements for the traditional control surface maneuvers.
3.12.2 Sensor Position Corrections
Due to the offset of the five-hole probe from the aircraft center of gravity, measurements of the angle of attack and
angle of side-slip contained contributions from the relative wind produced by the rigid-body rotation of the aircraft.
Using kinematics, the contribution to the measured angle of attack and angle of sideslip can be introduced into the
definitions of α and β . Assuming small angles and solving for the true values of α and β yields Equation 3.85.












A similar correction could be applied to the airspeed measurement obtained from the five-hole probe, but this correc-
tion is typically neglected in steady-level flight due to the low magnitude of the induced velocity in comparison to the
magnitude of the flight velocity [97].
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Figure 3.45: Histogram of sensor measurements for the throttle maneuvers.
3.12.3 Velocity Coordinate Frames
Velocities from the VN-200 INS system are provided in the earth-fixed North-East-Down (NED) coordinate frame,
with a 3-2-1 Euler-angle sequence referenced to NED. To express the velocities in terms of the aircraft body-fixed



























where [u,v,w] are the body-fixed [x,y,z] velocity components, [VN ,VE ,VD] are the NED velocity components, and φ ,
θ , and ψ are the roll, pitch, and yaw Euler angles, respectively.
3.12.4 Data Compatibility Analysis
The set of aircraft state measurements are derived from two separate sources on the aircraft. The first of these is
the VectorNav VN-200 INS system which provides estimates of the aircraft’s position, velocity, and orientation from
fused IMU and GPS sensor measurements. The second source of aircraft state data is the five-hole probe which
provides measurements of the airspeed magnitude and flow orientation. In the absence of wind, estimates of the
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airspeed magnitude and flow orientation can be reconstructed from the inertial measurements of the INS system.
This reconstruction can be used for two purposes. First, as a check to ensure that both sets of sensor measurements
contain data that are physically compatible. Second, as a means of correcting for sensor instrumentation error. The
combination of these two purposes is accomplished in what is referred to as a data compatibility analysis.
The most basic data compatibility analysis would begin with an integration of kinematic equations of motion with
known acceleration and angular velocity measurements to compute time histories of the aircraft body-axis velocity
components. These velocities would then be used to reproduce the flight velocity magnitude, angle of attack, and
angle of side-slip. For the ADEPT-FC aircraft, however, high fidelity estimates of the aircraft body-axis velocity
components are readily available as outputs from the sensor fusion process on-board the VN-200 INS system. As
such, the data compatibility analysis can begin with a reconstruction of V , α , and β from the INS estimates of u, v,
and w, according to the definitions given in Equations 3.87- 3.89.
VINS =
√













Once the set of reconstructed flight data has been produced, the sensor instrumentation error analysis can be
formulated. Any given measurement can be written as
z = (1+λ )y+b (3.90)
where z is the recorded measurement, y is the underlying true value, λ is a sensor scale factor, and b is a sensor
bias. The goal of the instrumentation-error analysis is to find the bias and scale factor for each sensor measurement
such that the error between the reconstructed and measured V , α , and β signals is minimized. The VN-200 system
corrects for bias and scale-factors for each of the inertial measurements. As such, the only measurements which
require correction are the measurements of V , α , and β . The bias and scale factor for each of these measurements are

















through linear least-squares regression in SIDPAC [97].
The instrumentation error parameters are found for each flight test and used to correct the corresponding measure-
ments of V , α , and β . SIDPAC additionally allows for the exclusion of certain parameters during the instrumentation-
error parameter estimation process. The process was performed with an identification of both the biases and scale
factors for each signal, as well as with an identification of the biases only. It was found that there was no significant
improvement in results with the inclusion of scale factors, and that the values for identified scale factors varied greatly
between data sets and were at times non-physical. As such, only the biases in measurements of V , α , and β were
identified and used for correction of a data set.
An example of the identified biases and a graphical representation of the reconstruction of the V , α , and β signals
for a multisine maneuver before and after the data compatibility analysis are shown in Table 3.10 and Figure 3.46.
The larger offset in airspeed magnitude prior to correction contains contributions from uncertainties in the density at
altitude and any ambient wind component which may have contaminated the five-hole probe measurements.





3.13 System Identification Methodology
The goal of system identification is to determine from a set of measurements a mathematical model which describes the
dynamics of a physical system. The system in question here is the ADEPT-FC aircraft, which consists of a traditional
general aviation aircraft configuration outfitted with a non-standard propulsion system. To model the ADEPT-FC
dynamics, a standard approach to aircraft system identification was selected from Morelli’s text Aircraft System Iden-
tification - Theory and Practice [97]. The goal of identifying the influence of individual propulsors on the vehicle
dynamics was accomplished through the use of a two-step process. First, a traditional aircraft dynamics model was
used to identify standard stability and control coefficients while excluding the influence of the propulsors. This was
followed by a separate effort to then identify propulsive influences by augmenting the completed traditional aircraft
model with additional propulsive terms.
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Figure 3.46: Flight 6 Multisine 1 data compatibility analysis.
The primary aspects of the system identification methodology discussed here include model selection, flight ma-
neuver design, data processing, and parameter estimation. Frequency domain methods were utilized to accomplish
these tasks, as such methods are robust to sensor noise and lend themselves well to the relatively low-cost sensor
packages installed on the ADEPT-FC aircraft [100]. Additionally, the advantages of frequency domain methods were
proven by early work with rotorcraft system identification [101]. The NASA software package SIDPAC [97], which
consists of MATLAB programs for aircraft system identification, was used to complete these tasks.
3.13.1 Aircraft Model Selection
To develop the traditional aircraft dynamics model, the full nonlinear aircraft equations of motion derived from basic
principles of kinematics and dynamics were linearized about the steady-level flight condition given by Equation 3.94.
β = p = q = r = φ = 0 (3.94)
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This produced a set of linear aircraft equations of motions in which the longitudinal and lateral/directional motions of
the aircraft are decoupled [97, 102]. The set of linearized longitudinal equations of motion are given by Equations 3.95
through 3.98.







∆α−Dq∆q−Dδ δ −gcosγ0∆θ (3.95)











q̇ = MV ∆V +Mα ∆α +Mqq+Mδ δ (3.97)
θ̇ = q (3.98)
In these equations, V is the aircraft velocity magnitude, α is the angle of attack, q is the pitch rate, and θ is the
Euler angle about the pitch axis. The ∆ notation indicates that the state is a perturbation about the trim state, and the 0
subscript indicates the trim-state value at linearization. The parameter δ represents the control inputs δe and δt , which
correspond to elevator deflection and fractional throttle input, respectively. Finally, T and γ correspond to the total








































To transform Equations 3.95 through 3.98 into state-space form, the following notation was adopted:







, D′q =−Dq, D′δ =−Dδ (3.102)







, L′q = (1−Lq) L′δ =−Lδ (3.103)
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M′V = MV , M
′
α = Mα , M
′




Additionally, the flight path angle γ was assumed to be zero for steady, level flight, and the term D′q was considered
negligible. The final linearized longitudinal state-space model is given by Equation 3.105, where the prime symbol











DV Dα Dq −g
LV Lα Lq 0
MV Mα Mq 0





















The linearized lateral/directional equations of motion are given by Equations 3.106 through 3.110 where the ∆
notation has been dropped since the value of each of the longitudinal trim states is zero.
β̇ = Yβ β +(Yp + sin(α0))p+(Yr− cos(α0))r+
gcos(θ0)
V0
φ +Yδ δ (3.106)
ṗ = Lβ β +Lp p+Lrr+Lδ δ (3.107)
ṙ = Nβ β +Np p+Nrr+Nδ δ (3.108)
φ̇ = p (3.109)
ψ̇ = r (3.110)
In these equations, β is the angle of sideslip, p is the roll rate, r is the yaw rate, φ and ψ are the Euler angles about
the roll and yaw axes, and δ represents the control inputs: δr corresponding to a rudder deflection, δa corresponding
to an aileron deflection, and δT corresponding to the throttle setting of a fan. The dimensional derivatives appearing
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Clβ , Lp =
q̄0Sb2
2V0Ix
Clp , Lr =
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2V0Iz
CNp , Nr =
q̄0Sb2
2V0Iz




to transform the lateral/directional equations of motion into state-space form, the following notation was adopted:
Y ′
β
= Yβ , Y
′
p = Yp + sin(α0), Y
′








= Lβ , L
′
p = Lp, L
′






= Nβ , N
′
p = Np, N
′




The final lateral/directional state-space model is given by Equation 3.105, where the prime symbol has again been












Yβ Yp Yr Yφ 0
lβ lp lr 0 0
Nβ Np Nr 0 0
0 1 0 0 0






















For both the longitudinal and lateral/directional models, the non-zero parameters within the A matrices are the
aircraft stability derivatives, and the non-zero parameters within the B matrices are the aircraft control derivatives. It
is the set of these stability and control derivatives which were identified through parameter estimation.
The propulsion-augmented model is given in Equations 3.118 and 3.119, where linear contributions from each
of the eight ducted fans have been included as control inputs. These control inputs are termed δT1 through δT8 and
represent the fractional throttle input as a perturbation about the uniform trim throttle setting. For the purposes of
identifying these terms, the natural symmetry of the aircraft about the x-z plane can be utilized. As shown in the













DV Dα Dq −9.8
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Dδe DδT1 DδT2 DδT3 DδT4 DδT4 DδT3 DδT2 DδT1
Lδe LδT1 LδT2 LδT3 LδT4 LδT4 LδT3 LδT2 LδT1
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Yβ Yp Yr Yφ 0
lβ lp lr 0 0
Nβ Np Nr 0 0
0 1 0 0 0












Yδa Yδr YδT1 YδT2 YδT3 YδT4 −YδT4 −YδT3 −YδT2 −YδT1
lδa lδr lδT1 lδT2 lδT3 lδT4 −lδT4 −lδT3 −lδT2 −lδT1
Nδa Nδr NδT1 NδT2 NδT3 NδT4 −NδT4 −NδT3 −NδT2 −NδT1
0 0 0 0 0 0 0 0 0 0

















3.13.2 Multisine Excitation Maneuver Design
The intent of performing a flight maneuver is to excite a response from the aircraft from which the dynamics can be
characterized. An effective maneuver is designed to excite the vehicle dynamics over a large frequency bandwidth
to account for the fact that the modal frequencies of the aircraft are generally not known a priori. Most full-scale
aircraft feature dynamic modes below 2 Hz and the frequencies of the dynamic modes for a scaled model scale with
1/
√
SF [97]. For the 21%-scale ADEPT-FC aircraft, this would suggest that the expected dynamics reside below
4.3 Hz. In addition to this rule of thumb, ground tests showed a roll-off in frequency response near 2 Hz for the
aircraft’s servos and a roll-off in frequency response near 3Hz for the ducted fans. With these considerations in mind,
a bandwidth of 0 to 3 Hz was chosen as a starting point for analysis. Flight test results confirmed that the dynamic
response of the aircraft indeed lies within this range.
To accomplish the excitation of the 0 to 3 Hz bandwidth of the aircraft’s dynamics, phase-optimized orthogo-
nal multisine input signals were chosen as flight-test maneuvers [103]. These multisine signals consist of a linear
combination of sinusoids with pre-selected discrete frequencies which span the bandwidth of interest for model iden-
tification, and are applied as perturbations to the nominal control inputs during the flight test condition. A multisine
signal takes the form given by Equation 3.120





+φk) j = 1,2, ...,m (3.120)
where u j is the multisine signal corresponding to the jth input out of m total control inputs, discretized to the time
vector t at N points in time. The amplitude of each sinusoidal component k of the signal is given by Ak, and the
phase angle is given by φk. The duration of the signal is given by T , and M is a total number of harmonic frequencies
available for a given T and frequency spacing d f . For each of the m control inputs, a set of harmonic frequencies are




k = 1,2, ...,M (3.121)
The amplitudes Ak of each sinusoid are chosen to tailor the power distribution of the signal towards expected
modal frequencies. When the modal frequencies are not known, as was the case for the ADEPT-FC aircraft, an
even distribution of signal power can be utilized. With an even power distribution, the amplitude of each sinusoidal






where n is the total number of sinusoidal components contributing to the given input signal and A is the desired
amplitude of the resultant multisine signal [103].
The final variables which must be selected to define a multisine input signal are the phase angles, φk. Without
careful selection of the phase angles, the sum of sinusoids comprising the multisine signal may produce large devia-
tions in amplitude from the trim control input setting during the flight maneuver. This could lead to large deviations
in the dynamic response of the aircraft from the trim condition selected for testing. To avoid this, the phase angles of





which represents the maximum amplitude of a signal divided by the total input energy of the signal. The RPF can
be thought of as a measure of the efficiency of a maneuver at delivering input energy across a wide bandwidth of
frequencies without causing the vehicle dynamics to deviate largely from the trim condition [103]. The minimization
of a signal’s RPF through the adjustment of the contributing sinusoid’s phase angles is accomplished with the use of
a simplex algorithm built into the SIDPAC function mkmsswp.
The use of multisine signals yields two advantages over more traditional system identification maneuvers such
as impulse or chirp signals. First, multiple control inputs can be excited simultaneously. When designing a set of
multisine signals for simultaneous excitation of multiple control inputs, the discrete frequencies across the bandwidth
of interest allocated to each signal are unique. This leads to linear independence between each of the multisine signals
in both the time and frequency domains. Second, the entire bandwidth of interest is excited simultaneously. These
advantages serve to greatly reduce the risk and time associated with the numerous flight tests that would otherwise be
required with the use of more traditional input signals [103].
The two-step approach to identifying the ADEPT-FC dynamics described at the beginning of Section 3.13 required
the design of two sets of orthogonal multisine input signals. The first set of signals consisted of three multisines
designed to perturb the control inputs for the elevator, ailerons, and rudder. The second set of signals consisted of four
multisines designed to perturb the throttle settings of the four fans on the left wing of the aircraft. The distributions of
frequency content between the control inputs for these two sets of flight test maneuvers are shown in the normalized
power spectrum of Figure 3.47, where the harmonic frequencies are alternately assigned to each control input to ensure
the entire bandwidth is evenly present in each of the resultant signals.
Note that the signal power has been distributed evenly across the excitation bandwidth for both of these cases.
The amplitude of each signal was set to a value of one, such that the signal could be easily re-scaled by the flight
software to produce control input deviations of any desired amplitude. Each of these signals is shown in the time
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Figure 3.47: Distribution of frequency content to each of the multisine signals for a) the traditional control surfaces
and b) the four throttle inputs on the left-wing fans.
domain in Figure 3.48. The dimensional amplitudes of each signal as flown on the ADEPT-FC aircraft are given
in Table 3.11. Note that multiple amplitudes of throttle input where flown to identify appropriate values to produce
a good distribution of linear responses from the aircraft, as evident in the histogram of states produced during the
maneuvers.


















































Figure 3.48: Non-dimensional multisine signals for a) the traditional control surfaces and b) the four throttle inputs
on the left-wing fans.
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Table 3.11: Amplitudes of each multisine signal as flown.
Control Input δe [rad] δr [rad] δa [rad] δTi [%]
Scaled Amplitude 0.131 0.095 0.090 0.031, 0.046
3.13.3 Parameter Estimation
Once the full set of input-output data has been transformed to the frequency domain, parameter estimation can be
performed to determine the unknown quantities in the state equations (Equations 3.105 and 3.117). The state equations




where x is the state vector, and the unknown parameters are entries in the A and B matrices. The output y is included
to represent the measurements which compose the data set. These equations can also be transformed to the frequency
domain using the Fourier transform. Doing so, solving for X̃, and substituting into the Ỹ equation assuming C is the
identity matrix and D is the zero matrix yields
jωX̃ = AX̃+BŨ
Ỹ = ( jωI−A)−1BŨ
(3.125)
The upper line of Equation 3.125 is used for equation-error parameter estimation in the frequency domain, and the
lower line of Equation 3.125 is used for output-error parameter estimation in the frequency domain.
3.13.3.1 Frequency Domain Equation-Error Method
The equation error method of parameter estimation corresponds to a maximum likelihood estimator for a model with
process noise but no measurement noise. For this method, the outputs are considered to be the state derivatives defined
as
Z̃ = jωX̃ (3.126)
and the output errors are given by
v(k) = Z̃(k)−AX̃(k)−BŨ(k) (3.127)
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where k is an index across the angular frequencies chosen for evaluation of the Fourier integral. The unknown param-
eters in the A and B matrices can be lumped into the parameter vector Θ, and the cost function for the equation-error






where N is the number of analysis frequencies, Svv is an estimate of the spectral density of residuals, and † is the
complex conjugate transpose operator. Again, the sum over k is a sum over the frequencies which were used to
transform the dataset to the frequency domain.
Minimizing the cost function of Equation 3.128 corresponds to solving a least-squares linear regression problem.
Due to the linearity of the problem, the least-squares solution can be solved for each state equation individually for
simplicity (one line of the matrix equation at a time). The analytic solution to the problem is given by
Θ = [X̃†X̃]−1X̃†Z̃ (3.129)







where N is the number of data points and Np is the number of parameters. The solution to this problem is provided by
the lesq function in SIDPAC [97].
3.13.3.2 Frequency Domain Output-Error Method
For the output-error method in the frequency domain, the parameter estimation problem can be defined as finding
the unknown parameters within the A and B matrices such that the difference between the measured outputs Z̃ and
model-computed outputs Ỹ for the given inputs Ũ at each angular frequency ω is minimized. Note that the outputs
are now equivalent to measurements of the aircraft states themselves, rather than the derivatives of the aircraft states







[Z̃(k)− Ỹ(k)]†Svv−1[Z̃(k)− Ỹ(k)]+N lnSvv (3.131)
where J is the cost function, Θ is the vector of unknown parameters, N is the number of analysis frequencies, Svv is
an estimate of the spectral density of residuals, and † is the complex conjugate transpose. A SIDPAC function which
utilizes a modified Newton-Raphson method is used to perform this minimization. The modification to the standard
Newton-Raphson method stems from the computation of the gradient of the cost function numerically rather than
analytically.
3.13.4 Model Validation
As a final step in the system identification process, the model with estimated parameters is evaluated against a model
validation dataset. The model validation dataset consisted of a subset of the multisine maneuvers which were acquired
during the system identification flight tests. The subset of data was taken in the time-domain rather than the frequency
domain to assess the ability of the identified model to predict the time-history of the aircraft states in response to the
measured control inputs.
In order to utilize the validation dataset to assess the predictive capabilities of the previously-identified aircraft
model, the dataset was first linearly detrended. This step was necessary, as the model describes the dynamics of
perturbations about the steady-level trim state. The detrended control inputs which were recorded from the validation
dataset were then used as inputs to a dynamic simulation of the aircraft. This simulation was performed by beginning
with zero initial conditions, and propagating the state-space model forward in time using 4th order Runge-Kutta
numerical integration. The resultant time-history of aircraft states represent a prediction of the aircraft’s response to
the measured control inputs, which can be quantitatively compared to the measured aircraft states acquired during the
flight maneuver in the form of mean-squared error. A sample comparison of measured and predicted states for the
longitudinal model of the flight-vehicle is shown in Figure 3.49. It can be seen that this particular model does well to
predict the perturbation response of the vehicle to control-surface inputs.
3.14 Uncertainty Analysis
In interpreting the results of each of the three experiments presented in this work it is important to quantify the
uncertainties associated with the corresponding results. The uncertainty of a result can be thought of as the range of
values within which that result could potentially lie due to errors present in the measurement. Moffat breaks error
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Figure 3.49: An example comparison of measured and model-predicted aircraft state perturbations for the longitudinal
aircraft states.
sources into two main categories: bias error which occur due to measurement capabilities, techniques and calibration
inaccuracies, and precision errors which behave randomly with zero mean [104]. For the experiments presented in this
investigation the methods of Coleman and Steele [105] will be used to estimate the bias errors present in the results.
For cases where the results are not directly computed from sensor measurements with analytic equations, such as for
parameter estimates from flight test data, the precision error is presented as the standard error in the measurement
along with the 95% confidence interval. The development of this approach to uncertainty quantification for both of
the wind-tunnel experiments follows that of Ansell [106].
For bias uncertainties following Coleman and Steele [105], it is assumed that a result R is produced using a number
of independently measured variables xi
R = R(x1,x2, ...,xn) (3.132)
and that the uncertainties corresponding to each of those independent variables are also independent of each other.




















where the quantities summed under the square-root are the contributions to the uncertainty from each independent
measurement. Each individual contribution consists of a partial derivative term which corresponds to the sensitivity
of the result to that particular measurement, multiplied by the uncertainty of the independent measurement Uxi . The
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sensitivities can be computed by taking partial derivatives of the expressions used to calculate the result, and the
uncertainty of independent measurements can be taken from manufacturer specifications of sensor instrumentation.
3.14.1 Airfoil Experiment Uncertainties
The uncertainties of reduced measurements taken during wind tunnel testing of the airfoil model were calculated using
the previously discussed root-sum-squared method. This set of reduced measurements includes the dynamic pressure,
ambient density, ambient dynamic viscosity, tunnel flow velocity, and Reynolds number, as well as the stream-wise
force, stream-normal force, pitching-moment and pressure coefficients. A sample of the resulting uncertainties for
each of these quantities are given in Table 3.12, where the uncertainties were calculated for the α = 9◦ and 45%
throttle case, as this was the angle of attack investigated in the PIV study and the nominal operating throttle of the
model. In addition to these uncertainties, the processing uncertainty in PIV velocity measurements is also presented.
It should be noted that the relative uncertainties are computed for only one operating point in terms of α and Ω̄—the
absolute uncertainties should be interpreted with regard to the full range of α and Ω̄ investigated and presented in the
results.
Table 3.12: Measurement uncertainty
Variable Reference Value Absolute uncertainty Relative Uncertainty [%]
α [deg] 8.993 ±0.020 ±0.2224
l [lbs] 21.05 ±0.03 ±0.1433
d [lbs] 0.58 ±0.09 ±15.3969
m [ft-lbs] -1.98 ±0.07 ±3.4043
Cl 1.2546 ±0.0142 ±1.1321
Cd 0.0346 ±0.0053 ±15.4378
Cm -0.0709 ±0.0025 ±3.5847
Cp -0.9063 ±0.0225 ±2.4790
Pamb [psi] 14.2370 ±0.0080 ±0.0562
Tamb ◦R 529.12 ±1.08 ±0.2041
µ [lb− s/ f t2] 3.7957e-07 ±5.9980e-10 ±0.1580
ρ [slug/ f t3] 0.0023 ±4.7802e-06 ±0.2117
q∞ [psi] 0.0699 ±0.0008 ±1.1230
V∞ [ft/s] 94.41 ±0.54 ±0.5714
Re 991981 ±5893 ±0.5941
3.14.1.1 Dynamic Pressure Uncertainty
The tunnel dynamic pressure was computed according to Equation 3.15, where the only measured quantity influencing




















and the uncertainty in the differential pressure measurement was taken as the uncertainty of the corresponding PSI
module from the Initium system used to measure the differential pressure. The uncertainty of the (Pss−Pts) mea-
surement taken from the PSI system was 0.0014 psid. The differential pressure (Pss−Pts) was also acquired by the
Setra 239 pressure transducer which corresponded to an uncertainty in pressure measurements of 0.000757 psid. The
corresponding uncertainties in calculations of the tunnel dynamic pressure were then ±0.001425 and ±0.000771 for
the PSI and Setra measurement devices, respectively.
3.14.1.2 Ambient Density Uncertainty
Ambient density in the wind-tunnel environment was computed from the ideal gas law given by Equation 3.8 with


























The uncertainty of measurements from the pressure transducer used for measuring ambient pressure was 0.008 psi,
and the uncertainty of measurements from the thermocouple used for measuring the ambient temperature was 1.8 ◦R.
3.14.1.3 Dynamic Viscosity Uncertainty
The ambient dynamic viscosity in the wind-tunnel environment was computed according to Sutherland’s equation
(Equation 3.6). This equation depends only on measurements of the ambient temperature and a set of known constants.




























3.14.1.4 Freestream Velocity Uncertainty
The freestream velocity was computed according to Equation 3.7, where the ratio of the test-section to settling-section
area was taken as a known constant with value 1/7.5. The quantities influencing the uncertainty of the freestream
velocity were the measurement of the pressure differential (Pss−Pts) and the ambient density. As such, the uncertainty




































The uncertainty in the pressure measurement is again 0.000757 psid from the Setra 239 pressure transducer, and
the uncertainty in ambient density is computed from Equation 3.136.
3.14.1.5 Reynolds Number Uncertainty
The tunnel Reynolds number was computed according to Equation 3.5, where the measured quantities influencing
the calculation were the freestream velocity, ambient density, and ambient dynamic viscosity. The theoretical design
value of the model chord was used in calculating the Reynolds number, and therefore this quantity was considered as









































The values of UV∞ , Uρamb , and Uµamb were computed according to the previous corresponding equations.
3.14.1.6 Pressure Coefficient Uncertainty
All pressure coefficients presented in this work were computed from pressure measurements taken by the Initium
PSI system discussed in Section 3.5. The PSI system was composed of a series of five modules, with three different
pressure ranges. The pressure range of each of these module types as well as the corresponding uncertainty associated
with each pressure range are given in Table 3.13.





All pressure coefficients were computed according to Equation 3.16, where the measured quantities influencing
the calculation are the dynamic pressure and the pressure difference (P−Pts). The uncertainty in pressure coefficient




























The uncertainty in the measured pressure difference, U(P−Pts) is taken from Table 3.13, and the uncertainty in dynamic
pressure is computed according to the previously derived equation.
3.14.1.7 Force and Moment Uncertainty
The force and moment coefficients presented as results of the airfoil model wind-tunnel tests were computed from
measurements taken by the three-component force balance. As such, the uncertainties in the stream-normal force,
stream-wise force, and quarter-chord pitching moment must be quantified in addition to the uncertainties in the com-
puted aerodynamic coefficients. The stream-normal force, stream-wise force, and pitching moment are computed
from balance measurements of the axial force, normal force, and balance center moment. The uncertainties in these
measurements from the three-component balance were taken from manufacturer specifications and are listed in Ta-
ble 3.14. The angle of attack from the optical encoder integrated into the balance apparatus additionally influenced the
measurements of the stream-wise and stream-normal forces. The uncertainty in measurements of the angle of attack
from the optical encoder was ±0.02◦.





The following sections discuss the uncertainties in the stream-normal force and stream-normal force coefficient,
the stream-wise force and stream-wise force coefficient, and the quarter-chord pitching moment and quarter-chord
pitching moment coefficient.
Stream-Normal Force and Coefficient
The stream-normal force, l, is computed from balance measurements of the axial force and normal force, as well as


































where the uncertainties in the balance measurements were taken from Table 3.14.
Once the uncertainty in the stream-normal force, Ul , is computed, the uncertainty in the stream-normal force
coefficient can be computed. The stream-normal force coefficient depends on measurements of the dynamic pressure
and the stream-normal force. The reference chord and span of the model were taken as ideal values from the design




























where Uq∞ is known from the previous analysis.
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Stream-wise Force and Coefficient
The stream-wise force, d, is computed from balance measurements of the axial force and normal force, as well as from




























and the partial derivative with respect to the angle of attack is
∂d
∂α
= cos(α)FN− sin(α)FA (3.161)
where the uncertainties in the balance measurements were taken from Table 3.14 and the uncertainty in angle of attack
was ±0.02◦.
Once the uncertainty in stream-wise force was computed, the uncertainty in the stream-wise force coefficient
could also be computed. The stream-wise force coefficient depended on measurements of the stream-wise force and




























Pitching Moment and Coefficient
The calculation of the quarter-chord pitching moment depends on the measurement of the pitching moment about the
balance center and the axial and normal forces due to the offset distance between the balance center and the quarter-
chord location. The offset distances, given as xo f f set and yo f f set where taken as the design values and were considered
to be known constants equal to 0.0208 ft and 0 ft, respectively. The uncertainty in the pitching moment calculation
























the partial derivative with respect to the axial force is
∂M
∂FA
= yo f f set (3.167)
and the partial derivative with respect to the normal force is
∂M
∂FN
=−xo f f set (3.168)
The uncertainties in balance measurements were again taken from Table 3.14.
Once the uncertainty in the quarter-chord pitching moment was computed, the uncertainty in the quarter-chord
pitching moment coefficient could be found. The quarter-chord pitching moment coefficient depends on the measured
quarter-chord pitching moment and the dynamic pressure. The uncertainty of the quarter-chord pitching moment






























The PIV processing uncertainty was quantified using the built-in uncertainty quantification methods in DaVis 8.4,
which utilize the methods outlined in References [107], [108], and [109]. These uncertainty quantification methods are
based on correlation statistics and generate an uncertainty bound for the u and v components of velocity independently.
The algorithm uses the resultant PIV vector field to map the particles from the second image of a pair back onto the first
image of a pair. With no error, the de-warped particle locations should match the particle locations in the image pairs
exactly, leading to a perfectly symmetric correlation peak for a given interrogation window. However, due to sources
of error, the correlation peak is not symmetric. This correlation peak asymmetry can be related to the uncertainty in
the velocity measurement at all locations in the interrogation region, and has been shown to quantify uncertainties
related to various error sources—such as out-of-plane motion, camera pixel noise, and the influence of processing
parameters.
The PIV velocity field uncertainty determined from this process is shown in Figure 3.50 for the baseline 45%
throttle case. It can be seen that the uncertainty of the normalized velocity magnitude in the freestream is on the order
of 0.0003. Within the boundary layer and over the fan upper cowling, the normalized velocity magnitude uncertainties
are on the order of 0.003. The uncertainties are higher in this region due to surface reflections and the smaller pixel
displacements associated with decelerated boundary-layer flow. Overall, the uncertainty values of the PIV-acquired
velocity magnitude are multiple orders of magnitude below the freestream velocity across all regions of the flowfield,
indicating a high degree of reliability of the acquired measurements.
3.14.2 Semispan Model Uncertainties
The uncertainties of the results from the semispan wind tunnel test were also computed using the root-sum-squared
method. The equations pertaining to the uncertainties of the dynamic pressure, ambient density, ambient dynamic
viscosity, tunnel velocity, Reynolds number, and the pressure coefficient are identical to those used for the airfoil model
uncertainty analysis. As such, those equations are not repeated here. In addition to the tunnel and flow properties, the
uncertainties of the six force and moment coefficients for the semispan model are presented here. While the form of
the equations is nearly identical to the uncertainties computed for the airfoil model, they are discussed here in detail
as well.
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Figure 3.50: Velocity uncertainty in the PIV vector field for α = 9◦ and 45% throttle.
Sample uncertainties computed at Reynolds numbers of 450k and 550k at an angle of attack of 6◦ are given in
Table 3.15 and Table 3.16, respectively. It can be seen that the absolute values of uncertainty decrease with increasing
Reynolds number due to the greater magnitude in the measured variables. It should be noted that the relative percent-
uncertainty is shown for only one operating point; as such, this metric is somewhat arbitrary since the ranges of the
measured variables differ greatly with changes in angle of attack and fan speed. The absolute uncertainties should be
viewed in the context of the full sweep of α and Ω̄ for the semispan test results.
3.14.2.1 Force and Moment Coefficient Uncertainty
Uncertainties of the forces and moments measured from the six-component balance and the corresponding force and
moment coefficients of the semispan model are discussed in this section. The uncertainties in the force and moment
measurements taken from the six-component balance were specified by the manufacturer to have a maximum value of
0.5% of the full measurement range for each of the six components. These uncertainties are given in Table 3.17 and
are used in subsequent calculations of the measured forces and moments and their corresponding coefficients. The
calculation of the stream-wise and stream-normal forces also depend on the model angle of attack. The precision of the
optical encoder with 4000 PPR corresponded to an angular resolution of ±0.09◦, which was taken as the uncertainty
in angle of attack for these measurements. In computing the uncertainties in the force and moment coefficients, all of
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Table 3.15: Sample uncertainties from the semispan wind-tunnel tests at Re = 450k, α = 6◦, and RPM = 50k
Variable Reference Value Absolute uncertainty Relative Uncertainty [%]
α [deg] 5.976 ±0.090 ±1.5060
L [lbs] 15.35 ±0.56 ±3.6418
D [lbs] -2.18 ±0.13 ±5.8969
Y [lbs] -1.67 ±0.11 ±6.7279
l [ft-lbs] 18.92 ±0.20 ±1.0407
M [ft-lbs] -0.90 ±0.37 ±40.9739
N [ft-lbs] 3.40 ±0.05 ±1.5738
CL 0.8288 ±0.0316 ±3.8164
CD -0.1060 ±0.0075 ±7.0284
CY -0.0902 ±0.0062 ±6.8826
Cl 0.3547 ±0.0051 ±1.4421
CM -0.0625 ±0.0276 ±44.1452
CN 0.0637 ±0.0012 ±1.8731
Cp -1.2802 (x/c = 0.4) ±0.0213 ±1.6677
Pamb [psi] 14.6132 ±0.0080 ±0.0547
Tamb ◦R 528.66 ±1.08 ±0.2043
µ [lb− s/ f t2] 3.8422e-07 ±6.0005e-10 ±0.1562
ρ [slug/ f t3] 0.0023 ±4.9059e-06 ±0.2115
q∞ [psi] 0.0807 ±0.0008 ±0.9725
V∞ [ft/s] 100.10 ±0.50 ±0.4976
Re 454582 ±2485 ±0.5467
the geometric reference quantities—such as the wing reference area S—were taken as the design values and treated as
known constants for the purpose of the uncertainty analysis.
Stream-Normal Force and Coefficient
The stream-normal force, L, was computed from measured values of angle of attack and the axial and normal forces






























Table 3.16: Sample uncertainties from the semispan wind-tunnel tests at Re = 550k, α = 6◦, and RPM = 40k
Variable Reference Value Absolute uncertainty Relative Uncertainty [%]
α [deg] 6.839 ±0.090 ±1.3160
L [lbs] 15.96 ±0.56 ±3.4965
D [lbs] 1.89 ±0.13 ±7.0164
Y [lbs] -2.66 ±0.11 ±4.2228
l [ft-lbs] 20.39 ±0.20 ±0.9658
M [ft-lbs] 0.25 ±0.37 ±146.0020
N [ft-lbs] -0.96 ±0.05 ±5.5958
CL 0.5798 ±0.0212 ±3.6510
CD 0.0743 ±0.0050 ±6.7851
CY -0.0967 ±0.0042 ±4.3853
Cl 0.2571 ±0.0031 ±1.2017
CM 0.0150 ±0.0188 ±125.7769
CN -0.0120 ±0.0007 ±5.7812
Cp -0.8806 ±0.0132 ±1.4974
Pamb [psi] 14.6597 ±0.0080 ±0.0546
Tamb ◦R 526.40 ±1.08 ±0.2052
µ [lb− s/ f t2] 3.8292e-07 ±6.0129e-10 ±0.1570
ρ [slug/ f t3] 0.0023 ±4.9614e-06 ±0.2123
q∞ [psi] 0.1184 ±0.0008 ±0.6629
V∞ [ft/s] 120.79 ±0.42 ±0.3481
Re 554476 ±2353 ±0.4244
Table 3.17: 6A80 Load Cell force and moment uncertainties
Fxs [N] Fys [N] Fzs [N] Mxs [Nm] Mys [Nm] Mzs [Nm]
Uncertainty 0.5 0.5 2.5 0.5 0.05 0.05




Once the stream-normal force uncertainty has been computed, the uncertainty in the stream-normal force coeffi-
cient can be calculated. The stream normal-force coefficient is dependent on the measurement of the stream-normal




























Stream-Wise Force and Coefficient
The stream-wise force, D, was computed from measured values of the angle of attack and the axial and normal forces





























and the partial derivative with respect to the angle of attack is
∂D
∂α
= cos(α)FN− sin(α)FA (3.182)
Once the uncertainty in the stream-wise force was computed, the uncertainty in the stream-wise force coefficient,




























Side Force and Coefficient
The side-force, defined as the force directed into the tunnel wall (or out of the non-existent right wing), was measured








With the uncertainty in side-force defined, the uncertainty in the side-force coefficient can be computed. The
side-force coefficient depends upon the measured side-force as well as the dynamic pressure. The uncertainty in the



























Pitching Moment and Coefficient
The pitching moment, M, of the semispan model was also measured directly by the six-component balance. As such,








With the uncertainty in the pitching moment known, the uncertainty in the pitching moment coefficient can be




























Rolling Moment and Coefficient
The rolling moment, l, is computed from measured values of the moment about the sensor y axis and the measured


















and the partial derivative with respect to the normal force is
∂ l
∂FN
=−xo f f set (3.196)
where the value of xo f f set was 0.105 m.
Equipped with the uncertainty in the measured rolling moment, the uncertainty of the rolling moment coefficient
can also be computed. The rolling moment coefficient is dependent upon the rolling moment and the dynamic pressure,




























Yawing Moment and Coefficient
The yawing moment was dependent upon the measured value of the z axis moment and the axial force acquired by the


















and the partial derivative with respect to the axial force is
∂ l
∂FA
= xo f f set (3.202)
where the value of xo f f set was 0.105 m.
After the uncertainty of the yawing moment measurement is determined, the uncertainty of the yawing moment
coefficient can also be computed. The yawing moment coefficient depends on the measured yawing moment and the




























3.14.3 RPM Measurement Uncertainty
The measurement of fan RPM for both the airfoil and semispan wind-tunnel tests was performed with EagleTree
brushless motor RPM sensors according to the methods discussed in Section 3.4. The precision in measurements of
RPM is governed by the precision of the Fourier transform which is used to compute the fundamental frequency of the
unsteady voltage signal produced by the RPM sensors. The precision of the Fourier transform, in turn, is dependent
upon the sampling frequency and sample size used to record a particular set of data. Specifically, the frequency
resolution of an FFT can be expressed as
∆ f = fs/N (3.206)
where ∆ f is the frequency resolution, f is the sampling frequency, and N is the number of data points acquired for the
Fourier transform. For the airfoil model, the FFT precision was determined to be ∆ f = 1 Hz. For the semispan model,
the FFT precision was determined to be ∆ f = 0.125 Hz.
Since the RPM is computed as 20 times the fundamental frequency, f1, extracted from the FFT for both the airfoil












and the uncertainty U f1 can be taken as the FFT precision, ∆ f . The resultant uncertainties in RPM measurement for
the airfoil and semispan models were 20 RPM and 2.5 RPM, respectively.
The uncertainty due to the measurement technique was not the only source of uncertainty in RPM measurements
for the semispan model, however. The semispan model was powered with LiPo batteries which exhibit a drop in
voltage as the batteries are discharged. While the RPM was set to within 100 RPM of the desired value at the beginning
of the acquisition of each data point, that RPM was seen to drop slightly over the course of the data point acquisition.
Using the unsteady RPM calculation technique also discussed in Section 3.4 which utilizes the short-time Fourier
transform, the loss in RPM over the course of a data point was investigated at each Reynolds number and RPM
set-point. This investigation is summarized in Figure 3.51, where the ∆RPM from beginning to end of a data point
acquisition was averaged for all data points in each constant-RPM angle-of-attack sweep. This loss in RPM varies
from 0 to ≈150 RPM, and is seen to increase with increasing fan-speed due to the higher current draw. The figure
also shows the RPM loss as a percentage of the RPM set-point for each of the data points. It can be seen that the
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loss in RPM over the course of a data point is quite insignificant compared to the magnitude of the RPMs which were
measured, staying well below 0.5% for all cases.
Ω̄

































Figure 3.51: a) The average RPM loss over a polar acquisition and b) the RPM loss as a percentage of the RPM
set-point, both as a function of Ω̄.
3.14.4 Sub-Scale Aircraft Flight Testing Uncertainties
The uncertainties pertaining to the results of the flight-test vehicle experiments can be broken into two categories.
The first category includes the uncertainties associated with measured quantities on-board the aircraft, such as the
freestream velocity from the five-hole probe or the z-axis acceleration. These uncertainties are discussed in Sec-
tion 3.14.4.1 and consist mostly of the measurement uncertainties of the respective sensors. The second category
includes the uncertainties associated with parameter estimates derived from flight-test data. These uncertainties are
discussed in Section 3.14.4.2. Additional sources of uncertainty pertaining to the flight test results are discussed in
Section 3.14.4.3.
3.14.4.1 Measured Quantity Uncertainties
The primary measured quantities on-board the flight-test aircraft can be broken into three main contributions. The
first of these are the measurements derived from the pressure readings from the five-hole probe. The second consist
of measurements acquired and fused by the VN-200 extended Kalman filter. Finally, measurements of the control
surface deflections through custom Hall-effect sensors make up the third category. The uncertainty associated with
each of the measurements falling into these categories are discussed in the following sections.
Five-Hole Probe Uncertainties
The five-hole probe was used on-board the flight-test vehicle to provide measurements of the flight-velocity magnitude,
the angle of attack, and the angle of sideslip. Each of these quantities is derived from all five of the port pressures
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where the five pressure measurement uncertainties, UP1 through UP5 , correspond to the measurement uncertainty of
the differential pressure transducers. The transducers used on-board the flight-test vehicle had an uncertainty ±1% of
the operating range, corresponding to an uncertainty of 0.00145 psid.
However, the relationships between the five measured pressures and the derived values of V , α , and β consist of
complex interpolating functions based off of the five-hole probe calibration data. Thus, computation of the partial
derivative sensitivities of each derived quantity to each of the five pressures is impractical. These sensitivities can be
alternatively computed numerically according to methods outlined by Moffat [110]. First, a set of sample pressure
data is assembled from the five port pressures measured during the flight-test experiments. The sample set of pres-
sures is then perturbed by a small amount, ∆P, and the wind-tunnel calibration is applied to the perturbed pressure
measurements to produce estimates of perturbed V , α , and β . This is then repeated with a perturbation value of −∆P.
The perturbation amount ∆P is chosen to be the uncertainty of the pressure measurements. An estimate of each of the




















To compute uncertainties for the five-hole probe derived quantities during flight-testing of the ADEPT-FC aircraft,
a sample set of five-hole probe pressures were taken from a portion of flight test data corresponding to the execu-
tion of an excitation maneuver. The resultant sensitivities of each of the derived quantities to the five port pressure
measurements are given in Table 3.18, along with the resultant uncertainties of the derived V , α , and β quantities.
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Table 3.18: Five-hole probe uncertainty analysis results
Sensitivity P1 P2 P3 P4 P5
∂α
∂Pi
-0.0769 -0.5857 0.6361 -3.8430 3.8848
∂β
∂Pi
1.5396 3.1944 -3.8544 -0.0605 -0.7546
∂V
∂Pi
-303.1139 58.8798 93.6341 62.2782 89.5081
Uncertainties UV Uα Uβ
±0.4939 m/s ±0.0080 rad ±0.0077 rad
VN-200 Uncertainties
The VectorNav 200 incorporates a three-axis accelerometer, a three-axis gyroscope, a three-axis magnetometer, a
barometer and an external GPS antenna. The extended Kalman filter on-board the VN-200 fuses this set of sensor
measurements to produce a high-accuracy estimate of the position, orientation, velocity, and accelerations of the flight-
test vehicle. The uncertainty specifications of the INS state output from the Kalman filter are given by the manufacturer
and are shown in Table 3.19, while the uncertainty specifications for the individual IMU sensors incorporated into the
VN-200 given by the manufacturer are shown in Table 3.20. Finally, the specifications for the GPS system included
in the VN-200 are given in Table 3.21. The specification of these sensor metrics and INS solution capabilities serves
as the measure of uncertainty for all quantities produced by the VN-200 system during flight-test experiments.
Table 3.19: INS accuracy parameters for the VN-200
Parameter Specification
Heading (Magnetic)1 2.0 ◦ RMS
Heading (INS) 0.3 ◦ RMS
Pitch/Roll (Static) 0.5 ◦ RMS
Pitch/Roll (Dynamic) 0.1 ◦ RMS
Horizontal Position Accuracy 2.5 m RMS
Vertical Position Accuracy 5.0 m RMS
(w/ Barometer) 2.5 m RMS
Velocity Accuracy ±0.05 m/s
Angular Resolution <0.05 ◦
Repeatability <0.1 ◦
Output Rate (IMU Data) 800 Hz
Output Rate (Navigation Data) 400 Hz
Control Surface Deflection Uncertainties
The control surface deflection sensors represent the most difficult measurement for uncertainty quantification from the
set of measurements taken on-board the flight-test vehicle. This is primarily due to the fact that the combination of the
Hall-effect sensor and embedded magnet constitute a completely custom sensor, and measurements of the deflection
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Table 3.20: VN-200 IMU sensor specifications
IMU Accelerometers Gyroscopes Magnetometers Barometer
Range ±16 g ±2000 ◦/s ±2.5 Gauss 10 to 1200 mbar
In-Run Bias Stability <0.04 mg <10 ◦/hr (5 ◦/hr typ.) - -
Linearity <0.5 % FS <0.1 % FS <0.1 % <0.5 % FS







Bandwidth 260 Hz 256 Hz 200 Hz 200 Hz
Alignment Error ±0.05 ◦ ±0.05 ◦ ±0.05 ◦ -
Resolution <0.5 mg <0.02 ◦/s 1.5 Milligauss 0 .042 mbar
Table 3.21: VN-200 GPS specifications
Receiver Type 50 Channel L1 GPS
Solution Update Rate 5 Hz
Time-to-First-Fix (Cold/Warm Start) 36 s
Time-to-First-Fix (Hot Start) <1 s
Altitude Limit 50,000 m
Velocity Limit 500 m/s
angles rely entirely on a high-quality calibration between an actual deflection angle and the corresponding voltage
measured from the Hall-effect sensor. The Hall-effect sensors were temperature compensated between temperatures of
-40◦C and 170◦C, and had an output sensitivity of 25 mv/mT. The temperature compensation was an important feature
as the ambient temperature during each flight test was guaranteed to be different from the calibration temperature.
Several measures were taken to quantify the uncertainty in control surface measurements. First, a set of tests was
performed to characterize the repeatability of the commanded control surface deflection angles (with no closed-loop
control). The control surfaces were deflected from their neutral location (0◦) in a random direction and then allowed
to return to neutral. The deflection of the control surface in its neutral position was recorded for ten repetitions of this
experiment. The resultant measurements for all five of the control surfaces are shown in Figure 3.52. For all cases,
the repeatability of the control surface deflection angle was <±0.5◦. Note that both the measurement device and the
control surface actuator contribute to the errors in repeatability shown here.
In addition to quantifying the repeatability of measurements, the random noise precision error in measured deflec-
tion angles associated with the Hall-effect sensors was also quantified. This quantification was performed by computed
the standard deviation of a set of measurements acquired during constant input to the control surfaces, and taking the
uncertainty to be the 95% confidence interval given by two standard-deviations from the mean, normalizing by the





























Figure 3.52: The backlash in measured control surface deflection angles over repeated experiments.
where σ is the standard deviation and N is the number of data points.
The results of the precision error calculation are shown in Table 3.22. The number of data points chosen for
computation of these uncertainties was selected as the number of data points acquired during the time-scale associated
with the highest frequency of the aircraft’s dynamics. Based on flight test results, this corresponded to 3 Hz or a
time-scale of 0.33 seconds. While an arbitrarily high number of data points could be taken during ground tests, the
uncertainty calculated from such measurements would tend towards zero and would no longer be representative of the
uncertainty in the dynamic measurements of the deflection angles during flight testing.
Table 3.22: Precision error calculation for the deflection angle sensors
Control Surface σ [deg] # data points Uncertainty [deg]
Left Aileron 0.1001 34 0.0344
Right Aileron 0.1244 34 0.0426
Left Elevator 0.1170 34 0.0402
Right Elevator 0.0754 34 0.0258
Rudder 0.1667 34 0.0572
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3.14.4.2 Parameter Estimate Uncertainties
Both the frequency-domain equation-error formulation and the frequency-domain output-error formulation of param-
eter estimation which were utilized in this work fall under the category of maximum-likelihood estimators. As such, a
large body of work towards quantifying the uncertainty of the resultant parameters has been performed. The specific
implementation of these parameter estimation methods within SIDPAC uses a method where the Cramér-Rao lower
bounds on the parameter variance are used to quantify the uncertainty in the parameter estimates [111].
The Cramér-Rao lower bounds on the parameter variance are taken to be the diagonal elements of the dispersion
matrix D
σ
2 = diag(D) (3.216)
where the dispersion matrix is calculated as the inverse of the Fischer information matrix M
D = M−1 (3.217)
and the Fischer information matrix is given by
M = SR−1S (3.218)
where S is the sensitivity matrix of the model outputs to the unknown parameters and R is the noise covariance
matrix which is estimated from the output residuals of the parameter estimation problem. The sensitivity matrix S
is computed during the parameter estimation itself as part of the modified Newton-Raphson method through finite-
difference approximations.
The square-root of the estimate parameter variances, σ2 can then be taken as an estimate of the standard-error
in the identified parameter. Morelli and Klein have demonstrated that this standard error does well to approximate
the standard error in parameter values estimated from repeated parameter estimation events, based off of flight test
data and Monte-Carlo simulations [111]. As such, the standard error approximated from the Cramér-Rao bounds
is presented as the uncertainty in the parameter estimates produced in this study, alongside an estimate of the 95%
confidence interval for each parameter taken as ±2σ .
3.14.4.3 Additional Sources of Uncertainty
In addition to the uncertainties associated with the in-flight sensor measurements and methodologies and with the
calculations/estimations based of off data acquired during flight testing, additional sources of uncertainty influence
the results of a flight test. The primary factors leading to additional sources of uncertainty are uncertainties tied to the
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ambient conditions at the time of testing, and uncertainties because of potential inaccuracies in the positioning of the
sensors with respect to the aircraft.
The primary environmental factor which increases uncertainties during flight testing is the presence of an atmo-
spheric unsteady wind-field. Gusts or disturbances which may be present in the wind field can obscure the frequency
content of the measured signals, particularly for the measurements of the flight velocity magnitude, the angle of at-
tack, and the angle of sideslip, which are all derived from measurements from the five-hole probe. Since wind is not
included in the dynamics model of the aircraft, any contribution to the frequency content of the measured signals will
negatively impact the resultant parameter estimates. To mitigate this effect, flight tests have been conducted on days
when the mean ambient wind velocity magnitude is less than 2.25 m/s at ground level.
In addition to the unknown wind field, the atmospheric ambient temperature and pressure at altitude are not known,
and generally may vary with altitude and time. The ambient temperature and pressure are recorded at ground-level
and the standard atmosphere model is used to compute these quantities at altitude. These quantities influence the
parameter estimates through calculation of the freestream density according to the ideal gas law, and therefore scale
the dynamic pressure used to compute the aerodynamic coefficients.
All care was taken through the use of a digital level with a precision of ±0.05◦ to align the VN-200 IMU system
with the body-axis of the aircraft, and to align the five-hole probe perfectly with the x-axis of the vehicle. Additionally,
the orientation of these sensors was checked before the commencement of each flight test. Even with these precautions,
there is the possibility that one of these sensors would become misaligned during a flight and introduce bias errors to
the measurements.
While these final sources of error for the flight-test measurements may be hard to quantify, their influence can be
mitigated through careful exercise of the flight test procedures (flying on a day with no wind, checking alignment) and
through the application of the data compatibility analysis discussed in Section 3.12.4 which is designed to identify




The results of the three experimental efforts which substantiate this body of work are presented and discussed in this
chapter. Results of the distributed electric propulsion airfoil model wind-tunnel test are presented first to provide a
basis for understanding the key aero-propulsive coupling mechanisms which are present for such a DEP system and
the extent to which those effects influence the aerodynamic performance of the model. The results of the semispan
aircraft wind-tunnel test are subsequently presented to extend the results of the airfoil test to a DEP system which
is fully integrated into an aircraft geometry, and to investigate the time constants associated with the aero-propulsive
coupling effects. Finally, results of the flight testing and subsequent parameter estimation process for the ADEPT-FC
flight-test vehicle are presented to demonstrate the influence of the integrated DEP system on aircraft flight dynamics.
4.1 Airfoil Wind Tunnel Testing
The results of the airfoil model wind-tunnel tests are presented in this section. The results are split into two parts;
the first part corresponds to an investigation into the performance and flowfield characteristics of the model when
all five fans are operated uniformly, and the second part corresponds to an investigation into the performance and
flowfield characteristics when the five fans are not operated uniformly. Each of these parts contains the presentation
and discussion of the aerodynamic performance of the system in terms of the forces and moments produced by the
model, the corresponding pressure distributions, and the boundary-layer characteristics extracted from PIV results.
4.1.1 Uniform Throttle Aerodynamic Performance
All of the data acquired during the airfoil wind-tunnel test were obtained as a function of airfoil angle of attack and
fan percent throttle, defined as the percentage of the full-throttle PWM signal sent to the speed controllers. The data
presented in this section were acquired with all five of the fans operating at a uniform throttle level. Since the percent
throttle does not have a strong physical meaning, the fan RPM and non-dimensional fan speed, Ω̄, corresponding to







where Ω is the fan rotational speed in radians per second, V∞ is the freestream flow velocity, and R is the fan radius.
The 0-% throttle case in the context of the airfoil model results corresponds to a case in which the fan in question is
not receiving power. The fans enter a windmilling state in this case, where the RPM was not measured during the
airfoil test due to limitations within the testing system. Additionally, it was observed during testing that the fans were
not freely spinning in the oncoming flow when the throttle command was set to 0%. This is also clearly evident in
the resulting data. The term “windmilling” to describe this state was adopted for consistency between the different
experiments presented in this document.
Table 4.1: The percent throttle, RPM and Ω̄ investigated during the airfoil model experiment











The aerodynamic performance of the model was characterized through measurement of the net stream-normal
force coefficient (Cl), net stream-wise force coefficient (Cd), and quarter-chord pitching moment coefficient (Cm) over
a range of angles of attack between α = −2◦ and α = 14◦ and a range of fan speeds between Ω̄ = 1.9 to 4.1, in
addition to the windmilling case. Each of these force and moment coefficient polars are discussed below.
The airfoil model stream-normal force coefficient vs. angle of attack as a function of fan speed is shown in
Figure 4.1. The Ω̄ = 3.34 case corresponds to the scaled thrust required for steady level flight of the Aeromot TG-14A
motor glider, as scaled to match the wind-tunnel model from the study previously performed by Kerho [62]. This fan
speed corresponds to a 45% throttle setting, and was chosen to be representative of a standard operating condition
for the distributed propulsion system. This throttle setting serves as the baseline case for many of the subsequent
comparisons. From Figure 4.1, there is a clear increase in Cl for a given angle of attack as the fan speed is increased.
There is also a slight increase of the stream-normal force curve slope and a delay of stall to higher angles of attack.
Due to the increase in Clα , the increase in Cl with fan speed has a much greater magnitude at higher angles of attack,
obtaining a ∆Cl on the order of 0.75 between the windmill and Ω̄ = 4.10 cases at α = 14◦, compared to a ∆Cl of
0.15 at α = 0◦. These results show promise for tightly integrated high-lift systems with large ∆Cl obtained at high
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angles of attack, which could be further enhanced by incorporating some form of thrust-vectoring. While distributed
propulsion based control is typically envisioned as a means to provide yaw authority, the changes in Cl associated
with throttle variation highlight the potential ability to use distributed propulsion for roll control as well. As will be
discussed later in relation to the sectional Cp distributions, contributions to the ∆Cl come from changes in the airfoil
and nacelle pressure distribution resulting from the acceleration and turning of the propulsive streamtubes.
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Figure 4.1: Cl as a function of α and fan speed.
To further characterize the change in the stream-normal force coefficient slope with respect to the angle of attack,
Cl,α is plotted as a function of fan speed in Figure 4.4. It can be seen that Cl,α increases as Ω̄ increases, and the
relationship is parabolic in nature. The value of Cl,α for the windmilling case is shown on the figure in text, and is lower
than all of the operational-fan cases. Note that the theoretical lift-curve slope for an airfoil is 2π/rad or 0.109/deg.
While the value of Cl,α is below this ideal slope for most of the fan speeds investigated, the Cl,α corresponding to the
highest Ω̄ has increased beyond the ideal theoretical value. This increase beyond the theoretical slope is only possible
due to the work done by the embedded propulsion system.
The influence of the embedded propulsion system, which can be seen in the stream-wise force coefficient polars,
is more intuitive. Figure 4.2 shows the airfoil model Cl vs. Cd curves as a function of fan speed. The first trend to be
noticed from Figure 4.2 is the shifting of the entire force polar to lower values of Cd . This decrease in the stream-wise
force is largely due to the increase in fan thrust which is primarily aligned with the stream-normal direction at α = 0◦,

















































































Figure 4.3: Cm as a function of Cl and fan speed.
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Cl,αWindmill = 9.02e− 02
Figure 4.4: The influence of fan speed on Cl,α .
the figure is an expansion of the parabolic shape of the force polar, due to the previously discussed increase in the
stream-normal force coefficient, Cl , as the fan speed is increased. Note that a negative stream-wise force (net thrust)
is produced over a large range of the operating conditions investigated. As will be presented, the fan speed has a large
impact on the boundary layer thickness and velocity distribution across the trailing edge portion of the airfoil. These
effects also contribute to the changes in the stream-wise force characteristics observed here.
Figure 4.3 shows the airfoil model quarter-chord pitching moment coefficient vs. the stream-normal force coef-
ficient as a function of fan speed. The changes in pitching moment produced by variations in fan speed are much
more complicated than those changes observed for the force coefficients of the airfoil model. For all of the angles of
attack and fan speeds investigated, the quarter-chord pitching moment produced by the airfoil model was seen to be
negative, producing a nose-down moment. For angles of attack below 6◦ (Cl / 1.2), the Cl vs. Cm curve is shifted
towards more negative values of Cm as fan speed is increased. Below α = 6◦, the slope of the Cm curve with respect
to Cl (and α) is positive. For all of the fan speeds investigated–except for the windmilling case–above an angle of
attack of 6◦ (Cl ' 1.2) the slope of the Cm vs. Cl curve is seen to become negative. After the slope of each of the
independent Cm vs. Cl curves becomes negative, all of the curves can be seen to converge to the same line which has a
negative slope with respect to Cl (or α) as Cl continues to increase. These trends are not seen for the windmilling case
however. For this case, the slope of the Cm vs. Cl curve is seen to be positive over the entire range of Cl , except for the
last point acquired at α = 15◦ where the value of Cm begins to decrease because of stall. Additionally, the variation in
Cm values occurs over a smaller range of Cl since the model achieves a much lower Cl,max for the windmilling case as
compared to the operational fan cases. This variation in pitching moment characteristics between the operational fan
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and windmilling cases is a result of the force produced by the propulsion units which is inclined relative to the airfoil
chord line, as well as from the modified pressure distribution which occurs in the presence of the active fans. This
pressure-distribution effect will be discussed in Section 4.1.2.
Based on this discussion of the pitching-moment coefficient characteristics, the stability of the DEP airfoil model
can be characterized by separating the operating conditions into three stability zones. The first of these stability zones
consists of the set of angles of attack below the angle for which the slope of the Cm vs. Cl curve is zero with the fans
operating in a powered state. Within this stability zone, the slope of the Cm vs. α curve (Cm,α ) is positive. The second
stability zone consists of the set of angles of attack above the angle for which Cm,α = 0 with the fans operating in a
powered state. Within the second stability zone Cm,α is negative. The third stability zone consists of the entire range
of angles of attack with the fans in a 0%-throttle state, over which Cm,α is positive. The slope-change angle of attack
which divides stability zones 1 and 2 is approximately 6◦.
For a general airfoil, the value of Cm,α is required to be negative for static stability, such that a nose-down moment
would be produced from a positive perturbation in the angle of attack. Typical airfoils may not necessarily meet
this condition, however, since most aircraft are designed with a horizontal tail to provide pitch stability. To further
characterize each of the three stability zones associated with the pitching moment characteristics of the airfoil model
investigated in this study, the slope of the Cm vs. α curve for each zone is plotted vs. fan speed in Figure 4.5. These
slopes were computed by taking the slope of a linear fit to the appropriate subset of data points. Note that zone 3
corresponds to the single windmilling case where the fan speed was not measured. As such, the value of the slope
for zone 3 is shown in text on the left portion of the figure. For stability zone 1, the value of Cm,α can be seen to
linearly decrease as Ω̄ is increased. Additionally, all of the values of Cm,α within zone 1 are positive, indicating static
instability for the DEP airfoil system. Thus, as fan speed is increased in zone 1 the system moves towards static
stability. Within zone 2, all of the values of Cm,α are negative, indicating that the DEP airfoil system is statically
stable within this zone. The relationship between fan speed and the pitching-moment coefficient slope are not as clear,
however. Between the first and second fan speed investigated Cm,α experiences a large decrease. As Ω̄ increases
beyond the second fan speed, however, Cm,α increases and the system moves towards static instability. It is important
to note that the goodness-of-fit for the linear trend extracted from the Cm vs. α curve within zone 2 was lower than
for zone 1 as the underlying trend was not purely linear, leading to less of a clear trend in the Cm,α with respect to Ω̄.
Within zone three, Cm,α is positive over the entire range of α , indicating static instability for the DEP airfoil system.
An interesting consequence of integrating such a distributed propulsion system into a wing section is therefore that
the stability of the section can change as a function of α and Ω̄. In particular, if the distributed propulsion system
were to fail while the system was operating in zone 2, this failure would cause the system to immediately change
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Figure 4.5: The pitching-moment stability slope (Cm,α ) as a function of Ω̄ for each of the stability zones.
from statically stable to statically unstable—an occurrence which may have dire consequences at near-stall operating
points.
These pitching moment profiles as a function of fan speed and the corresponding three unique stability zones
underscore the importance of designing a distributed propulsion system carefully and in conjunction with the rest of
the aircraft. With such a large variation in pitching moment characteristics with throttle setting and angle of attack,
aircraft stability must be considered at all potential operating points of the distributed propulsion system to ensure
flight characteristics are not adversely affected. For example, the benefits of using differential thrust may be negated
by the trim drag required to offset unwanted pitching moments. Conversely, the use of distributed propulsion could
also enable new trim states, where proper allocation of throttle settings could be used to attain a desired pitching
moment.
To conclude the discussion of the forces and moments produced on the airfoil model as a function of fan speed
and angle of attack, and to provide a visual summary of the aerodynamic performance results, a set of multivariate
polynomial fits are presented in Figures 4.6 and 4.7. These polynomial fits additionally serve to identify the order of
the underlying relationship between each of the force and moment coefficients and the model operating parameters α
and Ω̄. The polynomial fits have been split into two separate surfaces; one set of surfaces corresponds to the linear
aerodynamic regime taken as the angle of attack range between−1◦ and 9◦, and the second set of surfaces corresponds
to the nonlinear aerodynamic regime taken as the angle of attack range between 10◦ and 14◦. During the polynomial
fitting process for each of the surfaces shown, the order of fit for each of the independent variables was incrementally
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increased until the R-squared value no longer increased significantly. The equations and polynomial coefficients for
all of the surfaces presented in this section are given in Appendix A.2. It should also be noted that the windmilling
case is not included in these polynomial fits.
The polynomial surface fits over the linear aerodynamic regime for the airfoil model are shown in Figure 4.6.
The highest order of polynomial terms corresponding to each of the independent variables (α and Ω̄) are as follows,
where the R-squared value of each multivariate polynomial fit is given in Table 4.2. For the stream-normal force, Cl ,
a first-order polynomial in both α and Ω̄ adequately captured the underlying trends in the data. For the stream-wise
force, Cd , a second-order polynomial in α and Ω̄ provided the best fit. Finally, both the α and Ω̄ terms were found to
be third-order for the quarter-chord pitching moment, Cm. From the table, it can be seen that the R-squared value is
above 0.99 for all three cases, indicating that the surfaces do well to model the data.
Table 4.2: Order of polynomial fit terms and R-squared values for the force and moment coefficients as a function of
α and Ω̄ for the linear aerodynamic regime.
O(α) O(Ω̄) R2
CL 1 1 0.9931
CD 2 2 0.9987
CM 3 3 0.9979
The polynomial surface fits over the nonlinear aerodynamic regime for the airfoil model are shown in Figure 4.7.
The highest order terms for each of the independent variables in each of the three surface fits remained the same for
the nonlinear aerodynamic regime, except the α term for the Cl fit was found to be quadratic rather than linear. This
quadratic term in α for the stream-normal force is typical of airfoil/wing stall and was the primary driving factor for
dividing the surface fits into two parts. The R-squared values for the surface fits in the nonlinear aerodynamic regime
are given in Table 4.3, where it can be seen that the goodness-of-fit is also very high.
Table 4.3: Order of polynomial fit terms and R-squared values for the force and moment coefficients as a function of
α and Ω̄ for the nonlinear aerodynamic regime.
O(α) O(Ω̄) R2
CL 2 1 0.9891
CD 2 2 0.9939
CM 3 3 0.9932
These surface fits have provided insight into the nature of the relationship between the forces and moments pro-
duced by the airfoil model and the model angle-of-attack and fan speed. The simplicity of the polynomial fits is
encouraging, and the resultant relationships lend themselves well to the task of preliminary design and analysis of




















































Figure 4.6: Polynomial fits of the force and moment coefficients as a function α and Ω̄ over the linear aerodynamic
regime.
cient with respect to α and Ω̄ also reinforces the notion that care must be taken when designing such systems with
respect to longitudinal stability.
4.1.2 Uniform Throttle Cp Distributions
To better understand what causes the changes in the forces and moments previously discussed, the distribution of
pressure about the airfoil was investigated over the same range of fan speeds and angles of attack. Airfoil pressure
distributions as a function of fan speed at various angles of attack are shown in Figures 4.8 and 4.9. All pressure



























































Figure 4.7: Polynomial fits of the force and moment coefficients as a function α and Ω̄ over the nonlinear aerodynamic
regime.
pressure coefficients corresponding to measurements from taps on the airfoil surface are shown in the left half of the
figures, and pressure coefficients corresponding to measurements from the pressure taps located on top of the fan
cowling are shown in the right.
As the fan speed is increased, the upper surface pressure distributions can be seen to decrease by shifting towards
more negative values of Cp. At low angles of attack, this shift is initially seen between x/c = 0.6 and x/c = 0.9
leading up to the fan inlets due to the acceleration of the fan intake stream-tubes. At low angles of attack, the ∆Cp in
this region is on the order of -0.5 between the windmill and highest fan speed cases, where the same ∆C p increases
to approximately -1 for the highest angle of attack. A more dramatic ∆Cp is seen near the leading edge of the airfoil,
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increasing in magnitude with α . This effect is seen to increase the magnitude of the suction peak from roughly Cp = -4
to Cp = -6 between the windmill and highest fan-speed cases at an angle of attack of 14◦. The lower surface Cp values
show a slight increase as percent throttle is increased, and remain relatively constant across changes in the angle of
attack. The influence of a circulation-based effect can be seen through the migration of the leading-edge stagnation
point in the α = 14◦ case at the higher fan speeds. For these cases, the leading-edge stagnation point is observed
to move downstream on the lower surface of the airfoil from x/c = 0 to x/c = 0.08. These changes in the pressure
distribution due to changes in uniform fan speed contribute to an increased stream-normal force, as apparent from the
increased area within the integrated pressure curves due to a circulation-based effect. Additionally, the shifting of the
quarter-chord pitching moment curve in the negative direction is due to the increase in magnitude of negative pressure
on the trailing-edge region of the model leading up to the fans.
The pressure distributions over the upper surface of the fan cowling, shown in the right portion of Figures 4.8
and 4.9, are also influenced by the fan-speed and model angle of attack. For all angles of attack, near the leading edge
of the fan cowling–the region corresponding to the pressure taps on the inlet lip–the pressure coefficient is seen to
increase with increasing fan speed. This effect is due to the shifting of the inlet-lip stagnation point as the massflow
requirements for the fans are changing. Over the rest of the upper surface of the cowling (x/c > 0.9), the pressure
coefficients become more negative with increasing fan speed. This additional negative pressure over the fan-cowling
surface also contributes to the decrease in pitching moment with increasing fan speed, as these negative pressures are
acting at a large moment arm relative to the quarter-chord location.
4.1.3 Uniform Throttle Boundary-Layer Flow
In addition to fan-induced changes to the local pressure distribution about the airfoil model, changes to the boundary-
layer flowfield leading up to the fan inlets were also investigated. The boundary-layer flowfield at the center-span
location of Fan #3 was investigated using the acquired PIV data as a function of fan speed at α = 9◦. This angle of
attack was chosen for the PIV investigation as it was identified from the pressure distributions that significant changes
to the model performance were present due to the operation of the fans. The resulting velocity magnitude fields
are shown in Figure 4.10, with the airfoil and fan-inlets shown for reference. In Figure 4.10, an empty portion of
the flowfield is present immediately upstream of the fan inlet, as this region could not be resolved with PIV due to
surface reflections of the laser sheet off of the neighboring fan inlets. Streamlines are shown in white to indicate flow
directionality, and the edge of the boundary layer is shown as a thick black line. The boundary-layer flowfield data
were taken at throttle levels of 0%, 10%, 20%, 30%, and 45%, though only the 0%, 20%, and 45% cases are shown in
Figure 4.10(a)-(c) with their corresponding fan speeds.
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Figure 4.10(a) shows the boundary-layer flowfield at the center-span location with all of the fans in their wind-
milling state. The boundary-layer region can be seen to extend over the top of the inlet, enveloping a recirculation
region in front of the fan face. This large viscous region with reversed flow is a product of the blockage introduced
by the fans when they are windmilling and is not present in any of the fan-on cases. This fundamental difference
in the flowfield between the fan-on and windmilling cases helps to explain the difference in the shape of the force
and moment polars. This observation also demonstrates the importance of considering all-fans inoperative cases for
distributed propulsion systems, since large regions of decelerated and/or reversed flow will lead to significant decam-
bering of the wing section. The influence of the embedded propulsion system in its windmilling state is therefore
similar to the influence of a spoiler deployed to reduce lift over an aerodynamic surface.
Figures 4.10(b) and 4.10(c) show the boundary-layer flowfield at the center-span location with all of the fans at
20% and 45% throttle respectively. It can be seen that the boundary layer has significantly thinned in comparison to
the windmilling case, now consuming only a portion of the fan inlet. Additionally, the boundary layer continues to thin
as the fan speed is increased. The streamlines can also be seen to remain parallel and directed into the inlet, indicating
that there is no reversed flow. Furthermore, it can be noted that the magnitude of the velocity deficit associated with
the leading-edge stagnation point of the cowling lip increases with increasing fan speed. This observation is also
consistent with the increase in the cowling lip Cp values observed in Figures 4.8 and 4.9.
The chord-wise development of the boundary layer thickness was extracted from each of the PIV vector fields,
and is shown in Figure 4.11(a), non-dimensionalized by the inlet height, h, against the non-dimensional chord-wise
coordinate. Profiles for all fan speeds investigated are co-plotted for comparison. Again, the boundary-layer thickness
is seen to decrease with increasing fan speed, and the boundary layer for the windmilling case completely envelops the
inlet. Moving upstream from the inlet, the boundary layer profiles converge once again, at a distance of approximately
three inlet heights away from the inlet face, indicating that the boundary-layer thinning effect is localized to this
region. In order to further quantify the effect of throttle level on boundary-layer thickness, the boundary-layer profiles
were extrapolated with a cubic fit to determine the boundary layer height at the inlet face. A plot of the boundary layer
height at the inlet face as a fraction of the inlet height is shown in Figure 4.11(b). For the fan-on cases, it can be seen
that the percentage of the inlet consumed by the boundary layer decreases linearly with fan speed. These data allow
for a better prediction of the potential benefits due to boundary layer ingestion which could be realized from this form
of DEP system.
In addition to the boundary layer thickness, the displacement thickness (δ ?), momentum thickness (Θ), and kinetic-
energy thickness (ξ ) were also computed as function of fan speed at the model center-span location. These parameters
were computed according to the incompressible definitions given in Equations 3.38-3.40. Since the laser sheet reflec-
tions on the surface prevented the ability to resolve the boundary-layer profile in the immediate vicinity of the wall, the
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integral parameters were calculated by enforcing the no-slip condition at the wall (uwall = 0). This approach ensured
the full boundary-layer thickness was included in the calculation of the integral parameters, though it did have the
effect of introducing a linear interpolation of the boundary-layer velocity profiles across the region between the wall
and the first velocity point resolved from the PIV data. Additionally, the integrals were approximated by integrating
between the wall and boundary layer thickness δ , rather than between the wall and infinity. The results of these
calculations can be seen in Figure 4.12, where the x and y axes have been non-dimensionalized by the inlet height,
with the inlet face located at x/h = −1.5. The displacement thickness decreases with fan-speed across the extent of
x/h investigated, with the thicknesses again converging to a single value a distance of roughly 3h from the inlet face.
The trends in the momentum thickness and energy thickness are not as clear or consistent across x/h. For x/h > 0
these boundary layer parameters can be seen to decease with increasing fan speed. Below x/h = 0, however, the only
clear trend is a decrease in the parameters from the windmill case to any of the fan-on cases. These parameters are
important in characterizing the effects of the fan on the boundary-layer region since the propulsive efficiency of the
embedded propulsion system is influenced by the incoming mass, momentum, and energy of the flow.
In addition to these parameters, the boundary-layer velocity deficit profiles, mass deficit profiles, momentum
deficit profiles, and energy deficit profiles which were used to compute the thicknesses are shown in Figure 4.13, at a
variety of x/h locations. The individual horizontal axis associated with each profile have been omitted from the figure
for clarity, noting that the magnitude of u/Ue varies from 0 to 1 in each profile and all axes share the same scale.
The boundary-layer velocity deficit profile (u/Ue) becomes fuller as fan speed is increased, with a slightly greater
effect observed with increasing distance from the fan face. For the windmill case, the development of the recirculation
region can again be seen, with the boundary-layer separation point somewhere near x/h = 0.4. The deficit in massflow
can be seen to decrease in magnitude across each set of profiles as the fan speed is increased, due to the inlet flow
acceleration from the fan. The point of maximum momentum and energy deficit can also be seen to be pulled closer
to the wall as fan speed is increased. The profiles of mass, momentum, and energy deficits closest to the inlet (x/h =
-1) are of most importance as these non-uniform conditions are ingested by the propulsion system.
The model force and moment data, pressure distributions, and PIV flowfields provide a rich set of data describing
the performance of a basic trailing-edge distributed propulsion model as a function of angle of attack and fan speed.
The changes in forces and pitching moment, and changes in the shape of the performance polars have been mapped
across throttle settings from 0% to 80%. The changes induced by the fans have been shown to come from circulation-
based changes in the pressure distribution around the airfoil, as well as from the aerodynamic shaping of the body
due to changes in the boundary layer characteristics leading up to the fan inlets.
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Table 4.4: Mixed throttle settings
Name Ω̄1 Ω̄2 Ω̄3 Ω̄4 Ω̄5
Case 1 3.34 3.34 3.34 3.34 3.34
Case 2 3.34 3.34 3.34 3.34 windmill
Case 3 3.34 3.34 3.34 windmill windmill
Case 4 3.34 3.34 windmill 3.34 3.34
4.1.4 Aerodynamic Performance for Non-uniform Fan Speeds
In addition to acquiring data with the fans operating at a uniform throttle level, data were also taken with a variety of
nonuniform windmilling fan configurations. These data were acquired to provide insight into the effect that failure of
a single, or multiple fans would have on the performance of its neighboring fans and on the combined aerodynamic
performance of the embedded DEP plus airfoil system in general. These effects have been termed cross-propulsor
interactions, and they are of particular importance if the propulsion units in such a system were to be used as control
actuators. As with the uniform-throttle cases, measurements of the forces and moments, pressure distributions, and
PIV flowfields will be used to make comparisons. A list of the different mixed throttle configurations investigated is
shown in Table 4.4, where the Ω̄ = 3.34 is the nominal operating fan speed.
The airfoil model stream-normal force coefficient, Cl , vs. angle of attack for each of these mixed throttle settings
are shown in Figure 4.14. Case 1 is identical to the 45% throttle case previously discussed with a uniform throttle
setting of 45% across all five fans, and is used as a baseline for comparison in the mixed throttle cases. Across an
angle of attack range from -2◦ to 8◦, there is only a very slight decrease in stream-normal force associated with up to
two of the fans windmilling. Above 8◦, however, there is a more significant decrease in stream-normal force when the
throttle setting of one or more fan is reduced. The smallest reduction occurs when fan #3 is reduced to a windmilling
state as in Case 4. A larger reduction in stream-normal force can be observed at high angles of attack when fan #5
is set to a windmilling condition, indicating a difference in performance produced between a windmilling fan located
centrally within the array of fans and a windmilling fan located at the edge of the array. The largest loss in stream-
normal force occurred when both fans #4 and #5 were set to a windmilling state, as intuition would suggest. The
fact that the reduction in Cl only occurs at high angles of attack is consistent with the previous observation that the
increase in Cl due to the changes in the pressure distribution around the airfoil were seen to be most extreme at these
angles. These observations indicate that a windmilling fan negatively impacts the aerodynamic performance of the
airfoil DEP system through losses in the net stream-normal force produced. Additionally, these losses were seen to be
greater when the windmilling fan was located on the edge of the array of fans as opposed to the center.
The Cl vs Cd polar for each of the mixed throttle cases are shown in Figure 4.15. The changes observed in the
net stream-wise force when fans are set to a windmilling state are much more pronounced than the changes which
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were observed for Cl . For all cases investigated, the force polar is seen to incrementally shift in the positive direction
with each additional windmilling fan. Since the force applied by the fans is primarily aligned with the freestream
direction, this observation is not surprising. It is interesting to note, however, that there is again a difference between
the cases with fan #5 windmilling and fan #3 windmilling (Cases 2 and 4, respectively). The center-fan windmilling
case exhibited a slightly smaller increase in stream-wise force than the edge-fan windmilling case. This result can be
explained by considering the flow about the fans neighboring the windmilling fan. For the center-fan windmilling case,
there are two neighboring fans which can aid in ingesting some of the mass flow that would otherwise act as blockage
to the flow, due to the windmilling fan. Conversely, there is only one neighboring fan for the edge-fan windmilling
case, which is less capable of ingesting the full mass flow that would otherwise pass through the windmilling fan.
This observation indicates that the change in stream-wise force experienced by the airfoil is not just due to the forces
produced by the propulsion units, but that the changes in the flowfield due to fan placement and throttle mixing also
play a role. Case 3, with fans #4 and #5 windmilling, exhibited the largest loss of propulsive force over the baseline
uniform throttle case. Additionally, the previously discussed losses in stream-normal force coefficient at high angles
of attack can be seen in the greater difference between the force polars for Case 2 and Case 4 at high values of Cl .
The quarter-chord pitching moment coefficients for the same mixed throttle cases are shown in Figure 4.16. The
changes in pitching moment with the mixed throttle cases are the least pronounced of the performance measurements.
Both Case 2 and Case 4, each with one fan windmilling, are in very close agreement with the uniform throttle baseline
case for angles of attack less than 6◦—stability zone 1 from the previous discussion—and the center-fan windmilling
case (Case 4) continues to follow the uniform throttle curve at higher Cl . Again, the greater loss in Cl observed the one
and two edge-fan windmilling cases (Cases 2 and 3) is evident at high Cl . Finally, Case 3, with two fans windmilling,
exhibits a shift of the entire Cm curve towards the positive direction in accordance with the trends noted for the uniform
throttle cases.
4.1.5 Non-Uniform Throttle Cp Distributions
An additional understanding of the cross-propulsor coupling effects can be obtained by comparing the surface static
pressure distributions aligned with fans #3, #4, and #5. The pressure distributions aligned with the center of each
of these fans are shown in Figures 4.17 through 4.20 for angles of attack of 2◦, 6◦, 10◦, and 14◦. Part (a) of each
figure shows the pressure distributions aligned with each of the fans for the uniform throttle case (Case 1) and part
(b) of each figure shows the pressure distributions aligned with each of the fans for the two-fans windmilling case
(Case 3). An initial inspection of the pressure distribution data indicated that the variation in pressure distributions
between the three tap-rows aligned with fans #3, #4 and #5 were localized to the upper surface region leading up to
the fan inlets, and to the fan cowling upper surface. The pressure distributions over the lower surface of the airfoil
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remained relatively unchanged between tap-rows and fan-speed cases, and are therefore omitted from the figures. The
left portion of each figure shows the upper-surface, trailing-edge pressure distribution between x/c = 0.4 and x/c = 1,
and the right portion of each figure shows the cowling upper surface pressure distribution.
When first inspecting Figures 4.17 through 4.20 it is important to observe the variation in pressure distributions
between the three tap rows for the uniformly operating case. Again, these pressure distributions are shown in part
(a) of each figure. The pressure distributions on the cowling upper surface remain consistent between fans #3, #4,
and #5 across the presented angle of attack range. The development of a slight span-wise non-uniformity can be
observed from the pressures corresponding to the last several taps leading up to the fan inlet on the airfoil upper
surface (0.7 < x/c < 0.9), however. The pressures in this region for the center fan (#3) become gradually lower
compared to the pressures in this region for fans #4 and #5 as the angle of attack is increased. The gradual decrease
in pressure is first seen at α = 6◦ at the most downstream pressure tap, and is seen to extend upstream as the angle
of attack is increased. This result is due to the three-dimensional nature of the embedded propulsion system—the
flow is only perfectly symmetric about the tap-row of fan #3. Some degree of three-dimensional flow is expected
as the streamlines adjust to accommodate the transition between the portion of the airfoil containing the embedded
propulsion system and the rest of the plain airfoil model.
Taking the spanwise comparison of the uniform-throttle pressure distributions as a baseline, the variation in pres-
sure distributions between the three tap rows for the two-fans windmilling case can be analyzed. Again, these pressure
distributions are shown in part (b) of each figure. On the cowling upper surface, span-wise differences in Cp are
localized to the inlet-lip region corresponding to 0.875 < x/c < 0.91. Within this region, the pressure can be seen
to decrease from tap-row #3 to row #4, and from row #4 to row #5. The magnitude of this decrease in pressure be-
comes greater as the angle of attack is increased. For the first two angles of attack (2◦ and 6◦), the difference between
tap-rows #3 and #4 are negligible. The effect is less pronounced in the pressure distribution corresponding to fan #4
because the neighboring fans #1-3 alleviate a portion of the blockage otherwise introduced by the windmilling fans.
The pressure distributions over the upper surface of the airfoil leading up to the fan inlets (0.4< x/c< 0.9) also exhibit
spanwise non-uniformity. The surface pressure can be seen to increase from tap-row #3 to row #4, and from row #4
to row #5. This observation follows the previously observed trend of decreased Cp values in the presence of higher
uniform throttle levels, corresponding to accelerated flow over the upper surface of the airfoil. Additionally, these
results indicate the presence of a favorable pressure gradient moving between the out-board windmilling fans to the
in-board operational fans. This pressure gradient produces an element of spanwise flow in the region leading up to the
fans. To further investigate the flowfield in this region, supplemental PIV measurements were acquired.
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4.1.6 Non-Uniform Throttle Boundary-Layer Flow
To shed more light on the degree to which the flow leading up to the inlets exhibited three-dimensional characteristics,
PIV data were acquired at five spanwise locations across the width of the inlet of fan #3 for both Case 1 and Case 3.
The spanwise location of each of the planes is defined by the coordinate z which is zero at the centerline of fan #3 and
positive in the spanwise direction towards fan #1. Boundary-layer thickness profiles were extracted from each of the
PIV flowfields and plotted for a comparison between the uniform throttle and windmilling cases.
Figure 4.21(a) shows a comparison between the uniform throttle and windmilling boundary layer thicknesses at
a spanwise location of z = -0.8 inches. This is the plane which is closest to the windmilling fans, yet is still in front
of the operational fan #3. The boundary layer when the neighboring two fans are windmilling is significantly thicker
across the entire surface region leading up to the inlet face.
The boundary-layer thickness profiles at all five of the planes were again extrapolated to the inlet face in order
to make a comparison of the percentage of the inlet height consumed by the boundary layer between the uniform
throttle and two-fans windmilling cases. This comparison is shown in Figure 4.21(b), with z non-dimensionalized
by half of the inlet width. It can be seen that the boundary layer thickness for the uniform throttle case remains
constant across the width of the inlet. For the case with the two neighboring fans windmilling, the boundary layer
thickness increases linearly with −2z/w moving from the upper side of fan #3 towards the windmilling fans. A three-
dimensional representation of the fan inlets and flow profile across the airfoil upper surface is shown in Figure 4.22,
with the five planes of PIV boundary-layer velocity magnitude data shown. This figure clearly shows the three-
dimensionality of the flow field and the varying flow displacement produced across the span.
The airfoil model force and pitching moment coefficient characteristics have been shown to vary in mixed-throttle
situations. Supplemental measurements of the surface pressure distributions corresponding to span-wise locations
centered at fans #3, #4, and #5 support the presence of inlet spillage effects and indicate three-dimensionality in the
flowfield near the fan inlets. Finally, PIV flowfields taken at five span-wise planes across the inlet of fan #3 when
two of the neighboring fans are windmilling confirm the three-dimensional nature of the boundary-layer flowfield.
These observations are of extreme importance when considering the use of a distributed propulsion system for vehicle
control. For instance, if the propulsion system was used to produce a yawing moment through differential thrust on
the left and right wing of an aircraft equipped with such a system, the observed aero-propulsive coupling and cross-
propulsor coupling effects on the forces and moments produced must be taken into account. Notably, if variations
in throttle level of adjacent propulsors are to be used, the current results emphasize the need to account for spillage
or starvation effects in the fan mass flow streamtube, as well as the inlet distortion created by the ingestion of a
non-uniform flowfield.
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4.2 Semispan Aircraft Wind Tunnel Testing
The results of the semispan model wind-tunnel test are presented in this section, and are broken into two main seg-
ments. First, the aerodynamic performance of the semispan model is investigated through the measurement of the
forces and moments on the model, with supplemental chord-wise pressure distribution measurements aligned with
each of the four fans. As with the airfoil model, these measurements were taken both with all four fans operating
at a uniform throttle level and with the fans operating at non-uniform throttle levels. Additionally, the variation in
aerodynamic performance with Reynolds number is investigated. For these wind-tunnel tests, the Reynolds number
was based off of the mean aerodynamic chord of the model. This investigation into the aerodynamic performance of
the model through load-cell measurements of the forces and moments as well as through supplemental pressure distri-
butions is a direct extension of the airfoil model test, and serves to validate the presence of the same aero-propulsive
coupling effects and mechanisms on a fully-integrated, three-dimensional DEP system installed on an actual aircraft
geometry. The second portion of the semispan model results consist of an investigation into the time constants as-
sociated with the response of the semispan aircraft system to a variety of unsteady throttle command signals. These
results stem from an analysis of the unsteady fan RPM and model force and moment measurements in response to a
prescribed set of unsteady throttle commands. Overall, results of the semispan model wind-tunnel test also serve as a
transition point to the investigation of actual flight-vehicle dynamics.
4.2.1 Uniform Throttle Steady Aerodynamic Performance Results
The presentation of results for the semispan wind-tunnel tests will begin with a discussion of the aerodynamic per-
formance of the model in terms of the forces and moments acquired by the six-component load cell. These forces
and moments include the stream-wise force, D, the stream-normal force, L, the side-force, Y , the wing-quarter-chord
pitching moment, M, the rolling moment about the semispan model’s x-axis, l, and the yawing moment about the
model’s z-axis, N. It should be noted that for a sideslip angle of zero, the side-force, rolling moment, and yawing
moment experienced by a full aircraft would be zero due to the symmetry of the aircraft in the x-z plane. The measure-
ments of these components on the semispan model, however, correspond to measurements of the forces and moments
applied to only half of the aircraft and are therefore non-zero even though the model is at a sideslip angle of zero.
However, the influence of fan speed on these traditionally symmetric forces and moments is of interest as differential
throttle between the fans on the left and right wings of the aircraft could produce a non-zero side-force, rolling mo-
ment, and yawing moment due to the aero-propulsive coupling effects acting asymmetrically on the vehicle. As such,
the presentation of CY , Cl , and CN is included to highlight the influence of fan speed on these parameters.
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Aerodynamic performance results for the semispan model were also acquired as a function of α and Ω̄. Recall
that the RPM at each data point for the semispan model tests was set to within 100 RPM of the desired value through
the use of a PD controller. As such, the set of fan speeds presented in this section are separated by even increments
of Ω̄ ≈ 0.4. The three forces and three moments acquired from the semispan tests at a Reynolds number of 450k are
shown in Figure 4.24. Although the semispan model was initially designed for testing at Re = 550k, the Re = 450k
cases were chosen for presentation of the aerodynamic performance results. This choice was made because for the
Re = 550k case, the fan system was not capable of providing a significant degree of excess thrust over what was
required to counteract the drag force acting on the model. By decreasing the Reynolds number, the range of Ω̄
available for testing greatly increased due to the corresponding reduction in test-section velocity, allowing for a more
thorough investigation into the aero-propulsive coupling effects. The RPM setpoints and corresponding fan speeds
for the aerodynamic performance results shown in Figure 4.24 are given in Table 4.5. For the semispan tests, the
windmilling RPM was measured and is reported in the table as well.











From Figure 4.24 the same general trends from the airfoil test in terms of the variation of CL, CD, and CM as a function
of α and Ω̄ can be seen, where the angle of attack has been varied between −3◦ and 22◦ for each fan speed. For the
stream-normal force coefficient, CL, there is a clear shift in the entire curve towards higher CL at each angle of attack
as the fan speed is increased. Again, this increase also leads to a delay in stall for the semispan model to higher angles
of attack. Changes in the slope of the linear portion of the CL vs. α curve can again be noted as the fan speed is varied.
These changes, along with the changes in CM,α are discussed in a subsequent paragraph dedicated to the topic.
Stream-Wise Force Coefficient
For the stream-wise force coefficient, CD, the entire force polar shifts towards more negative values of CD as fan speed
is increased. Again, the force polars can be seen to expand as higher values of CL are achieved with increased fan
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speed. Additionally, the parabolic shape of the force polars become deeper as fan speed is increased, indicating that
the influence of the propulsion system on the net stream-wise force is greatest at low to moderate angles of attack.
This deepening of the parabolic shape is due to the large contribution of drag from the semispan model fuselage
which outweighs the thrust contribution at high angles of attack, in addition to the fact that the fan thrust is no longer
primarily aligned with the stream-wise direction at high α . Finally, it can be noted that the magnitudes of the stream-
normal force coefficient obtained at low fan speeds are quite large. For the windmilling fan case which corresponds to
Ω̄ = 1.27, the value of CD,0 is approximately 0.155 with values of CD up to 0.28 at stall. To investigate the source of
these large values of CD a decomposition of contributions to the stream-wise force was performed. This decomposition
was based off of estimates of the skin friction drag on the fuselage and a throughflow wind-tunnel test which was
performed with the fans removed from their housings to determine the order of magnitude of the stream-normal force
due to the work done by the flow on the fans in their windmilling state. A rough order of magnitude for the skin friction









where Swet is the wetted area of the fuselage surfaces and Sre f is the same wing reference area used to compute the
stream-wise force coefficient. The stream-wise force coefficient polar for the throughflow wind-tunnel test along with
the stream-wise force coefficient polar for the windmilling case are shown in Figure 4.23, along with an image of
the propulsion system with the fans and motors removed. The resultant estimates of contributions to the stream-wise
force coefficient are shown in Table 4.6. Of the three sources of drag estimated, the windmilling fans proved to
contribute most significantly. Accounting for an estimate of the fuselage skin friction drag and the windmilling drag
left a remainder of CD = 0.1214. While this number is still large, it should be noted from the image in Figure 4.23
that the fan stators and motor housing were still in place within the nacelles, and a large 1” gap was present beneath
the fan housing between the airfoil trailing edge and the propulsion system that could contribute a significant amount
of pressure drag.
Pitching Moment Coefficient
The wing-root quarter-chord pitching moment coefficient from Figure 4.24(f) exhibits trends similar to those seen for
the airfoil wind-tunnel test case. When viewing these pitching moment characteristics, it is important to recall that
the fuselage of the semispan wind-tunnel model is not equipped with a horizontal stabilizer. As such, these pitching
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Fuselage rear face 0.0042
Windmilling Fans 0.0227
Remainder 0.1214
moment characteristics can be used to define the horizontal tail sizing requirements necessary to trim the aircraft over
a range of angles-of-attack and fan speeds. It should also be noted that CM attains positive values over a large range of
the operating conditions investigated, where all of the values of Cm for the airfoil case were negative. This difference
can be attributed to the presence of the fuselage. As was seen from the airfoil model test results, when the fan speed
is increased the CM curve shifts towards more negative values across the range of CL attained.
The same division of the pitching moment curves into separate stability zones is also applicable to the semispan
model results. For the semispan cases, stability zone 1 consists of the set of CM corresponding to values of CL below
≈ 1.25. Within this zone CM,α can be seen to be positive, indicating static instability (without a horizontal stabilizer
in place). Stability zone 2 consists of the set CL near stall, where the slope of CM with respect to α is negative and
can be seen to converge to a similar value for all of the fan speeds investigated. There is also a plateau where CM,α is
approximately zero between stability zones 1 and 2. The extent of this plateau in terms of CL can be seen to increase
with fan speed. A significant difference between the airfoil model results and the semispan model results is the lack
of a stability zone 3 for the semispan case. For the airfoil case, stability zone 3 corresponded to the windmilling case
where Cm,α remained positive over the entire sweep of α until stall. The windmilling case for the semispan model,
however, exhibited the same behavior as the rest of the fan speeds where CM,α becomes negative at high CL. This
difference supports the previously discussed notion that the airfoil model fans were in a locked position rather than
truly windmilling when the throttle command was 0%.
The pitching moment characteristics for the semispan model indicate interesting consequences for an aircraft
equipped with an over-wing, trailing-edge-mounted distributed propulsion system. For this particular configuration, a
horizontal tail would be required to guarantee longitudinal static stability of the aircraft. However, since the pitching
moment coefficients obtained over the entire range of CL encompass a wide range of both positive and negative values,
it would be possible to trim and stabilize the aircraft in pitch using active feedback control with the fan speed settings.
Trimming the aircraft in such a manner, however, would require relaxing any constraints on flight speed, which could
lead to undesired changes in altitude.
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Side Force Coefficient
The changes in the side-force coefficient, CY , with angle-of-attack and fan speed are shown in Figure 4.24(e). The
change in side-force with respect to α is a consequence of the semi-span nature of the model and is not particularly
meaningful. However, any changes to side force due to changes in fan speed are of interest, since these changes could
manifest if the fans on each side of an aircraft were operated at different throttle settings. From the figure, however,
it can be seen that the side force does not change with Ω̄ outside of the uncertainties in the measurement. This result
is expected as the typical contributions to side force experienced by an aircraft are from the fuselage and vertical tail
when they are inclined relative to the oncoming flow at a non-zero sideslip angle.
Rolling and Yawing Moment Coefficients
The changes in the rolling and yawing moment coefficients, Cl and CN , are shown in Figures 4.24(d) and 4.24(b),
respectively. The changes in both of these moment coefficients with respect to α are also a consequence of the semi-
span nature of the model. As such, the trends with α are not particularly meaningful. However, the changes in both of
these coefficients with fan speed are once again of interest since they could be utilized to produce some combination of
rolling and yawing moment due to differential throttle levels applied to fans on opposite sides of an aircraft with such
a propulsion system. From Figure 4.24(d), the rolling moment coefficient increases as Ω̄ is increased. This increase in
Cl occurs uniformly over the range of α investigated. The increase in rolling moment with increasing fan speed can be
explained by considering the previously discussed increase in CL with increasing fan speed. This increase in CL acting
on the wing in the vicinity of the propulsion system provides a local increase in force located at some moment arm
from the aircraft center of gravity, which produces a rolling moment when the effect is applied in a differential manner
to each aircraft wing. For the wind tunnel model there is no opposing wing so the entire change in the stream-normal
force due to changes in fan speed act to increase the rolling moment. For an actual aircraft application, the changes
in rolling moment would be much less pronounced as the opposite wing would produce an opposing rolling moment,
depending on the throttle settings of its fans.
The yawing moment coefficient, CN , is shown in Figure 4.24(b). The underlying trend of CN with α follows the
previously discussed trend in stream-wise force as the yawing moment for the semispan model is primarily produced
by the thrust force from the fans which is offset from the aircraft C.G. The yawing moment coefficient increases as Ω̄
is increased. This result is very intuitive as the increase in thrust produced by a fan is aligned with the stream-wise
direction and offset by some distance from the aircraft C.G. Again, the magnitude of this effect as it would appear on
an actual aircraft configuration depends on the throttle setting of fans on the opposing wing as well.
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Reynolds Number Comparison
To investigate the influence on changes in Reynolds number on the aerodynamic performance of the semispan model,
additional sweeps through α and Ω̄ were performed at Reynolds numbers of 350k and 550k. These additional Reynolds
numbers were chosen as an increase beyond Re = 550k would render the fans useless, and a decrease below Re = 350k
would introduce significant changes to the aerodynamic performance of the S8036 airfoil section [113] that would
make these results not representative of what would be anticipated on the ADEPT-FC aircraft. As Reynolds number
increases for the fixed model geometry, the forces experienced by the model increase with the square of the velocity
increase required to reach the new Reynolds number. The fan geometry and thrust capabilities are fixed, however, so
the fans are expected to become less effective at higher Reynolds number for the semispan model wind-tunnel tests. To
compare the model performance at the three different Reynolds numbers, the force and moment curves corresponding
to RPM settings of 20k, 30k, and 40k for each Reynolds number are shown in Figure 4.25. The corresponding non-
dimensional fan speeds are shown for each case in the legend. Each Reynolds number is shown as a different color,
and the lines become darker as fan speed is increased. First, as most plainly evident from the CL vs. CD plot, the
effects of increased fan speed have a higher magnitude at the lower Reynolds numbers as expected. However, this is
an Ω̄ based effect rather than a Reynolds number effect as already mentioned in the current discussion and evidenced
by the agreement of the Re = 350k, RPM = 20k case and the Re = 550k, RPM = 30k case where the value of Ω̄ is
roughly the same. Based on these results, the aero-propulsive coupling effects are seen to be a strong function of Ω̄
rather than Reynolds number.
To supplement the discussion of the forces and moments produced on the semispan wind-tunnel model, the changes
in the stream-normal force and pitching moment slopes with respect to α were again investigated at all three of the
test Reynolds numbers. These slopes as a function of Ω̄ are shown in Figure 4.26. The fan speed corresponding to
the condition where the steam-normal force is zero is marked as a vertical dotted line in both portions of the figure.
From Figure 4.26(a) a clear trend in CL,α with fan speed is present. For all three Reynolds numbers, at fan speeds
below the CD = 0 fan speed, the value of CL,α decreases with increasing Ω̄. For fan speeds above the CD = 0 fan
speed, the trend reverses, and CL,α is seen to increase. This is a marked difference from the airfoil test results where
the value of Cl,α was seen to increase over the entire range of fan speeds. This difference in characteristics cannot be
explained from the current data, but the difference in airfoil selection and fan integration between each of the models
is a likely explanation. From Figure 4.26(b) a trend in CM,α is also present. At low fan speeds, CM,α increases with
increasing fan speed. This increase continues to a point near the CD = 0 fan speed where CM,α begins to decrease with
increasing fan speed. It should be noted that CM,α was computed as the slope within stability zone 1 where CM was
seen to increase with α . When comparing to the airfoil case, again the trend in CM,α with fan speed matches for only
the portion of the curve where Ω̄ is greater than the CD = 0 fan speed. Both the changes in CL,α and CM,α shown here
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reinforce the conclusion that the aero-propulsive coupling effects present in the semispan data are primarily a function
of Ω̄, although there is a slight increase in CL,α with increasing Re below the CD = 0 fan speed.
Surface Fitting the Force and Moment Data
As with the airfoil wind-tunnel test results, a set of multivariate polynomial surface fits were applied to the force
and moment data as a function of fan speed and angle of attack. These surface fits serve to validate the previously
discussed functional form of the underlying relationships from the airfoil-model test results, and to assess the degree
to which those relationships are valid for a full aircraft configuration. Again, the surface fitting has been split into
the linear aerodynamic regime for angles of attack between -1◦ and 9◦, and the nonlinear aerodynamic regime for
angles of attack greater than 9◦. The polynomial surface fits for the stream-normal force coefficient, stream-wise
force coefficient, pitching moment coefficient, rolling moment coefficient, and yawing moment coefficient in the
linear aerodynamic are shown in Figure 4.27. The side-force coefficient has been omitted as its variance with α is
meaningless. The highest-order term in each of the polynomials for the stream-normal, stream-wise, and pitching
moment surfaces were found to be the same for the semispan case as they were for the airfoil case. For the rolling
moment surface fit, both the α and Ω̄ polynomial terms were found to be first order. This is expected based on the
previous discussion of the relationship between the rolling moment and the stream-normal force. For the yawing
moment surface fit, both the α and Ω̄ polynomial terms were found to be second order. This is also expected based
on the previously discussed relationship between the stream-wise force and the yawing moment. The order of each
polynomial is shown in Table 4.7, along with the R-squared value for each surface fit. The R-squared value is greater
than 0.99 for all of the polynomial surface fits, indicating that the underlying trends are modeled well.
Table 4.7: Order of polynomial fit terms and R-squared values for the force and moment coefficients as a function of
α and Ω̄ for the linear aerodynamic regime
O(α) O(Ω̄) R2
CL 1 1 0.9918
CD 2 2 0.9941
CM 3 3 0.9976
CN 2 2 0.9972
Cl 1 1 0.9937
The polynomial surface fits corresponding to the nonlinear aerodynamic regime for the same force and moment
coefficients are shown in Figure 4.28. Again, the order of the polynomial terms were taken to be those of the linear
aerodynamic regime, except for the stream-normal force coefficient with respect to α which was taken to be second
order. The order of each of the polynomial terms along with the R-squared value for the corresponding surface fits are
shown in Table 4.8, where all of the R-squared values are greater than 0.99.
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Table 4.8: Order of polynomial fit terms and R-squared values for the force and moment coefficients as a function of
α and Ω̄ for the nonlinear aerodynamic regime
O(α) O(Ω̄) R2
CL 2 1 0.9937
CD 2 2 0.9974
CM 3 3 0.9974
CN 2 2 0.9963
Cl 2 1 0.9974
4.2.2 Uniform Throttle Cp Distributions
To supplement the force and moment measurements taken during wind-tunnel testing of the semispan aircraft model,
four chordwise pressure distributions were also acquired at x-z planes aligned with the center of each of the four fans
located within the in-board portion of the wing. These pressure distributions are shown for the Re = 450k cases in
Figures 4.30 through 4.35. Each figure contains the pressure distributions of all four tap-rows at a unique angle of
attack ranging between -3◦ and 20◦. The tap-rows are labeled A through D from the most out-board fan to the most
in-board fan. Additionally, the pressure distributions have been split into the upper surface, lower surface, and fan
nacelle upper surface to allow for each of these regions to be viewed clearly for all of the fan speeds simultaneously.
In each plot, the color of the lines indicate the fan speed, according to the common legend shown in Figure 4.29.
Upper Surface Taps
The upper row of sub-figures for each angle of attack show the upper surface pressure distributions from the leading
edge of the wing up to the fan inlet. As with the airfoil pressure distributions, a shift in the negative Cp direction
is observed to occur over the entire upper surface across all of the angles of attack investigated. Unlike the airfoil
pressure distributions however, the magnitude of this decrease in Cp is fairly constant across the entire upper surface,
with only a slightly decreased magnitude towards the leading edge at higher angles of attack. At an angle of attack of
11◦ the Cp values for the different fan speeds in the region directly in front of the inlet begin to converge to a single
value, with a more evident effect as α is increased through 20◦. Additionally, the maximum ∆Cp seen between the
windmilling and maximum fan speed cases was on the order of -0.5 across the range of α , where a much larger ∆Cp of
-2 was seen at the leading edge for the airfoil case. Another interesting observation is that the values of Cp in between
x/c = 0.6 and x/c = 0.8 in front of the fan inlets are positive over a large range of angles-of-attack and fan speed. For
Ω̄ greater than 3.4–the fan speed for which CD = 0 at low angles of attack–the upper surface pressure in this region
recovers to the freestream value at the inlet face. Finally, the Cp values are not negative across the entire upper surface
until stall is approached. These differences in Cp characteristics on the upper surface as compared to the airfoil case
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are likely due to the differences in the airfoil profile between the two models, and the specific integration of the fans
into each respective profile.
Lower Surface Taps
The middle row of sub-figures for each angle of attack show the lower surface pressure distributions from the leading
edge to the trailing edge of the wing. As was seen for the airfoil pressure distributions, only minor changes in Cp due
to changing fan speeds are present. Below angles of attack of 6◦ the values of Cp across the entire lower surface are
negative, except for the stagnation point and corresponding small transitional region at the leading edge. At locations
where the pressures are negative on the lower surface an increase in fan speed can be seen to shift the values of Cp in
the positive direction. At angles of attack greater than 6◦ there is no significant impact to the pressure distributions
with changing fan speed, with the exception of a decrease in pressure at the suction peak as the stagnation point moves
further down the lower surface at higher angles of attack, and a small increase in pressure over the rest of the lower
surface which is not visible in the scale of the plots. For the entire range of α greater than 6◦ the lower surface
pressure coefficients obtain a value near zero for a majority of the extent of the lower surface, beginning somewhere
near x/c = 0.3 and extending to the trailing edge.
Nacelle Upper Surface Taps
The lower row of sub-figures for each angle of attack correspond to the pressure distributions over the fan nacelle
upper surfaces. For the windmilling fan case at each angle of attack, the inlet-lip stagnation point is evident from the
first pressure tap, followed by a plateau in Cp at a value between -0.5 and -1. As the fan speed increases, the pressure
distribution maintains its shape while shifting the value of Cp in the plateau region in the negative direction. Once the
fan speed has increased past the value for which CD = 0, the formation of a suction peak at the leading edge is evident
from the pressure distributions, followed by a concave pressure-recovery region. At the lower angles of attack where
the pressure on the upper surface of the wing is positive, a slight increase in pressure at the suction peak can be seen
for the fan speeds greater than Ω̄ = 3.
Spanwise Fan-to-Fan Variation
Over the range of angles of attack and fan speeds investigated, there is no significant difference between the wing
upper surface and lower surface pressure distributions between the four tap-rows A-D. Some spanwise variation can
be seen in the pressure distributions on the upper surface of the fan nacelles, however. At low angles of attack, the
suction peak corresponding to the high fan-speed cases varies from fan-to-fan with no apparent underlying trend. As
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Table 4.9: Ω̄ for the nonuniform fan-speed semispan model tests
Case Ω̄A Ω̄B Ω̄C Ω̄D4
Case 1 3.4 3.4 3.4 3.4
Case 2 1.3 3.5 3.5 3.5
Case 3 3.5 1.3 1.3 1.3
Case 4 1.3 1.3 3.4 3.4
Case 5 3.5 1.3 1.3 3.5
the angle of attack is increased, the suction peak for high fan-speeds achieves a more negative value for fans A and D
located on the edge of the array as compared to the two central fans.
Summary of Uniform Throttle Cp Data
The pressure distributions presented for the uniform-throttle cases as a function of fan speed and angle of attack indi-
cate that the same aero-propulsive mechanisms identified from the airfoil model wind-tunnel tests are present on the
semispan model which is representative of an upper-surface, trailing-edge mounted DEP system integrated into an ac-
tual three-dimensional aircraft geometry. The key feature indicating the presence of these effects are the increased area
between the upper and lower surface pressure distributions for increasing fan speed due to the accelerated fan-intake
streamtubes. Differences between the airfoil model pressure distributions and semispan model pressure distributions,
such as the much smaller ∆Cp between the windmilling and maximum fan-speed cases, are attributed to the different
airfoil sections composing the models and the difference in integration characteristics such as the fan-inclination angle
relative to the wing-section chord line.
4.2.3 Non-Uniform Throttle Aerodynamic Performance Results
To supplement the portion of the airfoil wind-tunnel tests corresponding to the investigation into the model aerody-
namic performance as a function of nonuniform fan-speed settings, data were acquired for a similar set of cases during
wind-tunnel testing of the semispan model. The fan speeds for these nonuniform throttle cases are given in Table 4.9.
Case 1 corresponds to the uniform fan-speed case for Ω̄ = 3.4. Cases 2 consists of the same uniform fan-speed case
except fan A (most out-board) has been reduced to a windmilling state. For Case 3, fan B has been reduced to a wind-
milling state. For Case 4, fans A and B have both been reduced to a windmilling state. Cases 1 through 4 replicate the
fan configurations tested on the airfoil model. Case 5 was included as an additional case and consists of fan B and fan
C reduced to a windmilling state.
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Stream-Normal Force Coefficient
The stream-normal force coefficients as a function of angle of attack for the nonuniform fan-speed cases are shown in
Figure 4.36(a). From the previously discussed airfoil test results for the nonuniform fan-speed cases, a decrease in the
stream-normal force coefficient was observed over the range of α for each windmilling fan. The decrease in CL was
greater for cases where a fan on the edge of the array was windmilling as opposed to one in the center, and the effect
had the greatest magnitude at high angles-of attack. For the semispan model case, the same incremental decrease in
CL can be seen across the entire range of α , and again the effect is slightly greater when fans on the edge of the array
are windmilling (Case 2, Case 4) as opposed to when fans central to the array are windmilling (Case 3, Case 5). The
effect is much less pronounced in the semispan model results, however, due to the fact that the contributions to the
total net forces on the vehicle from the region of the wing influenced by the fans makes up a much smaller portion of
the total than was the case for the airfoil model tests.
Stream-Wise Force Coefficient
The stream-wise force coefficients as a function of CL for the nonuniform fan-speed cases are shown in Figure 4.36(c).
The major trend from the airfoil model results also holds true for this case. For each fan which is set to a windmilling
state, the stream-wise force polar shifts in the positive direction due to the decreased thrust from the windmilling
fan. However, no significant difference between the center-fan windmilling cases and edge-fan windmilling cases is
present in these data. Small differences can be noted between Cases 4 and 5 at low angles-of-attack, however, these
differences are on the same order-of-magnitude as the uncertainty in measurements of CD.
Side-Force Coefficient
The side-force coefficients as a function of angle-of-attack for the nonuniform fan-speed cases are shown in Fig-
ure 4.36(e). As with the previously discussed uniform fan-speed cases, there is no significant trend in the variations of
the side-force coefficient between the different non-uniform fan-speed cases.
Pitching Moment Coefficient
The pitching moment coefficients as a function of CL for the nonuniform fan-speed cases are shown in Figure 4.36(f).
Unlike the stream-normal and stream-wise force coefficients, clear differences between all five cases can be seen from
the data. These differences are also in agreement with the previously presented results from the airfoil model wind-
tunnel tests. The trend which was seen with increasing Ω̄ for the uniform fan speed cases was a shift of the CM curve
towards more negative values. From the nonuniform fan-speed results the CM curve incrementally shifts back towards
more positive values as each additional fan is set to a windmilling condition. When comparing Case 2 and Case 3, it
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is evident again that setting a fan on the edge of the array to a windmilling state has a larger effect on the performance
than setting a fan central to the array to a windmilling state, as evidenced by the larger increase in CM from Case 1 to
Case 2 as compared to the increase between Case 1 and Case 3. This observation is also true for Cases 4 and 5 where
two fans were set to a windmilling state on the edge of the array and central to the array, respectively.
Rolling Moment Coefficient
The rolling moment coefficients as a function of angle-of-attack for the nonuniform fan-speed cases are shown in
Figure 4.36(d). As with the uniform fan-speed cases, the characteristic behavior of the rolling-moment curves with
increasing fan speed is a function of the stream-normal force. As such, the Cl curves for the different nonuniform
fan-speed cases replicate the CL curves for the same cases with a re-scaled magnitude. An incremental decrease in
rolling moment across the entire range of α can be seen when each fan is set to a windmilling state. Again, less of a
decrease in rolling moment is observed for Cases 3 and 5 as compared to Cases 2 and 4 when centrally-located fans
are windmilling as opposed to externally located fans within the DEP array.
Yawing Moment Coefficient
The yawing moment coefficients as a function of angle-of-attack for the nonuniform fan-speed cases are shown in
Figure 4.36(b). As was discussed for the uniform fan-speed cases, the yawing moment characteristics of the semispan
model are primarily a function of the stream-wise force produced by the fans. As the reduction of a particular fan’s
speed to a windmilling state represents a decrease in thrust for that fan, a corresponding decrease in yawing moment
is expected. As such, for each fan that is set to a windmilling state, the CN curve can be seen to shift in the positive
direction. Again, the increase in yawing moment has a greater magnitude when fans central to the DEP array are
windmilling as opposed to fans which are on the edge of the DEP array. Finally, the magnitudes of the changes in
CN relative to the uniform fan-speed case are greater for angles of attack less than 10◦ as compared to the changes for
higher α .
4.2.4 Non-Uniform Throttle Cp Distributions
To supplement the force and moment measurements for the nonuniform fan-speed cases, surface pressure distributions
at all four tap-rows were also recorded. These pressure distributions are shown in Figures 4.37 through 4.40, where
each figure corresponds to a unique angle of attack. The figures have again been split between the wing upper surface,
wing lower surface, and fan nacelle upper surface, with a separate sub-figure for each tap row. For these figures,
the y-axis of each sub-plot has been scaled for each angle of attack to clearly display the differences in the pressure
distributions.
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Upper Surface Cp Values
The upper surface pressure distributions are shown in the first row of sub-plots in each figure. From the previously
discussed uniform fan-speed pressure distribution results, a decrease in pressure was seen to occur over the upper sur-
face of the wing. As such, an increase in pressure relative to the uniform fan-speed case for the tap-row corresponding
to a windmilling fan is expected. From the figures it can be seen that this increase in pressure occurs over the upper
surface of the wing beginning at the suction peak and extending downstream to the fan inlet for all angles of attack
below 7◦. As the angle of attack is increased beyond 7◦, the pressures in the x/c = 0.5 to 0.8 region can be seen to
decrease below the value for the uniform fan-speed case while the pressure distribution between the suction peak and
x/c = 0.5 becomes more concave leading to a greater increase in pressure above the uniform fan-speed case in this
region. This feature is clearly shown in tap rows A, B, and C when windmilling fans are present in Figure 4.40 for the
α = 16◦ case.
The influence of a windmilling fan on the pressure distributions extends beyond just the tap-row corresponding to
the windmilling fan. For Case 2 with fan A in a windmilling state, the largest change in pressure from the uniform
fan-speed case is seen in tap-row A. An increase in pressure is also seen over the extent of the upper surface in tap
rows B and C. The magnitude of the pressure increase on the upper surface pressure distributions of neighboring-
fan tap-rows decreases with distance from the windmilling fan. This influence of a windmilling fan on tap rows
corresponding to neighboring fans extends over the entire range of α . This same behavior is observed for all of the
different nonuniform fan-speed cases shown in the figure. These results indicate that a fan operating at a different
speed relative to its neighboring fans in a DEP array can influence the pressure distribution on the upper surface of the
wing over a spanwise extent greater than the width of the fan. This strong influence on the pressure distribution from
each fan indicates that complex cross-coupling effects are present when the fans are operated non-uniformly.
Lower Surface Cp Values
The lower surface pressure distributions are shown in the middle row of sub-plots within each figure. As was the
case for the uniform fan-speed pressure distributions, the influence of the fans on the lower-surface pressure distri-
butions is minimal. A small decrease in pressure is seen with the introduction of each windmilling fan, which aligns
with the previously noted trend of a slightly increased pressure with increasing fan speed for the uniform fan-speed
cases. However, There is no significant influence of the fan speed for any given fan on the pressure distributions
corresponding to the other tap rows.
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Fan Nacelle Upper Surface Cp Values
The fan nacelle upper-surface pressure distributions are shown in the lower row of sub-plots within each figure. For
each of the four tap-rows on the upper surface of the fan nacelles, the pressure is seen to increase relative to the
uniform fan-speed case for all of the nonuniform fan-speed cases investigated. The pressure distributions over the
nacelle of fan A will be discussed to identify trends in these pressure increases corresponding to the mixed fan-speed
cases. The largest increase in pressure over the nacelle of fan A occurs when both fan A and the neighboring fan B
are in a windmilling state. The next greatest increase in pressure occurs when fan A alone is windmilling, followed by
the case when fans B and C are windmilling and finally when just fan B is windmilling. Similar observations could
be made for the other three tap-rows, indicating that the largest influence on the pressure distribution over a given
fan’s nacelle is the speed of that fan itself, followed by the speed of neighboring fans with decreased influence as the
distance between fans increases.
4.2.5 Summary of Steady Results
The discussion of the forces and moments produced on the semispan model as a function of α and Ω̄ for both uniform
fan-speed cases and non-uniform fan-speed cases, along with the discussion of the corresponding pressure distributions
for each case, concludes the presentation of steady results from the semispan-model wind-tunnel tests. The uniform
fan-speed force and moment results indicated that the same aero-propulsive coupling effects which were identified
from the airfoil model wind-tunnel tests were also present on the semispan model consisting of a DEP system inte-
grated into a full aircraft geometry. The primary effects discussed were an increase in stream-normal force, decrease
in pitching moment, and decrease in stream-wise force with increasing fan speed. It was also noted that the rolling
moment increased, the yawing moment increased, and the side-force exhibited no significant change with increasing
fan speed. Polynomial surface fits to the force and moment data indicated that the functional form of the underlying
relationships between the forces and moments and the set of [α ,Ω̄] were also consistent with the airfoil model wind
tunnel tests. The corresponding uniform fan-speed pressure distributions also displayed the same characteristics as
those from the airfoil model test, indicating that the same aero-propulsive coupling mechanisms are present to produce
the resulting effects in the forces and moments experienced by the model.
The nonuniform fan-speed force and moment results also showed striking resemblance to the trends observed from
the airfoil wind-tunnel test data. A decrease in fan-speed to a windmilling state of a subset of the fans within the DEP
array was seen to influence the performance of the model according to the previously discussed trends in changing
fan speed. Additionally, significant cross-coupling effects between the pressure distributions of different fan tap-rows
were observed for these nonuniform fan-speed cases.
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4.2.6 Unsteady Results
A series of unsteady test cases were performed to investigate the time-response of the forces and moments experienced
by the model due to changes in fan speed, as well as the linear sensitivities of those forces and moments to the speed of
each individual fan and to the speed of all four fans actuated uniformly. These cases were performed by superposing
unsteady throttle commands onto a nominal operating RPM corresponding to the semispan model’s steady-level-flight
trim condition. This trim condition was determined by matching the trim angle of attack to that of the sub-scale
flight-test vehicle during test maneuvers and setting the fan speed such that the net stream-wise force was zero. All
unsteady data were acquired at Re = 450k such that the fan was capable of producing additional thrust above what
was required to balance the drag force on the model. The conditions corresponding to the nominal trim-point for the
semispan model are given in Table 4.10.
Table 4.10: Nominal trim conditions for the semispan model.
Variable Re α [deg] RPMA RPMB RPMC RPMD CD
Value 450k 2.67 40200 40200 40200 40200 0
A total of seven unsteady throttle maneuvers were performed consisting of two types of signals. The first set
of signal types consisted of step changes in RPM commanded uniformly to all four fans. Both step-up and step-
down signals were investigated at a variety of amplitudes as given in Table 4.11. These step changes in RPM and
the corresponding force and moment responses were used to estimate time-delays between RPM and force/moment
signals, as well as rise times and settling times for commanded RPM settings. These parameters are important in
evaluating the ability of such a distributed propulsion system to be utilized for vehicle control. A set of the step
change maneuvers was also used to identify the linear sensitivity of the forces and moments to the uniform actuation
of all four fans at once. The second set of signals consisted of phase-optimized orthogonal multisine signals as
discussed in Section 3.13.2. Four independent signals were designed for each of the four fans, and two amplitudes
were investigated. The multisine maneuvers were selected to identify the linear sensitivities of the aircraft’s force
and moment coefficients to changes in independent fan Ω̄ through the parameter estimation methods discussed in
Section 3.13.3. The characteristics of each of the seven unsteady throttle maneuvers are given in Table 4.11. Maneuver
5 was performed by commanding 0% throttle and allowing the fans to windmill in the oncoming flow.
Table 4.11: Unsteady throttle maneuver characteristics
Maneuver Number 1 2 3 4 5 6 7
Maneuver Type step step step step step multisine multisine
Maneuver Amplitude [% Throttle] +10 −10 +20 −20 cut power 5 10
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Each of the seven unsteady maneuvers was performed 20 times to produce a complete dataset for analysis. Several
samples from this dataset are shown in Figures 4.41 through 4.46. In each figure, the mean of all 20 repeats is shown in
red, and each of the individual runs is co-plotted in gray. Figures 4.41 and 4.42 show the time-history of the fan RPM
during the step-down to windmill maneuver and the corresponding time-history of the force and moment coefficient
response, respectively. From the figures, the unsteady decrease in RPM can be seen to be uniform across all four of
the fans. The force and moment coefficient response to this change in RPM is in-line with the previously discussed
steady results, with an increase in CD and CM , and a decrease in CL, Cl , and CN . Additionally, a slight increase in CY
is observed but again does not hold any significance. From these figures, it can also be seen that the RPM profiles
and corresponding force and moment response time-histories are very consistent across the 20 repeat runs. The only
exception is CY where a greater degree of variability between repeats is seen. The time-histories of RPM and the force
and moment coefficients for the 10% step change maneuver are shown in Figures 4.43 and 4.44, respectively. Again,
the inputs and outputs are very repeatable across all 20 runs, and the changes in forces and moments in response
to the step increase in RPM are in agreement with the previously discussed trends from the steady results. Finally,
Figures 4.45 and 4.46 show the input and output data for the 10% multisine maneuver case. For the multisine case,
there is slightly more variability in the force and moment responses than was seen for the step-input cases, but the
underlying trend is still clear.
4.2.7 System Time Constants
To quantify the response of the semispan DEP system to unsteady changes in fan RPM, several time constants were
computed. First, the delay time between the changes in fan RPM and the resultant force and moment coefficients
experienced by the model were found from the cross-correlation analysis described in Section 3.10.2. The results
of this computation are shown in Table 4.12 for each of the five step-change maneuvers and for each of the force
and moment coefficients (except for the side-force coefficient). For the purpose of discussing these results, the time
constants will be grouped into two categories. The first category consists of time constants which are related to the
thrust-response of the fans. This thrust response is the primary effect of increasing the RPM of a fan. The second
category consists of time constants are related to the aero-propulsive coupling effects due to adjustments in the local
flowfield from changes in fan RPM, and can be thought of as secondary responses. The time constants related to the
primary thrust response of the fans include the response time the stream-wise force and the yawing moment, denoted
by τCD and τCN . From the table it can be seen that the time constant for these primary thrust effects is on the order
of one to ten milliseconds. The time constants for the secondary responses include the response time of the stream-
normal force and rolling moment, denoted by τCL and τCl . The delay time between the RPM and resultant forces and
moments for these effects is on the order of twenty milliseconds. Finally, the response of CM is influenced by both the
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primary and secondary effects. The corresponding time constant, τCM , is on the order of ten to twenty milliseconds.
As a side note, the two time constants shown as blue text in the table correspond to the two cases where manual peak
selection was used rather than the correlation analysis to determine the value. A key conclusion from these results is
the observation that the average primary thrust effect response times are smaller than the secondary aero-propulsive
coupling effect response times.
Table 4.12: Delay times between RPM and force/moment coefficients
Maneuver τCL [s] τCD [s] τCN [s] τCl [s] τCM [s]
+20 step 0.014 0.008 0.007 0.013 0.0258
-20 step 0.022 0.001 0.011 0.026 0.015
+10 step 0.025 0.008 0.010 0.021 0.009
-10 step 0.023 0.003 0.005 0.021 0.016
The previously discussed delay time-constants between fan RPM and the forces and moments experienced by
the model represent the time required for the flowfield about the model to adjust to the changes in fan RPM. Another
important time constant for characterizing the time-response of the model is the time required for the fans to respond to
a commanded change in RPM, which is generally a function of the fan dynamics and the electronic drive components.
For this purpose, the electrical delay in the system between when a command is generated by the data acquisition
computer and when the change in RPM begins is ignored, as this delay time is a function of the laboratory setup and
is not pertinent to the design of DEP aircraft. The RPM response of the fans is characterized by the rise time (τr) and
settling time (τs) measured from the instant at which RPM begins to change, according to the methodology described
in Section 3.10.2. From the table, the rise-time for the fan RPM is on the order of 1/10th of a second, and the settling
time is on the order of 1/2 of a second. The rise-time and settling-time for the step-up cases were also found to be
shorter than the corresponding response times from the step-down cases. It should be noted that the similarity in these
time-constants between the +10%-throttle and +20%-throttle cases is likely due to the control software embedded in
the ESC.
Table 4.13: RPM step-change rise and settling times
Maneuver τr,RPM [s] τs,RPM [s] ∆RPM
+20 step 0.106 0.312 5871
-20 step 0.230 0.701 -5651
+10 step 0.133 0.575 2393
-10 step 0.208 0.608 -2637
4.2.8 Force and Moment Sensitivities to Fan-Speed
The primary goal in performing the unsteady throttle-response tests with the semispan model was to obtain high-
fidelity estimates of the linear sensitivities of the force and moment coefficients to changes in fan speed. The iden-
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tification of these sensitivities from the wind-tunnel data was performed using the frequency-domain, equation-error
parameter estimation methodology discussed in Section 3.13.3.1. Since the wind-tunnel model was statically held in
place during the unsteady throttle maneuvers, aircraft dynamics did not influence the corresponding changes in the
measured forces and moments. As such, the measurements of fan-speed perturbations about the trim-state could be
used directly as regressors with the corresponding force and moment coefficient perturbations about the trim-state as
the equation outputs. The identification of the linear sensitivities of the force and moment coefficients to fan speed
was broken into two parts. First, the sensitivities of the force and moment coefficients to a uniform change in fan speed
applied across all four fans were determined from the 10%-throttle step-change dataset. Second, the sensitivities of
the force and moment coefficients to changes in each of the four fan speeds independently were determined from the
5%-throttle multlsine dataset. Since all of the parameter estimation was performed in the frequency domain, each of
these datasets was first transformed using the Fourier integral.
The input and output data in the frequency domain for the 10%-throttle step change case are shown in Figures 4.47
and 4.48 in terms of the magnitude of the corresponding Fourier coefficients. The input RPM spectral content is
seen to be consistent between the four fans and repeatable over the twenty experimental trials. A majority of the
frequency content resides below 1 Hz. The frequency content of the response signals mirror the characteristics of the
RPM quite well. The same bandwidth of frequency content is observed, and the results are repeatable over the twenty
experimental trials. The only exception is again the side-force for which no strong relationship with fan speed exists.
The input and output data in the frequency domain for the 5%-throttle multisine case are shown in Figures 4.49
and 4.50, again in terms of the magnitudes of the Fourier coefficients. A linear scale for the frequency axis was
chosen for these figures so that the distribution of discrete frequencies to the multisine signals sent to each of the
four fans could be clearly identified. A total of 52 discrete frequencies between 0 and 5 Hz were chosen and divided
sequentially between the four signals such that each signal contained discrete frequency content spanning the 0 to 5
Hz bandwidth. Each of the multisine signals was designed such that the signal power was distributed evenly across the
entire bandwidth. However, as can be seen from Figure 4.49, there is a roll-off in magnitude of the Fourier coefficients
as frequency increases due to the dynamics of the fan. While there is more variation across the twenty repeat runs than
was seen in the RPM spectra, all 52 of the discrete frequencies present in the signals from each of the four fans can
be seen in the mean of the force and moment coefficient response in Figure 4.50, with a similar roll-off in coefficient
magnitude as frequency is increased. For each of the parameter estimation processes, the frequency-based average of
all 20 experimental trials was used as the input/output dataset.
Results for the force and moment coefficient sensitivities to a uniform change in Ω̄ derived from the 10% step-
change dataset are presented first. The frequency domain parameter estimation results are best visualized through a
comparison of the spectral content of the measured outputs–in this case the force and moment coefficients–and the
173
model prediction of that same spectral content based on the measured Ω̄ time-history. This comparison of spectral
content between the measured outputs and the model fit is shown in Figure 4.51. The model-predicted Fourier mag-
nitude matches nearly identically to the Fourier magnitude of the measured signal for all of the force and moment
components, except for the side-force, as expected. The linear sensitivity parameters along with an estimate of the
standard error and 95% confidence interval for each parameter are given in Table 4.14. The signs of each param-
eter are in agreement with the steady aerodynamic performance results. The sensitivity of the stream-normal force
coefficient to a uniform change in Ω̄ is positive, along with the corresponding change in rolling moment coefficient
due to the change in stream-normal force on the wing. The sensitivity of the stream-wise force to changes in Ω̄ is
negative, and the corresponding change in yawing moment coefficient is positive due to the increased thrust offset
from the aircraft’s center. The pitching moment coefficient sensitivity to changes in Ω̄ is negative, and the side-force
coefficient sensitivity is small and negative. Due to the high-quality of the wind-tunnel sensor instrumentation and
data acquisition system, as well as the large volume of data acquired during testing, the standard error for each of
these parameters is quite low. The standard error of all the relevant parameters (excluding CY,Ω̄) is within 1% of the
parameter value. This level of certainty in parameters cannot be obtained from flight test data, as will be discussed
in subsequent sections. The fact that the error estimates are so low for these parameters also indicates that a linear
approximation to the variation in the force and moment coefficients relative to the trim state of the aircraft with respect
to Ω̄ is a good and justified approximation for the trim condition under consideration.
Table 4.14: Sensitivities of the force and moment coefficients to changes in fan speed derived from the +10%-throttle
step response data
Parameter Estimate % Error 95% Confidence Interval
CL
Ω̄
0.213 0.8 [ 0.210, 0.216]
CD
Ω̄
-0.122 -0.6 [-0.124, -0.121]
CY
Ω̄
-0.017 -3.5 [-0.018, -0.015]
CN
Ω̄
0.057 0.4 [ 0.056, 0.057]
Cl
Ω̄
0.091 0.7 [ 0.090, 0.092]
CM
Ω̄
-0.053 -0.4 [-0.053, -0.052]
The semispan wind-tunnel test unsteady results conclude with a discussion of the force and moment coefficient
sensitivities to each of the independent fan speeds (Ω̄,A - Ω̄,D) derived from the 5% multisine maneuver dataset.
These sensitivities were computed as a high-fidelity basis of comparison to the corresponding results from flight
testing. While the geometries are not directly scalable between the wind-tunnel and flight-vehicle results due to
differences in fan geometry and components as well as the lack of an empenage on the wind-tunnel model, the wind-
tunnel results provide validation of the linearity assumptions used to model the flight-vehicle dynamics and provide
insight into expected trends in the sensitivities from fan-to-fan. Again, the model-fit and measured spectral content of
each of the force and moment coefficient signals are given in Figure 4.52. For the relevant parameters (all excluding
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CY ), all 52 of the frequency peaks are matched quite well. The linear sensitivity parameters along with an estimate
of standard error and the 95% confidence interval for each of the parameters are given in Table 4.15. It should be
noted that the magnitude of these parameters is roughly one-quarter of the magnitude of the parameters identified
from the uniformly-operated case, since these parameters represent the influence of each fan independently and the
previous parameters represent the influence of all four fans together. From the table the most important thing to note is
that the magnitude of the error estimates has slightly increased from the uniform fan-speed case, with values between
0.7% and 4%. This small increase in uncertainty is likely due to the simultaneous actuation of all four fans leading to a
small amount of spectral leakage between the discrete frequencies due to underlying non-linearities (such as fan-to-fan
interactions).
Table 4.15: Sensitivities of the force and moment coefficients to changes in fan speed derived from the 5%-throttle
multisine response data
Parameter Estimate % Error 95% Confidence Interval
CL
Ω̄
,A 0.037 3.8 [ 0.034, 0.039]
CL
Ω̄
,B 0.033 3.9 [ 0.031, 0.036]
CL
Ω̄
,C 0.042 3.0 [ 0.040, 0.045]
CL
Ω̄
,D 0.064 2.1 [ 0.062, 0.067]
CD
Ω̄
,A -0.023 -0.9 [-0.023, -0.023]
CD
Ω̄
,B -0.024 -0.8 [-0.024, -0.023]
CD
Ω̄
,C -0.025 -0.8 [-0.026, -0.025]
CD
Ω̄
,D -0.030 -0.7 [-0.031, -0.030]
CY
Ω̄
,A -0.009 -9.6 [-0.010, -0.007]
CY
Ω̄
,B -0.002 -35.4 [-0.004, -0.001]
CY
Ω̄
,C -0.004 -19.9 [-0.005, -0.002]
CY
Ω̄
,D -0.001 -60.5 [-0.003, 0.000]
CN
Ω̄
,A 0.014 1.5 [ 0.013, 0.014]
CN
Ω̄
,B 0.012 1.6 [ 0.012, 0.013]
CN
Ω̄
,C 0.012 1.7 [ 0.011, 0.012]
CN
Ω̄
,D 0.012 1.7 [ 0.011, 0.012]
Cl
Ω̄
,A 0.020 3.4 [ 0.019, 0.022]
Cl
Ω̄
,B 0.017 3.9 [ 0.015, 0.018]
Cl
Ω̄
,C 0.018 3.5 [ 0.017, 0.020]
Cl
Ω̄
,D 0.026 2.6 [ 0.024, 0.027]
CM
Ω̄
,A -0.011 -2.8 [-0.011, -0.010]
CM
Ω̄
,B -0.011 -2.5 [-0.012, -0.011]
CM
Ω̄
,C -0.013 -2.1 [-0.014, -0.013]
CM
Ω̄
,D -0.018 -1.6 [-0.018, -0.017]
A more useful method of interpreting the sensitivities of the force and moment coefficients to each of the four
fan speeds is given in Figure 4.53 where each of the sensitivities is plotted vs. its location on the wing-span along
with error bars showing the 95% confidence interval. In addition to the sensitivities to each of the fan’s speed, the
previously determined sensitivity to all four fans from the uniform-throttle case is also displayed in magenta, where
175
the parameter value has been divided by four for the purposes of comparison and the parameter value is shown at a
span-wise location located at the center of the array of four fans. The raw sensitivity parameters are shown in black
in each of the figures for all four fans. From the raw data it can be noted that the magnitude and sign of each of the
parameters are in agreement with the previously determined uniform-throttle parameters in magenta. It can also be
noted that the value of the side-force parameters is an order of magnitude lower than the other parameters once again.
Beyond these initial observations, however the trend in parameter values from fan-to-fan do not appear as would be
expected if the fan influence were modeled as a simple thrust vector. The thrust-vector trends would correspond to an
equal effectiveness for each of the fans influencing CD, CL, and CM , and a linear increase in effectiveness of each fan
influencing Cl and CN with increasing span-wise distance from the aircraft center of gravity. The difference between
the observed trend in parameters and the trend which would be predicted by a thrust-line assumption can be attributed
to the aero-propulsive and propulsor cross-coupling effects present on the DEP system.
For instance, it would be expected that each of the fans would have an equal contribution to the stream-wise force,
and the yawing moment produced by a fan should increase linearly with distance along the span. From Figure 4.53(c),
however, this is not the case with the observed parameters; The fans are seen to be less effective at reducing the stream-
wise force coefficient as span-wise location is increased. One explanation for this trend is that the performance of each
of the fans in terms of thrust-producing capabilities may not be equal. This could be the case due to differences in the
manufacturing quality between fans, variations in the fan-blade to casing gap, exposed wiring interfering in the exhaust
duct of a fan, differences in battery and speed controller performance, or any other non-uniformity. Additionally, this
difference could be produced as a result of the competition of neighboring fans to ingest massflow when the fans
are not operated uniformly. The difference between the uniform-fan derived CD parameter and the independent fan
parameters also reinforces this notion, as the average influence of the four fans when operated uniformly is equal to that
of the most effective fan from the non-uniform case. For the yawing moment sensitivities shown in Figure 4.53(b), an
increase in effectiveness with increasing span-wise distance is observed as expected. However, due to the non-uniform
CD,Ω̄ parameters, this increase is not purely linear.
Figure 4.53(a) shows the trend in CL,Ω̄ with increasing span-wise location on the wing. A thrust-line model would
predict all four fans to have the same influence on CL. However, the observed trend appears to be parabolic with
decreasing effectiveness as y/b is increased. Again, the observed trend results from a competition of the fans to
ingest massflow when operated non-uniformly. It can also be seen that the two fans on the edge of the DEP array
contribute more to increases in CL than their respective neighboring fans internal to the DEP array. This observation
is in agreement with the mass-flow competition explanation of the trend, as the inlet streamtubes corresponding to the
edge fans are less constrained and are free to influence a larger portion of the wing upper surface. Figure 4.53(d) shows
the trend in Cl,Ω̄, the sensitivity of the rolling-moment coefficient to changes in fan speed. As was observed from the
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steady-state performance data, these sensitivities mimic the trend in the parameters related to the stream-normal force,
CL,Ω̄. As such, the expected linear increase in effectiveness with increasing y/b is shadowed by the non-uniform trend
in CL,Ω̄.
Finally, the sensitivities of the pitching moment coefficient to each of the fan speeds are shown in Figure 4.53(f).
A thrust-line model would predict the magnitude of the sensitivities would increase with increasing y/b due to the
larger vertical displacement of out-board fans above the aircraft C.G. due to the dihedral angle of the wing. The ob-
served trend is opposite, however. The in-board fan was seen to be most effective at decreasing the pitching moment
coefficient, with a decrease in effectiveness for the out-board fans with increasing y/b. This decrease in effectiveness
was seen to taper off, however, as the effectiveness of the two most out-board fans were nearly identical. This obser-
vation again indicates that the non-uniformities in the aero-propulisve coupling effects from the CD and CL parameters
































































































































































































































































































































Figure 4.11: a) Boundary layer thickness as a function of fan speed, and b) fraction of inlet covered by the boundary

















































Figure 4.13: Profiles of the boundary-layer velocity, mass, momentum, and energy deficits (from bottom to top) as a
function of fan speed at various chord-wise distances from the fan #3 inlet.
α [deg]





















































































































































































































Figure 4.17: Comparison of pressure distributions on the upper-surface, trailing-edge region between Cases 1 and
























































































































Figure 4.18: Comparison of pressure distributions on the upper-surface, trailing-edge region between Cases 1 and
























































































































Figure 4.19: Comparison of pressure distributions on the upper-surface, trailing-edge region between Cases 1 and
























































































































Figure 4.20: Comparison of pressure distributions on the upper-surface, trailing-edge region between Cases 1 and






































Figure 4.21: a) Comparison of the boundary-layer thicknesses at 2z/w=−0.653′′ between uniform throttle and wind-
milling cases, and b) variation in boundary layer height across the fan inlet for the uniform throttle and windmilling
cases at the fan face (x/h = 0).
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Figure 4.23: a) The throughflow CD vs. CL compared to the windmilling case and b) an image of the model with the
fans removed as shown from the rear.
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Figure 4.24: Force and moment coefficients as a function of α and Ω̄ at Re = 450k .
192
α [deg]















































Re = 350k, RPM = 20k, Ω̄ = 2.25
Re = 351k, RPM = 30k, Ω̄ = 3.35
Re = 352k, RPM = 40k, Ω̄ = 4.44
Re = 450k, RPM = 20k, Ω̄ = 1.76
Re = 451k, RPM = 30k, Ω̄ = 2.61
Re = 452k, RPM = 40k, Ω̄ = 3.46
Re = 550k, RPM = 19k, Ω̄ = 1.36
Re = 551k, RPM = 30k, Ω̄ = 2.15
Re = 553k, RPM = 40k, Ω̄ = 2.84
(e)
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Figure 4.25: Force and moment coefficients as a function α and Ω̄/RPM at Re = 350k, 450k, and 550k.
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Figure 4.26: a) CLα and b) CMα as a function of Ω̄/RPM at Re = 350k, 450k, and 550k. The dotted vertical line is the











































































































































































Figure 4.28: Polynomial fits of the force and moment coefficients as a function α and Ω̄ at Re = 450k over the
nonlinear lift regime. 196






































































Figure 4.30: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = -3







































































Figure 4.31: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = 2






































































Figure 4.32: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = 6







































































Figure 4.33: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = 11






































































Figure 4.34: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = 16







































































Figure 4.35: Upper surface, lower surface, and nacelle upper surface Cp distributions as a function of Ω̄ at α = 20
degrees, Re = 450k.
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Ω̄: [3.5, 1.3, 3.5, 3.5]
Ω̄: [1.3, 1.3, 3.4, 3.4]
Ω̄: [3.5, 1.3, 1.3, 3.5]
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Figure 4.36: Force and moment coefficients as a function α for non-uniform Ω̄ at Re = 450k .
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Figure 4.37: Upper surface, lower surface, and nacelle upper surface Cp distributions for the mixed fan-speed cases
at α = 2 degrees, Re = 450k.
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Figure 4.38: Upper surface, lower surface, and nacelle upper surface Cp distributions for the mixed fan-speed cases
at α = 6 degrees, Re = 450k.
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Figure 4.39: Upper surface, lower surface, and nacelle upper surface Cp distributions for the mixed fan-speed cases
at α = 11 degrees, Re = 450k.
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Figure 4.40: Upper surface, lower surface, and nacelle upper surface Cp distributions for the mixed fan-speed cases
at α = 16 degrees, Re = 450k.
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Figure 4.41: Time histories of RPM during the power cut step maneuver.
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Figure 4.42: Time histories of the force and moment coefficients during the power cut step maneuver.
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Figure 4.43: Time histories of RPM during the +10%-throttle step maneuver.
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Figure 4.44: Time histories of the force and moment coefficients during the +10%-throttle step maneuver.
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Figure 4.45: Time histories of RPM during the +10%-throttle multisine maneuver.
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Figure 4.48: Spectral content of the force and moment coefficients during the +10%-throttle step-change maneuver.
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Figure 4.49: Spectral content of RPM during the +10%-throttle multisine maneuver.
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Figure 4.50: Spectral content of the force and moment coefficients during the +10%-throttle multisine maneuver.
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Figure 4.52: Measured and model-predicted spectral content for the multisine sensitivity parameter estimation case.
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Figure 4.53: Force and moment coefficient sensitivities to changes in Ω̄ from multisines with 5%-throttle amplitudes.
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4.3 Subscale Aircraft Flight Testing
Flight testing of the sub-scale ADEPT-FC aircraft equipped with an over-wing, trailing-edge mounted DEP system
was performed to identify the influence of the DEP system on flight-vehicle dynamics. A major unknown which
could not be addressed through wind-tunnel testing was the extent to which each of the ducted fans comprising the
DEP system could be modeled as a linear “thrust-line” actuator. A thrust-line model would include the influence
of each of the fans as a simple force vector offset from the aircraft center of gravity. Furthermore, the degree to
which the aero-propulsive coupling effects—such as the increase in local CL with increasing fan speed—influence the
flight dynamics was unknown. Specifically, it was not known whether the aero-propulsive changes to the forces and
moments experienced by the aircraft were significant enough to influence flight dynamics. If the effects were found to
be significant, then the degree to which those effects could also be incorporated into a linear model of the dynamics was
also unknown. Flight testing of a sub-scale vehicle was necessary to answer these questions, as wind-tunnel models
are not free to respond dynamically to the applied forces and moments. The following two sections present results of
the flight-testing effort. First, the identification of a standard state-space model of the aircraft without consideration of
the propulsion system is presented, followed by an expansion of the dynamics model to include influences from each
of the independent ducted fans.
Before the dynamics model is presented, however, the performance of the flight-test vehicle is briefly summarized
by calculating the stream-normal force and stream-wise coefficients during a flight, computed from raw acceleration
measurements. The stream-normal and stream-wise force coefficients measured during the duration of the flight test
from which the data for the baseline dynamics model system identification effort was taken (DEP Flight 6) are shown
in Figure 4.54. The color of each data point represents the flight speed at that point. From the figures, there are two
clear operational modes corresponding to flaps-up and flaps-down flight, as distinguished by the higher-speed and
lower-speed regions of the data, respectively. From the figures, it can be seen that the maximum CL obtained with
flaps up was approximately 0.75, and the maximum CL obtained with flaps-down was approximately 1. These values
do not correspond to CL,max′ for the vehicle, however, as the stall regime was not investigated during flight testing.
The most interesting features of these force coefficient plots, however, is the clear range of CL and CD obtained at a
given angle of attack due to changes in fan speed. These trends are in agreement with the previously presented force


















































Figure 4.54: The lift and drag coefficients measured during DEP Flight 6.
4.3.1 Baseline Dynamics Model
The baseline dynamics model of the flight-test vehicle consisted of a standard state-space model as presented in
Section 3.13.1. The model was decoupled between the longitudinal motion and the lateral/directional motion of
the aircraft, thus forming two state-space models. The states for the longitudinal model consisted of the airspeed
magnitude (V ), the angle of attack (α), the pitch angular rate (q), and the pitch Euler angle (θ ), with the elevator
deflection (δe) as the sole control input. The states for the lateral/directional model consisted of the sideslip angle
(β ), the roll angular rate (p), the yaw angular rate (r), the roll Euler angle (φ ) and the yaw Euler angle (ψ), with the
aileron deflection (δa) and rudder deflection (δr) as control inputs. The unknown parameters within the two state-space
models consist of the set of aircraft stability and control derivative coefficients also presented in Section 3.13.1.
The stability and control coefficients corresponding to the baseline dynamics model were found through frequency-
domain parameter estimation techniques applied to flight-test data acquired during the execution of phase-optimized
orthogonal multisine input signals. Both equation-error and output-error formulations were utilized, and results from
both are presented and compared. For the identification of parameters within the baseline dynamics model, these
multisines consisted of a set of three signals which were actuated simultaneously on the aileron, elevator, and rudder
control surfaces. Characteristics of the dataset used for the parameter estimation of the baseline dynamics model
with no throttle contributions are given in Table 4.16. The dataset used for this parameter estimation consisted of
a combination of data from two repeated flight maneuvers, F6M1 and F6M2 acquired during the sixth flight of the
ADEPT-FC aircraft. Also listed in the table are the parameters for the frequency vector used to convert the data into the
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frequency domain, and the average flight conditions Vo and q∞ corresponding to the airspeed magnitude and dynamic
pressure, respectively, which were used for the computation of the non-dimensional coefficient parameters.
Table 4.16: SysID run summary
Run Dataset SysID Method d f [Hz] fmin[Hz] fmax[Hz] Vo [m/s] q∞ [Pa]
12 F6M1 F6M2 fdoe 0.01 0.063 3.200 29.25 499.26
Results of the data compatibility analysis corresponding to the dataset used for identification of the baseline dy-
namics model stability and control coefficient parameters are given in terms of the identified sensor biases in Ta-
ble 4.17. These biases were identified to minimize the difference between quantities measured from the five-hole
probe and reconstructions of those quantities using data from the VN-200 INS system. Specifically, correction biases
were identified and applied to measurements of V , α , and β from the five-hole probe. The time-histories of these
quantities along with the reconstruction from INS data before and after corrections are shown in Figure 4.55. The
trends in V , α , and β reconstructed from INS data were very consistent with the trends in measurements of the same
quantities from the five-hole probe. The identification of simple bias terms was able to rectify the small offset between
these two sets of measurements, as shown in the figure.






Results of the output-error parameter estimation effort are presented first. The set of identified stability and control
coefficients for the longitudinal baseline dynamics model are given in Table 4.18, along with an estimate of the
standard error and 95% confidence interval computed from the Cramér-Rao bounds. The table is broken into three
sections corresponding to the parameters influencing the airspeed magnitude (CD terms), the angle of attack (CL terms),
and the pitch-rate (CM terms). Beginning with the terms affecting V , it can be seen that the parameter uncertainties are
relatively high. This is largely attributed to the fact that a relatively small amount of frequency content was excited
in the measurements of V , along with the lower signal-to-noise ratio exhibited by the V signal derived from five-hole
probe measurements as compared to other measurements. Looking at the CL terms, a great improvement can be seen in
the predicted error and parameter values. The value of CL,α (0.0757 per degree, for comparison) is in agreement with
expected values for fixed-wing aircraft, with an uncertainty less than 10% of the parameter value. The uncertainty
in the other parameters affecting α are slightly higher, again due to the low signal-to-noise ratio in the α signal.
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Figure 4.55: Flight 6 Multisine 1 data compatibility analysis.
Finally, the CM terms once again exhibit a great improvement in terms of parameter uncertainty. Three of the four
terms have uncertainties between 2% and 7%, while the final term (CM,V ) exhibits an uncertainty of 36%, although
the parameter value is very small. The higher uncertainty of the V derivative term could also be partially attributed to
the low signal-to-noise ratio of the V measurements.
Table 4.18: Longitudinal aerodynamic coefficients from the output-error method
Parameter Estimate % Error 95% Confidence Interval
CDV 0.194 51.0 [-0.004, 0.391]
CDα 0.675 105.2 [-0.746, 2.097]
CDq -71.184 -28.1 [-111.163, -31.204]
CDδe -0.991 -49.4 [-1.970, -0.012]
CLV -0.474 -26.1 [-0.722, -0.227]
CLα 4.342 9.3 [ 3.533, 5.151]
CLq 19.549 54.1 [-1.589, 40.687]
CLδe -1.530 -16.3 [-2.027, -1.032]
CMV -0.042 -36.3 [-0.073, -0.012]
CMα -0.758 -3.2 [-0.807, -0.709]
CMq -8.199 -6.7 [-9.305, -7.092]
CMδe -0.420 -2.5 [-0.441, -0.398]
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The set of identified stability and control coefficients for the lateral/directional baseline dynamics model are given
in Table 4.19, along with an estimate of the standard error and 95% confidence interval computed from the Cramér-Rao
bounds. The table is again split into three sections corresponding to parameters affecting the side-force (CY terms),
the roll rate (Cl terms), and the yaw rate (CN terms). Note that no terms related to the roll or yaw Euler angles were
identified as the dynamics describing the evolution of those states were prescribed.
Table 4.19: Lateral/directional aerodynamic coefficients from the output-error method
Parameter Estimate % Error 95% Confidence Interval
CYβ -0.289 -96.7 [-0.848, 0.270]
CYp 0.592 121.0 [-0.841, 2.026]
CYr -0.600 -328.3 [-4.536, 3.337]
Yφ 0.088 17.8 [ 0.057, 0.119]
CYδr -0.599 -51.1 [-1.212, 0.013]
Clβ -0.077 -7.3 [-0.088, -0.066]
Clp -0.491 -7.0 [-0.560, -0.423]
Clr 0.129 21.6 [ 0.073, 0.185]
Clδa 0.104 6.1 [ 0.091, 0.116]
CNβ 0.027 19.2 [ 0.017, 0.037]
CNp 0.040 6.7 [ 0.035, 0.046]
CNr -0.054 -26.6 [-0.082, -0.025]
CNδr -0.094 -13.3 [-0.119, -0.069]
Similar to what was observed for the CD terms in the longitudinal model, the side-force (CY ) terms exhibit very high
percent error estimates. Again this is attributed to the low signal-to-noise ratio of the five-hole probe measurements.
The rest of the lateral/directional parameters, however, exhibit very low percent error. The terms affecting the roll
rate have error estimates between 6% and 7%, except for the cross-coupling term, Cl,r, has a higher error estimate of
20%. The yaw-rate parameters exhibit errors between 6% and 26%. The uncertainty in these parameters is on-par
with similar studies as presented in Chapter 2 of this dissertation.
The results of the frequency-domain parameter estimation process can also be visualized as a comparison of the
spectral content of the measured aircraft states and the model-fit to those measurements. This comparison is made
by plotting the magnitude of the Fourier coefficients as a function of frequency for each of the aircraft states in
Figures 4.56 and 4.57 for the longitudinal states and the lateral/directional states, respectively. The frequency spacing
in these figures is linear such that the distribution of frequency content introduced to the system by the multisine
excitation maneuvers can be easily seen. For the longitudinal states it can be seen that minimal frequency content was
excited for the V and θ states, with most of the frequency content residing below 0.5 Hz. For α and q, however, strong
spikes in frequency content can be seen at the discrete frequencies included in the elevator multisine signal. For all
four of the longitudinal aircraft states, the model fit matches the measured frequency content quite well. For each of
the lateral/directional states, the model fit again matches the measured spectral content across the entire bandwidth
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used for parameter estimation. Note that the yaw Euler angle (ψ) is not shown, as this state does not have any bearing
on the vehicle dynamics. For the two states which are related to the yaw-axis (β and r), discrete frequency content
from the rudder multisine excitation can be seen in the 0 Hz to 1.5 Hz bandwidth. The roll rate spectra exhibit the
discrete frequencies from the aileron multisine excitation across the entire 3 Hz bandwidth, and the roll Euler angle
(φ ) is similar to the flight velocity magnitude in that all of the frequency content which was excited resides below 1
Hz.
Equation Error Results
In addition to the output-error parameter estimation, an effort was made to perform parameter estimation using equa-
tion error in the frequency domain. The resultant stability and control coefficients for the longitudinal state space
model, along with corresponding error and certainty bounds, are given in Table 4.20. It can immediately be noted
that overall the parameters feature much lower predicted standard error than the same parameters identified from the
output-error method. Additionally, all but one of the parameters have the same order of magnitude and sign as those
parameters identified from the output-error method. The exception is the CL,V term which is positive for equation-error
and negative for output-error. This difference is likely due to the differences in the sensitivities of each of the param-
eter estimation methods to noisy measurements. For the CD terms, percent errors from the equation-error method are
seen to be within acceptable bounds, except for the α derivative coefficient which represents the relationship between
two of the quantities derived from five-hole probe measurements with low signal-to-noise ratios. The value of CL,α is
again physically relevant and the magnitude of the uncertainty in the CL parameters are within reasonable bounds. The
uncertainties in the CM parameters are again the lowest, with most on the order of 3% to 7%. The exception for both
the CL and CM terms are the velocity magnitude derivatives, where again very little frequency content was excited.
Table 4.20: Longitudinal aerodynamic coefficients from the equation-error method
Parameter Estimate % Error 95% Confidence Interval
CDV 0.577 22.9 [ 0.313, 0.842]
CDα 0.226 88.3 [-0.173, 0.624]
CDq -58.618 -9.4 [-69.583, -47.653]
CDδe -0.705 -18.7 [-0.968, -0.441]
CLV 0.459 30.5 [ 0.179, 0.738]
CLα 3.599 5.8 [ 3.178, 4.019]
CLq 37.214 15.6 [25.623, 48.804]
CLδe -1.014 -13.7 [-1.293, -0.736]
CmV -0.021 -40.3 [-0.038, -0.004]
Cmα -0.608 -2.1 [-0.634, -0.583]
Cmq -6.267 -5.6 [-6.968, -5.567]























































































































































































































































































































Figure 4.57: A comparison of the measured and model-fit spectral content for the lateral/directional states.
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The set of identified stability and control coefficients for the lateral/directional baseline dynamics model derived
from the equation-error parameter estimation method are given in Table 4.19, along with an estimate of the standard
error and 95% confidence interval. Again, a general reduction in uncertainty from the output-error case can be seen
for most of the parameters. For the CY parameters, uncertainties were again quite high, and the sign and magnitude
of parameter estimates were not aligned with the output-error results across the board. For the roll rate and yaw rate
parameters, however, the sign and magnitude of parameters was in agreement with the output-error methods, and all
of the uncertainties were well within acceptable bounds for aircraft parameter estimation.
Table 4.21: Lateral/directional aerodynamic coefficients from the equation-error method
Parameter Estimate % Error 95% Confidence Interval
CYβ 0.061 255.3 [-0.250, 0.372]
CYp 2.407 22.4 [ 1.327, 3.487]
CYr -0.798 -129.9 [-2.870, 1.275]
Yφ 0.270 9.7 [ 0.218, 0.322]
CYδr 0.259 97.2 [-0.245, 0.764]
Clβ -0.056 -3.0 [-0.059, -0.052]
Clp -0.353 -2.8 [-0.373, -0.334]
Clr 0.130 6.6 [ 0.113, 0.147]
Clδa 0.075 2.5 [ 0.072, 0.079]
Clδr 0.013 17.0 [ 0.008, 0.017]
Cnβ 0.032 3.2 [ 0.030, 0.034]
Cnp -0.045 -13.4 [-0.057, -0.033]
Cnr -0.065 -7.9 [-0.076, -0.055]
Cnδa 0.001 82.1 [-0.001, 0.004]
Cnδr -0.036 -3.6 [-0.039, -0.033]
Again, the results of the parameter estimation can be visualized by comparing the measured and model-fit spectral
content for each of the state equations. For the equation error method, the output which is matched through the
parameter estimation process is the error between the known portions of the governing equations and the portions
which contain unidentified parameters. The known portion of each equation consists of the state derivative minus any
of the known terms on the right-hand side of the state-space equations. The data are shown as points rather than lines
for the equation-error case because the data from the two maneuvers were combined by concatenating the two Fourier
transforms rather than summing them at each frequency, due to the differences between the output-error and equation-
error methods. The comparisons between measured and model predicted spectral content for the equation errors are
given in Figures 4.58 and 4.59. Since these outputs contain derivatives of the measured quantities which are computed
in the frequency domain, it should be noted that the noise in the measured signal is amplified. This is particularly
evident in the V and β plots where it has been shown that the signal-to-noise ratio of the underlying signal is low. For
the V equation error, it can be seen that the spectral content is matched well at the low frequencies below 0.5 Hz which
were previously identified to contain the significant portion of the signal. For the remainder of the longitudinal states,
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the frequency content of the equation errors is matched quite well across the entire 3 Hz bandwidth, and the discrete
frequencies from the elevator multisine signal can be seen. For the β equation errors, frequency content is matched
below the previously identified 1 Hz limit below which the significant content of the signal lies. For the remainder of
the lateral/directional states, the frequency content is again matched quite well, and the discrete frequency peaks from
the multisine excitation signals are evident.
Model Validation
After the parameter estimation process was complete, a model validation effort was also completed for both the
output-error and equation-error derived models. For model validation, a subset of the flight maneuver database was
selected, and analysis was performed in the time domain. A state vector was initialized at zero for each of the models,
where the states correspond to perturbations about trim values. This state vector was then propagated forwards in
time with a 4th-order Runge-Kutta integration scheme with the identified dynamics models to produce predictions
of the aircraft response in the time domain to the measured control surface deflections. The resultant comparisons
between measured and predicted states are shown below in Figure 4.60 for the longitudinal and lateral/directional
models using output-error parameter estimates, and in Figure 4.61 for the longitudinal and lateral/directional models
using equation-error parameter estimates. It should be noted that the measured data has also been linearly detrended
to represent the perturbations in state values about the trim condition during flight testing. For the models which
utilized the output-error parameter estimates, the ability of the model to predict the measured state perturbations in
response to the control inputs was generally good. Both the velocity magnitude and pitch Euler angle states showed
divergence from the measured values as simulation time increased. For the models which utilized the equation-error
parameter estimates, the predictive ability of the model was seen to be greater. The measured trends in the flight
velocity magnitude and pitch Euler angle were closely followed by the model predictions and were not seen to diverge
with increasing time. To quantitatively compare the models populated with output-error estimates to those populated
with equation-error estimates, the mean-squared-errors (MSE) between the measured and predicted states across the
duration of the simulated response were computed. These MSE values are given in Table 4.22 for each of the aircraft
states. It can be seen that across all of the states, the MSEs for the equation-error model predictions compared to
the output-error model predictions are lower or roughly equivalent. The lower MSE for the equation-error model
predictions is in-line with the previously discussed lower parameter uncertainties.
Table 4.22: Model validation MSE
Run V α q θ β p r φ
Equation-Error 1.12E+00 2.86E-04 8.15E-03 3.53E-03 6.34E-04 1.06E-02 7.97E-03 2.340E-02
















































































































































































































































































































































































































Figure 4.59: A comparison of the measured and model-fit spectral content for the lateral/directional equation errors.
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Figure 4.60: Model validation plots for the output-error parameters.
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Figure 4.61: Model validation plots for the equation-error parameters.
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Based on the model validation results, the previously presented longitudinal and lateral/directional state-space
models populated with parameter estimates from the frequency-domain equation-error parameter estimation effort
were selected as the representative baseline dynamics models of the aircraft. These models are subsequently referred to
as the baseline dynamics models and are a key component of the effort to identify individual fan throttle contributions
as discussed in the subsequent section.
4.3.2 Throttle-Augmented Dynamics Model
To fully investigate the influence of the ducted fans and their associated aero-propulsive coupling effects on the flight-
vehicle dynamics, a throttle-augmented dynamics model is required. The original intent of the author was to identify
the relevant throttle-based control parameters to augment the traditional aircraft dynamics model through the same
system identification methodology applied to flight-test data as described in Chapter 3.
However, a careful consideration of preliminary work towards the identification of these parameters from flight-
test data, as well as a detailed inspection of the semispan wind-tunnel test results, have steered the development of the
throttle-augmented dynamics model towards the inclusion of fan-speed based parameters derived from the semispan
wind-tunnel data rather than flight test data. As presented in Section 4.2.8, the sensitivities of the force and moment
coefficients to changes in fan speed were identified from several sets of unsteady data. Sensitivities of the forces and
moments to all four of the fans operating uniformly were identified from a step-change input to the uniform RPM
setting. These uniform-throttle sensitivities were identified with high certainty and featured values which aligned
with intuition and the rest of the wind-tunnel test results. Results from the identification of independent fan-speed
sensitivities from the wind-tunnel results, however, were associated with higher uncertainty. While the magnitude and
sign of each independent parameter were in agreement with the sensitivities computed from the uniform-throttle case,
results indicated that each of the fans did not influence the stream-wise and stream-normal forces equally, leading to
unexpected trends for the moment sensitivity parameters.
Additionally, preliminary work towards the identification of these independent fan sensitivities from flight test
data were performed on a set of eight repeats of the throttle-based multisine maneuvers designed for this purpose.
Recall that excellent results were obtained from the aileron/elevator/rudder flight tests with just two repeats of the
respective multisine maneuvers. However, preliminary results for the throttle-based sensitivities were prone to very
high uncertainties, even with such large quantities of data. Since these parameters had very low magnitudes and the
corresponding uncertainties were high (100% and upwards of the parameter value), it was determined that no useful
information could be obtained from the data. An investigation into the use of other types of flight test maneuvers to
produce better throttle-based parameter estimates is currently underway in a follow-on study to this work.
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Since it is not possible to determine from the wind-tunnel data and existing flight-test data whether the same trends
in fan-to-fan variation of the force and moment sensitivity parameters would arise from flight-testing of the sub-scale
aircraft, no effort was made to include non-uniform influences from each of the fans in the throttle-augmented model.
Since the primary purpose of the throttle-augmented model is to compare the effectiveness of the propulsion system
at maneuvering the aircraft as compared to the traditional control surfaces, this simplification was deemed appropriate
and the parameter sensitivities from the uniform-throttle wind tunnel test were used. The influence of each independent
fan was included in the model; however, the coefficients for each fan were given a uniform value equal to one-quarter
of the uniform-throttle sensitivity values from the semispan wind-tunnel tests. In evaluating the model, simulations
were performed with all four of the fans on each side operating at the same fan speed to further validate the use of the
uniform-throttle parameters.
It is also important to assess whether the wind-tunnel derived force and moment sensitivities to changes in fan
speed are appropriate to use with the dynamics model otherwise populated by parameters derived from flight test data.
The key differences between the wind-tunnel semispan model and the flight-test vehicle which must be considered are
the difference in Reynolds number and the geometry of the two models. The mean-aerodynamic-chord based Reynolds
number of the flight-test vehicle is 650k, while the Reynolds number corresponding to the data used for parameter
estimation from wind-tunnel results was 450k. As was shown from the wind-tunnel test results, the differences in the
aero-propulsive coupling effects on the semispan model at different Reynolds numbers were largely driven by changes
in the non-dimensional fan speed rather than changes in the Reynolds number itself. Additionally, as mentioned
with the results, the Reynolds-number effects on the airfoil section performance for this range of Re were minimal.
For these reasons, the difference in Reynolds number between flight test and wind-tunnel results was considered
insignificant.
In addition to the difference in Reynolds number, there were three primary geometric differences between the
semi-span and flight-test models. The first of these differences is the fact that the wind-tunnel model represents only
half of the aircraft geometry; however, the use of proper reference scales for computing non-dimensional quantities and
the symmetric application of the fan-speed sensitivities to the dynamics model render this difference inconsequential.
The second geometric difference is the lack of horizontal and vertical stabilization surfaces on the wind-tunnel model.
Since the only parameters taken from the wind-tunnel data were the fan-speed sensitivities, and it is not expected
that the presence of an empenage influences these parameters, this geometric difference is also insignificant. Finally,
the geometry of the fans in the wind-tunnel model are not scaled replicas of the flight-test vehicle fans. This final
geometric difference has the greatest potential to introduce differences between the parameters derived from wind-
tunnel data and those derived from flight-test data. The difference in number of fan blades, stator vanes, and quality
of construction between the two sets of fans could lead to differences in their respective effectiveness to influence
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the vehicle dynamics. This geometric difference is addressed to the greatest degree possible through the use of the
non-dimensional fan speed as the control input governing the dynamics model, rather than the fan RPM.
Throttle-Augmented Model
The throttle-augmented dynamics model has been reproduced below in Equations 4.3 and 4.4, where all of the dimen-
sional parameter values have been computed and inserted into the A and B matrices. Each of the dimensional matrix
entries was computed from the corresponding non-dimensional coefficient re-scaled by the flight conditions which
were used to compute the parameters, according to the equations presented in Section 3.13.1. The values of these
dimensional parameters are given in Table 4.23. Parameter estimates from the equation-error system identification
effort were used to fill the “traditional” portion of the dynamics model. To make use of the wind-tunnel derived force
and moment sensitivities to changes in fan-speed, the throttle control variables (δT,1 through δT8 ) were defined as per-
turbations in Ω̄. The relationship between percent throttle and Ω̄ for the fans on the flight-test vehicle was determined
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Table 4.23: Dimensional parameters used to fill the throttle-augmented dynamics model matrices
D terms [m/s2] L terms [rad/s] M terms [rad/s2] Y terms [rad/s] l terms [rad/s2] N terms [rad/s2]
DV = -0.404 LV = -0.011 MV = -0.094 Yβ = 0.043 lβ = -38.83 Nβ = 15.27
Dα = 4.971 Lα = -2.52 Mα = -83.65 Yp = 0.067 lp = -9.85 Np = -0.858
Dq = 6.305 Lq = 0.869 Mq = -4.33 Yr = -1.022 lr = 3.62 Nr = -1.256
g = -9.8 Lδ ,e = 0.710 Mδ ,e = -47.16 Yφ = 0.270 lδ ,a = 52.59 Nδ ,a = 0.657
Dδ ,e = 15.087 Lδ ,T1−T8 = -0.0372 Mδ ,T1−T8 = -1.815 Yδ ,a = 0 lδ ,r = 8.74 Nδ ,r = -17.39
Dδ ,T1−T8 = 0.642 Yδ ,r = 0.182 lδ ,T1−T8 = 15.875 Nδ ,T1−T8 = 6.841
Yδ ,T1−T8 = 0
Maneuver Simulations and Results
The throttle augmented dynamics model was used in simulations to compare the effectiveness of the propulsion system
in producing forces and moments about each of the three aircraft axes as compared to the effectiveness of the tradi-
tional control surfaces. The simulations of this dynamics model were intended to capture the primary aero-propulsive
coupling effects identified from wind-tunnel testing, and were not intended to capture fan-to-fan interactions or non-
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uniformities in effectiveness from fan-to-fan. These primary aero-propulsive coupling effects include an increased
lifting force, an increased thrust force, a decreased pitching moment, and the resultant rolling and yawing moments
from the changes in the stream-wise and stream-normal forces (“lift” and “thrust”) all due to an increase in fan speed.
Simulations of the state-space model were performed through numerical integration of the system beginning at zero
initial conditions using 4th-order Runge-Kutta integration in time.
To compare the effectiveness of the propulsion system to that of the traditional control surfaces, a series of single-
input doublet maneuvers were simulated. For each control input, three different excitation amplitudes were simulated.
The medium-level amplitude corresponded to a typical control surface deflection or fan-speed input during nominal
flight in a steady-level trim condition as observed from flight-test data. The low amplitude was taken as half of this
value, and the high amplitude was taken as twice this value. The amplitude-scaled doublet signals which were used
as control inputs for each of the simulations are shown in Figure 4.62, where each individual line corresponds to
the control input for a single simulation. For each simulation, only one control input was active. For instance, to
determine the influence of the elevator on the longitudinal state dynamics, the elevator doublet was used as the control
input to the model, and all eight fan-speed inputs were held constant at zero. To simulate the influence of the fans
on the longitudinal dynamics, the aileron, elevator, and rudder control inputs were held at zero and the fan-speed
doublets were applied to all eight fans simultaneously and uniformly. However, to simulate the influence of the fans
on the lateral/directional dynamics, the fan-speed doublets were applied asymmetrically between the left-wing and
right-wing fans, where the amplitude of the doublet was defined as the difference between the left-wing fan speeds
and right-wing fan speeds.
The results of these simulations are presented as the time-history of state perturbations in Figures 4.63 through 4.65.
In each of the figures, the black-tone lines represent the dynamic response of the system to the traditional control input
doublets at each of the three amplitudes, and the red-tone lines represent the dynamic response of the system to the fan-
speed doublets at each of the three amplitudes. Figure 4.63 shows the comparison of longitudinal state time-histories
between the elevator doublet cases and the throttle doublet cases. For each of the longitudinal states, an increase in
fan-speed produces a dynamic response similar to an increase in elevator deflection (defined positive trailing-edge
down). An increase in either of these parameters was seen to cause in increase in the airspeed magnitude, and a de-
crease in each of the other three longitudinal states. However, the amplitude of the responses to the fan-speed doublet
are much lower than for the elevator cases. In each of the sub-figures, the high-amplitude throttle doublet produced
a dynamic response which was nearly equivalent to the response predicted from the low-amplitude elevator doublet.
The reduced effectiveness of the fans to influence the longitudinal dynamics as compared to the elevator is expected,
as the longitudinal moment arm from the fans to the aircraft C.G. is significantly shorter than the moment arm from
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the horizontal stabilizer to the C.G. It is also observed that the airspeed-magnitude state responds only mildly to even
the largest simulated control inputs, indicating that this state would be difficult to control.
A comparison of the responses to aileron and fan-speed doublets between simulated lateral/directional state time-
histories is shown in Figure 4.64. It should be noted that positive doublets (as shown in Figure 4.62) were applied to the
left wing fan-speed control inputs, and negative doublets were applied to the right wing fan-speed control inputs. This
convention was adopted so that a positive doublet would produce a positive yawing moment on the aircraft. For the
sideslip angle, the response of the system to the fan-speed doublet was opposite in sign and greater in magnitude when
compared to the aileron deflection case. This decrease in β with the positive fan-speed doublet is due to the positive
yawing moment produced by the fan thrust during this maneuver. The roll angular rate, p, was influenced almost
equally by the aileron doublets and the fan-speed doublets. Recall that the positive aileron deflection convention was
defined to produce a positive rolling moment. The fan-speed doublet also increases the value of p when Ω̄ is increased,
due to the increased lifting force on the left wing with positive doublets and the decreased lifting force on the right
wing with negative doublets. The corresponding changes in the roll Euler angle, φ , also match the amplitude response
from the aileron doublet quite well. However, for both the p and φ time-histories, the response of the system to fan-
speed doublets is slightly delayed as compared to the response to aileron doublets. Finally, for the yaw angular rate, r,
and the yaw Euler angle, ψ , the response is opposite in sign and much greater in magnitude for the fan-speed doublet
cases as compared to the aileron doublet cases. This result is intuitive, as the fan actuators primarily produce moments
about the yaw axis and the aileron actuators primarily produce moments about the roll axis.
The final comparison between the simulated lateral/directional state time-histories for the rudder and fan-speed
doublet cases is shown in Figure 4.65. Due to the sign convention of the rudder deflection (positive with a positively-
oriented rotation about the z-axis of the aircraft), a positive rudder doublet produces an effect which is opposite in
sign to a positive fan-speed doublet for each of the lateral/directional states. For the β , r, and ψ states, the fan-speed
doublets produced responses which were equal in magnitude to the elevator doublet responses. For the roll angular
rate, p, and corresponding roll Euler angle, φ , the initial response peak is higher for the fan-speed doublet cases than
for the rudder doublet cases. However, as time progresses, the amplitude responses of the aircraft to each of these
doublet maneuvers become more similar.
The results of these simulations of the aircraft’s dynamic response to nominal-amplitude doublet control-inputs
show the extent to which the primary aero-propulsive coupling effects produced by over-wing, trailing-edge mounted
DEP systems influence the flight dynamics of a scaled general-aviation aircraft. While the lift-force, thrust-force,
and pitching moment produced by the propulsion system are significant, they represent a smaller influence on the
longitudinal dynamics of the aircraft as control actuators as compared to the influence of elevator deflections. As
such, the use of this type of distributed propulsion system for control of the longitudinal states would be minimally
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beneficial. However, the integration of such a DEP system with thrust-vectoring capabilities would greatly improve
the longitudinal control authority of the propulsion system. An example of this sort of thrust-vectoring DEP system
can be seen on the Lilium jet, as discussed in Chapter 2.
The ability of the propulsion system to influence the lateral/directional states as control actuators is much more
promising. From the simulations results it was seen that for nominal-amplitude control inputs, differential thrust ap-
plied to the fans on each of the aircraft’s wings produced responses in the aircraft states which were on the same
order or magnitude as the responses produced by the aileron and rudder control surface deflections. The production
of rolling and yawing moments by the propulsion system, however, are inherently coupled to a much greater degree
than the cross-coupling which exists between the moments produced by aileron and rudder deflections. A successful
implementation of throttle-based vehicle control for an aircraft with this form of DEP would therefore involve a care-
ful mixing of the traditional control surface deflections and fan-speed perturbations to reach a desired trim trajectory.
Additionally, this coupling opens up the potential to perform a coordinated turn using differential throttle alone, as
opposed to aileron and rudder deflections. It should also be noted again that there is some degree of uncertainty asso-
ciated with translating the fan-speed parameters derived from the semispan model wind-tunnel tests to the dynamics
model of the flight-vehicle which was developed from flight-test data. As such, the effectiveness of the propulsion
system may be slightly higher or lower than predicted by these simulations, while the general agreement in the order
















































Figure 4.62: The doublet control inputs used for simulation of the throttle-augmented dynamics model.
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A set of three experimental investigations were performed at the University of Illinois at Urbana-Champaign to charac-
terize the aero-propulsive coupling effects which are present when a distributed electric propulsion system composed
of an array of ducted fans is integrated into the upper-surface, trailing-edge of a wing, along with the influence of
those effects on the dynamics of a sub-scale aircraft. The first experiment consisted of wind-tunnel testing of an airfoil
model with an array of five ducted fans integrated into the upper-surface trailing-edge. This first experiment served to
identify the aero-propulsive coupling effects associated with such DEP systems, as well as to characterize the physical
mechanisms leading to those effects. The second experiment consisted of wind-tunnel testing of a semispan aircraft
model with an array of four ducted fans integrated into the upper-surface trailing-edge of the wing at a mid-span
location. This second experiment served to explore the previously identified aero-propulsive coupling effects within
the context of a fully-integrated aircraft geometry, to investigate unsteady responses to changes in fan speed, and to
act as a transitional point to the third experiment. The third experiment consisted of the flight testing of a sub-scale
general-aviation aircraft model which was a scaled version of the semispan model geometry. The third experiment
served to characterize the dynamics of an aircraft equipped with an OWTE DEP system, and allowed for modeling
of the propulsion system influences as control actuators. Each of these experiments is summarized in the following
subsections.
5.1.1 Airfoil Wind Tunnel Experiment Summary
During wind-tunnel testing of the airfoil DEP model, data were acquired as a function of angle of attack and fan speed
to fully characterize the performance of the integrated aerodynamic and propulsive systems. The goal of this inves-
tigation was to understand the interactions between propulsion units and the wing section as well as the interactions
between neighboring propulsion units. An understanding of these interactions better informs how OWTE distributed
propulsion systems can be utilized for vehicle system integration and control.
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To characterize the aero-propulsive coupling effects in terms of the system’s aerodynamic performance, net stream-
wise and stream-normal force and pitching moment data were acquired from force balance measurements. Supple-
mental chord-wise pressure distributions were also acquired at three span-wise locations. All data were acquired as a
function of the airfoil angle of attack and fan speed. Planar PIV data in the upper surface flowfield leading up to the
center-fan inlet were acquired to better understand the influence of uniform throttle on the boundary-layer growth. The
stream-normal force was seen to increase with increasing throttle setting at all angles of attack, and the stream-normal
force curve slope increased slightly with increasing throttle setting. The stream-wise force polar shifted towards lower
values at higher angles of attack as the throttle setting was increased. The pitching moment was seen to decrease with
increasing throttle setting, and the shape of the pitching moment curve vs. angle of attack was influenced heavily by
both α and Ω̄.
Data were also taken to investigate the influence of failure in one or more fans on the airfoil performance. Force and
pitching moment polars indicated that removing the thrust of a subset of fans acted to change the airfoil performance in
the direction expected for a decrease in net throttle setting. A windmilling fan centered within a span-wise array of fans
was observed to be less detrimental to the airfoil performance than a windmilling fan on the edge of an array of fans.
Pressure distributions showed an increased pressure in front of a central fan when adjacent fans were windmilling,
which also indicated a component of span-wise flow contributing to the three-dimensionality of the flowfield. Planar
PIV at five span-wise stations across the width of the inlet of the center fan indicated that the boundary layer height
increased towards the side of the fan adjacent to the two windmilling fans, further supporting this observation.
5.1.2 Semispan Aircraft Wind Tunnel Experiment Summary
Wind-tunnel testing of the semispan DEP model was performed with the goals of extending the understanding of
the previously identified aero-propulsive coupling effects to fully-integrated 3D aircraft geometries, as well as to
characterize the nature of unsteady responses to changes in fan speed. During wind-tunnel testing of the semispan
DEP model, aerodynamic performance data were also acquired as a function of angle of attack and fan speed. A six-
component balance was used to acquire force and moment data about all three of the aircraft body-axes. In addition
to force and moment data, chord-wise pressure distributions were acquired from four tap-rows aligned with each of
the four fans. Data were again acquired with all four fans operating at a uniform fan speed and for several additional
mixed fan-speed configurations where a subset of the fans were windmilling. Results from the uniform fan-speed test
cases indicated the presence of the same aero-propulsive coupling effects identified during testing of the airfoil model,
with similar influences on the chord-wise pressure distributions due to changes in fan speed.
In addition to the steady performance data which were acquired for the semispan model, unsteady data were
also acquired. A set of unsteady throttle commands were developed and measurements of the forces and moments
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experienced by the model, as well as the RPM of each fan during the unsteady throttle commands, were acquired.
These unsteady throttle commands were developed for two purposes. First, a set of step-change inputs were developed
to identify time-constants associated with the DEP system in terms of the delay between changes in RPM and the forces
and moments experienced by the model, as well as the rise and settling times of the RPM commands themselves.
Second, a set of multisine excitation maneuvers were developed to identify the sensitivities of the forces and moments
experienced by the model to changes in each independent fan’s RPM. The results of this sensitivity identification were
used to supplement results from flight-testing efforts.
5.1.3 Sub-Scale Aircraft Flight-Test Experiment Summary
Flight testing of a remotely-piloted sub-scale aircraft model was performed to develop a dynamics model for a repre-
sentative general-aviation aircraft equipped with an OWTE DEP system. The purpose of developing this model was
to investigate the impact of utilizing an OWTE DEP system —both in terms of the non-standard mass distribution
of the aircraft and the associated aero-propulsive coupling effects of such systems—on the dynamics of a general-
aviation aircraft. The flight-test vehicle was fully instrumented for high-accuracy measurements of the inertial and
aerodynamic states used to describe the dynamics of the aircraft. A custom software framework was developed which
allowed for implementation of pre-programmed maneuvers during remote operation of the aircraft. Phase optimized
orthogonal multisine input signals were used to excite the vehicle dynamics, and frequency-domain system identifica-
tion methods were utilized to identify unknown parameters within the linear state-space models used to describe the
dynamics of the aircraft.
Results of the system identification flight-test campaign were utilized along with sensitivity parameters taken from
the semispan wind-tunnel test results to model the influence of the DEP system on the aircraft’s dynamics. The
throttle-augmented dynamics model was used to compare the effectiveness of the DEP system in producing a dynamic
response to the effectiveness of the traditional aileron, elevator, and rudder control surfaces as they influence the
dynamic response of the vehicle. Results indicated that the DEP system could be effectively utilized to influence the
lateral/directional aircraft states in a manner similar to the traditional control surfaces, opening up the potential for
new control laws to be developed for such vehicles.
5.2 Results and Conclusions
The following subsections summarize the key findings from all three of the experiments. These results are broken
into subsections as they address the three main goals of this body of work as presented in Chapter 1, rather than by
individual experiment. The first subsection describes the aero-propulsive coupling effects which were observed from
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an aerodynamic performance point of view, followed by an explanation of the mechanisms causing these effects in the
second subsection. The third subsection summarizes the results of the flight test investigation and the implications of
the results for vehicles equipped with OWTE DEP systems. It is the hope of the author that the results presented in
this dissertation will aid in the process of making informed system-level decisions with respect to the preliminary and
early design phases of aircraft which utilize over-wing trailing-edge mounted DEP systems.
5.2.1 Identification of Relevant Aero-Propulsive Coupling Effects
• From both the airfoil and semispan model wind-tunnel tests, one of the primary aero-propulsive coupling effects
observed was an increase in the stream-normal force coefficient when the speed of the fans was increased. This
increase in stream-normal force was seen to be a pressure-based increase as opposed to a momentum-based
increase from the thrust of the fans.
• From both the airfoil and semispan model wind-tunnel tests, the speed of the fans were also seen to have a
strong influence on the stream-wise force coefficient. Due to the momentum-based thrust of the fans, a shifting
of the CD polar in the negative direction as fan speed increased was observed.
• From both the airfoil and semispan model wind-tunnel tests, the pitching moment coefficient was also observed
to be heavily influenced by the speed of the fans. An increase in fan speed shifted the CM vs. α curve in the
negative direction. Moreover, the CM vs. α curves could be broken into two stability zones. At low angles
of attack the slope of the curve was positive and at high angles of attack the slope of the curve was negative,
indicating that the stability of both wind-tunnel models were a function of fan speed and angle of attack.
• From the semispan model wind-tunnel test, the side-force experienced by the model was not seen to be signifi-
cantly influenced by the speed of the fans. This result is intuitive as the fans were not in close proximity to the
fuselage and were not expected to significantly influence the pressure distribution on the fuselage.
• From the semispan model wind-tunnel test, the rolling moment coefficient was seen to increase with increasing
fan speed. Since the measurements taken with the semispan model represent only half of the aircraft, the
increase in rolling moment seen by the model is analogous to what would occur if the fan speed was increased
for all the fans on the left side of the aircraft and decreased for all the fans on the right side of the aircraft, such
that the asymmetric changes to the local stream-normal force would act to roll the aircraft.
• From the semispan model wind-tunnel test, the yawing moment coefficient was also seen to increase with
increasing fan speed. Again, the semispan test case is analogous to an asymmetric change in fan speed between
the left and right wings of the aircraft such that the difference in thrust force on each side produce a yawing
moment.
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• From both sets of wind-tunnel tests, the slope of the CL vs. α curve was seen to change with fan speed. For the
airfoil model case, the slope was seen to strictly increase with fan speed. For the semispan model case the slope
decreased with increasing fan speed up to the point where a net stream-wise force of zero was achieved, after
which the slope increased with fan speed.
• From both sets of wind-tunnel tests, the slope of the CM vs. α curve within stability zone 1 (the range of α
over which such a system would be operated) also changed with fan speed. For the airfoil model case, the slope
decreased with increasing fan speed. For the semispan model case, the slope increased slightly below the fan
speed for which the stream-wise force was zero, and decreased with increasing fan speed beyond that point.
• The functional forms of the changes in each of the forces and moments with respect to angle of attack and
fan speed were also identified. The variation in stream-normal force coefficient was best modeled by first
order polynomial terms for both α and Ω̄, the stream-wise force coefficient was best modeled by a second
order polynomial fit for both α and Ω̄, the pitching moment coefficient was best modeled by a third order
polynomial fit for both α and Ω̄, and finally the rolling moment coefficient and yawing moment coefficient were
best represented by the same order of polynomial fit as the stream-normal and stream-wise force coefficients,
respectively.
• An investigation into the effects of non-uniform fan speeds across the DEP array revealed that setting a subset of
fans into a windmilling state incrementally changed the overall forces and moments experienced by the system
according the trends identified from the uniform fan-speed tests. However, fans which were located on the
external edges of the array were more detrimental to the performance when set to a windmilling state than fans
which were internal to the array.
• Time constants identified from the unsteady data acquired during testing of the semispan model indicated that
the delay time between changes in RPM and changes in the forces and moments experienced by the model was
on the order of 5 to 20 ms. The stream-wise force and yawing moment responded quicker to changes in RPM as
compared to the stream-normal force, rolling moment, and pitching moment, as the momentum-based changes
in thrust due to the changes in fan speed are the primary influence of the fans and the pressure-based changes in
forces and moments are a consequential effect.
• Sensitivities of the forces and moments experienced by the semispan model to changes in each independent fan
speed were also identified from the unsteady data. For each of the sensitivity parameters, the model fit to the
underlying data was very good and parameter standard error estimates were low, giving high confidence in the
identified parameters. These sensitivities indicated that the aero-propulsive coupling effects and interactions
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between neighboring fans lead to trends in the span-wise variation of the force and moment sensitivities to
changes in fan speed which are not predicted by a simple thrust-line model of each fan.
– The most in-board fan in the array was most effective at influencing the stream-wise force, stream-normal
force, pitching moment, and rolling moment. With increasing span-wise distance the fans were seen to
become less effective at influencing these parameters.
– The most out-board fan in the array was most effective at influencing the yawing moment, with reduced
effectiveness moving towards the root of the wing. This observation is in agreement with intuition as the
thrust from out-board fans produces a greater moment due to its increased distance from the aircraft’s C.G.
– The side-force sensitivity parameters identified from the unsteady response investigation were very low in
magnitude, high in uncertainty, and did not serve well to model the side-force data. This is in agreement
with the previously presented result which indicates that the side force is not significantly influenced by
the fan speed.
5.2.2 Identification of Aero-Propulsive Coupling Mechanisms
• The increase in stream-normal force observed with increasing fan speed was found to be caused by changes in
the local wing-section pressure distribution due to the influence of the fans, as observed from both the airfoil
and semispan model experiments. When the fan speed is increased, the increased mass flow requirements of the
fan cause an increased flow velocity leading up to the fan inlets. This in turn leads to decreased pressure over
the upper surface of the wing local to the fan. For a fixed angle of attack, a larger suction peak was observed as
the fan speed was increased, and the stagnation point was seen to move downstream on the lower surface of the
airfoil, indicating that these changes to the local pressure distribution can be represented by a circulation effect.
These increases in the stream-normal force due to local changes in the wing upper-surface pressure distributions
are also the primary mechanisms which lead to the changes in rolling moment induced by changes in fan speed.
• The decrease in pitching moment with increasing fan speed was also found to be influenced by the changes to
the local wing-section pressure distributions. The decreased pressure over the trailing-edge region of the wing
upper-surface and the fan-cowling upper surface contribute to the nose-down pitching moment due to the aft
location of these pressure forces. In addition to the pressure based changes, the inclination of the fan thrust-line
above the chord line of each model also contributed to the decrease in pitching moment observed when fan speed
was increased. The fraction of the effect which is due to each of these contributions is difficult to determine
since the fan thrust was not measured in isolation.
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• The decrease in stream-wise force observed with increasing fan speed was attributed to the increase in fan thrust,
since the thrust-line of the fans is primarily aligned with the stream-wise direction. This thrust force is also the
primary factor driving increases in the yawing moment with increased fan speed.
• Planar PIV measurements from the airfoil model experiment showed that the boundary layer thickness in the
region leading up to the fans on the upper surface of the airfoil decreased linearly with increasing throttle
setting. This boundary-layer thinning effect is again due to the higher flow velocity from the increased mass flow
requirements of the fans. Additionally, the momentum and energy distributions in the boundary layer were seen
to shift towards the airfoil surface. These boundary-layer shaping effects may also contribute to changes in the
forces and moments experienced by the airfoil model due to effective cambering and skin-friction influences.
• Span-wise variations in pressure distributions aligned with each of the fans were also observed from both the
airfoil and semispan model test results. For the case where all the fans were operating at uniform fan speeds
the pressure distributions were fairly uniform, except for at high angles of attack where the pressure leading
up to the center-fan was slightly lower than the two out-board fans. For the case where two of the edge-fans
were windmilling, the pressure increased in the span-wise direction moving from the operational fans to the
windmilling ones. This span-wise pressure gradient creates an element of span-wise flow present under non-
uniform fan-speed settings.
• Span-wise variations in boundary-layer thickness across the center fan were also identified from PIV measure-
ments during the two edge-fan windmilling case from the airfoil model experiment. This confirmation of a
three-dimensional flowfield in front of an operating fan when the neighboring fans are windmilling indicates
that there is a coupling between the performance of neighboring fans when operated at non-uniform fan speeds.
This coupling was also confirmed by the span-wise variation in force and moment sensitivities to changes in
independent fan speed as previously summarized.
• A final observation from the non-uniform cases was that a windmilling fan located on the edge of the DEP array
was more detrimental to performance than a windmilling fan located central to the array. This effect is due to the
interaction between the intake stream-tubes of each of the fans, as evidenced by the span-wise non-uniformities
in boundary-layer thickness and pressure distributions leading up to the fans from the mixed fan-speed cases.
When a fan central to the array is set to a windmilling state, there are two neighboring fans on either side to
ingest the inlet spillage from the windmilling fan. When an edge fan is set to a windmilling state, however, only
one neighboring fan is present to ingest this spillage, leading to a greater impact on system performance.
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5.2.3 Influence of OWTE DEP systems on Flight Vehicle Dynamics
• The increased stream-normal force due to increases in fan speed is an aero-propulsive coupling effect which
has a significant impact on aircraft with such DEP systems. This increased stream-normal force provides an
advantage for a DEP aircraft as compared to a tractor-propeller aircraft with otherwise similar geometry. The
advantage can be viewed as the ability to fly slower for the same wing area, or alternatively the ability to reduce
the wing area for more efficient cruise at the same velocity. As with the X-57 aircraft, this advantage is most
useful during take-off and cruise when high thrust-levels are required, and less advantageous during landing
when low thrust-levels are required.
• A direct follow-on from the previous point is the consideration of the changes in the stream-wise force when
the fans are windmilling. From all three experiments, a large increase in stream-wise force was seen when
all the fans were changed from an operational fan-speed to windmilling states. This large increase is due to
the increased drag force from the fans extracting power from the oncoming flow. Another consequence of
the windmilling fan state which was observed from the experiments was a significant decrease in lifting force.
The combination of these two effects essentially cause the DEP array to act as a spoiler when the fans are
windmilling. This spoiler effect could be very dangerous for the operation of DEP aircraft, particularly for fan
failure scenarios during the landing phase of a flight. A testament to this effect was the necessity of the remote
pilot to keep the fans at a moderate throttle level during landing to avoid a sudden loss of lift.
• The aero-propulsive coupling effect leading to changes in pitching moment characteristics with changes in fan
speed also has implications for aircraft equipped with OWTE DEP systems. The stability characteristics of the
wing section from both wind-tunnel experiments was a function of fan speed and angle of attack. When such a
propulsion system is implemented on an aircraft, this consideration must be taken into account with the design
of the horizontal stabilizer to ensure the aircraft can be safely trimmed over the entire flight envelope. It was
also noted from the semispan wind tunnel tests that it was possible to trim the aircraft longitudinally with only
the fan speed. While this possibility shows promise for aircraft concepts without horizontal stabilizing surfaces,
trimming the aircraft with the fan speed does introduce severe limitations on airspeed and altitude control.
• Parameter estimates from system identification efforts applied to flight test and wind-tunnel data were used to
form a high-fidelity dynamics model of the flight-test vehicle including the influence of the DEP system and
associated aero-propulsive coupling effects on the aircraft’s dynamics. This throttle-augmented dynamics model
was used to investigate the effectiveness of the DEP system at influencing the vehicle dynamics to assess the
ability of the propulsion system to be used as an additional control actuator.
251
– The DEP system was seen to influence the longitudinal aircraft states in a manner similar to the elevator,
with an increase in fan speed causing an increase in V , a decrease in α , a decrease in q, and a decrease
in θ . The magnitudes of these changes induced by nominal changes in fan speed, however, were roughly
half of the value of the changes in aircraft states produced by nominal elevator deflections, indicating that
the DEP system is less effective at longitudinal control.
– The DEP system influenced the lateral/directional dynamics of the aircraft more significantly. When asym-
metric thrust was applied to the left and right wings of the aircraft a significant yawing moment was pro-
duced from the difference in thrust, and a significant rolling moment was produced due to the correspond-
ing asymmetric changes in the lifting force on each wing. These coupled rolling and yawing moments
influenced the aircraft dynamics producing responses in the lateral/directional states on the same order of
magnitude as responses produced by nominal deflections of the aileron and rudder control surfaces.
5.2.4 Concluding Remarks
The three experiments presented in this document have served to provide a comprehensive characterization of over-
wing, trailing-edge mounted arrays of ducted fans as a form of distributed electric propulsion for application on
future aircraft configurations. Wind tunnel testing of an airfoil DEP model and a semispan DEP model have provided
a detailed investigation into the aero-propulsive coupling effects of the system, and have provided insight into the
mechanisms leading to these effects. A combination of wind-tunnel data and flight-test data acquired on a sub-scale
general-aviation aircraft equipped with this form of DEP system was used to create a dynamics model representative
of this unique aircraft configuration. Simulations performed with the identified dynamics model along with a com-
prehensive look at the wind-tunnel experimental data were used to discuss the implications of OWTE DEP systems
within the context of aircraft applications, leading to the title of this work– The Effects of Aero-Propulsive Coupling
on Aircraft with Distributed Propulsion Systems.
5.3 Recommendations
Findings from the current investigation into the aero-propulsive coupling effects relevant to over-wing trailing-edge
DEP systems also identified several areas for continued research, as well as recommendations for experimental testing
of such DEP systems. These additional considerations are summarized in the bulleted list below.
• Areas for Continued Research:
– The DEP system performance results and corresponding discussion of aero-propulsive coupling effects
and mechanisms presented in this document all approach the system from a fully-integrated perspective.
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All force and moment data corresponded to the net forces and moments produced by both the airfoil/wing
and the integrated propulsion system. While this fully-integrated performance is of great interest, addi-
tional information could be obtained through an investigation of the installed fan performance and thrust
characteristics. The exact proportion of the changes in forces and moments due to changes in fan speed
split between contributions from the fan thrust and local surface pressure changes would be of particular
interest. Additionally, the effects of the ingested boundary-layer and changing boundary-layer characteris-
tics with fan speed on the efficiency and performance of the fans themselves would make for an interesting
investigation. The author suggests the use of embedded load cells and hotwire probe surveys at locations
up-stream and down-stream of the fans to acquire this data.
– With changes in the lifting-force concentrated to regions of the wing which are consumed by the dis-
tributed propulsion system, changes in the span-loading of the wing from its design point are inevitable.
Stereoscopic PIV or multi-hole probe surveys in the wake downstream of the semispan DEP wing could be
used to characterize these span-loading influences and identify implications for the combined wing DEP
system performance.
– An interesting observation from the current results was the change in CL,α with changes in fan speed. In
particular, for the semispan model case, CL,α was seen to decrease with fan speed up to a point, and then
increase with fan speed. The fan speed where the slope was seen to change from negative to positive
corresponded to the fan speed for which CD = 0. This behavior was not identified from the airfoil wind-
tunnel test results, however, as CL,α strictly increased with fan speed. A thorough investigation into the
causes of the observed changes in CL,α would also make for an interesting study.
– The development and in-flight demonstration of control laws for the flight-test vehicle which utilize the
DEP fans as actuators is planned to continue under the funded research program which supported a large
portion of this body of work.
– The use of frequency domain system identification methods to estimate parameters for the flight-vehicle
dynamics model was key in producing high-quality results from a set of data obtained from relatively
low-cost sensors installed in a small sub-scale aircraft. These methods worked quite well for datasets
which were acquired on days with very low levels of ambient wind (less than 5 mph at ground-level).
However, on days when higher gusts were present, the frequency spectra of resultant flight-test data were
skewed. While the gusts may have only influenced a small portion of the data in the time-domain, this is
not reflected in the transformation to the frequency domain using the Fourier integral. To improve results
obtained from data which may be contaminated with gusts (or other transient disturbances), the author
suggests the use of time-frequency analysis methods such as the continuous wavelet transform to produce
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the dataset for parameter estimation. This method would create a number of spectral datasets over many
instances in time, forming a larger dataset in which the influence of transient disturbances only make
up a small portion. Additionally, the instances in time when the frequency spectra are clearly skewed
by disturbances could be removed from the dataset to improve results. A preliminary implementation of
this method was performed on the data which was used to identify parameters for the baseline dynamics
model of the aircraft, and resultant parameter estimates were consistent with the Fourier integral method
and intuitive expectations of parameter values.
• Recommendations for Testing Methodology:
– From the wind-tunnel test results, it is clear that the aero-propulsive coupling effects scale with the non-
dimensional fan speed parameter, Ω̄. It is the recommendation of the author that this parameter be con-
trolled in future wind-tunnel tests rather than the dimensional RPM of the fans or the simple percent
throttle setting of each fan. This parameter can be set with a simple PID controller to ensure repeatable
results.
– For flight testing of the sub-scale aircraft, the use of a five-hole probe to acquire the airspeed magnitude
and orientation was crucial. The original aircraft system was equipped with an α/β vane-probe with which
it was found the flow-angle measurements could not be made with high enough accuracy.
– The identification of fan-thrust parameters from flight-test data proved to be challenging. Significant
effort was given towards identifying fan-thrust parameters from simultaneously actuated multisine signals
on each of the four fans on the left wing of the aircraft. Even with high-amplitude (10% throttle range)
maneuvers, clear frequency content from each of the fans did not appear in the resultant data. While this
could have occurred for a variety of reasons, a likely cause is the interactions between the intake stream-
tubes of neighboring fans as identified from the wind-tunnel tests. As such, the use of independent doublet
commands sent to each of the fans one at a time may be far more effective at uniquely exciting the vehicle
dynamics as compared to the simultaneous multisine approach. An effort to acquire flight-test data using
this methodology is underway as a follow-on to this body of work.
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Appendix A
A.1 6-Axis Load Cell Calibration Matrices




−1.568 391.584 −387.266 −1.447 391.158 −387.176
−447.666 223.884 225.256 −449.347 222.27 225.577
−589.072 −591.9 −585.991 −593.833 −590.141 −586.941
−11.29 −8.482 −8.433 −11.351 19.759 19.765
−16.24 −18.057 17.912 16.34 −1.676 1.613





1.947 1.270 0.570 −1.837 −1.823 −0.098
−1.845 1.718 −1.896 −0.712 −0.745 3.379
8.483 −4.360 4.796 0.926 −5.122 −4.468
−0.087 −0.064 −0.027 0.021 0.134 0.019
0.160 −0.001 0.080 −0.030 −0.243 0.041




Table A.1: Polynomial fit parameters for Cl as a function of α [deg] and Ω̄ over the linear aerodynamic regime





Table A.2: Polynomial fit parameters for Cd as a function of α [deg] and Ω̄ over the linear aerodynamic regime








A.2 Force and Moment Curve Fit Coefficients
A.2.1 Airfoil model
Tables corresponding to the curve fits of the forces and moments on the airfoil model as a function of α and Ω̄, split
into the linear and nonlinear aerodynamic regimes.
A.2.2 Semispan model
Tables corresponding to the curve fits of the forces and moments on the semispan model as a function of α and Ω̄,
split into the linear and nonlinear aerodynamic regimes.
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Table A.3: Polynomial fit parameters for Cm as a function of α [deg] and Ω̄ over the linear aerodynamic regime












Table A.4: Polynomial fit parameters for Cl as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime







Table A.5: Polynomial fit parameters for Cd as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime









Table A.6: Polynomial fit parameters for Cm as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime












Table A.7: Polynomial fit parameters for CL as a function of α [deg] and Ω̄ over the linear aerodynamic regime





Table A.8: Polynomial fit parameters for CD as a function of α [deg] and Ω̄ over the linear aerodynamic regime









Table A.9: Polynomial fit parameters for CM as a function of α [deg] and Ω̄ over the linear aerodynamic regime












Table A.10: Polynomial fit parameters for Cl as a function of α [deg] and Ω̄ over the linear aerodynamic regime





Table A.11: Polynomial fit parameters for CN as a function of α [deg] and Ω̄ over the linear aerodynamic regime









Table A.12: Polynomial fit parameters for CL as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime







Table A.13: Polynomial fit parameters for CD as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime








Table A.14: Polynomial fit parameters for CM as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime













Table A.15: Polynomial fit parameters for Cl as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime







Table A.16: Polynomial fit parameters for CN as a function of α [deg] and Ω̄ over the nonlinear aerodynamic regime









A.3 Semispan Model Windmilling Fan Characteristics
When a zero percent-throttle command was sent to the semispan model speed controllers, the four fans were free to be
turned by the oncoming flow. As such, the windmilling RPM for each angle of attack and Reynolds number could not
be specified or controlled. Due to changes in the flowfield local to the fan inlets on the upper surface of the airfoil as
the angle of attack is changed, the windmilling RPM is also a function of α . The windmilling RPM of each of the four
fans at each of the three Reynolds numbers investigated during the semispan wind-tunnel tests are shown as a function
of α in Figures A.1 and A.2. Figure A.1 shows the actual RPM values, and Figure A.2 shows the non-dimensional fan
speed, Ω̄ where all of the Reynolds number cases can be seen to collapse to a value within ±0.1 of each other at each
α . For all of the fans and Reynolds numbers, the windmilling fan speed increases slightly from -3◦ to 10◦, after which
the windmilling fan speed begins to decline as α continues to increase.
α [deg]



















Figure A.1: Windmill RPM vs. α at Re = 350k, 450k, and 550k.
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α [deg]















Re = 350k - Fan A
Re = 350k - Fan B
Re = 350k - Fan C
Re = 350k - Fan D
Re = 450k - Fan A
Re = 450k - Fan B
Re = 450k - Fan C
Re = 450k - Fan D
Re = 550k - Fan A
Re = 550k - Fan B
Re = 550k - Fan C
Re = 550k - Fan D
Figure A.2: Windmill Ω̄ vs. α at Re = 350k, 450k, and 550k.
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A.4 ADEPT-FC Flight Software Usage Case
Here is an example of how to use the flight software, taken from the log of commands entered into the SSH terminal












Input: <target ><action >(”help !” for options):
>>monitor check
Running pre-flight checks...
Checking for GPS lock...(timout in 10 seconds)
Displaying sensor data:
VN-200:
1253572507.5264 1 1 0 3.83905 0.110099 106.842 0.000523082 -0.000423973 0.000315098 40.0596 -88.5518 174.256
-0.00999736 -0.102474 0.108664 0.626503 -0.0196399 -9.75003
1253572508.0264 1 1 0 3.8394 0.11031 106.848 -0.000128067 -0.000247831 6.90573e-05 40.0596 -88.5518 174.217
-0.00941421 -0.0928653 0.109182 0.617136 -0.044383 -9.73908
1253572508.5364 1 1 0 3.8407 0.108683 106.844 0.000881103 0.00109618 -0.000142893 40.0596 -88.5518 174.189
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-0.00748923 -0.0889804 0.108221 0.658457 0.000171458 -9.76477
1253572509.0364 1 1 0 3.84238 0.104631 106.845 -0.000954802 0.000478887 -0.000836159 40.0596 -88.5518
174.155 -0.00880806 -0.0912005 0.109293 0.642101 -0.0285173 -9.78574
1253572509.5364 1 1 0 3.84329 0.104437 106.848 0.000464167 -0.000454622 0.000660244 40.0596 -88.5518 174.139
-0.00733775 -0.0911547 0.108473 0.619129 -0.006155 -9.77264
Analog sensor check:
WARNING: UNPLUG MOTOR BATTERIES!!!
Type ’yes’ to continue: WARNING: Arming PWM outputs!!!
PWM outputs armed.














1253572527.11 39847 39807 40055 40172 40195 67 15 59 37437 31794 25331 23720 33477 42 67 37
1253572527.61 39858 39798 40042 40183 40216 33 64 12 37413 31736 25334 23741 33398 0 58 5
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1253572528.11 39855 39795 39997 40181 40114 0 2 61 37480 31812 25370 23720 33429 54 9 31
1253572528.61 39985 39788 40031 40065 40134 40 66 41 37514 31772 25376 23731 33467 43 35 31
1253572529.11 39875 39772 40033 40197 40201 9 16 0 37478 31771 25368 23786 33484 51 14 46
RC input:
1253572529.6152 1494 1518 1494 982 982 982 982 990
1253572530.1144 1494 1518 1494 982 982 982 982 990
1253572530.6145 1494 1519 1494 982 982 982 982 990
1253572531.113 1494 1518 1494 982 982 982 982 990
1253572531.613 1494 1519 1494 982 982 982 982 990
PWM output:
1253572532.117 1500 1500 1500 1000 1000 1000 1000 1000
1253572532.6161 1500 1500 1500 1000 1000 1000 1000 1000
1253572533.1139 1500 1500 1500 1000 1000 1000 1000 1000
1253572533.6137 1500 1500 1500 1000 1000 1000 1000 1000
1253572534.1172 1500 1500 1500 1000 1000 1000 1000 1000
Enter research pilot name (first last):
>>aaron perry
Enter FAA Part 107 pilot name (first last):
>>david payne
Enter RC pilot name: (first last):
>>david payne
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Enter Date and time (mm/dd/yy 00:00):
>>9/26/2019 5:35 pm
Enter ambient temperature in C:
>>2 degrees C.
Enter wind data (Velocity Direction):
>>5 mph NNE




Input: <target ><action >(”help !” for options):
>>monitor exit
>>exit
At this point, the system is armed and the SSH terminal has closed. The Ethernet cable can be removed, and the
flight-test can be performed. After the flight test and before powering anything down, reconnect the Ethernet cable








The log files can now be transferred to the ground-control laptop through SFTP.
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A.5 ADEPT-FC Avionics Wiring Diagram
A diagram showing the electrical connections within the flight-test vehicle is given in Figure A.3. This diagram is
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Figure A.3: A diagram detailing the wiring of the flight-vehicle.
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A.6 Inertial Rig Equation Derivation
The derivation of quantities used in the governing equation of the parameter estimation process used to determine the






∆h = rsp∆θ (A.4)





























Aω2 ·ωdt = A
∫ t f
t0
ω
3dt
(A.9)
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