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Abstract
We consider one of the generic regimes of formation of singularities. We obtain a detailed
description of a possibly small, but fixed, neighborhood of the blowup point, up to (and
including) the blowup time, and find that it is mean convex. This confirms a conjecture by
Ilmanen. And we find that the singularity is isolated from the other ones.
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1 Introduction
Here we study mean curvature flow (MCF) for a n−dimensional hypersurface embedded in
Rn+1:
∂tXt = −h(Xt), (1.1)
where Xt is the immersion at time t, h(Xt) is the mean curvature vector at the point Xt.
We are mainly interested in the generic blowups, and a small, but fixed, space-and-
time neighborhood of the singularity. The objective is to find a detailed description of the
neighborhood, and prove it is mean convex in certain regimes.
It was proved by Colding and Minicozzi in [9] that for the generic singularity, suppose
that the singularity is at time T and at spatial 0, then under the scaling Xt → 1√T−tXt, the
manifold will converge to a unique cylinder Rn−k × Sk√
2k
, k = 1, 2, · · · , n− 1, or Sn√
2n
, here
Sk√
2k
is k-dimensional torus with radius
√
2k.
Here we choose to study the regime where the limit cylinder is R3×S1√
2
. One motivation
is that such singularities are not understood as well as R × Sn−1√
2(n−1). See the results in
[22, 5, 19, 20]. For the other related works, see [18, 1, 24, 2, 3]. We expect that the
techniques work equally well for all the generic blowups.
Next we present our results.
Suppose that the blowup point is the origin and the time is T , and the limit cylinder is
R3 × S1√
2
, then for t sufficiently close to the blowup time T , a neighborhood of the blowup
point can be parametrized by some positive function u as
Ψ(z, t) =

 zu(z, θ, t) cos θ
u(z, θ, t) sin θ

 , z ∈ R3, |z| ≤ c(t) for some c(t) > 0, and θ ∈ T. (1.2)
Here we study the function u. We prove that in certain regime there exists a fixed ǫ > 0
such that when t ∈ [T − ǫ, T ], the part of hypersurface in the ball Bǫ(0) ⊂ R5 is of the form
(1.2). Moreover we obtain a detailed description of the function u, see Theorem 2.2 below.
Now we discuss some technical aspects. We study the problem in two steps. In the first
step we consider the rescaled MCF, namely Xt → 1√T−t , and define a new function v by
u(z, θ, t) =
√
T − t v(y, θ, τ) (1.3)
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here y and τ are the rescaled space and time variables defined as
y :=
z√
T − t , τ := −ln(T − t). (1.4)
Then the part parametrized in (1.2) becomes
√
T − t

 yv(y, θ, τ)cosθ
v(y, θ, τ)sinθ

 . (1.5)
We manage to prove that for |y| ≤ 3τ 12+ 120 , the dominant part of v is
√
2 + τ−1yT B˜y in
the sense that ∣∣∣v −√2 + τ−1yT B˜y∣∣∣ ≤ τ− 310 , (1.6)
where B˜ is a 3× 3 diagonal matrix
B˜ = diag[b1, b2, b3], with bk = 0 or 1. (1.7)
And we have estimates on the derivatives of v in this region, see Theorem 2.1 below.
Compare to the other works, here we do not study Huisken’s monotonicity formula since
from that it is difficult to control the solution in the region |y| ≤ 3τ 12+ 120 . To be seen on an
intuitive level, suppose that we have ‖e− 18 |y|2f‖2 ≤ τ−10, one can not derive decay estimate
for f in the region |y| = O(τ 12 ) as τ →∞, since the function e− 18 |y|2 decays too rapidly.
The situation changes if one considers our chosen weighted L∞ norm. Suppose that
‖〈y〉−3f‖∞ ≤ τ−2, then when |y| ≤ 3τ 12+ 120 , we have a decay estimate for f ,
|f(y)| ≤ 〈y〉3τ−2 . τ− 720 . (1.8)
To use such weighted L∞-norms we apply propagator estimates, see Lemma 8.3 below. An
easy, but essential, version is that, there exists a constant C such that for any t ≥ 0,
‖〈y〉−3e−tLf‖∞ ≤ Ce− 32 t‖〈y〉−3f‖∞ (1.9)
where L := −∆ + 1
2
y · ∇y, and f is any function satisfying f ⊥ e− 14 |y|2, e− 14 |y|2yk, e− 14 |y|2ykyl,
k, l = 1, 2, 3. Note that the conjugate of L, e−
1
8
|y|2Le
1
8
|y|2 is the Harmonic oscillator.
In the second step we consider the regime where
b1 = b2 = b3 = 1, (1.10)
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which is arguably the most most generic regime in the sense that if one of the bk is zero,
then after a generic perturbation at a large time τ1, all these bk will become 1 as τ →∞.
Here we consider a new (un-rescaled) MCF from some fixed time t1 = t(τ1), with τ1
sufficiently large and hence T−t1 sufficiently small, with initial condition provided by v(·, τ1)
(thus is a rescaled version of u(·, t1) by (1.3)). This makes the new flow of the form
 zq(z, θ, s) cos θ
q(z, θ, s) sin θ

 , (1.11)
where q is related to v and u by
q(z, θ, s) =
√
1− s v( z√
1− s, θ,− ln(1− s) + τ1
)
=
1
λ
u(λz, θ, λ2s+ t1).
and s and λ are defined as
s :=
t− t1
λ2
, λ :=
√
T − t1. (1.12)
Obviously the new flow will blowup at time s = 1.
By the identity in (1.12) we have that estimates for q implies those for u. Moreover since
the MCF is scaling invariant, the one parametrized by q is also a MCF.
Now we study the region where |z|τ−
1
2
− 1
20
1 ≈ 1. By the estimate in (1.6), it is close to a
cylinder with a large radius ≈ τ
1
20
1 ≫ 1. Thus, at least intuitively, as s→ 1 i.e. the blowup
time, under mean curvature flow, this part will stay close to a cylinder with a large radius.
In the proof of Theorem 2.2 we will make this rigorous, together with regularity estimate
and the technique of local smooth extension, see e.g. [11].
Thus it is critically important that we have a good control on the rescaled MCF in the
ball B0(τ
1
2
+ǫ) for some ǫ > 0.
For the regimes where at least one of bk in (1.10) is zero, we will address them in subse-
quent papers.
The present paper depends on our paper [14], where, among other results, we proved that
the 3 × 3 symmetric matrix B(τ), in (2.10) below, is close to being semi-positive definite.
This allows us to consider a large region of the rescaled flow, otherwise
√
2 + yTBy might
not be well defined. Some of the key techniques were devised in [16, 15, 17], see also [6].
The paper is organized as the following: In Section 2 we state two Main Theorems 2.1
and 2.2. The Theorem 2.1 is reformulated in Section 3. And the results there will be proved
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in Sections 6 and 7. The two Main Theorems will be proved in Sections 4 and 5 respectively.
In Sections 8-10 we prove some technical results.
The estimates in Section 8 are carried out in detail, with new ideas explained. Some of
the details in Sections 10 and 9 will be skipped if they are similar to those in Section 8.
Acknowledgement
The author would like to thank Shengwen Wang for pointing out that the proved estimates
imply mean convexity, and their importances.
2 Main Theorem
As defined in [8], λ(Σ) is the supremum of the Gaussian surface areas of hypersurface Σ over
all centers and scales. Under the condition that there exists a constant λ0 > 0 such that for
any τ > 0,
λ(Στ ) ≤ λ0, (2.1)
it was proved in [8, 7] the only possible singularities are cylinders. Then it was proved in [9]
the limit cylinder is unique. Here Στ is the rescaled hypersurface at time τ .
We suppose that the blowup point is the origin and the blowup time is T > 0, and
suppose that the limit cylinder is R3 × S1√
2
, parameterized by,
 y√2cosθ√
2sinθ

 , y := (y1, y2, y3)T ∈ R3. (2.2)
Then we have that, in a (possibly shrinking) neighborhood of the singularity, MCF takes
the form
Ψ(z, t) =

 zu(z, θ, t) cos θ
u(z, θ, t) sin θ

 , z ∈ R3, |z| ≤ c(t) for some c(t) > 0, (2.3)
where u is periodic in θ.
Then we define a rescaled MCF by rescaling u into v, specifically
u(z, θ, t) =
√
T − t v(y, θ, τ) (2.4)
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here y and τ are the rescaled space and time variables defined as
y :=
z√
T − t , τ := −ln(T − t). (2.5)
Then the part parametrized in (2.3) becomes
√
T − t

 yv(y, θ, τ)cosθ
v(y, θ, τ)sinθ

 . (2.6)
In the present paper we consider the following region:
|y| ≤ Ω(τ), and τ ≥ ξ0 with ξ0 sufficiently large (2.7)
with Ω defined as
Ω(τ) :=
√
100 ln τ + 9(τ − ξ0) 1110 . (2.8)
The result is the following:
Theorem 2.1. Suppose the condition (2.1) holds, the blowup point is the origin and the
blowup time is T , and the limit cylinder is the one parametrized by (2.2).
Then there exists a large time ξ0 such that for τ ≥ ξ0 and for |y| ≤ Ω(τ), the rescaled
MCF is parametrized by
√
T − t

 yv(y, θ, τ)cosθ
v(y, θ, τ)sinθ

 , (2.9)
with v, y, τ defined in (2.4) and (2.5), and, up to a rotation y → Uy, one has that, for
|y| ≤ Ω(τ),
v(y, θ, τ) =
√
2 + yTB(τ)y
2a(τ)
+ η(y, θ, τ), (2.10)
where, for some C > 0, the parameter a satisfies the estimate
|a(τ)− 1
2
| ≤ Cτ−1, (2.11)
and the symmetric 3× 3 matrix B satisfies the estimates
B(τ) = τ−1

 b1 0 00 b2 0
0 0 b3

+O(τ−2), with bk = 0 or 1, k = 1, 2, 3, (2.12)
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and the function η satisfies the estimates
‖e− 18 |y|21Ωη(·, τ)‖2 ≤ Cτ−2, (2.13)
and
‖〈y〉−31Ω∂lθη(·, τ)‖∞ ≤C(τ−2 + Ω−4), l = 0, 1, 2,
‖〈y〉−21Ω∂lθ∇yη(·, τ)‖∞ ≤CΩ−3, l = 0, 1,
‖〈y〉−11Ω∇kyη(·, τ)‖∞ ≤CΩ−2, |k| = 2.
(2.14)
The theorem will be reformulated in Section 3, and proved in Section 4.
Here 1≤Ω is the Heaviside function defined as
1≤Ω(y) =
[
1 if |y| ≤ Ω,
0 otherwise.
(2.15)
Next we discuss the original MCF.
Theorem 2.2. Suppose that in (3.8) of Theorem 3.1 we have
b1 = b2 = b3 = 1. (2.16)
Then there exist constants ǫ1, ǫ2 > 0, such that when 0 ≤ T − t ≤ ǫ1 and |z| ≤ ǫ2, the
manifold is parameterized as in (2.3), and u is continuous in all the variables.
And in the same space and time intervals, except at (z, t) = (0, T ) where u(0, θ, T ) = 0,
the following two statements hold:
(A) the function u is positive, smooth in all variables, and is strictly decreasing in t,
(B) For any fixed N , there there exists some positive constant δ(|z|, t) satisfying
lim
|z|→0, t→T
δ(|z|, t) = 0,
such that for |m|+ n = 1, 2, · · · , N,
u|m|−1
∣∣∂nθ∇mz u(z, θ, t)∣∣ ≤ δ(|z|, t), (2.17)
and the normal direction n(z, θ, t) satisfies∣∣n(z, θ, t)− (0, 0, 0,−sinθ, cosθ)T ∣∣ ≤ δ(|z|, t). (2.18)
And in the considered set the hypersurface is mean convex.
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The theorem will be proved in Section 5. The fact that the manifold is mean convex is
directly implied by the estimates in (2.17), to be shown below. For the importance of mean
convexity, namely non-fattening, we refer to the results in [21].
Now we prove that a neighborhood of singularity is mean convex. Observe that if we
rescale the flow such that u(z, θ, t) is rescaled into a new function u1 defined by the identity
u(z, θ, t) = λu1(λ
−1z, θ, λ−2t), (2.19)
then we have that, since these functions in (2.17) are “rescaling invariant”,
u
|m|−1
1 |∂nθ∇mz u1(z, θ, t)| = u|m|−1|∂nθ∇mx u(x, θ, s)|x=λ−1z,s=λ−2t ≤ δ(|x|, s). (2.20)
Now we choose λ to make u1(z0, θ0, t0) = 1 for some z0, θ0 and t0, then by the estimates in
(2.20), we find that an increasingly large (as λ → 0) neighborhood of (z0, θ0) will become
increasingly resemble to a cylinder with radius 1, up to any order of derivatives. Hence this
part of the hypersurface is mean convex, i.e. has positive mean curvature.
The flow through singularities will be addressed in subsequent papers.
3 Reformulation of Theorem 2.1
In what follows we derive equations for the function u in (2.3).
Recall that we suppose the blowup point is the origin, and the blowup time is T , and
the limit cylinder is the one parametrized by (2.2).
Then for t < T, there exists some ǫ(t) > 0 such that in the region |z| ≤ ǫ(t), the manifold
can be parameterized as in (2.3). And the function u satisfies the parabolic differential
equation, by the mean curvature equation (1.1) and the results in [13],
∂tu =
1
1 + |∇xu|2 + (∂θuu )2
3∑
k=1
[
1 + |∇xu|2 − (∂xku)2 + (
∂θu
u
)2
]
∂2xku
+ u−2
1 + |∇xu|2
1 + |∇xu|2 + (∂θuu )2
∂2θu+ u
−2 2∂θu
1 + |∇xu|2 + (∂θuu )2
3∑
l=1
∂xlu∂xl∂θu
+
1
1 + |∇xu|2 + (∂θuu )2
(∂θu)
2
u3
−
∑
i 6=j
∂xiu∂xju
1 + |∇xu|2 + (∂θuu )2
∂xi∂xju−
1
u
.
(3.1)
Now we rescale solution as in (2.4), and derive an equation for the function v,
∂τv = ∆yv + v
−2∂2θv −
1
2
y · ∇yv + 1
2
v − 1
v
+N1(v) (3.2)
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with N1(v) defined as
N1(v) :=−
∑3
k=1(∂ykv)
2∂2ykv
1 + |∇yv|2 + (∂θvv )2
−
∑
i 6=j
∂yiv∂yjv
1 + |∇yv|2 + (∂θvv )2
∂yi∂yjv
+ v−2
2∂θv
1 + |∇yv|2 + (∂θvv )2
3∑
l=1
∂ylv∂yl∂θv − v−2
(v−1∂θv)2∂2θv
1 + |∇yv|2 + (∂θvv )2
+
1
1 + |∇yv|2 + (∂θvv )2
(∂θv)
2
v3
.
(3.3)
Now we present the general strategy in proving Theorem 2.1. For the details we refer to
the proof of Theorem 2.1 in Section 6.
We will proceed by bootstrap arguments. Specifically, under assumption of some regu-
larity estimates, specifically (3.4) below, in a time interval [ξ0, τ1] with τ1 > ξ0, we prove
Theorem 3.1 below. And the estimates in Theorem 3.1, in turn, will make Lemma 3.2 ap-
plicable in a larger interval [ξ0, τ2] with τ2 > τ1. The estimates in Lemma 3.2 imply (3.4),
and hence in turn, makes Theorem 3.1, hold in a larger interval.
To initiate the bootstrap arguments, we need the estimates from the previous paper [14].
In the first part of the bootstrap arguments, we prove the following results.
Theorem 3.1. Suppose that ξ0 in (2.8) is a sufficiently large constant.
There exists a small constant δ, such that if in the region |y| ≤ (1 + ǫ)Ω(τ) and in the
time interval τ ∈ [ξ0, τ1] the following estimates hold, for m, |k|+ l = 1, · · · , 5, and |k| ≥ 1,∣∣∣ v(·, τ)√
2 + τ−1yT B˜y
− 1
∣∣∣, v−1(·, τ)|∂mθ v(·, τ)|, |∇ky∂lθv(·, τ)| ≤ δ, (3.4)
where B˜ is a 3× 3 diagonal matrix
B˜ =

 b1 0 00 b2 0
0 0 b3

 , bk = 1 or 0, k = 1, 2, 3, (3.5)
then the following statements hold in the time interval [ξ0, τ1].
There exist unique parameters a, α1, α2, a 3 × 3 symmetric real matrix B and 3-
dimensional vectors ~βk, k = 1, 2, 3, such that
v(y, θ, τ) = Va(τ),B(τ)(y) + ~β1(τ) · y + ~β2(τ) · ycosθ + ~β3(τ) · ysinθ
+ α1(τ)cosθ + α2(τ)sinθ + w(y, θ, τ),
(3.6)
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and the function e−
1
8
|y|2χΩw satisfies the following orthogonality conditions,
e−
1
8
|y|2wχΩ ⊥ e− 18 |y|2, e− 18 |y|2cosθ, e− 18 |y|2sinθ,
e−
1
8
|y|2yk, e−
1
8
|y|2(
1
2
y2k − 1), e−
1
8
|y|2ykcosθ, e−
1
8
|y|2yksinθ, k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3.
(3.7)
Here Va,B and χΩ are two functions to be defined in (3.16) and (3.17) below.
Up to a unitary rotation, y → Uy, the 3× 3 real symmetric matrix B is “almost” semi-
positive definite,
B(τ) = τ−1

 b1 0 00 b2 0
0 0 b3

+O(τ−2), and bk = 0 or 1, k = 1, 2, 3, (3.8)
The other parameters and vectors satisfy the estimates, for some C > 0,
|a(τ)− 1
2
| ≤ Cτ−1, (3.9)
and
|~β1(τ)| ≤ Cτ−2, |~β2(τ)|, |~β3(τ)|, |α1(τ)|, |α2(τ)| ≤ Cτ−3. (3.10)
And they satisfy the equations,
| d
dτ
B +BTB| ≤Cτ−3
|
(1
a
d
dτ
− 2
)(
a− 1
2
− 1
2
(b11 + b22 + b33)
)
| ≤Cτ−2,
| d
dτ
~β1 − a(1 +O(|B|))~β1| ≤Cτ−3,
| d
dτ
~β2|, | d
dτ
~β3|, | d
dτ
α1 − 1
2
α1|, | d
dτ
α2 − 1
2
α2| ≤Cτ−3.
(3.11)
The remainder w satisfies the estimates, in weighted L2 norms,∑
|k|+l=0,1,2
‖e− 18 |y|2∇ky∂lθ
(
χΩw(·, τ)
)‖2 ≤ Cτ−2, (3.12)
and in the weighted L∞−norms, for some constant κ(ǫ) to be defined in (3.20) below,
‖〈y〉−3∂mθ χΩw(·, τ)‖L∞ ≤C
(
τ−2 + κ(ǫ)Ω−4
)
, with m = 0, 1, 2, (3.13)
‖〈y〉−2∇y∂mθ χΩw(·, τ)‖L∞ ≤Cκ(ǫ)Ω−3, with m = 0, 1. (3.14)
‖〈y〉−1∇lyχΩw(·, τ)‖L∞ ≤Cκ(ǫ)Ω−2, with |l| = 2. (3.15)
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Here Va,B in (3.6) is a function defined as, for a ∈ R+ and 3× 3 symmetric matrix B,
Va,B(y) :=
√
2 + yTBy
2a
. (3.16)
Before defining the cutoff function χΩ, we define a smooth, spherically symmetric cutoff
function χ,
χ(z) = χ(|z|) =
[
1, if |z| ≤ 1,
0, if |z| ≥ 1 + ǫ. (3.17)
We require it is decreasing in |z|, and there exist constants Mk = Mk(ǫ), k = 0, 1, · · · , 5,
such that for any z satisfying 0 ≤ 1 + ǫ− |z| ≪ 1, χ satisfies the estimates
dk
d|z|kχ(|z|) =Mk
∣∣∣|z| − 1− ǫ∣∣∣20−k +O(∣∣∣|z| − 1− ǫ∣∣∣21−k), k = 0, 1, 2, 3, 4. (3.18)
Such a function is easy to construct, we skip the details here.
Now we define the cutoff functions χΩ, for any Ω > 0, as
χΩ(y) := χ(
y
Ω
). (3.19)
The constant κ(ǫ) is defined to control terms produced by the cutoff function χ,
κ(ǫ) :=
5∑
k=1
sup
|z|
∣∣∣ dk
d|z|kχ(|z|)
∣∣∣ + sup
z
∑
|l|=1,2,3
|χ− 34 (z) ∇lzχ| <∞. (3.20)
To justify that κ(ǫ) is finite, we have that the first term is finite since the function is smooth;
the second is also finite since the conditions in (3.18) imply that
∣∣∇lzχ(|z|)∣∣, |l| ≤ 3, approach
to zero faster than χ
3
4 (|z|) as |z| → 1 + ǫ, and recall that χ(|z|) > 0 when |z| < 1 + ǫ.
Next we formulate the second part of bootstrapping argument.
To make Theorem 3.1 applicable one needs to verify its conditions (3.4). For that purpose,
we need the following results, recall that the definition of Ω in (2.8) depends on ξ0,
Lemma 3.2. Suppose that when |y| ≤ Ω(τ) and τ ∈ [ξ0, τ1] with τ1 ≥ ξ0 + 20, the graph
function v of the rescaled MCF satisfies the estimates,∣∣∣v(·, τ)−√2 + τ−1yT B˜y∣∣∣ ≤ Ω− 25 (τ), and |∇ky∂lθv(·, τ)| ≤ Ω− 910 (τ), |k|+ l = 1, 2, (3.21)
12
and B˜ takes the form
B˜ =

 b1 0 00 b2 0
0 0 b3

 , bk = 1 or 0, k = 1, 2, 3. (3.22)
Then there exists a constant δ = δ(ξ0) > 0, such that
δ(ξ0)→ 0, as ξ0 →∞, (3.23)
and the following estimates hold.
There exist some constant C, independent of δ, and some small constant κ = κ(δ) > 0
such that at time τ = τ1 + 10κ and in the region
|y| ≤ (1 + 5κ)
(
Ω(τ)− C sup
|y|≤Ω(τ)
√
2 + τ−1yT B˜y
)
, (3.24)
v satisfies the estimates, for m = 1, 2, · · · , 5 and |k|+ l = 1, 2, · · · , 5 and |k| ≥ 1,∣∣∣ v(·, τ)√
2 + τ−1yT B˜y
− 1
∣∣∣, v−1∣∣∣∂mθ v∣∣∣, v|k|−1∣∣∣∇ky∂lθv(·, τ)∣∣∣ ≤ δ. (3.25)
The lemma will be proved in Section 7.
Assuming Theorem 3.1 and Lemma 3.2, we are ready to prove Theorems 2.1 and 2.2.
4 Proof of Main Theorem 2.1
As said earlier, we plan to prove Theorem 2.1 by bootstrapping arguments. To start it, we
need to verify certain estimates for the interval τ ∈ [ξ0, ξ0 + 40] with ξ0 being the initial
time and chosen to be large. They will be provided by our previous paper [14].
Recall that in [14] we defined a function R(τ) as, for some τ0 ≫ 1,
R(τ) :=
√
26
5
ln τ + 100 ln(1 + τ − τ0). (4.1)
And we derived estimates for v when |y| ≤ R(τ).
The definition of Ω(τ) in (2.8) implies that,
R(τ) ≥ Ω(τ) for τ ∈ [ξ0, ξ0 + 40], if ξ0 ≫ τ0.
13
Thus the results proved in [14] is applicable in this interval, most importantly they fulfill the
conditions (3.21) to make Lemma 3.2 applicable. Now we fix the constant ǫ in Theorem 3.1
to be the constant κ in Lemma 3.2, choose ξ0 to be sufficiently large such that δ in Lemma
3.2 is sufficiently small. Then by Lemma 3.2 the conditions in (3.4) hold in an interval
[ξ0, ξ0 + 40 + κ1] for some κ1 > 0. This makes Theorem 3.1 applicable in the same interval.
Results in Theorem 3.1 fulfills the condition (3.21), and hence makes Lemma 3.2 appli-
cable in the same interval. Lemma 3.2, in turn, makes the condition (3.4), hence Theorem
3.1 hold in an even larger interval [ξ0, ξ0 + 40 + κ2] with κ2 > κ1.
By bootstrapping these arguments, we find that the results in Theorem 3.1 hold in the
interval [ξ0, ∞).
We complete the proof of Theorem 2.1 by taking the estimates from Theorem 3.1.
5 Proof of Main Theorem 2.2
To facilitate later discussions we fix a large time τ1 of rescaled MCF, then define a new MCF.
The property we exploit is that MCF is scaling invariant, in the present situation it means
that if u(x, θ, t) is a solution to (3.1), then so is λ−1u(λx, θ, λ2t) for any λ > 0.
We define the new flow such that the part of the original flow parametrized by u is
parametrized by a new function p, from the time t1 = t(τ1), specifically
 zp(z, θ, s) cos θ
p(z, θ, s) sin θ

 , (5.1)
with p(z, θ, s) defined in terms of the functions u, and hence of the function v through the
identity (2.4),
p(z, θ, s) :=
1
λ
u(λz, θ, λ2s+ t1)
=
√
1− τ
1
10
1 s
τ
1
20
1
v
( τ 1201 z√
1− τ
1
10
1 s
, θ,− ln(1− τ
1
10
1 s) + τ1
)
,
(5.2)
where s, t1 λ are defined as
s :=
t− t1
λ2
, t1 := t(τ1), λ := τ
1
20
1
√
T − t1. (5.3)
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Recall that τ is defined by a bijection τ = − ln(T − t), t1 is the time t when τ(t) = τ1. The
blowup time here is τ
− 1
10
1 since as s→ τ−
1
10
1 , τ = −ln(1− τ
1
10
1 s) + τ1 →∞.
We plan to study this flow, or equivalently the function p, in the small positive time
interval s ∈ [0, τ−
1
10
1 ] and z in the set |z| ∈
[√
2τ
1
2
1 − τ
1
4
1 ,
√
2τ
1
2
1 + τ
1
4
1
]
. Then we transfer the
estimates to the corresponding part for u through the second identity in (5.2), and obtain
the desired estimates.
We derive estimates for the function p by those for v, and the latter is estimated in detail
in Theorem 3.1. Provided that τ is sufficiently large, then in the region |y| ≤ 3τ 12+ 120 , (3.13)
implies that,
|w(y, σ, τ)| ≤ 〈y〉3‖〈y〉−3w(·, τ)‖∞ .〈y〉3τ−2 . τ− 720 , (5.4)
and similarly from the estimates in (3.14) and (3.15),∑
k+|l|=1
|∂kθ∇lyw(·, τ)| . τ−
1
2 ,
∑
k+|l|=2
|∂kθ∇lyw(·, τ)| . τ−
1
2 . (5.5)
These, together with the decomposition of v and the estimates in (3.8)-(3.10), make,∣∣∣v(y, θ, τ)−√2 + τ−1|y|2∣∣∣ . τ− 720 , ∑
k+|l|=1,2
|∂kθ∇lyv(·, τ)| . τ−
1
2 , for |y| ≤ 3τ 12+ 120 . (5.6)
At s = 0 and |z| ∈ [√2τ 121 −τ 141 ,√2τ 121 +τ 141 ], the last identity in (5.2) makes the estimates
on v in (5.6) applicable, thus
|p(z, θ, 0)−
√
2| . τ−
1
20
1 , (5.7)
and
|∇kz∂lθp(z, θ, 0)| ≤ τ−
2
5
1 , |k|+ l = 1, 2. (5.8)
Now we consider the negative time interval s ∈ [−1, 0]. This, by the identity in (5.2),
corresponds to the time interval τ ∈ [− ln(1 + |s|τ 1101 ) + τ1, τ1] for the rescaled MCF. The
estimates on v imply that, for s ∈ [−1, 0] and |z| ∈ [√2τ 121 − τ 141 ,√2τ 121 + τ 141 ],
1 ≤ p ≤ 10, |∇kz∂lθp| ≤ τ−
3
10
1 , |k|+ l = 1, 2. (5.9)
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The estimates above make the techniques of local smooth extension applicable. This,
together with the regularity estimate, and interpolation between the estimates of the deriva-
tives, implies that in the set
s ∈ [0, τ−
1
10
1 ] and |z| ∈
[√
2τ
1
2
1 −
1
2
τ
1
4
1 ,
√
2τ
1
2
1 +
1
2
τ
1
4
1
]
, (5.10)
we have
|p(z, θ, s)−
√
2| ≤ Cτ−
1
20
1 ; (5.11)
and for any fixed N ∈ N, there exists a constant ǫ(τ1) satisfying lim
τ→∞
ǫ(τ) = 0, such that
|∇mz ∂nθ p(z, θ, s)| ≤ ǫ(τ1), 1 ≤ |m|+ n ≤ N,
and hence, there exists a constant CN such that
p|m|−1|∂nθ∇my p(z, θ, s)| ≤ CNǫ(τ1). (5.12)
These directly enable us to estimate the function u through the second identity in (5.2).
Indeed, for any z and t satisfying
τ
1
20
1
√
T − t(τ1)
[√
2τ
1
2
1 −
1
2
τ
1
4
1
]
≤ |z| ≤ τ
1
20
1
√
T − t(τ1)
[√
2τ
1
2
1 +
1
2
τ
1
4
1
]
, (5.13)
and
t ∈[t(τ1), T ], (5.14)
we have that, for example, if |k| = 3, then by (5.12),
u2|∇kzu(z, θ, t)| = p2
∣∣∣∇kxp(x, θ, s)∣∣∣
z=τ
1
20
1
√
T−t(τ1)x, s=t1+τ
1
10
1
(T−t(τ1))
≤ CNǫ(τ1), (5.15)
and the other estimates in (2.17) will be derived similarly. The estimate in (2.18) will be
derived easily, hence will be skipped.
Until now we only proved part of Item B of Theorem 2.2, specifically we need to prove
the estimates also hold for time t ∈ [t1, T ] and for any z satisfying |z| ≤
√
2τ
1
20
1
√
T − t(τ1)τ
1
2
1 ,
which is obviously larger than that in (5.13) and (5.14).
It turns out that what is left can be obtained similarly and more easily. The reason is
that for each fixed small z 6= 0, by the rescaling y = 1√
T−t(τ)z = e
1
2
τz and that e
1
2
τ grows
much faster than τ , it will become a y with |y| = 2τ 12+ 120 at some time t(τ) ≥ t(τ1). After
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the time t(τ) we apply the arguments above. Before t(τ), i.e. |y|2 ≤ 2τ 12+ 120 , we derive the
desired estimates for u from that of v, for the latter we derived very detailed estimates, see
(2.10) and (2.14). For example, for |k| = 2, we have, by (5.5),
u(z, θ, t)
∣∣∣∇kzu(z, θ, t)∣∣∣ = v(y, θ, τ)∣∣∣∇kyv(y, θ, τ(t))∣∣∣
z=e−
1
2
τy
. τ−
2
5 . (5.16)
The other estimates in (2.17), for |k| + l = 1, 2 will be derived similarly. For |k| + l > 2
we follow the steps in analyzing the regime |y| ≥ 2τ 12+ 120 , namely defining a new flow as in
(5.2) and choosing λ according to the considered region, and extending the solution by a
small time interval. The process is tedious, besides a sophisticated version will be used in
the proof of Lemma 3.2. We choose to skip the details here.
This completes the proof of Item B.
Now we prove Item A.
To see that u(·, t) is decreasing in t, we derive, from the equation for u in (3.1) and the
estimates in (2.17),
∂tu = −1
u
(
1 +O(δ(|z|, t))). (5.17)
By the smallness of δ and the positivity of u we find the desired result, namely u is decreasing
in t.
6 Proof of Theorem 3.1
We start with deriving an effective equation for χΩw, almost identically to those in [14].
Plug the decomposition of v in (3.6) into (3.2) to find
∂τw = −Lw + F (B, a) +G(~β1, ~β2, ~β3, α1, α2) +N1(v) +N2(η), (6.1)
where the linear operator L is defined as
L := −∆y + 1
2
y · ∇y − V −2a,B∂2θ −
1
2
− V −2a,B, (6.2)
the nonlinearity N2(η) is defined as
N2(η) :=− v−1 + V −1a,B − V −2a,Bη +
(
v−2 − V −2a,B
)
∂2θη
=− V −2a,Bv−1η2 − v−2V −2a,B(v + Va,B)η∂2θη,
(6.3)
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the function η is defined as
η(y, θ, τ) :=~β1(τ) · y + ~β2(τ) · ycosθ + ~β3(τ) · ysinθ + α1(τ)cosθ + α2(τ)sinθ + w(y, θ, τ),
(6.4)
and the function F (B, α) is defined as
F (B, α) :=− y
T (∂τB +B
TB)y
2
√
2a
√
2 + yTBy
+
1√
2a
√
2 + yTBy
[aτ
a
+ 1− 2a+ b11 + b22 + b22
]
+
(yTBTBy) (yTBy)
2
√
2a(2 + yTBy)
3
2
+
aτ
(2a)
3
2
yTBy√
2 + yTBy
,
(6.5)
and G(~β1, ~β2, ~β3, α1, α2) is defined as
G(~β1, ~β2, ~β3, α1, α2) :=
[ 2a
2 + yTBy
~β1 − d
dτ
~β1
] · y − d
dτ
~β2 · ycosθ − d
dτ
~β3 · ysinθ
+
[1
2
α1 − d
dτ
α1
]
cosθ +
[1
2
α2 − d
dτ
α2
]
sinθ.
Impose the cutoff function χΩ onto (6.1) and find
∂τ (χΩw) = −L(χΩw) + χΩ
[
F (B, a) +G(~β1, ~β2, ~β3, α1, α2) +N1(v) +N2(η)
]
+ µ(w), (6.6)
here the term µ(w) is defined as
µ(w) :=
1
2
(
y · ∇yχΩ
)
w +
(
∂τχΩ
)
w − (∆yχΩ)w − 2∇yχΩ · ∇yw. (6.7)
In what follows we prove (3.7)-(3.12) of Theorem 3.1. Here instead of going through the
lengthy process as in [14], we would like to argue that, loosely speaking, we can just take the
estimates in [14], since the estimates in the present situation are only different from those in
[14] by an order of O(τ−20).
To justify this, we recall that to prove the existence and uniqueness of the decomposition
in (3.6), we look for a, B, ~βk, k = 1, 2, 3, and αl, l = 1, 2, to fulfill the orthogonality
conditions (3.7),〈
e−
1
8
|y|2χΩ
[
v − (Va,B + ~β1 · y + ~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ)], e− 18 |y|2gk〉 = 0
(6.8)
where e−
1
8
|y|2gk, k = 1, 2, · · · , 18, are the 18 functions listed in (3.7). Hence gk = P (y)eimθ
where P (y) is a polynomial with degree less than or equal to 2, m = −1, 0, 1. We can prove
the existence by a standard fixed point argument.
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While in the previous paper [14] the condition is〈
e−
1
8
|y|2χR
[
v − (Va,B + ~β1 · y + ~β2 · ycosθ + ~β3 · ysinθ + α1cosθ + α2sinθ)], e− 18 |y|2gk〉 = 0.
(6.9)
where χR(y) = χ(
y
R
) and R(τ) is defined in (4.1). The two conditions are only different by
the cutoff functions. Since the function e−
1
8
|y|2 decays rapidly, and v grows modestly, we have
that the differences between two sets of parameters is of an order τ−20, as claimed. These
together with the results in [14] imply the desired estimates in (3.7)-(3.10) and (3.12).
Similarly every equation in (3.11) is derived by taking inner product 〈e− 18 |y|2(6.6), e− 18 |y|2gk〉.
Together with the analysis above, we see that the differences between those proved in [14]
and the present are of order τ−20, hence is negligibly small.
Next we prove (3.13)-(3.15) of Theorem 3.1.
Decompose w into four parts, according to the frequencies in θ,
w(y, θ, τ) = w0(y, τ) + e
iθw1(y, τ) + e
−iθw−1(y, τ) + Pθ,≥2w(y, θ, τ) (6.10)
where the functions wm, m = −1, 0, 1 are defined as,
wm(y, τ) :=
1
2π
〈w(y, ·, τ), eimθ〉θ. (6.11)
Here Pθ,≥2 is the orthogonal projection onto the subspace orthogonal to 1, e±iθ : for any
smooth function f(θ) =
∞∑
n=−∞
einθfn,
Pθ,≥2f(θ) =
∑
|n|≥2
einθfn.
The reason in decomposing w is that we will apply different techniques to estimate these
components. Specifically, we will estimate χΩw0 and χΩw±1 by propagator estimates; and
apply the maximum principle to estimate χΩPθ,≥2w(y, θ, τ).
To facilitate later discussions, we define controlling functions Mk, k = 1, 2, 3, 4. Recall
that we start our rescaled MCF at time τ = ξ0.
M1(τ) := max
ξ0≤s≤τ
1
κ(ǫ)Ω−4(s) + s−2
( ∑
m=−1,0,1
‖〈y〉−3χΩ(s)wm(·, s)‖∞
+
∥∥(100 + |y|2)− 32‖∂3θPθ,≥2χΩ(s)w(·, s)‖L2θ∥∥∞
)
,
(6.12)
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M2(τ) := max
ξ0≤s≤τ
Ω3(s)
κ(ǫ)
( ∑
m=−1,0,1
‖〈y〉−2∇yχΩ(s)wm(·, s)‖∞
+
∥∥(100 + |y|2)−1‖∂2θPθ,≥2∇yχΩ(s)w(·, s)‖L2θ∥∥∞
)
,
(6.13)
M3(τ) := max
ξ0≤s≤τ
Ω2(s)
κ(ǫ)
∑
|l|=2
( ∑
m=−1,0,1
‖〈y〉−1∇lyχΩ(s)wm(·, s)‖∞
+
∥∥(100 + |y|2)− 12‖∂θPθ,≥1∇lyχΩ(s)w(·, s)‖L2θ∥∥∞
)
,
(6.14)
M4(τ) := max
ξ0≤s≤τ
Ω3(s)
κ(ǫ)
( ∑
m=±1
‖〈y〉−2χΩ(s)wm(·, s)‖∞
+
∥∥(100 + |y|2)−1‖∂3θPθ,≥2χΩ(s)w(·, s)‖L2θ∥∥∞
)
.
(6.15)
Here and in the rest of the paper the norm ‖ · ‖L2
θ
and the inner product 〈·, ·〉θ signify the
L2−norm and L2-inner product in the θ−variable.
Our previous paper [14] provides the initial conditions for some of Mk, k = 1, 2, 3, 4.
Specifically, for some constant C and for any τ sufficiently large, with R(τ) defined in (4.1),
‖〈y〉−3χRw(·, τ)‖∞ ≤Cκ(ǫ)R−4(τ),
‖〈y〉−2∇my ∂nθ χRw(·, τ)‖∞ ≤Cκ(ǫ)R−3(τ), |m|+ n = 1,
‖〈y〉−1∇my ∂nθ χRw(·, τ)‖∞ ≤Cκ(ǫ)R−2(τ), |m|+ n = 2.
(6.16)
Besides these we need the following estimates,
Proposition 6.1. There exists some constant C such that, if τ is sufficiently large, then
‖〈y〉−3∂3θPθ,≥2χRw(·, τ)‖L2θ ≤Cκ(ǫ)R−4(τ), (6.17)
‖〈y〉−2∂2θ∇yPθ,≥2χRw(·, τ)‖L2θ ≤Cκ(ǫ)R
−3(τ), (6.18)∑
|k|=2
‖〈y〉−1∂θ∇kyPθ,≥2χRw(·, τ)‖L2θ ≤Cκ(ǫ)R
−2(τ). (6.19)
This proposition will be proved in Appendix A, based on the results proved in [14].
Note here we slightly abuse the notations: in [14], we require e−
1
8
|y|χRw to be orthogonal
to the functions listed in (3.7), while in the present paper we require that e−
1
8
|y|χΩw to
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satisfy the same orthogonal conditions. As argued in the estimates of parameters above, the
difference between χRw and χΩw in the overlapping part is of order τ
−20, which is negligibly
small for the present purpose.
The estimates in (6.16) and Proposition 6.1 directly imply that, for some C > 0, if ξ0 is
sufficiently large, then
Mk(ξ0) ≤ C. (6.20)
For the time τ ≥ ξ0, the functions Ml, k = 1, 2, 3, 4, satisfy the following estimates:
Proposition 6.2. Under the conditions in Theorem 3.1, there exists a constant C > 0,
independent of δ, such that for any τ ∈ [ξ0, τ1], l = 1, 2, 3, 4,
Ml(τ) ≤ C + Cδ
∑
l=1,2
4∑
k=1
Mlk, (6.21)
where τ1 is the same time to that in 3.1.
This proposition will be proved in subsequent sections.
Now assuming Proposition 6.2, we are ready to prove (3.13)-(3.15), which is part of
Theorem 3.1.
Proof. (6.20) and (6.21) imply that, if δ is sufficiently small, then for all τ ∈ [ξ0, τ1]
Mk(τ) . 1, k = 1, 2, 3, 4. (6.22)
This together with Lemma 6.3 below implies that, for example,
‖〈y〉−3χΩw(·, τ)‖∞ .
(
τ−2 + κ(ǫ)Ω−4(τ)
)
M1(τ) . τ−2 + κ(ǫ)Ω−4(τ). (6.23)
This is part of (3.13).
The other estimates in (3.13)-(3.15) will be derived similarly.
The proof is complete.
In the proof above the following lemma was used.
Lemma 6.3. There exists a constant C such that for any smooth function f : T → C, we
have that, for any l ∈ N,
‖Pθ,≥2f‖L∞
θ
≤ C‖∂lθPθ,≥2f‖L2θ , and ‖Pθ,≥2f‖L2θ ≤ ‖∂
l
θPθ,≥2f‖L2θ . (6.24)
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Proof. It is easy to prove the second estimate, by Fourier expanding f and analyzing each
frequency. We only prove the first one with l = 1. The others follow after applying the
second one.
Apply Pθ,≥2 to f , whose Fourier expansion takes the form f(θ) =
∞∑
n=−∞
einθfn, to have
Pθ,≥2f(θ) =
∑
|n|≥2
einθfn. (6.25)
Compute directly to obtain, for any ζ > 0,
|Pθ,≥2f(θ)| ≤
∑
|n|≥2
|fn| =
∑
|n|≥2
1
|n| |nfn| ≤ ζ
∑
|n|≥2
1
|n|2 +
1
ζ
∑
|n|≥2
|nfn|2 (6.26)
Now we choose ζ := ‖∂θPθ,≥2f‖L2 =
√∑
|n|≥2 |nfn|2, and use that
∑
|n|≥2
1
|n|2 < ∞ to find
the desired result.
7 Local Smooth Extension: Proof of Lemma 3.2
The main tools here are the local smooth extension, see [11], and comparing the rescaled
MCF to MCF, which were used in [9]. See also [4, 25, 23, 7].
To facilitate later discussions we define a new MCF by rescaling the old one, with a fixed
constant, and shifting time. Let τ1 be the chosen time in Lemma 3.2. We define
t1 := t(τ1) (7.1)
recall that τ and t are related (one to one) by τ := − ln(T − t). We rescale the MCF such
that the part of the manifold being a graph parametrized by u in (2.3) is parametrized as
√
T − t1

 zq(z, θ, s) cos θ
q(z, θ, s) sin θ

 , (7.2)
and it is related to the original evolution by
q(z, θ, s) =
1
λ
u(λz, θ, λ2s+ t1). (7.3)
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Here s and λ are defined as
s :=
t− t1
λ2
, λ :=
√
T − t1. (7.4)
This is a well defined MCF since MCF is scaling invariant, which means that if u(z, θ, t) is
a solution to (3.1), then so is λ−1u(λz, θ, λ2t) for any λ > 0.
The evolution of q is related to that of v by the identity,
q(z, θ, s) =
1
λ
u(λz, θ, λ2s+ t1)
=
√
1− s v( z√
1− s, θ,− ln(1− s) + τ1
)
. (7.5)
resulted by the identity relating v to u in (2.4) and elementary calculations.
(7.5) implies that the new MCF will blow up at time s = 1 and at z = 0.
Now we start proving Lemma 3.2.
Similar results were proved in our previous paper [14], where the considered region is
|y| ≤ R(τ) = O(√lnτ ), thus the considered part of hypersurface is very close to a cylinder
with radius
√
2. In the present situation, the considered region is |y| ≤ Ω(τ) = O(τ 12+ 120 ),
the radius are very different on the different scales if at least one of bk’s in (3.8) is 1. Hence
the difficulty here is to show that the estimates hold uniformly across all parts.
For that purpose, we consider the different regions separately. Let N be the smallest
integer such that
2N
√
2 ≥ sup
|y|≤Ω(τ)
√
2 + τ−11 yT B˜y, (7.6)
Then for n = 1, 2, · · · , N , we define the following overlapping regions Λn ⊂ R3,
Λn :=
{
y
∣∣ |y| ≤ Ω(τ1), and √2 + τ−11 yT B˜y ∈ [2n−1√2, 2n+1√2]}. (7.7)
It is easy to prove the local extension for the region Λ1 as in [14].
To study the evolution of q for positive time s ≥ 0, by the technique of smooth local
extension, we need information of q when s ∈ [−1, 0]. These will be provided, through the
identity (7.5), by the estimates on v in the region |y| ≤ Ω(τ).
v(y, θ, τ), restricted to the region |y| ≤ Ω(τ), can provides information for q(z, θ, s) in
the region
−1 ≤ s ≤ 0, and, |z| ≤ Ω(τ1), (7.8)
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since Ω(τ1)√
1+|s| ≤ Ω(− ln(1+ |s|) + τ1) when s ∈ [−1, 0] by the definition of Ω in (2.8), and the
different growth rates of Ω(− ln(1 + |s|) + τ1) and
√
1 + |s| for s ≤ 0.
And we observe that, by setting s = 0 in (7.5),
q(z, θ, 0) = v(z, θ, τ1). (7.9)
By the estimates for v and its derivatives in (3.21), we have that when
z ∈ Λ1 and s ∈ [−1, 0], (7.10)
the function q satisfies the estimate
1 ≤ q ≤ 10, |∇kz∂lθq| ≤ Ω−
1
2 (τ1), |k|+ l = 1, 2. (7.11)
This, together with the techniques of regularity estimate and of interpolation between the
estimates of derivatives, implies that when
s = 0, z ∈ {z|z ∈ Λ1, dist(z, ∂Λ1) ≥ 1},
we have, there exists some Ω˜(τ1) satisfying Ω˜(τ1)→∞ as Ω(τ1)→∞, such that∣∣∣q(·, 0)−√2 + τ−11 zT B˜z∣∣∣, ∣∣∣∇kz∂lθq(·, 0)∣∣∣ ≤ 1
Ω˜(τ1)
, if |k|+ l = 1, 2, 3, 4, 5. (7.12)
Here ∂Λ1 signifies the boundary of the set Λ1.
Let ξ0 be the constant in the definition of Ω(τ). For the positive time, s ≥ 0, we choose
ξ0, the initial time, to be large enough to make
1
Ω˜(τ1)
≤ 1
40
δ, with δ being the chosen small
constant in Lemma 3.2. By the local smooth extension, there exists a small constant κ = κ(δ)
such that
for s ≤ 10κ and z ∈
{
z|z ∈ Λ1, dist(z, ∂Λ1) ≥ 10
}
, (7.13)
the following estimates hold, for |k|+ l = 1, 2, 3, 4, 5,∣∣∣ 1√
1− sq(·, s)−
√
2 +
(
τ1 − ln(1− s)
)−1
(1− s)−1zT B˜z
∣∣∣, ∣∣∣∇kz∂lθq(·, s)∣∣∣ ≤ 120δ. (7.14)
Now we convert the estimates to that on v by the identity (7.5), for τ = τ1 − ln(1 − s)
and y = z√
1−s , with 0 ≤ s ≤ 10κ, and,
(1− s)y ∈ Λ˜1 := {z|z ∈ Λ1, dist(z, ∂Λ1) ≥ 10} (7.15)
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we have ∣∣∣v(y, θ, τ)−√2 + τ−1yT B˜y∣∣∣, v|k|−1∣∣∣∇ky∂lθv(y, θ, τ)∣∣∣ . δ. (7.16)
Now we consider the region Λn, n ≥ 2.
To make the arguments comparable to that for Λ1, we rescale q in (7.5) by defining
λn := 2
n and,
qn(z, θ, s1) :=λ
−1
n q(λnz, θ, λ
2
ns1),
=
√
1− s1
λn
v
( λn√
1− s1
z, θ,− ln(1− λ2ns1) + τ1
)
.
(7.17)
Note that this is a new MCF.
We observe that:
(1) When n ≥ 2, we only need to extend the solution into the positive time s1 ≤ 10λ−2n κ
since the purpose is to extend q into positive time 10κ, see the identity in (7.17) .
(2) when s1 ∈ [−1, 0] and z ∈ λ−1n Λn ⊂ λ−1n
{
y
∣∣ |y| ≤ Ω(− ln(1 − λ2ns1) + τ1)}, the
informations for qn(z, θ, s1) can still be provided by v(y, θ, τ), τ ∈ [ξ0, τ1], |y| ≤ Ω(τ),
through the second identity in (7.17) by the following reasons.
If the set Λn, n ≥ 2, is not empty, i.e.
√
2 + τ−11 yT B˜y ≥ 2
√
2 for some |y| ≤ Ω(τ1)
then the definition of Ω(τ) forces that τ1 − ξ0 ≥ τ
1
2
1 . By the second identity in (7.17)
and that λn is at most (a modest) 4τ
1
20
1 by (7.7), s1 can take any value in [−1, 0] since
for the corresponding time variable τ of v, we have τ = − ln(1− λ2ns1) + τ1 ∈ (ξ0, τ1].
For the z variable, we observe that even though the sets {y∣∣ |y| ≤ Ω(τ)} are increasing in
τ , the rescaling relation y = z√
T−t = e
1
2
τz (when we rescale u to v in (2.4)) renders that
the corresponding set for z is actually (favorably) shrinking. Recall that qn is a rescaled
version of q, and hence is a rescaled version of u. Hence v can provide information for
qn for s1 ∈ [−1, 0] and z ∈ λ−1n Λn ⊂ λ−1n {y | |y| ≤ Ω(τ1)}.
(3) The estimates in (3.21) imply that, at s1 = 0, for any z ∈ λ−1n Λn, since 1 ≤ λn < 4τ
1
20
1 ,∣∣∣qn(z, θ, 0)− λ−1n
√
2 + τ−11 λ2nzT B˜z
∣∣∣ ≤ Ω− 25 (τ1), and |∇kz∂lθqn(z, θ, 0)| ≤ Ω− 34 (τ1).
(7.18)
And for s1 ∈ [−1, 0], and for any z ∈ λ−1n Λn,
1 ≤ qn(z, θ, s1) ≤ 10, |∇kz∂lθqn(z, θ, s1)| ≤ Ω−
1
2 (τ1), |k|+ l = 1, 2. (7.19)
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Now we run the same arguments as those in (7.12)-(7.14), and find that,
for s1 ≤ 10λ−2n κ≪ 1 and z ∈
{
z|z ∈ λ−1n Λn, dist(z, ∂λ−1n Λn) ≥ 10
}
, (7.20)
the following estimates hold
|qn(z, θ, s1)− qn(z, θ, 0)| ≤ 1
20
δ (7.21)
and hence∣∣∣ 1√
1− s1
qn(z, θ, s1)− λ−1n
√
2 +
(
τ1 − ln(1− s1)
)−1
(1− s1)−1λ2nzT B˜z
∣∣∣ ≤1
5
δ, (7.22)
and similarly
|∂lθ∇kzqn(z, θ, s1)| ≤
1
5
δ, |k|+ l = 1, 2, 3, 4, 5. (7.23)
The estimates on qn imply those for q, and hence v through the identities in (7.17).
Here we have a minor difficulty. After rescaling back, some estimates will become ad-
versely large. For example, |∂kθ q|, k = 1, · · · , 5, will be of the order λnδ. To offset this, we
apply a factor q−1 or 1√
2+τ−1yT B˜y
to make
v−1|∂kθ v(y, θ, τ)| = q−1|∂kθ q(z, θ, t)| = q−1n |∂kθ qn(x, θ, λ−2n t)|z=λ−1n x . δ (7.24)
and
1√
2 + τ−1yT B˜y
|∂kθ v| . δ (7.25)
since λn = 2
n and by (7.6), (7.21) and (7.22),
√
2+τ−1yT B˜y
2n
, v√
2+τ−1yT B˜y
∈ [1
4
, 4] in the region
Λn.
And to some of the functions, for example ∇zq(z, θ, t), we do not need such help, since
itself is “scaling invariant” in the sense that
∇zq(z, θ, t) = ∇xqn(x, θ, λ−2n t)
∣∣∣
z=λ−1n x
,
and similarly for ∇kz∂mθ q, |k| ≥ 2, we have
q|k|−1|∇kzq(z, θ, t)| =
(
qn(x, θ, λ
−2
n t)
)|k|−1∣∣∣∇kxqn(x, θ, λ−2n t)∣∣∣
z=λ−1n x
.
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Consequently for τ = τ1 − ln(1− s) with 0 ≤ s ≤ 10κ, and
(1− s)y ∈ Λ˜n := {z|z ∈ Λn, dist(z, ∂Λn) ≥ 10λn} (7.26)
v satisfies the desired (3.24), namely for m = 1, · · · , 5, and |k|+ l = 1, · · · , 5, and |k| ≥ 1,
| v(·, τ)√
2 + τ−1yT B˜y
− 1|, v−1
∣∣∣∂mθ v∣∣∣, v|k|−1∣∣∣∇ky∂lθv(·, τ)∣∣∣ . δ. (7.27)
Now we need to prove that the union of the sets Λ˜n, defined in (7.26), includes the desired
set (3.24). This is easy, since in making sure there will not be a “hole” inside, we make the
overlapping of different sets Λn large enough. Recall that λn is at most 4τ
1
20
1 , see (7.7), while
the overlapping of different Λn is of order τ1.
The proof is complete.
8 Estimates for M1 and M4, Proof of part of (6.21)
We reformulate the results to Proposition 8.1, specifically estimates in (8.6) below.
To simplify the notations, in the rest of paper we use P (M) to denote
P (M) := 1 +
4∑
k=1
Mk +
4∑
k=1
M2k. (8.1)
Choose ξ0, which is the initial time for our rescaled MCF, to be sufficiently large such that(
κ(ǫ) + 1
)
Ω−
1
10 (τ) ≤ δ, for τ ≥ ξ0. (8.2)
Recall that Ω and κ(ǫ) are defined in (2.8) and (3.20) respectively.
In the rest of this section we prove the following estimates for the different components
in M1 and M4,
Proposition 8.1.
‖〈y〉−3w0(·, τ)‖∞ .
(
κ(ǫ)Ω−4(τ) + τ−2
)(
1 + δP (M)
)
, (8.3)
‖〈y〉−3w±(·, τ)‖∞ .
(
κ(ǫ)Ω−4 + τ−2
)(
1 + δP (M)
)
,
‖〈y〉−2w±(·, τ)‖∞ .δκ(ǫ)Ω−3P (M),
(8.4)
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and ∥∥∥(100 + |y|2)− 32‖Pθ,≥2∂3θχΩw(·, τ)‖L2θ
∥∥∥
∞
.δ
(
κ(ǫ)Ω−4 + τ−2
)
P (M),∥∥∥(100 + |y|2)−1‖Pθ,≥2∂3θχΩw(·, τ)‖L2θ
∥∥∥
∞
.δκ(ǫ)Ω−3P (M).
(8.5)
Consequently, by the definitions of M1 and M4 in (6.12) and (6.15),
M1 . 1 + δP (M), and M4 . δκ(ǫ)P (M). (8.6)
The proposition will be proved in subsequent subsections. (8.6) is directly implied by
the estimate before it.
The following results will be used frequently in controlling various terms in nonlinearity,
see e.g. (8.53) below. For convenience we state them here.
Lemma 8.2. For l1 = 0, 1, 2, and l2 = 0, 1, 2, 3,
‖〈y〉−3∂l1θ χΩw(·, τ)‖∞,
∥∥〈y〉−3‖∂l2θ χΩw(·, τ)‖L2θ∥∥∞ . (τ−2 + κ(ǫ)Ω−4)M1(τ), (8.7)
for n1 = 1, 2, and n2 = 1, 2, 3,
‖〈y〉−2∂n1θ χΩw(·, τ)‖∞,
∥∥〈y〉−2‖∂n2θ χΩw(·, τ)‖L2θ∥∥∞ . κ(ǫ)Ω−3M4(τ), (8.8)
for m1 = 0, 1, and m2 = 0, 1, 2,
‖〈y〉−2∂m1θ ∇yχΩw(·, τ)‖∞,
∥∥〈y〉−2‖∂m2θ ∇yχΩw(·, τ)‖L2θ∥∥∞ ≤ κ(ǫ)Ω−3M2(τ), (8.9)
and for |k| = 2, and d = 0, 1,
‖〈y〉−1∇kyχΩw(·, τ)‖∞,
∥∥〈y〉−1‖∇ky∂dθχΩw(·, τ)‖L2θ∥∥∞ . κ(ǫ)Ω−2M3(τ). (8.10)
Proof. To prove the first estimate in (8.7) we decompose w as in (6.10), and apply Lemma
6.3, to find, when l = 0, 1, 2,
‖〈y〉−3∂lθχΩw‖∞ .
∑
m=−1,0,1
‖〈y〉−3χΩwm‖∞ +
∥∥∥(100 + |y|2)− 32‖Pθ,≥2∂3θχΩw‖L2θ
∥∥∥
∞
, (8.11)
which, together with the definitions of M1, implies the desired estimate.
Similarly, for the second in (8.7)
‖χΩ∂l2θ w‖L2θ .
∑
m=−1,0,1
|wm|+ ‖Pθ,≥2∂3θχΩw‖L2θ . (8.12)
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then we consider the weighted L∞−norm to obtain the desired result.
The proof of the others are similar, except that we need to use, for example, in the proof
of (8.8), that ∂θw0 = 0 since w0 is θ−independent. Hence we skip the details here.
In the rest of this section we prove Proposition 8.1. Since similar techniques will be used
frequently in the rest of the paper, we present the details here.
8.1 Proof of (8.3)
From (6.6) we derive an equation for χΩw0 as
∂τχΩw0 = −HχΩw0 + χΩΣ + 1
2π
χΩ〈N1(v) +N2(η), 1〉θ + µ(w0), (8.13)
where the function Σ is defined as
Σ :=
1
2π
〈F (B, a) +G(~β1, ~β2, ~β3, α1, α2), 1〉θ = F (B, a) + [ 2a
2 + yTBy
~β1 − d
dτ
~β1] · y,
by using that F (B, a) is independent of θ; and the θ−dependent part of G is orthogonal to
1, hence does not contribute; and the linear operator H is defined as
H :=−∆y + 1
2
y · ∇y − 1
2
− a− τ− 12 + V1,
V1 :=
[ ayTBy
2 + yTBy
+ τ−
1
2
]
χ2Ω,
(8.14)
resulted from the observations
〈LχΩw, 1〉θ = HχΩw0, and χ2ΩχΩ = χΩ.
Here we use 〈V −2a,B∂2θw, 1〉θ = 0 since Va,B is independent of θ, the function χD is defined as
χD(|y|) := χ( |y|
D
), for any D > 0. (8.15)
In the definition of V1 in (8.14), we impose the cutoff function χ2Ω to make sure that V1 is
well defined for all y ∈ R3 since, by (3.8), the denominator 2+yTBy ≥ 1 when |y| ≤ 2(1+ǫ)Ω.
Now we study µ(w0) by dividing it into two parts:
µ(w0) =
1
2
(y · ∇yχΩ)w0 + Γ(w0) (8.16)
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with Γ(w0) defined as
Γ(w0) := (∂τχΩ)w0 − (∆yχΩ)w0 − 2∇yχΩ · ∇yw0.
The term Γ(w0) is small, by the definition χΩ(|y|) = χ( |y|Ω ) and the estimates in (3.4).
It is more involved to control the second term, resulted by two observations, as pointed
out in [14]: (1) the L∞-norm of the function 1
2
y · ∇yχΩ will not converge to 0 as τ → ∞,
instead, the definition χΩ(|y|) = χ( |y|Ω ) implies
sup
y
∣∣∣1
2
y · ∇yχΩ(y)
∣∣∣ = 1
2
sup
x≥0
∣∣∣χ′(x)∣∣∣, (8.17)
(2) the mapping χΩw → 12(y · ∇yχΩ)w = 12 y·∇yχΩχΩ χΩw is unbounded since |
y·∇yχΩ
χΩ
| → ∞ as
|y| → (1 + ǫ)Ω.
To overcome this difficulty, the key observation is that 1
2
y · ∇yχΩ has a favorable non-
positive sign, by the requirement χ(z) = χ(|z|) being decreasing in |z| (see (3.17)). Our
strategy is to absorb “most” of it into the linear operator. For that purpose we define a new
non-negative smooth cutoff function χ˜Ω(y) such that
χ˜Ω(y) =
[
1, if |y| ≤ Ω(1 + ǫ− Ω− 14 ),
0, if |y| ≥ Ω(1 + ǫ− 2Ω− 14 ) (8.18)
and require it satisfies the estimate
|∇kyχ˜Ω(y)| . Ω−
3
4
|k|, |k| = 1, 2. (8.19)
Such a function is easy to construct, hence we skip the details.
Then we decompose 1
2
(y · ∇yχΩ)w0 into two parts
1
2
(y · ∇yχΩ)w0 = 1
2
(y · ∇yχΩ)χ˜Ω
χΩ
χΩw0 +
1
2
(y · ∇yχΩ)(1− χ˜Ω)w0. (8.20)
The following three observations will be used in later development:
(A) The first part in (8.20) is a bounded (but not uniformly bounded) multiplication oper-
ator since, for some c(ǫ) > 0, ∣∣∣y · ∇yχΩ χ˜Ω
χΩ
∣∣∣ ≤ c(ǫ)Ω 14 . (8.21)
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(B) If Ω is sufficiently large, then by that | d
d|z|χ(|z|)| → 0 rapidly as |z| → 1 + ǫ, see (3.18),
we have, since ∇lyχΩ(y) = Ω−|l| ∇lzχ(z)
∣∣∣
z= y
Ω
,
∣∣∣∇ky(y · ∇yχΩ)(1− χ˜Ω))∣∣∣ ≤ Ω−5, |k| = 0, 1, 2. (8.22)
(C) If Ω is sufficiently large, then by the properties of χ in (3.18), we have that,∣∣∣∇ky[y · ∇yχΩ χ˜ΩχΩ
]∣∣∣ ≤ Ω− 14 , |k| = 1, 2. (8.23)
Returning to the equation for χΩw0 in (8.13), we absorb the first part in (8.20) into the
linear operator and leave the second to the remainder, thus
∂τ (χΩw0) = −H2(χΩw0) + χΩΣ + 1
2π
χΩ〈N1(v) +N2(η), 1〉θ + Λ(w0), (8.24)
with the linear operator H2 defined as
H2 := H − 1
2
χ˜Ω y · ∇yχΩ
χΩ
= H +
1
2
| χ˜Ω y · ∇yχΩ
χΩ
|,
and Λ is a linear operator defined as
Λ(w0) :=(
1
2
y · ∇yχΩ) (1− χ˜Ω)w0 + (∂τχΩ)w0 − (∆yχΩ)w0 − 2∇yχΩ · ∇yw0. (8.25)
Observing the operator e−
1
8
|y|2H2e
1
8
|y|2, mapping L2 space into itself, is self-adjoint, we
transform the equation accordingly
∂τ (e
− 1
8
|y|2χΩw0) = −L(e− 18 |y|2χΩw0)+e− 18 |y|2
[
χΩ
(
Σ +
1
2π
〈N1(v) +N2(η), 1〉θ
)
+ Λ(w0)
]
,
(8.26)
with the linear operator L defined as
L := e− 18 |y|2H2e 18 |y|2 = −∆y + 1
16
|y|2 − 3
4
− a− 1
2
− τ− 12 + V1 + 1
2
∣∣∣ χ˜Ω y · ∇yχΩ
χΩ
∣∣∣.
The orthogonality conditions imposed on e−
1
8
|y|2χΩw in (3.7) imply those for e−
1
8
|y|2χΩw0 :
e−
1
8
|y|2χΩw0 ⊥ e− 18 |y|2, e− 18 |y|2yk, e− 18 |y|2(1
2
y2k − 1), k = 1, 2, 3,
e−
1
8
|y|2ymyn, m 6= n, m, n = 1, 2, 3.
(8.27)
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Define the orthogonal projection onto the L2 subspace orthogonal to these 13 functions
by P13, which makes
P13e
− 1
8
|y|2χΩw0 = e−
1
8
|y|2χΩw0.
Apply the operator P13 on (8.26), and then apply Duhamel’s principle to have
e−
1
8
|y|2χΩw0 =U1(τ, ξ0)e−
1
8
|y|2χΩw0(ξ0) +
∫ τ
ξ0
U1(τ, s)P13e
− 1
8
|y|2Λ(w0)(s) ds
+
∫ τ
ξ0
U1(τ, s)P13e
− 1
8
|y|2χΩ
(
Σ(s) +
1
2π
〈N1 +N2, 1〉θ(s)
)
ds,
(8.28)
where U1(σ1, σ2) is the propagator generated by the linear operator −P13LP13 from σ2 to σ1,
with σ1 ≥ σ2.
The propagator satisfies the following estimate:
Lemma 8.3. There exists a constant C, such that for any function g and for any times
σ1 ≥ σ2 ≥ ξ0, we have that
‖〈y〉−3e 18 |y|2U1(σ1, σ2)P13g‖∞ ≤ Ce− 25 (σ1−σ2)‖〈y〉−3e 18 |y|2g‖∞. (8.29)
Proof. Recall that
L = −∆y + 1
16
|y|2 − 3
4
− a− 1
2
− τ− 12 + V1 + V2 (8.30)
with the multipliers V1 and V2 are defined as
V1 :=
[ ayTBy
2 + yTBy
+ τ−
1
2
]
χ2Ω, V2 :=
1
2
∣∣∣ χ˜Ω y · ∇yχΩ
χΩ
∣∣∣,
In the previous papers [6, 10, 17, 16, 15, 12], the identical results were proved for the
propagator generated by the linear operator L1, defined as
L1 := −∆y + 1
16
|y|2 − 3
4
− a− 1
2
+
ayTB1y
2 + yTB1y
,
with B1 is positive definite: B1 = τ
−1Id +O(τ−2). Then in [14], we prove the same results
for the linear operator
L2 := −∆y + 1
16
|y|2 − 3
4
− 1 + V2.
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By the same arguments in [14], one can prove the same result for the present operator
L, resulted by that both V1 and V2 are favorably nonnegative: the estimates on B and a in
(3.8) and (3.9) imply that V1 is non-negative; the function V2 is non-negative by definition.
Moreover we have that ‖(1 + |y|)−5Vk(τ)‖∞, |∇yVk| → 0 as τ →∞, k = 1, 2.
Thus here we choose to skip the proof.
Returning to the equation for e−
1
8
|y|2χΩw0 in (8.28), we apply the propagator estimate to
find
‖〈y〉−3χRw0(·, τ)‖∞ .e− 25 (τ−ξ0)‖〈y〉−3χRw0(·, ξ0)‖∞ +
∫ τ
ξ0
e−
2
5
(τ−s)‖〈y〉−3Λ(w0)(s)‖∞ ds
+
∫ τ
ξ0
e−
2
5
(τ−s)‖〈y〉−3(Σ + 1
2π
〈N1 +N2, 1〉θ)(s)‖∞ ds.
(8.31)
The terms on the right hand side satisfy the following estimates:
Proposition 8.4.
‖〈y〉−3Λ(w0)‖∞ .δκ(ǫ)Ω−4, (8.32)
‖〈y〉−3χRΣ‖∞ .τ−2, (8.33)
‖〈y〉−3χRN1‖∞ .δ
(
τ−2 + κ(ǫ)Ω−4
)
P (M), (8.34)
‖〈y〉−3χR〈N2, 1〉θ‖∞ .δ
(
τ−2 + κ(ǫ)Ω−4
)M1. (8.35)
The proposition will be proved in Subsection 8.1.1. Here κ(ǫ) and P (M) are defined in
(3.20) and (2.8) respectively.
We continue to study (8.31). Apply the estimates in Proposition 8.4 and the estimate
‖〈y〉−3χΩw(·, ξ0)‖∞ . κ(ǫ)Ω−4(ξ0)
from (6.20) to obtain the desired result,
‖〈y〉−3χΩw0(·, τ)‖∞ .e− 25 (τ−ξ0)Ω−4(ξ0) +
(
τ−2 + κ(ǫ)Ω−4
)(
1 + δP (M)
)
.
(
τ−2 + κ(ǫ)Ω−4
)(
1 + δP (M)
)
,
(8.36)
here we use the following facts: (1) Mk, k = 1, 2, 3, 4, are increasing functions, (2) for any
k > 0, there exists a constant Ck such that∫ τ
ξ0
e−
2
5
(τ−s)Ω−k(s) ds ≤ CkΩ−k(τ), and
∫ τ
ξ0
e−
2
5
(τ−s)s−2 ds . τ−2. (8.37)
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To prove the first estimates in (8.37), we find a function equivalent to the function Ω−k,
namely there exist constants Ck such that, for τ ≥ ξ0,
1
Ck
≤ Ω
−k(τ)
min{Ω−k(ξ0),
(
1 + τ − ξ0
)− 11
20
k}
≤ Ck. (8.38)
Compute directly to obtain ∫ τ
ξ0
e−
2
5
(τ−s)Ω−k(ξ0)ds . Ω−k(ξ0), (8.39)
and apply L′Hospital’s rule to obtain, for some ak > 0,∫ τ
ξ0
e−
2
5
(τ−s)
(
2 + s− ξ0
)− 11
20
k
ds ≤ ak
(
2 + τ − ξ0
)− 11
20
k
. (8.40)
We take the minimum of these two estimates (8.39) and (8.40). This, together with
(8.38), implies the desired first estimate in (8.37).
The second estimate in (8.37) will be proved similarly, hence we skip the details here.

8.1.1 Proof of Proposition 8.4
Proof. As said earlier, here we estimate the different terms in detail, since the techniques
will be used repeated in the rest of the paper.
To prove (8.32), we recall the definition of Λ(w0) in (8.25). For the first term, we use (8.22)
and the fact that |∇yχΩ| is supported by the set |y| ∈ [Ω, (1+ǫ)Ω], and |w0| . δ
√
1 + τ−1|y|2
in (3.4), to find
〈y〉−3|1− χ˜Ω| |y · ∇yχΩ| |w0| . κ(ǫ)Ω−71|y|≤(1+ǫ)Ω|w0| . δκ(ǫ)Ω−6. (8.41)
where, recall the definitions of Ω and κ(ǫ) in (2.8) and (3.20). For the others, besides applying
the techniques above, the derivatives of χΩ contribute some decay estimates, for example
|∇yχΩ| ≤ Ω−1χ′( |y|
Ω
).
This, together with that it is supported by the set |y| ∈ [Ω, (1 + ǫ)Ω], and that |∇yw0| ≤ δ,
|w0| . δ
√
1 + τ−1|y|2 by (3.4), implies the desired result,
‖〈y〉−3Λ(w0)‖∞ .δ
√
1 + τ−1Ω2
[
‖〈y〉−3∂τχΩ‖∞ + ‖〈y〉−3∆yχΩ‖∞
]
+ δκ(ǫ)Ω−4
.δκ(ǫ)Ω−4.
(8.42)
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It is easy to prove (8.33), by the estimates on the scalar functions in (3.8)-(3.11).
To prove (8.34), we observe that
|N1(v)| . δ|∇yv|2 + v−1|∂θv|2. (8.43)
Decompose v, and use the estimates in (3.8)-(3.10) to find
|∇yv|2 . τ−2|y|2V −2a,B + (1 + |y|2)τ−4 + |∇yw|2,
v−1|∂θv|2 . (1 + |y|2)τ−4 + v−1|∂θw|2.
(8.44)
We claim that
‖〈y〉−3χΩ|∇yw|2‖∞, ‖〈y〉−3χΩv−1|∂θw|2‖∞ .δκ(ǫ)Ω−4P (M). (8.45)
Suppose these hold, then these together with (8.43) imply the desired estimates (8.34).
Now we prove (8.45). Compare to proving the first one, it is easier to prove the second,
since the two operators ∂θ and χΩ commute. Hence we skip proving the latter here.
To prove the first one, compute directly to obtain
‖〈y〉−3χΩ|∇yw|2‖∞ . ‖〈y〉−2χΩ∇yw‖∞‖〈y〉−11≤(1+ǫ)Ω∇yw‖∞, (8.46)
where 1≤(1+ǫ)Ω is the Heaviside function taking value 1 for |y| ≤ (1 + ǫ)Ω, and 0 otherwise.
To control the first factor, we change the order of ∇y and χΩ to find
χΩ∇yw = ∇y(χΩw)− w∇yχΩ. (8.47)
Apply Lemma 8.2 to control the first term
‖〈y〉−2∇y(χΩw)‖∞ . κ(ǫ)Ω−3M2. (8.48)
It is more involved to estimate the second term in (8.47). Since similar arguments will be
used repeatedly in the rest of the paper, we make a detailed presentation here. The difficulty
is that, due to technical reasons, we need a factor of cutoff function χΩ in χΩw to prove it
decays rapidly; without this, we can not prove that w decays. In the present situation, for
the term w∇yχΩ, we do not have a factor χΩ since supz{|∇zχ(z)χ(z) |} =∞. Here we try to have
some fractional power of it.
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The detailed estimate is the following:
〈y〉−2|w∇yχΩ| ≤Ω−3|χΩw| 34 |w| 14 sup
z
{|∇zχ(z)
χ
3
4 (z)
|}
.κ(ǫ)δ
1
4 (1 + τ−1Ω2)
1
8Ω−3
[
Ω3
(
κ(ǫ)Ω−4 + τ−2
)
M1
] 3
4
.Ω−
1
2
(
κ(ǫ)Ω−4 + τ−2
) 3
4M
3
4
1
(8.49)
based on the following facts,
(1) in the first step we use that ∇yχΩ = Ω−1(∇zχ)|z= y
Ω
and it is supported by the set
|y| ∈ [Ω, (1 + ǫ)Ω], thus in this region we have 〈y〉−2 ≤ Ω−2,
(2) in the second step we use that |χ− 34 ∇zχ| ≤ κ(ǫ) in (3.20); and |w| . δVa,B .
δ
√
1 + τ−1Ω2 by (3.4); and in the considered region
|χΩw| . Ω3‖〈y〉−3χΩw‖∞ . Ω3
(
κ(ǫ)Ω−4 + τ−2
)
M1.
(3) in the last step we use that κ(ǫ)δ
1
4 (1 + τ−1Ω2)
1
8Ω−
1
4 ≤ 1 by the condition in (8.2) and
the definition of Ω in (2.8).
(8.47)-(8.49) imply that the first factor in in (8.46) satisfies the estimate
‖〈y〉−2χΩ∇yw‖∞ . κ(ǫ)Ω−3M2 + Ω−3− 14M
3
4
1 . (8.50)
Now we estimate the second factor in (8.46), which is ‖〈y〉−11≤(1+ǫ)Ω∇yw‖∞. Insert the
identity 1 = χΩ + 1− χΩ before ∇yw to find
‖〈y〉−11≤(1+ǫ)Ω∇yw‖∞ ≤‖〈y〉−1χΩ∇yw‖∞ + ‖〈y〉−11≤(1+ǫ)Ω(1− χΩ)∇yw‖∞
.Ω‖〈y〉−2χΩ∇yw‖∞ + δΩ−1
.κ(ǫ)Ω−2M2 + Ω−2− 14M
3
4
1 + δΩ
−1,
(8.51)
where, in the second step we use that the cutoff function χΩ is supported on the set |y| ≤
(1 + ǫ)Ω, and use |∇yw| . δ by (3.4), and that 〈y〉−11≤(1+ǫ)Ω(1− χΩ) ≤ Ω−1, and in the last
step we take the estimate from (8.50).
This and (8.50) imply the desired (8.45).
To prove (8.35) we observe some cancellations. By the definition of N2(η) in (6.3),
〈N2(η), 1〉θ =− 〈V −2a,Bv−1η2, 1〉θ + 〈(v−2 − V −2a,B)∂2θη, 1〉θ
=− 〈V −2a,Bv−1η2, 1〉θ + 2〈v−3(∂θη)2, 1〉θ, (8.52)
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where we use that 〈V −2a,B∂2θη, 1〉θ = 0 since V −2a,B is independent of θ, and observe 〈v−2∂2θη, 1〉θ =
2〈v−3(∂θη)2, 1〉θ after integrating by parts in θ and using that ∂θv = ∂θη.
Apply the estimates in (3.4), decompose η as in (6.4), and apply (8.7) again to have the
desired result,
‖〈y〉−3χΩ〈N2(η), 1〉θ‖∞ .δ
∑
l=0,1
‖〈y〉−3χΩ∂lθη‖∞ . δ
[
τ−2 + κ(ǫ)Ω−4
]
(1 +M1). (8.53)
8.2 Proof of (8.4)
Since w−1 = w1, we only need to estimate w1.
We derive an equation for w1 from (6.6),
∂τχΩw1 = −
( −∆y + 1
2
y · ∇y − 1
2
)
χΩw1 +
1
2π
χΩ
〈
G+N1(v) +N2(η), e
iθ
〉
θ
+ µ(w1),
(8.54)
where the linear operator is derived from the operator L in (6.6) by
1
2π
〈Lw, eiθ〉θ = (−∆y + 1
2
y · ∇y − 1
2
)w1, (8.55)
resulted by a cancellation 〈−V −2a,B∂2θw − V −2a,Bw, eiθ〉θ = 0 since Va,B is independent of θ, and
also we use that 〈F (B, a), eiθ〉θ = 0 since F (B, a) is independent of θ.
As discussed in (8.20), to control the difficult term 1
2
(y ·∇yχΩ)w1 in µ(w1), we decompose
it into two parts
1
2
(y · ∇yχΩ)w1 = 1
2
(y · ∇yχΩ)χ˜Ωw1 + 1
2
(y · ∇yχΩ)(1− χ˜Ω)w1 (8.56)
and move the first part into the linear operator and the second to the remainder. This makes
∂τχΩw1 =−H1w1 + 1
2π
χΩ〈G+N1(v) +N2(η), eiθ〉θ + Λ(w1), (8.57)
where the linear operator H1 is defined as
H1 := −∆y + 1
2
y · ∇y − 1
2
+
1
2
∣∣∣ χ˜Ω y · ∇yχΩ
χΩ
∣∣∣
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and Λ(w1) is defined in the same way to that Λ(w0) in (8.25).
The orthogonality conditions imposed on χΩw in (3.7) imply that
e−
1
8
|y|2χΩw1 ⊥ e− 18 |y|2 , yke− 18 |y|2 , k = 1, 2, 3. (8.58)
We denote, by P4, the orthogonal projection onto the subspace orthogonal to these four
functions, which makes
P4e
− 1
8
|y|2χΩw1 = e−
1
8
|y|2χΩw1.
On (8.57) we apply e−
1
8
|y|2, and then P4, and then Duhamel’s principle to have
e−
1
8
|y|2χΩw1(τ) =U2(τ, ξ0)e−
1
8
|y|2χΩw1(ξ0)
+
∫ τ
ξ0
U2(τ, σ)P4
[ 1
2π
χΩ〈G+N1(v) +N2(η), eiθ〉θ + Λ(w1)
]
(σ) dσ.
(8.59)
where U2(τ, σ) is the propagator generated by −P4e− 18 |y|2H1e 18 |y|2P4 from σ to τ.
The propagator satisfies the following estimates, as discussed in the proof of Lemma 8.3,
its proof is very similar to the proved cases, thus we choose to skip it.
Lemma 8.5. For l = 2, 3, and any function g,
‖〈y〉−le 18 |y|2U2(τ, σ)P4g‖∞ . e− 25 (τ−σ)‖〈y〉−le 18 |y|2g‖∞. (8.60)
Now we estimate the terms on the right hand side of (8.59), recall that P (M) is defined
in (8.1),
Proposition 8.6. For l = 2, 3,
‖〈y〉−l〈N1(v), eiθ〉θ‖∞ .δτ−2 + δκ(ǫ)Ω−l−1P (M), (8.61)
‖〈y〉−l〈N2(η), eiθ〉θ‖∞ .τ−4 + δκ(ǫ)Ω−l−1P (M), (8.62)
‖〈y〉−lΛ(w1)‖∞ .δ˜κ(ǫ)Ω−l−1, (8.63)
‖〈y〉−l〈G, eiθ〉θ‖∞ .τ−2. (8.64)
The proposition will be proved in subsubsection 8.2.1.
Suppose the proposition holds, then we prove the desired results forM1 andM4 in (9.1)
as in (8.36). Here we choose to skip the details.
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8.2.1 Proof of Proposition 8.6
Proof. In what follows we only consider the case l = 3. The proof for l = 2 is considerably
easier since the need decay estimate is slower, hence easier to prove. We skip that part.
For (8.61), since ‖〈y〉−3〈N1, eiθ〉θ‖∞ . ‖〈y〉−3N1‖∞, and the latter was estimated in
(8.34) satisfactorily, we take that as the desired results.
The proof of (8.63) is identical to that of (8.32), hence we skip the details here.
For (8.62), it is important to observe some cancellations,
〈N2(η), eiθ〉θ =〈−v−1 + V −1a,B − V −2a,Bη +
(
v−2 − V −2a,B
)
∂2θη, e
iθ〉θ
=〈−v−1 + v−2∂2θη, eiθ〉θ = −2〈v−3(∂θη)2, eiθ〉θ,
(8.65)
where we use that 〈−V −2a,Bη − V −2a,B∂2θη, eiθ〉θ = 0 and 〈V −1a,B, eiθ〉θ = 0 by that Va,B is inde-
pendent of θ; we integrate by parts in θ to find 〈v−1, eiθ〉θ = −〈∂2θv−1, eiθ〉θ, then use that
∂θv = ∂θη.
Decompose η as in (6.4) and apply Young’s inequality to obtain
|〈v−3(∂θη)2, 1〉θχΩ| . (1 + |y|2)τ−4 + χΩ〈v−3(∂θw)2, 1〉θ. (8.66)
Then apply the results in (8.45) on the last term to have the desired results.
For (8.64), the desired estimate follows from the estimates in (3.8)-(3.11).
8.3 Proof of (8.5)
In what follows we prove the estimate for
∥∥∥(100 + |y|2)− 32‖∂3θPθ,≥2χΩw‖L2θ
∥∥∥
∞
. It is easier to
estimate
∥∥∥(100 + |y|2)−1‖∂3θPθ,≥2χΩw‖L2θ
∥∥∥
∞
since its desired decay estimate is considerably
slower. Hence we skip this part.
The main tool here is the maximum principle. To make it applicable we start with
deriving an equation for ∂3θPθ,≥2χΩw from the equation for v in (3.2). We do not start from
the equation for w since (3.2) makes it easier to observe some positivity and cancellations.
To simplify the notation we define a new function Φ3 as
Φ3 := (100 + |y|2)−3〈Pθ,≥2∂3θχΩv, ∂3θχΩv〉θ = (100 + |y|2)−3〈Pθ,≥2∂3θχΩw, ∂3θχΩw〉θ, (8.67)
where we use that, by the decomposition of v in (3.6),
Pθ,≥2w = Pθ,≥2v. (8.68)
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Φ3 satisfies the equation
∂τΦ3 = −(L3 + V3)Φ3 − 2(100 + |y|2)−3‖Pθ,≥2∂3θ∇yχΩv‖2L2
θ
+ 2
3∑
k=1
Ψ3k, (8.69)
where the linear operator L3 + V3 is related to −∆+ 12y · ∇y − 1 by
L3 + V3 := (100 + |y|2)−3(−∆+ 1
2
y · ∇y − 1)(100 + |y|2)3,
and L3 is a differential operator, and V3 is a multiplier, defined as
L3 :=−∆+ 1
2
y · ∇y − 2(100 + |y|2)−3
(∇y(100 + |y|2)3) · ∇y,
V3 :=− 1 + 3|y|
2
100 + |y|2 −
18
100 + |y|2 −
24|y|2
(100 + |y|2)2 .
(8.70)
The functions Ψ3k, k = 1, 2, 3, are defined as
Ψ31 :=(100 + |y|2)−3〈Pθ,≥2∂3θχΩv, ∂3θχΩ
(
v−2∂2θv − v−1
)〉θ,
Ψ32 :=(100 + |y|2)−3〈Pθ,≥2∂3θχΩv, ∂3θχΩN1(v)〉θ,
Ψ33 :=(100 + |y|2)−3〈Pθ,≥2∂3θχΩv, µ(Pθ,≥2∂3θv)〉θ.
(8.71)
Here the µ−term in Ψ33 is defined in the same fashion to that in (6.7).
It is important to observe that Ψ31 contains some negative terms and they will be used
to cancel some difficult terms in Ψ32 and Ψ33. For the terms in Ψ32 and Ψ33 there are only
two possibilities: (1) they can be cancelled by the negative terms in Ψ31 and the second term
in (8.69), (2) they decay rapidly.
The result is the following, recall that P (M) is defined in (8.1),
Proposition 8.7. There exists some constant C > 0 such that
Ψ31 ≤− (18
25
− Cδ)(100 + |y|2)−3V −2a,B‖Pθ,≥2∂4θχΩv‖2L2
θ
+ Cδ2
[
τ−2 + κ(ǫ)Ω−4
]2
P 2(M),
(8.72)
Ψ33 ≤ 1
100
Φ3 + Cδ
2κ2(ǫ)Ω−8P 2(M), (8.73)
Ψ32 ≤ 1
100
(100 + |y|2)−3
[
V −2a,B‖Pθ,≥2∂4θχΩv‖2L2
θ
+ ‖Pθ,≥2∂3θ∇yχΩv‖2L2
θ
]
+ Cδ2
[
τ−2 + κ(ǫ)Ω−4
]2
P 2(M). (8.74)
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The proposition will be proved in subsubsection 8.3.1.
Assuming the proposition holds, we use the facts that ‖Pθ,≥2∂θf‖2L2
θ
≥ 4‖Pθ,≥2f‖2L2
θ
for
any smooth function f , and that δ is sufficiently small, to find that, for some C > 0,
2
∑
k=1,2,3
Ψ3k ≤− 28
5
(100 + |y|2)−3V −2a,B‖Pθ,≥2∂3θχΩv‖L2θ +
1
50
(100 + |y|2)−3‖Pθ,≥2∂3θ∇yχΩv‖2L2
θ
+
1
50
Φ3 + Cδ
2
[
τ−2 + κ(ǫ)Ω−4
]2
P 2(M).
Return to the equation for Φ3 in (8.69), and find that it takes a new form
∂τΦ3 ≤ −(L3 + V3)Φ3 −ΥΦ3 + Cδ2[τ−2 + κ(ǫ)Ω−4]2P 2(M), (8.75)
where Υ is a function defined as
Υ(y) :=
28
5
V −2a,B(y)−
1
50
+ V3(y).
It is critically important that Υ is strictly positive. This is indeed true, since in the region
|y| ≤ τ 14 , we have that Va,B ≈ 1√2 and V3 ≥ −32 , and when |y| ≥ τ
1
4 , V3 ≈ 2 and Va,B ≥ 0,
consequently
Υ ≥ 1. (8.76)
Thus, for some constant C > 0,
∂τΦ3 ≤ −(L3 + 1)Φ3 + Cδ2
[
τ−2 + κ(ǫ)Ω−4
]2
P 2(M). (8.77)
Before applying the maximum principle, we need to check the boundary condition. This
is indeed easy since cutoff function χΩ in the definition Φ3 makes Φ3(y, τ) = 0 if |y| ≥ (1+ǫ)Ω.
A standard application of the maximum principle yields,
Φ3(τ) .e
−(τ−ξ0)Φ3(ξ0) +
[
τ−2 + κ(ǫ)Ω−4
]2
P 2(M)
.
(
1 + δ2P 2(M)
)[
τ−2 + κ(ǫ)Ω−4
]2 (8.78)
where in the last step we use that Φ3(ξ0) . κ
2(ǫ)Ω−8(ξ0) by (6.17), and recall the definitions
of R(τ) and Ω(τ) in (4.1) and (2.8) respectively, and recall that we choose ξ0 ≫ τ0.
This implies the desired estimate after taking a square root on both sides.
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8.3.1 Proof of Proposition 8.7
Proof. We start proving (8.72) by separating the negative part of Ψ31 from the rest,
Ψ31(v) =(100 + |y|2)−3
[
− 〈Pθ,≥2∂4θχΩv, ∂2θχΩv−2∂2θv〉θ − 〈Pθ,≥2∂3θχΩv, ∂3θχΩv−1〉θ
]
=− (100 + |y|2)−3
[
D1 +D2 +D3
]
,
(8.79)
where in the first step and in the first term we integrate by parts in θ, and the terms
Dl, l = 1, 2, 3, are defined as
D1 :=〈Pθ,≥2∂4θχΩv, v−2Pθ,≥2∂4θχΩv〉θ − 〈Pθ,≥2∂3θχΩv, v−2Pθ,≥2∂3θχΩv〉θ,
D2 :=〈Pθ,≥2∂4θχΩv, v−2(1− Pθ,≥2)∂4θχΩv〉θ + 〈Pθ,≥2∂3θχΩv, v−2(1− Pθ,≥2)∂3θχΩv〉θ,
D3 :=〈Pθ,≥2∂4θχΩv, χΩ
[
∂2θ (v
−2∂2θv)− v−2∂4θv
]〉θ − 〈Pθ,≥2∂3θχΩv, χΩ(∂3θv−1 + v−2∂3θv)〉θ.
D1 is important since it contains positive terms. Apply |Va,Bv − 1| . δ in (3.4), and use
that for any smooth function f , ‖Pθ,≥2∂4θf‖2L2
θ
≥ 4‖Pθ,≥2∂3θf‖2L2
θ
to find, for some C > 0,
D1 ≥(3
4
− Cδ)V −2a,B
〈
Pθ,≥2∂4θχΩv, Pθ,≥2∂
4
θχΩv
〉
θ
. (8.80)
For D2, since the operator (1− Pθ,≥2)∂4θ removes all the frequencies except e±iθ,
(1− Pθ,≥2)∂4θχΩv =
1
2π
χΩ
[
eiθ〈v, eiθ〉θ + e−iθ〈v, e−iθ〉θ
]
thus
〈Pθ,≥2∂4θχΩv, v−2(1− Pθ,≥2)∂4θχΩv〉θ =
1
2π
[
KχΩ〈v, eiθ〉θ + χΩK〈v, e−iθ〉θ
]
. (8.81)
Here the term K is defined as,
K := 〈Pθ,≥2∂4θχΩv, v−2eiθ〉θ = 〈Pθ,≥2∂4θχΩv, Pθ,≥2v−2eiθ〉θ.
Since v = Va,B + η, Va,B is independent of θ, and
|η|
Va,B
. δ in (3.4), we have
|Pθ,≥2v−2eiθ| . δV −2a,B, and hence |K| .δV −2a,B‖Pθ,≥2∂4θχΩv‖L2θ . (8.82)
Returning to (8.81), we decompose v and apply (8.7) to find that
(100 + |y|2)− 32χΩ|〈v, eiθ〉| . τ−2 + (100 + |y|2)− 32‖χΩw‖L2
θ
. (τ−2 + κ(ǫ)Ω−4)(1 +M1).
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These together with Young’s inequality make, for some C > 0,
(100 + |y|2)−3
∣∣∣〈Pθ,≥2∂4θχΩv, v−2(1− Pθ,≥2)∂4θv〉θ∣∣∣
≤ 1
100
V −2a,B(100 + |y|2)−3‖Pθ,≥2∂4θχΩv‖2L2
θ
+ Cδ2(τ−2 + κ(ǫ)Ω−4)2(1 +M1)2.
(8.83)
We estimate the second term in D2 similarly and find
|(100 + |y|2)−3D2| ≤ 1
50
(100 + |y|2)−3V −2a,B‖Pθ,≥2∂4θχΩv‖2L2
θ
+ Cδ2(1 +M21)(τ−2 + κ(ǫ)Ω−4)2.
(8.84)
To estimate D3 we find parts of the integrands satisfy the estimate
v|∂2θ (v−2∂2θv)− v−2∂4θv|, v|∂3θv−1 + v−2∂3θv| .δ
∑
k=1,2
|∂kθ v|
.δ
[
(1 + |y|)τ−2 +
∑
k=1,2
|∂kθw|
]
.
This, together with Lemma 6.3 and Young’s inequality, implies, for some C > 0,
|(100 + |y|2)−3D3| ≤ 1
100
(100 + |y|2)−3V −2a,B‖Pθ,≥2∂4θχΩv‖2L2
θ
+ Cδ2
[
τ−2 + κ(ǫ)Ω−4
]2
M21.
(8.85)
This, together with (8.79), (8.80) and (8.84), implies the desired estimate (8.72).
Now we prove (8.74). We divide Ψ32 into two parts
Ψ32 =(100 + |y|2)−3
[
〈Pθ,≥2∂3θχΩv, ∂3θχΩN11〉θ + 〈Pθ,≥2∂3θχΩv, ∂3θχΩN12〉θ
]
:=(100 + |y|2)−3
[
W1 +W2
]
, (8.86)
where Wl, l = 1, 2, are naturally defined, and N1l, l = 1, 2, are two parts of N1:
N1 = N11 +N12, (8.87)
where N11 is defined as
N11 := −
∑3
k=1(∂ykv)
2∂2ykv
1 + |∇yv|2 + (∂θvv )2
−
∑
i 6=j
∂yiv∂yjv
1 + |∇yv|2 + (∂θvv )2
∂yi∂yjv,
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and N12 is different from N11 by that each term has a factor v
−l, l = 2, 3, 4,
N12 :=− v−4 (∂θv)
2∂2θv
1 + |∇yv|2 + (∂θvv )2
+ v−2
2∂θv
1 + |∇yv|2 + (∂θvv )2
3∑
l=1
∂ylv∂yl∂θv
+ v−3
(∂θv)
2
1 + |∇yv|2 + (∂θvv )2
.
We start with estimating W1.
Observe that all the terms in N11 are of the form
∂ykv∂ylv
1+|∂yv|2+v−2(∂θv)2 ∂yk∂ylv, k, l = 1, · · · , 3.
We apply the estimates |∂mθ ∇kyv|, v−1|∂nθ v| . δ when m + |k| ≤ 5 and |k| ≥ 1, n = 1, 2, in
(3.4) and compute directly to obtain
χΩ|∂3θN11| .χΩ
3∑
m=0
∑
k,l=1,2,3
∣∣∣∂mθ (∂ykv∂ylv∂yk∂ylv)∣∣∣ . δχΩ ∑
m+n=0,1,2,3
|∂mθ ∇yv||∂nθ∇yv|. (8.88)
Now we estimate χΩ|∇yv||∂3θ∇yv|, which is the only term containing a fourth order
derivative. Compute directly to find
D :=(100 + |y|2)− 32χΩ‖∇yv ∂3θ∇yv‖L2θ . (100 + |y|2)−
3
2‖∇yv‖L∞
θ
‖χΩ∂3θ∇yv‖L2θ (8.89)
For the factor ‖χΩ∂3θ∇yv‖L2θ we decompose v and change the order χΩ and ∇y, to find,
D .δ(100 + |y|2)− 32‖Pθ,≥2∂3θ∇yχΩw‖L2θ + ‖〈y〉
−11≤(1+ǫ)Ω∇yv‖∞
∑
m=±1
‖〈y〉−2∇yχΩwm‖∞
+ δ(100 + |y|2)− 32 |∇yχΩ|‖∂3θw‖L2θ + δτ
−2
.δ(100 + |y|2)− 32‖Pθ,≥2∂3θ∇yχΩv‖L2θ + (τ
−2 + κ(ǫ)Ω−4)P (M),
where, we use that |∇yv| . δ in (3.4), and we control ‖〈y〉−11≤(1+ǫ)Ω∇yv‖∞ as in (8.51) after
decomposing v; and we observe that, for m = ±1, by the definition of M4,
‖〈y〉−2∇yχΩwm‖∞ . ‖〈y〉−2∇yχΩ∂θw‖∞ . κ(ǫ)Ω−3M4,
and moreover in the last step we use Pθ,≥2w = Pθ,≥2v, and we argue as in (8.49) to find
(100 + |y|2)− 32 |∇yχΩ|‖∂3θw‖L2θ . κ(ǫ)Ω−
9
2M
3
4
4 , (8.90)
Compare to estimating D, it is easier to control the other one in (8.88) resulted by the
lower number of derivatives. Compute directly to have, for m+ n = 0, 1, 2, 3 and m,n ≤ 2,
(100 + |y|2)− 32
∥∥∥χΩ∂mθ ∇yv ∂nθ∇yv∥∥∥
L2
θ
.
(
τ−2 + κ(ǫ)Ω−4
)
P (M). (8.91)
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Collect the estimates above to obtain
(100 + |y|2)− 32χΩ‖∂3θN11‖L2θ . δ(100 + |y|
2)−
3
2‖∂3θ∇yPθ,≥2χΩw‖L2θ + δ
(
τ−2 + κ(ǫ)Ω−4
)
P (M).
(8.92)
Returning to the definition of W1 in (8.86), and applying Young’s inequality, we find
(100 + |y|2)−3|W1| ≤ 1
100
(100 + |y|2)−3‖∂3θ∇yPθ,≥2χΩw‖2L2
θ
+ Cδ2
(
τ−2 + κ(ǫ)Ω−4
)2
P 2(M).
(8.93)
Now we estimate W2, which, after integrating by parts in θ, becomes
W2 = −〈v−1Pθ,≥2∂4θχΩv, v∂2θχΩN12〉θ (8.94)
Compute directly and use (3.4) to find
|v∂2θN12| .
∑
m=0,1,2
[
v−1|∂mθ
(∇yv∂θv∇y∂θv)|+ v−3|∂mθ ((∂θv)2∂2θv)|+ v−2|∂mθ (∂θv)2|]
.δ
∑
m=1,2,3
|∂mθ v|.
(8.95)
Decompose v, and consider it in the space ‖ · ‖L2
θ
and apply Lemma 8.2 to find
χΩ〈y〉−3‖v∂2θN12‖L2θ . δ
(
τ−2 + κ(ǫ)Ω−4
)(
1 +M1
)
.
Return to (8.94) and find, for some C > 0,
(100 + |y|2)−3|W2| ≤ 1
100
(100 + |y|2)−3V −2a,B‖Pθ,≥2∂4θχΩv‖2L2
θ
+ Cδ2(τ−2 + κ(ǫ)Ω−4)2P 2(M).
(8.96)
This, together with the estimate for W1 in (8.93) and the identity in (8.86), implies the
desired (8.74).
Now we prove (8.73). The key observation is that the difficult term has a favorable sign,
specifically, the fact y · ∇yχΩ ≤ 0 makes〈
Pθ,≥2∂3θχΩv, (y · ∇yχΩ)∂3θv
〉
≤ 0.
Compute directly to find
Ψ33 ≤(100 + |y|2)−3〈Pθ,≥2∂3θχΩv, Pθ≥2∂3θ
(
(∂τχΩ)v − (∆yχΩ)v − 2∇yχΩ · ∇yv
)
〉θ
≤ 1
100
(100 + |y|2)−3‖Pθ,≥2∂3θχΩv‖2L2
θ
+ δ2κ2(ǫ)Ω−8,
(8.97)
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where the decay estimates are from the derivatives of χΩ and that they are supported by the
set |y| ∈ [Ω, (1 + ǫ)Ω], and we use that |Pθ,≥2w| = |Pθ,≥2η| . maxθ |η(θ)| . δ
√
1 + τ−1Ω2,
and |∇yv| . δ, see (3.4).
9 Estimate for M2, Proof of part of (6.21)
The following results obviously imply the desired estimate for M2.
Proposition 9.1.∑
m=±1, 0
‖〈y〉−2∇yχΩwm(·, τ)‖∞,
∥∥〈y〉−2‖∇yPθ,≥2∂2θχΩw(·, τ)‖L2θ∥∥∞ . δκ(ǫ)Ω−3P (M). (9.1)
The proposition will be proved in subsequent subsections.
Compare to the proof of Proposition 8.1, the main difficulty here is that we need to
estimate higher order derivatives of w. On the other hand the needed decay estimates here
are considerably slower, thus make it easier to prove.
Hence when we do not need new technical tools, we will skip the details.
9.1 Proof of the estimate for ‖〈y〉−2∇yχΩw0(·, τ)‖∞ in (9.1)
Derive an equation for ∇yχΩw0 by taking a ∇y on the equation for χΩw0 in (8.24),
∂τ (∇yχΩw0) = −(H2 + 1
2
)(∇yχΩw0) +∇yχΩ
(
Σ +
1
2π
〈N1(v) +N2(η), 1〉θ
)
+ Λ1(w0),
(9.2)
where, the linear operator H2 of (8.24) becomes H2 +
1
2
here by the commutation relation:
for any function g and l = 1, 2, 3,
∂yl
1
2
y · ∇yg = (1
2
y · ∇y + 1
2
)∂ylg, (9.3)
and the term Λ1(w0) is defined as
Λ1(w0) :=∇yΛ(w0) + 1
2
(∇y χ˜Ω y · ∇yχΩ
χΩ
)χΩw0 + (∇yV −2a,B)χΩw0
=∇y
(
(∂τχΩ)w0 − (∆yχΩ)w0 − 2∇yχΩ · ∇yw0
)
+
1
2
(y · ∇yχΩ)(1− χ˜Ω)∇yw0 (9.4)
+
1
2
(∇y(y · ∇yχΩ))w0 − 1
2
(y · ∇yχΩ)χ˜Ω∇yχΩ
χΩ
w0 + (∇yV −2a,B)χΩw0, (9.5)
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where the expression is simplified after observing ∇y(1− χ˜Ω) +∇yχ˜Ω = 0.
The orthogonality conditions imposed on χΩw in (3.7) imply that
e−
1
8
|y|2∇yχΩw0 ⊥ e− 18 |y|2, yke− 18 |y|2, k = 1, 2, 3. (9.6)
Denote the orthogonal projection onto the subspace orthogonal to these 4 functions by
P4, which makes
P4e
− 1
8
|y|2∇yχΩw0 = e− 18 |y|2∇yχΩw0. (9.7)
Returning to (9.2), we apply e−
1
8
|y|2, P4, and then Duhamel’s principle to obtain
e−
1
8
|y|2∇yχΩw0 = U3(τ, ξ0)e− 12 (τ−ξ0)e− 18 |y|2∇yχΩw0(ξ0)
+
∫ τ
ξ0
U3(τ, s)e
− 1
2
(τ−s)P4e−
1
8
|y|2∇y
(
χΩ
(
Σ+
1
2π
〈N1 +N2, 1〉θ
)
+ Λ1(w0)
)
(s)ds,
(9.8)
where U3(τ, σ) is the propagator generated by −P4e− 18 |y|2(H2 + 12)e
1
8
|y|2P4 from σ to τ.
We have the following estimate for the propagator. As discussed in the proof of Lemma
8.3, its proof is very similar to the proved cases, thus we choose to skip the proof.
Lemma 9.2. For any function g and σ1 ≥ σ2 ≥ ξ0,
‖〈y〉−2e 18 |y|2U3(σ1, σ2)P4g‖∞ . e− 25 (σ1−σ2)‖〈y〉−2e 18 |y|2g‖∞. (9.9)
Next we estimate the terms on the right hand side. Recall that P (M) is defined in (8.1).
Proposition 9.3.
‖〈y〉−2∇yχΩΣ‖∞ .τ−2, (9.10)
‖〈y〉−2∇yχΩN1‖∞ .δκ(ǫ)Ω−3P (M), (9.11)
‖〈y〉−2∇yχΩ〈N2, 1〉θ‖∞ .δκ(ǫ)Ω−3(1 +M4), (9.12)
‖〈y〉−2Λ1(w0)‖∞ .δκ(ǫ)Ω−3(1 +M1). (9.13)
The proposition will be proved in subsection 9.1.1.
Suppose the proposition holds, then we prove the desired result for M2 in (9.1) as in
(8.36). Here we choose to skip the details.
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9.1.1 Proof of Proposition 9.3
Proof. It is easy to prove (9.10) by the estimates on the scalar functions in (3.8)-(3.11).
Now we prove (9.11). Reason as in (8.87), (8.88) and (8.95), to find that
|∇yχΩN1| . δχΩ
[ ∑
|k|=1,2
|∇kyv|2 +
∑
|k|=0,1
|∇ky∂θv|
]
+ δ2|∇yχΩ|. (9.14)
For the first term, apply the same techniques used in (8.44) and (8.45) to find that,∑
|k|=1,2
‖〈y〉−2χΩ|∇kyv|2‖∞ . τ−2+δκ(ǫ)Ω−3P (M). (9.15)
For the second term, we discuss separately the cases |k| = 0 and |k| = 1. When |k| = 0,
we decompose v, and apply Lemma 8.2 to find that
‖〈y〉−2χΩ∂θη‖∞ . τ−2 + ‖〈y〉−2∂θχΩw‖∞ . τ−2 + κ(ǫ)Ω−3M4. (9.16)
For the case |k| = 1 we decompose v, change the order of ∇y and χΩ, to find that
〈y〉−2χΩ|∂θ∇yv| . τ−2 + 〈y〉−2|∂θ∇yχΩw|+ 〈y〉−2|∇yχΩ| |∂θw|.
We control the second term by . κ(ǫ)Ω−3M2 by Lemma 8.2. For the third term, we apply
the same techniques as in proving (8.49) to obtain,
〈y〉−2|∂θw∇yχΩ| ≤ Ω−3|χΩ∂θw| 34 |∂θw| 14 sup
z
{|∇zχ(z)|χ− 34 (z)} . Ω−3− 12M
3
4
4 . (9.17)
Consequently
‖〈y〉−2χΩ∇y∂θv‖∞ . τ−2 + κ(ǫ)Ω−3(δ +M2 + Ω− 12M
3
4
4 ). (9.18)
For the third term in (9.14) , we use that |∇yχΩ| = Ω−1χ′( |y|Ω ) and is supported by the
set |y| ∈ [Ω, (1 + ǫ)Ω] to find
〈y〉−2|∇yχΩ| . κ(ǫ)Ω−3. (9.19)
This, together with (9.15), (9.18) and (9.14), implies the desired (9.11).
Now we prove (9.12). Rewrite the expression 〈N2, 1〉θ as in (8.52), apply the estimates
in (3.4) and decompose η as in (6.4) to have
|∇yχΩ〈N2, 1〉θ| .δχΩ
∥∥∥v−1|η|(|∇yVa,B|+ |∇yη|) + |∂θη|∥∥∥
L2
θ
+ δ|∇yχΩ|
.δχΩ
∥∥∥τ− 12 |w|+ |∂θw|+ |∇yw|∥∥∥
L2
θ
+ δτ−2(1 + |y|) + δ|∇yχΩ|.
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This together with the techniques in proving (8.50) implies that
〈y〉−2|∇yχΩ〈N2, 1〉θ| .δκ(ǫ)Ω−3P (M). (9.20)
Now we prove (9.13), which contains two parts, (9.4) and (9.5). The terms in (9.4) will
be treated as those in (8.32), hence we skip the details.
The terms in (9.5) are new. Use that |∇yVa,B| . τ− 12 and the condition in (8.2) to obtain,
‖〈y〉−2(∇yVa,B)χΩw0‖∞ . τ− 12Ω‖〈y〉−3χΩw0‖∞ . δκ(ǫ)Ω−3M1, (9.21)
and for the other two terms, by the same strategies as those in proving (8.49),∣∣∣〈y〉−2(∇y(y · ∇yχΩ))w0∣∣∣ .Ω−3|χΩw0| 34 |w0| 14 sup
z
∣∣∣∇z(z · ∇zχ(z))
χ
3
4 (z)
∣∣∣ . Ω−3− 12M 341 ,∣∣∣〈y〉−2y · ∇yχΩ χ˜Ω ∇yχΩ
χΩ
w0
∣∣∣ .Ω−3|χΩw0| 12 |w0| 12 sup
z
∣∣∣z · ∇zχ(z)∇zχ
χ
3
2 (z)
∣∣∣ . Ω−3− 14M 121 .
(9.22)
9.2 Proof of the estimate for ‖〈y〉−2∇yχΩw±1(·, τ)‖∞ in (9.1)
Since w− and w+ are complex conjugate to each other, we only need to estimate one of them,
and we choose w1.
To derive an equation for∇yχΩw1, we take a derivative∇y on (8.57) and use commutation
relation in (9.3) to find,
∂τ∇yχΩw1 = −
(
H1 +
1
2
)∇yχΩw1 + 1
2π
∇yχΩ〈G+N1(v) +N2(η), eiθ〉θ + Λ2(w1), (9.23)
where Λ2(w1) is defined similarly to Λ1(w0) in (9.4) and (9.5),
Λ2(w1) :=∇y
(
(∂τχΩ)w1 − (∆yχΩ)w1 − 2∇yχΩ · ∇yw1
)
+
1
2
(y · ∇yχΩ)(1− χ˜Ω)∇yw1
+
1
2
(∇y(y · ∇yχΩ))w1 − 1
2
(y · ∇yχΩ)χ˜Ω∇yχΩ
χΩ
w1.
(9.24)
The terms satisfy the following estimates:
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Proposition 9.4.
‖〈y〉−2Λ2(w1)‖∞ .δκ(ǫ)Ω−3(1 +M4), (9.25)
‖〈y〉−2∇yχΩ〈G, eiθ〉θ‖∞ .τ−2, (9.26)
‖〈y〉−2∇yχΩN1‖∞ .δκ(ǫ)Ω−3P (M), (9.27)
‖〈y〉−2∇yχΩ〈N2, eiθ〉θ‖∞ .δτ−2 + δκ(ǫ)Ω−3(1 +M4). (9.28)
Proof. The proofs of (9.25) and (9.27) are almost identical to those of (9.13) and (9.11), we
skip the details here. The proof of (9.26) is easy by the estimates in (3.8)-(3.11), we also
skip the details.
For (9.28), after observing cancellations in 〈N2, eiθ〉θ in (8.65), we find
〈y〉−2|∇yχΩ〈N2, eiθ〉θ| .δ〈y〉−2
[
|∇yχΩ|+ χΩ
]
‖v−1∂θη‖θ
.δ〈y〉−2|∇yχΩ|+ δτ−2 + δχΩ‖∂θw‖L2
θ
.δκ(ǫ)Ω−3 + δτ−2 + δχΩ‖∂θw‖L2
θ
(9.29)
This, together with the estimates in (8.8) and the techniques in proving (8.50), implies (9.28).
Return to the equation (9.23). The orthogonality conditions of χΩw1 imply,
e−
1
8
|y|2∇yχΩw1 ⊥ e− 18 |y|2. (9.30)
Denote by P1 the orthogonal projection onto the subspace orthogonal to e
− 1
8
|y|2. This makes
P1e
− 1
8
|y|2∇yχΩw1 = e− 18 |y|2∇yχΩw1.
Then we have that
e−
1
8
|y|2∇yχΩw1(τ) = U4(τ, ξ0)e− 18 |y|2∇yχΩw1(ξ0)
+
∫ τ
ξ0
U4(τ, σ)P1
( 1
2π
∇yχΩ
〈
G+N1(v) +N2(η), e
iθ
〉
θ
+ Λ2(w1)
)
(σ) dσ.
(9.31)
Here U4(τ, σ) is the propagator generated by the linear operator −P1e− 18 |y|2(H1+ 12)e
1
8
|y|2P1.
We have the following estimate for the propagator. As discussed in the proof of Lemma
8.3, its proof is very similar to the previously proved ones, thus we choose to skip the proof.
Lemma 9.5. For any function g, and τ ≥ σ,
‖〈y〉−2e 18 |y|2U4(τ, σ)P1g‖L∞ . e− 25 (τ−σ)‖〈y〉−2e 18 |y|2g‖∞. (9.32)
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What is left is to apply (9.32) and Proposition 9.4 to obtain the desired estimate for
‖〈y〉−2∇yχΩw±1(·, τ)‖∞ in (9.1). The procedure is similar to (8.36), we skip the details here.
9.3 Proof of the estimate for
∥∥〈y〉−2‖∇yPθ,≥2∂2θχΩw(·, τ)‖L2θ∥∥∞ in (9.1)
Here we follow the steps in subsection 8.3.
By the equation for v in (3.2) and the commutation relation in (9.3), we find that the
function
Φ2 := (100 + |y|2)−2‖Pθ,≥2∇y∂2θχΩv‖2L2
θ
satisfy the equation
∂τΦ2 = −(L2 + V2)Φ2 − 2(100 + |y|2)−2
∑
k=1,2,3
‖Pθ,≥2∇y∂yk∂2θχΩv‖2L2
θ
+ 2
3∑
k=1
Ψ2k, (9.33)
where the linear operator L2 + V2 is related to −∆+ 12y · ∇y by the identity
L2 + V2 :=(100 + |y|2)−2
(
−∆+ 1
2
y · ∇y
)
(100 + |y|2)2, (9.34)
and the linear operators L2 and V2 are defined as,
L2 :=−∆+ 1
2
y · ∇y − 2(100 + y2)−2
(∇y(100 + |y|2)2) · ∇y,
V2 :=
2|y|2
100 + |y|2 −
12
100 + |y|2 −
8|y|2
(100 + |y|2)2 ,
and the functions Ψ2k, k = 1, 2, 3, are defined as
Ψ21 :=(100 + |y|2)−2
〈
Pθ,≥2∇y∂2θχΩv, ∇y∂2θχΩ
(
v−2∂2θv − v−1
)〉
θ
,
Ψ22 :=(100 + |y|2)−2
〈
Pθ,≥2∇y∂2θχΩv, ∇y∂2θχΩN1(v)
〉
θ
,
Ψ23 :=(100 + |y|2)−2
〈
Pθ,≥2∇y∂2θχΩv, ∇yµ(Pθ,≥2∂2θv)
〉
θ
.
Here µ is defined in the same fashion as that in (6.7).
For the terms on the right hand side we have
Proposition 9.6. There exists a constant C > 0 such that
Ψ21 ≤− (18
25
− Cδ)V −2a,B(100 + |y|2)−2‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M), (9.35)
Ψ23 ≤ 1
100
[
Φ2 + V
−2
a,B(100 + |y|2)−2‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
]
+ Cδ2κ2(ǫ)Ω−6P 2(M), (9.36)
Ψ22 ≤ 1
50
V −2a,B(100 + |y|2)−2‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M). (9.37)
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The proposition will be proved in subsubsection 9.3.1.
We continue to study (9.33). The estimates above imply that, for some C1 > 0,
∂τΦ2 ≤ −(L2 + 1)Φ2 + C1δ2κ2(ǫ)Ω−6P 2(M). (9.38)
Apply the maximum principle to find, for some C2 > 0,
Φ2(τ) ≤ e− 12 (τ−ξ0)Φ2(ξ0) + C2δ2κ2(ǫ)Ω−6P 2(M), (9.39)
then obtain the desired result after using that Φ2(ξ0) . κ
2(ǫ)Ω−6(ξ0) implied by (6.18), and
taking square roots on both sides.
9.3.1 Proof of Proposition 9.6
Proof. To prove (9.37), we decompose N1 as N1 = N11 +N12 as in (8.87), and this makes
Ψ22 :=(100 + |y|2)−2
〈
Pθ,≥2∇y∂2θχΩv, ∇y∂2θχΩ
(
N11(v) +N12(v)
)〉
θ
=D1 +D2 (9.40)
with D1 and D2 naturally defined.
To estimate D1, we argue as in (8.88) to obtain
|∇y∂2θχΩN11| .δχΩ
[
|∇yv|2 + |∇yv|
∑
|k|=2
(|∇kyv|+ |∇ky∂θv|) +
∑
l=1,2
|∇y∂lθv|
]
+ δ|∇yχΩ|
.δχΩ
[ ∑
|k|=1,2
|∇kyv|2 + |∇yv|
∑
|k|=2
|∇ky∂θv|+
∑
l=1,2
|∇y∂lθv|
]
+ δ|∇yχΩ|.
(9.41)
For the last term, since |∇yχΩ| = Ω−1|χ′( |y|Ω )| and it is supported by the set |y| ∈
[Ω, (1 + ǫ)Ω],
(100 + |y|2)−1|∇yχΩ| . κΩ−3. (9.42)
Now we analyze the other terms.
For the terms containing only the first and second order derivatives of v, we estimate as
in (8.44)-(8.45) and (9.17) to find
χΩ〈y〉−2
[ ∑
|k|=1,2
|∇kyv|2 + |∇y∂θv|
]
. τ−2 + κ(ǫ)Ω−3P (M). (9.43)
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For the term |∇yv||∇ky∂θv|, |k| = 2,
|∇yv||∇ky∂θv| .|∇yv|
[
τ−2 +
∑
m=±
|∇kywm|+ |∇y∂θPθ,≥2w|
]
.δ
[
τ−2 + |∇y∂θPθ,≥2w|
]
+
[
τ−1(1 + |y|) + |∇yw|
] ∑
m=±
|∇kywm|,
(9.44)
where, in the second step, the δ−factor in the first term is from |∇yv| . δ, for the second
term we need more contribution from ∇yv, and thus decompose v to find the present form.
From here apply |∇kyw±1| . supθ |∇kyw(·, θ, τ)| . δ by (3.4), and change the order of ∇y
and χΩ, and use estimate (8.50) and also the techniques proving it, to have
(100 + |y|2)−1χΩ‖∇yv ∇ky∂θv‖L2θ
.δτ−2 + δ(100 + |y|2)−1χΩ‖∇ky∂θPθ,≥2w‖L2θ
+ τ−1
∑
m=±1
‖〈y〉−1χΩ∇kywm‖∞ + δ‖〈y〉−2χΩ∇yw‖∞
.δκ(ǫ)Ω−3P (M).
(9.45)
For the only remaining term |∇y∂2θv| in (9.41), we apply similar techniques to find
(100 + |y|2)−1χΩ‖∇y∂2θv‖L2θ .τ−2 + κ(ǫ)Ω−3P (M). (9.46)
These estimates above, together with Young’s inequality, make
|D1| ≤ 1
100
(100 + |y|2)−2‖Pθ,≥2∇y∂2θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M). (9.47)
To estimate D2, we integrate by parts in θ to have
D2 =− (100 + |y|2)−2
〈
v−1Pθ,≥2∇y∂3θχΩv, v∇y∂θχΩN12(v)
〉
θ
.
Reason as in (8.95) to find that
v|∇y∂θN12| . δv−1
[ ∑
l=1,2
|∂lθv|+ |∇y∂θv|
]
.
Change the order of ∇y and χΩ, decompose v, and apply (3.4) and Lemma 8.2, to find
‖(100 + |y|2)−1v∇y∂θχΩN12‖∞ . δκ(ǫ)Ω−3
[
1 +M2 +M4
]
. (9.48)
This makes, for some C > 0,
D2 ≤ 1
100
(100 + |y|2)−2‖v−1Pθ,≥2∇y∂3θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M). (9.49)
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This, together with (9.47) and (9.40), implies the desired estimate (9.37).
Next we prove (9.35), by following the steps of subsubsection 8.3.1.
We rewrite the first term by integrating by parts and then decompose,
Ψ21 =− (100 + |y|2)−2
3∑
k=1
Ek, (9.50)
where Ek, k = 1, 2, 3, are defined as
E1 :=
〈
Pθ,≥2∇y∂3θχΩv, v−2Pθ,≥2∇y∂3θχΩv
〉
θ
− 〈Pθ,≥2∇y∂2θχΩv, v−2Pθ,≥2∇y∂2θχΩv〉θ,
E2 :=
〈
Pθ,≥2∇y∂3θχΩv, v−2(1− Pθ,≥2)∇y∂3θχΩv
〉
θ
− 〈Pθ,≥2∇y∂2θχΩv, v−2(1− Pθ,≥2)∇y∂2θχΩv〉θ,
E3 :=
〈
Pθ,≥2∇y∂3θχΩv,
[∇y∂θχΩv−2∂2θv − v−2∇y∂3θχΩv]〉θ
+
〈
Pθ,≥2∇y∂2θχΩv,
[∇y∂2θχΩv−1 + v−2∇y∂2θχΩv]〉θ.
By arguing as in (8.80), we have that, for some C > 0,
E1 ≥ (3
4
− Cδ)V −2a,B‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
. (9.51)
To estimate E2, we use
(1− Pθ,≥2)∇y∂2θχΩv = −
1
2π
∑
m=±1
eimθ∇yχΩ〈v, eimθ〉θ
and then follow the steps in (8.84), and apply the estimate (8.9) to obtain
(100 + |y|2)−2|E2| ≤ 1
100
V −2a,B(100 + |y|2)−2‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M).
(9.52)
For E3, compute directly and use the definition of Ω in (8.2) to find
(100 + |y|2)−1|E3| .δV −1a,B‖Pθ,≥2∇y∂3θχΩv‖L2θ (100 + |y|2)−1
∑
l=2,3
‖χΩ∂lθv‖L2θ
.δκ(ǫ)Ω−3(1 +M4)V −1a,B‖Pθ,≥2∇y∂3θχΩv‖L2θ .
(9.53)
Then apply Young’s inequality to find, for some C > 0,
(100 + |y|2)−2|E3| ≤ 1
100
V −2a,B(100 + |y|2)−2‖Pθ,≥2∇y∂3θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M).
(9.54)
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Collect the estimate above to have the desired (9.35).
Now we prove (9.36). It is slightly more involved than proving (8.73) since the operators
χΩ and ∇y do not commute. We decompose Ψ23 into two parts,
Ψ23 = (100 + |y|2)−2(U1 + U2), (9.55)
with U1 and U2 defined as
U1 : =
1
2
〈Pθ,≥2∇y∂2θχΩv, ∇y
(
(y · ∇yχΩ)Pθ,≥2∂2θv
)〉θ,
U2 : =
〈
Pθ,≥2∇y∂2θχΩv, ∇y
[(
∂τχΩ
)
v − (∆yχΩ)v − 2∇yχΩ · ∇yv]〉.
It is easy to estimate U2 by the decay estimates of the derivatives of χΩ and that they
are supported by the set |y| ∈ [Ω, (1 + ǫ)Ω]. Use the estimates in (3.4), and apply Young’s
inequality to find, for some C > 0,
(100 + |y|2)−2|U2| ≤ 1
100
(100 + |y|2)−2‖Pθ,≥2∇y∂2θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6. (9.56)
For U1, it contains a difficult term, but it has a favorable nonpositive sign, specifically
〈χΩPθ,≥2∂2θ∇yv, (y · ∇yχΩ)Pθ,≥2∂2θ∇yv〉θ ≤ 0.
Hence, for some C > 0
U1 ≤1
2
〈Pθ,≥2∇y∂2θχΩv,
(∇y(y · ∇yχΩ))Pθ,≥2∂2θv〉θ
+
1
2
〈(∇yχΩ) Pθ,≥2∂2θv, (y · ∇yχΩ)Pθ,≥2∂2θ∇yv〉θ
≤ 1
100
‖Pθ,≥2∇y∂2θχΩv‖2L2
θ
+ C
[∣∣∇y(y · ∇yχΩ)∣∣2‖∂2θv‖2L2
θ
+
∣∣∇yχΩ∣∣ ∣∣(y · ∇yχΩ)∣∣‖∂2θv‖L2θ‖∂2θ∇yv‖L2θ
]
. (9.57)
Now we follow the steps in the proof of (8.49). For the first term in (9.57), decompose v
and compute directly to find,
(100 + |y|2)−2∣∣∇y(y · ∇yχΩ)∣∣2‖∂2θv‖2L2
θ
.Ω−3‖〈y〉−2χΩ∂2θw‖
3
2
L2
θ
‖1|y|≤(1+ǫ)Ω∂2θw‖
1
2
L2
θ
sup
z
∣∣∣∇z(z · ∇zχ)
χ
3
4
∣∣∣2 + κ2(ǫ)Ω−6τ−4
.κ
7
2 (ǫ)Ω−
15
2 (1 + τ−1Ω2)
1
4 (M
3
2
4 + 1) + κ
2(ǫ)Ω−6τ−4,
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and similarly for the second term,
(100 + |y|2)−2∣∣∇yχΩ∣∣ ∣∣(y · ∇yχΩ)∣∣‖∂2θv‖L2θ‖∂2θ∇yv‖L2θ
.
(
κ
7
2 (ǫ)Ω−
13
2 (1 + τ−1Ω2) + κ2(ǫ)Ω−6τ−4
)
P (M).
(9.58)
Collect the estimates above and use the condition in (8.2) to find that
(100 + |y|2)−2U1 ≤ 1
100
‖Pθ,≥2∇y∂2θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−6P 2(M). (9.59)
This, together with (9.56) and (9.55), implies the desired estimate (9.36).
10 Estimate for M3, Proof of part of (6.21)
We reformulate the estimate into the following results,
Proposition 10.1. For any |k| = 2 we have
‖〈y〉−1∇kyχΩw0‖∞,
∥∥〈y〉−1‖∇ky∂θχΩw‖L2θ∥∥∞ . δκ(ǫ)Ω−2P (M). (10.1)
The proposition will be proved in subsequent subsections.
10.1 Proof of the first estimate in (10.1)
Similar to deriving the equation for ∇yχΩw0 in (9.2),
∂τ∇kyχΩw0 =− (H2 + 1)∇kyχΩw0 +∇kyχΩ
(
Σ +
1
2π
〈N1 +N2, 1〉θ
)
+ Λ3(w0) (10.2)
where the term Λ3(w0) is defined as:
Λ3(w0) :=∇ky
(
(∂τχΩ)w0 − (∆yχΩ)w0 − 2∇yχΩ · ∇yw0
)
+
1
2
∇k2y
(
(y · ∇yχΩ)(1− χ˜Ω)∇k1y w0
)
+
1
2
∇k2y
[(∇k1y (y · ∇yχΩ))w0 − 12 (y · ∇yχΩ)χ˜Ω∇
k1
y χΩ
χΩ
w0 + (∇k1y V −2a,B)χΩw0
]
+
1
2
(∇k2y χ˜Ω y · ∇yχΩχΩ
)∇k1y (χΩw0) + (∇k2y Va,B)∇k1y (χΩw0),
(10.3)
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where, to ease the notations, all the terms except the first one are the sum of all the pos-
sibilities of k = k1 + k2 with |k1| = |k2| = 1, and we use the commutation relation in (9.3)
again to find that the linear operator becomes H2 + 1 here.
The orthogonality conditions imposed on e−
1
8
|y|2χΩw imply that, recall that |k| = 2,
e−
1
8
|y|2∇kyχΩw0 ⊥ e−
1
8
|y|2. (10.4)
We denote by P1 the orthogonal projection onto the subspace orthogonal to e
− 1
8
|y|2.
Apply e−
1
8
|y|2 and then P1 on (10.2), and then apply Duhamel’s principle to find
e−
1
8
|y|2∇kyχΩw0(·, τ) = U5(τ, τ0)e−
1
8
|y|2∇kyχΩw0(·, τ0)
+
∫ τ
ξ0
U5(τ, σ)P1e
− 1
8
|y|2
[
∇kyχΩ
(
Σ+
1
2π
〈N1 +N2, 1〉θ
)
+ Λ3(w0)
]
(σ) dσ,
(10.5)
where U5(τ, σ) is the propagator generated by −P1e− 18 |y|2(H2 + 1)e 18 |y|2P1 from σ to τ.
The propagator satisfies the following estimate, recall that |k| = 2,
Lemma 10.2. For any function g, and τ ≥ σ ≥ ξ0,
‖〈y〉−1e 18 |y|2U5(τ, σ)P1g‖∞ . e− 25 (τ−σ)‖〈y〉−1e 18 |y|2g‖∞. (10.6)
As discussed in the proof of Lemma 8.3, its proof is very similar to the ones considered
in the known results. Hence we skip the details.
The terms in (10.5) satisfy the following estimates:
Proposition 10.3.
‖〈y〉−1∇kyχΩΣ‖∞ .τ−2, (10.7)
‖〈y〉−1∇kyχΩ〈N1, 1〉θ‖∞ .δκ(ǫ)Ω−2P (M), (10.8)
‖〈y〉−1∇kyχΩ〈N2, 1〉θ‖∞ .δκ(ǫ)Ω−2P (M), (10.9)
‖〈y〉−1Λ3(w0)‖∞ .δκ(ǫ)Ω−2
(
1 +M4 +M2
)
. (10.10)
The proposition will be proved in subsubsection 10.1.1.
By the estimates above, and going through a procedure similar to that in (8.36), we
obtain the desired result (10.1). We skip the details here.
10.1.1 Proof of Proposition 10.3
The proof of (10.7) is easy, by the estimates in (3.8)-(3.11).
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Now we prove (10.8). By arguing as in (8.88) and (8.95) and using (3.4), and then
decompose v, we have, for any |k| = 2,
|∇kyχΩN1| .δχΩ
[ ∑
|l|=1,2
|∇lyv|2 +
∑
|l|=0,1
|∇ly∂θv|
]
+ δ
[
|∇kyχΩ|+ |∇yχΩ|
]
.δχΩ
[ ∑
|l|=1,2
|∇lyVa,B|2 + τ−2(1 + |y|) +
∑
|l|=1,2
|∇lyw|+
∑
|l|=0,1
|∇ly∂θw|
]
+ δ
[
|∇kyχΩ|+ |∇yχΩ|
]
.
(10.11)
Apply the same techniques as in proving (8.50) to obtain the desired estimate,
‖〈y〉−1∇kyχΩN1‖∞ . δτ−
3
2 + δκ(ǫ)Ω−2P (M). (10.12)
Now we prove (10.9). Cancellations observed in (8.52) make
∇kyχΩ〈N2(η), 1〉θ =−∇kyχΩ〈V −2a,Bv−1η2, 1〉θ + 2∇kyχΩ〈v−3(∂θη)2, 1〉θ
=W1 +W2
with the terms W1 and W2 naturally defined.
For W2, we decompose η as in (6.4) and use (3.4) to find that, for |k| = 2,
‖〈y〉−1W2‖∞ .δΩ
[
‖〈y〉−2∂θ∇yχΩw‖∞ + ‖〈y〉−2∂θχΩw‖∞
]
+ δκ(ǫ)Ω−2
.δκ(ǫ)Ω−2(1 +M2 +M4).
(10.13)
For W1 we use that ∇yv = ∇yVa,B +∇yη and that |η|Va,B ,
|η|
v
. δ in (3.4),∣∣∣∇kyχΩV −2a,Bv−1η2∣∣∣
.V −2a,BχΩ|η|
[
|∇kyVa,B|+ |∇kyη|
]
+ V −2a,BχΩ
[
|∇yη|2 + |∇yVa,B|2
]
+ δ
∑
|l|=1,2
|∇lyχΩ|
.χΩ
[
τ−1|w|+ δ|∇kyw|+ δ|∇yw|
]
+ τ−2(1 + |y|2)χΩ + δ
∑
|l|=1,2
|∇lyχΩ|, (10.14)
where we used that |∇kyVa,B| . τ−1 for |k| = 2, and |∇yVa,B| . τ−1|y|.
For the first term on the right hand side,
τ−1‖〈y〉−1χΩw‖∞ . τ−1Ω2‖〈y〉−3χΩw‖∞ . δκ(ǫ)Ω−2M1, (10.15)
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where we use that τ−3Ω2 ≤ Ω− 52 by the definition of Ω in (2.8). For the second and third
terms we use the techniques in proving (8.50), and control the last two terms by direct
computation. We find
‖〈y〉−1W1‖∞ . δκ(ǫ)Ω−2P (M). (10.16)
This together with (10.13) implies the desired (10.9).
For (10.10), the proof is considerably easier than that of (9.13), because the needed decay
estimate is significantly slower, and because that |∇lyχΩ| decays faster as |l| increases.
Hence here we choose to skip the proof.
10.2 Proof of the second estimate in (10.1)
As in deriving (9.33), we find Φ1, defined as, for |k| = 2,
Φ1 := (100 + |y|2)−1‖∇ky∂θχΩv‖2L2
θ
, (10.17)
satisfies the equation
∂τΦ1 = −(L1 + V1)Φ1 − 2(100 + |y|2)−1‖∂θ∇ky∇yχΩv‖2L2
θ
+ 2
3∑
k=1
Ψ1k, (10.18)
where the linear operator L1 + V1 is defined as
L1 + V1 :=(100 + |y|2)−1
(
−∆+ 1
2
y · ∇y + 1
)
(100 + |y|2),
and L1 is a differential operator, V1 is a multiplier defined as,
L1 :=−∆+ 1
2
y · ∇y − 2y
100 + |y|2 · ∇y,
V1 :=1 +
|y|2
100 + |y|2 −
6
100 + |y|2 ,
(10.19)
And the terms Ψ1m, m = 1, 2, 3, are defined as
Ψ11 :=(100 + |y|2)−1
〈
∇ky∂θχΩv, ∇ky∂θ
(
χΩ(v
−2∂2θv − v−1)
〉
θ
,
Ψ12 :=(100 + |y|2)−1
〈
∇ky∂θχΩv, ∇ky∂θχΩN1(v)
〉
θ
,
Ψ13 :=(100 + |y|2)−1
〈
∇ky∂θχΩv, ∇ky∂θµ(v)
〉
θ
,
where µ is defined as in (6.7). They satisfy the following estimates:
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Proposition 10.4. There exists some constant C such that
Ψ11(v) ≤− (18
25
− Cδ)(100 + |y|2)−1V −2a,B‖Pθ,≥2∇ky∂2θχΩv‖2L2
θ
+ CδΦ1 + Cδ
2κ2(ǫ)Ω−4P 2(M),
(10.20)
|Ψ12| ≤ 1
100
[
(100 + |y|2)−1V −2a,B‖∇ky∂2θχΩv‖2L2
θ
+ Φ1
]
+ Cδ2κ2(ǫ)Ω−4P 2(M), (10.21)
Ψ13 ≤ 1
100
(100 + |y|2)−1‖∇ky∂θχΩv‖2L2
θ
+ Cδ2κ2(ǫ)Ω−4P 2(M). (10.22)
The proposition will be proved in subsubsection 10.2.1.
We continue to study (10.18). A key observation is that V1 ≥ 910 . This together with the
results in Proposition 10.4 implies, for some C1 > 0,
∂τΦ1 ≤ −(L1 + 1
2
)Φ1 + C1δ
2κ2(ǫ)Ω−4P 2(M). (10.23)
Apply the maximum principle, using that Φ1(y) = 0 if |y| ≥ (1+ ǫ)Ω(τ), to find that, for
some C2, C3 > 0,
Φ1 ≤e− 12 (τ−ξ0)Φ1(ξ0) + C2δ2κ2(ǫ)Ω−4P 2(M) ≤ C3δ2κ2(ǫ)Ω−4P 2(M), (10.24)
where in the second step we use Φ1(ξ0) . κ
2(ǫ)Ω−4(ξ0) implied by (6.19).
By definition the estimate of Φ1 does not directly implies that for ∇ky∂θχΩw. The decom-
position of v implies that
∇ky∂θχΩw = ∇ky∂θχΩ
(
v − (~β2(τ) · ycosθ + ~β3(τ) · ysinθ + α1(τ)cosθ + α2(τ)sinθ)
)
.
(10.25)
This, together with the estimates in (3.10) implies that, for some C4 > 0,
Φ1 ≥ 1
2
(100 + |y|2)−1‖Pθ,≥2∇ky∂θχΩw‖2L2
θ
− C4τ−4. (10.26)
This, together with (10.24), directly implies the desired second estimate in (10.1) .
10.2.1 Proof of Proposition 10.4
To prove (10.21) we decompose N1 into N11 +N12 as in (8.87). This makes
Ψ12 = D1 +D2, (10.27)
60
where D1 and D2 are defined in terms of N11 and N12 respectively.
By arguing as in (8.88), we have that, for any |k| = 2,
|∇ky∂θχΩN11| ≤ δ
∑
|l|=1,2
χΩ
[
|∇lyv|2 + |∇ly∂θv|
]
+ δ
[
|∇kyχΩ|+ |∇yχΩ|
]
. (10.28)
Then we decompose v and apply the same techniques as in proving (8.45)-(8.50), to find
|D1| . δκ(ǫ)Ω−2P (M)
√
Φ1. (10.29)
For D2, we integrate by parts in θ to find that
D2 = −(100 + |y|2)−1〈v−1∇ky∂2θχΩv, v∇kyχΩN12〉θ,
and then argue as in (8.95) to find
v|∇kyχΩN12| . δχΩ
[
|∇y∂θv|+
∑
l=1,2
|∂lθv|
]
+ δ
∑
|l|=1,2
∣∣∣∇lyχΩ∣∣∣. (10.30)
What is left is to decompose v and apply the techniques as in proving (8.50) to have
|D2| . δκ(ǫ)Ω−2P (M) (100 + |y|2)− 12V −2a,B‖∇ky∂2θχΩv‖L2θ . (10.31)
Collect the estimates above and apply Young’s inequality to obtain the desired (10.21).
Now we prove (10.20). The strategy is the same to those in proving (8.72) and (9.35). A
minor difference is that Pθ,≥2 is not in the definition of Φ1, but it appears in the first term
on the right hand side of (10.20). This is resulted by a cancellation, see (10.33) below.
We compute directly to find
Ψ11 = 〈∂2θ∇kyχΩv, v−2∂2θ∇kyχΩv〉θ − 〈∂θ∇kyχΩv, v−2∂θ∇kyχΩv〉θ. (10.32)
Decompose ∂θχΩv as
∂θχΩv = ∂θ
[ 1
2π
∑
m=±1
eimθχΩvm + Pθ,≥2χΩv
]
,
with vm :=
1
2π
〈v, eimθ〉θ, and observe a cancellation,
〈∂2θ∇kyχΩeimθvm, v−2∂2θ∇kyχΩeimθvm〉θ − 〈∂θ∇kyχΩeimθvm, v−2∂θ∇kyχΩeimθvm〉θ = 0, (10.33)
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and hence find
Ψ11 = −
[
W1 +W2
]
, (10.34)
where the term W1 contains some positive terms and is defined as
W1 := 〈Pθ,≥2∂2θ∇kyχΩv, v−2Pθ,≥2∂2θ∇kyχΩv〉θ − 〈Pθ,≥2∂θ∇kyχΩv, v−2Pθ,≥2∂θ∇kyχΩv〉θ
and W2 collecting all the others and satisfying the estimate,
|W2| .|〈Pθ,≥2∂2θ∇kyχΩv, v−2eiθ∇kyχΩv1〉θ|+ |〈Pθ,≥2∂θ∇kyχΩv, v−2eiθ∇kyχΩv1〉θ|
+ |〈e2iθ∇kyχΩv1, v−2∇kyχΩv−1〉θ|,
where we use that v−1 = v1 resulted by that v is a real function.
Similar to proving (8.72) and (9.35), W1 is bounded from below, for some C > 0,
W1 ≥ (3
4
− Cδ)V −2a,B〈Pθ,≥2∂2θ∇kyχΩv, Pθ,≥2∂2θ∇kyχΩv〉θ. (10.35)
For W2, we control the first two terms as in the proofs of (8.81) and (8.82). For the last
term, we also use that
|∇kyχΩv±1| ≤ ‖∂2θ∇kyχΩv‖L2θ .
Consequently, we have,
(100 + |y|2)−1|W2| .δκ(ǫ)Ω−2(1 +M3)(100 + |y|2)− 12‖v−1Pθ,≥2∂2θ∇kyχΩv‖L2θ + δΦ1. (10.36)
Collect the estimates above and apply Young’s inequality to prove (10.20).
The proof of (10.22) is easier than those of (8.73) and (9.36), because the needed decay
estimate is slower, and |∇lyχΩ| decays faster as |l| increases. Hence we skip the details.
A Proof of Proposition 6.1
In the proof we need some results proved in [14]. Recall that we proved that, if τ0 is
sufficiently large, then for τ ≥ τ0, we can decompose v as
v(y, θ, τ) = Va(τ),B(τ)(y) + ~β1(τ) · y + ~β2(τ) · ycosθ + ~β3(τ) · ysinθ
+ α1(τ)cosθ + α2(τ)sinθ + w(y, θ, τ).
(A.1)
We take the following results from [14]: recall the definition of R from (4.1).
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Proposition A.1. There exists a small constant δ and a large time τ1 such that when
|y| ≤ (1 + ǫ)R(τ), and τ ≥ τ1, and for |k|+ l = 1, · · · , 4,∣∣∣v(·, τ)−√2∣∣∣, |∇ky∂lθv(·, τ)| ≤ δ. (A.2)
The scalar function a, ~βk, αl, k = 1, 2, 3, l = 1, 2 and the matrix B satisfy the estimates
in (3.8)-(3.10), and for the function w there exists a constant C such that,
‖〈y〉−3χRw(·, τ)‖∞ ≤Cκ(ǫ)R−4(τ),
‖〈y〉−2∇my ∂nθ χRw(·, τ)‖∞ ≤Cκ(ǫ)R−3(τ), |m|+ n = 1,
‖〈y〉−1∇my ∂nθ χRw(·, τ)‖∞ ≤Cκ(ǫ)R−2(τ), |m|+ n = 2.
(A.3)
Before proving Proposition 6.1, we recall the equation for the remainder χRw:
∂τχRw =− L χΩw + χR
[
F +G+N1(v) +N2(η)
]
+ µR(w), (A.4)
where the operator L is defined as
L := −∆y + 1
2
y · ∇y − 1
2
− V −2a,B, (A.5)
the functions F , G, N1 and N2 are defined in (6.1), and µR(w) is defined as
µR(w) :=
1
2
(
y · ∇yχR
)
w +
(
∂τχR
)
w − (∆yχR)w − 2∇yχR · ∇yw.
As in (6.10) we define three functions wm, m = −1, 0, 1, by decomposing w,
w(y, θ, τ) = w0(y, τ) + e
iθw1(y, τ) + e
−iθw−1(y, τ) + Pθ,≥2w(y, θ, τ). (A.6)
Impose Pθ,≥2 on both sides of (A.4) and use that Pθ,≥2(F +G) = 0 to find
∂τ (Pθ,≥2χRw) =− L(Pθ,≥2χΩw) + Pθ,≥2
[
N1(η)χR +N2(v)χR + µR(w)
]
. (A.7)
In the rest of the section we prove Proposition 6.1, based on (A.7).
The following two reasons make proving Proposition 6.1 considerably easier than esti-
mating the functions
∥∥∥(100+ |y|)−3+|k|‖Pθ,≥2∂3−|k|θ ∇kyχΩv‖L2θ
∥∥∥
∞
, |k| = 0, 1, 2, in the previous
sections:
(1) the needed decay estimates are slower and hence it is relatively easier to obtain,
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(2) in the presently considered region |y| ≤ (1 + ǫ)R(τ) = O(√lnτ ), we have Va,B ≈
√
2
implied by its definition (3.16), while in the region |y| ≤ (1 + ǫ)Ω(τ) = O(τ 12+ 120 ), Va,B
might be (adversely large) for large |y|.
Based on these two reasons we often skip the details.
A.1 Proof of (6.17)
The main tool is the maximum principle. Now we derive an equation to make it applicable.
For notational purpose we define
Φ˜3(y, τ) := (100 + |y|2)−3‖Pθ,≥2∂3θχRw(y, ·, τ)‖2L2
θ
,
and derive an equation for it from (A.7),
∂τ Φ˜3 =− (L3 +W3)Φ˜3 − 2(100 + |y|2)−3
[
V −2a,B‖Pθ,≥2∂4θχRw‖2L2
θ
+ ‖Pθ,≥2∂3θ∇yχRw‖2L2
θ
]
+ 2(100 + |y|2)−3D.
(A.8)
Here L3 is a differential operator, and W3 is a multiplier, defined as
L3 :=−∆+ 1
2
y · ∇y − 2(100 + |y|2)−3
(
∇y(100 + |y|2)3
)
· ∇y,
W3 :=− 1 + 3|y|
2
100 + |y|2 −
18
100 + |y|2 −
24|y|2
(100 + |y|2)2 − 2V
−2
a,B,
(A.9)
and the term D is defined as
D :=〈Pθ,≥2∂3θχRw, ∂3θ
(
χR
(
N1(v) +N2(η)
)
+ µR(w)
)
〉θ.
We claim that D satisfies the estimate, for large τ ,
(100 + |y|2)−3D ≤ 1
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(100 + |y|2)−3
[
‖Pθ,≥2∂4θχRw‖2L2
θ
+ ‖Pθ,≥2∂3θ∇yχRw‖2L2
θ
]
+ Cδ2κ2(ǫ)R−8.
(A.10)
Suppose the claim holds, then its first two positive terms are cancelled by the negative
ones in (A.8). This, together with the facts ‖Pθ,≥2∂4θχRw‖2L2
θ
≥ 4‖Pθ,≥2∂3θχRw‖2L2
θ
and that
V −2a,B =
1
2
+O(τ− 12 ) if |y| ≤ (1 + ǫ)R, implies that, for some C > 0,
∂τ Φ˜3 ≤ −(L3 + 1
2
)Φ˜3 + Cδ
2κ2(ǫ)R−8. (A.11)
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Before applying the maximum principle we need to check the boundary condition. The cutoff
function χR makes Φ˜3(y, τ) = 0 if |y| ≥ (1 + ǫ)R(τ).
Apply the maximum principle to have that, for some C1 > 0,
Φ˜3(τ) ≤ e− 12 (τ−τ1)Φ˜3(τ1) + C1δ2κ2(ǫ)R−8. (A.12)
This, together with Φ˜3(τ1) ≤ δ if τ ≥ τ0 implied by (A.2) implies the desired estimate,
provided that τ is sufficiently large.
What is left is to prove the claim (A.10).
A.1.1 Proof of (A.10)
We decompose D into two terms
D := D1 +D2, (A.13)
where D1 is defined as
D1 := 〈Pθ,≥2∂3θχRw, ∂3θχR
(
N1 +N2
)〉θ = −〈Pθ,≥2∂4θχRw, χR∂2θ(N1 +N2)〉θ,
here we integrate by parts in θ in the second step, and D2 is defined as
D2 := 〈Pθ,≥2∂3θχRw, µR(∂3θw)〉θ.
For D1 we observe that
χR|∂2θN1| .δχR
∑
0≤l≤2
[
|∂lθ∇yv|2 +
∑
0≤l≤2
|∂l+1θ v|
]
, (A.14)
χR‖∂2θN2‖L2θ .δχR
∑
l=1,2,3,4
‖∂lθη‖L2θ . (A.15)
Here in deriving (A.14) we use the definition of N1 and the estimates in (A.2) to find that
|∂2θN1| .
2∑
m=0
[ ∑
k,l=1,2,3
|∂mθ (∂ykv ∂ylv ∂yk∂ylv)|+
∑
k=1,2,3
|∂mθ (∂ykv ∂θv ∂yk∂θv)|
+ |∂mθ
(
(∂θv)
2 ∂2θv
)|+ |∂mθ (∂θv)2|],
(A.16)
then we consider the distribution of the derivatives ∂mθ among the terms. And (A.15) is
derived similarly, besides using that ∂θv = ∂θη.
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For the first term in (A.14), we decompose v to find
χR|∂lθ∇yv|2 . (1 + |y|)2τ−1 +
∑
m=±1
|∇yχRwm||∇ywm|+ δ|∇yχR|+ δ|∂lθ∇yPθ,≥2χRw|
(A.17)
where ∇yχR is produced in changing the order of ∇y and χΩ, and we use δ to bound terms
in (A.2). For the term |∇yχRwm||∇ywm|, m = ±1, we have
(100 + |y|2)− 32
∑
m=±1
∥∥∥|∇yχRwm||∇ywm|∥∥∥
L2
θ
.‖〈y〉−2∇yχRwm‖∞
[
‖〈y〉−1∇yχRwm‖∞ + ‖1≤(1+ǫ)R〈y〉−1∇y(1− χR)wm‖∞
]
.‖〈y〉−2∇yχRw‖∞
[
R2‖〈y〉−3∇yχRw‖∞ + ‖1≤(1+ǫ)R〈y〉−1∇y(1− χR)w‖∞
]
.κ(ǫ)R−4
(
κ(ǫ)R−1 + δ
)
,
(A.18)
where in the second step, we insert 1 = χR + (1 − χR) before w in the second factor, and
then apply the estimates in (A.3) in the last step; we also use that the function ∇y(1−χR)w
is supported in |y| ≥ R, hence 〈y〉−1 . R−1 here.
The second term in (A.14) can be controlled more easily since χΩ and ∂θ commute.
These, together with that ‖∂θf‖L2
θ
≤ ‖∂2θf‖L2θ for any smooth function f and that
τ−
1
2 ≤ κ(ǫ)R−10(τ) = O((ln τ)−5), (A.19)
and that, since |∇yχR| = R−1
∣∣∣χ′( |y|R )∣∣∣ and it is supported by the set |y| ≥ R,
〈y〉−3|∇yχR| . κ(ǫ)R−4 (A.20)
makes
(100 + |y|2)− 32χR‖∂2θχRN1(v)‖L2θ
.δ(100 + |y|2)− 32
[
‖∇y∂3θPθ,≥2χRw‖L2θ + ‖∂
4
θχRPθ,≥2w‖L2θ
]
+ δκ(ǫ)R−4.
(A.21)
Apply similar techniques on (A.15) to find that,
(100 + |y|2)− 32χR‖∂2θχRN2‖L2θ . δ(100 + |y|2)−
3
2‖∂4θχRPθ,≥2w‖L2θ + δκ(ǫ)R−4. (A.22)
Collect the estimates above and apply Young’s inequality to have, for some C > 0,
(100 + |y|2)−3|D1|
≤ 1
100
(100 + |y|2)−3
[
‖Pθ,≥2∂4θχRw‖2L2
θ
+ ‖Pθ,≥2∂3θχRN2(η)‖2L2
θ
]
+ Cδ2κ2(ǫ)R−8.
(A.23)
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For D2, the term
1
2
(y∇yχR) in the definition of µR(∂3θPθ,≥2w) is of order O(1), but it has
a favorable non-positive sign. This makes
D2 ≤
〈
Pθ,≥2∂
3
θχRw, Pθ,≥2∂
3
θ
((
∂τχR
)
w − (∆yχR)w − 2∇yχR · ∇yw)〉
θ
. (A.24)
Here the decay estimates are from the derivatives of χR and that they are supported by
the set |y| ≥ R. We use (A.2), to have that, for some C > 0,
(100 + |y|2)−3D2 ≤ 1
100
Φ˜3 + Cδ
2κ2(ǫ)R−8. (A.25)
Take the estimates in (A.23), (A.25) to (A.13), and obtain the desired estimate (A.10).
A.2 Proof of (6.18)
Compute directly to find that the function Φ˜2, defined as
Φ˜2 := (100 + |y|2)−2‖∇y∂2θPθ,≥2χRw(y, ·, τ)‖2L2
θ
, (A.26)
satisfies the equation
∂τ Φ˜2 =− (L2 +W2)Φ˜2
− 2(100 + |y|2)−2
[
V −2a,B‖Pθ,≥2∂3θ∇yχRw‖2L2
θ
+
3∑
l=1
‖Pθ,≥2∂2θ∇y∂ylχRw‖2L2
θ
]
+ 2(100 + |y|2)−2(U1 + U2 + U3),
(A.27)
where L2 is a differential operator and W2 is a multiplier, defined as,
L2 :=−∆+ 1
2
y · ∇y − 2(100 + y2)−2
(∇y(100 + |y|2)2) · ∇y,
W2 :=
2|y|2
100 + |y|2 −
12
100 + |y|2 −
8|y|2
(100 + |y|2)2 − 2V
−2
a,B,
and we use that ∂yky · ∇yg = (y · ∇y + 1)∂ykg. The terms Ul, l = 1, 2, 3, are defined as
U1 :=〈∇y∂2θPθ,≥2χRw, (∇yVa,B)∂2θχRw〉θ,
U2 :=〈∇y∂2θPθ,≥2χRw, ∇y∂2θχR
(
N1(v) +N2(η)
)〉θ,
U3 :=〈∇y∂2θPθ,≥2χRw, ∇y∂2θµR(w)〉θ.
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We claim that, for some C > 0, and τ is sufficiently large,
|U1| ≤Cδτ− 12‖∇y∂2θPθ,≥2χRw‖L2θ ,
(100 + |y|2)−2|U2| ≤ 1
100
(100 + |y|2)−1‖Pθ,≥2∇y∂3θχRw‖L2θ + Cδ
2κ2(ǫ)R−6,
(100 + |y|2)−2U3 ≤Cδ2κ2(ǫ)R−6.
(A.28)
The claims will be proved in subsubsection A.2.1.
Suppose the claims hold, then as proving (A.11), we find that, for some C > 0,
∂τ Φ˜2 ≤ −(L2 + 1
2
)Φ˜2 + Cδ
2κ2(ǫ)R−6. (A.29)
Apply the maximum principle to have that, for some C1 > 0,
Φ˜2(τ) ≤ e− 12 (τ−τ1)Φ˜2(τ1) + C1δ2κ2(ǫ)R−6. (A.30)
We observe that Φ˜2(τ1) ≤ δ for τ1 ≥ τ0 implied by (A.2). Hence if τ is sufficiently large,
we have the desired estimate.
A.2.1 Proof of (A.28)
It is easy to prove the estimate for U1 since |∇yVa,B| . τ− 12 and |∂2θχRw| . δ.
To prove the second estimate, we follow the steps in (A.16) to find
|∂θ∇yχRN1| .δ
[ ∑
l=0,1,2,3
|∂lθ∇yv|+
∑
l=1,2
|∂lθv|
]
+ δ|∇yχR|,
|∂θ∇yχRN2| .δ
∑
|k|,l=0,1
|∇ky∂lθη|+ δ|∇yχR|.
(A.31)
This, together with the techniques in proving (A.21), implies that
〈y〉−2‖∂θ∇yχRN1‖L2
θ
, 〈y〉−2‖∂θ∇yχRN2‖L2
θ
. δ‖〈y〉−2∇y∂3θPθ,≥2χRw‖L2θ + δκ(ǫ)R−3 + δτ−1.
(A.32)
Collect the estimates above to find the desired estimate for U2 in (A.28).
For U3, the method is the same as that in (A.24), and we choose to skip the details here.
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A.3 Proof of (6.19)
Compute directly to find that the function Φ˜l, l ∈ (N ∪ {0})3 and |l| = 2, defined as
Φ˜l(y, τ) := (100 + |y|2)−1〈Pθ,≥2∇ly∂θχRw, ∇ly∂θχRw〉θ, (A.33)
satisfies the equation
∂τ Φ˜l =− (L1 +W1)Φ˜l − 2(100 + |y|2)−1
(
V −2a,B‖Pθ,≥2∂2θ∇lyχRw‖2L2
θ
+ ‖Pθ,≥2∂θ∇y∇lyχRw‖2L2
θ
)
+ 2(100 + |y|2)−1
∑
k=1,2
Υk,
(A.34)
where the linear operators L1 and W1 are defined as
L1 :=−∆+ 1
2
y · ∇y − 2y
100 + |y|2 · ∇y
W1 :=1 +
|y|2
100 + |y|2 −
6
100 + |y|2 − 2V
−2
a,B,
(A.35)
and we use the relation that, for any function h, ∂yk(
1
2
y · ∇yh) =
(
1
2
y · ∇y + 12
)
∂ykh, and the
terms Υk, k = 1, 2, are defined as
Υ1 :=
〈
Pθ,≥2∇ly∂θχRw, ∇ly∂θV −2a,BχRw − V −2a,B∇ly∂θχRw
〉
θ
,
Υ2 :=
〈
Pθ,≥2∇ly∂θχRw, ∇ly∂θ
(
χR
(
N1(v) +N2(η)
)
+ µR(w)
)〉
θ
=−
〈
Pθ,≥2∇ly∂2θχRw, ∇ly
(
χR
(
N1(v) +N2(η)
)
+ µR(w)
)〉
θ
We claim that, for some C > 0,
|Υ1| ≤δτ− 12‖Pθ,≥2∇ly∂θχRw‖L2θ , (A.36)
(100 + |y|2)−1Υ2 ≤ 1
100
(100 + |y|2)−1
∑
|l|=2
‖Pθ,≥2∇ly∂2θχRw‖2L2
θ
+ Cδ2κ2(ǫ)R−4. (A.37)
The claim will be proved in the subsubsection A.3.1.
Suppose the claims hold, then as proving (A.11), we have that, for some C > 0,
∂τ
∑
|l|=2
Φ˜l ≤ −(L1 + 1
2
)
∑
|l|=2
Φ˜l + Cδ
2κ2(ǫ)R−4. (A.38)
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Apply the maximum principle to have that, for some C1 > 0,∑
|l|=2
Φ˜l(τ) ≤ e− 12 (τ−τ1)
∑
|l|=2
Φ˜l(τ1) + C1δ
2κ2(ǫ)R−4. (A.39)
This, together with Φ˜l(τ1) ≤ δ if τ1 ≥ τ0 implied by (A.2) and choosing τ to be sufficiently
large, implies the desired estimate.
A.3.1 Proofs of (A.36) and (A.37)
It is easy to prove (A.36), by the fact that |∇lyVa,B| . τ−
1
2 , |l| = 1, 2.
Next we prove (A.37). For N1 we use the idea in (A.16) to find that, for any |k| = 2,
|∇kyN1| .δ
[ ∑
|n|=1,2, l=0,1,2
|∂lθ∇nyv|+
∑
l=1,2
|∂lθv|
]
, (A.40)
for N2, compute directly to have
|∇kyN2| .δ
∑
|l|=0,1,2
|∇lyη|. (A.41)
Apply the same techniques as in proving (A.21) to find
〈y〉−1χR‖∇kyN1‖L2θ .δ〈y〉
−1 ∑
|n|=2
‖∇ny∂2θPθ,≥2χRw‖L2θ + δκ(ǫ)R
−2 + δτ−1,
〈y〉−1χR‖∇kyN2‖L2θ .δκ(ǫ)R−2 + δτ−1.
We estimate the µR−term by the same methods as that in proving (A.24).
Take these estimates above to the definition of Υ2 and apply Young’s inequality, we find
the desired estimate.
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