ABSTRACT. The dynamics of a linear (or linearized) dynamic stochastic economic model can be expressed in terms of matrices (A, B,C, D) that define a state space system for a vector of observables. An associated state space system (A,B,C,D) determines a vector autoregression for those same observables. We present a simple condition for checking when these two state space systems match up and when they don't when there are equal numbers of economic and VAR shocks. We illustrates our condition with a permanent income example.
I. INTRODUCTION
The last two years have witnessed a heated discussion questioning whether unrestricted VARs are informative about how particular economic models respond to preference, technology, and information shocks. 1 In the simplest possible setting, this paper provides a check for whether a theoretical model has the property in population that it is possible to infer economic shocks and impulse responses to them from the innovations and the impulse responses associated with a vector autoregression (VAR). We revisit an invertibility issue that is known to cause a potential problem for interpreting VARs and present a simple check for its presence. 2 We illustrate our check in the context of a permanent income model for which it can be applied by hand.
II. TWO RECURSIVE REPRESENTATIONS OF OBSERVABLES
II.1. Recursive representation of an equilibrium. Let an equilibrium of an economic model or an approximation to it have a representation for {y t+1 } in the state space form
(1)
where x t is an n × 1 vector of possibly unobserved state variables, y t is a k × 1 vector of variables observed by an econometrician, and w t is an m × 1 vector of economic shocks impinging on the states and observables, i.e., shocks to preferences, technologies, agents' information sets, and the economist's measurements. The shocks w t are Gaussian vector white noise satisfying Ew t = 0, Ew t w ′ t = I, Ew t w t− j = 0 for j = 0, where the assumption of normality is for convenience and allows us to associate linear least squares predictions with conditional expectations. With m shocks in the economic model, n states, and k observables, A is n × n, B is n × m, C is k × n, and D is k × m. In general, k = m. The matrices A, B, C, and D are functions of parameters that define preferences, technology, and economics shocks. They incorporate the typical cross-equation restrictions embedded in modern macroeconomic models.
Equilibrium representations of the form (1)-(2) are obtained in one of two widely used procedures. The first is to compute a linear or loglinear approximation of a nonlinear model as exposited, for example, in Uhlig (1999) . It is straightforward to collect the linear or log linear approximations to the equilibrium decision rules and to arrange them into the state space form (1)-(2). A second way is to derive (1)-(2) directly as a representation of a member of a class of dynamic stochastic general equilibrium models with linear transition laws and quadratic preferences. For example, see Ryoo and Rosen (2003) , Rosen, Murphy, and Scheinkman (1994) , and Topel and Rosen (1988 
where w t+1 are the economic shocks in (1)- (2), y t denotes the semi-infinite history y t , y t−1 , . . ., y t+1 − E(y t+1 |y t ) are the one-step-ahead forecast errors associated with an infinite order VAR, and Ω is a matrix of constants that can potentially be uncovered by 'Structural' VAR (SVAR) analysis? When (3) holds, impulse responses from the SVAR match the impulse responses from the economic model (1)- (2). To begin to characterize conditions under which (3) holds, consider the prediction errors from (2) after conditioning on y t , that is y t+1 − E(y t+1 |y t ) = C(x t − E(x t |y t )) + Dw t+1 . Evidently, C(x t − E(x t |y t )) drives a wedge between the VAR errors y t+1 − E(y t+1 |y t ) and the structural errors w t+1 . What is required is a condition that eliminates this wedge. In Condition 1, we offer a simple condition that yields (3) in the interesting 'square case' in which k = m and D has full rank.
II.3. A poor man's invertibility condition.
When D is nonsingular, (2) implies w t+1 = D −1 (y t+1 −Cx t ). Substituting this into (1) and rearranging gives:
where L is the lag operator. Consider Condition 1. The eigenvalues of A − BD −1 C are strictly less than one in modulus.
When Condition (1) is satisfied, we say that A − BD −1 C is a stable matrix. The inverse of the operator on the left side of this equation gives a square summable polynomial in L if and only if Condition 1 is satisfied. In this case, x t+1 satisfies
so that x t+1 is a square summable linear combination of the observations on the history of y at time t + 1. This means that the complete state vector is in effect observed so that var(x t |y t ) = 0. Shifting (5) back one period and substituting into (2), we obtain:
If condition (1) is satisfied, equation (6) defines a vector autoregression for y t+1 because the infinite sum in (6) converges in mean square and Dw t+1 is orthogonal to y t− j for all j ≥ 0. If one of the eigenvalues of A − BD −1 C is strictly greater than unity in modulus, this argument fails because the infinite sum in (6) diverges. When A − BD −1 C is an unstable matrix, the VAR is associated with another celebrated state space representation for {y t+1 }, to which we now turn.
II.4. The innovations representation. Associated with any state space system (A, B,C, D) for {y t+1 } T t=1 of the form (1)- (2) is another state space system: called the innovations representation:x t+1 = Ax t +B t+1 ε t+1 (7)
where
is another iid Gaussian process with mean zero and identity covariance matrix, and the matriceŝ B t+1 andD t+1 can be recursively computed by the Kalman filter. Under a general set of conditions, for any positive semi-definite Σ 0 , as t → +∞, the matricesB t+1 andD t+1 converge to limitsB andD that satisfy the equations:
where Σ = var(x t |y t ). 5 When A − BD −1 C is unstable, Σ > 0, meaning that at least some parts of the state x t are hidden. This means the one-step-ahead forecast errors computed by the VAR, y t+1 − E(y t+1 |y t ), contain the shocks Dw t+1 and the error from estimating the 4 Alternative conditions for the existence of this time invariant innovations representation and for convergence of iterations on the Riccati equation are stated in Anderson and Moore (1979, ch. 4) , Sargent (1980, chs. 5 and 6) , Anderson, Hansen, McGrattan, and Sargent (1996) , Hansen and Sargent (2007) . 5 With m shocks in the economic model, n states, and k observables, K, the steady-state Kalman gain, is
state C(x t −x t ). Thus, (3) A state space representation for the surplus y t+1 − c t+1 for the permanent income consumption model (e.g., see Sargent (1987) , chapter XII) is
where y t+1 = σ w w t+1 is an iid labor income process and R > 1 is a constant gross interest rate on financial assets. Equations (13) and (14) correspond to (1) and (2), where c t is the unobserved state and y t − c t is the variable observed by the econometrician. The impulse responses for the model are shown in panel (a) of figure 1 for the case that R = 1.2 and σ w = 1. They show the familiar patterns: consumption increases permanently by the annuity value of the transitory increase in income; this leads to a large positive impact effect of w t on y t − c t and small negative values for all other periods. For this example, it is easy to compute that A − BD −1 C = R > 1, so that Condition 1 does not hold. This failure of Condition 1 is part and parcel of the permanent income model because it is needed to verify that the present value of the coefficients describing the response of the surplus y t+1 − c t+1 to an endowment innovation must be zero, an outcome that embodies the present value budget balance that is built into the permanent income model.
The innovations representation of the model iŝ
Equations (15) and (16) correspond to the steady state version of (7) and (8), whereĉ t = E(c t |y t − c t ) is the estimate of consumption constructed from the history of y t − c t . Because Condition 1 is not satisfied, c t cannot be estimated perfectly from y t − c t , so thatĉ t = c t . Indeed, a simple calculation shows that Σ = var(c t |y t − c t ) = σ 2 w (1 − R −2 ). Because A −BD −1 C = R −1 , which is stable, the errors computed by a VAR for y t − c t are σ w ε t+1 . (Of course, since y t − c t is a scalar, the VAR is just a univariate autoregression.) Panel (b) of figure 1 shows the impulse responses ofŷ t ,ĉ t , and y t − c t with respect to the VAR shocks, ε t . These are markedly different than the impulse responses shown in panel (a). Notably, while c t responds positively and permanently to a shock in w t in figure 1,ĉ t responds negatively and permanently to a VAR shock ε t . In panel (a), the impulse response of the surplus y t − c t has a present value of zero, implying present value budget balance; in panel (b) the the impulse response of the surplus has a positive present value so that the present value of the impulse response of consumption falls short of the present value of the impulse response of income.
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This example can be modified in instructive ways by altering what is observed. For example, if c t , y t+1 , or the value of the consumer's accumulated assets were observed, then Condition 1 would be satisfied.
IV. CONCLUDING REMARKS
We hesitate to draw sweeping conclusions about VARs. Some applications of VARs are informative about the shapes of impulse-responses to some economic shocks that theories should attempt to match, while others are not.
It is easy to reiterate the recommendation to estimate the deep parameters of a complete and fully trusted model by likelihood-based methods. If you trust your model, you should accept that recommendation. However, the enterprise of identifying shocks and impulseresponse functions to them by identifying economic shocks from VAR innovations aims to coax interesting patterns from the data that will prevail across a set of incompletely specified and not fully trusted models. Despite pitfalls, it is easy to sympathize with the enterprise of identifying economic shocks from VAR innovations if one is not dogmatic in favor of a particular fully specified model. 
