Abstract Transfer functions are considered the simplest and cheapest operators in designing discrete heuristic algorithms. The main advantage of such operators is the maintenance of the structure and other continuous operators of a continuous algorithm. However, a transfer function may show different behaviour in various heuristic algorithms. This paper investigates the behaviour and importance of transfer functions in improving performance of heuristic algorithms. As case studies, two algorithms with different mechanisms of optimisation were chosen: Gravitational Search Algorithm and Particle Swarm Optimisation. Eight transfer functions were integrated in these two algorithms and compared on a set of test functions. The results show that transfer functions may show diverse behaviours and have different impacts on the performance of algorithms, which should be considered when designing a discrete algorithm. The results also demonstrate the significant role of the transfer function in terms of improved exploration and exploitation of a heuristic algorithm.
Introduction
Heuristic optimisation algorithms have become popular optimisation techniques over the last decade. Generally, heuristic algorithms are suitable substitutions for conventional optimisation techniques due to four main reasons: flexibility, simplicity, derivation-free mechanism, and low computational cost. Flexibility refers to the ability of a heuristic algorithm to adapt to different problems. The literature shows that a heuristic algorithm can be applied to different problems without any special changes. The standard Particle Swarm Optimisation (PSO) algorithm [1] , for instance, has been applied to many problem domains such as electromagnetics [2] , civil engineering [3] , and mechanical engineering [4] . The second reason, simplicity, comes from the simplifying abstraction of the behaviour of animals/insects, natural phenomena, or evolutionary concepts. For example, PSO, Artificial Bee Colony (ABC) algorithm [5] , and Ant Colony Optimisation (ACO) [6] mimic social behaviours of birds, bees, and ants, respectively. In addition, Simulated Annealing (SA) [7] and Gravitational Search Algorithm (GSA) [8] were inspired by the annealing process in material engineering and the gravitational forces between particles. Some of the algorithms that have been developed based on the concepts of evolution are Genetics Algorithm (GA) [9] , Biogeographybased Optimisation algorithm (BBO) [10] , and Evolution Strategy (ES) [11] . From these various inspirations, simple rules have been derived that make heuristic algorithms very understandable for researchers from different fields of study.
The derivation-free mechanism may be considered a major reason for the popularity of heuristic algorithm in real problems. Generally, conventional or mathematical optimisation approaches calculate gradients of the search space at each step of optimisation. This process needs to have derivative information of search spaces. Derivative information of real problems is often difficult to obtain, so conventional optimisation techniques fail to optimise real problems or are expensive or difficult to implement. Heuristic algorithms do not utilise gradient information because they are generally stochastic algorithms. They start the search process with an initial random set of solutions and enhance it during the optimisation process. Therefore, they can be employed for optimising real problems without concern about the derivability of search spaces. Low computational cost is another advantage of heuristic algorithms. Since heuristic algorithms use simple concepts and there is no need to calculate derivatives of the search space, they generally have very low computational cost. All these advantages make heuristic algorithm readily applicable to real-world problems.
There are two types of real problems in terms of the type of variables (search space): continuous and discrete. A continuous problem has a continuous search space as its name implies. The problem's variables (parameters) have continuous ranges, so the search agents of heuristic algorithms can easily move over the search space. In contrast, the continuity of parameters is no longer meaningful in discrete problems. A discrete search space can be considered as a hypercube. The search agents of heuristic algorithms have to jump to nearer and farther corners of this hypercube. These jumps (sudden movements) are usually achieved by flipping various numbers of bits. It is obvious that the continuous version of a heuristic algorithm cannot be applied directly to binary problems. There are a number of different approaches to convert a continuous heuristic algorithm to a binary algorithm.
For Differential Evolution (DE) [12] , Wang et al. [13] proposed a probability estimation operator to make DE capable of solving discrete problems. Harmony search (HS) [14] was converted to Binary HS [15] by a set of HS considerations and pitch adjustment rules. In addition, the binary versions of the Magnetic Optimisation Algorithm (MOA) [16, 17] , PSO, GSA, and Bat Algorithm (BA) [18] were adapted to solve binary problems using transfer functions and new position updating rules. The transfer function was the main element of BMOA [19] , BPSO [20] , BGSA [21] , and BBA [22] . Currently, there is insufficient research on transfer functions despite their importance. In fact, one of the few papers in the literature specifically addressing questions relating to the transfer functions themselves was the work of two of the authors in which they proposed two families of transfer functions: s-shaped and v-shaped [23] . However, the impacts of these two families on different algorithms, exploration, and exploitation should be further described to enhance understanding. This is the motivation of this paper, in which we investigate the impact of the proposed transfer functions in [23] on two different algorithms (GSA and PSO) to observe their effectiveness when applied to different heuristic algorithms. In addition, the effectiveness of employing various transfer functions is investigated in terms of improving both exploration and exploitation of the algorithms. The remainder of the paper is organised as follows.
Section 2 presents a brief introduction to GSA and PSO algorithms. Section 3 discusses the basic principles of binary optimisation with emphasis on the mechanisms of BGSA and BPSO. The transfer functions are investigated and discussed in Sect. 4 . The experimental results are demonstrated in Sect. 5. Finally, Sect. 6 concludes the work and suggests some directions for future research.
Gravitational Search Algorithm and Particle Swarm Optimisation

Gravitational Search Algorithm
The GSA algorithm has been inspired by gravitational forces between particles in nature [8] . The GSA algorithm solves optimisation problems by a collection of search agents called masses. The fitness function defines the weight of each mass. Masses are allowed to attract each other by gravitational forces between them, and their movements are calculated by the laws of motion (acceleration). This algorithm has been mathematically formulated as follows [8] :
Every mass has a position in search space as follows:
where N is the number of masses, n is the dimension of the problem, and x d i is the position of the ith agent in the dth dimension.
The algorithm starts with a random set of agents. The gravitational force from agent j on agent i at a specific time t is defined as follows:
where M aj is the active gravitational mass related to agent j, M pi is the passive gravitational mass related to agent i, G(t) is a gravitational constant at time t, e is a small constant, and R ij (t) is the Euclidian distance between two agents i and j.
The gravitational constant (G) and the Euclidian distance between two agents i and j are calculated as follows:
where a is the descending coefficient, G 0 is the initial gravitational constant, iter is the current iteration, and maxiter is the maximum number of iterations. In a d dimensional problem space, the total force that acts on agent i is calculated by the following equation:
where rand j is a random number in the interval [0, 1]. The law of motion has also been utilised in this algorithm. The acceleration of a mass is proportional to the resultant force and inverse of its mass, so the accelerations of all agents are calculated as follows:
where d is the dimension of the problem, t is a specific time, and M ii is the inertial mass of agent i. The velocity and position of agents are calculated as follows:
where d is the problem's dimension and rand i is a random number in the interval [0,1]. Due to defining the mass of each search agent by the fitness function, the fittest agent is the heaviest agent. This agent has the highest attractive force and slowest movement as can be inferred from Eqs. (2.2) and (2.6), respectively.
Since the fitness function defines the mass of agents, a normalisation method has been adopted to scale masses as follows: where fit i (t) is the fitness value of the agent i at time t, best(t) is the fittest agent at time t, and worst(t) is the least fit agent at time t.
In the initial set of agents, the mass of each agent is first defined by the fitness function. The resultant gravitational force is then calculated by Eqs. (2.2) and (2.5). The final velocity and position of each agent are then defined by Eqs. (2.7) and (2.8), respectively. Meanwhile, the other parameters such as the gravitational constant and masses are updated by (2.3) and (2.10). Finally, this process is repeated iteratively until the satisfaction of a termination criterion (e.g. maximum number of iterations).
In spite of the merit of GSA in finding the global optimum, the search process in GSA slows as the number of iterations increases. This is due to the cumulative effect of the fitness function on calculating the masses of search agents, making masses greater over the course of the optimisation process. This prevents the GSA algorithm from rapidly exploiting the best solutions in later iterations. This problem has been addressed directly or indirectly in the literature. In 2010, Sinaie solved the Travelling Salesman Problem (TSP) with GSA and Neural Networks (NN) sequentially, with the exploration and exploitation phases accomplished by GSA and NN, respectively [24] . Shaw et al. [25] used an opposition-based learning to improve the convergence speed of GSA. Another improvement in the literature of the GSA algorithm in the hybrid PSO and GSA (PSOGSA) [26, 27] . In 2011, GSA was employed as a global search algorithm, accompanied by a combined multi-type local improvement scheme as a local search operator [28] . A novel Immune Gravitation Optimisation Algorithm (IGOA) was proposed by Zhang et al. [29] in 2012, incorporating the characteristics of antibody diversity and vaccination to solve the slow convergence. Hatamlou et al. [30] developed a sequential method to solve clustering problems. They used GSA for finding a nearoptimal solution, and another heuristic method for improving the solutions obtained by GSA. In 2014, a gbestguided version of the GSA algorithm was proposed to improve its exploitation and convergence [31] .
All these studies show that GSA may face degraded exploration or exploitation in solving problems. These problems occur in the BGSA algorithm as well because BGSA utilises the same concepts as the GSA algorithm. There appears to be no published study on improving exploration and/or exploitation (performance in general) of the BGSA algorithm. Therefore, this paper can also be considered as a first attempt in this regard, although the main focus is on transfer functions.
Particle Swarm Optimisation
The PSO algorithm was first proposed by Kennedy and Eberhart [32] as a heuristic optimisation algorithm. It mimics the individual and social intelligence (behaviour) of a swarm of birds or school of fish when navigating or foraging. The PSO algorithm employs a set of artificial particles with two vectors: velocity (v) and position (x). During optimisation, particles update their vectors based on the following two rules:
• Each particle in PSO updates the velocity vector with respect to its previous velocity, the distance to its personal best solution (pbest), and the distance to the best solution the swarm has obtained:
• Each particle in PSO updates the position vector based on its previous position and the current velocity:
where v t i is the velocity of particle i at iteration t, w is a weighting function, c j is a weighting factor, rand is a random number between 0 and 1, x t i is the current position of particle i at iteration t, pbest i is the pbest of agent i at iteration t, and gbest is the best solution so far.
The PSO algorithm has been very popular in the literature of heuristic algorithms [33] [34] [35] [36] . The binary version of this algorithm has been used in many theoretical and practical studies as well [37] [38] [39] .
Gravitational Search Algorithm and PSO both belong to the family of heuristic algorithms. However, as can be seen, they perform optimisation with different mechanisms. The GSA algorithm employs a set of masses that interact with each other to reach a stable situation. The PSO algorithm utilises the concepts of swarm intelligence to drive particles towards the optimum. We chose these two algorithms because they have different mechanisms, while both need transfer functions to perform binary optimisation.
Discrete (binary) optimisation
The concepts of optimisation in a binary search space are different from those for continuous search space. A binary search space can be considered as a hypercube. The search agents of heuristic algorithms have to jump to nearer and farther corners of this hypercube. A jump is usually performed by flipping various numbers of bits. Without loss of generality, binary optimisation can be formulated as a minimisation problem as follows:
Minimise : f ðx 1 ; x 2 ; x 3 ; . . .; x nÀ1 ; x n Þ ð 3:1Þ
Subject to : g i x 1 ; x 2 ; x 3 ; . . .; x nÀ1 ; x n ð Þ ! 0; i ¼ 1; 2; . . .; m ð3:2Þ
. . .; p ð3:3Þ
where n is number of variables, m indicates the number of inequality constraints, and p shows the number of equality constraints In the velocity-based algorithms such as GSA, PSO, MOA, and BA algorithms, the search agents can move throughout the search space by updating their position vectors. The final position is calculated by the addition of the previous position and the current velocity. However, this process is no longer applicable for a binary search space. The concept of velocity becomes different in binary optimisation, where it defines the probability of flipping the elements of a position vector. The process of mapping velocity values to probability values is performed by a new component called the transfer function. The first transfer function was proposed by Kennedy and Eberhart [20] . This transfer function was as follows:
where v i k (t) indicates the velocity of i-th particle at the t-th iteration in the k-th dimension.
It may be observed that T(x) maps all real values of velocity vectors to probability values in the interval [0, 1].
Another change made by Kennedy and Eberhart to design discrete PSO was the position updating formula, as follows:
In 2009, Rashedi et al. [21] employed a tangent hyperbolic function as the transfer function component for the GSA algorithm:
where v k i t ð Þ indicates the velocity of the i-th mass at the t-th iteration in the k-th dimension.
After converting velocity values to probability values, position vectors were also modified as follows [21] :
In both of the transfer functions, high velocity implies high probability of changing position. In other words, high velocity indicates that a search agent is far from the best search agent(s), so it has to flip bits in its position vector with the hope of reaching promising regions of the search space on the way towards the best search agent(s) (exploration). In contrast, small values of velocity show that a search agent needs to stay in its current position and try to search nearby (exploitation) [40] .
The general steps of both BGSA and BPSO are as follows:
A. Initialise a random set of search agents B. Repeat steps C-E until the satisfaction of the termination criterion C. Calculate velocities for all search agents D. Define probabilities by T(x) E. Update position vectors according to the probabilities calculated in step D
As may be seen in the discussion, the transfer function is the main component of these velocity-based algorithms. In the following subsection, the effects of different transfer functions on improving the performance of BGSA and BPSO are investigated.
Transfer functions
The transfer function is the main component of the BGSA and BPSO algorithms, so special consideration should be given to this component. In this section, 8 transfer functions [23] are utilised for improving the performance of both algorithms. Moreover, the importance of a transfer function as an extremely cheap operator to improve the exploration and exploitation of BGSA and BPSO will also be demonstrated. According to Rashedi et al. [21] , there are some points to consider in choosing a function, as follows:
First, the range of a transfer function should lie in the interval [0, 1] because it provides the probability values. Second, a transfer function should provide a high probability for a large absolute value of the velocity. Those search agents with large absolute values are probably far from the best solution, so they should switch their positions in the next iteration. Third, a transfer function should provide a small probability for a small absolute value of the velocity. Fourth, the return value of a transfer function should increase with increments of velocities. Those search agents that are moving away from the best solution should have a higher probability of changing their position vectors in order to return to their previous positions. Fifth, the return value of a transfer function should decrease as the velocity reduces.
These characteristics will guarantee a transfer function capable of mapping continuous spaces to binary spaces while preserving similar concepts of the search for a particular evolutionary algorithm. The original BGSA utilises the transfer function presented in Eq. (3.7). This transfer function, called V2, is depicted in Fig. 1a . The mathematical formulation is also available in Table 1 . We also employ another three transfer functions with different slopes and saturations compared to V2 in order to investigate the efficiency of these characteristics in improving the performance of heuristic algorithms. Due to the shapes of these curves, they were named v-shaped transfer functions [23] .
The proposed transfer function (S2) for BPSO in [20] is also presented in Fig. 1 and Table 1 . We again also employ three other transfer functions with different slopes and saturations compared to S2 in order to investigate the efficiency of these characteristics in improving the performance of heuristic algorithms. Due to the shapes of these curves, they were named s-shaped transfer functions [23] . (a) (b) The initial parameters of BGSA were defined as follows:
The number of masses was 30; a was set to 20; the gravitational constant (G 0 ) was set to 1; the initial velocities are randomly generated in the interval [0, 1]; the initial values of acceleration and mass were set to 0 for each mass; the maximum number of iterations was set to 500; and the stopping condition was satisfied when the maximum number of iterations was reached.
The initial parameters of BPSO were defined as follows:
The number of particles was 30, C 1 and C 2 were set to 2, W was linearly decreased from 0.9 to 0.4, maximum iterations was set to 500, and the stopping criteria were met when the maximum number of iterations was achieved.
Note that the maximum velocities were set to 6 to prevent both algorithms from overshooting the boundaries and the source codes can be found in http://www.alimirjalili. com/Projects.html or http://www.mathworks.com.au/ matlabcentral/fileexchange/authors/184390.
Results of the BGSA algorithm
We developed BGSA with all the transfer functions in Table 1 and named them BGSA1 to BGSA8. Note that BGSA1 to BGSA4 use S1 to S4, whereas BGSA5 to BGSA8 use V1 to V4. The algorithms were run 30 times. The average (AVE) and standard deviation (STD) of the best-so-far solution in the last iteration are reported in Tables 4 and 5 . Note that the best results are highlighted in bold face. Table 4 and Fig. 4 show the statistical results for unimodal test functions. Table 4 shows that the results of BGSA5 to BGSA8 are better than BGSA1 to BGSA4 in general. Since unimodal test functions do not have local minima, it can be stated that v-shaped transfer functions are better than s-shaped transfer functions in terms of exploitation. Among v-shaped transfer functions, V1 (BGSA5) shows the best results in 43 % of the test functions as shown in Fig. 4 . Considering the slope and saturation of V1 in Fig. 1, V1 provides the highest probability values meaning that this algorithm updates its masses more frequently compared to V2, V3, and V4. Although this mechanism theoretically promotes exploration, these results show that it can also improve exploitation.
The convergence curves in Fig. 5 also support this statement. It can be observed that BGSA algorithms with v-shaped transfer functions have the fastest convergence rates compared to s-shaped transfer functions. The discrepancy is considerable between the two groups, due to the improved exploitation of BGSA utilising v-shaped transfer functions. VGSA5 is the best in terms of convergence rate for unimodal test functions.
The experimental results for multimodal test functions are provided in Table 5 , and Figs. 6, 7. According to Table 5 and Fig. 6 , the results of v-shaped transfer functions are much better than s-shaped transfer functions. Note that multimodal benchmark functions have a massive 
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[ -100, 100] 0 shows, followed by V2. This is due to the nature of multimodal benchmark functions in that we need to emphasise exploration rather than exploitation to avoid local optima. To summarise, statistically speaking the BGSA5 algorithm has the best results in 46 % of the benchmark functions as shown in Fig. 8 . Therefore, these results show that the proposed V1 transfer function could successfully improve exploration and exploitation of BGSA. It is worth mentioning that this success has been achieved without any extra computational burden for the BGSA algorithm. Moreover, these results indicate how important the role of the transfer function is in BGSA, since by selecting a suitable function the performance of BGSA can be increased remarkably. BGSA2  BGSA3  BGSA4  BGSA5  BGSA6  BGSA7  BGSA8   BGSA1  BGSA2  BGSA3  BGSA4  BGSA5  BGSA6  BGSA7  BGSA8   BGSA1  BGSA2  BGSA3  BGSA4  BGSA5  BGSA6  BGSA7 BGSA8 Fig. 5 Convergence curves of BGSA algorithms on unimodal functions
Results of the BPSO algorithm
We also developed BPSO with all the transfer functions in Table 1 and named them BPSO1 to BPSO8. Note that BPSO1 to BPSO4 use S1 to S4, whereas BPSO5 to BPSO8 use V1 to V4. The algorithms were run 30 times. The average and standard deviation of the best-so-far solution in the last iteration are reported in Tables 6 and 7 . Note that the best results are highlighted in bold face.
The results of the BPSO algorithms on the unimodal test functions in Table 6 show that BPSO with v-shaped transfer functions mostly outperforms those with s-shaped transfer functions. The same behaviour can be observed in the results of multi-modal test functions in Table 7 , in which BPSO 8 outperforms other algorithms in the majority of test functions. Among the BPSO algorithms with s-shaped transfer functions, S1 (in BPSO1) shows the best results, but other s-shaped transfer functions show the worst results.
These results are consistent with those of BGSA, showing the v-shaped transfer functions are more suitable for heuristic algorithms. However, it is interesting that V1 shows the best results in BGSA, whereas V4 provides the best results in BPSO. This strongly suggests that transfer functions may have different impacts on different heuristic algorithms. The convergence curves of BPSO algorithms in Figs. 9 and 10 show that v-shaped transfer functions accelerate the convergence as well. Comparing convergence of BPSO and BGSA, it may be seen that transfer functions can also provide different convergence behaviour for various algorithms.
In summary, the results show that s-shaped transfer functions are much less effective than the v-shaped transfer functions. This is due to the mechanism for updating position when using an s-shaped transfer function in Eq. (3.6), in which the search agents are assigned 0 or 1. This mandatory assignment may not be effective in different problems. For instance, if a variable of a search agent is 1 and the velocity is high, there should be a high possibility for the variable to become 0. However, Eq. (3.6) requires this variable stays in 1 with a very high probability. This can significantly degrade exploration of a heuristic algorithm.
In contrast to s-shaped test functions, v-shaped transfer functions tend more often to form the complement of variables using Eq. (3.8) . This mechanism promotes and guarantees changing the position of search agents proportional to their velocities. This is the main reason for the superiority of v-shaped test functions.
The results also show that V1 is the best transfer function for BGSA, while V4 better improves the performance of BPSO. The V1 transfer function is saturated earlier than V2, V3, and V4. This causes it to return more values close to 1, so the first condition in Eq. (3.8) is satisfied more often than the second condition, and the search agents are moved more frequently. This promotes exploration of the search space, which is the main reason for the superior results of BGSA8. Considering the performance of algorithms BGSA5 to BGSA8, the results are progressively less degraded from BGSA5 to BGSA8. Considering the shape of V1 to V4 and this behaviour, it can be concluded the v-shaped transfer functions show lower exploration from V1 to V4.
The results of the BPSO algorithm are progressively more degraded from BPSO4 to BPSO8, which is exactly the opposite to those of BGSA algorithms. Considering Eq. (3.8), it may be concluded that the transfer functions that are saturated earlier are more suitable for BPSO algorithms. This is due to the high probability of satisfying the second condition in Eq. (3.8), especially when using V4, in which case the variables tend to maintain their positions more frequently. This promotes exploitation, which assists BPSO8 to outperform BPSO5 to BPSO7. The accelerated convergence observed of v-shaped BPSO algorithms is also due to this reason.
Considering the effect of the slope and saturation of s-shaped transfer function on exploration and exploitation, the results show that S1 performs better for both BGSA and BPSO compared to other s-shaped transfer functions. However, specifics of exploration and exploitation cannot be discussed due to the mechanism of position updating in Eq. (3.6). For the test problems investigated, it seems that a transfer function performs well when it assigns 1 to variables. However, this cannot be extended since such a behaviour may be reversed if we swap the conditions of Eq. (3.6) . This can also be considered as another drawback of s-shaped transfer functions.
In contrast, the v-shaped transfer functions show high exploration if they become saturated early because they tend to change the variables of search agents more Fig. 9 Convergence curves of BPSO algorithms on unimodal benchmark functions For future study, v-shaped algorithms could be employed for solving real problems with the purpose of benchmarking the performance of such algorithms in practice. In addition, the insights gained into their impact on algorithm behaviour may allow the choice of other mathematical functions worth researching as transfer functions. 
