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I discuss particular solutions of the integrable systems, starting from well-known
dispersionless KdV and Toda hierarchies, which define in most straightforward way
the generating functions for the Gromov-Witten classes in terms of the rational
complex curve. On the “mirror” side these generating functions can be identified
with the simplest prepotentials of complex manifolds, and I present few more ex-
actly calculable examples of them. For the higher genus curves, corresponding in
this context to the non Abelian gauge theories via the topological gauge/string du-
ality, similar solutions are constructed using extended basis of Abelian differentials,
generally with extra singularities at the branching points of the curve.
∗Based on talks, given atWorkshop on combinatorics of moduli spaces, Hurwitz numbers, and cluster algebras,
Moscow; Abel Symposium 2008, Tromsø and Geometry and integrability in mathematical physics 08, Luminy.
1
1 Introduction
Integrable differential equations appear in different branches of modern mathematical physics,
but in the last years they attracted a lot of attention, due to the study of partition function
in the simplest models of string theory and some quantum gauge theories. The generating
functions for the correlators, which can be symbolically written as
log τ(t) = 〈exp
∑
k
tkσk〉string (1)
are initially defined by summing the perturbation series and even the instanton expansions
in world-sheet formulations of a string model or in a relatively simple quantum field theory.
It turns out, however, that all essential information about the results of this summation is
typically hidden in a system rather simple (though generally nonlinear) differential equations
for log τ(t) and its derivatives.
In a certain sense the theoretical physicists are lucky: both for the toy-models and “physical”
multi-dimensional target-space theories one gets rather well-known and widely used for the
applied problems of mathematical physics integrable systems in 1 + 1 and 2 + 1 dimensions.
Moreover, quite often we are interested even in the solutions with the finite number of degrees
of freedom - the so called moduli of the theory (corresponding to the finite-dimensional set
of the primary operators and corresponding time-parameters, sometimes also called as “small
phase space”). The geometry of these solutions involve mostly the complex curves and their
Jacobians, so that the Abel map plays the role of an integrating change of the variables.
Being closely related to the algebro-geometric solutions of the KP and Toda-type integrable
systems, the string solutions are nevertheless absolutely new. In order to demonstrate this the
best thing is to start from two well-known examples.
1: The famous KdV equation ut+uux+uxxx = 0 is trivially satisfied by the function u =
x
t
,
which is nothing but a linear potential, “slowly falling down” in time. This rather trivial
solution from the point of view of KdV equation itself corresponds to the pure topological
gravity (simplest topological string model) or the Gromov-Witten theory of a point [1, 2, 3, 4],
with the partition function (known as Kontsevich model)
log τ = FK(x, t) + . . . =
x3
6t
+ . . . =
t→t+1
x3
3!
〈111〉+ . . .
u =
∂2 log τ
∂x2
(2)
producing the intersection numbers,
〈σk1 . . . σkn〉 =
∫
Mg,n
n∏
i=1
ψkii (3)
2
defined as integrals over compactified moduli spaces M g,n of genus g complex curves with n
punctures (the world-sheets for the n-point correlators in string theory), where ψi = c1(Li) is the
first Chern class of canonical line bundle on M g,n with the fiber T
∗
Σg,n(Pi) at i-th marked point
Pi. Literally in (2) the only intersection number 〈111〉 = 1 is written down, corresponding to the
trivial integral overM 0,3 = point. In order to get the rest of the numbers (3), one needs to solve
the full KdV hierarchy (to switch on higher flows in rest of the variables t1 = x, t3 = t, t5, t7 . . .
of the hierarchy) for the initial u = x/t
log τ =
∑
{ki}≥0
t2k1+1 . . . t2kn+1
n!
〈σk1 . . . σkn〉~
2g−2
(4)
In physical language one gets by (4) the generating function for the correlators of the gravi-
tational descendants σk ≡ σk(1), corresponding to the multiplication of the primary operators
by k-th powers of the Chern classes. The “target-space” part of the theory of a point is trivial
and contains the only primary unity operator 1. For convenience, the string coupling ~ is
introduced in (4), with the weight, fixed by selection rule
∑
ki = 3g − 3 + n. For example,
the contribution explicitly presented in (2) is weighted by ~−2, since it comes from the moduli
space M 0,3 with g = 0.
This extra parameter is needed, since of special interest is the quasiclassical limit ~→ 0 of
the generating function, which behaves then as
log τ(t) ∼
~→0
1
~2
F(t) +O(~0) (5)
with F often called as prepotential. The quasiclassical part of the expansion (4) is described
in terms of dispersionless limit for the KdV equation with the Lax function W = z2 − u (the
Lax operator after the substitution ∂/∂x→ ~∂/∂x→ z), or explicitly by the formulas
x = res∞W
−1/2zdW ∼ u
∂F
∂x
= res∞W
1/2zdW ∼ u2
(6)
so that
F =
~→0
~
2 log τ = FK(x) ∼ x
3 + . . . (7)
Formulas like (6) define the prepotential (7), the quasiclassical part of (4), also if all gravitational
descendants are added, as degenerate prepotential of an almost trivial complex manifold - the
target-space rational curve W = z2− u. Generally one has many variables, the residues should
be replaced by the period integrals res →
∮
over all nontrivial cycles, and integrability of the
equations like (6) is guaranteed by the Riemann bilinear identities.
The full partition function τ(t) can be also restored [5] as a solution to the Virasoro con-
3
straints
Lnτ = 0, n ≥ −1,
Ln =
1
2
∑
ktk
∂
∂tk+2n
+
1
4
∑
a+b=2n
∂2
∂ta∂tb
+
+δn+1,0
t21
4
+
δn,0
16
(8)
being an infinite set of the linear differential equations.
2: Consider now the second simplest example of the Toda chain [6] (in dispersionless limit):
∂2F
∂t21
= exp
∂2F
∂a2
(9)
The “stringy solution”
F = 1
2
a2t1 + e
t1 (10)
(again for the prepotential F =
~→0
~2 log τ) describes system of particles with the co-ordinates
aD = ∂F/∂a = at1 moving with constant velocity = number = a in time t1, being the first time
of the Toda chain hierarchy. These two parameters (a, t1) replace here the only “target-space”
parameter x of the KdV hierarchy, since the primary operators here - instead of the only 1 in the
KdV example - correspond to the cohomologies of P1: a↔ 1 ∈ H0(P1) and t1 ↔ ̟ ∈ H2(P1).
The truncated generation function F ∼ 〈exp (a1 + t1̟)〉 gives rise to the deformation of the
multiplication in cohomology ring: ̟ ·̟ ≃ et11, corresponding to the only nontrivial relation
in the operator algebra of the target-space primary operators.
To restore the dependence upon the gravitational descendants tk+1 ↔ σk(̟), Tn ↔ σn(1),
(in these notations a ≡ −T0) one has to solve the Toda chain hierarchy, with the initial
condition, corresponding to (10). Quasiclassically, for the prepotential
F =
a2t1
2
+ et1 ⇒ F(t, a)⇒ F(t,T) (11)
it can be done in two steps (certainly, both the half-truncated generating function F(t, a) and
full F(t,T) still satisfy the first Toda equation (9)). Solving Toda chain hierarchy in t-variables
gives rise to a (half-truncated) Gromov-Witten theory of complex projective line P1
log τ =
∑
{ki},d≥0
tk1 . . . tkn
n!
〈σk1(̟) . . . σkn(̟)〉~
2g−2qd (12)
where σk(̟) are the descendants of the (generally complexified) Ka¨hler class ̟, (to distinguish
them from the descendants σk(1) of the unity operator) and the correlators are now identified
〈σk1 . . . σkn〉 =
∫
Mg,n(P1,d)
n∏
i=1
ψkii ev
∗
i (̟) (13)
4
with the integrals taken over the moduli spaces Mg,n(P
1, d) of stable maps of degree d, and
evi : M g,n(P
1, d) 7→ P1 is evaluation map at the i-th marked point. The extra parameter q in
(13), counting degree of the maps, or the number of instantons, can be absorbed by shift of
t1 → t1 − log q.
The quasiclassical part of the generating function (12) is again described by a prepotential
in a dual picture, sometimes also called as the “Landau-Ginzburg approach”. The Landau-
Ginzburg superpotential can be now chosen as a function on cylinder
z = v + Λ
(
w +
1
w
)
(14)
which has also an obvious sense of the Lax function of the dispersionless Toda chain (the
r.h.s. of (14) represents the three-diagonal Lax matrix of Toda chain in terms of powers of
spectral parameter w). Equation (14) can be viewed as describing a rational curve (a cylinder),
embedded into (z, w) ⊂ C×C∗, and it can be considered as a particular oversimplified example
of the Nc-periodic Toda chain curves family
ΛNc
(
w +
1
w
)
= PNc(z) =
Nc∏
i=1
(z − vi) (15)
The topological type-A string theory on P1 is in this way dual to the Nc = 1 oversimplified
Abelian N = 2 supersymmetric gauge theory [7]. Solving the dispersionless Toda chain, corre-
sponding to (14), is therefore an intermediate step towards understanding the geometry of the
extended non Abelian N = 2 supersymmetric gauge theory with the U(Nc) gauge group, being
associated in the Seiberg-Witten context [8] with the families of the curves (15).
2 Topological solution to dispersionless Toda hierarchy
The solution for the half-truncated dispersionless Toda hierarchy for F(t, a) at Tn = δn,1, or
switched off gravitational descendants of unity {σk(1)} is given in terms of the rational curve
(14) (or the dispersionless Toda Lax operator), endowed with
S =
z→∞
−2z(log z − 1) +
∑
k>0
tkz
k + 2a log z −
∂F
∂a
− 2
∑
k>0
1
kzk
∂F
∂tk
(16)
odd under the involution w ↔ 1
w
, which has the sense of the logarithm S ∼ logΨ of Ψ-
function, solving the auxiliary linear problem. As always for the integrable systems, solution
for the dynamical variables themselves comes from reconstructing Ψ or S. In terms of the
global variable w one immediately writes [9]
S = −2
(
z logw + Λ(log Λ− 1)
(
w −
1
w
))
+
∑
k>0
tkΩk(w) + 2a logw (17)
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fixed by asymptotic w ∼
z→∞
z and being odd under w ↔ 1
w
. Here Ωk = z(w)
k
+ − z(w)
k
−, where
± stand for the strictly positive and negative parts of the Laurent polynomials (powers of z
(14)) in w, e.g. Ω1(w) = Λ
(
w − 1
w
)
, Ω2(w) = Λ
2
(
w2 − 1
w2
)
+ 2Λv
(
w − 1
w
)
, etc.
Expressions for v, Λ, F as functions of a and all times t are found from the conditions
dS
d logw
∣∣∣∣
dz=0
= 0 (18)
imposed at the zeroes of the differential dS coinciding with the zeroes of dz, i.e. at the ramifica-
tion points [10]. These are two algebraic equations, to be solved for the coefficients v = v(a; t)
and Λ = Λ(a; t) of the curve (14).
Small phase space. If, for example, tk = 0 for k > 1, it gives
v = a, Λ2 = et1 (19)
and from the “regular tail” of the expansion (16) one reads off the prepotential (10) on the
small phase space.
One can interpret this as a particular degenerate case of a general definition of prepotential
of a complex curve Σ, endowed with two meromorphic differentials with the fixed periods [10],
or with the generating Seiberg-Witten one-form dSSW . The variables are generally introduced
via the period integrals
ai =
1
4πi
∮
Ai
dSSW (20)
over the chosen half of the cycles from H1(Σ), and the gradients of prepotential F determined
aDi =
∮
Bi
dSSW =
∂F
∂ai
(21)
by the period integrals over the dual cycles. The definition (21) is consistent due to condition
∂aDi
∂aj
= Tij =
∂2F
∂ai∂aj
(22)
where the symmetricity of the r.h.s. (or of the second derivatives of the prepotential) is guaran-
teed by symmetricity of the period matrix of Σ. Equality (22) follows from (21) and is implied
by the fact that variation of dSSW w.r.t. moduli is holomorphic, that is a direct analog of the
property (18).
The above solution for dispersionless Toda with only nonvanishing a and t1 is just a de-
generate version for this construction, where the nontrivial curve is replaced by a cylinder.
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Then
S = −2
(
z logw + Λ(log Λ− 1)
(
w −
1
w
))
+ t1Λ
(
w −
1
w
)
+ 2a logw =
=
(19)
−2z logw + 2Λ
(
w −
1
w
)
+ 2a logw
dSSW = 2z
dw
w
(23)
so that
1
4πi
∮
Ai
dSSW =
1
2πi
∮
A
z
dw
w
= resz=∞ z
dw
w
= a (24)
(dz and dw
w
are these two meromorphic differentials with the fixed periods), and
∂F
∂a
∼
∫
B
z
dw
w
∼ [S]0 = at1 (25)
where the role of the regularized degenerate infinite B-period is played by the constant part of
the function (16).
Higher flows. To add the higher flows, one have to introduce the generalized periods, or just
the coefficients of the expansion (16), which can be denoted as
tk =
1
k
resP+z
−kdS = −
1
k
resP−z
−kdS, k > 0 (26)
and
∂F
∂tk
=
1
2
resP+z
kdS = −
1
2
resP−z
kdS, k > 0 (27)
where z(P+) = z(P−) = ∞ and these are two infinities of (14), exchanged by the involution
w ↔ 1
w
. Equations (18) remain the same, but they cannot be solved explicitly in general.
Already adding only nonvanishing t2 their solutions [9]
v = a−
1
2t2
L
(
−4t22e
t1+2t2a
)
log Λ2 = t1 + 2t2a− L
(
−4t22e
t1+2t2a
) (28)
are expressed only in terms of the Lambert function L(x)eL(x) = x. This is nothing, but the
asymptotic of the generation function for the Hurwitz numbers
Hg,d = 〈σ1(̟)
2g+2d−2〉g,d (29)
each of them having a meaning of the number of genus g, d-sheeted covers of P1, with a fixed
general branch divisor of degree d · χ(P1)− χ(Σg) = 2d+ 2g− 2, as follows from the Riemann-
Hurwitz formula.
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Indeed, one gets from (12), (29)
F(a = 0, t1, t2 =
1
2
, 0, . . .) =
∑
d>0
Hd,0
(2d− 2)!
edt1 (30)
From our solution (28) it follows
∂2F
∂t21
∣∣∣∣
a=0,t2=1/2
= Λ2 = −L
(
−et1
)
(31)
which produces exactly Hd,0 =
(2d−2)!
d!
dd−3 since the Lambert function has an expansion
L(t) =
∞∑
n=1
(−n)n−1tn
n!
= t− t2 +
3
2
t3 −
8
3
t4 + . . . (32)
giving rise to the desired result.
3 Quasiclassics of Nekrasov partition function
The tau-function (12) can be in fact defined beyond quasiclassical (corresponding to g = 0
Gromov-Witten potential) theory [11, 7]. The definition can be written as sum over partitions:
the sets of integers k = (k1 ≥ k2 ≥ . . . ≥ kℓk = 0 ≥ 0 . . .)
τ(a, t) =
∑
k
m2
k
(−~2)|k|
e
1
~2
P
k>0
tk
k+1
chk+1(a,k,~) ∼ exp
(
1
~2
F(a, t) + . . .
)
(33)
weighted with the squared Plancherel measure
mk =
∏
1≤i<j≤ℓk
(ki − kj + j − i)∏ℓk
i=1(ℓk + ki − i)!
∼
∏
i<j
ki − kj + j − i
j − i
(34)
and coupled to the Toda times by the Chern polynomials
(
e
~u
2 − e−
~u
2
) ∞∑
i=1
eu(a+~(
1
2
−i+ki)) =
∞∑
l=0
ul
l!
chl(a,k; ~) (35)
or
ch0(a,k) = 1, ch1(a,k) = a,
ch2(a,k) = a
2 + 2~2|k|
ch3(a,k) = a
3 + 6~2a|k|+ 3~3
∑
i
ki(ki + 1− 2i)
. . .
(36)
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The expression in the r.h.s. of the last one has an easily recognizable ingredient (see e.g. [12])∑
i
ki(ki + 1− 2i) =
∑
i
(
(ki − i+
1
2
)2 − (−i+ 1
2
)2
)
(37)
from the combinatorics of Hurwitz numbers - the class of a transposition, and it is exactly the
element, whose coupling to t2 =
1
2
in (30) ensures appearance of the asymptotic of Hurwitz
numbers via the expansion of the Lambert function.
Topological gauge string duality reinterprets the sum over partitions in the expression for
the exponentiated full Gromov-Witten potential (33) as summing over all instantons in the
deformed four-dimensional N = 2 supersymmetric gauge theory [7]. Expression (33) is a
particular example of the Nekrasov partition function [11] for the Nc = 1 or deformed U(1)
gauge theory.
Formula (33) also states, that quasiclassics ~ → 0 of the Nekrasov partition function co-
incides with the genus zero Gromov-Witten potential or the Seiberg-Witten prepotential of
the extended U(1) theory. This equivalence leads, in particular, to the strange phenomenon -
effective actions in four-dimensional supersymmetric gauge theories satisfy the same differential
equations as generating functions for the correlators in topological strings!
Quasiclassical contribution into (33) can be found as a solution to the extremum problem
for the functional
F = 1
2
∫
dxf ′′(x)
∑
k>0
tk
xk+1
k + 1
− 1
2
∫
x1>x2
dx1dx2f
′′(x1)f
′′(x2)F (x1 − x2)+
+aD
(
a− 1
2
∫
dx xf ′′(x)
)
+ σ
(
1− 1
2
∫
dx f ′′(x)
) (38)
whose form is derived from the integral representation of the Chern polynomials
chl(a,k) =
1
2
∫
dx f ′′
k
(x)xl ∼
∞∑
i=1
(
(a+ ~(ki − i+ 1))
l − (a + ~(ki − i))
l
)
(39)
and the Plancherel measure
m2
k
∼
∏
i,j
(ki − kj + j − i) = exp
∑
i,j
log (ki − kj + j − i) ∼
∼ exp
(
−
1
2~2
∫
x1>x2
dx1dx2f
′′
k
(x1)f
′′
k
(x2)γ(x1 − x2; ~)
)
∼
∼
~→0
exp
(
−
1
2~2
∫
x1>x2
dx1dx2f
′′
k
(x1)f
′′
k
(x2)F (x1 − x2)
) (40)
via the second derivative of the shape function [13]
f ′′
k
(x) ∼ 2
∞∑
i=1
(δ(x− a− ~(ki − i+ 1))− δ(x− a− ~(ki − i))) (41)
9
for partitions. In (40) the kernel γ(x; ~) satisfies the second order difference equation
γ (x+ ~) + γ (x− ~)− 2γ (x) = ~2 log x (42)
and for ~→ 0 can be replaced in the main order by
γ(x; ~) ⇒
~→0
F (x) =
x2
2
(
log x−
3
2
)
(43)
or just F ′′(x) = log x, known as perturbative prepotential for the four-dimensional N = 2
supersymmetric gauge theory.
The shape function
fk(x) = |x− a|+∆fYk(x) ∼
∞∑
i=1
(|x− a− ~(ki − i+ 1)| − |x− a− ~(ki − i)|) (44)
literally corresponds to the shape of the Young diagram Yk of partition k, put into the right
angle |x − a| whose vertex is located at x = a of the x-axis. The functional (38) should
be computed on the extremal partition k∗, corresponsing to some “large” partition Yk∗ with
the shape function fk∗(x) ≡ f(x), to be found as solution for the extremal equation for the
functional (38). Two last terms in the r.h.s. of (38) reflect added with the Lagrange multipliers
constraints for the shape function, following from (44): f ′
k
(x+)− f ′
k
(x−) = 2 corresponding to
approaching of the right angle by the shape function fk(x
±) = |x± − a| at certain points x±,
and location of the vertex of the Young diagram and the right angle at a = 1
2
∫
dx xf ′′
k
(x).
Extremizing the functional (38), one gets for S(z) = d
dz
δF
δf ′′(z)
, or
S(z) =
∑
k>0
tkz
k −
∫
dxf ′′(x)(z − x) (log(z − x)− 1)− aD (45)
that its real part
Re S(z) = 1
2
(S(z + i0) + S(z − i0)) = 0, z ∈ I (46)
vanishes on the segment I, where ∆f(x) 6= 0: x− < x < x+. The asymptotic of (45) at z →∞
coincides with (16), and to construct such function, satisfying (46) one takes the double cover
y2 = (z−x+)(z−x−) of the z-plane or the cylinder (14) with x± = v± 2Λ, and writes literally
the odd under exchange of the two z-sheets expression (17), which automatically obeys (46).
The extremal shape function is found from the (17) as f ′(x) ∼ jump
(
dS
dx
)
, as follows
from the integral representation (45). It has been found in [9], for example, that if one adds
nonvanishing t2 6= 0 to the small phase space, the extremal shape function equals
f ′(x) =
2
π
(
arcsin
(
x− v
2Λ
)
+ 2t2
√
4Λ2 − (x− v)2
)
,
v − 2Λ ≤ x ≤ v + 2Λ
(47)
i.e. the Vershik-Kerov arcsin law is deformed by the Wigner semicircle and “renormalization”
v = a→ v(a; t) and Λ = et1/2 → Λ(a; t) of the parameters of the curve, solving equations (18).
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4 Full quasiclassical Gromov-Witten potential of P1
To restore T-dependence in the partition function τ(a, t) → τ(a, t,T) or to switch on the
descendants of unity {σk(1)} for k > 0 one has to solve the Virasoro constraints
Ln(t,T; ∂t, ∂T; ∂
2
t
)τ(a, t,T) = 0, n ≥ −1 (48)
with the initial condition τ(a, t) = τ(a, t,T)|Tn=δn,1 , see [14, 15, 16, 17, 18]. Quasiclassically,
solution to these Virasoro constraints, producing the full genus zero Gromov-Witten potential
F(a, t,T) is described [19] by the following generalization of the formula (16)
S(z) =
z→∞
∑
k>0
tkz
k − 2
∑
n>0
Tnz
n(log z − cn)+
+2a log z −
∂F
∂a
− 2
∑
k>0
1
kzk
∂F
∂tk
(49)
(ck =
∑k
i=1
1
i
are harmonic numbers), which defines F when constructed globally on (14), odd
under the involution w ↔ 1
w
.
To do this, one needs just to substitute again zk → Ωk(w) = z(w)k+ − z(w)
k
− and
zk(log z − ck)→ Hk(z, w) = z
k logw +
k∑
j=1
C
(k)
j Ωj(w) (50)
for the polynomial t-flows and logarithmic T-flows. The coefficients C
(k)
j in the r.h.s. of (50)
are completely fixed by the asymptotic at z → ∞ (see [19] for details). The T-dependence of
F(a, t,T) is given by
∂F
∂Tn
∣∣∣∣
t
= (−)nn! (Sn)0 (51)
(inspired by K. Saito formula [20]), where
dnSn
dzn
= S, n ≥ 0 (52)
or Sn is the n-th primitive of S (odd under w ↔
1
w
). Certainly, the particular n = 0 case of
the formula (51) coincides with (25), since the variable a corresponds to the primary σ0(1) ≡ 1
operator. For n = 1 formula (51) gives rise to
F(t1, a, T1) =
a2t1
2T1
+ T 21 exp
t1
T1
(53)
which at T1 = 1 obviously coincides with (10), while at T1 →∞ gives
F(t1, a, T1) ∼
T1→∞
. . .FK(t1 + a, T1) + FK(t1 − a, T1) + . . . (54)
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i.e. from what we started in (2), (7) - a linear in x solution to the KdV equation u(x, T1) ∼
x
T1
.
The t-dependence of the quasiclassical tau-function F(t,T) is governed by dispersion-
less Toda chain hierarchy, while the T-dependence can be encoded in terms of so called ex-
tended Toda hierarchy [21, 18], which is rather special nontrivial reduction [15, 17] of the
two-dimensional Toda lattice. On the small phase space
Feq(X1, X¯1; ǫ) =
ǫ2
6
(
X31 + X¯
3
1
)
+ eX1+X¯1 =
a2t1
2
+ et1 +
ǫ
2
at21 +
ǫ2
6
t31 (55)
coinciding with (10) at ǫ→ 0, upon
tk = Xk + X¯k, k > 0
Tk = −ǫX¯k+1, k ≥ 0
(56)
and
∂
∂Xk
=
∂
∂tk
,
∂
∂X¯k
=
∂
∂tk
− ǫ
∂
∂Tk−1
, k > 0 (57)
for the derivatives, indeed satisfies the two-dimensional Toda lattice equation
∂2Feq
∂X¯1∂X1
= exp
1
ǫ2
(
∂
∂X1
−
∂
∂X¯1
)2
F (58)
if one takes the solutions, constrained by reduction
∂Feq
∂X1
−
∂Feq
∂X¯1
= ǫ
∂Feq
∂X0
(59)
On small phase space (56) just give X1 = t1 +
a
ǫ
and X¯1 = −
a
ǫ
.
Equation of the curve for the equivariant Toda [15], has been derived recently from the
functional approach in [22], can be written as
z = v + Λ
(
w +
1
w
)
− ǫ log
z
Λw
(60)
is a deformation of (14), but it is already not algebraic. It should be also supplemented by the
conjugated one
z¯ = v¯ + Λ
(
w +
1
w
)
+ ǫ log
z¯w
Λ
(61)
with parameters v and v¯ obeying the reduction constraint (59), or
v − v¯ = ǫ log Λ2 (62)
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Equations (60), (61) can be solved hence for z = z(w) and z¯ = z¯(w−1) only in terms of the
expansions
z =
w→∞
Λw + v +
(
Λ−
ǫv
Λ
) 1
w
+ . . .
z¯ =
w→0
Λ
w
+ v¯ +
(
Λ +
ǫv¯
Λ
)
w + . . .
(63)
producing, in particular, the two-dimensional Toda lattice Hamiltonians hk = z
k(w)++
1
2
zk(w)0
and h¯k = z¯
k(w−1)− +
1
2
z¯k(w−1)0, e.g.
h1(w) = Λw +
v
2
, h¯1(w
−1) =
Λ
w
+
v¯
2
,
h2(w) = Λ
2w2 + 2Λvw +
v2
2
+ Λ2 − ǫv, h¯2(w
−1) =
Λ2
w2
+
2Λv¯
w
+
v¯2
2
+ Λ2 + ǫv¯
. . .
(64)
Inverse to the first equation of (63) has the form
− log
w
z
= log Λ +
v
z
+ . . . (65)
which means that
log Λ2 =
∂2Feq
∂X20
= X1 + X¯1
v =
∂2Feq
∂X0∂X1
= ǫX1
(66)
and
v¯ = v − ǫ log Λ2 = −ǫX¯1 =
∂2Feq
∂X0∂X¯1
(67)
Solutions (66) can be also found from the equations (18) for the generating function
Seq =
∑
k>0
(
Yk
k
hk(w)−
Y¯k
k
h¯k(w
−1)
)
−X0 logw (68)
where the “exact” Toda variables {Yk, Y¯k}, k > 0 are related to the time variables {Xk, X¯k}
(56) by a triangular transformation [15, 17]. In particular
X1 = Y1 + 1 +
X0
ǫ
, X¯1 = Y¯1 + 1−
X0
ǫ
(69)
automatically giving rise to the constraint (59).
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5 Elliptic U(1) theory
Before turning to the non Abelian gauge theories and corresponding target-space curves of
higher genera let us discuss the elliptic example of prepotential, being on one hand just a slight
generalization of the “small phase space formula” (10), but on another hand which is quite rare
example of the case, when the prepotential can be computed explicitly beyond the rational case.
It corresponds literally to the U(1) gauge theory with massive adjoint matter, for which the
target-space P1 should be replaced by elliptic curve, or complex torus with modulus τ , playing
the role of t1 or the ultraviolet coupling in gauge theory with vanishing beta-function.
Consider elliptic curve Eτ = C/(1, τ) with a marked point P . Choose ξ(P ) = 0 where
dξ ∈ H1(Eτ) is the canonical holomorphic differential∮
A
dξ = 1,
∮
B
dξ = τ (70)
which appears here dΦ = dw
w
→ dξ instead of the “holomorphic” third-kind Abelian differential
on the cylinder (14). Consider also the second kind Abelian differential
dλ = −Mdξ (℘(ξ) + 2η) = −M
dξ
ξ2
+ . . . (71)
where the constant η = ζ(1/2) is chosen to ensure constancy of the periods∮
A
dλ = 0∮
B
dλ = −M(2ητ − 2η′) = −2πiM = const
(72)
with η′ = ζ(τ/2), and the second equation in the second formula is due to the Legendre identity.
Integrating (71) one gets
λ =M(ζ(ξ)− 2ηξ + iπ) + a =M
θ′(ξ)
θ(ξ)
+ a+ iπM (73)
where θ(ξ) ≡ θ1(ξ|τ) is the only odd Jacobi theta-function, while the integration constant is
taken to get ∮
A
dS =
∮
A
λdξ = a (74)
For the dual B-period we have (ξ0 is the intersection point of the A and B cycles)∮
B
dS =
∮
B
λdξ = (a+ iπM)τ +M log
θ(ξ0 + τ)
θ(ξ0)
=
= aτ + iπM(±1 − 2ξ0)
(75)
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Taking derivatives of the generating one-form one gets
∂
∂a
dS =
∂λ
∂a
∣∣∣∣
ξ,M,τ
dξ = dξ
∂
∂τ
dS =
∂λ
∂τ
∣∣∣∣
ξ,M,a
dξ =M
(
∂
∂τ
log θ(ξ)
)′
dξ = 4πiM
(
θ′′(ξ)
θ(ξ)
)′
dξ
(76)
i.e. the derivative over τ gives rise to a non-single valued differential, since
Ω =
θ′′(ξ)
θ(ξ)
= (log θ(ξ))′′ +
(
(log θ(ξ))′
)2
≡ J ′(ξ) + J2(ξ)
Ω(ξ0 + 1)− Ω(ξ0) = 0
Ω(ξ0 + τ)− Ω(ξ0) = ((J(ξ0 + τ)− J(ξ0)) ((J(ξ0 + τ) + J(ξ0)) =
= −4πi(J(ξ0)− iπ) = −4πi
(
θ(ξ0)
′
θ(ξ0)
− iπ
) (77)
so that the jump (cf., for example, with [10, 23])
∆AdΩ = dΩ(ξ0 + τ)− dΩ(ξ0) = −4πid
(
θ(ξ0)
′
θ(ξ0)
)
= −
4πi
M
dλ (78)
In order to get the nontrivial part of prepotential one needs now to compute
∂F
∂τ
=
1
2
∮
A
λ2dξ =
1
2
(
a2 + π2M2 +M2
∮
A
(
θ(ξ)′
θ(ξ)
)2
dξ
)
(79)
For the last integral one gets∮
A
(
θ(ξ)′
θ(ξ)
)2
dξ = π2
∫ ξ0+1
ξ0
cot2(πξ)dξ + 8π2
∑
n>0
q2n
1− q2n
∫ ξ0+1
ξ0
cot(πξ) sin(2πnξ)dξ+
+16π2
∑
n,k>0
q2n
1− q2n
q2k
1− q2k
∫ ξ0+1
ξ0
sin(2πnξ) sin(2πkξ)dξ
(80)
where q = eiπτ , and ∫ ξ0+1
ξ0
cot2(πξ)dξ = −π2∫ ξ0+1
ξ0
cot(πξ) sin(2πnξ)dξ = 1, n > 0∫ ξ0+1
ξ0
sin(2πnξ) sin(2πkξ)dξ = 1
2
δn,k, n, k > 0
(81)
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Therefore
∂F
∂τ
=
1
2
∮
A
λ2dξ =
a2
2
+ 4π2M2
∑
n>0
q2n
(1− q2n)2
(82)
Integrating this relation one finally gets
F =
τa2
2
+
2πM2
i
∑
n>0
∫
q2n−1dq
(1− q2n)2
=
τa2
2
+
πM2
i
∑
n>0
1
n
(
1
1− q2n
− 1
)
(83)
Ressumation of the last expression gives
∑
n>0
1
n
(
1
1− q2n
− 1
)
=
∑
n,k>0
q2nk
n
= −
∑
k>0
log
(
1− q2k
)
(84)
so that
F = 1
2
τa2 −m2 log
∏
k>0
(
1− q2k
)
∼ 1
2
τa2 −m2 log η(τ) (85)
where the “physical mass” is m2 = π
i
M2, and η(τ) = q1/12
∏
k>0
(
1− q2k
)
is the Dedekind
function (extracting from or adding to prepotential linear term in log q ∼ τ is inessential). In
the limit m→∞, τ → +i∞ with
m2e2πiτ = Λ2 = et1 = fixed (86)
one comes back from (85) to (10) (again, generally up to inessential maximally quadratic terms).
It is quite unusual fact, that the Dedekind function η(q) appears in the main quasiclassical or
g = 0 term in the genus expansion for the generating function log τ = 1
~2
F + F1 + ~2F2 + . . .,
while commonly one can rather expect its appearance in the F1 ∼ log det ∂¯. This can be related
with the nontrivial questions about the modular properties of Fg and the holomorphic anomaly
equations [24, 25, 7], which are beyond the scope of these notes.
6 Non Abelian theory
Topological gauge/string duality claims in particular, that the truncated Gromov-Witten genus
zero potential F(a, t) coincides with a particular oversimplified Nc = 1 case of the (extended)
Seiberg-Witten N = 2 supersymmetric gauge theory. Moreover, it turns out that quasiclassical
solution to the non Abelian theory with the gauge group U(Nc) can be obtained almost in
the same way [9] - extremizing the functional (38), with the only slight modification of the
constraint part of the problem. Instead of a single constraint 1
2
∫
dx xf ′′(x) = a one has now
to impose a set of Nc similar constraints
1
2
∫
Ii
dx xf ′′(x) = ai, i = 1, . . . , Nc (87)
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for the shape function f(x), corresponding to Nc-tuples of partitions [13], with the vertices at
a1, . . . , aNc correspondingly. All these constraints are taken into account, just as in (38), by
adding them to the functional with the Lagrange multipliers aD1 , . . . , a
D
Nc .
To solve the extremal equations under the set of new constraints, one now takes the double
cover of z-plane with Nc cuts {Ij : x
−
j < z < x
+
j }
y2 =
Nc∏
i=1
(z − x+i )(z − x
−
i ) (88)
or the hyperelliptic curve of genus Nc − 1, and constructs S, odd under the involution y ↔ −y
or pure imaginary on the set I of these Nc cuts I = ∪
Nc
j=1Ij.
Such non Abelian extended U(Nc) N = 2 supersymmetric gauge theory is solved now in
terms of the Abelian differentials. The functional equation (46) is solved by constructing the
differential of
Φ(z) =
dS
dz
=
∑
k>0
ktkz
k−1 − 1
2
∫
dxf ′′(x) log(z − x) (89)
(remember that the shape function is restored from the jump f ′(x) ∼ jump Φ(x)). On hyper-
elliptic curve (88), one writes for dΦ
dΦ = ±
φ(z)dz
y
= ±
φ(z)dz√∏Nc
i=1(z − x
+
i )(z − x
−
i )
(90)
where the numerator φ(z) is totally fixed by asymptotic and the periods∮
Aj
dΦ = −2πi
∫
Ij
f ′′(x)dx = −2πi
(
f ′(x+j )− f
′(x−j )
)
= −4πi (91)
If all tk = 0, for k > 1, t1 = log Λ
Nc (of course still Tn = δn,1!) at the vicinity of the points P±,
where z(P±) =∞, one finds
Φ =
P→P±
∓2Nc log z ± 2Nc log Λ +O(z
−1) (92)
and it means, that there exists a meromorphic function w = ΛNc exp (−Φ), satisfying equation
(15). At Nc = 1 we come back to the curve (14), or the Lax operator of dispersionless Toda
chain.
If however the higher tk 6= 0 are nonvanishing, exp (−Φ) has an essential singularity and
cannot be described algebraically. Implicitly everything is still fixed by the asymptotic
dΦ ∼
z→∞
∑
k>1
k(k − 1)tkz
k−2 + . . . (93)
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and the period constraints (91), implying in particular
δ(dS) = δ (Φdz) =
z→x±j
−φ(x±j )δx
±
j∏′
k
√
(x±j − x
+
k )(x
±
j − x
−
k )
dz√
z − x±j
+ . . .
≃ holomorphic
(94)
the generic analog of the conditions (18).
The A-period constraints together with the asymptotic (93) fix completely the form of the
differential dΦ. Vanishing of the B-periods together with the integrality of the coefficient in
front of the logarithm in (92) impose Nc constraints for the 2Nc ramification points of the curve
(88). Remaining Nc yet unknowns are “eaten” by the Seiberg-Witten periods
ai =
1
4πi
∮
Ai
zdΦ, i = 1, . . . , Nc (95)
where the extra Nc-th dependent period is also included, an alternative option is to fix the
residue at infinity a, as in (24). The dual to (95) B-periods define the gradients of the prepo-
tential
aDi =
1
2
∮
Bi
zdΦ =
∂F
∂ai
, i = 1, . . . , Nc (96)
and, as in the U(1) case, the t-derivatives are determined by the residue formulas
∂F
∂tk
= −
1
k + 1
resP+
(
zk+1dΦ
)
, k > 0 (97)
but now on the curve (88). Integrability condition (22) for the gradients (96) is ensured by the
symmetricity of the period matrix of (88), or more generally, when including formulas (97), -
by the Riemann bilinear identities for all Abelian differentials.
If higher Tn 6= 0 are nonvanishing, say we consider first N descendants of unity to be
switched on for n = 1, . . . , N 1, only the (N + 1)-th derivative of (49)
dΦ(N−1) = d
(
dNS
dzN
)
(98)
can be decomposed over the basis of single-valued on the curve (88) Abelian differentials. It
is again totally determined by integrality of A-periods and singularities, but now not only
at z(P±) = ∞, but also at the branch points {xj}, j = 1, . . . , 2Nc of the curve (88), where
the differential (98) acquires extra poles. In fact these extra singularities are artificial, and
Φ′, . . . ,Φ(N−1) are regular at the branching points, if being considered as 2−, . . . , N− differen-
tials on the curve (88).
1The “minimal” theory has Tn = δn,1 and F = F(a, t); T1 = 1 corresponds to the nonvanishing condensate
〈σ1(̟)〉 6= 0.
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To construct (98) explicitly one writes
dΦ(N−1) =
φ(z)dz
y
+
dz
y
2Nc∑
j=1
N−1∑
k=1
(
qkj
(z − xj)k
)
(99)
and fixes the periods of dΦ(N−1), dΦ(N−2), . . . , dΦ′, dΦ by 2Nc·N constraints, ending up, therefore
with
(2N + 1)Nc − 2Nc ·N = Nc (100)
variables, to be absorbed by the generalized Seiberg-Witten periods
aj =
1
4πi
∮
Aj
zN
N !
dΦ(N−1), j = 1, . . . , Nc (101)
which define the prepotential still by
aDj =
1
2
∮
Bj
zN
N !
dΦ(N−1) =
∂F
∂aj
, j = 1, . . . , Nc (102)
The generalized Seiberg-Witten form is now the N -tuple Legendre transform of S-function (49),
being certainly a multivalued Abelian integral on the curve (88).
7 Two functional formulations
In the perturbative limit Λ → 0 the cuts of the curve (88) shrink to the points z = vj,
j = 1, . . . , Nc and the curve becomes rational, possibly parameterized as
wpert = PNc(z) =
Nc∏
i=1
(z − vi) (103)
This curve is endowed now with two polynomials (of arbitrary power): t(z) ≡
∑
k>0 tkz
k and
T (x) ≡
∑
n>0 Tnx
n. The S-functions is computed in this case explicitly and reads
S(z) = t′(z)− 2
Nc∑
j=1
σ(z; vj) = t
′(z)− 2
Nc∑
j=1
∑
k>0
T (k)(vj)
k!
(z − vj)
k(log(z − vj)− ck) (104)
i.e. is defined in terms of the function
σ(z; x) =
∑
k>0
T (k)(x)
k!
(z − x)k(log(z − x)− ck) (105)
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where the sum is finite, if restricted to the N -th class of backgrounds, with only first times
T1, . . . , TN 6= 0.
The perturbative prepotential is defined by the gradients
aDi = S(vi) =
∂Fpert
∂ai
(106)
and this formula gives rise to the following explicit expression
Fpert(a1, . . . , aNc ; t,T) =
Nc∑
j=1
FUV (aj ; t,T) +
∑
i 6=j
F (ai, aj ;T)
aj = T (vj), j = 1, . . . , Nc
(107)
with
FUV (x) ≡ FUV (x; t,T) =
∫ x
0
t′(x)dT (x)
∂2
∂x1∂x2
F (x1, x2;T) = T
′(x1)T
′(x2) log(x1 − x2)
(108)
If Tn = δn,1 one gets from (108)
FUV (x)|Tn=δn,1 =
∑
k>0
tk
xk+1
k + 1
(109)
which is the ultraviolet prepotential for the switched off descendants of unity, except for the
condensate of 〈σ1(1)〉, and
F (x1, x2;T)|Tn=δn,1 = F (x1 − x2) (110)
where the r.h.s. depends only upon the difference of the arguments, is T-independent and
reproduces the constant kernel from the r.h.s. of (43). Generally, switching on the descendants
of unity one induces a reparameterization in the moduli space from a = v to a = T (v) =∑
n Tnv
n which also results in crucial complifications in the formulas (108).
The perturbative prepotential (107) defines therefore the general form of the functional for
F(a, t,T) given by
F = −1
2
∫
x1>x2
dx1dx2f
′′(x1)f
′′(x2)F (x1, x2;T) +
∫
dxf ′′(x)FUV (x; t,T)+
+
∑
i
aDi
(
ai −
1
2
∫
dx xf ′′(x)
)
+ σ
(
1− 1
2
∫
dx f ′′(x)
) (111)
The functional (111) can be treated, except for one point we specially pay attention to below,
just in the same way as the functional (38) at Tn = δn,1. For example, since the kernel (the
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second formula from (108)) is t-independent, one finds that
∂F
∂tk
=
∫
dxf ′′(x)
∂FUV (x; t,T)
∂tk
(112)
are still given by the “regular tail” of the expansion of
S(z) =
d
dz
δF
δf ′′(z)
= t′(z)− aD −
∫
dxf ′′(x)σ(z; x) (113)
However, a problem with the functional (111) is in computing the derivatives ∂F
∂Tn
, since the ker-
nel F (x1, x2;T) is T-dependent. Fortunately, there exists an equivalent alternative functional
formulation, related to (111) by an integral transform
∫
dxρ(x)g(x) =
∫
dxf ′′(x)DˆN−1(x)g(x),
so that
F = FN [ρ] =
1
2
∫
dxρ(x)tN (x) +
(−)N
(2N)!
∫
dx1dx2
ρ(x1)ρ(x2)H
(+)
2N (x1 − x2)+
+
N∑
n=0
σn
(
Tn −
(−)n−1
2
∫
dx
xN−n
(N − n)!
ρ(x)
) (114)
where tN(x) =
∑
k>0 tk
xk+N
(k+1)...(k+N)
, the kernel (−)
N−1
(2N)!
H
(+)
2N (x) =
1
(2N)!
x2N (log x− c2N ) is T-
independent, and
DˆN−1(x) = T
′(x)
dN−1
dxN−1
− T ′′(x)
dN−2
dxN−2
+ . . .+ (−)N−1T (N) (115)
is the (N − 1)-th order differential operator.
A nontrivial consequence of the alternative functional formulation (114) is the multiple-
primitives Saito formula (51)
∂F
∂Tn
= σn = (−)
nn! (Sn)0 , n = 0, . . . , N (116)
where the right equality expresses the Lagrange multipliers from the formula (114) in terms of
the constant parts of
SN−1(z) = tN−1(z)−
(−)N−1
(2N − 1)!
∫
dxρ(x)H
(+)
2N−1(z − x) +
N−1∑
n=0
σn(−)
n z
N−n−1
(N − n− 1)!
...
S(z) = t′(z)−
(−)N−1
N !
∫
dxρ(x)H
(+)
N (z − x) + σ0
(117)
a sequence of functions, whose real parts vanish on the set of the cuts.
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8 Conclusion
It has been demonstrated above, that instead of solving complicated problems of quantum
field theory or string theory directly one can sometimes solve instead the simple differential
equations. The desired solutions for the purposes of topological string and gauge theories are
very strange from conventional point of view. Nevertheless, they are still related to geometry of
complex curves, and therefore in many cases - in contrast with the case of higher-dimensional
complex manifolds - can be described and calculated explicitly.
The simplified Nc = 1 extended Seiberg-Witten theory is dual to the topological type A
string, or the Gromov-Witten theory of projective line P1. Such Abelian Nc = 1 theory is
solved completely in terms of dispersionless Toda chain hierarchy, and this solution is specified
by unavoidable presence of the topological Eguchi-Yang term. Generally, for the full Gromov-
Witten potential one gets the solution to the so called extended Toda chain hierarchy - extended
by the flows, corresponding to the switched on descendants of the unity operator. Extended
chain hierarchy can be also seen as a limiting case of the so called equivariant Toda lattice - a
very special reduction of the two-dimensional Toda lattice hierarchy. We have presented above,
how the geometry of this reduction on the small phase space looks like explicitly.
To extend these results to the non Abelian gauge theories one needs, however, to use the
technique of constructing quasiclassical tau-functions in terms of Abelian integrals on hyper-
elliptic curve of arbitrary genus Nc − 1. We have demonstrated, how it can be performed
explicitly on the elliptic curve, giving rise to the straightforward generalization of the Toda
chain solution on small phase space in terms of the modular Dedekind function, and presented
the generic implicit formulation for higher genera. It is important to point out, that extension
of the Seiberg-Witten theory, similar to switching on all gravitational descendants, requires
extension of the basis of Abelian differentials, which should contain necessarily the differentials
with extra points in the branching points of the curve. We have also discussed the delicate
issues of the functional formulation in the extended case, and proposed an integral transform,
relating two different forms of the functional, useful for getting answers to different questions.
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