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RECONSTRUCTION OF ROUGH CONDUCTIVITIES FROM
BOUNDARY MEASUREMENTS
ASHWIN TARIKERE
Abstract. We show the validity of Nachman’s procedure (Ann. Math. 128(3):531–576,
1988) for reconstructing a conductivity γ from its Dirichlet-to-Neumann map Λγ for less
regular conductivities, specifically γ ∈ W 3/2,2n(Ω) such that γ ≡ 1 near ∂Ω. We also obtain
a log-type stability estimate for the inverse problem when in addition, γ ∈W 2−s,n/s(Ω) for
0 < s < 1/2.
1. Introduction
Let Ω be a bounded domain in Rn (n ≥ 2) with sufficiently smooth boundary, and let γ
be a positive real-valued function in Ω satisfying the uniform ellipticity condition
0 < c < γ(x) < c−1 for a.e. x ∈ Ω.
Given f ∈ H1/2(∂Ω), let uf ∈ H1(Ω) denote the unique solution to the following Dirichlet
boundary value problem :
(1)
{ −∇ · (γ∇uf) = 0 in Ω
uf = f on ∂Ω.
The Dirichlet-to-Neumann map of γ, Λγ is defined as the map that sends
f ∈ H1/2(∂Ω) 7→ γ ∂uf
∂ν
∣∣∣∣
∂Ω
∈ H−1/2(∂Ω)
where ∂/∂ν is the outward pointing unit normal vector field on ∂Ω. Here, γ
∂uf
∂ν
is interpreted
in the weak sense as follows: Given g ∈ H1/2(∂Ω), let vg ∈ H1(Ω) be any function such that
vg|∂Ω = g. Then
〈Λγ(f), g〉 =
〈
γ
∂uf
∂ν
, g
〉
:=
∫
Ω
γ∇uf · ∇vg dx.
Physically, if γ(x) represents the electrical conductivity at a point x inside an object Ω and
f is the voltage applied on its boundary ∂Ω, then the solution uf of (1) is precisely the
induced electric potential inside Ω. In this case, γ∂νuf |∂Ω is the induced current flux density
at the boundary and therefore, the map Λγ encodes the set of all possible voltage and current
measurements that can be made on the boundary.
The inverse conductivity problem, first proposed by Alberto Caldero´n in 1980 ([13]), asks
whether we can determine the conductivity γ from measurements on the boundary, encoded
by Λγ. For there to be any hope of reconstruction, we first need the map γ 7→ Λγ to be
injective. Caldero´n proved injectivity for a linearized version of the problem where γ was
assumed to be a small isotropic perturbation of the identity. For the full nonlinear problem,
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injectivity was first proved for n ≥ 3, γ ∈ C2 by Sylvester and Uhlmann in [44]. Their
approach was to reduce the problem to a similar problem for the Schrodinger equation at
0 energy: let q be a complex valued function in Ω such that 0 is not a Dirichlet eigenvalue
for (−∆+ q) on Ω. Given f ∈ H1/2(∂Ω), let uf denote the unique solution to the following
boundary value problem:
(2)
{
(−∆+ q)uf = 0 in Ω
uf = f on ∂Ω.
The Dirichlet-to-Neumann map for q is defined as the map Λq : f 7→ ∂uf∂ν
∣∣
∂Ω
. The corre-
sponding inverse problem is to determine q from Λq. Sylvester and Uhlmann showed that
the inverse problem for the conductivity equation can be reduced to the inverse problem for
the Schrodinger equation with q = γ−1/2∆γ1/2. Next, the authors proved the injectivity of
q 7→ Λq using the so-called Complex Geometrical Optics (CGO) solutions to (−∆+ q)u = 0,
defined globally in Rn. These are solutions of the form ex·ζ(1 + rζ(x)), where ζ ∈ Cn is such
that ζ · ζ = 0 and rζ has certain decay properties as |ζ | → ∞.
Once we know that γ 7→ Λγ is injective, we may try to find a constructive procedure for
computing γ from Λγ. In [39], Nachman provided such a constructive procedure for com-
puting γ (resp., q) from Λγ (resp., Λq) when γ ∈ C1,1 (resp., q ∈ L∞). The procedure is
based on the observation that CGO solutions satisfying certain decay conditions are uniquely
determined by their restrictions to ∂Ω. In turn, these restrictions can be characterized as
the unique solutions of certain boundary integral equations on ∂Ω.
An interesting problem that has received considerable interest is of finding the minimum
regularity assumptions on γ (or q) under which injectivity and the reconstruction procedure
hold. This question is also of practical importance. For example, it was pointed out in
[16] that if q arises from a Gaussian random field satisfying certain conditions, almost every
instantiation of q belongs to a Sobolev space of fixed negative order. For n ≥ 3, the regular-
ity assumption for uniqueness was relaxed to γ ∈ C3/2+ in [8], to C3/2 in [42], to W 3/2,2n+
in [9], to W 3/2+,2 in [41] and to γ ∈ C1 or γ ∈ C0,1 with ‖∇ log γ‖L∞ small in [22]. The
smallness condition was removed in [17]. Note that for γ ≡ 1 in a neighborhood of ∂Ω (as
we assume in this paper), the regularity assumption in [9] is reduced to γ ∈ W 3/2,2n. It was
also conjectured by Brown in [9] that uniqueness holds for γ ∈ W 1,n for all n ≥ 3. This was
proved for n = 3, 4 in [21].
For the problem of reconstruction, Nachman’s procedure in [39] was adapted to the case
of γ ∈ C1 or γ ∈ C0,1 with ‖∇ log γ‖L∞ sufficiently small in [19]. The approaches in [41] and
[21] are not suitable for reconstruction because they do not guarantee the existence of CGO
solutions for |ζ | uniformly large, and the approach in [17] produces only local solutions. In
this paper, we prove the validity of Nachman’s reconstruction procedure for γ ∈ W 3/2,2n
with γ ≡ 1 near ∂Ω as in [9]. The key step is establishing bounds on the multiplication
operator ϕ 7→ qϕ in the weighted Sobolev spaces of Sylvester and Uhlmann [44], similar to
the bounds in [16]. Note that functions in W 3/2,2n need not be Lipschitz. However, W 3/2,2n
is contained in the Zygmund space C1∗ of continuous functions f such that
‖f‖C1
∗
= sup
x∈Rn
|f(x)|+ sup
x,h∈Rn,h 6=0
|f(x+ h) + f(x− h)− 2f(x)|
h
<∞.
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We refer the reader to the monograph [45] for more on Zygmund spaces.
Another question of interest is of stability of the map γ 7→ Λγ . It was shown by Alessan-
drini in [1] that under the a-priori assumption
‖γj‖Hs(Ω) ≤M, s > n/2 + 2, j = 1, 2,
we have a stability estimate of the form
‖γ1 − γ2‖L∞(Ω) ≤ C
{|log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ + ‖Λγ1 − Λγ2‖H1/2→H−1/2}
where σ = σ(n, s) ∈ (0, 1). Subsequently, the a-priori assumptions were relaxed to ‖γj‖W 2,∞ ≤
M in [2, 3]. Such logarithmic estimates were shown to be optimal up to the value of the
exponent by Mandache in [37] via explicit examples. Later, stability was proved for conduc-
tivities bounded a-priori in C1,
1
2
+ǫ ∩Hn/2+ǫ with ∂Ω smooth by Heck in [23] and for a-priori
bounds in C1,ǫ(Ω) with ∂Ω Lipschitz by Caro, Garc´ıa and Reyes in [15]. We are able to
obtain a similar stability estimate with ‖γj‖W 2−s,n/s(Ω) ≤ M for some 0 < s < 1/2. The main
results of this paper are summarized in the following theorem:
Theorem 1.1. Let Ω be a bounded Lipschitz domain in Rn, n ≥ 3. Let γ ∈ W 3/2,2n(Ω) be
a positive real valued function satisfying
(3) 0 < c < γ(x) < c−1 for a.e. x ∈ Ω
and γ ≡ 1 in a neighborhood of ∂Ω. Then,
(a) One can determine γ from the knowledge of the map Λγ : H
1/2(∂Ω)→ H−1/2(∂Ω) in
a constructive way. Moreover,
(b) We have the following stability estimate: Let γj ∈ W 3/2,2n(Ω), j = 1, 2, be such
that γj ≡ 1 near ∂Ω and satisfy the ellipticity bound (3). Suppose in addition that
‖γj‖W 2−s,n/s(Ω) ≤ M for some 0 < s < 1/2, and let 0 ≤ α < 1. Then there exist
C = C (Ω, n, c,M, s, α) > 0 and 0 < σ = σ(n, s, α) < 1 such that
(4) ‖γ1 − γ2‖Cα(Ω) ≤ C
(| log ‖Λγ1 − Λγ2‖H1/2→H−1/2|−σ + ‖Λγ1 − Λγ2‖H1/2→H−1/2) .
As usual, this result will be obtained as a consequence of the corresponding result for the
Schrodinger equation:
Theorem 1.2. Let Ω be a bounded Lipschitz domain in Rn, n ≥ 3. Let q ∈ W−1/2,2ncomp (Ω) be
such that 0 is not a Dirichlet eigenvalue of the boundary value problem (2). Then,
(a) One can determine q from the knowledge of the map Λq : H
1/2(∂Ω)→ H−1/2(∂Ω) in
a constructive way. Moreover,
(b) We have the following stability estimate: Let qj ∈ W−1/2,2ncomp (Ω), j = 1, 2. Suppose
in addition that ‖qj‖W−s,n/s ≤ M for some 0 < s < 1/2. Then there exist C =
C (Ω, n, c,M, s) > 0 and 0 < σ = σ(n, s) < 1 such that
(5) ‖q1 − q2‖H−1 ≤ C
(| log ‖Λq1 − Λq2‖H1/2→H−1/2|−σ + ‖Λq1 − Λq2‖H1/2→H−1/2) .
While this paper deals only with the full data Caldero´n problem, we note here that the
problem of partial data, where measurements are made on only a part of the boundary is also
of significant interest. Several results have been obtained on uniqueness ([12, 32, 28, 30]),
minimum regularity ([33, 46, 43, 34]), reconstruction ([38, 4, 5]) and stability ([24, 35, 14]).
We refer the reader to [31] for a survey on the Caldero´n problem with partial data. The
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problem for n = 2 is also by now well understood. Uniqueness was first proved for C2 con-
ductivities in [40]. The regularity assumptions were later relaxed to W 1,2+ in [10], to L∞ in
[6] and to L2+ in [11]. Nachman’s reconstruction procedure has also been extended to L∞
conductivities in the plane that are 1 near the boundary in [36]. Stability estimates ([7])
and various partial data results ([26, 27, 25]) are also known.
Here is a short outline of the paper: We begin by showing that the problem of reconstruct-
ing γ ∈ W 3/2,2n(Ω) (with γ ≡ 1 near ∂Ω) from Λγ reduces to the problem of reconstructing
q ∈ W−1/2,2ncomp (Ω) from Λq in Section 2. In section 3, we introduce the necessary function
spaces and construct Complex Geometrical Optics (CGO) solutions to (−∆ + q)u = 0 in
Rn. These solutions are then used to show uniqueness and reconstruction of q from Λq in
Section 4. We conclude by proving the stability estimates (4) and (5) in Section 5.
2. Reduction to the Schrodinger equation
As in the smooth conductivity case, our first step will be to reduce the conductivity
equation (1) to the Schrodinger equation (2) with q = ∆
√
γ/
√
γ. Recall the class of Bessel
potential spaces W s,p(Rn), defined by the norms
‖f‖W s,p = ‖(I −∆)s/2f‖Lp, s ∈ R, p ≥ 1.
For a bounded Lipschitz domain Ω ⊂ Rn, W s,p(Ω) is defined as the space of W s,p(Rn)
functions restricted to Ω, i.e.,
W s,p(Ω) := {u|Ω : u ∈ W s,p(Rn)}
with the norm
‖f‖W s,p(Ω) = inf{‖u‖W s,p(Rn) : u|Ω = f}.
We will show that when γ is as in Theorem 1.1, q = γ−1/2∆γ1/2 ∈ W−1/2,2ncomp (Ω), where
W s,pcomp(Ω) := {u ∈ W s,p(Rn) : supp u ⋐ Ω}.
Let us note some properties of the Dirichlet boundary value problem (2) when q ∈ W−1/2,2ncomp (Ω).
Proposition 2.1. Let Ω ⊂ Rn be a bounded Lipschitz domain and q ∈ W−1/2,2ncomp (Ω).
(a) The multiplication operator mq : C
∞(Ω) → D′(Ω) defined by 〈mq(ϕ), ψ〉 = 〈q, ϕψ〉
extends to a continuous map H1(Ω)→ H−1(Ω) and is compact.
(b) (The Fredholm Alternative) Exactly one of the following must be true:
(i) For any f ∈ H1/2(∂Ω) and F ∈ H−1(Ω), there exists a unique u ∈ H1(Ω) such
that {
(−∆+mq)u = F in Ω
u = f on ∂Ω.
Moreover, there exists C = C(q,Ω) > 0 such that
‖u‖H1(Ω) ≤ C(‖f‖H1/2(∂Ω) + ‖F‖H−1(Ω)).
(ii) There exists u ∈ H1(Ω), u 6= 0 such that{
(−∆+mq)u = 0 in Ω
u = 0 on ∂Ω.
That is, 0 is a Dirichlet eigenvalue of (−∆+mq) on Ω.
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Proof. It follows from Theorem 3.8 that mq maps H
1(Ω) → H−1/2comp(Ω). The compactness
ofmq : H
1(Ω)→ H−1(Ω) folows from the compactness of the inclusion H−1/2comp(Ω) →֒ H−1(Ω).
Next, we note that (−∆ + mq) : H10 (Ω) → H−1(Ω) is Fredholm, since −∆ : H10 (Ω) →
H−1(Ω) is invertible and mq is compact. Therefore, (b) follows from standard Fredholm
theory. 
As usual, if 0 is not a Dirichlet eigenvalue of (−∆+q), we define the Dirichlet-to-Neumann
map Λq : H
1/2(∂Ω) → H−1/2(∂Ω) by duality: Given f ∈ H1/2(∂Ω), let u ∈ H1(Ω) be the
unique solution of (2). Then
〈Λqf, g〉 =
∫
∂Ω
Λq(f)g dσ =
∫
Ω
∇u · ∇v dx+ 〈mqu, v〉L2(Ω), g ∈ H1/2(∂Ω)
where dσ is the surface measure on ∂Ω and v ∈ H1(Ω) is any function such that v|∂Ω = g. We
also get the following integral identity as a consequence of the symmetry of the multiplication
operator mq:
Proposition 2.2. Let q1, q2 ∈ W−1/2,2ncomp (Ω) be such that 0 is not a Dirichlet eigenvalue of
(−∆+mqj) on Ω, j = 1, 2. Let u1, u2 ∈ H1(Ω) be solutions of (−∆+mqj)uj = 0, j = 1, 2.
Then
(6)
∫
∂Ω
(Λq1 − Λq2)u1 · u2 dσ =
∫
Ω
(mq1 −mq2)u1 · u2 dx
where dσ is the surface measure on ∂Ω.
Remark on Notation. Henceforth, we will use qu and mq(u) interchangeably. We will also
write A . B to indicate that there exists C > 0 such that A ≤ CB.
Let us now show how (1) reduces to (2).
Proposition 2.3. Let γ ∈ W 3/2,2n(Ω) be such that
0 < c < γ(x) < c−1 a.e. on Ω
and γ ≡ 1 on a neighborhood of ∂Ω. Extend γ to all of Rn by defining γ ≡ 1 on Rn \ Ω and
define q = ∆
√
γ/
√
γ.
(a) q ∈ W−1/2,2ncomp (Ω).
(b) u ∈ H1(Ω) solves
(7)
{ −∇ · (γ∇u) = 0 in Ω
u = f ∈ H1/2(∂Ω)
if and only if w = γ1/2u ∈ H1(Ω) solves
(8)
{
(−∆+ q)w = 0 in Ω
w = f on ∂Ω.
(c) 0 is not a Dirichlet eigenvalue of (−∆+mq) on Ω and Λq = Λγ.
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Proof. (a) That q is compactly supported in Ω follows from the fact that γ ≡ 1 outside
a compact subset of Ω. Next consider the identity
∆
√
γ√
γ
=
1
2
∆ log γ +
1
4
|∇ log γ|2
⇒ ‖q‖W−1/2,2n . ‖∆ log γ‖W−1/2,2n + ‖|∇ log γ|2‖W−1/2,2n
. ‖ log γ‖W 3/2,2n + ‖|∇ log γ|2‖Ln (as Ln(Rn) →֒ W−1/2,2n(Rn))
= ‖ log γ‖W 3/2,2n + ‖∇ log γ‖2L2n
. ‖ log γ‖W 3/2,2n + ‖ log γ‖2W 1,2n
. ‖ log γ‖W 3/2,2n + ‖ log γ‖2W 3/2,2n (as W 3/2,2n(Rn) →֒ W 1,2n(Rn))
by the monotonicity and Sobolev embedding properties of W s,p spaces (ref. [45]).
Next, consider a bounded function F : R → R that satisfies F (x) = log x on [c, c−1]
and has bounded continuous derivatives up to order 2. Clearly the composition map
u 7→ F ◦ u maps W 1,2n(Ω) → W 1,2n(Ω) and W 2,2n(Ω) → W 2,2n(Ω) continuously.
Therefore, by complex interpolation it also maps W 3/2,2n(Ω) → W 3/2,2n(Ω) continu-
ously and therefore
‖ log γ‖W 3/2,2n(Ω) = ‖F ◦ γ‖W 3/2,2n(Ω) . ‖γ‖W 3/2,2n(Ω).
Finally, consider a smooth bounded sub-domain Ω′ ⊂ Ω such that
supp (log γ) ⊂ Ω′ ⊂ Ω′ ⊂ Ω.
It is clear from definition that ‖ log γ‖W 3/2,2n(Ω′) . ‖ log γ‖W 3/2,2n(Ω). Moreover, log γ ∈
W˚ 3/2,2n(Ω′), which is the closure of C∞c (Ω
′) in W 3/2,2n(Ω′), and extension by 0 is a
continuous map from W˚ 3/2,2n(Ω′) → W 3/2,2n(Rn) (ref. [45], Section 3.4.3, Corollary
and Remark 2). This implies ‖ log γ‖W 3/2,2n . ‖ log γ‖W 3/2,2n(Ω′). Combining all these
bounds, we get
‖q‖W−1/2,2n . ‖γ‖W 3/2,2n(Ω) + ‖γ‖2W 3/2,2n(Ω) <∞,
which proves the desired result.
(b) We claim that for all w ∈ H1(Ω),
∇ · (γ∇(γ−1/2w)) = γ1/2 (∆w − qw) .
Indeed, since γ ∈ [c, c−1] a.e.,
γ∇(γ−1/2w) = γ1/2∇w − (∇γ1/2)w in H−1(Ω)
⇒∇ · γ∇(γ−1/2w) = γ1/2∆w +∇γ1/2 · ∇w − (∆γ1/2)w −∇γ1/2 · ∇w
= γ1/2(∆w − qw) in H−2(Ω)
and hence also in the sense of distributions. This along with the fact that γ ≡ 1 on
∂Ω implies that w solves (8) iff u = γ−1/2w solves (7).
(c) 0 is not a Dirichlet eigenvalue as (7) and hence (8) are uniquely solvable. Now suppose
f ∈ H1/2(∂Ω) and u and w are as in (7) and (8). Let ∂/∂ν be the outward pointing
unit normal vector field on ∂Ω. Since γ ≡ 1 near ∂Ω,
Λq(f) =
∂w
∂ν
∣∣∣
∂Ω
= γ
∂u
∂ν
∣∣∣
∂Ω
= Λγ(f).

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Now, if we can reconstruct q = ∆
√
γ/
√
γ from Λq = Λγ, we can reconstruct
√
γ from q as
the unique solution of the following boundary value problem:
Proposition 2.4. Let γ be as in Theorem 1.1 and q = ∆
√
γ/
√
γ. Then
√
γ is the unique
solution in H1(Ω) of {
(−∆+ q)u = 0 in Ω
u ≡ 1 on ∂Ω.
Proof. u =
√
γ is clearly a solution. Moreover, the solution is unique by Proposition 2.3(c)
and Proposition 2.1(b). 
In the next two sections, we show how to reconstruct q from Λq.
3. Complex Geometrical Optics Solutions
In this section, we will construct CGO solutions to the Schrodinger equation (−∆+q)u = 0
in Rn. Observe that if ζ ∈ Cn is such that ζ · ζ =∑nj=1 ζ2j = 0, we have ∆ex·ζ = 0. Viewing
(−∆+ q) as a perturbation of the Laplacian, we look for solutions to (−∆+ q)u = 0 of the
form
u(x) = ex·ζ(1 + rζ(x)).
Such solutions are called Complex Geometrical Optics (CGO) solutions. We will show the
existence of CGO solutions for |ζ | large enough and establish certain asymptotic bounds on
rζ as |ζ | → ∞. First of all, note that u = ex·ζ(1 + rζ) solves (−∆+ q)u = 0 iff
−∆(ex·ζrζ) + ex·ζqrζ = −q(9)
⇔ (−∆ζ +mq)rζ = −q(10)
where ∆ζv := e
−x·ζ∆(ex·ζv) = (∆+ 2ζ · ∇)v. There exists a right inverse Gζ of ∆ζ given by
Gζf =
(
f̂(ξ)
−|ξ|2 + 2iζ · ξ
)∨
.
Since the denominator −|ξ|2 + 2iζ · ξ vanishes only on a co-dimension 2 sphere in Rn, the
right hand side of the above equation is well defined as a tempered distribution whenever f
is a Schwartz function. Looking for solutions of the form rζ = Gζsζ to (10), we see that such
an sζ should satisfy
(I −mqGζ)sζ = q
where I denotes the identity operator. Our goal is to establish bounds on the operators mq
and Gζ between appropriate function spaces such that the operator norm ‖mqGζ‖ < 1 for
|ζ | large enough. If that is the case, the above equation has a unique solution given by the
Neumann series
sζ =
∞∑
j=0
(mqGζ)
jq.
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3.1. Function Spaces. We begin by introducing certain weighted L2 spaces necessary for
constructing the CGO solutions.
Definition 3.1. Let δ ∈ R. We define the weighted L2 space L2δ(Rn) by the norm
‖u‖L2δ =
(∫
Rn
(1 + |x|2)δ|u(x)|2 dx
)1/2
.
For any m ∈ N, we define the corresponding weighted Sobolev spaces Hmδ (Rn) through the
norms
‖u‖Hmδ =
∑
|α|≤m
‖∂αu‖L2δ .
Finally, notice that L2δ and L
2
−δ are duals of each other with respect to 〈·, ·〉L2. Motivated by
this, we define the negative order spaces H−mδ (R
n) for m ∈ N as duals of Hm−δ(Rn).
We will also need the following scaled Sobolev norms.
Definition 3.2. Let s ∈ R, k ≥ 1. We define Hs,k(Rn) through the norms
‖u‖Hs,k = ‖(k2 −∆)s/2u‖L2 =
1
(2π)n/2
(∫
(k2 + |ξ|2)s|û(ξ)|2 dξ
)1/2
.
Note that Hs,k(Rn) and H−s,k(Rn) are dual to each other with respect to 〈·, ·〉L2. If s ∈ N,
then for δ ∈ R, we define Hs,kδ (Rn) through the norms
‖u‖Hs,kδ =
∑
|α|≤s
ks−|α|‖∂αu‖L2δ .
Finally, for negative integers s, we define Hs,kδ (R
n) as the dual of H−s,k−δ (R
n).
Just as in the case of the usual negative order Sobolev spaces, we have the following
characterization of H−m,kδ , m ∈ N. The proof is similar to the usual H−m case and therefore
is omitted.
Proposition 3.3. Let m ∈ N, δ ∈ R, k ≥ 1. For every u ∈ H−m,kδ (Rn), there exist {uα ∈
L2δ(R
n) : |α| ≤ m} such that
〈u, v〉 =
∑
|α|≤m
〈∂αuα, v〉 =
∑
|α|≤m
(−1)|α|〈uα, ∂αv〉L2 ∀v ∈ Hm,k−δ (Rn).
Moreover, uα can be chosen to satisfy∑
|α|≤m
k−(m−|α|)‖uα‖L2δ = ‖u‖H−m,kδ .
We record the following simple inequality for future use.
Lemma 3.4. Let m ∈ Z, k ≥ 1 and δ, η ∈ R. Fix ϕ ∈ C∞c (Rn). Then
‖ϕu‖Hm,kδ .ϕ,m,δ,η ‖u‖Hm,kη , u ∈ H
m,k
η (R
n).
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Proof. Form ≥ 0, this follows from the fact that for any multi-index α, ∂αϕ(x)(1+|x|2)(δ−η)/2
is bounded above. Now suppose m < 0. Let v ∈ H−m,k−δ (Rn). Then
|〈ϕu, v〉L2| = |〈u, ϕv〉|
≤ ‖u‖Hm,kη ‖ϕv‖H−m,k−η
≤ ‖u‖Hm,kη ‖v‖H−m,k−δ .
Taking the supremum of the left hand side over all v with ‖v‖H−m,k
−δ
≤ 1 gives us the desired
result. 
Now, let us recall the bounds on Gζ proved in [44].
Proposition 3.5 (Sylvester-Uhlmann). Let ζ ∈ Cn be such that |ζ | ≥ 1 and ζ · ζ = 0, and
let 0 < δ < 1/2. Then Gζ maps L
2
δ → H2−δ and satisfies the following norm bounds
‖Gζu‖L2
−δ
. |ζ |−1‖u‖L2δ
‖Gζu‖H1
−δ
. ‖u‖L2δ
‖Gζu‖H2
−δ
. |ζ |‖u‖L2δ
In particular, for k = |ζ |, we have the following scaled estimate:
‖Gζu‖H2,k
−δ
. k‖u‖L2δ .
As an easy corollary, we obtain the following estimate for Gζ on negative-order Sobolev
spaces:
Corollary 3.6. Let ζ ∈ Cn be such that ζ · ζ = 0 and k = |ζ | ≥ 1, and let 0 < δ < 1/2.
Then Gζ maps H
−1,k
δ → H1,k−δ (Rn) and satisfies the bound
(11) ‖Gζu‖H1,k
−δ
. k‖u‖H−1,kδ , u ∈ H
−1,k
δ (R
n).
Proof. Let u ∈ H−1,kδ (Rn). Then by Proposition 3.3, there exist u0, u1, . . . , un ∈ L2δ(Rn) such
that u = u0 +
∑n
j=1 ∂juj and
k−1‖u0‖L2δ +
n∑
j=1
‖uj‖L2δ . ‖u‖H−1,kδ .
Now, by Proposition 3.5 and the fact that Gζ commutes with ∂j , j = 1, . . . , n,
‖Gζu0‖L2
−δ
. k−1‖u0‖L2δ . ‖u‖H−1,kδ ,
‖Gζ∂juj‖L2
−δ
. ‖Gζuj‖H1
−δ
. ‖uj‖L2δ . ‖u‖H−1,kδ ,
‖∇Gζu0‖L2
−δ
. ‖Gζu0‖H1
−δ
. ‖u0‖L2δ . k‖u‖H−1,kδ ,
‖∇Gζ∂juj‖L2
−δ
. ‖Gζuj‖H2
−δ
. k‖uj‖L2δ . k‖u‖H−1,kδ .
Combining all the above inequalities, we get (11). 
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3.2. Bounds on the multiplication operator. Next, we establish Hs,k bounds on the
multiplication operator mq : f 7→ qf when q is of negative Sobolev regularity. We closely
follow the proof of Proposition 3.2 in [16]. We begin with the following important lemma.
Lemma 3.7. Let s > 0 and p ∈ (2,∞) be such that p ≥ n/s. Then for all f, g ∈ S(Rn), we
have
‖fg‖W s,p′ . ‖f‖Hs‖g‖Hs,
where 1/p+ 1/p′ = 1.
Proof. The Kato-Ponce inequality (ref. [20, 29]) implies that
‖fg‖W s,p′ . ‖f‖Hs‖g‖Lr + ‖f‖Lr‖g‖Hs
where 1/r = 1/p′− 1/2 = 1/2− 1/p. Now applying the Sobolev embedding theorem, we get
‖fg‖W s,p′ . ‖f‖Hs‖g‖Ht + ‖f‖Ht‖g‖Hs,
where 1/2− t/n = 1/r, or equivalently, t = n/2−n/r = n/p. Now the estimate follows from
the fact that t ≤ s. 
Theorem 3.8. Let s > 0 and p ∈ (2,∞) be such that p ≥ n/s. Suppose V ∈ W−s,p(Rn).
Then for k ≥ 1,
(12) ‖V f‖H−s,k . ω(k)‖f‖Hs . ω(k)‖f‖Hs,k , ∀f ∈ Hs(Rn),
where ω is a positive function on [1,∞) such that ω(k) → 0 as k → ∞. If in addition we
have 0 < s ≤ 1, then
‖V f‖H−1,k . k−(1−s)ω(k)‖f‖H1, and(13)
‖V f‖H−1,k . k−2(1−s)ω(k)‖f‖H1,k .(14)
Proof. By duality, it suffices to prove that
|〈V f, g〉L2| = |〈V, fg〉L2| . ω(k)‖f‖Hs‖g‖Hsk
for all f, g ∈ S(Rn). Let W ∈ Lp(Rn) be such that V = (I −∆)s/2W . Then we have,
〈V, fg〉 = 〈(I −∆)s/2W, fg〉 = 〈W, (I −∆)s/2(fg)〉.
Let ϕ ∈ C∞c (Rn; [0, 1]) be such that
∫
Rn
ϕ(x)dx = 1. We consider the sequence of mollifiers
ϕǫ(x) := ǫ
−nϕ(x/ǫ) and define Wǫ := ϕǫ ∗W . Choosing t ∈ (s− n/p, s), we may write
〈V, fg〉 = 〈Wǫ, (I −∆)s/2(fg)〉+ 〈W −Wǫ, (I −∆)s/2(fg)〉
= 〈(I −∆)t/2Wǫ, (I −∆)(s−t)/2(fg)〉+ 〈W −Wǫ, (I −∆)s/2(fg)〉.
Now, by Ho¨lder’s inequality,
(15) |〈V, fg〉| ≤ ‖(I−∆)t/2Wǫ‖Lq‖(I−∆)(s−t)/2(fg)‖Lq′ +‖W −Wǫ‖Lp‖(I−∆)s/2(fg)‖Lp′ ,
where q = n/(s− t) and p′, q′ are conjugate exponents of p, q respectively. Since t > s−n/p,
we have q > p and therefore by Young’s convolution inequality,
‖(I −∆)t/2Wǫ‖Lq = ‖((I −∆)t/2ϕǫ) ∗W‖Lq
≤ ‖(I −∆)t/2ϕǫ‖Lr‖W‖Lp
= ‖ϕǫ‖W r,t‖W‖Lp,
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where 1/p+1/r = 1+1/q. Now by Sobolev embedding, W r,t →֒ Lu where 1/u = 1/r− t/n.
Moreover, it can be easily verified that ‖ϕǫ‖Lu = ǫn(1−u)/u‖ϕ‖Lu. Therefore,
‖(I −∆)t/2Wǫ‖Lq ≤ ‖ϕǫ‖Lu‖W‖Lp
. ǫ−t+n/q−n/p‖W‖Lp.
Also, by Lemma 3.7,
‖(I −∆)(s−t)/2(fg)‖Lq′ . ‖f‖Hs−t‖g‖Hs−t, and
‖(I −∆)s/2(fg)‖Lp′ . ‖f‖Hs‖g‖Hs.
Therefore, from (15), we get
|〈V, fg〉| . ǫ−t+n/q−n/p‖W‖Lp‖f‖Hs−t‖g‖Hs−t + ‖W −Wǫ‖Lp‖f‖Hs‖g‖Hs
. ǫ−t+n/q−n/p‖W‖Lp‖f‖Hs−t‖g‖Hs−t,k + ‖W −Wǫ‖Lp‖f‖Hs‖g‖Hs,k
. (ǫ−t+n/q−n/pk−t‖W‖Lp + ‖W −Wǫ‖Lp)‖f‖Hs‖g‖Hs,k .
Here we have used the easy estimate ‖h‖Hs−t,k . k−t‖h‖Hs,k for any h ∈ S(Rn). Note that
n/q − n/p ≥ (s− t)− s = −t. Now choose ǫ = k−1/4. Then we get
(16) |〈V, fg〉| . ω(k)‖f‖Hs‖g‖Hs,k . ω(k)‖f‖Hs,k‖g‖Hs,k
where ω(k) = k−t/2‖W‖Lp + ‖W −Wk−1/4‖Lp → 0 as k → ∞. This proves (12). Now (13)
and (14) follow from the fact that if 0 < s ≤ 1,
|〈V, fg〉| . ω(k)‖f‖Hs‖g‖Hs,k . ω(k)k−(1−s)‖f‖H1‖g‖H1,k ,(17)
|〈V, fg〉| . ω(k)‖f‖Hs,k‖g‖Hs,k . ω(k)k−2(1−s)‖f‖H1,k‖g‖H1,k .(18)

If in addition, V is compactly supported, the multiplication operator mV can be extended
to Hs,kδ spaces.
Corollary 3.9. Let 0 < s < 1 and q ∈ W−s,n/s(Rn) be such that supp q is compact. Suppose
δ, η ∈ R. Then mq : f 7→ qf satisfies the norm bounds
‖mqf‖H−1,kδ . k
−(1−s)ω(k)‖f‖H1η ,(19)
‖mqf‖H−1,kδ . k
−2(1−s)ω(k)‖f‖H1,kη .(20)
where ω is a positive function on [1,∞) that satisfies ω(k)→ 0 as k →∞.
Proof. Let ϕ ∈ C∞c (Rn) be such that ϕ ≡ 1 on supp q. Then by (17), for all f, g ∈ S(Rn),
|〈qf, g〉L2| = |〈q, fg〉| = |〈q, (ϕf)(ϕg)〉|
. ω(k)k−(1−s)‖ϕf‖H1‖ϕg‖H1,k
. ω(k)k−(1−s)‖f‖H1η‖g‖H1,k
−δ
by Lemma 3.4.
Now (19) follows by density and duality. (20) similarly follows from (18). 
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3.3. Construction of CGO solutions. With the bounds on mq and Gζ in hand, we are
now ready to prove the existence of CGO solutions.
Theorem 3.10. Let q ∈ W−s,n/s(Rn), 0 < s ≤ 1/2 be such that supp q is compact. Fix
δ ∈ (0, 1/2). Then there exists M > 0 such that for all ζ ∈ Cn satisfying
ζ · ζ = 0, |ζ | ≥ M,
there exists a unique solution to
(−∆+mq)u = 0 in Rn
of the form
u = uζ(x) = e
x·ζ(1 + rζ(x))
where rζ ∈ H1,k−δ (Rn). Moreover,
‖rζ‖H1,k
−δ
. |ζ |s,
Proof. As seen before, uζ = e
x·ζ(1 + rζ) satisfies (−∆+ q)u = 0 if and only if
(−∆ζ + q)rζ = −q
where ∆ζ = e
−ζ·x∆eζ·x. We will look for solutions of the form rζ = Gζsζ . Such an sζ should
satisfy
(21) (I −mq ◦Gζ)sζ = q.
Let k = |ζ |. It follows from Corollary 3.6 and (20) from Corollary 3.9 that
‖Gζ‖H−1,kδ →H1,k−δ . k,
‖mq‖H1,k
−δ→H
−1,k
δ
. k−2(1−s)ω(k)
where ω(k) → 0 as k → ∞. Therefore, ‖mq ◦ Gζ‖ . k−1+2sω(k) → 0 as k → ∞ and there
exists M > 0 such that for k = |ζ | ≥M ,
‖mq ◦Gζ‖H−1,kδ →H−1,kδ ≤
1
2
.
Moreover, q ∈ H−1,kδ (Rn). Indeed, suppose ϕ ∈ C∞c (Rn) is such that ϕ ≡ 1 on supp q.
Clearly q = qϕ = mq(ϕ). Applying Theorem 3.8 with k = 1, we get
‖q‖H−s = ‖ϕq‖H−s . ‖ϕ‖Hs . ‖ϕ‖Hs.
Therefore,
‖q‖H−1,kδ = ‖ϕq‖H−1,kδ . ‖q‖H−1,k by Lemma 3.4
. k−(1−s)‖q‖H−s,k
. k−(1−s)‖q‖H−s
. k−(1−s)‖ϕ‖Hs.
Thus, for all |ζ | = k ≥M , (21) has a unique solution given by the Neumann series
sζ =
∞∑
j=0
(mq ◦Gζ)jq
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and we have the estimates
‖sζ‖H−1,kδ . ‖q‖H−1,kδ . k
−(1−s),(22)
‖rζ‖H1,k
−δ
= ‖Gζsζ‖H1,k
−δ
. ks.(23)
This completes the proof. 
4. Uniqueness and Reconstruction
Using the integral identity from Proposition 2.2 and appropriate CGO solutions, we will
be able to reconstruct the Fourier transform of q.
Theorem 4.1. Let Ω be a smooth bounded domain and q ∈ W−1/2,2ncomp (Ω) be such that 0 is
not a Dirichlet eigenvalue of (−∆+ q) in Ω. Let ξ ∈ Rn be such that ξ 6= 0. Then for k > 0
sufficiently large, there exist ζ1, ζ2 ∈ Cn with ζj · ζj = 0 and |ζj| = k, j = 1, 2, such that
lim
k→∞
〈(Λq − Λ0)(uζ1|∂Ω), ex·ζ2〉 = 〈q, e−ix·ξ〉 =
∫
Ω
qe−ix·ξ dx
where Λ0 denotes the Dirichlet-to Neumann map for −∆ and uζ1 is the unique solution to
(−∆+ q)u = 0 of the form
uζ = e
x·ζ(1 + rζ), rζ ∈ H1,k−δ
constructed in Theorem 3.10.
Proof. Let α, β be unit vectors in Rn such that {ξ/|ξ|, α, β} form an orthonormal set. Define
ζ1, ζ2 ∈ Cn by
ζ1 =
k√
2
α + i
(
−ξ
2
+
√
k2
2
− |ξ|
2
4
β
)
,(24)
ζ2 = − k√
2
α + i
(
−ξ
2
−
√
k2
2
− |ξ|
2
4
β
)
.(25)
It is easy to check that k = |ζ1| = |ζ2| and ζ1 · ζ1 = ζ2 · ζ2 = 0. Therefore, by Theorem
3.10, for k large enough, there exists a solution uζ1 = e
ζ1·x(1+ rζ1(x)) of (−∆+ q)u = 0 such
that ‖rζ1‖H1,k
−δ
. k1/2. Moreover, the fact that ζ2 · ζ2 = 0 implies ∆ex·ζ2 = 0. Therefore, by
Proposition 2.2,
〈(Λq − Λ0)(uζ1|∂Ω), ex·ζ2〉 = 〈q, uζ1ex·ζ2〉
= 〈q, ex·(ζ1+ζ2)(1 + rζ1)〉
= 〈q, e−ix·ξ〉+ 〈q, e−ix·ξrζ1〉.
Now, let ϕ ∈ C∞c (Rn) be such that ϕ ≡ 1 on Ω ⊃ supp q. By (19) in Corollary 3.9
|〈q, e−ix·ξrζ1〉| = |〈q, e−ix·ξϕrζ1〉|
. k−1/2ω(k)‖e−ix·ξϕ‖H1‖rζ1‖H1,k
−δ
. k−1/2ω(k)k1/2 = ω(k) (Theorem 3.10),
where ω(k)→ 0 as k →∞. Therefore, it follows that
lim
k→∞
〈(Λq − Λ0)(uζ1|∂Ω), ex·ζ2〉 = 〈q, e−ix·ξ〉 = q̂(ξ).
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
Thus, we see that if uζ |∂Ω can somehow be determined, we can recover q̂(ξ) for ξ 6= 0
from the knowledge of Λq. Since q is compactly supported, q̂ is continuous and thus, q̂(0)
can also be determined by continuity. Therefore, the goal now is to find a procedure to
determine uζ|∂Ω. We will characterize uζ|∂Ω as the unique solution of a certain boundary
integral equation of Fredholm type. The method is due to Nachman [39]. We will mostly
follow the presentation and notation in [18].
Let us begin by fixing some notation. We will use Ω+ to denote the exterior domain R
n\Ω.
Let γ : H1loc(R
n)→ H1/2(∂Ω) denote the usual trace operator γ(u) = u|∂Ω. Similarly, we let
γ+ : H
1(Ω+)→ H1/2(∂Ω) and γ− : H1(Ω)→ H1/2 denote the trace operators in the exterior
and interior domains respectively.
Let K0(x, y) = cn|x− y|2−n be the standard Green’s function for the Laplacian. We know
that the operator with Schwartz kernel K0 (also denoted byK0) maps H
−1
comp(R
n)→ H1loc(Rn)
and satisfies
∆K0f = f, f ∈ H−1comp(Rn).
Now let ζ ∈ Cn be such that ζ · ζ = 0 and |ζ | ≥ 1. We define an analogous operator Kζ by
Kζ(f) = e
x·ζGζ(e
−x·ζf).
Proposition 4.2. The operator Kζ maps H
−1
comp(R
n)→ H1loc(Rn) and satisfies the following
properties:
(a) ∆Kζf = f for all f ∈ H−1comp(Rn).
(b) There exists Rζ ∈ C∞(Rn×Rn) such that Kζ = K0+Rζ. The operator with Schwartz
kernel Rζ maps H
−k
comp(R
n)→ C∞(Rn) for all k ∈ N.
Proof. Let 0 < δ < 1/2 be arbitrary. Clearly, f 7→ e−x·ζf maps H−1comp to H−1comp →֒ H−1δ (Rn).
Then by Proposition 3.5, f 7→ Gζ(e−x·ζf) takes H−1comp into H1−δ(Rn). Finally, multiplication
by ex·ζ takes H1−δ(R
n)→ H1loc(Rn), which proves that Kζ : H−1comp(Rn)→ H1loc(Rn).
Now, by definition of Kζ ,
∆Kζf = e
x·ζ∆ζGζ(e
−x·ζf) = f, ∀f ∈ H−1comp(Rn)
since Gζ is a right inverse of ∆ζ . This proves (a). Next, define Rζ = Kζ −K0. Then for any
H−1comp(R
n),
∆Rζf = ∆Kζf −∆K0f = 0.
Therefore, (b) follows from the Elliptic Regularity theorem. 
Definition 4.3. The standard Single layer potential is defined as the operator
S0 = K0γ
∗ : H−1/2(∂Ω)→ H1loc(Rn).
Analogously, we define the modified (or Fadeev-type) Single layer potential Sζ for ∂Ω by
Sζ = Kζγ
∗ : H−1/2(∂Ω)→ H1loc(Rn).
We will show that uζ|∂Ω can be characterized as the unique solution f ∈ H1/2(∂Ω) of the
following Boundary Integral Equation:
(26) (Id + γSζ(Λq − Λ0))f = ex·ζ on ∂Ω.
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Theorem 4.4. Let q ∈ W−1/2,2ncomp (Ω) be such that 0 is not a Dirichlet eigenvalue of (−∆+ q)
in Ω. Let ζ ∈ Cn be such that ζ · ζ = 0 and |ζ | is sufficiently large, and let 0 < δ < 1/2.
Consider the following problems:
(DE)
{
(−∆+ q)u = 0 in Rn,
e−x·ζu− 1 ∈ H1−δ(Rn).
(EP )

(i) ∆u˜ = 0 in Ω+,
(ii) u˜ = u|Ω+ for some u ∈ H1loc(Rn),
(iii) e−x·ζu˜− 1 = r|Ω+ for some r ∈ H1−δ(Rn),
(iv) (∂νu)+ = Λq(γ+u) on ∂Ω.
(BIE)
{
(Id+ γSζ(Λq − Λ0))f = ex·ζ on ∂Ω,
f ∈ H1/2(∂Ω).
Each of these problems has a unique solution. Furthermore, they are equivalent in the fol-
lowing sense: If u solves (DE), u˜ = u|Ω+ solves (EP) and conversely, if u˜ solves (EP), there
exists a solution u of (DE) such that u˜ = u|Ω+. Also, if u solves (DE), f := u|∂Ω solves
(BIE) and conversely, if f solves (BIE), there exists a solution u of (DE) such that f = u|∂Ω.
Proof. (DE) can be rephrased as the problem of finding solutions of the form u = ex·ζ(1+ r)
to the equation
(−∆+ q)u = 0 in Rn,
where r ∈ H1−δ(Rn). Therefore, (DE) has a unique solution by Theorem 3.10 for |ζ | suffi-
ciently large. Now we show that (DE) is equivalent to (EP) and (BIE).
(DE) ⇒ (BIE): Let u be the solution of (DE) and let f = u|∂Ω. Clearly, u ∈ H1loc(Rn)
and hence f = γ(u) ∈ H1/2(∂Ω). Now, fix x ∈ Ω+ and define the function v on Ω by
v(y) = Kζ(x, y), y ∈ Ω. Since ∆v = 0 in Ω, v is smooth by elliptic regularity. Now, by
Green’s theorem, ∫
∂Ω
(u∂νv − v∂νu)dσ =
∫
Ω
(u∆v − v∆u).
We know that ∆v = 0 and ∆u = qu. Moreover, since u, v satisfy (−∆+ q)u = 0 and ∆v = 0
in Ω respectively, ∂νu = Λq(u|∂Ω) and ∂νv = Λ0(v|∂Ω). Substituting these into the above
identity, we get∫
∂Ω
uΛ0(v|∂Ω) dσ −
∫
∂Ω
Kζ(x, y)Λq(f)(y) dσ(y) = −
∫
Ω
Kζ(x, y)(qu)(y) dy
=⇒
∫
∂Ω
uΛ0(v|∂Ω) dσ − SζΛqf(x) = −Kζ(qu)(x).
Next, by symmetry of Λ0,
∫
∂Ω
uΛ0(v|∂Ω) dσ =
∫
∂Ω
vΛ0(f) dσ = SζΛ0(f). Therefore, the
above equation becomes
(27) Sζ(Λ0 − Λq)f(x) = −Kζ(qu)(x), x ∈ Ω+.
Now, we simplify the right hand side. By definition,
Kζ(qu) = e
x·ζGζ(e
−x·ζqu) = ex·ζGζ(e
−x·ζ∆u)
= ex·ζGζ ◦∆ζ(e−x·ζu) = ex·ζGζ ◦∆ζ(e−x·ζu− 1).
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But we know that e−x·ζu−1 ∈ H1−δ(Rn) andGζ is a right inverse of ∆ζ onH1−δ(Rn). Therefore
we get Kζ(qu) = e
x·ζ(e−x·ζu− 1) = u− ex·ζ and
u(x) + Sζ(Λq − Λ0)f(x) = ex·ζ, x ∈ Ω+.
Taking traces along ∂Ω on both sides, we get (Id+ γSζ(Λq −Λ0))f = ex·ζ on ∂Ω, as desired.
(BIE)⇒ (EP ): Suppose f solves (BIE). Define
u˜ := ex·ζ − Sζ(Λq − Λ0)f.
Clearly, u˜|∂Ω = f and ∆u˜ = 0 on Rn\∂Ω. Moreover, (ii) follows from the mapping properties
of Sζ . Next, from the jump properties of single layer potentials, we get
(∂ν u˜)− − (∂ν u˜)+ = −(Λq − Λ0)f.
Since ∆u˜ = 0 in Ω, (∂ν u˜)− = Λ0(u˜|∂Ω) = Λ0f . Therefore, (∂ν u˜)+ = Λqf and we have verified
(iv). Finally, we note that
e−x·ζu˜− 1 = −e−x·ζSζ(Λq − Λ0)f = Gζe−x·ζγ∗h,
where h = (Λ0 − Λq)f ∈ H−1/2(∂Ω). Since e−x·ζγ∗h ∈ H−1(Rn) is compactly supported,
e−x·ζγ∗h ∈ H−1δ (Rn) by the usual arguments. Finally, since Gζ : H−1δ (Rn) → H1−δ(Rn), we
conclude that e−x·ζ u˜− 1 ∈ H1−δ(Rn).
(EP )⇒ (DE): Let u˜ solve (EP) and let v ∈ H1(Ω) be the solution of{
(−∆+ q)v = 0,
v|∂Ω = γ+u˜.
Define u on Rn by
u(x) =
{
v(x) in Ω,
u˜(x) inΩ+.
We have γ−(u) = γ+(u) by construction and (∂νu)− = Λq(γ+u˜) = (∂νu)+ by EP (iv).
Therefore, it follows that u ∈ H1loc(Rn) and (−∆ + q)u = 0 in Rn. Finally, e−x·ζu − 1 ∈
H1−δ(R
n) because of EP(iii) and the fact that u = u˜ on Ω+. 
Let us conclude by showing that the Boundary Integral Equation (26) is indeed Fredholm.
Proposition 4.5. Let q ∈ W−1/2,2ncomp (Ω) be such that 0 is not a Dirichlet eigenvalue of (−∆+
mq) on Ω. Then the operator
γSζ(Λq − Λ0) : H1/2(∂Ω)→ H1/2(∂Ω)
is compact.
Proof. Let Pq : H
1/2(∂Ω)→ H1(Ω) be the solution operator that maps f ∈ H1/2(∂Ω) to the
unique solution u ∈ H1(Ω) of {
(−∆+ q)u = 0,
u|∂Ω = f.
By the same argument as the one leading to (27), we have
γSζ(Λq − Λ0)f = −γKζ ◦mq ◦ Pq(f), f ∈ H1/2(∂Ω).
But the right hand side is compact since mq : H
1(Ω)→ H−1comp(Ω) is compact by Proposition
2.1(a). This proves the result. 
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5. Stability
In this final section, we will prove the stability estimates (4) and (5). Let us start with
the stability estimate for the Schrodinger equation. Given q ∈ W−1/2,2ncomp (Ω), we define the
set of Cauchy data for q as
Cq =
{(
u|∂Ω, ∂u
∂ν
∣∣∣
∂Ω
)
∈ H1/2(∂Ω) ×H−1/2(∂Ω) : (−∆+ q)u = 0
}
.
If 0 is not a Dirichlet eigenvalue of (−∆ + q) on Ω, then Cq is precisely the graph of the
Dirichlet-to-Neumann map Λq. Consider the norm on H
1/2(∂Ω)×H−1/2(∂Ω) given by
‖(f, g)‖H1/2⊕H−1/2 = (‖f‖2H1/2(∂Ω) + ‖g‖2H−1/2(∂Ω))1/2.
Given q1, q2 ∈ W−1/2,2ncomp (Ω), we define the distance between their Cauchy data sets by
dist(Cq1 , Cq2) = max
{
sup
(f1,g1)∈Cq1
inf
(f2,g2)∈Cq2
‖(f1 − f2, g1 − g2)‖H1/2⊕H−1/2
‖(f1, g1)‖H1/2⊕H−1/2
,
sup
(f2,g2)∈Cq2
inf
(f1,g1)∈Cq1
‖(f1 − f2, g1 − g2)‖H1/2⊕H−1/2
‖(f2, g2)‖H1/2⊕H−1/2
}
.
It can be verified that if Cqj are in fact the graphs of the Dirichlet-to-Neumann maps Λqj ,
(28)
‖Λq1 − Λq2‖H1/2→H−1/2√
1 + ‖Λq1‖2H1/2→H−1/2
√
1 + ‖Λq2‖2H1/2→H−1/2
≤ dist(Cq1, Cq2) ≤ ‖Λq1 − Λq2‖H1/2→H−1/2.
We will establish bounds on ‖q1 − q2‖H−1 in terms of dist(Cq1 , Cq2), thus including the cases
where 0 is a Dirichlet eigenvalue of one of (−∆ + qj)|Ω. The estimate (5) follows from the
theorem below:
Theorem 5.1. Let 0 < s < 1/2 and q1, q2 ∈ W−s,n/scomp (Ω) satisfy the a-priori estimate
‖qj‖W−s,n/s ≤M, j = 1, 2.
Then there exists C > 0 and σ = σ(n, s) ∈ (0, 1) such that
(29) ‖q1 − q2‖H−1 ≤ C(| log{dist(Cq1 , Cq2)}|−σ + dist(Cq1 , Cq2)).
Proof. Let u1, u2 ∈ H1(Ω) satisfy (−∆+ qj)uj = 0 in Ω, j = 1, 2. By the weak definition of
normal trace, we have∫
∂Ω
(
u2
∂u1
∂ν
− u1∂u2
∂ν
)
dσ =
∫
Ω
(∇u1 · ∇u1 + q1u1u2) dx
−
∫
Ω
(∇u2 · ∇u1 + q2u1u2) dx
=
∫
Ω
(q1 − q2)u1u2 dx.
Suppose (f, g) ∈ Cq1. Then there exists v ∈ H1(Ω) such that (−∆+ q1)v = 0, and
v|∂Ω = f, ∂v
∂ν
∣∣∣
∂Ω
= g.
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By the same argument as above,
0 =
∫
∂Ω
(q1 − q1)u1v dx =
∫
∂Ω
(
f
∂u1
∂ν
− u1g
)
dσ
and therefore, ∫
Ω
(q1 − q2)u1u2 dx =
∫
∂Ω
(
(u2 − f)∂u1
∂ν
− u1
(
∂u2
∂ν
− g
))
dσ.
This implies∣∣∣∣∫
Ω
(q1 − q2)u1u2 dx
∣∣∣∣ ≤ ‖u2 − f‖H1/2(∂Ω) ∥∥∥∥∂u1∂ν
∥∥∥∥
H−1/2(∂Ω)
+ ‖u1‖H1/2(∂Ω)
∥∥∥∥∂u2∂ν − g
∥∥∥∥
H−1/2(∂Ω)
≤
∥∥∥∥(u1, ∂u1∂ν
)∥∥∥∥
H1/2⊕H−1/2
·
∥∥∥∥(u2 − f, ∂u2∂ν − g
)∥∥∥∥
H1/2⊕H−1/2
.
Taking supremum over all (f, g) ∈ Cq1 ,
(30)
∣∣∣∣∫
Ω
(q1 − q2)u1u2 dx
∣∣∣∣ ≤ ∥∥∥∥(u1, ∂u1∂ν
)∥∥∥∥ · dist(Cq1 , Cq2) · ∥∥∥∥(u2, ∂u2∂ν
)∥∥∥∥ .
Now, we let u1, u2 be the CGO solutions constructed in Theorem 3.10. Choose k > 0, ξ ∈
Rn \ {0} and let α, β be unit vectors in Rn such that {α, β, ξ/|ξ|} forms an orthonormal set.
Define ζ1, ζ2 ∈ Cn as in (24)-(25) and let
u1(x) = uζ1(x) = e
x·ζ1(1 + r1(x)),
u2(x) = uζ2(x) = e
x·ζ2(1 + r2(x)).
where rj, j = 1, 2, satisfy (23). It follows that∥∥∥∥(uj, ∂uj∂ν
)∥∥∥∥
H1/2⊕H−1/2
. ‖uj‖H1(Ω) . ‖ex·ζj‖C1(Ω)‖1 + rj‖H1(Ω)
. keRk(1 + ks) where R = sup
x∈Ω
|x|
. eSk, for some S > R.
Substituting in (30), we get∣∣∣∣∫
Ω
(q1 − q2)u1u2 dx
∣∣∣∣ . e2Skdist(Cq1 , Cq2).
Now consider
(q̂1 − q̂2)(ξ) =
∫
Ω
(q1 − q2)e−ix·ξ dx =
∫
Ω
(q1 − q2)(u1u2 − e−ix·ξ(r1 + r2 + r1r2)) dx.
This implies
|(q̂1 − q̂2)(ξ)| .
∣∣∣∣∫
Ω
(q1 − q2)u1u2 dx
∣∣∣∣+ |〈q1 − q2, e−ix·ξ(r1 + r2)〉|
+ |〈mq1−q2(e−ix·ξr1), r2〉|.
(31)
Choose a cut-off function ϕ ∈ C∞c (Rn) such that ϕ ≡ 1 on Ω. By (12),
|〈mqj(e−ix·ξr1), r2〉| . ω(k)‖e−ix·ξϕr1‖Hs,k‖ϕr2‖Hs,k
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where ω(k)→ 0 as k →∞. It is obvious from the proof of Theorem 3.8 that
ω(k) ≤ max
j=1,2
‖qj‖W−s,n/s ≤M for all k ≥ 1.
Also, for any f ∈ Hs,k(Rn),
‖e−ix·ξf‖2Hs,k =
1
(2π)n
∫
|ê−ix·ξf(η)|2(k2 + |η|2)s dη
=
1
(2π)n
∫
|f̂(η + ξ)|2(k2 + |η|2)s dη
=
1
(2π)n
∫
|f̂(η)|2k2s
(
1 +
|η − ξ|2
k2
)s
dη
.
∫
|f̂(η)|2k2s
(
1 +
|η|2
k2
)s(
1 +
|ξ|2
k2
)s
dη (Peetre’s inequality)
. (1 + |ξ|2)s
∫
|f̂(η)|2(k2 + |η|2)s dη
. (1 + |ξ|2)s‖f‖2Hs,k .
Therefore,
|〈mqj(e−ix·ξr1, r2〉| . M(1 + |ξ|2)s/2‖ϕr1‖Hs,k‖ϕr2‖Hs,k
. k−2(1−s)M(1 + |ξ|2)s/2‖r1‖H1,k
−δ
‖r2‖H1,k
−δ
. k−4ǫM(1 + |ξ|2)s/2 by (23).
Next, again by (12), for j, l = 1, 2,
|〈qj, e−ix·ξrl〉| = |〈mqj(ϕ), e−ix·ξϕrl〉|
. ω(k)‖ϕ‖Hs‖e−ixξ˙ϕrl‖Hs,k .M(1 + |ξ|2)s/2‖ϕrl‖Hs,k
. M(1 + |ξ|2)s/2k−1+s‖rl‖H1,k
−δ
. M(1 + |ξ|2)s/2k−2ǫ by (23).
Substituting all these bounds into (31), we get
|q̂1(ξ)− q̂2(ξ)| . e2Skdist(Cq1, Cq2) + k−2ǫM(1 + |ξ|2)s/2.
We therefore have
‖q1 − q2‖2H−1 =
1
(2π)n
∫
Rn
(1 + |ξ|2)−1|q̂1(ξ)− q̂2(ξ)|2 dξ
.
∫
|ξ|≤ρ
(1 + |ξ|2)−1|q̂1(ξ)− q̂2(ξ)|2 dξ +
∫
|ξ|>ρ
(1 + |ξ|2)−1|q̂1(ξ)− q̂2(ξ)|2 dξ
. ρne4Skdist2(Cq1 , Cq2) + k−4ǫM2ρn+2s−2
+
1
(1 + ρ2)1−s
∫
(1 + |ξ|2)−s(q̂21(ξ) + q̂22(ξ)) dξ
. ρne4Skdist2(Cq1 , Cq2) +M2k−4ǫρn−2ǫ−1 +M2ρ−1−2ǫ.
In order to make the last two terms small and of the same order in ρ, we choose
k = ρ
n
4ǫ ,
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which gives us
‖q1 − q2‖2H−1 . ρne4Sρ
n
4ǫ dist2(Cq1 , Cq2) + ρ−1−2ǫ(32)
. eTρ
n
4ǫ dist2(Cq1, Cq2) + ρ−1−2ǫ(33)
for fixed T > 4S. Now choose
ρ =
(
1
T
| log{dist(Cq1 , Cq2)}|
)4ǫ
n
so that when dist(Cq1, Cq2) < 1,
eTρ
n
4ǫ dist2(Cq1 , Cq2) = dist(Cq1 , Cq2).
Combining this with (33), we see that when dist(Cq1 , Cq2) < 1,
‖q1 − q2‖2H−1 . dist(Cq1, Cq2) + | log{dist(Cq1, Cq2)}|−
4ǫ(1+2ǫ)
n
. | log{dist(Cq1, Cq2)}|−
4ǫ(1+2ǫ)
n .
This gives us (29) when dist(Cq1 , Cq2) < 1 for σ = 4ǫ(1+2ǫ)/n = 4(1−s)(1−2s)/n. Moreover,
(29) is trivially true when dist(Cq1 , Cq2) > 1 since ‖qj‖H−1 . ‖qj‖W−s,n/s ≤ M for j = 1, 2.
Therefore, the proof is complete. 
We can now prove the stability estimate for the conductivity equation. We will use the
fact that W s,p embeds into the Zygmund space Ct∗ for t = s− n/p.
Theorem 5.2. Let 0 < s < 1/2 and γ1, γ2 ∈ W 2−s,n/s(Ω) be such that γj ≡ 1 in a neighbor-
hood of ∂Ω and
0 < c < γj(x) < c
−1, for a.e. x ∈ Ω, j = 1, 2.
Given any α ∈ (0, 1), there exists C > 0 and σ = σ(n, s, α) ∈ (0, 1) such that
(34) ‖γ1 − γ2‖Cα(Ω) ≤ C(| log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ + ‖Λγ1 − Λγ2‖H1/2→H−1/2).
Proof. As in Proposition 2.3, let us extend γj to all of R
n by defining γj ≡ 1 on Rn \ Ω, so
that γj − 1 ∈ W−s,n/scomp (Ω). Note that this implies γj ∈ C1+ǫ∗ = C1,ǫ for ǫ = 1 − 2s. Define
qj = γ
−1/2
j ∆γ
1/2
j . Also choose a bounded domain U such that Ω ⊂ U and ∂U is smooth.
We observe that the function v = log γ1 − log γ2 solves the following elliptic boundary value
problem: { ∇ · ((γ1γ2)1/2∇v) = 2(γ1γ2)1/2(q2 − q1) in U
v = 0 on ∂U.
Therefore, we have the estimate
‖ log γ1 − log γ2‖H1(U) . ‖q1 − q2‖H−1(U) . ‖q1 − q2‖H−1 .
Now consider the identities
γ1 − γ2 =
(∫ 1
0
et log γ1+(1−t) log γ2dt
)
· (log γ1 − log γ2),
∇γ1 −∇γ2 = γ1∇ log γ1 − γ2∇ log γ2 = γ1(∇ log γ1 − log γ2) + γ1 − γ2
γ2
∇γ2.
Together with the fact that γj ∈ C1,ǫ, these identities imply that
(35) ‖γ1 − γ2‖H1(U) . ‖ log γ1 − log γ2‖H1(U) . ‖q1 − q2‖H−1.
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Next, recall from Proposition 2.3(c) that Λγj = Λqj . By (29), for ‖Λγ1 − Λγ2‖H1/2→H−1/2 =
‖Λq1 − Λq2‖H1/2→H−1/2 < 1/2,
‖q1 − q2‖H−1 . | log ‖Λγ1 − Λγ2‖H1/2→H−1/2|−σ
which along with (35) implies
‖γ1 − γ2‖H1(U) . | log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ.
Now, given α ∈ (0, 1), define p = n/(1−α). By Ho¨lder’s inequality and the fact that γj,∇γj
are bounded,
‖γ1 − γ2‖W 1,p(U) . ‖γ1 − γ2‖2/pH1(U).
Therefore, whenever ‖Λγ1 − Λγ2‖H1/2→H−1/2 < 1/2,
‖γ1 − γ2‖W 1,p(U) . | log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ
′
. | log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ
′
+ ‖Λγ1 − Λγ2‖H1/2→H−1/2
for σ′ = 2σ
p
= 8(1−s)(1−2s)(1−α)
n2
. On the other hand, the above estimate is clearly true when
‖Λγ1 − Λγ2‖H1/2→H−1/2 ≥ 1/2 due to the fact that γj ∈ W 1,∞. Therefore, in all cases, we
have
‖γ1 − γ2‖W 1,p(U) . | log ‖Λγ1 − Λγ2‖H1/2→H−1/2 |−σ
′
+ ‖Λγ1 − Λγ2‖H1/2→H−1/2.
Finally, (34) follows from the fact that W 1,p(U) →֒ Cα∗ (U) = Cα(U) →֒ Cα(Ω). 
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