Supplementary Material for "Estimation of a Multiplicative Correlation
  Structure in the Large Dimensional Case" by Hafner, Christian M. et al.
ar
X
iv
:1
81
0.
06
78
7v
2 
 [m
ath
.ST
]  
21
 M
ay
 20
19
Supplementary Material for ”Estimation of a Multiplicative
Correlation Structure in the Large Dimensional Case”
Christian M. Hafner∗
Universite´ catholique de Louvain
Oliver B. Linton†
University of Cambridge
Haihan Tang‡
Fudan University
May 23, 2019
8 Supplementary Material
This section contains supplementary materials to the main article. SM 8.1 contains additional
materials related to the Kronecker product (models). SM 8.2 outlines a shrinkage approach
via minimum distance to make the estimated exp(log Θ0j) indeed a correlation matrix for j =
1, . . . , v. SM 8.3 gives a lemma characterising a rate for ‖VˆT − V ‖∞, which is used in the
proofs of limiting distributions of our estimators. SM 8.4, SM 8.5, and SM 8.6 provide proofs
of Theorem 3.3, Theorem 4.1, and Theorem 4.2, respectively. SM 8.7 gives proofs of Theorem
3.4 and Corollary 3.3. SM 8.8 contains miscellaneous results.
8.1 Additional Materials Related to the Kronecker Product
The following lemma proves a property of Kronecker products.
Lemma 8.1. Suppose v = 2, 3, . . . and that A1, A2, . . . , Av are real symmetric and positive
definite matrices of sizes a1 × a1, . . . , av × av, respectively. Then
log(A1 ⊗A2 ⊗ · · · ⊗Av)
= logA1 ⊗ Ia2 ⊗ · · · ⊗ Iav + Ia1 ⊗ logA2 ⊗ Ia3 ⊗ · · · ⊗ Iav + · · ·+ Ia1 ⊗ Ia2 ⊗ · · · ⊗ logAv.
Proof. We prove by mathematical induction. We first give a proof for v = 2; that is,
log(A1 ⊗A2) = logA1 ⊗ Ia2 + Ia1 ⊗ logA2.
Since A1, A2 are real symmetric, they can be orthogonally diagonalized: Ai = U
⊺
i ΛiUi for
i = 1, 2, where Ui is orthogonal, and Λi = diag(λi,1, . . . , λi,ai) is a diagonal matrix containing
those ai eigenvalues of Ai. Positive definiteness of A1, A2 ensures that their Kronecker product
is positive definite. Then the logarithm of A1 ⊗A2 is:
log(A1 ⊗A2) = log[(U1 ⊗ U2)⊺(Λ1 ⊗ Λ2)(U1 ⊗ U2)] = (U1 ⊗ U2)⊺ log(Λ1 ⊗ Λ2)(U1 ⊗ U2),
(8.1)
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where the first equality is due to the mixed product property of the Kronecker product, and
the second equality is due to a property of matrix functions. Next,
log(Λ1 ⊗ Λ2) = diag(log(λ1,1Λ2), . . . , log(λ1,a1Λ2)) = diag(log(λ1,1Ia2Λ2), . . . , log(λ1,a1Ia2Λ2))
= diag(log(λ1,1Ia2) + log(Λ2), . . . , log(λ1,a1Ia2) + log(Λ2))
= diag(log(λ1,1Ia2), . . . , log(λ1,a1Ia2)) + diag(log(Λ2), . . . , log(Λ2))
= log(Λ1)⊗ Ia2 + Ia1 ⊗ log(Λ2), (8.2)
where the third equality holds only because λ1,jIa2 and Λ2 have real positive eigenvalues only
and commute for all j = 1, . . . , a1 (Higham (2008) p270 Theorem 11.3). Substitute (8.2) into
(8.1):
log(A1 ⊗A2) = (U1 ⊗ U2)⊺ log(Λ1 ⊗ Λ2)(U1 ⊗ U2) = (U1 ⊗ U2)⊺(log Λ1 ⊗ Ia2 + Ia1 ⊗ log Λ2)(U1 ⊗ U2)
= (U1 ⊗ U2)⊺(log Λ1 ⊗ Ia2)(U1 ⊗ U2) + (U1 ⊗ U2)⊺(Ia1 ⊗ log Λ2)(U1 ⊗ U2)
= logA1 ⊗ Ia2 + Ia1 ⊗ logA2.
We now assume that this lemma is true for v = k. That is,
log(A1 ⊗A2 ⊗ · · · ⊗Ak)
= logA1 ⊗ Ia2 ⊗ · · · ⊗ Iak + Ia1 ⊗ logA2 ⊗ Ia3 ⊗ · · · ⊗ Iak + · · · + Ia1 ⊗ Ia2 ⊗ · · · ⊗ logAk.
(8.3)
We prove that the lemma holds for v = k + 1. Let A1−k := A1 ⊗ · · · ⊗ Ak and Ia1···ak :=
Ia1 ⊗ · · · ⊗ Iak .
log(A1 ⊗A2 ⊗ · · · ⊗Ak ⊗Ak+1) = log(A1−k ⊗Ak+1) = logA1−k ⊗ Iak+1 + Ia1···ak ⊗ logAk+1
= logA1 ⊗ Ia2 ⊗ · · · ⊗ Iak ⊗ Iak+1 + Ia1 ⊗ logA2 ⊗ Ia3 ⊗ · · · ⊗ Iak ⊗ Iak+1 + · · ·+
Ia1 ⊗ Ia2 ⊗ · · · ⊗ logAk ⊗ Iak+1 + Ia1 ⊗ · · · ⊗ Iak ⊗ logAk+1,
where the third equality is due to (8.3). Thus the lemma holds for v = k + 1. By induction,
the lemma is true for v = 2, 3, . . ..
Next we provide two examples to illustrate the necessity of an identification restriction in
order to separately identify log parameters.
Example 8.1. Suppose that n1, n2 = 2. We have
log Θ∗1 =
(
a11 a12
a12 a22
)
logΘ∗2 =
(
b11 b12
b12 b22
)
Then we can calculate
log Θ∗ = logΘ∗1 ⊗ I2 + I2 ⊗ logΘ∗2 =


a11 + b11 b12 a12 0
b12 a11 + b22 0 a12
a12 0 a22 + b11 b12
0 a12 b12 a22 + b22

 .
Log parameters a12, b12 can be separately identified from the off-diagonal entries of logΘ
∗ be-
cause they appear separately. We now examine whether log parameters a11, b11, a22, b22 can be
separately identified from diagonal entries of logΘ∗. The answer is no. We have the following
linear system
Ax :=


1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1




a11
a22
b11
b22

 =


[
logΘ∗
]
11[
logΘ∗
]
22[
logΘ∗
]
33[
logΘ∗
]
44

 =: d.
2
Note that the rank of A is 3. There are three effective equations and four unknowns; the linear
system has infinitely many solutions for x. Hence one identification restriction is needed to
separately identify log parameters a11, b11, a22, b22. We choose to set a11 = 0.
Example 8.2. Suppose that n1, n2, n3 = 2. We have
logΘ∗1 =
(
a11 a12
a12 a22
)
log Θ∗2 =
(
b11 b12
b12 b22
)
logΘ∗3 =
(
c11 c12
c12 c22
)
Then we can calculate
log Θ∗ = log Θ∗1 ⊗ I2 ⊗ I2 + I2 ⊗ log Θ∗2 ⊗ I2 + I2 ⊗ I2 ⊗ logΘ∗3 =

a11 + b11 + c11 c12 b12 0 a12 0 0 0
c12 a11 + b11 + c22 0 b12 0 a12 0 0
b12 0 a11 + b22 + c11 c12 0 0 a12 0
0 b12 c12 a11 + b22 + c22 0 0 0 a12
a12 0 0 0 a22 + b11 + c11 c12 b12 0
0 a12 0 0 c12 a22 + b11 + c22 0 b12
0 0 a12 0 b12 0 a22 + b22 + c11 c12
0 0 0 a12 0 b12 c12 a22 + b22 + c22

.
Log parameters a12, b12, c12 can be separately identified from off-diagonal entries of logΘ
∗ because
they appear separately. We now examine whether log parameters a11, b11, c11, a22, b22, c22 can be
separately identified from diagonal entries of logΘ∗. The answer is no. We have the following
linear system
Ax :=


1 0 1 0 1 0
1 0 1 0 0 1
1 0 0 1 1 0
1 0 0 1 0 1
0 1 1 0 1 0
0 1 1 0 0 1
0 1 0 1 1 0
0 1 0 1 0 1




a11
a22
b11
b22
c11
c22


=


[
log Θ∗
]
11[
log Θ∗
]
22[
log Θ∗
]
33[
log Θ∗
]
44[
log Θ∗
]
55[
log Θ∗
]
66[
log Θ∗
]
77[
log Θ∗
]
88


=: d.
Note that the rank of A is 4. There are four effective equations and six unknowns; the linear
system has infinitely many solutions for x. Hence two identification restrictions are needed to
separately identify log parameters a11, b11, c11, a22, b22, c22. We choose to set a11 = b11 = 0.
8.2 Shrinkage via Minimum Distance
Recall that in the fill and shrink method, there is no guarantee that the estimated exp(log Θ0)
will be a correlation matrix. However, the estimated D1/2 exp(log Θ0)D1/2 will be a covariance
matrix. As mentioned in the main article, one can re-normalise the estimated covariance matrix
to obtain a correlation matrix. The alternative method would be to shrink exp(log Θ0j) to a
correlation matrix for j = 1, . . . , v.
This is easy for the n = 2v case. Consider the 2 × 2 submatrix Θ01, with logΘ01 containing
log parameters θ01. Given that Θ
0
1 is a correlation matrix, then we have
log Θ01 =
(
1 1
1 −1
)(
λ1,1 0
0 λ1,1
)(
1 1
1 −1
)
1
2
=
(
1
2λ1,1 +
1
2λ1,2
1
2λ1,1 − 12λ1,2
1
2λ1,1 − 12λ1,2 12λ1,1 + 12λ1,2
)
which implies that
θ01 :=

 θ
0
1,1
θ01,2
θ01,3

 = 1
2

 1 11 −1
1 1


(
λ1,1
λ1,2
)
=: C
(
λ1,1
λ1,2
)
.
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Further, we have
Θ01 =
(
1 1
1 −1
)(
exp(λ1,1) 0
0 exp(λ1,2)
)(
1 1
1 −1
)
1
2
=
(
1
2 exp(λ1,1) +
1
2 exp(λ1,2)
1
2 exp(λ1,1)− 12 exp(λ1,2)
1
2 exp(λ1,1)− 12 exp(λ1,2) 12 exp(λ1,1) + 12 exp(λ1,2)
)
. (8.4)
By observing the diagonal elements of (8.4), we must have 12 exp(λ1,1) +
1
2 exp(λ1,2) = 1 or
equivalently λ1,1 = log
(
2− exp(λ1,2)
)
. Also, we have
exp(λ1,1)− exp(λ1,2) = 2− 2 exp(λ1,2) ∈ [−2, 2], (8.5)
by observing the off-diagonal elements of (8.4). From (8.5), we have −∞ < λ1,2 ≤ log 2.
We now consider shrinkage. Given θ01 ∈ R3 we define λ1,2 as the solution of the following
population objective function
min
t∈(−∞,log 2]
∥∥∥∥∥∥θ01 − C
(
log(2− exp(t))
t
)∥∥∥∥∥∥
2
Thus define the estimator λˆ1,2 to be the solution of the following sample objective function
min
t∈(−∞,log 2]
∥∥∥∥∥∥θˆ1 − C
(
log(2− exp(t))
t
)∥∥∥∥∥∥
2
,
where θˆ1 is some fill and shrink estimator of θ
0
1. Then we calculate λˆ1,1 = log(2 − exp(λˆ1,2)).
This ensures that Θˆ01,S := Θ
0
1(λˆ1,1, λˆ1,2) is a correlation matrix. We can repeat this procedure
for other sub-matrices {Θ0j}vj=2. The final estimate
Θˆ0S = Θˆ
0
1,S ⊗ · · · ⊗ Θˆ0v,S
will be a correlation matrix. We acknowledge that for higher dimensional sub-matrices, this
approach starts to get problematic. We leave it for future research.
8.3 A Rate for ‖VˆT − V ‖∞
The following lemma characterises a rate for ‖VˆT −V ‖∞, which is used in the proofs of limiting
distributions of our estimators.
Lemma 8.2. Let Assumptions 3.1(i) and 3.2 be satisfied with 1/γ := 1/r1+1/r2 > 1. Suppose
log n = o(T
γ
2−γ ) if n > T . Then
‖VˆT − V ‖∞ = Op
(√
log n
T
)
.
Proof. Let y˜t,i denote yt,i − y¯i, similarly for y˜t,j, y˜t,k, y˜t,ℓ, where i, j, k, ℓ = 1, . . . , n. Let y˙t,i
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denote yt,i − µi, similarly for y˙t,j , y˙t,k, y˙t,ℓ where i, j, k, ℓ = 1, . . . , n.
‖VˆT − V ‖∞ := max
1≤a,b≤n2
|VˆT,a,b − Va,b| = max
1≤i,j,k,ℓ≤n
|VˆT,i,j,k,ℓ − Vi,j,k,ℓ|
≤ max
1≤i,j,k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˜t,iy˜t,j y˜t,ky˜t,ℓ − 1
T
T∑
t=1
y˙t,iy˙t,j y˙t,ky˙t,ℓ
∣∣∣∣ (8.6)
+ max
1≤i,j,k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˙t,iy˙t,j y˙t,ky˙t,ℓ − E[y˙t,iy˙t,j y˙t,ky˙t,ℓ]
∣∣∣∣ (8.7)
+ max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˜t,iy˜t,j
)(
1
T
T∑
t=1
y˜t,ky˜t,ℓ
)
−
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)∣∣∣∣ (8.8)
+ max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)
− E[y˙t,iy˙t,j]E[y˙t,ky˙t,ℓ]
∣∣∣∣ (8.9)
Display (8.7)
Assumption 3.1(i) says that for all t, there exist absolute constants K1 > 1,K2 > 0, r1 > 0 such
that
E
[
exp
(
K2|yt,i|r1
)] ≤ K1 for all i = 1, . . . , n.
By repeated using Lemma A.2 in Appendix A.3, we have for all i, j, k, ℓ = 1, 2, . . . , n, every
ǫ ≥ 0, absolute constants b1, c1, b2, c2, b3, c3 > 0 such that
P(|yt,i| ≥ ǫ) ≤ exp
[
1− (ǫ/b1)r1
]
P(|y˙t,i| ≥ ǫ) ≤ exp
[
1− (ǫ/c1)r1
]
P(|y˙t,iy˙t,j| ≥ ǫ) ≤ exp
[
1− (ǫ/b2)r3
]
P(|y˙t,iy˙t,j − E[y˙t,iy˙t,j]| ≥ ǫ) ≤ exp
[
1− (ǫ/c2)r3
]
P(|y˙t,iy˙t,j y˙t,ky˙t,ℓ| ≥ ǫ) ≤ exp
[
1− (ǫ/b3)r4
]
P(|y˙t,iy˙t,j y˙t,ky˙t,ℓ − E[y˙t,iy˙t,j y˙t,ky˙t,ℓ]| ≥ ǫ) ≤ exp
[
1− (ǫ/c3)r4
]
where r3 ∈ (0, r1/2] and r4 ∈ (0, r1/4]. Use the assumption 1/r1 + 1/r2 > 1 to invoke Theorem
A.2 followed by Lemma A.12 in Appendix A.5 to get
max
1≤i,j,k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˙t,iy˙t,j y˙t,ky˙t,ℓ − Ey˙t,iy˙t,j y˙t,ky˙t,ℓ
∣∣∣∣ = Op
(√
log n
T
)
. (8.10)
Display (8.9)
We now consider (8.9).
max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)
− E[y˙t,iy˙t,j]E[y˙t,ky˙t,ℓ]
∣∣∣∣
≤ max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ − E[y˙t,ky˙t,ℓ]
)∣∣∣∣ (8.11)
+ max
1≤i,j,k,ℓ≤n
∣∣∣∣E[y˙t,ky˙t,ℓ]
(
1
T
T∑
t=1
y˙t,iy˙t,j − E[y˙t,iy˙t,j]
)∣∣∣∣ . (8.12)
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Consider (8.11).
max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ − Ey˙t,ky˙t,ℓ
)∣∣∣∣
≤ max
1≤i,j≤n
(∣∣∣∣ 1T
T∑
t=1
y˙t,iy˙t,j − Ey˙t,iy˙t,j
∣∣∣∣+ ∣∣Ey˙t,iy˙t,j∣∣
)
max
1≤k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˙t,ky˙t,ℓ − Ey˙t,ky˙t,ℓ
∣∣∣∣
=
(
Op
(√
log n
T
)
+O(1)
)
Op
(√
log n
T
)
= Op
(√
log n
T
)
where the first equality is due to Lemma A.2(ii) in Appendix A.3, Theorem A.2 and Lemma
A.12 in Appendix A.5. Now consider (8.12).
max
1≤i,j,k,ℓ≤n
∣∣∣∣E[y˙t,ky˙t,ℓ]
(
1
T
T∑
t=1
y˙t,iy˙t,j − E[y˙t,iy˙t,j]
)∣∣∣∣
≤ max
1≤k,ℓ≤n
|E[y˙t,ky˙t,ℓ]| max
1≤i,j≤n
∣∣∣∣ 1T
T∑
t=1
y˙t,iy˙t,j − Ey˙t,iy˙t,j
∣∣∣∣ = Op
(√
log n
T
)
where the equality is due to Lemma A.2(ii) in Appendix A.3, Theorem A.2 and Lemma A.12
in Appendix A.5. Thus
max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)
− E[y˙t,iy˙t,j]E[y˙t,ky˙t,ℓ]
∣∣∣∣ = Op
(√
log n
T
)
. (8.13)
Display (8.6)
We first give a rate for max1≤i≤n |y¯i − µi|. The index i is arbitrary and could be replaced with
j, k, ℓ. Invoking Lemma A.12 in Appendix A.5, we have
max
1≤i≤n
|y¯i − µi| = max
1≤i≤n
∣∣∣∣ 1T
T∑
t=1
(yt,i − µi)
∣∣∣∣ = Op
(√
log n
T
)
. (8.14)
Then we also have
max
1≤i≤n
|y¯i| = max
1≤i≤n
|y¯i − µi + µi| ≤ max
1≤i≤n
|y¯i − µi|+ max
1≤i≤n
|µi| = Op
(√
log n
T
)
+O(1) = Op(1).
(8.15)
We now consider (8.6):
max
1≤i,j,k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˜t,iy˜t,j y˜t,ky˜t,ℓ − 1
T
T∑
t=1
y˙t,iy˙t,j y˙t,ky˙t,ℓ
∣∣∣∣ .
With expansion, simplification and recognition that the indices i, j, k, ℓ are completely symmet-
ric, we can bound (8.6) by
max
1≤i,j,k,ℓ≤n
∣∣y¯iy¯j y¯ky¯ℓ − µiµjµkµℓ∣∣ (8.16)
+ 4 max
1≤i,j,k,ℓ≤n
∣∣∣y¯i (y¯j y¯ky¯ℓ − µjµkµℓ)∣∣∣ (8.17)
+ 6 max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
yt,iyt,j
)(
y¯ky¯ℓ − µkµℓ
)∣∣∣∣ (8.18)
+ 4 max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
yt,iyt,jyt,k
)(
y¯ℓ − µℓ
)∣∣∣∣ . (8.19)
6
We consider (8.16) first. (8.16) can be bounded by repeatedly invoking triangular inequalities
(e.g., inserting terms like µiy¯j y¯ky¯ℓ) using Lemma A.2(ii) in Appendix A.3, (8.15) and (8.14).
(8.16) is of order Op(
√
log n/T ). (8.17) is of order Op(
√
log n/T ) by a similar argument. (8.18)
and (8.19) are of the same order Op(
√
log n/T ) using a similar argument provided that both
max1≤i,j≤n |
∑T
t=1 yt,iyt,j|/T and max1≤i,j,k≤n |
∑T
t=1 yt,iyt,jyt,k|/T are Op(1); these follow from
Lemma A.2(ii) in Appendix A.3, Theorem A.2 and Lemma A.12 in Appendix A.5. Thus
max
1≤i,j,k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
y˜t,iy˜t,j y˜t,ky˜t,ℓ − 1
T
T∑
t=1
y˙t,iy˙t,j y˙t,ky˙t,ℓ
∣∣∣∣ = Op(√log n/T ). (8.20)
Display (8.8)
We now consider (8.8).
max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˜t,iy˜t,j
)(
1
T
T∑
t=1
y˜t,ky˜t,ℓ
)
−
(
1
T
T∑
t=1
y˙t,iy˙t,j
)(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)∣∣∣∣
≤ max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˜t,iy˜t,j
)(
1
T
T∑
t=1
(
y˜t,ky˜t,ℓ − y˙t,ky˙t,ℓ
))∣∣∣∣ (8.21)
+ max
1≤i,j,k,ℓ≤n
∣∣∣∣
(
1
T
T∑
t=1
y˙t,ky˙t,ℓ
)(
1
T
T∑
t=1
(
y˜t,iy˜t,j − y˙t,iy˙t,j
))∣∣∣∣ (8.22)
It suffices to give a bound for (8.21) as the bound for (8.22) is of the same order and follows
through similarly. First, it is easy to show that max1≤i,j≤n | 1T
∑T
t=1 y˜t,iy˜t,j| = max1≤i,j≤n | 1T
∑T
t=1 yt,iyt,j−
y¯iy¯j| = Op(1) (using Lemma A.2(ii) in Appendix A.3 and Lemma A.12 in Appendix A.5). Next
max
1≤k,ℓ≤n
∣∣∣∣ 1T
T∑
t=1
(
y˜t,ky˜t,ℓ − y˙t,ky˙t,ℓ
)∣∣∣∣ = max1≤k,ℓ≤n
∣∣∣∣−(y¯k − µk)(y¯ℓ − µℓ)
∣∣∣∣ = Op
(
log n
T
)
. (8.23)
The lemma follows after summing up the rates for (8.10), (8.13), (8.20) and (8.23).
8.4 Proof of Theorem 3.3
In this subsection, we give a proof for Theorem 3.3. We will first give a preliminary lemma
leading to the proof of this theorem.
Lemma 8.3. Let Assumptions 3.1(i), 3.2, 3.3(i) and 3.4(i) hold with 1/r1 + 1/r2 > 1. Then
we have
‖P‖ℓ2 = O(1), ‖PˆT ‖ℓ2 = Op(1), ‖PˆT − P‖ℓ2 = Op
(√
n
T
)
. (8.24)
Proof. The proofs for ‖P‖ℓ2 = O(1) and ‖PˆT ‖ℓ2 = Op(1) are exactly the same, so we only give
the proof for the latter.
‖PˆT ‖ℓ2 = ‖In2 −DnD+n (In ⊗ ΘˆT )Md‖ℓ2 ≤ 1 + ‖DnD+n (In ⊗ ΘˆT )Md‖ℓ2
≤ 1 + ‖Dn‖ℓ2‖D+n ‖ℓ2‖In ⊗ ΘˆT ‖ℓ2‖Md‖ℓ2 = 1 + 2‖In‖ℓ2‖ΘˆT ‖ℓ2 = Op(1)
where the second equality is due to (A.8) and Lemma A.16 in Appendix A.5, and last equality
is due to Lemma A.7(ii). Now,
‖PˆT − P‖ℓ2 = ‖In2 −DnD+n (In ⊗ ΘˆT )Md − (In2 −DnD+n (In ⊗Θ)Md)‖ℓ2
= ‖DnD+n (In ⊗ ΘˆT )Md −DnD+n (In ⊗Θ)Md)‖ℓ2 = ‖DnD+n (In ⊗ (ΘˆT −Θ))Md‖ℓ2
= Op(
√
n/T ),
where the last equality is due to Theorem 3.1(i).
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We are now ready to give a poof for Theorem 3.3.
Proof of Theorem 3.3. We write
√
Tc⊺(θˆT − θ0)√
c⊺JˆT c
=
√
Tc⊺(E⊺WE)−1E⊺WD+nH vec(ΘˆT −Θ)√
c⊺JˆT c
+
√
Tc⊺(E⊺WE)−1E⊺WD+n vecOp(‖ΘˆT −Θ‖2ℓ2)√
c⊺JˆT c
=
√
Tc⊺(E⊺WE)−1E⊺WD+nH
∂ vecΘ
∂ vec Σ
∣∣∣
Σ=Σ˚
(i)
T
vec(ΣˆT − Σ)√
c⊺JˆT c
+
√
Tc⊺(E⊺WE)−1E⊺WD+n vecOp(‖ΘˆT −Θ‖2ℓ2)√
c⊺JˆT c
=: tˆ1 + tˆ2,
where ∂ vecΘ∂ vec Σ
∣∣∣
Σ=Σ˚
(i)
T
denotes a matrix whose jth row is the jth row of the Jacobian matrix ∂ vecΘ∂ vec Σ
evaluated at vec Σ˚
(j)
T , which is a point between vec Σ and vec ΣˆT , for j = 1, . . . , n
2.
Define
t1 :=
√
Tc⊺(E⊺WE)−1E⊺WD+nHP (D
−1/2 ⊗D−1/2) vec(Σ˜T − Σ)√
c⊺Jc
.
To prove Theorem 3.3, it suffices to show t1
d−→ N(0, 1), t1 − tˆ1 = op(1), and tˆ2 = op(1). The
proof is similar to that of Theorem 3.2, so we will be concise for the parts which are almost
identical to those of Theorem 3.2.
8.4.1 t1
d−→ N(0, 1)
We now prove that t1 is asymptotically distributed as a standard normal.
t1 =
√
Tc⊺(E⊺WE)−1E⊺WD+nHP (D
−1/2 ⊗D−1/2) vec
(
1
T
∑T
t=1
[
(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺
])
√
c⊺Jc
=
T∑
t=1
T−1/2c⊺(E⊺WE)−1E⊺WD+nHP (D
−1/2 ⊗D−1/2) vec [(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺]√
c⊺Jc
=:
T∑
t=1
UT,n,t.
Again it is straightforward to show that {UT,n,t,FT,n,t} is a martingale difference sequence. We
first investigate at what rate the denominator
√
c⊺Jc goes to zero:
c⊺Jc = c⊺(E⊺WE)−1E⊺WD+nHP (D
−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HD+⊺n WE(E⊺WE)−1c
≥ mineval (E⊺WD+nHP (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HD+⊺n WE) ‖(E⊺WE)−1c‖22
≥ n
̟
mineval2(W )c(E⊺WE)−2c ≥ n
̟
mineval2(W )mineval
(
(E⊺WE)−2
)
=
n ·mineval2(W )
̟maxeval2(E⊺WE)
≥ n
̟maxeval2(W−1)maxeval2(W )maxeval2(E⊺E)
=
n
̟κ2(W )maxeval2(E⊺E)
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where the second inequality is due to Assumption 3.7(ii). Using (A.11), we have
1√
c⊺Jc
= O(
√
s2 · n · κ2(W ) ·̟). (8.25)
Verification of conditions (i)-(iii) of Theorem A.4 in Appendix A.5 will be exactly the same as
those in Section A.4.1, so we omit the details in the interest of space.
8.4.2 t1 − tˆ1 = op(1)
We now show that t1− tˆ1 = op(1). Let A and Aˆ denote the numerators of t1 and tˆ1, respectively.
t1 − tˆ1 = A√
c⊺Jc
− Aˆ√
c⊺JˆT c
=
√
s2nκ2(W )̟A√
s2nκ2(W )̟c⊺Jc
−
√
s2nκ2(W )̟Aˆ√
s2nκ2(W )̟c⊺JˆT c
.
Since we have already shown in (8.25) that s2nκ2(W )̟c⊺Jc is bounded away from zero by an
absolute constant, it suffices to show the denominators as well as numerators of t1 and tˆ1 are
asymptotically equivalent.
8.4.3 Denominators of t1 and tˆ1
We first show that the denominators of t1 and tˆ1 are asymptotically equivalent, i.e.,
s2nκ2(W )̟|c⊺JˆT c− c⊺Jc| = op(1).
Define
c⊺J˜T c = c
⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (Dˆ
−1/2
T ⊗Dˆ−1/2T )V (Dˆ−1/2T ⊗Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c.
By the triangular inequality: s2nκ2(W )̟|c⊺JˆT c−c⊺Jc| ≤ s2nκ2(W )̟|c⊺JˆT c−c⊺J˜T c|+s2nκ2(W )̟|c⊺J˜T c−
c⊺Jc|. First, we prove s2nκ2(W )̟|c⊺JˆT c− c⊺J˜T c| = op(1).
s2nκ2(W )̟|c⊺JˆT c− c⊺J˜T c|
= s2nκ2(W )̟|c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (Dˆ−1/2T ⊗ Dˆ−1/2T )VˆT (Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c
− c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (Dˆ−1/2T ⊗ Dˆ−1/2T )V (Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c|
= s2nκ2(W )̟
· |c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (Dˆ−1/2T ⊗ Dˆ−1/2T )(VˆT − V )(Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c|
≤ s2nκ2(W )̟‖VˆT − V ‖∞‖(Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖21
≤ s2n3κ2(W )̟‖VˆT − V ‖∞‖(Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖22
≤ s2n3κ2(W )̟‖VˆT − V ‖∞‖(Dˆ−1/2T ⊗ Dˆ−1/2T )‖2ℓ2‖Pˆ ⊺T ‖2ℓ2‖HˆT ‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= Op(s
2n2κ3(W )̟2)‖VˆT − V ‖∞ = Op
(√
n4κ6(W )s4̟4 log n
T
)
= op(1),
where ‖ · ‖∞ denotes the absolute elementwise maximum, the third equality is due to Lemma
A.4(v), Lemma A.16 in Appendix A.5, (A.7), (A.14), (A.8) and (8.24), the second last equality
is due to Lemma 8.2 in SM 8.3, and the last equality is due to Assumption 3.3(ii).
We now prove s2nκ2(W )̟|c⊺J˜T c− c⊺Jc| = op(1). Define
c⊺J˜T,ac := c
⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (D
−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c
c⊺J˜T,bc := c
⊺(E⊺WE)−1E⊺WD+n HˆTP (D
−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HˆTD+⊺n WE(E⊺WE)−1c.
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We use triangular inequality again
s2nκ2(W )̟|c⊺J˜T c− c⊺Jc| ≤
s2nκ2(W )̟|c⊺J˜T c− c⊺J˜T,ac|+ s2nκ2(W )̟|c⊺J˜T,ac− c⊺J˜T,bc|+ s2nκ2(W )̟|c⊺J˜T,bc− c⊺Jc|.
(8.26)
We consider the first term on the right side of (8.26).
s2nκ2(W )̟|c⊺J˜T c− c⊺J˜T,ac| =
s2nκ2(W )̟|c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (Dˆ−1/2T ⊗ Dˆ−1/2T )V (Dˆ−1/2T ⊗ Dˆ−1/2T )Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c
− c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c|
≤ s2nκ2(W )̟∣∣maxeval(V )∣∣ ‖(Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+⊺n WE(E⊺WE)−1c‖22
+ s2nκ2(W )̟‖V (D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖2
· ‖(Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖2 (8.27)
where the inequality is due to Lemma A.17 in Appendix A.5. We consider the first term of
(8.27) first.
s2nκ2(W )̟
∣∣maxeval(V )∣∣ ‖(Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+⊺n WE(E⊺WE)−1c‖22
= O(s2nκ2(W )̟)‖Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2‖2ℓ2‖Pˆ ⊺T ‖2ℓ2‖HˆT ‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= Op(s
2nκ3(W )̟2/T ) = op(1),
where the second last equality is due to (A.7), (A.8), (A.14), (8.24) and Lemma A.4(vii), and
the last equality is due to Assumption 3.3(ii).
We now consider the second term of (8.27).
2s2nκ2(W )̟‖V (D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖2
· ‖(Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c‖2
≤ O(s2nκ2(W )̟)‖Dˆ−1/2T ⊗ Dˆ−1/2T −D−1/2 ⊗D−1/2‖ℓ2‖Pˆ ⊺T ‖2ℓ2‖HˆT ‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= O(
√
s4nκ6(W )̟4/T ) = op(1),
where the first equality is due to (A.7), (A.8), (A.14), (8.24) and Lemma A.4(vii), and the last
equality is due to Assumption 3.3(ii). We have proved s2nκ2(W )̟|c⊺J˜T c− c⊺J˜T,ac| = op(1).
We consider the second term on the right hand side of (8.26).
s2nκ2(W )̟|c⊺J˜T,ac− c⊺J˜T,bc| =
s2nκ2(W )̟|c⊺(E⊺WE)−1E⊺WD+n HˆT PˆT (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)Pˆ ⊺T HˆTD+
⊺
n WE(E
⊺WE)−1c
− c⊺(E⊺WE)−1E⊺WD+n HˆTP (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HˆTD+
⊺
n WE(E
⊺WE)−1c|
≤ s2nκ2(W )̟∣∣maxeval[(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)]∣∣ ‖(PˆT − P )⊺HˆTD+⊺n WE(E⊺WE)−1c‖22
+ 2s2nκ2(W )̟‖(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HˆTD+⊺n WE(E⊺WE)−1c‖2
· ‖(PˆT − P )⊺HˆTD+⊺n WE(E⊺WE)−1c‖2 (8.28)
where the inequality is due to Lemma A.17 in Appendix A.5. We consider the first term of
(8.28) first.
s2nκ2(W )̟
∣∣maxeval[(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)]∣∣ ‖(PˆT − P )⊺HˆTD+⊺n WE(E⊺WE)−1c‖22
= O(s2nκ2(W )̟)‖Pˆ ⊺T − P ⊺‖2ℓ2‖HˆT ‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= Op(s
2nκ3(W )̟2/T ) = op(1),
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where the second last equality is due to (A.7), (A.8), (A.14), and (8.24), and the last equality
is due to Assumption 3.3(ii).
We now consider the second term of (8.28).
2s2nκ2(W )̟‖(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HˆTD+⊺n WE(E⊺WE)−1c‖2
· ‖(PˆT − P )⊺HˆTD+⊺n WE(E⊺WE)−1c‖2
≤ O(s2nκ2(W )̟)‖Pˆ ⊺T − P ⊺‖2ℓ2‖HˆT ‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= O(
√
s4nκ6(W )̟4/T ) = op(1),
where the first equality is due to (A.7), (A.8), (A.14), and (8.24), and the last equality is due
to Assumption 3.3(ii). We have proved s2nκ2(W )̟|c⊺J˜T,ac− c⊺J˜T,bc| = op(1).
We consider the third term on the right hand side of (8.26).
s2nκ2(W )̟|c⊺J˜T,bc− c⊺Jc| =
s2nκ2(W )̟|c⊺(E⊺WE)−1E⊺WD+n HˆTP (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HˆTD+
⊺
n WE(E
⊺WE)−1c
− c⊺(E⊺WE)−1E⊺WD+nHTP (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HD+
⊺
n WE(E
⊺WE)−1c|
≤ s2nκ2(W )̟∣∣maxeval[P (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺]∣∣ ‖(HˆT −H)D+⊺n WE(E⊺WE)−1c‖22
+ 2s2nκ2(W )̟‖P (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HD+⊺n WE(E⊺WE)−1c‖2
· ‖(HˆT −H)D+⊺n WE(E⊺WE)−1c‖2 (8.29)
where the inequality is due to Lemma A.17 in Appendix A.5. We consider the first term of
(8.29) first.
s2nκ2(W )̟
∣∣maxeval[P (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺]∣∣ ‖(HˆT −H)D+⊺n WE(E⊺WE)−1c‖22
= O(s2nκ2(W )̟)‖HˆT −H‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2
= Op(s
2nκ3(W )̟2/T ) = op(1),
where the second last equality is due to (A.7), (A.8), and (A.14), and the last equality is due
to Assumption 3.3(ii).
We now consider the second term of (8.29).
2s2nκ2(W )̟‖P (D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)P ⊺HD+⊺n WE(E⊺WE)−1c‖2
· ‖(HˆT −H)D+⊺n WE(E⊺WE)−1c‖2
≤ O(s2nκ2(W )̟)‖HˆT −H‖2ℓ2‖D+
⊺
n ‖2ℓ2‖WE(E⊺WE)−1‖2ℓ2 = O(
√
s4nκ6(W )̟4/T ) = op(1),
where the first equality is due to (A.7), (A.8), and (A.14), and the last equality is due to
Assumption 3.3(ii). We have proved s2nκ2(W )̟|c⊺J˜T,bc − c⊺Jc| = op(1). Hence we have
proved s2nκ2(W )̟|c⊺J˜T c− c⊺Jc| = op(1).
8.4.4 Numerators of t1 and tˆ1
We now show that numerators of t1 and tˆ1 are asymptotically equivalent, i.e.,√
s2nκ2(W )̟|A− Aˆ| = op(1).
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Note that
Aˆ =
√
Tc⊺(E⊺WE)−1E⊺WD+nH
∂ vecΘ
∂ vec Σ
∣∣∣∣
Σ=Σ˚
(i)
T
vec(ΣˆT − Σ)
=
√
Tc⊺(E⊺WE)−1E⊺WD+nH
∂ vecΘ
∂ vec Σ
∣∣∣∣
Σ=Σ˚
(i)
T
vec(ΣˆT − Σ˜T )
+
√
Tc⊺(E⊺WE)−1E⊺WD+nH
∂ vecΘ
∂ vecΣ
∣∣∣∣
Σ=Σ˚
(i)
T
vec(Σ˜T − Σ)
=: Aˆa + Aˆb.
To show
√
s2nκ2(W )̟|A− Aˆ| = op(1), it suffices to show
√
s2nκ2(W )̟|Aˆb − A| = op(1) and√
s2nκ2(W )̟|Aˆa| = op(1). We first show that
√
s2nκ2(W )̟|Aˆb −A| = op(1).√
s2nκ2(W )̟|Aˆb −A|
=
√
s2nκ2(W )̟
∣∣∣∣√Tc⊺(E⊺WE)−1E⊺WD+nH
[
∂ vecΘ
∂ vecΣ
∣∣∣∣
Σ=Σ˚
(i)
T
− P (D−1/2 ⊗D−1/2)
]
vec(Σ˜T − Σ)
∣∣∣∣
≤
√
Ts2nκ2(W )̟‖(E⊺WE)−1E⊺W‖ℓ2‖D+n ‖ℓ2‖H‖ℓ2
·
∥∥∥∥ ∂ vecΘ∂ vecΣ
∣∣∣∣
Σ=Σ˚
(i)
T
− P (D−1/2 ⊗D−1/2)
∥∥∥∥
ℓ2
‖ vec(Σ˜T −Σ)‖2
= O(
√
Ts2nκ2(W )̟)
√
̟κ(W )/nOp
(√
n
T
)
‖Σ˜T − Σ‖F ≤ O(
√
ns2κ3(W )̟2)
√
n‖Σ˜T − Σ‖ℓ2
= O(
√
ns2κ3(W )̟2)
√
nOp
(√
n
T
)
= Op
(√
n3s2κ3(W )̟2
T
)
= op(1),
where the second equality is due to Assumption 3.7(i), the third equality is due to Lemma A.3,
and final equality is due to Assumption 3.3(ii).
We now show that
√
s2nκ2(W )̟|Aˆa| = op(1).√
s2nκ2(W )̟T
∣∣∣∣c⊺(E⊺WE)−1E⊺WD+nH ∂ vecΘ∂ vecΣ
∣∣∣∣
Σ=Σ˚
(i)
T
vec(ΣˆT − Σ˜T )
∣∣∣∣
=
√
s2nκ2(W )̟T
∣∣∣∣c⊺(E⊺WE)−1E⊺WD+nH ∂ vecΘ∂ vecΣ
∣∣∣∣
Σ=Σ˚
(i)
T
vec
[
(y¯ − µ)(y¯ − µ)⊺]∣∣∣∣
≤
√
s2nκ2(W )̟T‖(E⊺WE)−1E⊺W‖ℓ2‖D+n ‖ℓ2‖H‖ℓ2
∥∥∥∥ ∂ vecΘ∂ vec Σ
∣∣∣∣
Σ=Σ˚
(i)
T
∥∥∥∥
ℓ2
‖ vec [(y¯ − µ)(y¯ − µ)⊺] ‖2
= O(
√
Ts2nκ2(W )̟)
√
̟κ(W )/n‖(y¯ − µ)(y¯ − µ)⊺‖F
≤ O(
√
Ts2nκ2(W )̟)
√
̟κ(W )/nn‖(y¯ − µ)(y¯ − µ)⊺‖∞
= O(
√
Ts2n2κ3(W )̟2) max
1≤i,j≤n
∣∣(y¯ − µ)i(y¯ − µ)j∣∣ = Op(√Ts2n2κ3(W )̟2) log n/T
= Op
(√
log4 n · n2κ3(W )̟2
T
)
= op(1),
where the third last equality is due to (8.23), the last equality is due to Assumption 3.3(ii), and
the second equality is due to (A.7), (A.8), (A.14), and the fact that∥∥∥∥ ∂ vecΘ∂ vec Σ
∣∣∣∣
Σ=Σ˚
(i)
T
∥∥∥∥
ℓ2
=
∥∥∥∥ ∂ vecΘ∂ vec Σ
∣∣∣∣
Σ=Σ˚
(i)
T
− P (D−1/2 ⊗D−1/2)
∥∥∥∥
ℓ2
+
∥∥∥∥P (D−1/2 ⊗D−1/2)
∥∥∥∥
ℓ2
= Op
(√
n
T
)
+O(1) = Op(1).
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8.4.5 tˆ2 = op(1)
Write
tˆ2 =
√
T
√
s2nκ2(W )̟c⊺(E⊺WE)−1E⊺WD+n vecOp(‖ΘˆT −Θ‖2ℓ2)√
s2nκ2(W )̟c⊺JˆT c
.
Since the denominator of the preceding equation is bounded away from zero by an absolute
constant with probability approaching one by (8.25) and that s2nκ2(W )̟|c⊺JˆT c−c⊺Jc| = op(1),
it suffices to show
√
T
√
s2nκ2(W )̟c⊺(E⊺WE)−1E⊺WD+n vecOp(‖ΘˆT −Θ‖2ℓ2) = op(1).
This is straightforward:
|
√
Ts2nκ2(W )̟c⊺(E⊺WE)−1E⊺WD+n vecOp(‖ΘˆT −Θ‖2ℓ2)|
≤
√
Ts2nκ2(W )̟‖c⊺(E⊺WE)−1E⊺WD+n ‖2‖ vecOp(‖ΘˆT −Θ‖2ℓ2)‖2
= O(
√
Ts2κ3(W )̟2)‖Op(‖ΘˆT −Θ‖2ℓ2)‖F = O(
√
Tns2κ3(W )̟2)‖Op(‖ΘˆT −Θ‖2ℓ2)‖ℓ2
= O(
√
Tns2κ3(W )̟2)Op(‖ΘˆT −Θ‖2ℓ2) = Op
(√
n3s2κ3(W )̟2
T
)
= op(1),
where the last equality is due to Assumption 3.3(ii).
8.5 Proof of Theorem 4.1
In this subsection, we give a proof for Theorem 4.1. We first give a useful lemma which is used
in the proof of Theorem 4.1.
Lemma 8.4 (Magnus and Neudecker (2007) p218). Let φ be a twice differentiable real-valued
function of an n × q matrix X. Then the following two relationships hold between the second
differential and the Hessian matrix of φ at X:
d2φ(X) = tr
[
B(dX)⊺CdX
] ⇐⇒ ∂2φ(X)
∂(vecX)∂(vecX)⊺
=
1
2
(B⊺ ⊗ C +B ⊗ C⊺)
and
d2φ(X) = tr
[
B(dX)CdX
] ⇐⇒ ∂2φ(X)
∂(vecX)∂(vecX)⊺
=
1
2
Kqn(B
⊺ ⊗ C +C⊺ ⊗B).
We are now ready to give the proof of Theorem 4.1.
Proof of Theorem 4.1. For part (i), letting A denote D−1/2Σ˜TD
−1/2, we take the first differen-
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tial of ℓT,D(θ, µ) with respect to Ω(θ):
dℓT,D(θ, µ) = −T
2
d log
∣∣eΩ∣∣− 1
2
d
T∑
t=1
tr
[
(yt − µ)⊺D−1/2e−ΩD−1/2(yt − µ)
]
= −T
2
d log
∣∣eΩ∣∣− T
2
dtr
[
D−1/2
1
T
T∑
t=1
(yt − µ)(yt − µ)⊺D−1/2e−Ω
]
= −T
2
d log
∣∣eΩ∣∣− T
2
dtr
[
Ae−Ω
]
= −T
2
tr(e−ΩdeΩ)− T
2
tr
(
Ade−Ω
)
= −T
2
tr(e−ΩdeΩ) +
T
2
tr
(
Ae−Ω(deΩ)e−Ω
)
= −T
2
tr(e−ΩdeΩ) +
T
2
tr
(
e−ΩAe−ΩdeΩ
)
(8.30)
=
T
2
tr
[(
e−ΩAe−Ω − e−Ω) deΩ] = T
2
(
vec
[(
e−ΩAe−Ω − e−Ω)⊺])⊺ vec deΩ
=
T
2
(
vec
[
e−ΩAe−Ω − e−Ω])⊺ vec [∫ 1
0
e(1−t)Ω(dΩ)etΩdt
]
=
T
2
(
vec
[
e−ΩAe−Ω − e−Ω])⊺ [∫ 1
0
etΩ ⊗ e(1−t)Ωdt
]
d vec Ω
=
T
2
(
vec
[
e−ΩAe−Ω − e−Ω])⊺ [∫ 1
0
etΩ ⊗ e(1−t)Ωdt
]
DnEdθ
where the fourth equality is due to that d log |X| = tr(X−1dX) for any square matrix X, the
fifth equality is due to that dX−1 = −X−1(dX)X−1, the six equality is due to the cyclic
property of trace operator, the eighth equality is due to that tr(AB) = (vec[A⊺])⊺ vecB, the
ninth equality is due to that deΩ =
∫ 1
0 e
(1−t)Ω(dΩ)etΩdt (c.f. (10.15) in Higham (2008) p238),
the second last equality is due to that vec(ABC) = (C⊺⊗A) vecB, and the last equality is due
to vec Ω = Dn vechΩ = DnEθ. Thus, we conclude that
∂ℓT,D(θ, µ)
∂θ⊺
=
T
2
E⊺D⊺n
[∫ 1
0
etΩ ⊗ e(1−t)Ωdt
]
vec
[
e−ΩD−1/2Σ˜TD
−1/2e−Ω − e−Ω] .
For part (ii), the s×s block of the Hessian matrix of (4.3) corresponding to θ is more difficult
to derive. There are two approaches; they give the same Hessian but sometimes it is difficult
to see the equivalence because of the presence of Kronecker products, duplication matrices etc.
The first approach is to differentiate the score function with respect to θ again. The second
approach is to start from (8.30), take differential again, manipulate the final result into the
canonical form, and extract the Hessian from the canonical form. The second approach is due
to Magnus and Neudecker (2007); Minka (2000) provided an easily accessible introduction to
this approach. We shall use the second approach to derive the Hessian matrix.
There are two terms in (8.30). The first term could be simplified into
− T
2
tr(e−ΩdeΩ) = −T
2
tr
(
e−Ω
∫ 1
0
e(1−t)Ω(dΩ)etΩdt
)
= −T
2
∫ 1
0
tr
(
e−Ωe(1−t)Ω(dΩ)etΩ
)
dt
= −T
2
∫ 1
0
tr
(
e−tΩ(dΩ)etΩ
)
dt = −T
2
∫ 1
0
tr
(
dΩ
)
dt = −T
2
tr
(
dΩ
)
whence we see that it is not a function of Ω (dΩ is not a function of Ω). Thus taking differential
of (8.30) will cause this term drop out. We now take the differential of the second term in
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(8.30):
d
T
2
tr
(
e−ΩAe−ΩdeΩ
)
= d
T
2
tr
(
e−ΩAe−Ω
∫ 1
0
e(1−t)Ω(dΩ)etΩdt
)
= d
T
2
∫ 1
0
tr
(
e(t−1)ΩAe−tΩdΩ
)
dt =
T
2
∫ 1
0
tr
(
(de(t−1)Ω)Ae−tΩdΩ+ e(t−1)ΩA(de−tΩ)dΩ
)
dt
=
T
2
∫ 1
0
tr
(∫ 1
0
e(1−s)(t−1)Ω(d(t− 1)Ω)es(t−1)ΩdsAe−tΩdΩ
)
dt
+
T
2
∫ 1
0
tr
(
e(t−1)ΩA
∫ 1
0
e−(1−s)tΩ(d(−t)Ω)e−stΩdsdΩ
)
dt
= −T
2
∫ 1
0
∫ 1
0
tr
(
e−(1−s)(1−t)Ω(dΩ)e−s(1−t)ΩAe−tΩdΩ
)
ds · (1− t)dt
− T
2
∫ 1
0
∫ 1
0
tr
(
e−(1−t)ΩAe−(1−s)tΩ(dΩ)e−stΩdΩ
)
ds · tdt.
We next invoke Lemma 8.4 to get
∂2ℓT,D(θ, µ)
∂ vec Ω∂(vec Ω)⊺
=
− T
2
∫ 1
0
∫ 1
0
1
2
Kn,n
(
e−(1−s)(1−t)Ω ⊗ e−s(1−t)ΩAe−tΩ + e−tΩAe−s(1−t)Ω ⊗ e−(1−s)(1−t)Ω
)
ds · (1− t)dt
− T
2
∫ 1
0
∫ 1
0
1
2
Kn,n
(
e−(1−s)tΩAe−(1−t)Ω ⊗ e−stΩ + e−stΩ ⊗ e−(1−t)ΩAe−(1−s)tΩ
)
ds · tdt
= −T
2
∫ 1
0
∫ 1
0
1
2
Kn,n
(
e−stΩ ⊗ e−(1−s)tΩAe−(1−t)Ω + e−(1−t)ΩAe−(1−s)tΩ ⊗ e−stΩ
)
ds · tdt
− T
2
∫ 1
0
∫ 1
0
1
2
Kn,n
(
e−(1−s)tΩAe−(1−t)Ω ⊗ e−stΩ + e−stΩ ⊗ e−(1−t)ΩAe−(1−s)tΩ
)
ds · tdt
where the second equality is due to change of variables 1 − t 7→ t and 1 − s 7→ s for the first
term only. Note that although we have used symmetry of Ω throughout the derivation, we have
not yet incorporated this fact into the Hessian. In our case, there is no need to incorporate
symmetry of Ω into the Hessian because our ultimate goal is to get the Hessian in terms of
the unique elements of Ω, θ (see Minka (2000) for more explanations of this). Thus the final
Hessian in terms of θ is
∂2ℓT,D(θ, µ)
∂θ∂θ⊺
=
− T
2
∫ 1
0
∫ 1
0
1
2
E⊺D⊺nKn,n
(
e−stΩ ⊗ e−(1−s)tΩAe−(1−t)Ω + e−(1−t)ΩAe−(1−s)tΩ ⊗ e−stΩ) ds · tdtDnE
− T
2
∫ 1
0
∫ 1
0
1
2
E⊺D⊺nKn,n
(
e−(1−s)tΩAe−(1−t)Ω ⊗ e−stΩ + e−stΩ ⊗ e−(1−t)ΩAe−(1−s)tΩ) ds · tdtDnE
= −T
4
E⊺D⊺n
∫ 1
0
∫ 1
0
(
e−stΩ ⊗ e−(1−s)tΩAe−(1−t)Ω + e−(1−t)ΩAe−(1−s)tΩ ⊗ e−stΩ) ds · tdtDnE
− T
4
E⊺D⊺n
∫ 1
0
∫ 1
0
(
e−(1−s)tΩAe−(1−t)Ω ⊗ e−stΩ + e−stΩ ⊗ e−(1−t)ΩAe−(1−s)tΩ) ds · tdtDnE
where the second equality is due to that Kn,nDn = Dn and symmetry of Kn,n (see (52) of
Magnus and Neudecker (1986)).
For part (iii), note that E[A] = E[D−1/2Σ˜TD
−1/2] = Θ = eΩ. Then by merging terms, we
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have
ΥD =
1
2
E⊺D⊺n
∫ 1
0
∫ 1
0
(
e−stΩ ⊗ estΩ + estΩ ⊗ e−stΩ) ds · tdtDnE.
To prove the equivalence between (4.4) and (4.5), it suffices to show
∫ 1
0
∫ 1
0
(
e−stΩ ⊗ estΩ + estΩ ⊗ e−stΩ) ds · tdt = ∫ 1
0
∫ 1
0
e(t+s−1)Ω ⊗ e(1−t−s)Ωdsdt. (8.31)
Suppose Θ = eΩ = Q⊺diag(λ1, . . . , λn)Q (orthogonal diagonalization). The eigenvalues λjs
are all positive but need not be distinct. We first consider the first term of (8.31). By definition
of matrix function, we have
e−stΩ = Q⊺diag(λ−st1 , . . . , λ
−st
n )Q e
stΩ = Q⊺diag(λst1 , . . . , λ
st
n )Q
e−stΩ ⊗ estΩ + estΩ ⊗ e−stΩ =
(Q⊗Q)⊺
[
diag(λ−st1 , . . . , λ
−st
n )⊗ diag(λst1 , . . . , λstn ) + diag(λst1 , . . . , λstn )⊗ diag(λ−st1 , . . . , λ−stn )
]
(Q⊗Q)
=: (Q⊗Q)⊺M1(Q⊗Q),
where M1 is an n
2×n2 diagonal matrix whose [(i− 1)n+ j]th diagonal entry is (λjλi )st+ ( λiλj )st
for i, j = 1, . . . , n. Thus∫ 1
0
∫ 1
0
(
e−stΩ ⊗ estΩ + estΩ ⊗ e−stΩ) ds · tdt = (Q⊗Q)⊺ ∫ 1
0
∫ 1
0
M1ds · tdt(Q⊗Q),
where
∫ 1
0
∫ 1
0 M1tdsdt is an n
2 × n2 diagonal matrix whose [(i− 1)n+ j]th diagonal entry is

1 if i = j
1 if i 6= j, λi = λj
1[
log
(
λi
λj
)]2 [ λiλj + λjλi − 2
]
if i 6= j, λi 6= λj
for i, j = 1, . . . , n. To see this,
∫ 1
0
∫ 1
0
(λj
λi
)st
tdsdt =
∫ 1
0
[ (λj
λi
)st
log
(λj
λi
)t
]1
0
tdt =
1
log
(λj
λi
) ∫ 1
0
[(λj
λi
)t
− 1
]
dt
=
1[
log
(λj
λi
)]2
(
λj
λi
− 1− log
(
λj
λi
))
.
Similarly ∫ 1
0
∫ 1
0
(λi
λj
)st
tdsdt =
1[
log
(
λi
λj
)]2
(
λi
λj
− 1− log
(
λi
λj
))
,
whence we have∫ 1
0
∫ 1
0
[(λj
λi
)st
+
(λi
λj
)st]
tdsdt =
1[
log
(
λi
λj
)]2 [λiλj +
λj
λi
− 2
]
.
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We now consider the second term of (8.31). By definition of matrix function, we have
e(t+s−1)Ω = Q⊺diag(λ
(t+s−1)
1 , . . . , λ
(t+s−1)
n )Q e
(1−t−s)Ω = Q⊺diag(λ
(1−t−s)
1 , . . . , λ
(1−t−s)
n )Q
e(t+s−1)Ω ⊗ e(1−t−s)Ω = (Q⊗Q)⊺
[
diag(λ
(t+s−1)
1 , . . . , λ
(t+s−1)
n )⊗ diag(λ(1−t−s)1 , . . . , λ(1−t−s)n )
]
(Q⊗Q)
=: (Q⊗Q)⊺M2(Q⊗Q),
where M2 is an n
2 × n2 diagonal matrix whose [(i − 1)n + j]th diagonal entry is ( λiλj )s+t−1 for
i, j = 1, . . . , n. Thus∫ 1
0
∫ 1
0
e(t+s−1)Ω ⊗ e(1−t−s)Ωdsdt = (Q⊗Q)⊺
∫ 1
0
∫ 1
0
M2dsdt(Q⊗Q)
where
∫ 1
0
∫ 1
0 M2dsdt is an n
2 × n2 diagonal matrix whose [(i− 1)n + j]th diagonal entry is

1 if i = j
1 if i 6= j, λi = λj
1[
log
(
λi
λj
)]2 [ λiλj + λjλi − 2
]
if i 6= j, λi 6= λj
for i, j = 1, . . . , n. To see this,∫ 1
0
∫ 1
0
(λi
λj
)s+t−1
dsdt =
λj
λi
∫ 1
0
(λi
λj
)s
ds
∫ 1
0
(λi
λj
)t
dt
=
λj
λi
[∫ 1
0
(λi
λj
)s
ds
]2
=
λj
λi
[[ ( λi
λj
)s
log
(
λi
λj
)
]1
0
]2
=
1[
log
(
λi
λj
)]2 λjλi
[
λi
λj
− 1
]2
.
Comparing
∫ 1
0
∫ 1
0 M1tdsdt with
∫ 1
0
∫ 1
0 M2dsdt, we realise (8.31) hold.
For part (iv), using the expression for
∂ℓT,D(θ,µ)
∂θ⊺ and the fact that it has zero expectation,
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we have
E
[
1
T
∂ℓT,D(θ, µ)
∂θ⊺
∂ℓT,D(θ, µ)
∂θ
]
=
T
4
E⊺D⊺nΨvar
(
vec
(
e−ΩD−1/2Σ˜TD
−1/2e−Ω
))
ΨDnE
=
T
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)var(vec [ 1
T
T∑
t=1
(yt − µ)(yt − µ)⊺
])
· (D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)var (vec [(yt − µ)(yt − µ)⊺])
· (D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)2DnD+n (Σ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)(In2 +Kn,n)(Σ ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)(Σ ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
+
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)Kn,n(Σ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)(Σ ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
+
1
4
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)(Σ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)Kn,nΨDnE
=
1
2
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω) (D−1/2 ⊗D−1/2)(Σ ⊗ Σ)(D−1/2 ⊗D−1/2) (e−Ω ⊗ e−Ω)ΨDnE
=
1
2
E⊺D⊺nΨ
(
e−Ω ⊗ e−Ω)ΨDnE,
where the third equality is due to weak stationarity of yt and (A.10) via Assumption 3.5,
the fifth equality is due to that 2DnD
+
n = In2 + Kn,n, the seventh equality is due to that
Kn,n(A⊗B) = (B⊗A)Kn,n for arbitrary n×n matrices A and B, and the second last equality
is due to
Kn,nΨ =
∫ 1
0
Kn,n
(
etΩ ⊗ e(1−t)Ω) dt = ∫ 1
0
e(1−t)Ω ⊗ etΩdt =
∫ 1
0
esΩ ⊗ e(1−s)Ωdt = Ψ,
via change of variable 1− t 7→ s.
8.6 Proof of Theorem 4.2
In this subsection, we give a proof for Theorem 4.2. We will first give some preliminary lemmas
leading to the proof of this theorem.
Lemma 8.5. For arbitrary n× n complex matrices A and E, and for any matrix norm ‖ · ‖,
‖eA+E − eA‖ ≤ ‖E‖ exp(‖E‖) exp(‖A‖).
Proof. See Horn and Johnson (1991) Corollary 6.2.32 p430.
Define
Ξ :=
∫ 1
0
∫ 1
0
Θt+s−1 ⊗Θ1−t−sdtds ΞˆT,D :=
∫ 1
0
∫ 1
0
Θˆt+s−1T,D ⊗ Θˆ1−t−sT,D dtds
such that ΥD and ΥˆT,D could be denoted
1
2E
⊺D⊺nΞDnE and
1
2E
⊺D⊺nΞˆT,DDnE, respectively.
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Lemma 8.6. Suppose Assumptions 3.1(i), 3.2, 3.3(i) and 3.4(i) hold with 1/r1 + 1/r2 > 1.
Then
(i) Ξ has minimum eigenvalue bounded away from zero by an absolute constant and maximum
eigenvalue bounded from above by an absolute constant.
(ii) ΞˆT,D has minimum eigenvalue bounded away from zero by an absolute constant and max-
imum eigenvalue bounded from above by an absolute constant with probability approaching
1.
(iii)
‖ΞˆT,D − Ξ‖ℓ2 = Op
(√
n
T
)
.
(iv)
‖Ψ‖ℓ2 =
∥∥∥∥
∫ 1
0
etΩ ⊗ e(1−t)Ωdt
∥∥∥∥
ℓ2
= O(1).
Proof. The proofs for the first two parts are the same, so we only give one for part (i). Under
assumptions of this lemma, we can invoke Lemma A.7(i) in Appendix A.4 to have eigenvalues of
Θ to be bounded away from zero and from above by absolute positive constants. Let λ1, . . . , λn
denote these. We have already shown in the proof of Theorem 4.1 in SM 8.5 that eigenvalues
of Ξ are 

1 if i = j
1 if i 6= j, λi = λj
1[
log
(
λi
λj
)]2 [ λiλj + λjλi − 2
]
if i 6= j, λi 6= λj
for i, j = 1, . . . , n. This concludes the proof.
For part (iii), we have∥∥∥∥
∫ 1
0
∫ 1
0
Θˆt+s−1T,D ⊗ Θˆ1−t−sT,D dtds−
∫ 1
0
∫ 1
0
Θt+s−1 ⊗Θ1−t−sdtds
∥∥∥∥
ℓ2
≤
∫ 1
0
∫ 1
0
∥∥∥Θˆt+s−1T,D ⊗ Θˆ1−t−sT,D −Θt+s−1 ⊗Θ1−t−s∥∥∥
ℓ2
dtds
=
∫ 1
0
∫ 1
0
∥∥∥Θˆt+s−1T,D ⊗ Θˆ1−t−sT,D − Θˆt+s−1T,D ⊗Θ1−t−s + Θˆt+s−1T,D ⊗Θ1−t−s −Θt+s−1 ⊗Θ1−t−s∥∥∥
ℓ2
dtds
=
∫ 1
0
∫ 1
0
∥∥∥Θˆt+s−1T,D ⊗ (Θˆ1−t−sT,D −Θ1−t−s) + (Θˆt+s−1T,D −Θt+s−1)⊗Θ1−t−s∥∥∥
ℓ2
dtds
=
∫ 1
0
∫ 1
0
[
‖Θˆt+s−1T,D ‖ℓ2‖Θˆ1−t−sT,D −Θ1−t−s‖ℓ2 + ‖Θˆt+s−1T,D −Θt+s−1‖ℓ2‖Θ1−t−s‖ℓ2
]
dtds
≤ max
t,s∈[0,1]
[
‖Θˆt+s−1T,D ‖ℓ2‖Θˆ1−t−sT,D −Θ1−t−s‖ℓ2 + ‖Θˆt+s−1T,D −Θt+s−1‖ℓ2‖Θ1−t−s‖ℓ2
]
.
First, note that for any t, s ∈ [0, 1], ‖Θˆt+s−1T,D ‖ℓ2 and ‖Θ1−t−s‖ℓ2 are Op(1) and O(1), respectively.
For example, diagonalize Θ, apply the function f(x) = x1−t−s, and take the spectral norm.
The result would then follow if we show that
max
t,s∈[0,1]
‖Θˆ1−t−sT,D −Θ1−t−s‖ℓ2 = Op(
√
n/T ), max
t,s∈[0,1]
‖Θˆt+s−1T,D −Θt+s−1‖ℓ2 = Op(
√
n/T ).
It suffices to give a proof for the first equation, as the proof for the second is similar.
‖Θˆ1−t−sT,D −Θ1−t−s‖ℓ2 =
∥∥e(1−t−s) log ΘˆT,D − e(1−t−s) logΘ∥∥
ℓ2
≤ ‖(1 − t− s)(log ΘˆT,D − logΘ)‖ℓ2 exp[(1− t− s)‖ log ΘˆT,D − log Θ‖ℓ2 ] exp[(1− t− s)‖ log Θ‖ℓ2 ]
= ‖(1 − t− s)(log ΘˆT,D − logΘ)‖ℓ2 exp[(1− t− s)‖ log ΘˆT,D − log Θ‖ℓ2 ]O(1),
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where the first inequality is due to Lemma 8.5, and the second equality is due to the fact
that all the eigenvalues of Θ are bounded away from zero and infinity by absolute positive
constants. Now use Theorem 3.1 to get ‖ log ΘˆT,D − logΘ‖ℓ2 = Op
(√
n
T
)
. The result follows
after recognising exp(op(1)) = Op(1).
The proof for part (iv) is very similar to the one which we gave in the proof of Theorem
4.1 in SM 8.5. Since Θ = Q⊺diag(λ1, . . . , λn)Q, we have Θ
t = Q⊺diag(λt1, . . . , λ
t
n)Q and Θ
1−t =
Q⊺diag(λ1−t1 , . . . , λ
1−t
n )Q. Then
Θt ⊗Θ1−t = (Q⊗Q)⊺ [diag(λt1, . . . , λtn)⊗ diag(λ1−t1 , . . . , λ1−tn )] (Q⊗Q) =: (Q⊗Q)⊺M3(Q⊗Q),
where M3 is an n
2 × n2 diagonal matrix whose [(i − 1)n + j]th diagonal entry is λj
(
λi
λj
)t
for
i, j = 1, . . . , n. Thus
Ψ =
∫ 1
0
Θt ⊗Θ1−tdt = (Q⊗Q)⊺
∫ 1
0
M3dt(Q⊗Q)
where
∫ 1
0 M3dt is an n
2 × n2 diagonal matrix whose [(i− 1)n+ j]th diagonal entry is

λi if i = j
λi if i 6= j, λi = λj
λi−λj
log λi−log λj
if i 6= j, λi 6= λj
for i, j = 1, . . . , n. To see this,
λj
∫ 1
0
(λi
λj
)t
dt = λj
[ ( λi
λj
)t
log
(
λi
λj
)
]1
0
=
1
log
(
λi
λj
)λj
[
λi
λj
− 1
]
.
Lemma 8.7. Suppose Assumptions 3.1(i), 3.2, 3.3(i) and 3.4 hold with 1/r1+1/r2 > 1. Then
(i)
‖ΥˆT,D −ΥD‖ℓ2 = Op
(
sn
√
n
T
)
.
(ii)
‖Υˆ−1T,D −Υ−1D ‖ℓ2 = Op
(
̟2s
√
1
nT
)
.
Proof. For part (i),
‖ΥˆT,D −ΥD‖ℓ2 =
1
2
‖E⊺D⊺n(ΞˆT,D − Ξ)DnE‖ℓ2 ≤
1
2
‖E⊺‖ℓ2‖D⊺n‖ℓ2‖ΞˆT,D − Ξ‖ℓ2‖Dn‖ℓ2‖E‖ℓ2
= O(1)‖ΞˆT,D − Ξ‖ℓ2‖E‖2ℓ2 = Op
(
sn
√
n
T
)
,
where the second equality is due to (A.8), and the last equality is due to (A.12) and Lemma
8.6(iii).
For part (ii),
‖Υˆ−1T,D −Υ−1D ‖ℓ2 = ‖Υˆ−1T,D(ΥD − ΥˆT,D)Υ−1D ‖ℓ2 ≤ ‖Υˆ−1T,D‖ℓ2‖ΥD − ΥˆT,D‖ℓ2‖Υ−1D ‖ℓ2
= Op(̟
2/n2)Op
(
sn
√
n
T
)
= Op
(
s̟2
√
1
nT
)
,
where the second last equality is due to (8.32).
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We are now ready to give a proof for Theorem 4.2.
Proof of Theorem 4.2. We first show that ΥˆT,D is invertible with probability approaching 1, so
that our estimator θ˜T,D := θˆT,D − Υˆ−1T,D
∂ℓT,D(θˆT,D ,y¯)
∂θ⊺ /T is well defined. It suffices to show that
ΥˆT,D has minimum eigenvalue bounded away from zero by an absolute constant with probability
approaching one.
mineval(ΥˆT,D) =
1
2
mineval(E⊺D⊺nΞˆT,DDnE) ≥ mineval(ΞˆT,D)mineval(D⊺nDn)mineval(E⊺E)/2
≥ C n
̟
,
for some absolute positive constant C with probability approaching one, where the second
inequality is due to Lemma 8.6(ii), Assumption 3.4(ii), and that D⊺nDn is a diagonal matrix
with diagonal entries either 1 or 2. Hence ΥˆT,D has minimum eigenvalue bounded away from
zero by an absolute constant with probability approaching one. Also as a by-product
‖Υˆ−1T,D‖ℓ2 =
1
mineval(ΥˆT,D)
= Op
(
̟
n
)
‖Υ−1D ‖ℓ2 =
1
mineval(ΥD)
= O
(
̟
n
)
. (8.32)
From the definition of θ˜T,D, for any b ∈ Rs with ‖b‖2 = 1 we can write
√
Tb⊺ΥˆT,D(θ˜T,D − θ) =
√
Tb⊺ΥˆT,D(θˆT,D − θ)−
√
Tb⊺
1
T
∂ℓT,D(θˆT,D, y¯)
∂θ⊺
=
√
Tb⊺ΥˆT,D(θˆT,D − θ)−
√
Tb⊺
1
T
∂ℓT,D(θ, y¯)
∂θ⊺
−
√
Tb⊺ΥD(θˆT,D − θ) + op(1)
=
√
Tb⊺(ΥˆT,D −ΥD)(θˆT,D − θ)− b⊺
√
T
1
T
∂ℓT,D(θ, y¯)
∂θ⊺
+ op(1)
where the second equality is due to Assumption 4.1 and the fact that θˆT,D is
√
n̟κ(W )/T -
consistent. Defining a⊺ := b⊺ΥˆT,D, we write
√
T
a⊺
‖a‖2 (θ˜T,D − θ) =
√
T
a⊺
‖a‖2 Υˆ
−1
T,D(ΥˆT,D −ΥD)(θˆT,D − θ)−
a⊺
‖a‖2 Υˆ
−1
T,D
√
T
1
T
∂ℓT,D(θ, y¯)
∂θ⊺
+
op(1)
‖a‖2 .
By recognising that ‖a⊺‖2 = ‖b⊺ΥˆT,D‖2 ≥ mineval(ΥˆT,D), we have 1‖a‖2 = Op
(
̟
n
)
. Thus
without loss of generality, we have, for any c ∈ Rs with ‖c‖2 = 1,
√
Tc⊺(θ˜T,D − θ) =
√
Tc⊺Υˆ−1T,D(ΥˆT,D −ΥD)(θˆT,D − θ)− c⊺Υˆ−1T,D
√
T
1
T
∂ℓT,D(θ, y¯)
∂θ⊺
+ op(̟/n).
We now determine a rate for the first term on the right side in the preceding display. This is
straightforward
√
T |c⊺Υˆ−1T,D(ΥˆT,D −ΥD)(θˆT,D − θ)| ≤
√
T‖c‖2‖Υˆ−1T,D‖ℓ2‖ΥˆT,D −ΥD‖ℓ2‖θˆT,D − θ‖2
=
√
TOp(̟/n)snOp(
√
n/T )Op(
√
n̟κ(W )/T ) = Op
(√
n2 log2 n̟3κ(W )
T
)
,
where the first equality is due to (8.32), Lemma 8.7(i) and the rate of convergence for the
minimum distance estimator θˆT (θˆT,D). Thus
√
Tc⊺(θ˜T,D − θ) = −c⊺Υˆ−1T,D
√
T
1
T
∂ℓT,D(θ, y¯)
∂θ⊺
+ rem, rem = Op
(√
n2 log2 n̟3κ(W )
T
)
+ op(̟/n)
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whence, if we divide by
√
c⊺Υˆ−1T,Dc, we have
√
Tc⊺(θ˜T,D − θ)√
c⊺Υˆ−1T,Dc
=
−c⊺Υˆ−1T,D
√
T
∂ℓT,D(θ,y¯)
∂θ⊺ /T√
c⊺Υˆ−1T,Dc
+
rem√
c⊺Υˆ−1T,Dc
=: tˆos,D,1 + tos,D,2.
Define
tos,D,1 :=
−c⊺Υ−1D
√
T
∂ℓT,D(θ,µ)
∂θ⊺ /T√
c⊺Υ−1D c
.
To prove Theorem 4.2, it suffices to show tos,D,1
d−→ N(0, 1), tˆos,D,1 − tos,D,1 = op(1), and
tos,D,2 = op(1).
8.6.1 tos,D,1
d−→ N(0, 1)
We now prove that tos,D,1 is asymptotically distributed as a standard normal. Write
tos,D,1 :=
−c⊺Υ−1D
√
T
∂ℓT,D(θ,µ)
∂θ⊺ /T√
c⊺Υ−1D c
=
T∑
t=1
−12c⊺Υ−1D E⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)T−1/2 vec
[
(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺
]
√
c⊺Υ−1D c
=:
T∑
t=1
Uos,D,T,n,t.
The proof is very similar to that of tD,1
d−→ N(0, 1) in Section A.4.1. It is straightforward to
show that {Uos,D,T,n,t,FT,n,t} is a martingale difference sequence. We first investigate that at
what rate the denominator
√
c⊺Υ−1D c goes to zero.
c⊺Υ−1D c = 2c
⊺
(
E⊺D⊺nΞDnE
)−1
c ≥ 2mineval
((
E⊺D⊺nΞDnE
)−1)
=
2
maxeval
(
E⊺D⊺nΞDnE
) .
Since,
maxeval
(
E⊺D⊺nΞDnE
) ≤ maxeval(Ξ)maxeval(D⊺nDn)maxeval(E⊺E) ≤ Csn,
for some positive constant C because of Lemma 8.6(i), (A.11) and that D⊺nDn is a diagonal
matrix with diagonal entries either 1 or 2. Thus we have
1√
c⊺Υ−1D c
= O(
√
sn). (8.33)
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We now verify (i) and (ii) of Theorem A.4 in Appendix A.5. We consider |Uos,D,T,n,t| first.
|Uos,D,T,n,t| =∣∣∣∣ 12c⊺Υ
−1
D E
⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)T−1/2 vec
[
(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺
]
√
c⊺Υ−1D c
∣∣∣∣
≤
1
2T
−1/2
∥∥c⊺Υ−1D E⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)∥∥2∥∥vec [(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺]∥∥2√
c⊺Υ−1D c
= O
(√
s2̟2
T
)∥∥(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺∥∥F
≤ O
(√
n2s2̟2
T
)∥∥(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺∥∥∞ ,
where the second equality is due to (8.33) and that∥∥c⊺Υ−1D E⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)∥∥2
≤ ‖Υ−1D ‖ℓ2‖E⊺‖ℓ2‖D⊺n‖ℓ2‖Ψ‖ℓ2‖Θ−1 ⊗Θ−1‖ℓ2‖D−1/2 ⊗D−1/2‖ℓ2 = O
(
̟
n
)√
sn = O
(√
s̟2
n
)
via (8.32) and (A.12). Next, using a similar argument which we explained in detail in Section
A.4.1, we have∥∥∥ max
1≤t≤T
|Uos,D,T,n,t|
∥∥∥
ψ1
≤ log(1 + T ) max
1≤t≤T
∥∥Uos,D,T,n,t∥∥ψ1
= log(1 + T )O
(√
n2s2̟2
T
)
max
1≤t≤T
∥∥∥∥∥(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺∥∥∞
∥∥∥
ψ1
= log(1 + T ) log(1 + n2)O
(√
n2s2̟2
T
)
max
1≤t≤T
max
1≤i,j≤n
∥∥(yt,i − µi)(yt,j − µj)∥∥ψ1
= O
(√
n2s2̟2 log2(1 + T ) log2(1 + n2)
T
)
= o(1)
where the last equality is due to Assumption 3.3(iii). Since ‖U‖Lr ≤ r!‖U‖ψ1 for any random
variable U (van der Vaart and Wellner (1996), p95), we conclude that (i) and (ii) of Theorem
A.4 in Appendix A.5 are satisfied.
We now verify condition (iii) of Theorem A.4 in Appendix A.5. Since we have already shown
that snc⊺Υ−1D c is bounded away from zero by an absolute constant, it suffices to show
sn
∣∣∣∣ 1T
T∑
t=1
(
1
2
c⊺Υ−1D E
⊺D⊺nΨ(Θ
−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)ut
)2
− c⊺Υ−1D c
∣∣∣∣ = op(1),
where ut := vec
[
(yt − µ)(yt − µ)⊺ − E(yt − µ)(yt − µ)⊺
]
. Under Assumptions 3.1(ii) and 3.5,
we have already shown in the proof of part (iv) of Theorem 4.1 that
c⊺Υ−1D c = c
⊺Υ−1D ΥDΥ
−1
D c = c
⊺Υ−1D
(
1
2
E⊺D⊺nΨ(Θ
−1 ⊗Θ−1)ΨDnE
)
Υ−1D c
=
1
4
c⊺Υ−1D E
⊺D⊺nΨ(Θ
−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)(Θ−1 ⊗Θ−1)ΨDnEΥ−1D c.
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Thus
sn
∣∣∣∣ 1T
T∑
t=1
(
1
2
c⊺Υ−1D E
⊺D⊺nΨ(Θ
−1 ⊗Θ−1)(D−1/2 ⊗D−1/2)ut
)2
− c⊺Υ−1D c
∣∣∣∣
≤ 1
4
sn
∥∥∥∥ 1T
T∑
t=1
utu
⊺
t − V
∥∥∥∥
∞
∥∥(D−1/2 ⊗D−1/2)(Θ−1 ⊗Θ−1)ΨDnEΥ−1D c∥∥21
≤ 1
4
sn3
∥∥∥∥ 1T
T∑
t=1
utu
⊺
t − V
∥∥∥∥
∞
∥∥(D−1/2 ⊗D−1/2)(Θ−1 ⊗Θ−1)ΨDnEΥ−1D c∥∥22
≤ 1
4
sn3
∥∥∥∥ 1T
T∑
t=1
utu
⊺
t − V
∥∥∥∥
∞
‖D−1/2 ⊗D−1/2‖2ℓ2‖Θ−1 ⊗Θ−1‖2ℓ2‖Ψ‖2ℓ2‖Dn‖2ℓ2‖E‖2ℓ2‖Υ−1D ‖2ℓ2
= Op(sn
3)
√
log n
T
· sn · ̟
2
n2
= Op
(√
n4 · log n ·̟4 · log4 n
T
)
= op(1)
where the first equality is due to (8.32), (A.12) and the fact that
∥∥T−1∑Tt=1 utu⊺t − V ∥∥∞ =
Op(
√
logn
T ), which can be deduced from the proof of Lemma 8.2 in SM 8.3, and the last equality
is due to Assumption 3.3(iii).
8.6.2 tˆos,D,1 − tos,D,1 = op(1)
We now show that tˆos,D,1−tos,D,1 = op(1). Let Aos,D and Aˆos,D denote the numerators of tos,D,1
and tˆos,D,1, respectively.
tˆos,D,1 − tos,D,1 = Aˆos,D√
c⊺Υˆ−1T,Dc
− Aos,D√
c⊺Υ−1D c
=
√
snAˆos,D√
snc⊺Υˆ−1T,Dc
−
√
snAos,D√
snc⊺Υ−1D c
Since we have already shown in (8.33) that snc⊺Υ−1D c is bounded away from zero by an absolute
constant, it suffices to show the denominators as well as numerators of tˆos,D,1 and tos,D,1 are
asymptotically equivalent.
8.6.3 Denominators of tˆos,D,1 and tos,D,1
We need to show
sn|c⊺(Υˆ−1T,D −Υ−1D )c| = op(1).
This is straightforward.
sn|c⊺(Υˆ−1T,D −Υ−1D )c| ≤ sn‖Υˆ−1T,D −Υ−1D )‖ℓ2 = snOp
(
s̟2
√
1
nT
)
= Op
(
s2̟2
√
n
T
)
= op(1),
where the last equality is due to Assumption 3.3(iii).
8.6.4 Numerators of tˆos,D,1 and tos,D,1
We now show
√
sn
∣∣∣∣c⊺Υˆ−1T,D√T ∂ℓT,D(θ, y¯)∂θ⊺ /T − c⊺Υ−1D
√
T
∂ℓT,D(θ, µ)
∂θ⊺
/T
∣∣∣∣ = op(1).
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Using triangular inequality, we have
√
sn
∣∣∣∣c⊺Υˆ−1T,D√T ∂ℓT,D(θ, y¯)∂θ⊺ /T − c⊺Υ−1D
√
T
∂ℓT,D(θ, µ)
∂θ⊺
/T
∣∣∣∣
≤ √sn
∣∣∣∣c⊺Υˆ−1T,D√T ∂ℓT,D(θ, y¯)∂θ⊺ /T − c⊺Υ−1D
√
T
∂ℓT,D(θ, y¯)
∂θ⊺
/T
∣∣∣∣
+
√
sn
∣∣∣∣c⊺Υ−1D √T ∂ℓT,D(θ, y¯)∂θ⊺ /T − c⊺Υ−1D
√
T
∂ℓT,D(θ, µ)
∂θ⊺
/T
∣∣∣∣ (8.34)
We first show that the first term of (8.34) is op(1).
√
sn
∣∣∣∣c⊺(Υˆ−1T,D −Υ−1D )√T ∂ℓT,D(θ, y¯)∂θ⊺ /T
∣∣∣∣
=
√
sn
∣∣∣∣c⊺(Υˆ−1T,D −Υ−1D )√T 12E⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2) vec(ΣˆT − Σ)
∣∣∣∣
= O(
√
sn)‖Υˆ−1T,D −Υ−1D ‖ℓ2
√
T‖E⊺‖ℓ2‖ΣˆT − Σ‖F = O(
√
sn)̟2s
√
1/(nT )
√
T
√
sn
√
n‖ΣˆT −Σ‖ℓ2
= O(
√
sn)̟2s
√
1/(nT )
√
T
√
sn
√
n
√
n/T = Op
(√
n3s4̟4
T
)
= op(1),
where the last equality is due to Assumption 3.3(iii).
We now show that the second term of (8.34) is op(1).
√
sn
∣∣∣∣c⊺Υ−1D √T
(
∂ℓT,D(θ, y¯)
∂θ⊺
/T − ∂ℓT,D(θ, µ)
∂θ⊺
/T
)∣∣∣∣
=
√
sn
∣∣∣∣c⊺Υ−1D √T 12E⊺D⊺nΨ(Θ−1 ⊗Θ−1)(D−1/2 ⊗D−1/2) vec(ΣˆT − Σ˜T )
∣∣∣∣
= O(
√
sn)‖Υ−1D ‖ℓ2
√
T‖E‖ℓ2‖ΣˆT − Σ˜T ‖F = Op(
√
sn)
̟
n
√
T
√
snn
log n
T
= Op
(√
log4 n · n2̟2
T
)
= op(1),
where the third last equality is due to (8.23), and the last equality is due to Assumption 3.3(iii).
8.6.5 tos,D,2 = op(1)
To prove tos,D,2 = op(1), it suffices to show that
√
sn|rem| = op(1). This is delivered by
Assumption 3.3(iii).
8.7 Proof of Theorem 3.4 and Corollary 3.3
In this subsection, we give proofs of Theorem 3.4 and Corollary 3.3.
Proof of Theorem 3.4. We only give a proof for part (i), as that for part (ii) is similar. Note
that under H0,
√
TgT,D(θ) =
√
T [vech(log ΘˆT,D)− Eθ] =
√
T [vech(log ΘˆT,D)− vech(log Θ)]
=
√
TD+n vec(log ΘˆT,D − log Θ).
Thus we can adopt the same method as in Theorem 3.2 to establish the asymptotic distribution
of
√
TgT,D(θ). In fact, it will be much simpler here because we fixed n. We should have
√
TgT,D(θ)
d−→ N(0, S), S := D+nH(D−1/2 ⊗D−1/2)V (D−1/2 ⊗D−1/2)HD+⊺n , (8.35)
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where S is positive definite given the assumptions of this theorem. The closed-form solution for
θˆT = θˆT,D has been given in (3.3), but this is not important. We only need that θˆT,D sets the
first derivative of the objective function to zero:
E⊺WgT,D(θˆT,D) = 0. (8.36)
Notice that
gT,D(θˆT,D)− gT,D(θ) = −E(θˆT,D − θ). (8.37)
Pre-multiply (8.37) by
∂gT,D(θˆT,D)
∂θ⊺ W = −E⊺W to give
−E⊺W [gT,D(θˆT,D)− gT,D(θ)] = E⊺WE(θˆT,D − θ),
whence we obtain
θˆT,D − θ = −(E⊺WE)−1E⊺W [gT,D(θˆT,D)− gT,D(θ)]. (8.38)
Substitute (8.38) into (8.37)
√
TgT,D(θˆT,D) =
[
In(n+1)/2 − E(E⊺WE)−1E⊺W
]√
TgT,D(θ) + E(E
⊺WE)−1
√
TE⊺WgT,D(θˆT,D)
=
[
In(n+1)/2 − E(E⊺WE)−1E⊺W
]√
TgT,D(θ),
where the second equality is due to (8.36). Using (8.35), we have
√
TgT,D(θˆT,D)
d−→ N
(
0,
[
In(n+1)/2 − E(E⊺WE)−1E⊺W
]
S
[
In(n+1)/2 − E(E⊺WE)−1E⊺W
]⊺)
.
Now choosing W = S−1, we can simplify the asymptotic covariance matrix in the preceding
display to
S1/2
(
In(n+1)/2 − S−1/2E(E⊺S−1E)−1E⊺S−1/2
)
S1/2.
Thus √
T Sˆ
−1/2
T,D gT,D(θˆT,D)
d−→ N
(
0, In(n+1)/2 − S−1/2E(E⊺S−1E)−1E⊺S−1/2
)
,
because SˆT,D is a consistent estimate of S given (A.7) and Lemma 8.2, which hold under the
assumptions of this theorem. The asymptotic covariance matrix in the preceding display is
idempotent and has rank n(n+ 1)/2 − s. Thus, under H0,
TgT,D(θˆT,D)
⊺Sˆ−1T,DgT,D(θˆT,D)
d−→ χ2n(n+1)/2−s.
To prove Corollary 3.3, we give the following two auxiliary lemmas.
Lemma 8.8 (van der Vaart (1998) p27).
χ2k − k√
2k
d−→ N(0, 1),
as k →∞.
Lemma 8.9 (van der Vaart (2010) p41). For T, n ∈ N let XT,n be random vectors such that
XT,n
d−→ Xn as T → ∞ for every fixed n such that Xn d−→ X as n → ∞. Then there exists a
sequence nT →∞ such that XT,nT d−→ X as T →∞.
Now we are ready to give a proof for Corollary 3.3.
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Proof of Corollary 3.3. We only give a proof for part (i), as that for part (ii) is similar. From
(3.7) and the Slutsky lemma, we have for every fixed n (and hence v and s)
TgT,D(θˆT,D)
⊺Sˆ−1T,DgT,D(θˆT,D)−
[n(n+1)
2 − s
]
[
n(n+ 1)− 2s]1/2
d−→
χ2n(n+1)/2−s −
[n(n+1)
2 − s
]
[
n(n+ 1)− 2s]1/2 ,
as T →∞. Then invoke Lemma 8.8
χ2n(n+1)/2−s −
[n(n+1)
2 − s
]
[
n(n+ 1)− 2s]1/2
d−→ N(0, 1),
as n→∞ under H0. Next invoke Lemma 8.9, there exists a sequence n = nT such that
TgT,n,D(θˆT,n,D)
⊺Sˆ−1T,n,DgT,n,D(θˆT,n,D)−
[n(n+1)
2 − s
]
[
n(n+ 1)− 2s]1/2
d−→ N(0, 1), under H0
as T →∞.
8.8 Miscellaneous Results
This subsection contains miscellaneous results of the article.
Proof of Corollary 3.1. Note that Theorem 3.2 and a result we proved before, namely,
|c⊺JˆT,Dc− c⊺JDc| = op
(
1
snκ(W )
)
, (8.39)
imply √
Tc⊺(θˆT,D − θ0) d−→ N(0, c⊺JDc). (8.40)
Consider an arbitrary, non-zero vector b ∈ Rk. Then∥∥∥∥ Ab‖Ab‖2
∥∥∥∥
2
= 1,
so we can invoke (8.40) with c = Ab/‖Ab‖2:
√
T
1
‖Ab‖2 b
⊺A⊺(θˆT,D − θ0) d−→ N
(
0,
b⊺A⊺
‖Ab‖2 JD
Ab
‖Ab‖2
)
,
which is equivalent to √
Tb⊺A⊺(θˆT,D − θ0) d−→ N
(
0, b⊺A⊺JDAb
)
.
Since b ∈ Rk is non-zero and arbitrary, via the Cramer-Wold device, we have
√
TA⊺(θˆT,D − θ0) d−→ N
(
0, A⊺JDA
)
.
Since we have shown in the mathematical display above (A.11) that JD is positive definite and
A has full-column rank, A⊺JDA is positive definite and its negative square root exists. Hence,
√
T (A⊺JDA)
−1/2A⊺(θˆT,D − θ0) d−→ N
(
0, Ik
)
.
Next from (8.39),
∣∣b⊺Bb∣∣ := ∣∣b⊺A⊺JˆT,DAb− b⊺A⊺JDAb∣∣ = op
(
1
snκ(W )
)
‖Ab‖22 ≤ op
(
1
snκ(W )
)
‖A‖2ℓ2‖b‖22.
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By choosing b = ej where ej is a vector in R
k with jth component being 1 and the rest of
components being 0, we have for j = 1, . . . , k
∣∣Bjj∣∣ ≤ op
(
1
snκ(W )
)
‖A‖2ℓ2 = op(1),
where the equality is due to ‖A‖ℓ2 = O(
√
snκ(W )). By choosing b = eij , where eij is a vector
in Rk with ith and jth components being 1/
√
2 and the rest of components being 0, we have
∣∣Bii/2 +Bjj/2 +Bij∣∣ ≤ op
(
1
snκ(W )
)
‖A‖2ℓ2 = op(1).
Then
|Bij | ≤ |Bij +Bii/2 +Bjj/2| + | − (Bii/2 +Bjj/2)| = op(1).
Thus we proved
B = A⊺JˆT,DA−A⊺JDA = op(1),
because the dimension of the matrix B, k, is finite. By Slutsky’s lemma
√
T (A⊺JˆT,DA)
−1/2A⊺(θˆT,D − θ0) d−→ N
(
0, Ik
)
.
Lemma 8.10. For any positive definite matrix Θ,(∫ 1
0
[t(Θ− I) + I]−1 ⊗ [t(Θ− I) + I]−1dt
)−1
=
∫ 1
0
et logΘ ⊗ e(1−t) logΘdt.
Proof. (11.9) and (11.10) of Higham (2008) p272 give, respectively, that
vecE =
∫ 1
0
et logΘ ⊗ e(1−t) logΘdt vecL(Θ, E),
vecL(Θ, E) =
∫ 1
0
[t(Θ− I) + I]−1 ⊗ [t(Θ − I) + I]−1dt vecE.
Substitute the preceding equation into the second last
vecE =
∫ 1
0
et logΘ ⊗ e(1−t) logΘdt
∫ 1
0
[t(Θ− I) + I]−1 ⊗ [t(Θ − I) + I]−1dt vecE.
Since E is arbitrary, the result follows.
Example 8.3. In the special case of normality, V = 2DnD
+
n (Σ ⊗ Σ) (Magnus and Neudecker
(1986) Lemma 9). Then c⊺JDc could be simplified into
c⊺JDc =
2c⊺(E⊺WE)−1E⊺WD+nH(D
−1/2 ⊗D−1/2)DnD+n (Σ⊗ Σ)(D−1/2 ⊗D−1/2)HD+
⊺
n WE(E
⊺WE)−1c
= 2c⊺(E⊺WE)−1E⊺WD+nH(D
−1/2 ⊗D−1/2)(Σ⊗ Σ)(D−1/2 ⊗D−1/2)HD+⊺n WE(E⊺WE)−1c
= 2c⊺(E⊺WE)−1E⊺WD+nH(D
−1/2ΣD−1/2 ⊗D−1/2ΣD−1/2)HD+⊺n WE(E⊺WE)−1c
= 2c⊺(E⊺WE)−1E⊺WD+nH(Θ⊗Θ)HD+
⊺
n WE(E
⊺WE)−1c,
where the second equality is true because, given the structure of H, via Lemma 11 of Magnus and Neudecker
(1986), we have the following identity:
D+nH(D
−1/2 ⊗D−1/2) = D+nH(D−1/2 ⊗D−1/2)DnD+n .
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