1. Introduction {#s0005}
===============

Atrial fibrillation (AF) is the most common major cardiac arrhythmia and affects a large number of people, particularly the elderly [@bib1]. Paroxysms of AF sometimes precede the onset of more sustained AF. Early detection of paroxysmal atrial fibrillation (PAF) in electrocardiography will enable the patient to obtain timely treatment to manage and prevent further complications [@bib2]. In this communication, a method using RR intervals is presented which signals the onset of PAF.

Heart rate data, unlike ECG traces, are easily monitored using many commercially available wearable devices. They are used mainly by those engaged in strenuous physical activity. It is the purpose of this communication to determine the feasibility of using heart rate data to examine whether they could be used to alert a PAF subject before a sudden attack of AF. Such a warning system would help a PAF subject to seek preventive treatment immediately before such an attack occurs.

Before we proceed to develop such a system, let us examine the results of some relevant studies which involved analysis of RR intervals from PAF subjects. The RR interval is the inverse of the heart rate. In a study of a large group of PAF patients [@bib3], RR interval data collected in the hour preceding PAF and the twenty minutes before PAF were divided into four 5-min period, and were analyzed. It was observed that there was a significant increase in the standard deviation (SD) of the RR intervals from 65±4 to 70±4 ms (*p*\<0.02) before the onset of PAF. The symbol *p* is the probability of observing the result under the assumption of the null hypothesis. There was also a linear decrease in mean RR interval from 925±16 to 906±16 ms (*p*\<0.0002) before the onset of PAF. In the frequency domain, there was a significant increase in high-frequency (HF) components before PAF (*p*\<0.001), and a decrease in low-frequency (LF) components (*p*\<0.0001). The low/high frequency ratio also showed a linear increase until 10 min before PAF, followed by a sharp decrease immediately before PAF. Another study on the onset of arrhythmia using Holter monitoring [@bib4] also showed higher values in the SD of RR intervals in the last 5-min period before the start of PAF, compared with the other intervals. The analysis was conducted using six 5-min periods before the onset, and a control 5-min period. In the frequency domain there was significant lowering in the LF region in the last 5 min before onset, while the HF was similar in all intervals, as well as in the control period. Dimmer et al. [@bib5], in their analysis of PAF, also observed an increase in the SD of RR intervals in the last 5 min before AF occurred. However, heart rate variability analysis in the frequency domain did not reveal any significant changes before the onset of AF.

On the other hand, RR interval analysis by Vickman et al. [@bib6] in 22 PAF subjects, which involved using segments of 20 min, showed no significant changes in the traditional time and frequency variability indices. However, their study showed that nonlinear HR variability measures, the approximate entropy, and the altered fractal properties (short term scaling exponent *α*), showed significant changes before the onset of PAF. There was a decrease in the approximate entropy, from 1.09±0.26, 120 to 100 min before AF, to 0.88±0.24, 20 to 0 min before AF, with *p*\<0.001; in the short term scaling exponent *α*, there was a decrease from 1.01±0.28, 120 to 100 min before AF, to 0.89±0.28, 20 to 0 min before AF. It is possible that their inability to observe the changes in SD, HF, and LF could be due to the choice of large segment length used in this study.

Examination of the results of all of the above studies showed that, except for the work of Vickman et al. [@bib6], the SD of the RR interval showed a significant increase when an AF attack was imminent. Furthermore, the observation of Vickman et al. [@bib6] that nonlinear changes accompany the onset of AF is a hint to search for a nonlinear index, which is suitable for short segments of data. This led to the analysis of RR data in this paper to be carried out using SD of the RR intervals, a linear time domain index, and spectral entropy (SE) [@bib7], a non-linear index.

SD and SE are measures of variability and disorder of a time series, respectively. SE is a novel measure of the disorder of a time series. Approximate entropy (ApEn) [@bib8] and Sample entropy (SampEn) [@bib9] are some of the indices that have been used to measure the disorder of a system. However, unlike ApEn or SampEn, the evaluation of SE does not require a large amount of RR interval data, which is a distinct advantage in the development of a fast response warning system. SE is a measure of the disorder in the frequency domain of a time series, and is evaluated using power spectra. Although the work here on SE uses some of the parameter choices from the work of Staniczenko et al. [@bib7], not all are the same. The use of the randomness property of the RR intervals in this study was prompted by the fact that the distribution of the RR intervals exhibit random behavior in the AF region [@bib10]. Since SE is not commonly used in RR interval analysis, a brief summary of its evaluation is given in [Section 2](#s0010){ref-type="sec"}. In this paper, both SD and SE are examined with the view that they will complement each other and provide confidence to the PAF subject that an AF episode is imminent.

Let us now briefly describe the manner in which the data are analyzed in this paper. The data used in this study were obtained from the public internet site Physionet [@bib11]. RR data from 22 PAF subjects are used in this study [@bib12]. The RR interval data were collected from three different time periods. The RR interval data in the first time period of thirty minutes, referred to as A in this paper, represent the time period during which there are no instances of PAF, for 45 min on either side of that time range. The RR intervals in the second time period of thirty minutes, referred to as B in this paper, represent the time period just preceding an AF attack. Immediately following time period B, an episode of AF occurs. This third period, referred to as C in this paper, when PAF occurs, has a duration of about five minutes. In this communication, the RR interval data in time periods A, B, and C are concatenated before analysis. This is done with a view to determine whether one could observe changes in SD and SE in sufficient time so that the PAF subject can take appropriate action before the onset of PAF. Both SD and SE are examined in this paper instead of alone, with the view that they will complement each other and provide confidence to the PAF subject that an AF episode is imminent.

The paper is structured as follows. [Section 2](#s0010){ref-type="sec"} gives a brief description of the SE method, the data used, and the analysis procedure. [Section 3](#s0030){ref-type="sec"} describes the results, and [Section 4](#s0035){ref-type="sec"} is the conclusion.

2. Method and materials {#s0010}
=======================

2.1. Evaluation of spectral entropy {#s0015}
-----------------------------------

The evaluation of SE of the RR interval time series is carried by first symbolizing the RR data. One problem that is encountered in obtaining the power spectra of the RR data is that the time intervals between beats are not uniform. This is overcome by using a constant sampling interval and symbolizing the RR data, where the RR data are converted into a binary string [@bib7]. Initially a suitable sampling interval ($\tau$), a window length (*L* samples), and a window separation length (*Ls* samples) are chosen. Each of the sampling intervals present in a window is categorized as either 1 or 0, depending on whether it contains a beat or not. Thus, each window contains a uniformly-sampled time series of 1's and 0's. After obtaining the binary string, the power spectrum of this segment of data is obtained using the discrete Fourier transform (DFT) with a rectangular window.

If the power of the *i*th frequency is $C_{i}$ then the probability of having that power can be defined as$$p_{i} = \frac{C_{i}}{\sum_{i = 1}^{L/2}C_{i}}$$where the number of frequency bins is (*L*/2), assuming *L* is even and the mean is removed.

The entropy of this probability distribution referred to as the SE is then given by$$H = \sum\limits_{i = 1}^{L/2}{- p_{i}\log_{2}p_{i}}$$

White noise has power at all frequencies, and has a flat power spectrum. Such a spectrum gives the maximum value for the SE:$$H_{max} = \log_{2}(L/2)$$

In order to have the range of SE in \[0, 1\], the value of $H$ in Eq. [(2)](#eq0010){ref-type="disp-formula"} is normalized by $H_{max}$ (Eq. [(3)](#eq0015){ref-type="disp-formula"}).

The choice used for the sampling interval ($\tau$), the window length (*L*), the shape of the window function in DFT, and window separation length ($Ls$) was guided by the choices of Staniczenko et al. [@bib7]. The sampling interval was chosen by the criterion that there are no useful frequencies above $(1/2\tau)$. Such a criterion led to the choice of the sampling interval of 0.03 s [@bib7], [@bib13]. The choice of the window length *L* differed from that chosen by Staniczenko et al. [@bib7]. They sought the shortest window length to give sufficient resolution in the frequency domain. This was achieved with the window length being chosen to contain at least 10 beats. In the present study, window lengths with different beats were examined. It was found that a window length with an average between 40 and 60 beats provided the best distinction between different regions of the RR data. Finally, a window length of 40 beats was chosen. Since the number of beats in the window is small compared to the length of samples in the segment, the shape of the window was chosen to be rectangular. This window shape has a low value for the equivalent noise band width (ENBW) [@bib14], [@bib15]. In order to obtain a large number of SE values, windows were overlapped. The shape and the overlap between windows are the same as that chosen by Staniczenko et al. [@bib7], [@bib14], [@bib15]. The overlap between windows was set at 0.75*L*, giving a window separation $L_{s} = L/4$.

2.2. Data used {#s0020}
--------------

The study employs the learning data set made available in the Cardiology 2001 Challenge [@bib11] and found in the Physionet data bank [@bib12]. The records used for this study are those of patients with PAF. The sex, age, and medical history of the subjects, and whether data were obtained during the day or at night, were not made available to the public. For each subject, two 30-min samples and one 5-min sample are used. The first 30-min sample is distant from any PAF episode, while the second 30-min sample directly precedes an episode. The third 5-min sample is a continuation of the second record, when the PAF episode occurs. The first sample is distant from any PAF episode, and has no PAF episodes within 45 min on either side of the excerpt. The RR intervals were extracted using the software from the Physionet toolbox [@bib16]. The RR intervals obtained from such a heart rate time series were further de-trended and ectopic beats removed [@bib17] before being used for analysis. Ectopic beats were removed since they introduce bias in heart rate analysis, and the origins of some are not completely physiological [@bib18]. [Fig. 1](#f0005){ref-type="fig"} shows the RR interval data for all three periods. The vertical lines separate the periods A, B, and C. The focus of this paper is to develop a procedure that will alert the PAF subject before the onset of the attack in C.

2.3. Analysis procedure {#s0025}
-----------------------

In order to study and develop a warning system to alert a PAF subject before the onset of an AF attack, the RR interval time series of regions A, B, and C were concatenated, so that each subject was associated with just one RR interval time series. Region A is further away from any AF attack, region B precedes the attack, and region C is when the AF attack occurs. In the manner described in [Section 2.1](#s0015){ref-type="sec"}, a time series of SE samples are evaluated for each RR interval time series. Suppose SE (i) and *t* (i) are the SE and the time in minutes corresponding to each window. Let us digress at this point, and consider the evaluation of the SD time series, which is much easier, before a procedure is outlined how these SE values can be used in the development of an alert system.

Let us consider an initial time interval containing $nr_{M}$ RR intervals, starting from the first RR interval in region A, and let sd(1) be the SD in the time interval that contains the range of RR intervals from \[0, $nr_{m}$\]. An SD time series is then constructed {sd(1), sd(2),..., sd(*nl*)}, where sd(*k*) corresponds to the SD in the time interval that contains the range of RR intervals \[0 ($nr_{M}$+*k*−1)\]. Thus a time series of SD values is constructed where the first SD corresponds to $nr_{M}$ RR intervals, followed by a series of SD values corresponding to ($nr_{M}$+1), ($nr_{M}$+2)..., RR intervals. Thus, the difference in the SD values between successive terms in the series arises from a single RR interval. Let $nr_{A}$, $nr_{A + B}$ and $nr_{A + B + C}$ be the number of RR intervals in regions A, (A+B), and (A+B+C) respectively. The last term sd(*nl*) in the SD series corresponds to the SD containing $nr_{A + B + C}$ RR intervals. Now that a time series of SD values is evaluated, let us consider a similar type of series, using the sequence of SE values that were evaluated before.

Let SE($ns_{M}$), SE($ns_{A}$), SE($ns_{A + B}$), SE($ns_{A + B + C}$) be the SE sample that is closest to the time corresponding to $nr_{M}$, $nr_{A}$, $nr_{A + B}$ and $nr_{A + B + C}$ RR intervals. Using the set {SE(1), SE(2)..., SE($ns_{M}$)}, various statistical indices were evaluated, namely the mean (${SE}_{mn}(1)$), 90% quantile value (${SE}_{90}(1)$), and 99% quantile value${(\text{SE}}_{99}(1))$. Subsequent samples ${SE}_{mn}(i)$, ${SE}_{90}(i)$, ${SE}_{99}(i)$ were evaluated using the set {SE(1), SE(2),..., SE($ns_{M} + i - 1$)}, $i > 1$. Thus, a time series similar to SD is obtained for ${SE}_{mn}$, ${SE}_{90}$, and ${SE}_{99}$. In the latter three series, the separation in time is the same as SE.

In each of the time series of SD, ${SE}_{mn}$, ${SE}_{90}$, and ${SE}_{99}$, the sample size of the RR intervals, and SE values that are used to evaluate the samples in these series, increase with time. Thus, unless there is a marked increase in the RR and SE values with time, one would not expect the values in the constructed time series to show an increasing trend. These time series, which reflect the time variation of variability and disorder of the RR interval series, will be tested using the data described in [Section 2.2](#s0020){ref-type="sec"}, to determine their usefulness in providing prior warning to a PAF subject of an impending AF attack.

3. Results {#s0030}
==========

The number of RR intervals $nr_{M}$ to construct the time series was chosen to ensure that the sample size was sufficient to obtain a reliable estimate of sd(1), ${SE}_{mn}(1),{SE}_{90}(1),{SE}_{99}(1)$, and that the number of samples for these series in region A are not small. Numerical experiments showed that a choice of 300 RR intervals in region A was sufficient. This corresponds to an approximate time interval of 4 min and nearly 15% of the RR intervals and SE samples found in region A. After constructing the time series $\text{SD},{SE}_{mn},{SE}_{90},{SE}_{99}$, the difference in the mean values of these samples in regions A, (A+B), and (A+B+C) were evaluated for all 22 subjects. This was done to determine whether the mean value in region (A+B) is greater than in region A, and the mean value in region (A+B+C) is greater than in region (A+B). If this is so, then one would expect that there is a steady increase in these indices with time. Such a trend would make these indices suitable markers to indicate an impending AF attack. After evaluating the mean values of these indices in the three regions for the 22 subjects, a paired *t*-test was carried to determine whether the differences were statistically significant. The *p*-value showed that SD and ${SE}_{99}$ provided the best statistic, where the mean value in region (A+B) was greater than in region (A), and the mean value in region (A+B+C) was greater than the mean value in region (A+B+C). The *p*-value for ${SE}_{mn}$ showed that the differences between region (A+B) and A were statistically insignificant (\>0.05), while for ${SE}_{90}$ it was \>0.01. For differences between region (A+B+C) and (A+B), the *p*-values for ${SE}_{mn}$ and ${SE}_{90}$ were much better; the *p*-value for ${SE}_{mn}$ was \>0.01 and for ${SE}_{90}$ it was 2.8(−4). However, in comparison, for ${SE}_{99}$ and SD, the *p*-value for the differences between region (A+B) and A were 0.0011 and 3.7(−5), respectively; for differences between (A+B+C) and (A+B), the *p*-values for ${SE}_{99}$ and SD were 1.3(−6) and 1.5(−7), respectively. A summary of these results for ${SE}_{99}$ and *SD* is given in [Table 1](#t0005){ref-type="table"}. For SD, the values in region (A+B) were greater than region A, and values in region (A+B+C) were greater than in region (A+B) in all 100% of the PAF subjects; for ${SE}_{99}$, this occurred in 86% and 100% of the PAF subjects, respectively. These results prompted this study to focus only on the two indices, SD and ${SE}_{99}$, in the development of an alert system for PAF subjects.

In [Fig. 2](#f0010){ref-type="fig"}, a time series plot of SD and ${SE}_{99}$ is shown using the data shown in [Fig. 1](#f0005){ref-type="fig"}. The results indicate an increase in the values of the variables as a function of time. In order to overcome the discontinuities that occur, so as to obtain a smoother variation and thus make it easier to observe the underlying increase in the values of these variables, an approximation of these variables was obtained using wavelet analysis [@bib19]. The Daubechies wavelet 'db4' is used and the approximation is constructed at level 10. Such an analysis can be carried out as a function of time once the time series is available. [Fig. 3](#f0015){ref-type="fig"} shows the results of this analysis for the time series $SD$ and ${SE}_{99}$ given in [Fig. 2](#f0010){ref-type="fig"}. The approximations are referred to as $\text{SD}(a)$ and ${SE}_{99}(a)$. Wavelet analysis allows the approximation to be plotted simultaneously with that of $SD$ and ${SE}_{99}$.

Using these wavelet approximations, the difference in the mean values of these samples in regions A, (A+B), and (A+B+C) were reevaluated for all 22 subjects. The results showed that for SD, the *p*-value for the mean value in region (A+B) to be greater than in region (A) is 3.2(−5), and the *p*-value for the mean value in region (A+B+C) to be greater than the mean value in region (A+B) is 2.3(−7). For ${SE}_{99}$, the corresponding *p*-values are 2.9(−5) and 3.6(−4). Furthermore, for these two approximations of SD and ${SE}_{99}$, all 100% of the subjects showed values in region (A+B) to be greater than in region A, and values in region (A+B+C) to be greater than in region (A+B).The results of the statistical tests for the wavelet approximations are also summarized in [Table 1](#t0005){ref-type="table"}.

The results show that when an AF attack is imminent for a PAF subject, both SD and ${SE}_{99}$ begin to increase. The wavelet approximations for these time series provide a smoother variation. Thus, both SD and ${SE}_{99}$ are useful indices to alert a PAF subject of an impending AF attack, and to seek appropriate treatment. The increase in these indices just before an AF attack is seen clearly in all the PAF subjects studied here. This is encouraging, and can provide a basis to develop an alert system for PAF subjects.

4. Discussion {#s0035}
=============

This study was carried out in order to develop an early warning system to alert a PAF subject before the onset of a sudden AF attack. With the availability of mobile technology to obtain heartbeat data in real time, such a method would benefit PAF patients greatly. This study used RR interval data sets collected in three time periods from normal sinus rhythm in PAF subjects. One data set is far removed from any PAF episode, while the other directly precedes it. The third set is a continuation of the second set, and is the period when a PAF episode occurs. The method employed for this analysis is based on the use of SD, a linear measure of variability, and SE, a non-linear index, which measures the disorder of the time series. In the latter case, the SE is not used directly, but instead a time series constructed from the 0.99 quantile values of the SE is used. So that the method is easily adaptable for a continuous real-time application, the time series of these indices are constructed not using constant distinct intervals, but where the indices are evaluated over intervals that change continuously with time. Both these properties are evaluated separately as a function of time, using the concatenated RR interval series in the three periods. In order to obtain a smooth variation of these values as a function of time, wavelet analysis was carried out to obtain an approximation free of details. The result is an increasing value in these properties as the time of a PAF attack approaches. The study shows that although either of the properties can be used for detection, the use of both will provide more confidence to the PAF subject as to when to seek help. The evaluation of SE and the quantile values are computationally fast, and provide additional evidence of the PAF attack. The successful prediction in 100% of the subjects studied here is encouraging.

The implementation of this methodology for practical use would involve the rapid transfer of the heartbeat data into a suitable device, where the RR data are preprocessed and analyzed. Such a device can be either a part of the RR collection unit or separate. Since the method assumes that there is an initial period of about 4 min where there is no PAF, there is a time lag of about 4 min before the results of the analysis are seen. This time lag of 4 min appears to be the only limitation, since after this the SD and ${SE}_{99}$ values are evaluated after each sample of RR and SE. This makes it a suitable procedure in real time.

Although the technique developed here to signal the onset of PAF shows much promise, the study was limited by the data set used. Since the data used were from the public domain, personal details of the subjects, in particular their medical history and data collection history, were not available. Furthermore, the sample set is not large. This makes the study less exhaustive. However, the positive results observed here should be an impetus for further studies to be undertaken with data sets having more samples and known subject and data collection history.

5. Conclusion {#s0040}
=============

This study shows that a time series constructed using the SD and the 0.99 quantile values of the SE using heartbeat data offers a feasible method to alert a PAF subject of an imminent AF attack. The method was tested using RR interval data from 22 PAF subjects, and the results indicate that in all cases there was a steady increase in these indices as the onset of the AF attack approached. This signature of a steady increase in these values provides a useful marker to alert the PAF subject to seek help. With advances in mobile technology that allow RR interval measurements to be made in real time from heartbeat data, this study demonstrates that the use of this technique in the analysis of RR data could provide much-needed help for PAF patients to better manage the onset of episodes.
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![(Top) Plot of RR intervals versus their time of occurrence; (bottom) plot of SE as a function of time. The red lines demarcate the regions A, B, and C.](gr1){#f0005}

![(Top) SD versus time; (bottom) ${SE}_{99}$ versus time. The red lines demarcate the regions A, B, and C. The plots shown here use the data of [Fig. 1](#f0005){ref-type="fig"}.](gr2){#f0010}

![Plot of the approximation from wavelet analysis as a function of time. (Top) SD(*a*) and (bottom) ${SE}_{99}(a)$. The red lines demarcate the regions A, B, and C.](gr3){#f0015}
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Summary of paired *t*-test results.

Table 1

  ------------------- ---------------- ----------- ------------
  Regions compared    Statistic used   *p*-Value   \% Success
                                                   
  (A+B) and A         ${SE}_{99}$      0.0011      86.4
  (A+B+C) and (A+B)   ${SE}_{99}$      1.3(−6)     100
  (A+B) and A         SD               3.7(−5)     100
  (A+B+C) and (A+B)   SD               1.5(−7)     100
  (A+B) and A         ${SE}_{99}(a)$   2.9(−5)     100
  (A+B+C) and (A+B)   ${SE}_{99}(a)$   3.6(−5)     100
  (A+B) and A         SD(*a*)          3.2(−5)     100
  (A+B+C) and (A+B)   SD(*a*)          2.3(−7)     100
  ------------------- ---------------- ----------- ------------

[^1]: An Honorary Research fellow with the Rehabilitation Studies Unit Northern Clinical School, University of Sydney, NSW 2065, Australia.
