Abstract. We consider the sums of the form
Introduction
Let p be a prime number, 1 ≤ N ≤ p − 1, r a positive integer and consider the exponential In a correspondence with D. A. Burgess, L. J. Mordell was informed that both Stoneham and Burgess have found independently several proofs of (1.2). Mordell [3] rediscovered one of the proofs of Burgess and observed that this leads to the following generalization:
where p ∤ ab. He remarks that his method doesn't seem to apply for the estimate of (1.1) when r ≥ 2, and the problem remained unsolved till this day. In this paper, fixing all but one of the primitive roots, say g ∈ {g 1 , . . . , g r }, we derive a nontrivial bound of S = S N (a, b, g) on average over all g primitive roots (mod p). In the following we write shortly g
, for any integer x and g = (g 1 , . . . , g r ). Also, we use the dot product notation: 4) where the prime indicates that the summation is over all g primitive roots (mod p).
by p, gcd(b, p) = 1, and let g, g 1 , . . . , g r be primitive roots (mod p). Then:
The idea of proof is inspired from the Vinogradov's method and it proved successfully in the estimation of some exponential function analogue of Kloosterman sum, Shparlinski [4] .
The Complete Interval Case
We may assume that r ≥ 1, since otherwise (1.3) gives a better estimate than (1.5). Taking some fixed primitive root g 0 mod p, then any primitive root g (mod p) can be written as g = g u 0 (mod p), for some 1 ≤ u ≤ p − 1 with gcd(u, p − 1) = 1. This allows us to replace the sum over g in (1.4) by a sum over 1 ≤ u ≤ p − 1 with gcd(u, p − 1) = 1. Then
where
From now on, in this section we assume that N = p−1 and write shortly Σ = Σ p−1 . Applying the Cauchy-Schwarz inequality, we have:
Then, by the Hölder Inequality, we get
. Replacing y by xy and then g x by λ, we have:
The double sum on y and u can be estimated following the proof of Theorem 8 from Canetti et all [2] . The result is stated in the following lemma:
Lemma 2. For any integers b, gcd(a, b, p) = 1 and λ primitive root mod p, we have
3)
The estimate (2.3) is a generalization and improvement of Theorem 10 from Canetti, Friedlander, Shparlinski [1] .
Proof. Using the properties of the Möbius function and then the Hölder inequality, we have: e p α(λ
e p α(λ
e p β(λ
where T d is the number of solutions of the system of congruences:
In the proof of Theorem 8 from Canetti et all [2] , the last inequality bounds T d by
Then, by (2.4), (2.6) and (2.7), we obtain
and the lemma follows, since σ r (n) ≪ n ǫ for any r.
By (2.2) and (2.3) we deduce that:
Then making use of the estimate p/ log log p ≪ ϕ(p − 1), we obtain
From this estimate together with (2.1), it follows (1.5), so Theorem 1 is proved in the case N = p − 1.
Completion of the Proof
It remains to show that the size of the incomplete sums is not far from that of the complete ones. Let I be an interval of integers ⊆ [1, p − 1] and denote
In order to estimate the departure of S(I) from S([1, p − 1]), the following characteristic function of the interval I is suitable:
0, else.
Then
In this last form of S(I) we separate the terms with k = p and bound its absolute value to get: Here the sum over y is a geometric progression, that can be evaluated accurately using
where ||·|| is the distance to the nearest integer, while the sums over u and x are the complete sums bounded by (2.8 
