Abstract. We explicitly compute the quasiconvexification of the resulting integrand associated with the mean-square deviation of the gradient of the state with respect to a given target field, when the underlying optimal design problem in conductivity is reformulated as a purely variational problem. What is remarkable, more than the formula itself, is the fact that it can be shown to be the full quasiconvexification.
Introduction
In a number of recent papers ( [1] , [10] ), a variational approach to optimal design and structural optimization has been proposed as an alternative to the analysis of some of these problems. In particular, we would like to focus in this note on one such typical situation in conductivity, where two different conducting materials, with conductivities α and β, 0 < α < β, are to be mixed, to fill out a simplyconnected design domain Ω ⊂ R 2 , so as to minimize the integral of the square of the gradient of the electric potential u over Ω. In more precise terms, given Ω, u 0 ∈ H 1 (Ω), f ∈ L 2 (Ω), α, β, as above, we want to
where χ is the characteristic function of a subset of Ω and u ∈ H 1 (Ω) is the unique solution of div ((αχ(x) + β(1 − χ(x)))∇u(x)) = 0 in Ω, u = u 0 on ∂Ω.
Such problems are known to lack optimal solutions within the class of characteristic functions since the pioneering work [8] . Lately, this particular problem has been studied ( [4] , [7] , [12] ) by trying to extend the ideas of homogenization to tackle the dependence on derivatives of states. We will further comment on this in the last section. For a recent, very good introduction to homogenization and its application to optimal design see [13] . Our approach here is different and tries to avoid the nonlocal nature of the equilibrium law by introducing a suitable potential as a new independent field (see the references cited above). It is also interesting to point out that in the particular case f ≡ 0 the optimal solution of the problem corresponds to the choice χ ≡ 0 or χ ≡ 1 (either pure phase) since in this case we obtain the harmonic function with boundary values u 0 . In a slightly different context the case f ≡ 0 has also been shown to have an optimal solution by Lipton (see [4] ). For f not identically zero, it is plausible that optimal solutions do not exist.
Under the hypothesis of simple connectedness of Ω, there exists a potential v ∈
where T is the counterclockwise π/2-rotation in the plane. If we collect both u and v in a single vector field U = (u, v), it is not hard to realize that our initial optimal design problem is equivalent to
where the density
Here
, denotes the i-th row of A, and Λ γ denotes the two-dimensional subspace of matrices defined by
Since it is equivalent to our original optimal design problem, this new vector variational problem does not admit optimal solutions. In such cases, however, its relaxation ( [3] ) usually provides all the information needed to understand and approximate the optimal behavior. This relaxation amounts to computing the quasiconvexification of W and determining optimal Young measures ( [9] ). This is the main accomplishment of this work.
Theorem. Put
, and consider the set of matrices
Then the quasiconvexification QW of W is given by 
Sketch of proof
We divide the proof in several steps.
Step 1. We know that in computing QW (x, A) we must care about (homogeneous) gradient Young measures supported in the set where W is finite and with first moment A ( [9] ). Therefore, let ν be such a gradient Young measure supported in Λ α ∪ Λ β with first moment A. Naturally we can decompose ν into two parts
In the same way, set
It is also easy to check the following:
This last formula for the determinant is only valid for 2 × 2 matrices.
We pretend to make use of the weak continuity of det and see what conclusion we can reach. Indeed, we should have
By using all the decompositions and all the formulas written above, it is elementary to arrive at
By Jensen's inequality, we conclude that
Step 2. Consider the optimization problem
Notice that the objective functional, under these constraints, can be written as
so that we will be concerned about the optimization problem
bearing in mind that the optimal value must be corrected in the end by the term
We drop the x-dependence of QW in what follows. By writing
for certain vectors z, w, it is elementary to find
For simplicity, let us put
.
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Then we can rewrite the above optimization problem in the form
Notice that this last expression is precisely det(A α − A β ) and that the vectors A 1 and A 2 are constant. For future reference, put
Since the objective function for this new formulation is convex in t, it tends to +∞ as t → 0 + and t → 1 − , and since the function determining the constraint is continuous, the minimum value sought will correspond to equality in the restriction, provided that the point of absolute minimum of the objective function on the whole interval (0, 1), t 0 , is such that
This is indeed an elementary calculus exercise. Since
the previous expression simplifies to
Note that A i cannot vanish unless A ∈ Λ α ∪ Λ β .
Step 3. By putting together steps 1 and 2, we conclude that if ν is a gradient Young measure supported in the set where W is finite and having first moment A, then, by decomposing ν as in step 1 and using Jensen's inequality on each part, we have
The last inequality is correct because when ϕ(t) = 0 we obtain a first-order laminate. By taking the infimum in ν we get
Notice how first order laminates are the only possibility for which we can have equality.
Step 4. Computation of the previous minimum. The equation ϕ(t) = 0 is quadratic in t. Indeed, it can be rewritten as
The value of this parabola for t = 0 and t = 1 is positive if A does not belong to either Λ α or Λ β . In order for this quadratic equation to have real roots in the interval (0, 1), we need to demand the discriminant to be nonnegative, the leading coefficient to be (strictly) positive and the vertex to belong to (0, 1). After a few computations we also have
or even further, bearing in mind the expressions for the vectors A 1 and A 2 ,
Those three conditions mentioned above amount to
After some algebra, it is elementary to show that these two conditions together are equivalent to those defining the set Γ in the statement of the theorem. For a matrix not belonging to this set, the quasiconvexification will be infinite.
Of the two roots of the above quadratic equation, by elementary continuity arguments, it is easy to show that we are interested in the one with positive root, which, after some computations, has the form given in the statement of the theorem. For the value of the minimum itself, we must calculate
precisely for this value of t. By exploiting the relationship of t and 1/t when t is the root of a quadratic equation, and realizing that (2.1) is invariant when changing t by 1−t, α to β and A 1 to A 2 , the expression for the quasiconvexification is obtained after some careful arithmetic. Finally the term
must be added.
Final comments
It is worthwhile to notice that the function QW given explicitly in the theorem is, thus, a quasiconvex function, and, in particular, the set where it is finite is a quasiconvex, nonconvex set, in the sense that weak limits of gradients taking values on it will also take values within the same set. In fact, our computations amount to realizing that the polyconvexification and the rank-one convexification coincide as is typical in explicit results of this nature (see, for instance, [5] , [6] among others).
It can actually be shown that the set Γ can also be determined by using the G-closure of {α1, β1} (1 is the identity matrix). In fact, it is true that Γ = A ∈ M 2×2 : there exists γ ∈ G[α1, β1] and γA (1) + T A (2) = 0 .
This was noticed in [11] where the idea of introducing a potential to replace the differential constraint was indeed used and indicated. As far as we can tell, this is the main link between our approach and that of using relaxation based on effective conductivities of generalized layouts as in [7] , [12] . Notice however that here there is no restriction on the target field f . Our main theorem also ensures that optimal microstructures are always rank-one laminates and that these are the only ones. This issue was also addressed in [4] and [12] . Further work may reveal a more profound connection between both perspectives. Our computations can also be extended to cover more general cases. I plan to explore this in the near future ( [2] ). On the other hand, I believe our theorem yields also the clue for the numerical approximation of optimal (or quasi-optimal) designs via relaxation of vector variational problems. I will address this issue shortly too.
