When a statistical test of hypothesis for a population mean is performed, we are faced with the possibility of committing a Type II error by not rejecting the null hypothesis when in fact the population mean has changed. We consider this issue and quantify matters in a manner that differs a bit from what is commonly done. In particular, we define the probability distribution function for Type II errors. We then explore some interesting properties that we have not seen mentioned elsewhere for this probability distribution function. Finally, we discuss several Maple procedures that can be used to perform various calculations using the distribution.
Introduction
Both the probability  of committing a Type I error and the probability  of committing a Type II error must be considered when a statistical test of hypothesis of a population mean is performed. There is a vast literature dealing with the role of each type of error. Both [1] and [2] contain useful discussions and references to the relevant literature. For a given sample size, it is possible to calculate and control  directly; but it is not possible to calculate  since the new population mean is not known. Various techniques have been developed to quantify the role of Type II errors. A particularly good description of these techniques may be found in [1] . For example, operating-characteristic curves are often used to estimate sample sizes needed to keep the probability of a Type II error below a prescribed level. Similarly, the power of a test is used to assess the ability of a test to detect changes in the population mean. For a given sample size, it is customary to postulate a new value (or several new values) for the population mean and compute  using each such mean. The size of  then gives an indication whether the sample size is adequate.
In this paper we will maintain the spirit of this approach but we will quantify Type II errors using a different perspective. In Section 2, we will briefly review Type II errors. We will use   u  to denote the probability of a Type II error if the new population mean is equal to u . In Section 3, we will go a bit further and convert   u  into a probability distribution   u u  and explore properties of this distribution. In Section 4, we will illustrate how the distribution can be used to answer interesting questions that are usually addressed using operating curves and power curves and how it may be used to quantify conventional wisdom regarding Type II errors. By converting   u  into a probability distribution, we will find that these questions can be addressed in a systematic and convenient manner.
Type II Errors
In this section we review Type II errors briefly. A detailed discussion of Type II errors (and hypothesis testing in general) can be found in any mathematical statistics text, for example, [2] . We assume that the parent population of interest is normally distributed with standard deviation  . If  is the significance level for a two tailed test, the null hypothesis 0 u u  will not be rejected for a sample of size n if the sample mean x is such that the standardized statistic
where L denotes the inverse standard normal value determined by the right tail of size 2  .
We will use the complementary error function to facilitate our discussion. This function is defined as
The probability distribution is then 
Distribution Properties of Type II Errors
In this section we will explore several important and interesting properties of the   u u  distribution. Property 1. We claim that T  , interestingly enough, is equal to the length of the 1 
When the integral in Equation (11) is expanded, there results an expression with fifteen terms. (Refer to [3] for the actual expression and simplification.) Due to Equations (2)-(4), all but two eight terms approach 0 as  . The remaining two nonzero terms are
The arguments in the erfc factors approach  as 1 u   ; so each factor approaches 2. Therefore,
as claimed. As a matter of interest, we give also a more conventional proof (based on the standard normal rather than the complementary error function) of the fact that 
which in turn is equal to
Breaking this integral into two, using the substitutions
, and using Equation (4), we see that
Equation (12) allows us to work with the probability distribution   u u  using the erfc function without the need to integrate it directly.
Property 3. If we use Equation (3) and Property 1, and we let 1 u   , we find that the contribution of the two terms   1 i M u is 1. We thus obtain a convenient representation for the cumulative distribution function for 
Indeed, using
Expanding this expression using Property 4 and Equation (11) yields
We can rewrite the factor containing the two values of erfc as
 , the first parenthesized term is equal to 2 p . The second parenthesized term is equal to 2L . Making these substitutions and simplifying establishes Equation (14).
Property 5. The mean of this distribution is equal to 0 u due to symmetry. The standard distribution is equal to 

We obtain a complicated antiderivative with twenty-six terms. (Refer to [3] for the actual expression and simplification.) However, grouping terms and using Equations (2) and (3) 
In both grouped terms (Refer to [3] for details.) We note that * t is in the
Property 7. Given an interval   The Maple Computer Algebra System [4] can be used to illustrate various calculations required to address questions of interest. Relevant calculations are implemented in a Maple worksheet [3] and several auxiliary worksheets that are available from the author's web site. In the procedures discussed here, beta_erfc is the function defined by Equation 8 and beta_cdf is the cumulative probability distribution function defined by Equation (13). fsolve is the Maple nonlinear equation solver. It should be noted that the actual procedures in [3] are a bit more complicated due to the need for error checking and the need to deal with numerical difficulties caused by the effects of floating point calculations; but we won't fuss about the details here. Interested readers may wish to consider implementing similar procedures using their fa-vorite statistical computing package.
The uses of   u  are well known [2] . For example, given a particular value 1 u for the new population mean we can calculate the probability   1 u  of a Type II error using Equation (8) or we can perform the calculation as usual using Equation (6). Furthermore, given an interval   1 2 , u u that we suspect contains the new population mean, we can calculate the average probability of a Type II error for this interval using Property 7.
Power curves and operating-characteristic curves [1] are often used to help determine appropriate sample sizes to obtain Type II error probabilities of different sizes. Such a curve is the graph of 1   obtained using various sample sizes. Rather than generate a set of one-dimensional operating-characteristic curves in the usual fashion we can consider   beta_PADN := x -> 0.5*erfc(-x/sqrt2);
plot3d(1-beta_PUNN(u,n),u=U1..U2,n=4..50,axe s=boxed, grid=[51,51]); The surface can be rendered in various ways. Figure 1 depicts a power surface for a typical set of population parameters. By working with the surface contours and cross sectional slices, we can obtain the information usually obtained by using one-dimensional power curves. In particular, we can study the question of determining the sample sizes required to yield Type II errors of various sizes. To see how we might proceed, consider the following example. . We would like to determine the minimum sample size that yields a Type II error equal to 0.2 when the new population mean is equal to 85. While it is simple enough to solve the nonlinear equation
, we can use the power surface to estimate min n as accurately as desired. Figure 2 shows the portion of the surface for which   n  agrees with the usual two-tailed estimate [2] and this approach is applicable to other types of tests in which a simple estimate is not readily available. The usefulness of this approach is enhanced due to the fact the   u  surface can be generated quickly without the need to perform tedious and time consuming integrations. Also, once the surface has been generated, it Figure 1 we can use the surface contours and cross sectional slices to consider the effect of using different significance levels.
For the same reason that inverse normal calculations are needed when working with a normal distribution, we need to be able to invert A similar procedure arcpL can be used to calculate L u . Of course, only one of the procedures is actually needed due to symmetry. L u and R u satisfy 0 2 .
is precisely the amount by which the population mean u must change in one direction or the other in order that the probability of a Type II error does not exceed p .
Once p serves as a measure of and a reminder that keeping the probability of a Type II error below a prescribed level can be quite a challenge.
