Reconstruction and collocation of a class of non-periodic functions by sampling along tent-transformed rank-1 lattices by Suryanarayana, Gowri et al.
Reconstruction and collocation of a class of non-periodic
functions by sampling along tent-transformed rank-1 lattices
Gowri Suryanarayana∗ Dirk Nuyens∗ Ronald Cools∗
May 12, 2015
Abstract
Spectral collocation and reconstruction methods have been widely studied for periodic
functions using Fourier expansions. We investigate the use of cosine series for the ap-
proximation and collocation of multivariate non-periodic functions with frequency support
mainly determined by hyperbolic crosses. We seek methods that work for an arbitrary
number of dimensions. We show that applying the tent-transformation on rank-1 lattice
points renders them suitable to be collocation/sampling points for the approximation of
non-periodic functions with perfect numerical stability. Moreover, we show that the ap-
proximation degree—in the sense of approximating inner products of basis functions up to
a certain degree exactly—of the tent-transformed lattice point set with respect to cosine
series, is the same as the approximation degree of the original lattice point set with respect
to Fourier series, although the error can still be reduced in the case of cosine series. A
component-by-component algorithm is studied to construct such a point set. We are then
able to reconstruct a non-periodic function from its samples and approximate the solutions
to certain PDEs subject to Neumann and Dirichlet boundary conditions. Finally, we present
some numerical results.
Keywords: Quasi-Monte Carlo methods, Cosine series, Function approximation, Hyperbolic
crosses, Rank-1 lattice rules, Spectral methods, Component-by-component construction.
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1 Introduction
Cosine series are used for the expansion of non-periodic functions in the d-dimensional unit cube.
They are the eigenfunctions of the Laplace differential operator with homogeneous Neumann
boundary conditions. Cosine series are also sometimes referred to as modified Fourier series,
see [1, 10]. The half-period cosine functions form a set of orthonormal basis functions of L2([0, 1])
and are given by
φ0(x) = 1, φk(x) =
√
2 cos(kpix) for k ∈ N. (1)
Here N := {1, 2, . . .} is the set of natural numbers. We will further write Z for the set of integers,
Z+ := {0, 1, . . .} for the set of non-negative integers and ZN := {0, 1, . . . , N − 1} for the set of
integers reduced modulo N .
Cosine series have been widely studied in the context of non-periodic functions, where
traditional Fourier series face the problem of the well known Gibbs phenomenon in the absence of
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periodicity. Cosine series and spectral methods using them have been studied in depth in [1, 10]
and its successors. Multivariate cosine expansions have been studied alongside hyperbolic cross
approximations in [1] and [2]; also in [1], cosine series and spectral Galerkin methods have been
used to solve boundary value problems. Cosine series expansions have been used in financial
mathematics, e.g., to solve stochastic control problems in [20].
Here, we focus on multivariate pseudospectral methods, and specifically on collocation meth-
ods where lattice points are used as sampling nodes. Our motivation comes from the recent
developments that have shown that rank-1 lattice points are well suited to be collocation points
in a periodic setting. Li and Hickernell [16] introduced a spectral collocation method with
Fourier basis where the samples of the input function along a rank-1 lattice point set are used to
approximate the solution of PDEs such as the Poisson equation in d dimensions. Ka¨mmerer [11]
has presented an approach for reconstructing multivariate trigonometric polynomials (periodic)
that have support on a hyperbolic cross, by sampling them on rank-1 lattices. This approach is
shown to achieve a perfectly stable reconstruction. Finally in [8] we see that the worst-case error
for cubature in the cosine series space using tent-transformed rank-1 lattice rules can be related
to that of rank-1 lattice rules in a certain periodic function space.
The above research leads us to the use of tent-transformed rank-1 lattice points (see Definition 6)
as collocation/sampling nodes in the approximation of multivariate non-periodic functions using
cosine series. We study two problems in the approximation of non-periodic functions: stable
reconstruction of a function from its samples and a spectral collocation method to find the
approximate solution of a PDE. We show that the samples of a function along tent-transformed
rank-1 lattice points can be used to find a stable reconstruction of the function. We reconstruct
the function from these samples by finding its cosine coefficients on a weighted hyperbolic cross
(see Definition 3); this helps reduce the number of degrees of freedom. We also show that these
coefficients can be evaluated efficiently using a one dimensional FFT. Finally we show that the
same concepts can be extended to a spectral collocation method where tent-transformed rank-1
lattice points can be used as collocation points.
2 Background and notation
In this section we introduce the concepts and notation required for the paper.
2.1 Series expansion
The basis functions (1) of the cosine series can also defined in the following form over the
alternative domain for t ∈ [−1, 1], see [1, 10],
ψ0(t) =
1√
2
, ψk(t) = cos(kpit), ηk(t) = sin
((
k − 12
)
pit
)
.
With the simple transformation t = 2x− 1, we arrive at the equivalent cosine series in our domain
for x ∈ [0, 1]. The latter choice is convenient when working with rank-1 lattice points, which are
the building blocks for our sampling points. Note that the ψ’s correspond to the even indices
in (1) and η’s correspond to the odd indices in (1). For the d-dimensional case, we use the tensor
product of the one-dimensional basis functions:
φk(x) :=
d∏
j=1
φkj (xj) =
√
2
|k|0
d∏
j=1
cos(pikjxj),
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where we denote by |k|0 the number of non-zero elements in k. The cosine series expansion of a
d-variate function f ∈ L2([0, 1]) converges to f in the L2 norm; additionally if f is continuously
differentiable, we have uniform pointwise convergence and f can be expressed as a cosine series
expansion as follows, see [1, 10]:
f(x) =
∑
k∈Zd+
fˆ(k)φk(x), (2)
where fˆ is the cosine transform of f and is obtained as follows
fˆ(k) :=
∫
[0,1]d
f(x)φk(x) dx. (3)
2.2 Function space setting
Hyperbolic crosses have been widely used to decrease the number of degrees of freedom by
taking into account the decay properties of the Fourier coefficients of multivariate functions in
cubature and approximation problems, see, e.g., [5] and [11]. Weights were introduced along
with hyperbolic crosses for truncated series representations in [15] and [5], for approximation
and integration respectively, and this helped overcome the exponential growth in the number
of degrees of freedom. For a detailed discussion on weights, as they appear in weighted norms,
i.e., in terms of weighted function spaces, see [7, 22]. We will introduce two types of weights: β
weights to control the basis functions appearing in the truncated series and γ weights to control
the contribution of the different basis functions (dimension wise) in the norm of the space. This
setup of weights was introduced in [5].
We first define a function space for which the cosine coefficients decay sufficiently fast at an
algebraic rate, controlled by a smoothness parameter α > 1/2. Next we define the Korobov space
which is a function space of periodic functions with a similar condition on the Fourier coefficients.
All our function spaces are reproducing kernel Hilbert spaces. Since we will introduce similar
symbols for the periodic and non-periodic cases, the periodic case symbols will be marked with a
tilde on top. First we define
rα,γj (kj) :=
{
1, if kj = 0,
|kj |2α/γj , otherwise,
and rα,γ(k) :=
d∏
j=1
rα,γj (kj),
where the weights γ can also be replaced by the weights β when needed. The half-period cosine
space, or just cosine space in short (studied in [8]), is then defined as
Definition 1. For α > 1/2 the (half-period) cosine space is defined by
Cd,α,γ :=
f ∈ L2([0, 1]d) : ‖f‖2Cd,α,γ := ∑
k∈Zd+
|fˆ(k)|2 rα,γ(k) <∞

with weights γ for which we assume 1 ≥ γ1 ≥ γ2 ≥ · · · > 0.
We remark that for α = 1, we recover the unanchored Sobolev space of (dominating mixed)
smoothness 1, see [8]; the norm in this case is given by
‖f‖2Cd,1,γ =
∑
u⊆{1,...,s}
∏
j∈u
γ−1j
∫
[0,1]|u|
(∫
[0,1]s−|u|
∂|u|
∂xu
f(x) dx{1,...,s}\u
)2
dxu.
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Similarly, we define the Korobov space of periodic functions which makes use of the Fourier
coefficients of f for h ∈ Zd:
f˜(h) :=
∫
[0,1]d
f(x) exp(−2piih · x) dx.
Note that the cosine coefficients are marked with a hat and the Fourier coefficients are marked
with a tilde.
Definition 2. For α > 1/2 the Korobov space is defined by
Ed,α,γ :=
f ∈ L2([0, 1]d) : ‖f‖2Ed,α,γ := ∑
h∈Zd
|f˜(h)|2 rα,γ(h) <∞

with weights γ for which we assume 1 ≥ γ1 ≥ γ2 ≥ · · · > 0.
To approximate a function f ∈ Cd,α,γ , we will look at an n-term approximation, where n
is the number of basis functions with indices k ∈ Zd+ inside a certain weighted hyperbolic cross
Hd,βT ⊂ Zd+ of degree T ≥ 0.
Definition 3. The weighted hyperbolic cross Hd,βT (on the positive hyperoctant) is defined by
Hd,βT :=
{
k ∈ Zd+ : r1/2,β(k) ≤ T
}
(4)
with T ∈ R, T ≥ 0, being the degree of the hyperbolic cross, and weights 1 ≥ β1 ≥ β2 ≥ · · · > 0.
Obviously, the degree T controls the number of terms in the approximation. An n-term
approximation to f ∈ Cd,α,γ up to degree T , where n = n(T ) = |Hd,βT |, can then be written as
fn(x) = fn(T )(x) =
∑
k∈Hd,βT
fˆ(k)φk(x).
Likewise, for the periodic case we have the following definition:
Definition 4. The weighted hyperbolic cross H˜d,βT for the periodic case is given by
H˜d,βT :=
{
h ∈ Zd : r1/2,β(h) ≤ T
}
(5)
with T ∈ R, T ≥ 0, being the degree of the hyperbolic cross, and weights 1 ≥ β1 ≥ β2 ≥ · · · > 0.
2.3 Spectral methods
Consider a problem of the form Lu(x) = f(x) where L is a bounded linear operator. We want
to find an approximation to the solution u(x), given samples of the input function f(x) and
assuming u(x) ∈ Cd,α,γ has an n-term approximation
un(x) =
∑
k∈Hd,βT
uˆk φk(x), where n = |Hd,βT |,
and for which limn→∞ un = u. Pseudospectral or collocation methods make the so called residual
error function R(x) := Lun(x)− f(x) zero at a set of selected points called the collocation points.
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Spectral methods such as the Galerkin method calculate the coefficients uˆk such that the residue
is orthogonal to the approximation space,
〈R(x), φk(x)〉L2 = 0, ∀k ∈ H
d,β
T .
Provided that the cubature points are suitably chosen to approximate the integrals in the Galerkin
method, the resulting approximations from the two methods are identical when these points are
used as collocation points. The reconstruction methods we propose belong in this category, so we
seek sampling points that can integrate the inner products of the basis functions exactly as much
as possible.
Note that, for functions with decaying spectral coefficients, if we were to evaluate the coefficients
exactly, un(x) would be the best n-term approximation to u in the L2 norm. However, we incur
errors due to truncation and cubature errors. The truncation error can be controlled by adjusting
T and at the same time we will apply cubature rules which will integrate inner products of basis
functions from the hyperbolic cross exactly.
2.4 Rank-1 lattice point sets and the tent-transformation
Rank-1 lattice rules have been widely studied in the context of multivariate cubature, see [6,18,21]
and in function approximation, see [15–17]. A rank-1 lattice point set is defined as follows:
Definition 5. For a given N ∈ N and z ∈ ZdN , a rank-1 lattice point set Λ(z, N) is given by
Λ(z, N) :=
{
N−1nz mod 1 : n = 0, 1, . . . , N − 1},
and z is called the generating vector.
The tent-transformation, ϕ : [0, 1]→ [0, 1], is given by
ϕ(x) := 1− |2x− 1| =
{
2x, if 0 ≤ x ≤ 1/2,
2(1− x), if 1/2 ≤ x ≤ 1, (6)
and is applied to each coordinate separately when applied to a vector: ϕ(x) = (ϕ(x1), . . . , ϕ(xd)).
It is trivial to see that cos(pikϕ(x)) = cos(2pikx) for k ∈ Z. Loosely speaking, we apply the
tent-transformation to get symmetry in the sampling points around the midpoint and to also
benefit from the characteristics of the lattice points when used with traditional Fourier series.
We note that applying the tent-transform to the points is a convenient way of creating an even
extension of the function by putting the symmetry in the point set, and an easy pathway to
analyse such point sets in the cosine space. The benefits of using this transform in the context of
integrating non-periodic functions can be found in [8, 9, 18].
Definition 6. For a given N ∈ N and z ∈ ZdN , the tent-transformed rank-1 lattice point multiset
Λϕ(z, N) is given by
Λϕ(z, N) :=
{
ϕ
(
N−1nz mod 1
)
: n = 0, 1, . . . , N − 1}.
Figure 1 shows that the number of distinct spatial points reduces after applying the tent-
transformation. The next proposition shows that the number of samples is basically halved.
Proposition 1. For a given N ∈ N and z ∈ ZdN such that gcd(N, z1, . . . , zd) = 1, and the
corresponding N-point rank-1 lattice point set Λ(z, N), the number of distinct points in the
multiset Λϕ(z, N) obtained by applying the tent-transformation to Λ(z, N) is bN/2 + 1c.
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Figure 1: Left: rank-1 lattice point set with N = 55 points and z = (1, 34). Right: tent-
transformed version with 28 unique points.
Proof. Since gcd(N, zj) = 1 for at least one j, with 1 ≤ j ≤ d, we have N distinct points in
Λ(z, N). We will write {x} := x mod 1 to concisely denote the fractional part of x. We also have
1−{N−1nzj} = {N−1(N −n)zj}. Now consider the 1-dimensional projection of the points in the
lattice point set Λ(z, N) to a dimension j with gcd(N, zj) = 1. For odd N , these are given by:
0,
{
zj
N
}
, . . . ,
{
(N − 1)zj
2N
}
, 1−
{
(N − 1)zj
2N
}
, . . . , 1−
{
zj
N
}
,
and for even N we have
0,
{
zj
N
}
, . . . ,
{
(N − 1)zj
2N
}
,
{
Nzj
2N
}
=
1
2
, 1−
{
(N − 1)zj
2N
}
, . . . , 1−
{
zj
N
}
.
Because of the inherent presence of x and 1−x for x 6= 0 and x 6= 1/2, both appearing in different
halves of the interval, and the same symmetry in (6), the tent-transform maps these halves to
(N − 1)/2 points with multiplicity exactly two for odd N and (N − 2)/2 points for even N . This
leads to (N − 1)/2 + 1 unique points for odd N and (N − 2)/2 + 2 unique points for even N , in
dimension j. This multiplicity is present in all dimensions 1 ≤ j ≤ d simultaneously for the pairs
x
(n)
j = {N−1nzj} and x(N−n)j = {N−1(N − n)zj} = 1− x(n)j at the same indices n and thus the
result follows. For j where gj = gcd(N, zj) > 1 the multiplicity in that dimension is multiplied
with gj but this does not change the result.
To approximate integrals (and inner products) we will consider N -point cubature rules QN
which are linear combinations of functions values:
QN (f) = QN (f ; {w0, . . . , wN−1}, {x(0), . . . ,x(N−1)}) :=
N−1∑
n=0
wn f(x
(n)), (7)
where x(0), . . . ,x(N−1) are the sampling points and w0, . . . , wN−1 are the weights. A lattice rule
is then a cubature rule that uses points from a lattice Λ(z, N) with equal weights of 1/N and
we will denote its application to a function f by QN (f ; z). Likewise, a tent-transformed lattice
rule uses points from the tent-transformed point multiset Λϕ(z, N), conveniently denoted as
QN (f ◦ϕ; z), again with equal weights 1/N , or, using the result of Proposition 1, with bN/2 + 1c
points and adjusted weights.
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The quality of a cubature rule is often described by the largest degree (of, e.g., the hyperbolic
cross) for which it integrates all the basis functions of that degree or less exactly. Similarly, we
define an approximation degree based on the exact approximation of the inner products of the
basis functions, and this will be useful in the next section. In what follows, we will write Hd,β? to
denote Hd,βT for arbitrary T .
Definition 7. The approximation degree T (QN ) = T (QN , Hd,β? , {φk}k) of a cubature rule QN
with respect to the weighted hyperbolic cross Hd,βT and the set of basis functions {φk}k is the
largest T ≥ 0 for which
QN (φk φ`) =
∫
[0,1]d
φk(x)φ`(x) dx for all k, ` ∈ Hd,βT . (8)
Note that this definition applies with the obvious changes to the periodic case, using H˜d,βT
and the basis functions {exp(2piih · x)}h, as well as for other arbitrary index sets and bases. We
denote the degree in the periodic setting as T˜ (QN ) = T (QN , H˜d,β? , {exp(2piih · x)}h). In [8],
embeddings between the cosine space, the Korobov space and the unanchored Sobolev space
are studied. From there we are interested in studying which properties of lattice rules can be
carried over from the periodic case to the non-periodic case. It is now easy to show that the
approximation degree of a tent-transformed lattice rule is at least the approximation degree of the
corresponding lattice rule in the periodic case. This is stated in the next lemma. In Theorem 1
we will show that they actually coincide.
Lemma 1. For a dimension d ≥ 1 and a set of weights β, we have
T (QN (· ◦ ϕ; z), Hd,β? , {φk}k) ≥ T (QN (·; z), H˜d,β? , {exp(2piih · x)}h).
Proof. Starting with Definition 7 we can immediately write
QN (φk φ` ◦ ϕ; z) = QN (φk(ϕ(x))φ`(ϕ(x)); z)
where φk(ϕ(x)) and φ`(ϕ(x)) are both in the span of {exp(2piih · x)} for h ∈ H˜d,βT whenever
k, ` ∈ Hd,βT since cos(pikϕ(x)) = cos(2pikx) for k ∈ Z. This proves the claim.
3 Function reconstruction and approximation
The reconstruction and approximation of a function f involves calculating its series coefficients
from samples of the function at a specific point set. Denoting by fˆa the approximation of the
cosine coefficients of f ∈ Cd,α,γ , we can define an approximation fa by
fa(x) :=
∑
k∈Hd,βT
fˆa(k)φk(x), (9)
where the the cosine coefficients are approximated by a cubature rule
fˆa(k) := QN (f φk).
Note that, expanding f back in terms of its cosine series (2) in (3), gives us
fˆ(k) =
∫
[0,1]d
( ∑
`∈Zd+
fˆ(`)φ`(x)
)
φk(x) dx =
∑
`∈Zd+
fˆ(`)
∫
[0,1]d
φ`(x)φk(x) dx, (10)
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where the last integral is unity for k = `, and vanishes otherwise, due to the orthonormality of
the basis. On the other hand we have for the approximation of the coefficients,
fˆa(k) = QN
(( ∑
`∈Zd+
fˆ(`)φ`(x)
)
φk(x)
)
=
∑
`∈Zd+
fˆ(`)QN (φ` φk) (11)
=
∑
`∈Hd,βT
fˆ(`)QN (φ` φk) +
∑
6`∈Hd,βT
fˆ(`)QN (φ` φk)
(∗)
= fˆ(k) +
∑
`6∈Hd,βT
fˆ(`)QN (φ` φk), (12)
where the last equality is valid when QN has an approximation degree of at least T with respect
to Hd,β? and {φk}k. Comparing (11) with (10) we seek a cubature rule which satisfies the discrete
orthogonality condition QN (φ` φk) = δ`,k as much as possible (δ being the Dirac delta function);
this is the motivation for the definition of approximation degree in Definition 7. From (12) we
note that fˆa(k) will be contaminated by other coefficients, this is called aliasing. For a function
which has support restricted to Hd,βT the condition that QN has approximation degree T will
guarantee no aliasing. For functions with wider support we are guaranteed that any aliasing
error comes from indices outside Hd,βT . Under the assumption that the spectral coefficients decay
sufficiently fast and the series expansion converges, this error is small and can be controlled by
the choice of Hd,βT . As mentioned earlier, in the absence of cubature error, (9) would be the best
n-term approximation (n = |Hd,βT |) possible with respect to the L2 norm; by choosing cubature
rules that result in low aliasing effects, we control the additional error due to cubature.
3.1 The difference set
We use as building blocks the concepts described in [11], where trigonometric polynomials with
support on a weighted hyperbolic cross H˜d,βT are reconstructed using rank-1 lattice points as
sampling nodes. There also, we have a discrete inner product condition similar to that in (8),
which requires the following criterion to be met for exact reconstruction using a lattice rule: for
all k, ` ∈ H˜d,βT
1
N
∑
x∈Λ(N)
exp(2pii ` · x) exp(−2piik · x) = δk,`. (13)
A difference set D˜d,βT is then defined
D˜d,βT :=
{
`− k : `,k ∈ H˜d,βT
}
⊆ Zd, (14)
and it follows that if a lattice rule using the point set Λ(z, N) integrates all the frequencies in
the set D˜d,βT exactly, it can be used to evaluate the coefficients for all k ∈ H˜d,βT exactly (with no
aliasing from other frequencies). The following lemmas are used to build a similar difference set
in our case.
Lemma 2. Let ϕ(x) be the tent-transform function as in (6). Then for any k, ` ∈ Zd+, we have
φ`(ϕ(x))φk(ϕ(x)) =
(√
2
)|`|0+|k|0
22d
∑
σ,σ′∈{±1}d
exp(2pii (σ(`)− σ′(k)) · x).
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where σ and σ′ are the sets of all possible sign combinations on the indices of ` and k respectively.
Proof. Expanding the cosine functions in terms of exponentials we have,
φ`(ϕ(x))φk(ϕ(x)) =
d∏
j=1
φ`j (1− |2xj − 1|)
d∏
j=1
φkj (1− |2xj − 1|)
=
(√
2
)|`|0+|k|0 d∏
j=1
cos(2pi`jxj)
d∏
j=1
cos(2pikjxj)
=
(√
2
)|`|0+|k|0
2d2d
d∏
j=1
(exp(2pii `jxj) + exp(−2pii `jxj))
d∏
j=1
(exp(2pii kjxj) + exp(−2pii kjxj))
=
(√
2
)|`|0+|k|0
22d
∑
σ,σ′∈{±1}d
exp(2piiσ(`) · x) exp(2piiσ′(k) · x)
=
(√
2
)|`|0+|k|0
22d
∑
σ,σ′∈{±1}d
exp(2pii (σ(`)− σ′(k)) · x).
Condition (8) and Lemma 2 then lead to the following lemma:
Lemma 3. Let Λϕ(z, N) be the point multiset obtained by applying the tent-transform (6) to
a rank-1 lattice point set Λ(z, N), and Hd,βT a d-dimensional hyperbolic cross on the positive
quadrant as in (4). If Λ(z, N) is such that ∀k, ` ∈ Hd,βT
1
N
∑
x∈Λ(z,N)
(√
2
)|`|0+|k|0
22d
∑
σ,σ′∈{±1}d
exp(2pii (σ(`)− σ′(k)) · x) = δk,`, (15)
then Λϕ(z, N) satisfies (8).
Proof. Consider a cubature rule using Λϕ(z, N) to approximate the inner products in (11), using
Lemma 2 we get:
1
N
∑
x∈Λϕ(z,N)
φ`(x)φk(x) =
1
N
∑
x∈Λ(z,N)
φ`(ϕ(x))φk(ϕ(x))
=
1
N
∑
x∈Λ(z,N)
(√
2
)|`|0+|k|0
22d∑
σ,σ′∈{±1}d
exp(2pii (σ(`)− σ′(k)) · x).
Lemma 3 leads us to defining the following difference set:
Dd,βT :=
{
σ(h)− σ′(k) : h,k ∈ Hd,βT ∈ Zd+, σ,σ′ ∈ {±1}d
}
⊆ Zd. (16)
From (15) it follows that if a lattice rule using the point set Λ(z, N) integrates all the frequencies
in Dd,βT exactly, Λϕ(z, N) will satisfy the orthogonality condition in (8).
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Figure 2: Example hyperbolic cross and the difference set for the cosine series and the trigonometric
polynomials in 2 dimensions
Lemma 4. The difference sets Dd,βT and D˜d,βT as defined in (14) and (16) are identical.
Proof. We compare the difference sets in the two cases: since H˜d,βT is symmetric across the d
axes, and Hd,βT has support only in the positive hyperoctant, the following holds
k ∈ Hd,βT =⇒ σ(k) ∈ H˜d,βT ∀σ ∈ {±1}d.
On the other hand we can also write H˜d,βT = {σ(k) : k ∈ Hd,βT ,σ ∈ {±1}d}. We thus have
Dd,βT = D˜d,βT .
Lemma 4 is illustrated in Figure 2 in 2 dimensions. We hence arrive at the following theorem.
Theorem 1. Let Λϕ(z, N) be obtained by applying the tent-transformation to the rank-1 lattice
point set Λ(z, N), where z and N are as before. The approximation degree of the tent-transformed
lattice rule using Λϕ(z, N) with respect to the cosine series is equal to the approximation degree
of the lattice rule using Λ(z, N) with respect to the Fourier series., i.e.,
T (QN (· ◦ ϕ; z), Hd,β? , {φk}k) = T (QN (·; z), H˜d,β? , {exp(2piih · x)}h).
Proof. The proof follows directly from Lemma 4.
Remark 1. Note that although the approximation degree of the lattice point set with respect to
the Fourier series and the tent-transformed point set with respect to the cosine series are the same,
the error can still be improved in the cosine space. In the Korobov space the Fourier coefficients
of frequencies for which (13) does not hold, alias each another in whole (i.e., the cubature error
of the inner products of basis functions is either 0 or 1). Where as in the cosine space, when (15)
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does not hold, the aliasing is scaled (by ≤ 1) as the cubature error depends on the number of
sign combinations for which the discrete orthogonality condition does not hold. This error can be
reduced by choosing a point set that minimizes the quantity∑
k∈Zd
rα,γ(k)
1
2d
∑
σ∈{±1}d
1σ(k)∈Λ⊥ , (17)
where Λ⊥ is the so called dual of the lattice point set (i.e., those frequencies which are not
integrated exactly in Fourier space and therefore have error 1).
3.2 Construction of the sampling points
In the previous section we have seen that the problem of construction of a tent-transformed point
multiset for the reconstruction of a non-periodic function can be reduced to that of constructing
a rank-1 lattice point set for the reconstruction of a trigonometric polynomial as given in [11].
Ka¨mmerer [11] proposes a component-by-component algorithm to construct a generating vector
z for a predetermined number of points N that integrates all monomials in D˜d,βT exactly. One
can then immediately apply the tent-transformation to obtain the required sampling points for
the non-periodic problem. In this section we make use of some of the key results from [11].
Theorem 2. Let d ∈ N, d ≥ 2, T ∈ R, weights β and N ∈ N prime satisfying
N ≥ |D˜
d,β
T | − |D˜d−1,βT | − 4 bβdT c+ 4
2
(18)
and assume there exists a rank-1 lattice Λ(z∗, N), z∗ ∈ Zd−1 and h · z∗ 6≡ 0 (mod N) for all
h ∈ D˜d−1,βT \{0}, then there exists a zd ∈ {1, . . . , N − 1} such that for all h ∈ D˜d,βT \{0}
(h, hd) · (z∗, zd) 6≡ 0 (mod N).
Proof. We refer the reader to [11, Theorem 3.2] for the proof, which is based on the result
in [5].
The steps to find the entries of the generating vector z component-by-component directly follow
from the above theorem and are outlined in Algorithm 1. The algorithm can straightforwardly be
modified to take (17) into account, albeit, at an exponential cost.
Algorithm 1 Component-by-component search for z
Input: N ∈ N prime Cardinality
d ∈ N Number of dimensions
T ∈ R,β ∈ Rd Hyperbolic cross parameters
z1 = 1
for s = 1 to d do
For the set H˜s,βT search zs ∈ [1, N − 1] such that |(z, zs) · k (mod N) : k ∈ H˜s,βT | = |H˜s,βT |
z = (z, zs)
end for
Output: z ∈ Zd Generating vector
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In addition to the CBC algorithm, Theorem 2 also prescribes the cardinality of the point set
that is needed to achieve the same. The quantity N lows,β,T is defined,
N lows,β,T :=

|H˜1,βT |, for s = 1,
|D˜s,βT | − |D˜s−1,βT | − 4 bβsT c+ 4
2
, otherwise,
and N should then be a prime chosen such that N ≥ maxs=1,...,dN lows,β,T , so that condition (18)
is met at all steps in the CBC algorithm. Further, [11, Corollary 3.4] states that there exists a
prime N∗ such that N∗ < 2 maxs=1,...,dN lows,β,T . Also an upperbound for N
∗ is derived in [11]:
N∗ ≤ Cd T 2 max(log(T ), 1)d−2.
It is noted in [5] that the lower bound might be a severe overestimate and we can use [11,
Algorithm 4] to possibly further decrease the number of points. As the upper bound for the
number of degrees of freedom in the frequency space, i.e., the size of the (unweighted) hyperbolic
cross, is only of order T log(T )d−1, we note that this method leads to oversampling in the spatial
domain, but it provides a unique and stable reconstruction, see the forthcoming Theorem 3. In
this context, sparse grids provide a more natural spatial discretization corresponding to hyperbolic
crosses, see [4]. These methods do not oversample in the spatial domain, but fall short in numerical
stability, in that the Fourier matrices obtained from sampling trigonometric polynomials on sparse
grids have large condition numbers; these condition numbers grow with the number of points as
well as the number of dimensions, see [12] for more details and in particular, [12, Table 1.1] for
an illustration on how these condition numbers grow.
Remark 2. We note that, for an N -point lattice rule, one can always find a set of exactly N
Fourier modes which do not alias each other. Such a set is called a non-aliasing index set,
see, e.g., [16, 17]. There exist several choices for such non-aliasing index sets and their exact
shape depends on the particular choice of lattice point set. When considering such a set, the
number of degrees of freedom in the spatial domain agrees perfectly with the number of degrees
of freedom in the frequency domain. E.g., instead of considering a (weighted) hyperbolic cross as
the region of interesting frequencies and basis functions, we could switch to an `1-based metric
and consider (weighted) cross-polytopes of a certain degree, see, e.g., [5, 17]. This corresponds to
the trigonometric degree for cubature rules, and it is known that lattice rules perform extremely
well in this case, see, e.g., [6].
3.3 Fast reconstruction
The evaluation of the cosine coefficients of a d-variate function can be reduced to computing a
one-dimensional FFT. In [17] and [11], a 1D FFT is used to evaluate the Fourier coefficients of
multivariate periodic functions; we extend this technique to handle non-periodic functions. Note
that, in general the Fourier coefficients obtained from the 1D FFT are aliased in the following
way
f˜a(k) =
∑
h∈H˜d,β
T
k·z≡h·z (mod N)
f˜(h),
where f˜a(k) denote the aliased Fourier coefficients. Algorithm 2 gives the steps to compute the
cosine coefficients efficiently.
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Algorithm 2 Fast reconstruction
Input: N ∈ N prime Cardinality
z ∈ Zd Generating vector
d ∈ N Number of dimensions
Hd,βT Frequency index set
f = {f(x) : x ∈ Λϕ(z, N)} Function values at Λϕ(z, N)
gˆ = FFT 1D(f/N)
for k ∈ H˜d,βT do
f˜a,k = gˆk·z (mod N) Aliased Fourier coefficients
end for
for k ∈ Hd,βT do
fˆa,k = 2
−|k|0/2
∑
σ∈{±1}2|k|0
f˜a,σ(k) Aliased cosine coefficients
end for
Output: fˆa,k
3.4 Numerical stability
As mentioned before the reconstruction method we propose is numerically stable, i.e., the condition
number of the matrix obtained by our sampling scheme does not grow with either the number of
points or the number of dimensions. We briefly recall the stability concepts from [11] and analyze
the above algorithms in our problem setting.
Theorem 3. When the point set Λϕ(z, N) is chosen as in Algorithm 1, the resulting reconstruction
is unique and numerically stable.
Proof. We present an outline of the proof as given in [13] and [11]. Although the proofs are in
the context of traditional Fourier series they can easily be adapted for the cosine series case.
Consider the cosine matrix A with entries
A =
(
φk(x)
)
x∈Λϕ(z,N),k∈Hd,βT
,
and the vectors f = {f(x) : x ∈ Λϕ(z, N)} and fˆ = {fˆ(k) : k ∈ Hd,βT }. Then for the
reconstruction of a function from its samples, we need to find the vector fˆ such that Afˆ = f .
This amounts to finding the coefficients fˆ such that we interpolate f(x) at the points in Λϕ(z, N).
If fˆ is to be evaluated this way, AT is premultiplied to the above condition to obtain ATAfˆ = ATf ,
which is referred to as the normal equation of the first kind (note that ATA is now a square
matrix). The uniqueness of the reconstruction depends on the invertibility of the matrix ATA.
Note that an entry of ATA is given by, for 1 ≤ p, q ≤ |Hd,βT |
[ATA](p, q) =
∑
x∈Λϕ(z,N)
φkp(x)φkq (x).
Equation (15) together with Algorithm 1 ensures that we can find an N ≥ 1 and a generating
vector z such that [ATA](p, q) = Nδp,q. This makes A
TA a diagonal matrix with the diagonal
entries being N and the evaluation of fˆ can be simplified to
fˆ =
1
N
ATf .
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3.5 Fast evaluation
The dual of the reconstruction problem is that of evaluation, where given the coefficients fˆ(k) for
an appropriate index set, we need a fast way of evaluating f(x) for all points in Λϕ(z, N).
Theorem 4. The evaluation of a d-dimensional function at a set of tent-transformed lattice
points, given the cosine coefficients fˆ(k) on the hyperbolic cross Hd,βT , simplifies to calculating
a one-dimensional inverse fast Fourier transform, and is evaluated in C(N log(N) + d|H˜d,βT |)
floating point operations where C is independent of the number of dimensions.
Proof. Let x(n), n = 0, . . . , N − 1 be the points in the rank-1 lattice point set Λ(z, N). Then,
f(ϕ(x(n))) =
∑
k∈Hd,βT
fˆ(k)
(√
2
)|k|0 d∏
j=1
cos(2pikjx
(n)
j ),
=
∑
k∈Hd,βT
fˆ(k)
(√
2
)|k|0
2d
d∏
j=1
(exp(2pii kjx
(n)
j ) + exp(−2pii kjx(n)j )),
=
∑
k∈Hd,βT
fˆ(k)
(√
2
)|k|0
2d
∑
σ∈{±1}d
exp(2piiσ(k) · x(n)),
=
∑
k∈H˜d,βT
fˆ(|k|)
(√
2
)|k|0
2|k|0
exp(2piik · x(n)),
=
∑
k∈H˜d,βT
fˆ(|k|)(√
2
)|k|0 exp
(
2piin
k · z
N
)
,
=
N−1∑
`=0
( ∑
k·z≡` (mod N)
fˆ(|k|)(√
2
)|k|0
)
exp
(
2pii
n`
N
)
.
We have used the following relation when moving from the index set Hd,βT to H˜
d,β
T : For any
function A(k), ∑
k∈Hd,βT
∑
σ∈{±1}d
A(σ(k)) =
∑
k∈H˜d,βT
2d−|k|0A(k).
We can evaluate f at all the tent-transformed nodes, which is roughly at N/2 distinct points, by
precomputing all
∑
k·z≡` (mod N)
fˆ(|k|)
(
√
2)
|k|0 and doing a one-dimensional inverse FFT.
The steps for finding the function evaluations using Theorem 4 are listed in Algorithm 3.
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Algorithm 3 Fast evaluation
Input: N ∈ N prime Cardinality
z ∈ Zd Generating vector
d ∈ N Number of dimensions
Hd,βT Frequency index set(
fˆk
)
∀k∈Hd,βT
Cosine coefficients
gˆ = 0 Vector of length N initialized with zeros
for k ∈ H˜d,βT do
gˆk·z (mod N) = gˆk·z (mod N) + 2−|k|0/2 fˆ|k|
end for
f = N IFFT 1D(gˆ)
Output: f = {f(x) : x ∈ Λϕ(z, N)} ϕ being the tent-transform function
4 Collocation
In addition to reconstruction, another natural application of the sampling method described in
Section 3 is the problem of collocation. Spectral collocation methods with Fourier series and
rank-1 lattice points have appeared earlier, see [14, 16, 17]. Also, hyperbolic cross approximations
have been used within this context in [14] and [17].
As a model example, consider the Poisson partial differential equation
∇2u(x) = f(x) ∀x ∈ (0, 1)d, (19)
where ∇2 is the Laplace operator given by
∇2 :=
d∑
j=1
∂2
∂x2j
,
with either Neumann or Dirichlet boundary conditions.
Collocation methods are often employed to find the solution of the above differential operator.
The goal here is to use the point sets obtained in the previous section as collocation points, i.e.,
to find the cosine coefficients of the solution such that the governing equations are satisfied at the
chosen set of points.
4.1 Neumann boundary conditions
Neumann boundary conditions specify the behaviour of the derivatives on the boundaries of the
domain:
∂u(x)
∂n
= b(x) ∀x ∈ ∂Ω, (20)
where ∂Ω is the boundary of the domain and n denotes the normal to the boundary.
Theorem 5. Consider the following Poisson problem with Neumann boundary conditions as
in (20) and let f(x) ∈ Cd,α,γ as in Definition 1,
∇2u(x) = f(x) ∀x ∈ (0, 1)d.
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Then, u(x) has the following series expansion:
u(x) = u(0)−B(0)−
∑
0 6=k∈Zd+
(
gˆ(k)∑d
j=1 pi
2k2j
)(√
2
)|k|0 d∏
j=1
cos(pikjxj) +B(x),
where B(x) ∈ Cd,α,γ , called the shift, is an arbitrary function chosen to satisfy the inhomogeneous
boundary conditions and g(x) = f(x)−∇2B(x).
Proof. We first consider the case of homogeneous boundary conditions. Expanding the functions
u(x) and f(x) in terms of cosine series gives us the following relation between their coefficients:
for all k 6= 0 we have
−uˆ(k)
d∑
j=1
pi2k2j = fˆ(k) =⇒ uˆ(k) = −
fˆ(k)∑d
j=1 pi
2k2j
. (21)
The solution of the PDE can then be written as
u(x) = u(0)−
∑
06=k∈Zd+
(
fˆ(k)∑d
j=1 pi
2k2j
)(√
2
)|k|0 d∏
j=1
cos(pikjxj).
Inhomogeneous boundary conditions are handled by the basis recombination approach for a linear
differential operator as described in [3]. We set
u(x) = v(x) +B(x) (22)
and choose B(x) to be an arbitrary function such that it satisfies all the boundary conditions.
If B(x) is chosen this way, what remains to be solved is ∇2v(x) = f(x) − ∇2B(x) = g(x).
The residue v(x), by virtue of cosine series naturally satisfies homogeneous Neumann boundary
conditions. Using (21) and (22) we have
u(x) = u(0)−B(0)−
∑
0 6=k∈Zd+
(
gˆ(k)∑d
j=1 pi
2k2j
)(√
2
)|k|0 d∏
j=1
cos(pikjxj) +B(x).
Using the above result, one can find an approximation to the solution, denoted by ua(x), by
first truncating the summation to a hyperbolic cross Hd,βT and then approximating the coefficients
fˆ(k) or gˆ(k) from the samples of the input function on the tent-transformed rank-1 lattice points
using Algorithm 2. The sampling points, in this context are the collocation points. It is observed
from (21) that when f(x) has support limited to the hyperbolic cross, so does u(x). When
f(x) has support beyond the hyperbolic cross, with spectral coefficients that decay sufficiently
fast, then the coefficients of u(x) decay faster and in this case we truncate the summation to
a hyperbolic cross and try to reduce the L2 error of approximation. In case of inhomogeneous
boundary conditions, the decay of the spectral coefficients of the solution u(x) depend on those
of B(x) additionally and the same argument follows. The behaviour of u(x) will be dominated
by the function with wider spectral support and slower decay of coefficients. We however assume
that the boundary conditions are prescribed such that B(x) has well behaved coefficients.
4.2 Dirichlet boundary conditions
Dirichlet boundary conditions prescribe the value of the solution at the boundaries of the domain:
u(x) = b(x) ∀x ∈ ∂Ω (23)
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where ∂Ω is the boundary of the domain. The approach for Dirichlet boundary conditions varies
as cosine series do not yield homogeneous Dirichlet boundary conditions by definition. Consider
the Poisson problem as in (19) with Dirichlet boundary conditions. We assume that the boundary
conditions are continuous at the corners. One of the standard approaches here is to use the
eigenfunctions of the Laplace operator with homogeneous Dirichlet boundary conditions [1]. They
form an orthonormal basis set for L2(Ω), Ω = (0, 1) and are given by
φk =
√
2 sin(kpix), k = 1, 2, 3, . . . . (24)
As before, for the d-dimensional case we consider the tensor product of the basis functions above,(√
2
)d d∏
j=1
sin(pikjxj).
The basis recombination approach can now be applied, where B(x) satisfies the corresponding
inhomogeneous boundary conditions and v(x) yields homogeneous boundary conditions owing to
the sine series. When applied naively to inhomogeneous Dirichlet boundary conditions, the sine
series suffer from the same disadvantage as the Fourier series, that they also exhibit the Gibbs
phenomenon near the end points. However, when one uses the basis recombination approach to
subtract the boundary conditions, this can be avoided. Function approximation using multivariate
sine series is challenging as the odd frequencies of the half-period sine functions cannot be
integrated exactly with the cubature rules described above. We propose an approach to overcome
this. We make use of the expansion of a function in terms of the sine series
f(x) =
∑
k∈Nd
fˆs(k)
(√
2
)d d∏
j=1
sin(pikjxj), (25)
where fˆs(k) are now the sine coefficients, given by
fˆs(k) :=
∫
[0,1]d
f(x)
(√
2
)d d∏
j=1
sin(pikjxj) dx.
Additionally we assume that the derivative of the forcing function, f ′(x) = df(x)dx1···dxd , is available
to us for sampling.
Theorem 6. Consider the following Poisson problem with Dirichlet boundary conditions as
in (23)
∇2u(x) = f(x) ∀x ∈ (0, 1)d,
and let f(x) have an absolutely converging sine series expansion, with additional smoothness such
that the coefficients satisfy ∑
k∈Nd
(k1 · · · kd)2 |fˆs(k)|2 <∞. (26)
Then, u(x) can be expressed in terms of the following series expansion:
u(x) =
∑
k∈Nd
− 1
pi2k1k2 · · · kd
(
gˆ′(k)∑d
j=1 pi
2k2j
)(√
2
)d d∏
j=1
sin(pikjxj) +B(x),
where B(x) is an arbitrary shift function chosen to satisfy the inhomogeneous boundary conditions,
Hd,βT ⊂ Nd is a hyperbolic cross and g(x) = f(x)−∇2B(x).
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Proof. Starting with the series expansion of f(x) as in (25), differentiate in all variables to get
f ′(x) =
df(x)
dx1 · · · dxd =
∑
k∈Nd
fˆs(k)pi
d(k1 · · · kd)
(√
2
)d d∏
j=1
cos(pikjxj). (27)
If f(x) complies to the additional smoothness constraint in (26), the sum in (27) converges
absolutely. It is observed that the total derivative f ′(x) is then an expansion in terms of the
cosine series. Now take u(x) = v(x) + B(x) and denote by u′(x), v′(x) and B′(x) their total
derivatives. Then
∇2(v′(x) +B′(x)) = f ′(x).
We define g′(x) := f ′(x) −∇2B′(x) (= ∇2v′(x)). The steps described in the previous section
are then applied to get
−
d∑
j=1
pi2k2j vˆ
′(k) = gˆ′(k)
and
u′(x) =
∑
k∈Nd
−
(
gˆ′(k)∑d
j=1 pi
2k2j
)(√
2
)d d∏
j=1
cos(pikjxj) +B
′(x).
We then recover u(x) using (25) and (27) as
u(x) =
∑
06=k∈Nd
− 1
pi2k1k2 · · · kd
(
gˆ′(k)∑d
j=1 pi
2k2j
)(√
2
)d d∏
j=1
sin(pikjxj) +B(x).
This solution is unique as there is no constant term present in the sine series expansion. As
before, the solution can be approximated by truncating the above expansion to a hyperbolic cross
Hd,βT and calculating the coefficients fˆ
′(k) and gˆ′(k) as mentioned in the previous section. We
note that for sine series one can also approximate the solution using traditional Fourier series by
considering the odd extension of the function.
5 Numerical results
In this section we provide numerical results to demonstrate the use of cosine series with tent-
transformed lattice points. Algorithms 1 and 2 were used for finding the rank-1 lattice point sets
and evaluating the cosine coefficients respectively. Experiments were carried out for functions
with support limited to hyperbolic crosses and for functions with wider spectral supports. While
the former could be reconstructed accurately to machine precision, the latter are of more interest
for this section and are presented here.
Example 1. First, we solve for the Poisson problem as in (19), for different choices for the
number of dimensions. We consider the following problem with homogeneous Neumann boundary
conditions as an example
∇2u(x) =
d∑
j=1
γj(12x
2
j − 12xj + 2)
d∏
j 6=i=1
(
1
630
+ γi
(
x2i (1− xi)2 −
1
630
))
,
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where γj > 0 for all j. The solution for the above problem is known and is
u(x) =
d∏
j=1
(
1
630
+ γj
(
x2j (1− xj)2 −
1
630
))
.
When γj = 1 for all j, we have
∇2u(x) =
d∑
j=1
(12x2j − 12xj + 2)
d∏
j 6=i=1
(
x2i (1− xi)2
)
,
and
u(x) =
d∏
j=1
x2j (1− xj)2.
This falls into the class of functions with convergent and decaying cosine coefficients, not restricted
to a hyperbolic cross. Clearly, the γ’s determine the importance of each dimension and control
the difficulty of the problem. With larger values of γ’s (or slower decays), the problem becomes
more difficult and larger β’s are required to solve the problem. For more details on the decay of
these weights and their impact on tractability, see [5].
As described in the previous sections we approximate u as follows
u(x) ≈ uHd,βT (x) :=
∑
k∈Hd,βT
uˆa(k)φk(x),
where we denote by uˆa(k) the coefficients approximated by the collocation method. The total
mean square error is then given by
e2total = ‖u− uHd,βT ‖
2
L2
=
∫
[0,1]d
( ∑
k∈Zd+
uˆ(k)φk(x)−
∑
k∈Hd,βT
uˆa(k)φk(x)
)2
dx
=
∫
[0,1]d
( ∑
k∈Zd+\Hd,βT
uˆ(k)φk(x) +
∑
k∈Hd,βT
(uˆ(k)− uˆa(k))φk(x)
)2
dx
=
∑
k∈Zd+\Hd,βT
uˆ(k)2
︸ ︷︷ ︸
e2
H
d,β
T
+
∑
k∈Hd,βT
(uˆ(k)− uˆa(k))2
︸ ︷︷ ︸
e2app
.
In the above expression the first term is the truncation error; it comes from truncating the
expansion to the hyperbolic cross. The second term is the approximation error intrinsic to the
approximation method used; it is the aliasing error from collocation in our case. To obtain the
relative errors we divide through by ‖u‖2L2 . We assume that the zeroth cosine coefficient is given.
Figure 3 shows the decay of the truncation error and the root-mean-square approximation
error with the increase in the number of collocation points. The experiment was setup as follows:
• The number of collocation points and the generating vectors were searched based on
increasing hyperbolic cross indices (with small increments). For each degree, generating
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Figure 3: Convergence plots for the relative approximation errors in 3 and 5 dimensions.
vectors were found for a range of prime numbers using Algorithm 1; in each case the number
of points was then reduced using [11, Algorithm 4]. Thereafter, for every degree, the point
set with the least number of points was chosen.
• The βs and γs are chosen based on [5, Section 5] and such that the truncation and
approximation errors are of the same order. Note that if the truncation error is high, there
is no gain for the overall accuracy in reducing the approximation error and vice-versa.
The rate of convergence of the approximation error is approximately N−1.28 and N−1.07
for 3 and 5 dimensions respectively. The reduction in the error with increase in N is due to
the increased hyperbolic cross degree that is supported by the larger point set. This combined
with the decay of cosine coefficients reduces both the truncation and the aliasing errors (cosine
coefficients fˆ(k) of the function x2(1−x)2 decay as k−4). It is known that if the decay parameter
α (as given in Definition 1) is 1, the worst case error of quadrature decays as N−1, see [8], and
we could expect a similar order of convergence here; however, the relation between the decay of
cosine coefficients and the rates of convergence of the truncation and approximation errors are
topics of further research.
It is worth mentioning that the collocation method using cosine series addresses a range of
problems for which a similar method using Fourier series will fail. To start with, the Fourier series
do not satisfy homogeneous Neumann boundary conditions. Also the spectral method used here
prescribes some implicit conditions. First, the input functions and the solutions should have an
exact representation in terms of the series expansions, i.e., the series expansion should converge
to the function over the entire domain. For a function that does not meet periodic boundary
conditions, its Fourier series expansion always has an O(1) error at the boundaries of the domain,
failing the first condition. Secondly, the spectral coefficients of the solution u(x) should decay
faster than that of the input function f(x). Consider a one dimensional problem where u(x) and
f(x) are both non periodic, and hence the Fourier coefficients of both u(x) and f(x) decay not
faster than O(k−1). Now if one would employ the collocation method with Fourier series, the
method will converge to a function with coefficients that decay as O(k−3), hence converging to a
function which is different from the solution.
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Figure 4: Convergence plots for the relative approximation errors in 3 and 4 dimensions for u1(x).
Example 2. Next, we compare the reconstruction method using cosine and Fourier expansions
for non-periodic functions. We consider two test functions belonging to different smoothness
classes:
u1(x) =
d∏
j=1
(
x3j
3
− x
2
j
2
)
, (28)
and
u2(x) =
d∏
j=1
(
7
2
x
5
2
j −
5
2
x
7
2
j
)
. (29)
We measure the total error e2total in both cases as follows: denote the reconstructed function as
uH where H is H
d,β
T for the cosine series and H˜
d,β
T for the Fourier series, and let φk(x) denote
either the cosine bases or the Fourier bases. Then,
e2total = ‖u− uH‖2L2
= 〈u− uH , u− u∗H〉
=
〈(
u−
∑
k∈H
uˆa(k)φk(x)
)
,
(
u−
∑
k∈H
uˆ∗a(k)φ
∗
k(x)
)〉
= ‖u‖2L2 +
∑
k∈H
uˆa(k)uˆ
∗
a(k)−
∑
k∈H
uˆ(k)uˆ∗a(k)−
∑
k∈H
uˆ∗(k)uˆa(k).
In case of cosine series uˆ∗a = uˆa, uˆ
∗ = uˆ and φ∗k(x) = φk(x). Figure 4 (for u1(x)) and Figure 5
(for u2(x)) show the errors plotted against the number of sampling points for 3 and 4 dimensions,
with Fourier and cosine series. Algorithm 1 was used to find the point sets for various hyperbolic
cross indices (note that the same algorithm works for both Fourier and cosine series) and the
number of points in each case was then reduced using [11, Algorithm 4].
For u1(x), we achieve convergence rates of O(N
−1.79) and O(N−1.54) in 3 and 4 dimensions
with cosine series. In contrast, with Fourier series the convergence rates are O(N−0.26) and
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Figure 5: Convergence plots for the relative approximation errors in 3 and 4 dimensions for u2(x).
O(N−0.22). The cosine series have a higher order of convergence because the spectral coefficients
of the given test function decay at a faster rate of O(k−4) in the cosine space. Decay of O(k−4) is
due to the fact that the first (partial) derivative of the function satisfies homogeneous Neumann
boundary conditions. In general, for every odd (partial) derivative of the function that meets the
Neumann boundary conditions, the decay of the cosine coefficients increases by an order of 2,
see [1, 19], hence giving possibilities for even higher orders of convergence that are not possible
for non-periodic functions with Fourier series.
For u2(x), with cosine series, we achieve convergence rates of O(N
−1.61) and O(N−1.34) in
3 and 4 dimensions respectively. With Fourier series the convergence rates are O(N−0.25) and
O(N−0.22). The same reasoning as before holds, the cosine coefficients decay as O(k−2) leading to
higher orders of convergence in the cosine space. We observe that although u2(x) is less smooth
than u1(x), the order of convergence with cosine series still remains good.
6 Conclusions
We have shown that non-periodic functions expanded in terms of cosine series can be reconstructed
from the samples of the input function at tent-transformed lattice points using extensions to the
methods that exist for periodic functions. These extensions also apply for function evaluation.
We have shown that the same sampling points are also suitable for being collocation nodes,
when solving a Poisson type PDE with Neumann/Dirichlet boundary conditions with a spectral
collocation method. One could also extend the same method to other operators as well as for
mixed boundary conditions.
Analysis of the full L2 error in terms of the smoothness of the cosine space, similar to the
analysis for the Korobov space in [15], is left for future research. Algorithm 1 can then also be
adjusted while at the same time trying to minimize (17).
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