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Abstract—In this paper, we introduce the incremental tem-
porally weighted principal component analysis (ITWPCA) al-
gorithm, based on singular value decomposition update, and
the incremental temporally weighted visual tracking with spa-
tial penalty (ITWVTSP) algorithm for robust visual tracking.
ITWVTSP uses ITWPCA for computing incrementally a robust
low dimensional subspace representation (model) of the tracked
object. The robustness is based on the capacity of weighting the
contribution of each single sample to the subspace generation
to reduce the impact of bad quality samples, reducing the risk
of model drift. Furthermore, ITWVTSP can exploit the a priori
knowledge about important regions of a tracked object. This
is done by penalizing the tracking error on some predeﬁned
regions of the tracked object, which increases the accuracy of
tracking. Several tests are performed on several challenging video
sequences, showing the robustness and accuracy of the proposed
algorithm, as well as its superiority with respect to state-of-the-
art techniques.
Index Terms—Online learning, principal component analysis
(PCA), visual tracking (VT).
I. Introduction
V ISUAL TRACKING (VT) is a core problem in manycomputer vision (CV) applications, such as human–
computer interaction (HCI) [1]–[3], traffic monitoring [4], [5],
video surveillance [6], [7], or augmented reality (AR) [8]. The
main task of a tracking algorithm is to assign consistent labels
to tracked objects along all the frames of a video sequence.
Given a video sequence S
S = {Ik|k ∈ K ⊆ N} (1)
where k is a temporal index and Ik is a video frame, a
tracking algorithm estimates a time series
x(j) = {x(j)k |k ∈ K ⊆ N} (2)
for every tracked object j ∈ J , where J denotes the set
of objects being tracked. Each element x(j)k of the time
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series x(j) denotes the state of object j at time k, and defines
its trajectory over time.
From a bottom-up point of view, a VT algorithm can be
roughly defined by describing three main blocks [9], [10]:
the feature extraction block, the object representation block,
and the object localization block. A generic VT algorithm
can be seen as the application of these three blocks ac-
cording to the schematic representation in Fig. 1. Given
a frame of a video sequence, the first block performs a
feature extraction on its captured visual information. Feature
extraction defines the space where the object of interest will
be defined, such as colour, motion, edges, or interest points.
The object localization block takes information from both the
object representation model and the features, and estimates
the new state of the object of interest. In general, localization
is performed under the hypothesis of a smooth change of
position, shape and appearance. Object localization algorithms
can compute the target state analytically as the solution of
an optimization problem where a cost function is minimized
[11]–[15], or by evaluating simultaneously multiple candidate
tracks (hypothesis) per object of interest per time step using
particle filters (PF) [16]–[20]. PF validate these hypothesis
against visual information and motion models. Their main
advantage over analytical methods is their capacity to deal
with multimodality and therefore with clutter.
All these object localization methods use the information
supplied by the object representation model. This model
contains information about the shape and/or the appearance
of the object of interest. A wide variety of techniques are
employed in the literature for computing the object representa-
tion model, such as principal component analysis (PCA) [18],
[21], [22], mixtures of Gaussians [23], [24], histograms [25],
[26], Bayesian approaches [27]–[29], boosting techniques [30],
[31] or sparse representations [32], [33]. The critical point
is that the appearance of the tracked object is continuously
changing, and the model needs to be either built for dealing
with these changes or to have the capacity of being adapted
to them. In the first option, the changes have to be predicted
and taken into account in the model estimation process, which
is performed a priori or during an initialization period. In the
second one, the model is constantly adapted to the tracked
object with new data coming from the tracking, which keeps it
permanently adapted to the object of interest and their current
conditions. This second strategy is more effective in terms of
adaptability since the type of change that the model has to
handle does not need to be known beforehand. However, the
1051–8215/$31.00 c© 2013 IEEE
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Fig. 1. Schematic view of a general VT algorithm.
adaptation procedure is very sensitive due to the possibility
of corrupting the model with bad samples of the object
of interest, causing a model drift and the consequent loss
of track.
Some of the above-mentioned techniques can be used for
computing a constantly adapted object representation model,
while trying to avoid its corruption. However, one of the most
well-known and simplest is probably PCA. PCA is a dimen-
sionality reduction technique [34]. It consists of projecting
the data onto the eigenvectors with biggest eigenvalues of
the data covariance (or autocorrelation) matrix. In spite of
its popularity and good performance, PCA presents two main
problems: computational cost and sensitivity to outliers. The
computational cost can be split by considering data incremen-
tally [35]–[18]. This way, instead of computing a big PCA on
a big data matrix, a PCA is performed on a small submatrix.
This PCA is afterwards updated with new elements of the
remaining dataset. Incremental procedures are also interesting
when the whole dataset is not available at the beginning.
In [36], the sequential computation of PCA is tackled by
updating an existing PCA with the orthogonal components
of the new data. Indeed, the process starts by computing,
for the first block of data, its singular value decomposition
(SVD), which is an efficient way of computing the principal
components of a matrix. Then, for each new block of data,
the update process is based on a QR factorization and a
SVD of a small matrix. Their results, correctly combined,
provide the principal components of the concatenation of the
old and the new data matrices. Computation by blocks is
considerably more efficient than updating the PCA for every
new data sample, which makes methods based on [36] more
efficient than those based on [35] (see [38] for comparison
details).
With respect to the minimization of outliers’ impact, two
strategies arise in a PCA computation procedure. The first
option is to discard samples that are supposed to be outliers.
This forces to have a good outlier detection approach to do
not discard good samples. For instance, in [39], a minimum
volume ellipsoid is fitted to data to discard, in the PCA
computation, the samples that are outside; and in [40] and
[41], samples are discarded according to their projection in
a subspace computed using a robust covariance estimation.
The second option is to weigh the contribution of each value
of the data matrix according to a measure of confidence.
In these kinds of approaches, the PCA computation is still
dependent on the outlier detection method, but its dependency
is considerably weakened since all received data is considered.
Kriegel et al. [42] use a weighted covariance matrix for
computing the principal components. The weight values are
computed using a distance function to clusters of points of the
dataset. In [43], two kinds of weights are considered: temporal
weights and spatial weights. Temporal weights adjust the
contribution of each observation (a column in a data matrix),
while spatial weights adjust the contribution of each variable
(individual elements of each column). In [44], an incremental
weighted PCA algorithm is introduced. The drawback of this
algorithm is that it is based on the incremental PCA algorithm
introduced in [35] and therefore updates the existing PCA
for every single new sample. As commented before, this
strategy is less efficient than updating the PCA with blocks
of data.
Two main contributions are introduced in this paper. On
the one hand, an incremental PCA algorithm with temporal
weights is developed: the incremental temporally weighted
principal component analysis (ITWPCA) algorithm. It is based
on SVD update [36] and therefore can compute the incre-
mental step using blocks of new data instead of individual
samples, which makes the algorithm more computationally
efficient than existing ones. On the other hand, a VT al-
gorithm, based on a particle filter approach and the ITW-
PCA algorithm for object representation, is also developed:
the incremental temporally weighted visual tracking with
spatial penalty (ITWVTSP) algorithm. ITWVTSP computes
an object representation model of the tracked object using
ITWPCA on rectangular templates. The use of the ITWPCA
algorithm for computing the PCA allows maintaining the
object representation model constantly adapted to the tracked
object, while reducing the impact of bad quality samples on
the PCA. The last is achieved by computing a measure of
the quality of every tracked sample, which modulates their
contribution to the computed PCA. Furthermore, a strategy
for spatial weighting of samples, directly on the particle
weight computation, is also introduced. This spatial weight-
ing allows assigning more importance to some predefined
regions of the tracked object, producing a higher accuracy on
the tracking.
This paper is organized as follows. In Section II, the
ITWPCA algorithm is introduced. As commented before, this
algorithm computes an incremental PCA matrix with the
capacity of weighting every single sample. Then, in Section
III, the ITWVTSP algorithm is described in detail. This VT
algorithm computes the representation model of the tracked
object using the ITWPCA algorithm, and assigns different im-
portance to different regions of the tracked object. In Section
IV, numerous tests are performed, showing the superiority,
in terms of accuracy and stability, of the proposed approach
compared to state-of-the-art techniques. Finally, in Section V,
conclusion and future lines of research are derived.
Let us note that a common preliminary operation to track-
ing is object detection, although some algorithms perform a
simultaneous detection and tracking [45], [46]. Indeed, when a
tracking algorithm is intended to follow some precise objects,
these objects need to be previously detected. In this paper, we
do not deal with this problem and will always consider that the
starting bounding box for every tracked object is given. The
interested reader in object detection algorithms is referred to
[47]–[51], and references inside them.
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II. Incremental PCA With Weighted Samples: The
ITWPCA Algorithm
In [36], an incremental PCA algorithm based on SVD
update is introduced. At each iteration, the algorithm updates
the existing PCA with information from the orthogonal com-
ponents of the new data, with respect to the subspace generated
by the PCA matrix. In [18], this algorithm was adapted to
consider a changing mean of the data. Here, we add to this last
algorithm the capacity of considering weights on data samples,
i.e., temporal weights.
Given a set of N data samples Z = [z1, . . . , zN ] ∈ RM×N ,
where each sample is represented as a vector z ∈ RM , and a
weight matrix with positive elements  ∈ RM×N , the goal of
weighted PCA is to compute the projection matrix U ∈ RM×K,
K ≤ N, that minimizes the weighted squared reconstruction
error
ξ˜ = Ẑ(I − UU)(I − UU)Ẑ (3)
where Ẑ is the matrix obtained by subtracting the temporally
weighted mean to each column of Z. The temporally weighted
mean vector, μ is computed as
μ =
[
diag(1M×1)
]−1
Z. (4)
If only temporal weights are considered, i.e., the ele-
ments of  satisfy that ωij = ωkj ∀i, k ∈ [1, . . . ,M], j ∈
[1, . . . , N], then the weights can be expressed by a vector
tω = [ω1, . . . , ωN ] ∈ RN and (3) can be rewritten as
ξ˜ =
˜̂
Z

(I − UU)(I − UU)˜̂Z (5)
where ˜̂Z = √tωẐ. Then, the matrix U that minimizes ξ˜ is
composed by the K biggest eigenvectors of the covariance
matrix of ˜̂Z, and can be computed by performing singular
value decomposition on this matrix, i.e., SVD(˜̂Z) = UV,
as introduced in [43].
For introducing the incremental version, let us first note that
a scatter temporally weighted matrix SZ, defined as
SZ =
N∑
i=1
ωi(zi − μ)(zi − μ) (6)
differs from the weighted covariance matrix by only a scalar
factor, equal to
∑N
i=1 ωi. Therefore, eigenvectors of both ma-
trices are the same and eigenvalues are scaled by this factor,
which makes equivalent to work with the covariance matrix
or the scatter matrix, in terms of PCA. Let us now introduce
Lemma 1.
Lemma 1: Let Z(1) = [z(1)1 , . . . , z(1)N (1) ] and Z(2) =
[z(2)1 , . . . , z(2)N (2) ] be two data matrices; tω(1) = [ω
(1)
1 , . . . , ω
(1)
N (1) ]
and tω(2) = [ω(2)1 , . . . , ω(2)N (2) ] the weights corresponding to each
sample in Z(1) and Z(2), respectively; Z(1,2) = [Z(1)Z(2)] the
concatenation of matrices Z(1) and Z(2); and μ(1), μ(2) and
μ(1,2) the weighted means according to tω(1) and tω(2) of Z(1),
Z(2) and Z(1,2), respectively. Then, the weighted scatter matrix
Algorithm 1 Incremental Temporally Weighted PCA (ITWPCA).
Given U (1), (1), ‖tω(1)‖1, a forgetting factor f , and a new data matrix
Z(2), with its corresponding weights tω(2), ITWPCA computes U (1,2)
and (1,2) from the total set of data.
1: Compute temporally weighted mean vectors: μ(2) =
1
‖tω(2)‖1
∑N (2)
i=1 ω
(2)
i z
(2)
i and
μ(1,2) = f‖
tω(1)‖1
f‖tω(1)‖1+‖tω(2)‖1 μ
(1) + ‖
tω(2)‖1
f‖tω(1)‖1+‖tω(2)‖1 μ
(2)
2: Modify new data for considering weights and the rank-1
perturbation of Lemma 1:˜̂
Z
(2)
= [
√
ω
(2)
1 (z(2)1 − μ(2)), . . . ,
√
ω
(2)
N (2) (z(2)N (2) −
μ(2)),
√
‖tω(1)‖1‖tω(2)‖1
‖tω(1)‖1+‖tω(2)‖1 (μ(1) − μ(2))]
3: Compute orthogonal components of the modified new
data: ⊥ ˜̂Z(2) = orth(˜̂Z(2) − U(1)U(1) ˜̂Z(2))
4: Compute the new data matrix that will be considered for
SVD: R =
⎡⎣f(1) U(1) ˜̂Z(2)
0 ⊥ ˜̂Z(2)(˜̂Z(2) − U(1)U(1) ˜̂Z(2))
⎤⎦
5: Compute SVD(R) = U ′′V ′
6: Then, U(1,2) = [U(1) ⊥ ˜̂Z(2)]U ′ and (1,2) = ′.
of Z(1,2), SZ(1,2) , can be computed as
SZ(1,2) = SZ(1) + SZ(2)
+
‖tω(1)‖1‖tω(2)‖1
‖tω(1)‖1 + ‖tω(2)‖1 (μ
(1) − μ(2))(μ(1) − μ(2))
(7)
where SZ(1) and SZ(2) are the weighted scatter matrices of Z(1)
and Z(2), respectively, and ‖ · ‖1 denotes the 1-norm.
Its proof involves some arithmetic manipulations and can be
found in [52, Sec. 3.2]. The results of Lemma 1 tell us how to
express the temporally weighted scatter matrix of a big matrix
by means of the weighted scatter matrices of two submatrices.
Basically, the new scatter matrix is the sum of the other two,
and a rank-1 perturbation that depends on the difference of
means. This rank-1 perturbation can be taken into account by
adding a new column to the data matrix.
Therefore, the IPCA algorithm [18] can be adapted to
consider temporal weights as expressed in the incremental
temporally weighted PCA (ITWPCA) algorithm described in
Algorithm 1. These temporal weights modulate the contribu-
tion of every single sample to the computed PCA matrix. For
instance, a sample zi with a weight of 2 has the same impact
on the PCA than having twice zi in the data matrix.
III. Temporal and Spatial Weights in Visual
Tracking: The ITWVTSP Algorithm
In VT, object representations computed a priori, or with
some starting snapshots of the object of interest, are not
robust against appearance changes along time. Ross et al. [18]
introduced the incremental visual tracking (IVT) algorithm,
a VT algorithm where the object representation, built using
PCA on grayscale templates is constantly updated with the
samples of the object of interest obtained by the tracker. Fol-
lowing the same philosophy, we introduce here the ITWVTSP
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algorithm. This VT algorithm exploits the capacity of the
ITWPCA algorithm (introduced in Section II) for considering
temporal weights for the samples added to the incremental
PCA computation. The considered temporal weights are a
measure of the quality of the tracked sample. This allows
decreasing the impact on the PCA of bad quality tracked
samples, which reduces the risk of model drift and makes
the tracking more robust. Furthermore, we introduce spatial
weights to favour accuracy in some predefined regions of
the tracked objects, which increases tracking accuracy as will
be seen in the tests. If spatial weights are not considered,
which is equivalent to fixing them to one, the incremental
temporally weighted visual tracking (ITWVT) algorithm is
obtained. We start by introducing this algorithm in Section
III-A for afterwards introducing the “Spatial Penalty” capacity
in Section III-B.
Before describing in detail the ITWVTSP algorithm, let us
emphasize the objectives that are followed on its development.
1) Keep an updated model of the tracked object: The object
representation model of the tracked object is constantly
updated with new samples of the object. This keeps the
model constantly adapted to the current environmental
and object conditions.
2) Do not corrupt the model of the tracked object: A quality
measure of every tracked sample is computed. This
measure weights the contribution of the corresponding
sample to the object representation model, avoiding big
impacts of bad samples on the model.
3) Increase tracking accuracy on important regions of the
tracked object: A predefined mask can be used for
giving more importance to some regions of the tracked
object, such as, for instance, regions with rich texture
information. This is achieved by further penalizing the
tracking error on these regions, which produces a more
accurate tracking.
A. Incremental Temporally Weighted Visual Tracking (ITWVT)
Algorithm
A probabilistic interpretation of PCA [53] allows combining
the object representation of a target, computed using PCA,
with a particle filter approach for object localization. The
most appropriate appearance representation for this setup is a
rectangular template with affine transformations. In this case,
the state space is composed of the six parameters of an affine
transformation: translation (two parameters), rotation angle,
scale, aspect ratio, and skew direction. The particles, which are
placed in this 6-D space, represent a sample of the posterior
density function of the state given the observations. Their
behaviour is defined by two models: the dynamical model
and the observation model. The dynamical model defines the
dynamics between states, and the observation model defines
the weights of particles.
Let us denote by xk a point in the state space at time k. If no
particular assumption about the allowed motion of the particles
is taken, a Brownian motion can be considered. Hence, the
dynamical model, p(xk|xk−1), is defined as
p(xk|xk−1) ∼ N(xk; xk−1,) (8)
Fig. 2. Spatial weights used in the experiments. Brighter regions correspond
to high weight values, darker regions to spatial weights equal to 1.0. (a) “Spec”
spatial weights. (b) “Iso” spatial weights.
where  is a diagonal covariance matrix containing the
variances of the affine parameters (translation, rotation, scale,
aspect ratio, and skew direction).
In the context of PCA, the observation model gives a
measure of how likely an image region, expressed as a vector
zi ∈ RM , belongs to the subspace generated by the projection
matrix U, i.e., Span(U). A similar approach to condensation
[16] is adopted here, assigning as weight to the particles
directly their likelihood. Therefore, given an image patch zi,
a projection matrix U, a mean μ, and a diagonal matrix of
eigenvalues , then
log p(zi ∈ Span(U)) ∝ −(dit + diU) (9)
where dit is the Euclidean distance of zi − μ to the subspace
Span(U), and diU is the Mahalanobis distance within the
subspace, i.e., the symmetric bilinear form defined by the
inverse of the autocovariance matrix of the data. These two
distances can be computed as
dit =
1
σ2
(zi − μ)(I − UU)(zi − μ) (10)
where I denotes the identity matrix, and
diU = (zi − μ)U−1U(zi − μ). (11)
Note that since the principal components define a basis where
the data is uncorrelated, the autocovariance matrix reduces to
the diagonal matrix of eigenvalues . The σ2 term can be seen
as the average variance lost in the projection
σ2 =
1
N − Nb
N∑
j=Nb+1
λj. (12)
In this last equation, Nb denotes the index of the last consid-
ered eigenvector, N the total number of eigenvectors, and λj
the eigenvalue corresponding to the jth eigenvector. Therefore,
the weight of particle i at time step k before normalization is
defined as
wik = exp [−(dit + diU)]. (13)
For reducing the impact of bad samples of the tracked
object, the ITWPCA algorithm is used for updating the PCA
matrix. Let us introduce two measures of the quality of a
tracked sample. For the sake of simplicity, and without loss
of generality, images will be considered normalized, i.e., with
pixel values in the interval [0, 1].
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Fig. 3. Results obtained by the best run on the Dudek sequence of ITWVTSP/R-Spec with ε = 0.07 and sωmax = 1.8 (RMSE = 4.60px, see Table IV). The
Dudek sequence presents four critical moments, approximately around frame #210, around frame #370, between frames #700 and #1000, and at the end of
the sequence. In the first one, an occlusion of the face is generated with a hand (Fig. 3(c) and (d)). In the second one, the individual takes off his glasses,
generating a partial occlusion of the face (Fig. 3(f)). The third critical moment is caused by a displacement of the camera and the individual, together with
important out-of-the-plane rotations of the face (Fig. 3(h)–(l)). Finally, the video sequence ends with a profile view of the face. All these difficult situations are
correctly handled by ITWVTSP, producing a best RMSE 26% lower than the best RMSE of IVT (29% when comparing mean RMSE values). Furthermore,
the temporal weights are successfully reduced during these difficult situation (as can be seen in Fig. 3(m)), protecting the appearance model against bad
samples of the tracked object. (a) Frame #100. (b) Frame #200. (c) Frame #207. (d) Frame #214. (e) Frame #300. (f) Frame #370. (g) Frame #600. (h) Frame
#700. (i) Frame #800. (j) Frame #920. (k) Frame #945. (l) Frame #980. (m) Weights applied to each tracked sample of the Dudek sequence on the best run
of ITWVTSP/R-Spec. The frames that present an occlusion or the frames where the face is rotated out-of-the-plane are clearly noticeable (small weights).
The black arrows mark the position of the frames shown above.
Given a tracked patch expressed as a vector of pixel values
z = [z1, . . . , zM] ∈ RM , the reconstruction error (according to
the PCA matrix at this time step) gives information about the
distance between the tracked patch and the subspace generated
by the PCA. The difference between this patch and the PCA
mean gives also information about how far the new sample is
from the PCA subspace. Then, let us define the confidence on
the tracked patch at time step k, ck, as
ck =
{
1 − α
M
∑M
i=1 f (zi, ε), if
∑M
i=1 f (zi, ε) ≤ Mα
0, otherwise
(14)
where ε ∈ [0, 1], α ∈ R+ and two different options for f (zi, ε),
namely
f (zi, ε) = fR(zi, ε) =
{
1, if |(zi − μi) − z¯i| ≥ ε
0, otherwise
(15)
and
f (zi, ε) = fM(zi, ε) =
{
1, if |zi − μi| ≥ ε
0, otherwise
(16)
being z¯i the ith component of the vector z¯ = UU(z−μ). The
measure proposed in (14) gives more importance to the number
of pixels with a significant error (ε) than to the amount of the
error itself. Furthermore, samples with more than 100
α
% of the
pixels with an error higher than ε are discarded (ω = 0). This
strategy tries to penalize samples, containing big regions with
a significant amount of error (reconstruction error or distance
to the mean). Indeed, this is the typical situation when, for
instance, a region of the tracked object is occluded by another
object. The neutral value of α = 2 has been adopted in all the
tests, i.e., samples with more than 50% of the pixels with a
significant error are not considered in the PCA computation.
Depending on the context of the application, this value can
be decreased. However, a value too low (α too high) would
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Fig. 4. Results obtained with the IVT and the ITWVT/M algorithms on the Rockstar sequence. The eigenvectors show how the sunglasses corrupt the
appearance model computed using IVT, avoiding a correct tracking continuation after taking them off. In the case of ITWVT/M, the information of the
sunglasses has a much lower impact on the appearance model, as can be observed in the eigenvectors. This is achieved thanks to the low weight values
for the corresponding object samples. (a) IVT: Frame #50. (b) IVT: Frame #60. (c) IVT: Frame #80. (d) IVT: Frame #115. (e) IVT: Frame #130. (f) IVT:
Frame #150. (g) ITWVT/M: Frame #50. (h) ITWVT/M: Frame #60. (i) ITWVT/M: Frame #80. (j) ITWVT/M: Frame #115. (k) ITWVT/M: Frame #130.
(l) ITWVT/M: Frame #150. (m) Weights applied by the ITWVT/M algorithm to every tracked sample of the Rockstar sequence. The black arrows mark the
position of the frames shown above. The big changes of appearance caused by putting on and taking off the sunglasses are clearly detected by ITWVT/M,
approximately around frames #60 and #130, respectively. Indeed, weights around these frames are decreased to 0. After these changes, it can be observed
how weights are progressively increased, which allows a slow introduction of new information to the appearance model, without corrupting it.
generate a risk of being too restrictive when accepting new
samples on the PCA computation. This could easily get the
model unadapted to the object of interest.
B. Adding Spatial Weights: The ITWVTSP Algorithm
In a VT application, all the sensors that feed variables
(pixel sensors) are supposed to be identical, which makes
spatial weights in the PCA estimation process not as easy to
interpret as temporal weights. Indeed, this weighting would
give different importance to pixels depending on the pixel
sensor, while all sensors are supposed to be identical. In fact,
in VT the important thing is the accuracy in the tracking of
certain regions of the object of interest, not the accuracy of the
model for these regions. For instance, if a face is being tracked,
special care must be taken to correctly track the regions
containing more information (eyes, nose, and mouth), but a
correct delimitation of the cheek is not as important, in general.
Furthermore, contrary to temporal weights, spatial weights
cannot be added to the PCA computation by performing a
pre-processing of the input data. A way of computing a PCA
matrix taking into account spatial weights is by performing
an iterative optimization process on (3). This is the approach
adopted for instance in [44]. However, this is not well adapted
to a VT context, where performances close to real time and
bounded computation time per frame are required.
Let us propose here a way of achieving an increase of
the tracking accuracy of important regions of tracked objects,
without requiring a modification of the appearance model. This
can be accomplished by penalising the contribution of pixels
in important regions to the distances in (10) and (11), i.e., by
applying a spatial penalty to hypothesis. Let us define a vector
of positive values sω ∈ RM as the desired spatial weights, i.e.,
pixel weights. The higher the value applied to a pixel, the
higher the penalty applied to this pixel and therefore more
importance assigned to this pixel. Indeed, hypothesis fitting
better these more penalized pixels will be favored. Thus, let
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Algorithm 2 Incremental Temporally Weighted Visual Tracking
with Spatial Penalty (ITWVTSP). The target region (image of the
object in the first frame) is denoted by z0; N (2) denotes the size of
the processed blocks; f denotes the forgetting factor; and K denotes
the maximum number of considered eigenvalues.
1: μ = z0, n = 1, and U(1), (1), Z(2) and tω(2) are empty
2: Set sω to the desired spatial weights (by default, sω =
1M×1)
3: for every frame of the video do
4: Draw particles according to the dynamical model (8)
and the weight distribution of particles.
5: For each particle, compute its weight according to the
observation model and spatial weights ((17) and (18)).
6: Store in Z(2) the image region corresponding to the most
likely particle, and in tω(2) its PCA weight ((14))
7: if there are N (2) stored images in Z(2) then
8: if n < K, i.e., if the effective number of samples is
smaller than K then
9: All the samples are considered and with a temporal
weight equal one: tω(2)i = 1, ∀i = 1, . . . , N (2)
10: end if
11: Apply Algorithm 1 with ‖tω(1)‖1 = n, discarding the
eigenvectors that exceed K.
12: Set U(1) = U(1,2), (1) = (1,2) and n = fn + ‖tω(2)‖1
13: Empty the matrix Z(2) and the vector tω(2)
14: end if
15: end for
us redefine (10) and (11) by considering spatial weights as
dt =
1
σ2
(z − μ)s(I − UU)s(z − μ) (17)
dU = (z − μ)sU−1Us(z − μ) (18)
where s = diag(sω) is a diagonal matrix with the spatial
weights, and σ2 is defined in (12). The expression in (17) com-
putes a weighted Euclidean distance to the subspace generated
by the PCA, while (18) computes a weighted Mahalanobis
distance within this subspace.
The use of (17) and (18) for computing particle weights
takes into account the importance given beforehand to every
single pixel of the tracked region. This implies that the
values of individual pixels of every hypothesis have different
importance in the computation of the particle weight. However,
an important thing to have in mind is that an excessive increase
of the weight applied to certain pixels can render the tracking
algorithm unstable (as will be shown in Section IV).
In Algorithm 2, a detailed description of the complete pro-
posed visual tracking algorithm with incremental temporally
weighted PCA and spatial error penalty is shown. Note that by
fixing sω = 1M×1, we obtain the ITWVT algorithm. We denote
by “/R” the use of (15) and by “/M” the use of (16), i.e., for
instance we denote by ITWVT/M the ITWVTSP algorithm
using fM(z, ε) and sω = 1M×1.
IV. Tests and Results
We have performed several tests, on several video se-
quences, to the ITWVT and the ITWVTSP algorithms. For
Fig. 5. Several frames of the Poster sequence. The total sequence is com-
posed of 585 frames. (a) Frame #100. (b) Frame #161. (c) Frame #310.
showing the improvement obtained by the weighting strategy,
the results are compared with the results obtained by the
IVT algorithm introduced in [18].1 For a general comparison
against state-of-the-art algorithms, we compare our results
with the results obtained using the TLD algorithm introduced
in [15].2
All the common parameters between IVT, ITWVT, and
ITWVTSP are fixed to the same values, taken from those pro-
posed in [18], i.e., 600 particles, an eigenvector size of 32×32
pixels, a maximum number of 16 eigenvectors and a block
update of five images. We only increase slightly the forgetting
factor (from 0.95 to 0.97) since the temporal weights increase
the quality of the model and a longer memory is beneficial.
The standard deviations of the dynamical model (8) in all
the experiments are 9.0px for row and column displacements,
0.05 radians for rotation, 0.05 for scaling in the x direction,
0.001 for scaling in the y direction, and 0.001 radians for the
scaling angle defining x and y directions. These are similar
values to those proposed in the implementation of IVT. Since
IVT can be considered a particular case of ITWVT (fixing
ε to 1 in (14)), and ITWVT a particular case of ITWVTSP
(fixing sω to 1M×1), the use of the same common parameters
shows the improvement provided by the temporal weighting
in ITWVT and the spatial weighting in ITWVTSP. Note that
with these parameters, the implementation of ITWVTSP in
MATLAB runs at 7 frames per second in a laptop with a 2.0-
GHz processor.
With respect to TLD, the standard parameters provided in
the distributed implementation are used.
For visualization of the tracking results, we use the same
template as in [18]: the first row contains the current frame
with the tracked region, the second row contains the mean, the
tracked window, the reconstruction error and the reconstructed
image, and finally, the third and fourth rows contain the first
ten eigenvalues (Figs. 3, 4, 8–10).
The performed experiments are divided into two groups. In
the first group, there are experiments performed on labeled
video sequences, i.e., video sequences with a ground truth.
In these experiments, quantitative performance scores are
computed to show the performance of the algorithms. In the
second group, the proposed algorithms are applied to several
unlabeled video sequences in a variety of tracking applications,
to show the polyvalence of ITWVT and ITWVTSP.
Note that given the implicit stochasticity of all the algo-
rithms (IVT, TLD, ITWVT, and ITWVTSP) each quantitative
1Implementation available at http://www.cs.toronto.edu/˜dross/ivt/ (last vis-
ited in May 2012).
2Implementation available at http://info.ee.surrey.ac.uk/Personal/Z.Kalal/tld.html
(last visited in May 2012).
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Fig. 6. Distances between the first eigenvector at frame 100 and the first eigenvector computed using IVT (solid line), ITWVT/R (dashed line) and ITWVT/M
(dotted line) at subsequent frames. It can be observed that the deviation from the model before introducing occlusions is lower when ITWVT/R or ITWVT/M
are used.
Fig. 7. Weights applied to the samples of the poster in the Poster sequence using ITWVT/M and ITWVT/R. The abrupt reductions of temporal weight
values correspond to frames where the poster is occluded (Fig. 5(b) and (c) for two examples). (a) ITWVT/M. (b) ITWVT/R.
Fig. 8. Example of Pedestrian tracking using ITWVTSP/R-iso (ε = 0.12 and sωmax = 3.2) on the sequence S1-T1-C Camera 3 of the PETS2006 Dataset.
(a) Frame #1020. (b) Frame #1039. (c) Frame #1059. (d) Frame #1064. (e) Frame #1069. (f) Frame #1079. (g) Weights applied to each frame. The black
arrows mark the position of the frames shown above. The partial occlusion generated by a pedestrian walking in the opposite direction (around frame #1064)
can be observed in the weights, which are reduced up to less than 0.2.
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Fig. 9. Example of vehicle tracking using ITWVTSP/R-iso (ε = 0.07 and sωmax = 2.0). The vehicle passes under a bridge between frames #190 and #240,
approximately (Fig. 9(b)). This causes a sudden change on the appearance of the tracked vehicle during the above-mentioned frames. ITWVTSP correctly
detects this appearance change and reduces the temporal weights of the corresponding samples (Fig. 9(g)), protecting the appearance model of bad samples
while pursuing the tracking without problems. Two more sudden changes of appearance are present in the video sequence, around frame #305 (Fig. 9(d)) and
around frame #430. In this case, the changes are caused by strong shadows and are also correctly handled by ITWVTSP. (a) Frame #1. (b) Frame #100. (c)
Frame #200. (d) Frame #300. (e) Frame #500. (f) Frame #650. (g) Weights applied to each frame. The black arrows mark the position of the frames shown
above.
score is computed considering the results of ten independent
runs of the corresponding algorithm.
A. Labeled Video Sequences
The Dudek sequence [54] is a very challenging video
sequence where the tracking of a face can be performed. The
sequence consists of 1145 frames with changes in the tracked
object, the camera position, and the illumination (see Fig. 3).
It is publicly available, together with the ground truth of seven
manually labeled points on the face, which makes it widely
used for quantitative comparisons between tracking algo-
rithms. Indeed, the root mean squared error (RMSE) in pixels
of the tracked points with respect to the real ones (ground
truth) can be computed to quantify the tracking accuracy. In
our tests, the runs that produce a mean RMSE among all the
frames bigger than 10.0px are considered losses of track, and
therefore not taken into account in the RMSE statistics.
Ten runs of IVT have been performed on this sequence.
The best run produces a RMSE of 6.23px, and among the ten
runs, five are considered losses of track (RMSE > 10.0px).
The complete statistics are shown in the first row of Table IV.
The ITWVT algorithm has two variants, depending on the
use of (15) or (16). Both variants are controlled by one
additional parameter with respect to IVT, the ε parameter in
the above-mentioned equations. For fixing this parameter, 25
different values of ε ∈ [0.01, 0.9] have been tested, launching
ten independent runs on the Dudek sequence for each one
of them. ITWVT/M and ITWVT/R produce very similar
results, with small variance among runs with ε ∈ [0.02, 0.12]
(Table I). This is due to the fact that small values of ε
produce low temporal weights, avoiding a good adaptation of
the model to the tracked face, while big values of ε produce big
weights, making the performance similar to IVT (in terms of
RMSE and number of track losses). For ε ∈ [0.02, 0.12], the
compromise between good model adaptation and corruption
avoidance seems to be satisfied for the Dudek sequence.
A reasonable value for the error threshold is ε = 0.07. For
this value, ITWVT/M obtains a best run with RMSE = 5.65px
and ITWVT/R a best run with RMSE = 5.86px, both with only
one out of the ten runs losing the track. This shows how the
addition of the temporal weight (with respect to IVT) improves
the tracking (lower RMSE) at the same time that makes it more
robust (less losses of track). Although the performances of
ITWVT/R and ITWVT/M are similar, comparing the obtained
temporal weights it can be observed that weights obtained
using the reconstruction error are more consistent. Indeed, only
frames with an occlusion or high out-of-plane rotations of the
face present a clearly reduced weight in ITWVT/R.
Let us note that the value of ε is application specific.
Indeed, the appearance of a rigid object changes slightly,
which allows fixing a more restrictive (smaller) ε. On the
contrary, a deformable object, such as a pedestrian, changes
its appearance considerably, which forces to fix ε to higher
values if we want to avoid unjustified small temporal sample
weights. Faces are somehow in between highly deformable
objects and rigid objects, which makes ε = 0.07 an appropriate
candidate value when no information about the application
is available.
Once ε is fixed to 0.07, the sω vector has to be defined to
use ITWVTSP. Two different vectors have been designed for
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Fig. 10. Example of night vehicle tracking using ITWVTSP/R-iso (ε = 0.12 and sωmax = 2.0). In this sequence, the illumination of the scene is constantly
bad, without any worsening nor improvement (Fig. 10(a)–(d)). ITWVTSP correctly tracks the vehicle during the whole sequence, applying similar temporal
weights to all the samples, as expected (Fig. 10(e)). (a) Frame #1. (b) Frame #150. (c) Frame #300. (d) Frame #390. (e) Weights applied to each frame. The
black arrows mark the position of the frames shown above.
the tests. The first one assigns a high weight value to pixels
on important regions of the face and 1.0 to the rest [Fig. 2(a)].
We call these weights the “spec” spatial weights and denote its
use by “-spec”. The second one is a two-dimensional Gaussian
shape centred in the middle of the patch [Fig. 2(b)]. We call
these weights the “iso” spatial weights and denote its use by
“-iso.” The “iso” spatial weights consider that pixels far from
the boundary of the tracked object are more important. Both
weight vectors, “spec” and “iso,” can be defined by means of a
single parameter (sωmax), which is the value of the maximum
spatial weight (the minimum is always 1.0).
Following the same procedure than before, for each vari-
ant of the algorithm (ITWVTSP/M-spec, ITWVTSP/M-iso,
ITWVTSP/R-spec and ITWVTSP/R-iso), ten independent runs
have been performed on the Dudek sequence for 12 different
values of sωmax ∈ [1.2, 3.4]. For values of sωmax > 2.0 using
“spec,” the algorithm starts to be unstable, producing more
losses of track than correct tracking among the ten performed
runs. For the “iso” spatial weights, the gradual transition of the
weights makes the algorithm more stable, allowing to go up
to sωmax = 3.2. Good values for the maximum spatial weights
are 1.8 for “spec” and 3.2 for “iso,” although smaller values
can be used if we want to minimise the risk of loss of track
due to excessive spatial penalty. The complete statistics of the
obtained results are shown in Table II for ITWVTSP/M, and
in Table III for ITWVTSP/R. The results obtained by the best
run of ITWVTSP/R-Spec with ε = 0.07 and sωmax = 1.8 are
shown in Fig. 3.
A comparison of the results obtained by IVT; ITWVT
with ε = 0.07; ITWVTSP/M-iso and ITWVTSP/R-iso with
ε = 0.07 and sωmax = 3.2; and ITWVTSP/M-spec and
ITWVTSP/R-spec with ε = 0.07 and sωmax = 1.8 is shown
in Table IV. As it can be observed, the ITWVTSP algorithm
produces a considerable better tracking performance than IVT
with, at the same time, an increased robustness (two out
of ten track losses for ITWVTSP against five out of ten
for IVT). The statistics using TLD are not shown in this
table because all the runs produce a RMSE higher than
10.0px. Indeed, TLD tends to enlarge or reduce the tracked
region on the Dudek sequence, which causes a displacement
on the template of the tracked points and therefore a high
RMSE value.
For testing the algorithms in a real situation with partial
occlusions, we recorded the Rockstar sequence. This sequence
is composed of 171 frames and shows a human being in
front of the camera. At a certain moment, the recorded
person puts on a pair of sunglasses that he takes off later.
These sunglasses generate an occlusion of the eyes of the
subject, which is an important part of the face clearly coded
in the appearance model. The distance between the face
of the subject and the camera, and therefore its size in
the image, remains almost constant during the whole video.
This allows to label the ground truth of the sequence by
displacing the starting bounding box that contains the face,
to keep eyes, nose and mouth centred along the whole video
sequence. This has been done manually for generating the
ground truth.
Ten runs of TLD, IVT, ITWVT/{M,R} and ITWVTSP/
{M,R}-{iso,spec} have been performed on this sequence. For
temporal weights, ε has been fixed to 0.07, and for spatial
weights a conservative approach has been adopted, taking
sωmax = 2.0 for “iso” and sωmax = 1.6 for “spec”. Precision
and lost track ratio scores [10] have been computed for all the
algorithms. The results are shown in Table V. For computing
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TABLE I
Statistics of the Obtained Results on the Dudek Sequence Using ITWVT/M and ITWVT/R Varying ε
ε Value ITWVT/M ITWVT/R
Losses of Track RMSE Losses of Track RMSE
Mean Worst Best StdDev Mean Worst Best StdDev
0.01 3 8.4058 9.7601 7.6145 0.7917 2 6.4237 9.0563 5.4594 1.3503
0.02 2 6.3769 7.7979 5.8036 0.6203 0 7.1984 7.8388 6.3539 0.5411
0.03 3 6.2378 7.3919 5.6531 0.6865 0 6.7750 7.3613 6.3504 0.3254
0.04 0 7.3831 8.4052 6.5772 0.5698 0 6.3040 7.0071 5.9941 0.3099
0.05 0 7.2318 8.3727 6.4899 0.5656 0 6.5492 7.3757 6.0981 0.4334
0.06 0 7.0817 8.3856 6.4095 0.5787 0 6.5031 7.2581 5.8174 0.3876
0.07 1 6.5527 7.5133 5.6537 0.6473 1 6.6765 7.8109 5.8645 0.7013
0.08 0 6.5587 7.2342 6.0085 0.3791 1 6.7496 7.4763 6.1413 0.4116
0.09 1 6.3484 6.9601 5.8681 0.3763 2 7.3782 9.6218 6.4713 1.0165
0.10 2 6.5412 7.0748 5.6764 0.5273 4 6.5855 7.0886 6.2977 0.2958
0.12 1 6.6076 7.0852 6.2457 0.3150 1 6.9439 8.0860 6.1087 0.6061
0.14 1 6.8099 7.5038 6.2408 0.4458 3 7.0105 8.7338 6.1794 0.8975
0.16 3 6.4705 6.8153 6.1707 0.2097 2 7.2846 8.8147 6.1709 0.9767
0.18 4 7.2468 8.5889 6.1936 0.8449 4 6.6198 8.1372 6.1489 0.7598
0.20 3 6.5875 7.2460 5.6807 0.5313 4 6.9906 7.8886 6.1627 0.7460
0.25 4 6.7973 7.3008 6.1397 0.4934 2 7.1186 8.9511 6.0767 0.8914
0.30 3 7.0953 9.9336 5.9823 1.3220 2 7.0153 8.7097 6.0319 0.8136
0.35 0 7.0374 8.4965 6.3425 0.7452 4 6.9057 7.4181 6.6161 0.2888
0.40 5 6.8801 7.5075 6.3805 0.5100 5 6.8099 7.5384 6.1242 0.5307
0.45 1 6.8813 8.0999 6.2154 0.5896 3 6.7475 7.5293 5.7280 0.5996
0.50 5 6.4757 7.0297 6.0850 0.3577 6 6.8891 7.9685 6.0177 0.8847
0.60 1 6.9352 8.0884 6.2065 0.6743 1 6.7079 7.4916 5.7971 0.5352
0.70 3 6.5571 7.5610 6.0677 0.5217 3 6.6355 7.2467 6.2273 0.3910
0.80 4 6.6718 7.2075 6.3131 0.3549 5 6.7616 7.5518 6.0889 0.6239
0.90 5 7.9066 9.9127 6.2822 1.4074 3 7.0418 7.9330 6.3948 0.6415
TABLE II
Statistics of the Obtained Results on the Dudek Sequence Using ITWVTSP/M-Spec and ITWVTSP/M-Iso
With ε = 0.07 and Varying sωmax
Max Spatial Weight ITWVTSP/M-Spec ITWVTSP/M-Iso
Losses of Track RMSE Losses of Track RMSE
Mean Worst Best StdDev Mean Worst Best StdDev
1.2 3 6.1157 6.5954 5.6980 0.3029 1 6.3395 7.3405 5.6972 0.4703
1.4 2 5.8037 7.2448 5.1832 0.6446 1 6.0340 6.7508 5.7090 0.3229
1.6 1 5.2282 6.0723 4.9648 0.3404 0 6.0685 6.5282 5.6664 0.2504
1.8 2 5.2210 5.9466 4.7596 0.3755 0 5.8406 6.7670 5.2946 0.4247
2.0 5 4.9565 5.1429 4.7190 0.1765 0 5.6698 6.3455 5.3115 0.3508
2.2 6 5.2040 5.8718 4.8028 0.5013 0 5.7224 6.1170 5.2639 0.2684
2.4 6 4.9988 5.5915 4.7908 0.3953 2 5.7545 6.3612 5.2255 0.3813
2.6 4 5.6069 8.7299 4.7570 1.5463 1 5.5202 6.2085 5.1877 0.3344
2.8 6 5.3201 5.8650 4.7597 0.4560 1 5.6210 6.7804 5.0467 0.5699
3.0 7 5.7216 7.3102 4.7601 1.3859 1 5.6613 6.3716 5.3092 0.3519
3.2 8 5.0908 5.1136 5.0680 0.0322 2 5.4659 6.2991 4.9586 0.4604
3.4 9 8.5606 8.5606 8.5606 0.0000 8 5.3848 5.7800 4.9896 0.5589
TABLE III
Statistics of the Obtained Results on the Dudek Sequence Using ITWVTSP/R-Spec and ITWVTSP/R-Iso
With ε = 0.07 and Varying sωmax
Max Spatial Weight ITWVTSP/R-Spec ITWVTSP/R-Iso
Losses of Track RMSE Losses of Track RMSE
Mean Worst Best StdDev Mean Worst Best StdDev
1.2 0 5.8092 6.5682 5.1404 0.4489 1 6.5534 7.2461 6.0495 0.4174
1.4 0 5.7330 6.7432 5.1634 0.5469 3 6.7407 9.3743 5.6009 1.2095
1.6 0 5.3833 6.5522 4.6985 0.5362 2 6.2685 7.2531 5.4140 0.6783
1.8 2 4.8869 5.4463 4.5969 0.2637 1 6.2240 9.6946 5.0292 1.3994
2.0 2 5.1666 5.9561 4.7369 0.3956 0 5.5857 5.9252 5.0960 0.2718
2.2 5 5.3154 5.6749 4.8982 0.2972 0 5.3548 5.9136 4.6412 0.4747
2.4 6 6.4246 7.3709 5.5164 0.9404 0 5.2664 6.4271 4.7385 0.4663
2.6 5 5.9692 7.2687 5.5126 0.7376 0 5.2294 5.5833 4.8788 0.2327
2.8 4 6.0234 8.3291 5.3102 1.1399 0 5.2520 5.9808 4.9387 0.3533
3.0 2 7.0825 9.8382 5.5355 1.5283 0 5.0500 5.3742 4.6198 0.2461
3.2 2 6.1169 7.2153 5.1857 0.8506 2 5.2135 5.6375 4.6927 0.3145
3.4 5 6.5191 7.3183 5.2347 0.8819 8 5.4944 5.8743 5.1145 0.5372
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TABLE IV
Statistics of the Obtained Results on the Dudek Sequence. The Parameters Are ε = 0.07, sωmax = 3.2
for ‘‘iso’’ and sωmax = 1.8 for ‘‘spec’’
Algorithm Losses of Track Mean RMSE Worst RMSE Best RMSE StdDev RMSE
IVT 5 6.8702 7.2790 6.2324 0.3964
ITWVT/R 1 6.6765 7.8109 5.8645 0.7013
ITWVT/M 1 6.5527 7.5133 5.6537 0.6473
ITWVTSP/M-iso 2 5.4659 6.2991 4.9586 0.4604
ITWVTSP/M-spec 2 5.2210 5.9466 4.7596 0.3755
ITWVTSP/R-iso 2 5.2135 5.6375 4.6927 0.3145
ITWVTSP/R-spec 2 4.8869 5.4463 4.5969 0.2637
TABLE V
Obtained Results on the Rockstar Sequence
Algorithm Precision Lost Track Ratio
Best Worst Mean St.Dev. Best Worst Mean St.Dev.
IVT 0.9064 0.3392 0.6526 0.1877 0.0 0.1637 0.0965 0.0831
TLD 0.6260 0.3493 0.5598 0.0833 0.1053 0.2398 0.1632 0.0671
ITWVT/R 0.9591 0.3392 0.8474 0.1859 0.0 0.0117 0.0012 0.0037
ITWVT/M 0.9708 0.7661 0.9129 0.0739 0.0 0.0760 0.0111 0.0241
ITWVTSP/M-iso 0.7895 0.3509 0.6018 0.1239 0.0 0.1579 0.0287 0.0518
ITWVTSP/M-spec 0.9532 0.7602 0.8111 0.0753 0.0 0.0877 0.0322 0.0391
ITWVTSP/R-iso 0.8187 0.3333 0.5468 0.1752 0.0 0.1579 0.0503 0.0744
ITWVTSP/R-spec 0.9825 0.6842 0.7754 0.0813 0.0 0.1637 0.0830 0.0733
The parameters are ε = 0.07, sωmax = 2.0 for “iso” and sωmax = 1.6 for “Spec.”
precision score, the intersection over union criterion, with a
threshold value of 0.8, has been used. For the lost track ratio,
dice error with a threshold value of 0.8 has been employed.
The results show clearly the better performance of the family
of algorithms introduced (ITWVT and ITWVTSP). However,
the negative impact in this case of the spatial penalty can be
observed too. Indeed, the persistence of the partial occlusion
in an important region (the eyes) seems to have a negative
effect in the performance due to spatial weights, although
it is anyway better than with IVT and TLD. These two
algorithms suffer from a displacement of the tracked region
while the subject is wearing the sunglasses, which causes
the bad precision and lost track ratio scores. Some selected
frames of the best run using IVT and ITWVT/M are shown in
Fig. 4.
B. Unlabeled Video Sequences
In Fig. 5, several frames of the poster sequence are shown.
In this sequence, a poster is recorded while several partial
occlusions are generated. The total sequence is composed of
585 frames, and during the first 100 frames there are no
occlusions. In order to see the effect of temporal weights,
we compute the deviation from the “correct” first eigenvec-
tor that these occlusions introduce when IVT, ITWVT/R or
ITWVT/M is used. As “correct” eigenvectors we consider
the eigenvectors at frame 100, with a forgetting factor fixed
to 1.0 and the temporal weights up to frame 100 equal
to 1.0. Note that the first eigenvector is the one with the
highest eigenvalue, and therefore the most important one for
computing particle weights (13). The deviation is computed
as the distance between the first “correct” eigenvector and
the first eigenvectors given by each algorithm. In Fig. 6, a
plot of these distances is given, showing that ITWVT/R and
ITWVT/M keep the eigenvectors closer to those before the
occlusions start. As commented before, ITWVT/M produces
smaller sample weights (Fig. 7), which makes the distances
slightly smaller than with ITWVT/R.
Finally, to show the polyvalence of the algorithms presented
here, we have performed several experiments in two other
tracking applications: pedestrian tracking and vehicle tracking.
The videos present very deformable objects, in the case of
pedestrian tracking, and very hard illumination conditions, in
the case of vehicle tracking, but they do not present partic-
ular difficulties in terms of partial occlusions, which makes
that similar performances are obtained using ITWVT and
ITWVTSP. Here we show the results with ITWVTSP/R-iso.
In Fig. 8, the tracking of a subject in sequence S1-T1-C
of Camera 3 of the PETS2006 Dataset3 is shown. Given the
variability on the appearance of a pedestrian, mainly due to the
legs, we use an “iso” spatial weighting strategy but with the
Gaussian shape displaced toward the upper part of the patch.
This gives more importance to the body of the pedestrian than
to his legs. The maximum spatial weight used is sωmax = 3.2
and the noise threshold ε = 0.12. We use the higher boundary
of the values of ε proposed in Section IV-A due to the high
deformability of the tracked object.
V. Conclusion and Perspectives
In this paper, we introduced an incremental PCA algorithm
with weighted samples, the incremental temporally weighted
PCA (ITWPCA) algorithm. This algorithm can be used in any
3Available at http://www.cvg.reading.ac.uk/PETS2006/data.html (last vis-
ited in May 2012).
910 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 23, NO. 5, MAY 2013
application requiring an incremental computation of a PCA,
due to either computational requirements or the lack of the
whole dataset at the beginning. The capacity of this algorithm
for weighting the contribution of samples can be used for
minimizing the impact of outliers in the computed PCA.
Using this algorithm, a robust VT algorithm capable of being
constantly adapted to the tracked object, while trying to avoid
model drift, was also developed: the ITWVTSP algorithm.
This algorithm considered temporal weights for penalizing bad
quality samples added to the object representation model, and
spatial weights for giving more importance to some predefined
regions of the tracked object. Note that, in the paper, we
denoted by ITWVT, the ITWVTSP algorithm with the spatial
weights fixed to 1. The combination of these two weighting
strategies produced an improvement in terms of RMSE values
on the test sequences of around 26% (Table IV). When
comparing precision and lost track ratio scores, the increase
of the robustness given by these weighting strategies is also
clearly noticeable (Table V).
Several alternatives for the computation of temporal weights
and spatial penalty were introduced, producing a family of
VT algorithms. All the alternatives were tested on challenging
video sequences, showing their good performance compared to
state-of-the-art techniques, and their polyvalence with respect
to the scenario of application. Indeed, the algorithms were
applied to face tracking, pedestrian tracking, vehicle tracking,
and on the tracking of a rigid and static object (the poster).
On video sequences where the tracked object was labeled, the
superiority of the proposed approach against state-of-the-art
techniques was clearly shown by means of RMSE, precision,
and lost track ratio. The performed tests also allowed defining
intervals for the values of the parameters that managed the
proposed algorithms.
ITWVTSP considers two weighting strategies: the temporal
weighting of samples and the spatial penalty of hypothesis.
With respect to the temporal weighting, a more in-deep inter-
action between the particle filter and the weighting strategy
arises as an interesting future line of research to be explored.
Indeed, the weights of the particles seemed to be a good source
of information about the quality of the tracking and therefore
could be used for modulating the contribution of samples to
the PCA. With respect to spatial weights, in the Rockstar
sequence we saw that changes in the appearance of the tracked
object in spatially important regions can decrease the perfor-
mance of ITWVTSP compared to ITWVT. This suggested
the study of dynamical spatial penalty strategies. Indeed,
reconstruction error gave valuable spatial information about
changes of the object appearance. This information could
be used for adapting dynamically the values of the spatial
weights.
In Figs. 9 and 10, a vehicle tracking is performed. In the
first sequence, the tracked vehicle experiences extreme and
sudden changes in its illumination, which can be observed in
the temporal weights going to zero. In the second sequence,
recorded at night, the illumination is considerably bad during
the whole sequence, but without any significant variation of
the conditions. This can also be observed in the weights, which
are around the same values during the whole sequence.
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