We describe a generalised method for ellipsoid fitting against a minimum set of data points. The proposed method is numerically stable and applies to a wide range of ellipsoidal shapes, including highly elongated and arbitrarily oriented ellipsoids. This new method also provides for the retrieval of rotational angle and length of semi-axes of the fitted ellipsoids accurately. We demonstrate the efficacy of this algorithm on simulated data sets and also indicate its potential use in gravitational wave data analysis.
a fast 3D ellipsoid based gait recognition algorithm using a 3D voxel model, (c) galaxies are often modelled as 3-dimensional ellipsoids whose parameters are determined from images recorded by telescopes. Compère et al. [3] have recently proposed a three-dimensional galaxy fitting algorithm to extract parameters of the bulge, long bar, disc and a central point source from broadband images of galaxies.
Several techniques exist for fitting ellipsoids to a set of data points and can be broadly classified into projection based algorithms [4] , [5] and nonlinear optimisation based surface fitting algorithms [6] , [7] . Projection based fitting algorithms are also further organised into two categories: namely, orthographic and line integral based.
The basic idea in orthographic projection is to use matrix operators to project a 3D shape onto planes. For the case of a 3D ellipsoid, three different orthographic transformations are possible along three orthogonal planes, and projected shapes are 2D ellipses. If the parameters of the projected ellipses are deciphered, then 3D rotation between two successive projections can be detected after characterising the variations of the semi-axes length and the orientation of the projected ellipses.
On the other hand, the line integral projection based methods commonly use projection contours to reconstruct ellipsoids. The general second-degree equation of an ellipsoid is used to construct the line integral projection model. One of the shortcomings of such methods is that one needs prior information about the projected ellipses to determine the angle and axis of rotation accurately.
In nonlinear optimisation techniques for fitting ellipsoidal surfaces, the latter is modelled as a bounded surface through a family of polynomials which are then fitted using standard nonlinear optimisation methods. The problem with such techniques is that due to high non-linearity of the model, the optimal solution may get stuck in local solutions leaving the resulting surface unbounded.
Therefore the proper solution can not guarantee closed bounded solution of the desired surface. To overcome this problem Li et al. [8] have prescribed an algorithm to obtain closed form of the resulting ellipsoidal surface by providing an additional constraint. The fitting algorithm works robustly for ellipsoids whose short radius is at least half of their major radius and for which the semi-axes of the model ellipsoid are aligned along the co-ordinates. More recently, Ying et al. (2012) [9] have proposed a least-square ellipsoid fitting algorithm by extending the 2-dimensional ellipse fitting algorithm given by Fitzgibbon et al. [10] .
In this work, we propose a stable algorithm that can fit an ellipsoidal surface to a given set of data points and can detect the rotational angle as well as semi-axes length with significant improvement over Li (2004) [8] . The new method is applicable even to extreme cases where the ellipsoid is highly elongated and arbitrarily oriented to a rigid frame of reference. Our primary motivation is to extend their idea in such an algorithmic form, which can produce the best fit for any kind of the ellipsoidal surface. Also, we describe a method for the retrieval of the orientation of such ellipsoids without May 2, 2017 DRAFT assuming any prior information.
This paper is organised as follows: In Section-II, we present a concise description of Li et al. [8] , establishing the notation used in this article and highlighting the salient features of their algorithm.
Section-III describes our proposed method based on the general equation of an ellipsoid. In section-IV, we describe the algorithm for retrieval of the orientation of the reconstructed ellipsoid, followed by a demonstration of the efficacy of our method using synthetic data. We then present a case study where this approach is applied to the field of gravitational wave data analysis in Section-V.
Finally, we make some general comments on the results obtained in this paper.
II. PREVIOUS WORK:
The general equation of the second degree in three variables (x, y, z) representing a conic is given by:
As shown in [8] , Eq. (1) represents an ellipsoid under the constraint
where
and k is a positive number. For ellipsoids with comparable semi-axes lengths, k ∼ 4.
.,N} be the coordinates of N points with respect to a fixed frame of reference XY Z (refer Figure 1b) to which an ellipsoid is to be fitted. Further, let the ellipsoid be arbitrarily oriented in this frame. For every point p i , one defines a column X i of the design matrix D as:
To fit an ellipsoidal surface, each data point must satisfy the quadratic Eq. (1) with the constraint defined in Eq. (2). The algebraic distance Ω between the model and the set of data points defined as,
must be minimized with respect to v in order to find the best fit, where
May 2, 2017 DRAFT is the set of unknown parameters whose values are to be determined. Therefore the ellipsoid fitting problem can be mapped to an optimisation problem that can be solved using standard least square methods.
It is obvious that Eq. (1) can be written in matrix form as the following system of linear equations:
in terms of the design matrix D = (X 1 , X 2 , ..., X i ) of order 10 × N , where N ≥ 10. The geometric distance above can also be written in matrix form as Ω = ||Dv|| 2 = v T D T vD, which is to be minimized subject to the constraint given in Eq. (2) . The latter can also be written in matrix form as
The Lagrangian of this optimization problem is defined as,
where λ is the scalar Lagrange multiplier. Using the standard Lagrange multiplier method [11] , we set ∂L/∂v = 0 and ∂L/∂λ = 0 leading to
and
respectively.
Eq. (11) is in the form of a generalized eigenvalue equation which can be solved for λ and v. The eigenvectors and corresponding eigenvalues can be used to determine the semi-axes length and its orientation as explained later in this paper. The optimal value of the parameter k in Eq. (2) depends on the input data set: for a given data set; the optimisation leads to the correct value of k which is to be determined iteratively. Under this paradigm, a quadratic surface is deemed to be an ellipsoid if its intersection with any random plane is an ellipse. Incorporating this idea leads to some modifications to the constraint without any loss of generality, in which case, the number of unknown parameters further reduces to 6. Thus a minimum of six unique data points is sufficient to find v unambiguously.
Eq. (1) can be written in matrix form as:
A = x y z .
The Fisher information matrix K is constructed from the elements of v, and our aim in fitting the ellipsoid is to reconstruct this matrix robustly from the given data points. The eigenvectors of K are aligned along the principal directions of the ellipsoid. Off-diagonal terms signify cross-correlation among the variables and allude to the fact that these axes are not aligned along the rigid frame of reference XY Z. Conversely, f = g = h = 0 implies that principle axes of the ellipsoid are aligned along the rigid frame of reference.
Starting from an initial estimate, we aim to find a conformal transformation through a rotation matrix R in an iterative fashion, in which K becomes diagonal. Note that rotation matrices must be orthogonal, i.e. RR T = I.
An initial estimate of K can be made by using the fact that the Fisher information matrix is equal to the inverse of the data covariance matrix. Uniform sampling of data points over the ellipsoid can lead to a good initial estimate of K by this method, but pathological cases may arise when all the data points are sampled from a narrow region on the ellipsoidal surface. In the latter case, the inverse of the data covariance matrix (if it exists) may not be a good initial estimate of K. The corresponding R is constructed from the eigenvectors of K.
Alternatively, R can be constructed from a random positive definite matrix G ∈ N (0, 1) in such a way that each column of R is formed from the eigenvectors of the covariance of G. prior information is assumed about the way in which data points are sampled from the surface, it is advisable to initialise R using the random matrix method.
In a single iteration of this algorithm, R is used to project the data points which are then used to find the best fitting ellipsoid using the method of least squares as outlined in Section II. This process leads to the best fit K whose eigenvectors are used to further refine R. This process continues until the desired termination criteria are met. In the process, the fixed axes XY Z undergoes a series of successive conformal transformations until it aligns with the principal directions of the ellipsoid. The successive updates to R are recorded and used to reconstruct K in XY Z by applying an inverse transformation:
The steps of this method are given in Algorithm 1 and illustrated in Figure 1 .
A. Convergence criteria
As stated above, the iterative algorithm proceeds by projecting the data points through a succession of conformal transformations until K becomes diagonal. At convergence, the off-diagonal terms f, g, h become nearly zero, and the trace of the eigenvector matrix 1 of K is nearly equal to 3.
The initial estimate of R may be quite off the mark in which case; the least square fitting algorithm may require an enormous value of k in the constraint equation Eq. (2) for meeting the least-square convergence criteria. It can even lead to a failure to find the optimal least square solution. This can be solved by restricting k: 4 ≤ k ≤ k max to a maximum upper limit k max ∼ 10 10 . As a consequence, 1 Eigen vector matrix refers to the matrix whose columns are the eigenvectors in a decreasing order of the eigenvalues May 2, 2017 DRAFT the least square ellipsoid fittings in the early stages of the iterative algorithm may be sub-optimal, but it does not affect the outcome. As successive conformal transformations are applied, one requires progressively smaller values of k for convergence at every iteration. Restricting k to an upper limit also makes it computationally more efficient.
If the ellipsoid is aligned along fixed frame, then an initial choice of R = I 3×3 will further reduce the number of iterative transformations to a one step fitting problem.
B. Efficient retrieval of orientation angles
A general Euler rotation matrix is of the following form.
This matrix can be factorized as a product of rotations in the following sequence:
where α, β, γ represents the Euler angles corresponding to X, Y , and Z axes respectively. The elements R ij of R represent a specific function of the Euler angles as given in Eq. (19) . These functions can be inverted to solve for α, β, γ. Note that these are an overdetermined set of 9 equation in 3 unknowns. We may use any three to solve for the Euler angles and use the others for consistency check.
As we do not assume any prior information about the orientation and shape of the ellipsoid, we initialize R randomly which undergoes a series of refinements through the iterative fitting procedure.
At the end of this fit, the fixed frame XY Z when transformed through R aligns itself along the ellipsoid axes. However, this alignment can happen in 6 different ways. This is easily understood from Figure 1a -the transformed X-axis can align along ±X 1 or ±Y 1 or ±Z 1 directions. The convention used for determining the Euler angles [12] is such that the transformed X axis lies along the principal X 1 direction of the ellipsoid. Therefore, as highlighted in Algorithm 2, one must scan 
// Estimate of semi-axes 22 Return:Â,B,Ĉ, R, K a lsqConv is the converge criteria for least-square ellipsoid fit for given k as given in Eq. (2) b The conv. criteria tested refers to those in Section-IIIA Algorithm 2: Sub-routine to calculate Euerler angles from given rotation matrix R and data {p i }. Input: {p i }, R.
return (α,β,γ) The proposed algorithm is robust even for a small number of data points: results presented in this paper are for the minimum set of data points.
IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS
In this section, we describe the generation of synthetic data points to confront it against the new algorithm and present the results. We also compare these results against Li's (2004) [8] and Ying's (2012) [9] method wherever possible.
Synthetic Data set
Let α, β, γ be the Euler angles and A, B, C the predefined semiaxes length of the ellipsoid.
The data points {p i }, i = (1, 2, . . . , N ≥ 6) on the surface of this ellipsoid are generated most conveniently in polar coordinates:
where the angles θ i and φ i are generated from uniformly distributed random numbers in the interval 
We generate several sets of data for aligned as well as arbitrarily oriented ellipsoids corresponding to different ellipsoidal shapes characterised by a parameter χ = A/C; defined as the ratio of major and minor axes. Different data sets were generated corresponding to χ values ranging from χ ∼ 1.5 to χ ∼ 10 4 to test this algorithm. A particular case of interest are extremely elongated and flat ellipsoids with a very high value of χ -such ellipsoids arise in the context of gravitational wave data analysis and are separately discussed in the next section.
Results
Some sample results of the ellipsoid reconstruction tests using synthetic data sets are summarised in the tables below.
The first column of each table are input semi-axes length and Euler angles A, B, C, α, β, γ used to generate the data points using Eq (18) . The second and third columns are the estimated values of these quantities using the algorithm described in this paper. As mentioned earlier, there are two independent ways to make the initial guess for R used to project the data. One involves initial estimation from the eigenvectors of the Fisher information matrix (calculated from input data) whereas the other involves initializing R using a random positive definite matrix whose elements are drawn from N (0, 1). The tables show the result of both these cases. The fourth column contains the estimate of ellipsoid parameters using Li's algorithm and serves as a baseline. Data sets 1-3 tabulate sample results where the input data is generated from an ellipsoidal surface whose principal axes are aligned with XY Z.
Data sets 4-6 are sample results for the non-aligned case. The algorithm as given by Ying X et al. [9] works robustly for ellipsoidal surfaces whose principal axes are aligned along the fixed frame of reference. It is seen to perform well for extremely elongated and flat ellipsoids (large values of χ). But for arbitrarily oriented ellipsoids, it was observed that the method was not able to reconstruct the ellipsoids correctly. Therefore the method is very sensitive and numerically unstable for non-aligned ellipsoidal surfaces. The two advanced LIGO [13] gravitational-wave observatories made the first direct detection of these signals about a year ago on 14 September 2015 [14] . Several other observatories are also being commissioned including LIGO-India [15] . A network of three or more of such detectors is expected to improve the scientific potential of these searches by a large margin.
Accurate gravitational wave signal from inspiral, merger and coalescence of compact binaries can be calculated [16] theoretically. These theoretical models allow the well-known technique of matched filtering to be used for detecting faint signals buried in detector noise. If the latter is Gaussian, then it can be shown that the matched filter is optimum, yielding maximum signal to noise ratio (SNR).
The matched filtering strategy for gravitational wave searches is to compute the cross-correlation between the interferometer output and a set of template waveforms; over the detector bandwidth, weighted inversely by the noise power spectrum of the detector ( [17] , [18] , [19] ). The deemed parameter space is gridded appropriately for adequate coverage, and the template waveforms are constructed for every point in this grid. The grid is also known as the bank of templates in gravitational wave literature. The construction of this template bank (in other words, the grid over the deemed parameter space) is aided by inducing a metric on the signal manifold.
The match, or overlap between two templates h( λ 1 ) and h( λ 2 ) is defined through their inner-product
where, ∼ over the symbols denotes frequency domain representation and * denotes complex conjugation. The one-sided noise power spectral density is given by S h (f ).
For two nearby templates h( λ) and h( λ + ∆ λ) one can expand the match M as a Taylor series around λ, to get the following expression upto lowest order term in ∆ λ:
In the above expression, ∆λ i,j ∈ ∆ λ. Further, we have normalized the templates such that (21) one can see that the mismatch (1 − M ) can be used to define the distance square (∆s 2 ) between two nearby templates in terms of a metric g ij induced on the signal manifold as:
where,
(a) Absolute error in sexi-axes calculation in each iteration.
(b) Absolute error in angles calculation in each iteration. It is clear that at a fixed minimal match, the above equation describes the surface of a hyper-ellipsoid (fixed centre).
For a N dimensional signal manifold, g ij is a square symmetric matrix with N (N + 1)/2 independent components. We pause to note that g ij is not constant over the signal manifold due to to the curvature of the space. This metric is widely used in the gravitational wave signal analysis for placement of templates, determination of consistency of triggers from multiple detectors [20] , etc.
Our aim in this section is to demonstrate the efficient numerical estimation of g ij using the technique developed in earlier sections of this paper for the particular case of N = 3. The latter corresponds to the case where the signal is described by three parameters: two component masses and an effective mass weighted spin magnitude parameter [21] of the compact binary system. Conventionally, one reparameterizes these to new chirp time coordinates (τ 0 , τ 3 , τ 3s ) in which the metric is almost flat (slowly changing). Comparing Eq. (23) with Eq. (13), we immediately notice the correspondence between the Table-VII shows the estimated semi-axes and Euler angles (in degrees) obtained from g ij :
We notice that the ellipsoid has high value of χ 2.14 .004 = 535. The elements of the Fisher information matrix can also be estimated using semi-analytic techniques, using the classic formula
We find that the numerical approach via ellipsoid fitting provides a better estimate of the metric as determined by the following test. The metric components are calculated at a fiducial point 
VI. CONCLUSION
In this paper, we have developed a general algorithm for fitting ellipsoids of arbitrary shape and orientation using an iterative random transformation based method. We have shown the new method can fit long, thin or compressed ellipsoid and also able to retrieve the rotation angle accurately. Our method is based on iteratively improving the fit by changing the orientation of the coordinates to align along the axes of the ellipsoid. We have verified the accuracy and numerical stability of our algorithm using several sets of synthetic data. Finally, we have demonstrated how this algorithm can be used to numerically estimate the metric on the signal manifold of gravitational wave signals.
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