Abstract-This paper investigates the relationship between the rank weight distribution of a linear code and that of its dual code. The main result of this paper is that, similar to the MacWilliams identity for the Hamming metric, the rank weight distribution of any linear code can be expressed as an analytical expression of that of its dual code. Remarkably, our new identity has a similar form to the MacWilliams identity for the Hamming metric. Our identity is also closely related to Delsarte's MacWilliams identity for the q-distance. We use a linear space based approach in the proof for our new identity, and adapt this approach to provide an alternative proof of the MacWilliams identity for the Hamming metric. Finally, we determine the relationship between moments of the rank distribution of a linear code and those of its dual code, and provide an alternative derivation of the rank weight distribution of maximum rank distance codes.
I. INTRODUCTION
Although the rank has long been known to be a metric implicitly and explicitly (see, for example, [1] ), the rank metric was first considered for error control codes (ECCs) by Delsarte [2] . Rank metric codes have attracted some attention due to their applications to wireless communications [3] , [4] , publickey cryptosystems [5] , and storage equipments [6] , [7] , thus motivating a steady stream of works [7] - [12] that focus on their general properties. Delsarte [2] defined dual relationships between matrix codes, and derived an analytical expression between the rank distributions of dual codes.
In this paper, we investigate the rank weight properties of linear codes. The main result of this paper is that, similar to the MacWilliams identity for the Hamming metric, the rank weight distribution of any linear code can be expressed as an analytical expression of that of its dual code. Our new identity is a significant analytical tool for both rank weight distribution and hence error performance analysis of linear codes. Our analytical expression is different from that in [2] . It is also remarkable that our new MacWilliams identity for the rank metric has a similar form to that for the Hamming metric. Despite the similarity, our new identity is proved using a different approach based on linear spaces. Using the same approach, we give an alternative proof of the MacWilliams identity for the Hamming metric. Based on our new identity, we also derive an expression that relates moments of the rank distribution of a linear code to those of its dual code, and provide an alternative derivation for the rank weight distribution of MRD codes.
The rest of the paper is organized as follows. Section II reviews necessary backgrounds in an effort to make this paper self-contained. Section III-A introduces the concepts of qproduct and q-derivative for homogeneous polynomials, and investigates their properties. Using these tools, Sections III-B and III-C prove the MacWilliams identity for the rank metric, and Section III-D derives the relationship between the moments of the rank distribution of a linear code and those of its dual code. We also provide an alternative derivation of the rank distribution of MRD codes in Section III-E. Some examples are provided in Section Ill-F to illustrate our results. Finally, Section IV adapts the approach in Sections Ill-B and III-C to provide an alternative proof of the MacWilliams identity for the Hamming metric. All the proofs have been omitted due to limited space, and they will be presented at the conference.
II. PRELIMINARIES A. Rank metric Consider an n-dimensional vector x (X0OXl, ... Xn-1) C GF(qm)n. The field GF(qm) may be viewed as an m-dimensional vector space over GF(q). The rank weight of x, denoted as rk(x), is defined to be the maximum number of coordinates in x that are linearly independent over GF(q) [8] . The coordinates of x thus span a linear subspace of GF(qm), denoted as 6(x), with dimension equal to rk(x).
For all x, y C GF(qm)n, it is easily verified that dR(x, y def rk(x -y) is a metric over GF(qm)n, referred to as the rank metric henceforth [8] . The minimum rank distance of a code C, denoted as dR, is simply the minimum rank distance over all possible pairs of distinct codewords.
B. The Singleton bound and MRD codes
The minimum rank distance of a code can be specifically bounded. First, the minimum rank distance dR of a code of length n over GF(qm) is obviously bounded above by min{m,n}. Codes that satisfy dR = m are studied in [13] . Also, it can be shown that dR < dH [8] , where dH is the minimum Hamming distance of the same code. Due to the Singleton bound on the minimum Hamming distance of block codes [14] , the minimum rank distance of a block code of length n (n < m) and cardinality M over GF(qm) thus satisfies dR < n-logqm M + 1.
(1) As in [8] , we refer to codes that achieve the equality in Eq. (1) as MRD codes. It is also shown that the dual of any MRD code is also an MRD code [8] . Clearly MRD 
bl (x, y; m) = E lj (-1)Uq5 yl -U (4) Note that al (x, y; n) is the rank weight enumerator of GF(qm)l. 
The q-derivative operator is linear. For v > 0, we shall denote the partial v-th q-derivative of f(x, y) (with respect to x) as f ()(x, y). The 0-th q-derivative of f(x, y) is defined to be f(x , y) itself.
It can be shown that the q-derivative obeys a Leibniz rule with respect to the q-product. Also, the q-derivatives of al (x, y; m) and bl (x, y; m) can be easily derived.
B. The dual of a vector
As an important step toward our main result, we derive the rank weight enumerator of (v), where v C GF(qm)n def is an arbitrary vector and (v) {av : a e GF(qm)}. It is remarkable that the rank weight enumerator of (v)I depends on only the rank of v.
Berger [17] has determined that the linear isometries for the rank distance are given by the scalar multiplication by a nonzero element of GF(qm), and multiplication on the right by an nonsingular matrix B e GF(q)nXn. We say that two codes C and C' are rank-equivalent if there exists a linear isometry f for the rank distance such that f(C) = C'. Clearly, two rank-equivalent codes have equal rank weight enumerators. We hence derive the rank weight enumerator of an (r, r-1, 2) MRD code. Note that the rank weight distribution of MRD codes has been derived in [8] . However, we will use our results to give an alternative derivation of the rank weight distribution of MRD codes later, and thus we shall not use the result in [8] here. We consider all the vectors u = (o,..., ur-) C Lr such that the first r -1 coordinates of u are linearly indepen- (10) Proof: Suppose w is a weight over GF(qm)n such that w(Au) = w(u) for all A C GF(qm)* and all u e GF(qm)n.
We determine fw(v) for all v e GF(qm)n. By Definition 3, we can split the summation in Eq. (2) into two parts: The rank distribution of MRD codes was first given in [8] . Based on our results in Section III-D, we provide an alternative derivation of the rank distribution of MRD codes. In this subsection, we assume n < m.
First, we obtain the following results necessary for our alternative derivation of the rank distribution. Based on Corollary 2 and using Lemma 5, we can derive the rank distribution of MRD codes when n < m:
Proposition 4 (Rank distribution of MRD codes): Let C be an (n,k,dR) MRD code over GF(qm) (n < m), and let W R(x, y) = E' 0 Aiy'x'-' be its rank weight enumerator.
We then have Ao = 1 and for 0 < i < n-dR, and WC (x, y) satisfy Theorem 1. For C2, it can also be verified that both sides of (17) are q2m, [4] qm, [40] , [4] , and 1 for v= 0, 1,.. , 4 respectively. where Q is a primitive element of GF(24). Its rank weight enumerator is given by WCR3 (x, y) = x7 + 105y2X5 + 7350y3X4 + 58080y4x3, Theorem 1 indicates that the rank weight enumerator of its dual code is given by WCR (X, y) = X7 + 465y3x4 + 3630y4x3, which can be verified using exhaustive search. It can also be verified that both sides of (17) Then, using this result and properties of the Hadamard transform, we obtain the MacWilliams identity for the Hamming metric.
Lemma 6: Suppose v C GF(qm)' has Hamming weight r > 1. Then L = (v) is equivalent to C D GF(qm)n-r where C is an (r, r -1, 2) MDS code. We hence derive the Hamming weight distribution of an (r,r -1, 2) MDS code. Note that [14] gives the Hamming weight distribution of all MDS codes. However, that proof relies on the MacWilliams identity, and thus may not be used here. 
We remark that the MacWilliams identities for the Hamming and the rank metrics given in Theorems 2 and 1 respectively have exactly the same form except for the q-transform in Eq. (12 Our results in this paper are different from, albeit related to, the results by Delsarte [2] . In [2] , Delsarte defined a dual relationship between matrix codes, and derived the relationship between the rank weight distributions of dual matrix codes. In this paper, the dual relationship is defined in the traditional sense between vector codes. Furthermore, our expression for Pj(i; m, n) in (15) is different from that in [2, Theorem A2].
Using q-product and q-transform, the relationship between the rank weight enumerators of two dual codes is expressed in a polynomial form in this paper. Finally, the result on the binomial moments of linear codes in Proposition 3 and Corollary 2 are also novel.
