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BROWNIAN MOTION WITH SINGULAR TIME-DEPENDENT
DRIFT
PENG JIN
Abstract. In this paper we study weak solutions for the following type of
stochastic differential equation{
dXt = dWt + b(t, Xt)dt, t ≥ s,
Xs = x,
where b : [0,∞) × Rd → Rd is a measurable drift, W = (Wt)t≥0 is a d-
dimensional Brownian motion and (s, x) ∈ [0,∞) × Rd is the starting point.
A solution X = (Xt)t≥s for the above SDE is called a Brownian motion with
time-dependent drift b starting from (s, x). Under the assumption that |b|
belongs to the forward-Kato class FKα
d−1
for some α ∈ (0, 1/2), we prove that
the above SDE has a unique weak solution for every starting point (s, x) ∈
[0,∞)× Rd.
1. Introduction
In this paper we consider weak solutions to the following stochastic differential
equation {
dXt = dWt + b(t,Xt)dt, t ≥ s,
Xs = x,
(1)
where b : [0,∞)×Rd → Rd is measurable, W = (Wt)t≥0 is a d-dimensional Brown-
ian motion and (s, x) ∈ [0,∞)×Rd is the starting point. Throughout this paper we
assume that d ≥ 3. A solution X = (Xt)t≥s for the SDE (1) is called a Brownian
motion with time-dependent drift b starting from (s, x). Since the drift b is not
necessarily locally bounded, we emphasize that solutions of (1) are supposed to
fulfill the integrability condition∫ t
s
|b(u,Xu)|du <∞ a.s., ∀t ≥ s.
In order to get weak solutions to (1), the most straightforward approach is to
use the Girsanov transformation. This approach has been investigated in many
papers (see for example, [7, 16, 19]). In [19], Stummer gave several examples
of singular drift b such that the Girsanov transformation is applicable and thus
weak solutions to (1) exist. It should be noted that if a weak solution to (1) is
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obtained through Girsanov transformation, then its law on the path space would
be absolutely continuous with respect to the law of the Brownian motion.
Besides using Girsanov transformation, there are some analytical approaches to
solve (1). In the case when the drift b(t, x) = b(x) is time-independent, Bass and
Chen [2] considered the following SDE{
dXt = dWt + b(Xt)dt,
X0 = x,
(2)
and proved that if |b| belongs to the Kato class Kd−1, namely
lim
r→0
sup
x∈Rd
∫
B(x;r)
|b(y)|
|x− y|d−1dy = 0, (3)
then (2) has a unique weak solution. Their method is based on the construction of
the resolventGλ (λ > 0) of the desired process (Xt)t≥0. Let R
λ denote the resolvent
operator of Brownian motion. When |b| ∈ Kd−1, the generator L = △/2 + b · ∇ of
(Xt)t≥0 can be considered as a small perturbation of △/2 and intuitively
Gλ =
(
λ− 1
2
△− b · ∇
)−1
= Rλ
( ∞∑
j=0
(BRλ)j
)
, (4)
where B denotes the operator b · ∇. With the help of some gradient estimates on
Rλ, the identity (4) was rigorously established in [2]. We should point out that the
above mentioned result of [2] hold in a more general setting and is actually valid
for the case when the drift b is a Radon measure that satisfies (3), although in
this case the notion of a solution to (2) has to be defined in a more general sense.
Later, analytical and probabilistic properties of the solution (Xt)t≥0 to (2) with
a drift |b| ∈ Kd−1 were investigated by Kim and Song, see [9, 10, 11, 12]; among
many other things, they obtained two-sided Gaussian estimates for the heat kernel
of (Xt)t≥0.
In this paper we shall apply the method of [2] to treat the SDE (1), where the
drift is singular and time-dependent. From Bass and Chen’s work, we know that
a possible way to get a weak solution to (1) is to construct the resolvent operator
of the solution. Since the drift b(t, ·) in (1) is time-dependent, we have to consider
the space-time resolvent Sλ, namely
Sλ =
(
λ− ( ∂
∂t
+
1
2
△+ b(t, ·) · ∇))−1. (5)
The generator of the space-time process (Xt, t)t≥s is given by ∂/∂t+△/2+b(t, ·)·∇
and could be considered as a perturbation of ∂/∂t +△/2, which is the generator
of the process (Wt, t)t≥s. Therefore, we expect to obtain a similar expression of S
λ
like the identity (4). However, we first have to identify the class of drifts for which
the term b(t, ·) ·∇ is “small enough" compared to ∂/∂t+△/2 and the perturbation
argument works.
We now state our assumption on the drift b in (1). We assume |b| to be in the
forward-Kato class FKαd−1 for some α ∈ (0, 1/2), that is
lim
h→0
Nα,+h (|b|) = 0, (6)
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where
Nα,+h (|b|) := sup
(s,x)∈[0,∞)×Rd
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−α |y − x|
2
t− s )|b(t, y)|dydt.
It’s worth noting that the forward-Kato classFKαd−1 includes the (time-independent)
Kato class Kd−1 and the parabolic Kato class defined in [20, Definition 1.1] (see
also [5, Definition 3.1]). Under the above assumption on the drift b, we will prove
in this paper that the SDE (1) has a unique weak solution for every starting point
(s, x). The point is that if the condition (6) is satisfied, then the perturbation
method mentioned above to construct the resolvent Sλ of the process (t,Xt)t≥s
applies. We should remark that our assumption (6) allows us to do a perturbation
on the space-time resolvent of Brownian motion, but is generally not strong enough
to enable us to carry out a perturbation on the Brownian heat kernel. To do a drift
perturbation on the Brownian heat kernel p(s, x; t, y), one has to deal with two
singularities of p(s, x; t, y) both at s and t, and thus needs a stronger assumption
like the one used in [5, 20].
In this paper we only consider weak solutions to (1). However, the existence of
strong solutions to SDEs with a singular drift term is also an interesting problem
and has been well-studied. Concerning the SDE (1), Krylov and Röckner [14] proved
that if b is locally in Lp,q (see Example 3.3 below for a definition) with p ≥ 2 and
d/2p+ 1/q < 1/2, then (1) has a unique strong solution up to an explosion time.
For the case of non-constant Sobolev diffusion coefficients, see [21].
A similar problem related to this paper is to consider an α-stable process with
singular drift. Recently, Chen and Wang [4] studied rotationally symmetric α-stable
process with a drift belonging to the Kato class Kd,α−1 (see [4, Definition 1.1]);
they proved the existence and uniqueness, in the weak sense, of such a process and
established sharp two-sided estimates for its heat kernel. Sharp two-sided Dirichlet
heat kernel estimates for such a drifted α-stable process were derived in [3]. As
shown in [13], similar results hold when the drift is not a vector-valued function
but a signed measure belonging to Kd,α−1. We refer also to [17, 22] where the case
of a more general α-stable process was discussed.
The rest of the paper is organized as follows. In Section 2 we recall the definitions
of the martingale and local martingale problems and their connections to weak
solutions of SDEs. In Section 3 we collect some properties of the forward-Kato
class FKcd−1. In Section 4 we prove some gradient estimates for the space-time
resolvent Rλ of Brownian motion. In Section 5 we prove the local existence and
uniqueness of weak solutions to (1). In Section 6 we obtain the global existence and
uniqueness of weak solutions to (1). Finally, we fix some notation used below. For
a bounded function g on [0,∞)× Rd we write ‖g‖∞ := sup(s,x)∈[0,∞)×Rd |g(s, x)|.
2. Preliminaries
As well-known, weak solutions to SDEs are equivalent to solutions to the cor-
responding local martingale problem of Stroock and Varadhan. As compared with
dealing with weak solutions to SDEs directly, using the local-martingale-problem
approach has several advantages. One advantage is the availability of the localiza-
tion technique, which is essential for this paper.
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Let
Lt =
1
2
△+ b(t, ·) · ∇,
where △ and ∇ are the Laplacian and the gradient operator, respectively, with
respect to the spatial variable x. Let Ω = C([0,∞);Rd) be the space of continuous
trajectories from [0,∞) into Rd. Given t ≥ 0 and ω ∈ Ω, define Xt(ω) := ωt. Let
Mt := σ(Xs : 0 ≤ s ≤ t),
and
M := σ( ∪t≥0 Mt).
Given (s, x) ∈ [0,∞) × Rd, a solution to the local martingale problem for Lt
starting from (s, x) is a probability measure P on (Ω = C([0,∞);Rd),M) with the
following properties:
P(Xt = x, ∀t ≤ s) = 1, P
( ∫ t
s
|b(u,Xu)|du <∞, ∀t ≥ s
)
= 1 (7)
and
f(Xt)−
∫ t
s
Luf(Xu)du (8)
is a (P,Mt) local martingale after time s for all f ∈ C∞0 (Rd).
If a probability measure P on (Ω = C([0,∞);Rd),M) satisfies (7) and is such
that the process defined by (8) is a (P,Mt) martingale after time s for all f ∈
C∞0 (R
d), then P is called a solution to the martingale problem for Lt starting from
(s, x).
In our case, since the second order term in Lt is △/2, it follows from [8, Propo-
sition 4.11] that the martingale problem and the local martingale problem for Lt
are equivalent.
We say that the martingale problem for Lt is well-posed if, for each (s, x) ∈
[0,∞)×Rd, there is exactly one solution to that martingale problem starting from
(s, x).
3. Forward-Kato Class FKcd−1
In this section we give some examples of functions which belong to the forward-
Kato class FKcd−1. Some properties of FKcd−1 are also discussed.
Definition 3.1. Let c > 0 be a constant. A measurable function f on [0,∞)×Rd
is said to be in the forward-Kato class FKcd−1 if
lim
h→0
N c,+h (f) = 0,
where
N c,+h (f) := sup
(s,x)∈[0,∞)×Rd
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt. (9)
The forward-Kato class FKcd−1 includes several important classes of functions.
If a measurable function f on [0,∞) × Rd is bounded, then it is obvious that
f ∈ FKcd−1 for any c > 0. The following are some other examples of functions
which are in FKcd−1.
BROWNIAN MOTION WITH SINGULAR TIME-DEPENDENT DRIFT 5
Example 3.2. Let a measurable function f : [0,∞)×Rd → R be time-independent,
namely f(t, x) = f(x), and |f(x)| ∈ Kd−1 (see the condition (3) in the introduction).
Then f ∈ FKcd−1 for any c > 0. The reader is referred to [9, Proposition 2.3] for a
proof of this fact.
Example 3.3. For p, q ∈ [1,∞] we set Lp = Lp(Rd), Lp,q = Lq(R, Lp). If a
measurable function f on [0,∞)×Rd has compact support and f ∈ Lp,q (here f is
set to be 0 on Rd+1 \ [0,∞)×Rd) with d/2p+ 1/q < 1/2, then f ∈ FKcd−1 for any
c > 0, see [20, Proposition 2.1] for a proof.
Example 3.4. Let c > 0 be a constant. For (t, y) ∈ [0,∞)× Rd define
f(t, y) :=
{
− 1
(1−t)1/2 ln(1−t)
, if 12 ≤ t < 1 and |y| ≤ 3d(1− t)
1
2 ,
0, otherwise.
Consider f˜ , the “time-reversal” of f , namely
f˜(t, y) :=
{
f(1− t, y), if 0 ≤ t ≤ 1 and y ∈ Rd,
0, otherwise.
Then
f ∈ FKcd−1 but f˜ /∈ FKcd−1. (10)
The proof of (10) is technical and is put in the appendix. This example shows that
our forward-Kato class FKcd−1 is strictly larger than the parabolic Kato classes
defined in [20, Definition 1.1] and [5, Definition 3.1].
We next give some properties of the class FKcd−1. These properties will be used
very often in subsequent sections.
Proposition 3.5. Suppose that f ∈ FKcd−1. Then for any h > 0 we have
N c,+h (f) <∞, where N c,+h (f) is defined in (9) .
Proof. Let x, y ∈ Rd and s < s1 < t. Then we have the following inequality∫
Rd
(2c)
d
2
(2π)
d
2 (s1 − s) d2
exp(−c |z − x|
2
s1 − s )
(2c)
d
2
(2π)
d
2 (t− s1) d+12
exp(−c |y − z|
2
t− s1 )dz
≥ 1
(t− s) 12
∫
Rd
(2c)
d
2
(2π)
d
2 (s1 − s) d2
exp(−c |z − x|
2
s1 − s )
(2c)
d
2
(2π)
d
2 (t− s1) d2
exp(−c |y − z|
2
t− s1 )dz
≥ 1
(t− s) 12
(2c)
d
2
(2π)
d
2 (t− s) d2 exp(−c
|y − x|2
t− s )
≥ (2c)
d
2
(2π)
d
2 (t− s) d+12
exp(−c |y − x|
2
t− s ). (11)
Suppose that l > 0 is such that N c,+l (f) <∞. Set s1 := s+ l. Then∫ s+2l
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt
≤N c,+l (f) +
∫ s+2l
s+l
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt,
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and by (11)∫ s+2l
s+l
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt
≤
∫
Rd
(2c)
d
2
(2π)
d
2 l
d
2
exp(−c |z − x|
2
l
)dz
∫ s+2l
s+l
∫
Rd
|f(t, y)|
(t− s1) d+12
exp(−c |y − z|
2
t− s1 )dydt
≤N c,+l (f)
∫
Rd
(2c)
d
2
(2π)
d
2 l
d
2
exp(−c |z − x|
2
l
)dz
≤N c,+l (f).
Therefore, we get∫ s+2l
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt ≤ 2N
c,+
l (f).
Similarly, we can prove for all n ∈ N∫ s+nl
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt ≤ nN
c,+
l (f).
Hence the assertion follows. 
The following result is [15, Proposition 2.4]. For the reader’s convenience, we
give a proof here.
Lemma 3.6. Suppose f ∈ FKcd−1 and set f to be 0 on Rd+1 \ [0,∞)× Rd. Then
for any nonnegative φ ∈ C∞0 (Rd+1) with
∫
Rd+1
φ(ξ)dξ = 1, we have
N c,+h (f ∗ φ) ≤ N c,+h (f).
Here, f ∗φ denotes the convolution of φ and f , that is, f ∗φ(ξ) = ∫ f(ξ−η)φ(η)dη.
Proof. For each fixed (s, x) ∈ [0,∞)× Rd, let
gs,x(t, y) =
1
(t− s) d+12
exp(−c |y − x|
2
t− s ).
By Fubini’s theorem, we get∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f ∗ φ|(t, y)dydt
=
∫ s+h
s
∫
Rd
gs,x(t, y)
∣∣∣ ∫
Rd+1
f(t− τ, y − z)φ(τ, z)dτdz
∣∣∣dydt
≤
∫ s+h
s
∫
Rd
gs,x(t, y)
∫
Rd+1
|f(t− τ, y − z)|φ(τ, z)dτdzdydt
=
∫
Rd+1
φ(τ, z)
( ∫ s+h
s
∫
Rd
gs,x(t, y)|f(t− τ, y − z)|dydt
)
dτdz. (12)
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Let y − z = y′, t− τ = t′. Then∫ s+h
s
∫
Rd
gs,x(t, y)|f(t− τ, y − z)|dydt
=
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t− τ, y − z)|dydt
=
∫ s−τ+h
s−τ
∫
Rd
1
(t′ − (s− τ)) d+12
exp(−c |y
′ − (x− z)|2
(t′ − (s− τ)) )|f(t
′, y′)|dy′dt′. (13)
Note that f is equal to 0 on Rd+1 \ [0,∞) × Rd. If s− τ ≥ 0 or s − τ + h ≤ 0,
then it follows from (13) that∫ s+h
s
∫
Rd
gs,x(t, y)|f(t− τ, y − z)|dydt ≤ N c,+h (f). (14)
If s− τ < 0 < s− τ +h, then we can write l1 := τ − s, l2 := s− τ +h, and conclude
from (11) and (13) that∫ s+h
s
∫
Rd
gs,x(t, y)|f(t− τ, y − z)|dydt
=
∫ l2
0
∫
Rd
1
(t′ + l1)
d+1
2
exp(−c |y
′ − (x − z)|2
t′ + l1
)|f(t′, y′)|dy′dt′
≤
∫
Rd
(2c)
d
2
(2π)
d
2 (l1)
d
2
exp(−c |z
′ − (x− z)|2
l1
)
∫ l2
0
∫
Rd
g0,z′(t
′, y′)|f(t′, y′)|dy′dt′dz′
≤
∫
Rd
(2c)
d
2
(2π)
d
2 (l1)
d
2
exp(−c |z
′ − (x− z)|2
l1
)
∫ h
0
∫
Rd
g0,z′(t
′, y′)|f(t′, y′)|dy′dt′dz′
≤
∫
Rd
(2c)
d
2
(2π)
d
2 (l1)
d
2
exp(−c |z
′ − (x− z)|2
l1
)N c,+h (f)dz
′
=N c,+h (f). (15)
Since
∫
Rd+1
φ(τ, z)dτdz = 1, it follows from the inequalities (12), (14) and (15)
that N c,+h (f ∗ φ) ≤ N c,+h (f). 
We now fix c > 0 and suppose that f ∈ FKcd−1. By Definition 3.1, it is easy
to see that f is locally integrable. For any compact set K ⊂ [0,∞) × Rd, we can
define a finite measure
µ(dξ) := 1K(ξ)|f |(ξ)m(dξ) (16)
on ([0,∞) × Rd,B), where m is the Lebesgue measure on Rd+1. The following
lemma is straightforward.
Lemma 3.7. For each (s, x) ∈ [0,∞)× Rd, define
gs,x(t, y) :=
1
(t− s) d+12
exp(−c |y − x|
2
t− s ), (t, y) ∈ (s,∞)× R
d,
and gs,x(t, y) := 0 for (t, y) ∈ [0, s]× Rd. Then the family {gs,x : (s, x) ∈ [0,∞)×
R
d} of functions on [0,∞)×Rd is uniformly integrable with respect to the measure
µ, where µ is defined by (16).
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Proof. Let a > 0 and h(a) := a−
2
d+1 . Then we have∫
{gs,x>a}
gs,xdµ
=
∫
{(t,y):gs,x(t,y)>a}∩K
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt
≤
∫ s+h(a)
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )|f(t, y)|dydt
≤N c,+h(a)(f).
Since f ∈ FKcd−1 and h(a) tends to 0 as a→∞, it follows that
lim
a→∞
(
sup
(s,x)∈[0,∞)×Rd
∫
{gs,x>a}
gs,xdµ
)
= 0.
Therefore, {gs,x : (s, x) ∈ [0,∞)× Rd} is uniformly integrable with respect to the
measure µ. 
The following proposition is an extension of [15, Proposition 2.4(ii)].
Proposition 3.8. Given any nonnegative φ ∈ C∞0 (Rd+1) with
∫
Rd+1
φ(ξ)dξ = 1,
define φn(ξ) := n
d+1φ(nξ), ξ ∈ Rd+1. Suppose f ∈ FKcd−1. Then for any compact
set K ⊂ [0,∞)× Rd,
lim
n→∞
N c,+h (|f ∗ φn − f |1K) = 0.
Proof. Without loss of generality, we assume that the support of φ is included in
the unit ball of Rd+1, namely φ(η) = 0 for |η| > 1. It follows that φn(η) = 0 for
|η| > 1n .
For fixed (s, x) ∈ [0,∞)× Rd, let gs,x be as in Lemma 3.7 and set
A := [s, s+ h]× Rd.
Then ∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )(|f ∗ φn − f |1K)(t, y)dydt
=
∫
A
(|f ∗ φn − f | gs,x)(ξ)1K(ξ)dξ
=
∫
A
∣∣∣∫
Rd+1
(f(ξ − η)− f(ξ))φn(η)dη
∣∣∣gs,x(ξ)1K(ξ)dξ
≤
∫
Rd+1
φn(η)
∫
A
|f(ξ − η)− f(ξ)|gs,x(ξ)1K(ξ)dξdη. (17)
Set K1 := {ξ ∈ Rd+1 : d(ξ,K) ≤ 1}, where d(ξ,K) := inf{|ξ − η| : η ∈ K}.
By Lusin’s theorem, for a given δ > 0, there exist a closed set F δ ⊂ K1 and a
continuous function fδ on R
d+1 with compact support such that
m(K1 \ F δ) < δ and fδ = f on F δ.
Let |η| ≤ 1 and C := (K1 \ F δ) ∪ ((K1 \ F δ) + η). It is easy to see that
m(C) < 2δ.
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If ξ ∈ K and ξ /∈ F δ ∩ (F δ + η), then ξ /∈ F δ or ξ − η /∈ F δ, and thus ξ ∈(
K1 \ F δ) ∪ ((K1 \ F δ) + η). So we get
K ⊂ (F δ ∩ (F δ + η)) ∪C.
Therefore,∫
A
|f(ξ − η)− f(ξ)|gs,x(ξ)1K(ξ)dξ
=
∫
A∩K
|f(ξ − η)− f(ξ)|gs,x(ξ)1K(ξ)dξ
≤
∫
A∩F δ∩(F δ+η)
|f(ξ − η)− f(ξ)|gs,x(ξ)dξ +
∫
C
gs,x(ξ)1K(ξ)|f(ξ − η)− f(ξ)|dξ
≤
∫
A∩F δ∩(F δ+η)
|fδ(ξ − η)− fδ(ξ)|gs,x(ξ)dξ +
∫
C
gs,x(ξ)1K(ξ)|f(ξ − η)− f(ξ)|dξ
=:I + II. (18)
Suppose ǫ > 0 is arbitrary. By Lemma 3.7, the family {gs,x : (s, x) ∈ [0,∞) ×
R
d} is uniformly integrable with respect to the finite measure 1K1(ξ)|f |(ξ)m(dξ).
Noting that m(C) < 2δ, we can choose δ small enough such that
II =
∫
C
gs,x(ξ)1K(ξ)|f(ξ − η)− f(ξ)|dξ
≤
∫
C
gs,x(ξ)1K(ξ)|f(ξ)|dξ +
∫
C−η
gs′,x′(ξ)1K1(ξ)|f(ξ)|dξ < ǫ,
where (s′, x′) := (s, x)− η.
Since fδ is continuous and of compact support, we can choose n0 = n0(δ) large
enough such that |fδ(ξ − η)− fδ(ξ)| < ǫ whenever |η| ≤ 1/n0. If |η| ≤ 1/n0, then
I =
∫
A∩F δ∩(F δ+η)
|fδ(ξ − η)− fδ(ξ)|gs,x(ξ)dξ
≤ǫ
∫
A∩F δ∩(F δ+η)
gs,x(ξ)dξ ≤ ǫ
∫
A
gs,x(ξ)dξ.
Set M :=
∫
A
gs,x(ξ)dξ. By (18) and noting that φn(η) = 0 for |η| > 1/n, we have
0 ≤
∫
Rd+1
φn(η)
∫
A
|f(ξ − η)− f(ξ)|gs,x(ξ)1K(ξ)dξdη < (M + 1)ǫ
for n ≥ n0.
Using (17) and noting that the constant M and the choice of δ are independent
of (s, x), we get
sup
(s,x)∈[0,∞)×Rd
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y − x|
2
t− s )(|f ∗ φn − f |1K)dydt→ 0
as n→∞. 
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4. Some Gradient Estimates for the Resolvent of Brownian Motion
In this section we derive some gradient estimates for the space-time resolvent Rλ
(λ > 0) of Brownian motion. Recall that the transition density function p(s, x; t, y)
of Brownian motion is given by
p(s, x; t, y) =
1
(2π)
d
2 (t− s) d2
exp
(
− |x− y|
2
2(t− s)
)
.
Throughout this section we fix a positive constant α with α < 1/2. It is easy
to verify that there exists a constant C1 > 1, depending on α, such that for all
0 ≤ s < t and x, y ∈ Rd,
|∇xp(s, x; t, y)| ≤ C1
(t− s) d+12
exp
(
− α |x− y|
2
t− s
)
. (19)
For any λ > 0 let Rλ be the space-time resolvent of Brownian motion, namely
Rλf(s, x) :=
∫ ∞
s
e−λ(t−s)
∫
Rd
p(s, x; t, y)f(t, y)dydt, (s, x) ∈ [0,∞)× Rd, (20)
where f is a bounded and measurable function on [0,∞)× Rd.
Lemma 4.1. Let α < 1/2 be a positive constant. If f ∈ FKαd−1 and supp(f) ⊂
[s1, s1 + h]× Rd for some s1 ≥ 0 and h > 0, then
|∇Rλf(s, x)| ≤ C1Nα,+h (f)
for all (s, x) ∈ [0,∞)× Rd, where C1 is the constant appearing in (19).
Proof. We have
|∇Rλf(s, x)|
=|∇
∫ ∞
s
e−λ(t−s)dt
∫
Rd
p(s, x; t, y)f(t, y)dy|
=|
∫ ∞
s
e−λ(t−s)dt
∫
Rd
∇xp(s, x; t, y)f(t, y)dy|
≤
∫ ∞
s
e−λ(t−s)
∫
Rd
C1
1
(t− s) d+12
exp(−α |x− y|
2
t− s )|f(t, y)|dydt (21)
≤
∫ ∞
s
∫
Rd
C1
1
(t− s) d+12
exp(−α |x − y|
2
t− s )|f(t, y)|dydt.
If s ≥ s1, then
|∇Rλf(s, x)|
≤
∫ s+h
s
∫
Rd
C1
1
(t− s) d+12
exp(−α |x− y|
2
t− s )|f(t, y)|dydt (22)
≤C1Nα,+h (f).
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If s < s1, then
|∇Rλf(s, x)|
≤
∫ s1+h
s1
∫
Rd
C1
1
(t− s) d+12
exp(−α |x − y|
2
t− s )|f(t, y)|dydt
≤
∫
Rd
C1(2α)
d
2
[2π(s1 − s)] d2
exp(−α |z − x|
2
s1 − s )dz
∫ s1+h
s1
∫
Rd
|f(t, y)|
(t− s1) d+12
exp(−α |y − z|
2
t− s1 )dydt
(23)
≤C1Nα,+h (f)
∫
Rd
(2α)
d
2
(2π)
d
2 (s1 − s) d2
exp(−α |z − x|
2
s1 − s )dz
≤C1Nα,+h (f).
In fact, to obtain (23), we only need to apply the inequality (11). The lemma is
proved. 
Similar to the above lemma, we have the following estimate for Rλ.
Lemma 4.2. Suppose 0 < α < 1/2. If f ∈ FKαd−1 and supp(f) ⊂ [s1, s1 + h]×Rd
for some s1 ≥ 0 and 0 < h < 1, then
|Rλf | ≤ Nα,+h (f).
Proof. The proof is similar to Lemma 4.1. We only need to note that if 0 < t−s < 1,
then
p(s, x; t, y) ≤ 1
(t− s) d+12
exp(−α |x− y|
2
t− s )
for all x, y ∈ Rd. 
The following lemma is a simple consequence of the inequality (21).
Lemma 4.3. For each λ > 0, there exists a constant Cλ > 0 such that
|∇Rλg(s, x)| ≤ Cλ‖g‖∞
for all (s, x) ∈ [0,∞)× Rd and g ∈ Bb([0,∞)× Rd).
5. Existence and Uniqueness of Weak Solutions: Local Case
Instead of dealing with weak solutions to the SDE (1) directly, we use the equiv-
alent martingale-problem formulation. Namely, we shall prove that the martingale
problem for the generator
Lt =
1
2
△+ b(t, ·) · ∇
is well-posed.
One of the advantages to use the martingale-problem approach is that the mar-
tingale problem can be reduced to local considerations. In other words, we can
first assume that the support of the drift b is compact and then construct a “local
solution" to the SDE (1). Then we use the “glueing argument" to get a global
solution.
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Throughout this section we assume the following assumption holds, that is, we
confine ourselves to the local case. The general case will be discussed in the next
section.
Assumption 5.1. The drift b satisfies |b| ∈ FKαd−1 for some α ∈ (0, 1/2). Fur-
thermore, there exists (s1, x1) ∈ [0,∞)× Rd such that
supp
(|b|) ⊂ [s1, s1 + ǫ1]× {x ∈ Rd : |x− x1| ≤ 1},
and
Nα,+2ǫ1 (|b|) <
1
2κC1
, (24)
where κ := d3/2, ǫ1 < 1/2 and the constant C1 is taken from (19).
We first consider smooth approximations of the singular drift b. Given a non-
negative function φ ∈ C∞0 (Rd+1) with
∫
Rd+1
φ(ξ)dξ = 1 and
supp(φ) ⊂ {ξ ∈ Rd+1 : |ξ| ≤ ǫ1
2
}, (25)
let
φn(ξ) = n
(d+1)φ(nξ)
and define
bn := b ∗ φn = (b1 ∗ φn, · · · , bd ∗ φn).
Remark 5.2. By Lemma 3.6, it is easily seen that
Nα,+h (|bn|) ≤
√
d
d∑
i=1
Nα,+h (|bin|) ≤
√
d
d∑
i=1
Nα,+h (|bi|)
≤d 32Nα,+h (|b|) = κNα,+h (|b|) (26)
for all h > 0. Furthermore, it follows from (25) and Assumption 5.1 that
supp(bn) ⊂ [s1 − ǫ1
2
, s1 +
3ǫ1
2
]×K, (27)
where K ⊂ Rd is compact.
Remark 5.3. Since both bn and b have compact support, by Proposition 3.8, we
know that
lim
n→∞
Nα,+h (|bn − b|) = 0 (28)
for every h > 0.
Since bn is smooth and has compact support, for each starting point (s, x) ∈
[0,∞)×Rd, there exists a unique probability measurePs,xn on
(
Ω = C([0,∞);Rd),M)
that solves the martingale problem for the generator
1
2
△+ bn(t, ·) · ∇.
For any λ > 0 and any bounded measurable function f on [0,∞)× Rd, define
Sλnf(s, x) := E
s,x
n
[ ∫ ∞
s
e−λ(t−s)f(t,Xt)dt
]
, (s, x) ∈ [0,∞)× Rd,
where Es,xn [·] means taking expectation with respect to the measure Ps,xn on the
path space
(
Ω = C([0,∞);Rd),M).
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Recall that Rλ is the space-time resolvent for Brownian motion defined in (20).
For any f ∈ Bb([0,∞) × Rd), since the first order partial derivatives of Rλf exist
and are continuous, we can define the operator BRλ as follows
BRλf(s, x) :=
d∑
i=1
bi(s, x)
∂Rλf
∂xi
(s, x), (s, x) ∈ [0,∞)× Rd. (29)
Similarly, for f ∈ Bb([0,∞)× Rd) define
BnR
λf(s, x) :=
d∑
i=1
bin(s, x)
∂Rλf
∂xi
(s, x), (s, x) ∈ [0,∞)× Rd.
Lemma 5.4. If g ∈ Bb([0,∞)× Rd), then
Sλng =
∞∑
k=0
Rλ(BnR
λ)kg, (30)
where the series on the right-hand side of (30) converges uniformly on [0,∞)×Rd.
Proof. Since bn is smooth and has compact support, Brownian motion with such a
drift bn has a transition density function qn(s, x; t, y). Recall that p(s, x; t, y) is the
transition density function of Brownian motion. Then by Duhamel’s formula (see
[20, p. 388]), we have
qn(s, x; t, y) = p(s, x; t, y) +
∫ t
s
∫
Rd
qn(s, x; τ, z)bn(τ, z) · ∇zp(τ, z; t, y)dzdτ. (31)
For a detailed proof of (31), the reader is referred to [9, p. 647].
By (31), we can calculate the difference between Sλn and R
λ. More precisely, if
f is bounded and measurable, then
Sλnf(s, x)−Rλf(s, x)
=
∫ ∞
s
∫
Rd
e−λ(t−s)qn(s, x; t, y)f(t, y)dydt−
∫ ∞
s
∫
Rd
e−λ(t−s)p(s, x; t, y)f(t, y)dydt
=
∫ ∞
s
∫
Rd
e−λ(t−s)(qn(s, x; t, y)− p(s, x; t, y))f(t, y)dydt
=
∫ ∞
s
∫
Rd
e−λ(t−s)f(t, y)(
∫ t
s
∫
Rd
qn(s, x; τ, z)bn(τ, z) · ∇zp(τ, z; t, y)dzdτ)dydt.
Since bn is of compact support, there exists T > s such that supp(bn) ⊂ [0, T ]×Rd.
According to [20, Theorem A], we can find constants C, β > 0 such that
|qn(s, x; τ, z)| ≤ C(τ − s)− d2 exp(−β |x− z|
2
τ − s ), 0 ≤ s, τ ≤ T, x, z ∈ R
d. (32)
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Here we can obviously choose β < α. It follows from (32), (19) and [20, Lemma 3.1(a)]
that ∫ t
s
∫
Rd
|qn(s, x; τ, z)bn(τ, z) · ∇zp(τ, z; t, y)|dzdτ
≤
∫ t∧T
s
∫
Rd
|qn(s, x; τ, z)bn(τ, z) · ∇zp(τ, z; t, y)|dzdτ
≤C′(t− s)− d2 exp(−β |x− y|
2
t− s ),
where C′ > 0 is a constant. Therefore, we can apply Fubini’s theorem to get
Sλnf(s, x)−Rλf(s, x)
=
∫ ∞
s
∫
Rd
qn(s, x; τ, z)dzdτ(
∫ ∞
τ
∫
Rd
e−λ(t−s)f(t, y)bn(τ, z) · ∇zp(τ, z; t, y)dydt).
(33)
For τ ≥ s and z ∈ Rd, we have∫ ∞
τ
∫
Rd
e−λ(t−s)f(t, y)bn(τ, z) · ∇zp(τ, z; t, y)dydt
=e−λ(τ−s)bn(τ, z) · ∇z
( ∫ ∞
τ
∫
Rd
e−λ(t−τ)p(τ, z; t, y)f(t, y)dydt
)
=e−λ(τ−s)BnR
λf(τ, z). (34)
Substituting (34) in (33), we obtain
Sλnf(s, x)−Rλf(s, x) =
∫ ∞
s
∫
Rd
e−λ(τ−s)qn(s, x; τ, z)BnR
λf(τ, z)dzdτ
=SλnBnR
λf(s, x).
Thus, we have shown that
Sλnf −Rλf = SλnBnRλf, f ∈ Bb([0,∞)× Rd).
For any bounded measurable function g on [0,∞)× Rd, taking f = BnRλg in the
above formula, we get
SλnBnR
λg −RλBnRλg = SλnBnRλBnRλg,
and thus
Sλng =R
λg + SλnBnR
λg
=Rλg +RλBnR
λg + Sλn(BnR
λ)2g.
Similarly, after i steps, we obtain
Sλng =
i∑
k=0
Rλ(BnR
λ)kg + Sλn(BnR
λ)i+1g. (35)
In order to show that the last term on the right-hand side of (35) converges to 0 as
i→∞, we first need to prove the following claim.
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Claim 1. We have (BnR
λ)kg ∈ FKαd−1 and
Nα,+2ǫ1 ((BnR
λ)kg) ≤ Cλ‖g‖∞(1
2
)k (36)
for all k ∈ N.
By (24) and (26), we have
Nα,+2ǫ1 (|bn|) ≤ κNα,+2ǫ1 (|b|) ≤
1
2C1
. (37)
When k = 1, by Lemma 4.3,
|BnRλg| ≤ |bn||∇Rλg| ≤ |bn|Cλ‖g‖∞. (38)
Thus BnR
λg ∈ FKαd−1. Since the constant C1 appearing in (19) is greater than 1,
by (37) and (38), we have
Nα,+2ǫ1 (BnR
λg) ≤ Cλ‖g‖∞Nα,+2ǫ1 (|bn|) ≤
1
2
Cλ‖g‖∞.
Suppose that the claim is true for k. It follows from (27) that
supp((BnR
λ)kg) ⊂ [s1 − ǫ1
2
, s1 +
3ǫ1
2
]×K. (39)
By Lemma 4.1,
|(BnRλ)k+1g| ≤|bn||∇Rλ(BnRλ)kg|
≤C1|bn|Nα,+2ǫ1 ((BnRλ)kg)
≤C1Cλ‖g‖∞|bn|(1
2
)k.
Therefore,
Nα,+2ǫ1 ((BnR
λ)k+1g) ≤ C1Cλ‖g‖∞(1
2
)k
1
2C1
≤ Cλ‖g‖∞(1
2
)k+1,
and the claim is proved.
Noting (39) and using Lemma 4.1 again,
|Sλn(BnRλ)k+1g| =|Sλn(bn · ∇Rλ(BnRλ)kg)|
≤Sλn(|bn||∇Rλ(BnRλ)kg|)
≤C1Nα,+2ǫ1 ((BnRλ)kg)Sλn(|bn|)
≤C1Cλ‖g‖∞(1
2
)kSλn(|bn|). (40)
Since |bn| is smooth and has compact support, the term Sλn(|bn|) is bounded and
thus
lim
k→∞
|Sλn(BnRλ)k+1g| = 0. (41)
Similarly to (40), we get
|Rλ(BnRλ)kg| ≤ C1Cλ‖g‖∞(1
2
)k−1Rλ(|bn|).
Noting that ǫ1 < 1/2 and using Lemma 4.2, (27) and (37),
|Rλ(|bn|)| ≤ Nα,+2ǫ1 (|bn|) ≤
1
2C1
. (42)
16 PENG JIN
Therefore,
|Rλ(BnRλ)kg| ≤ Cλ‖g‖∞(1
2
)k. (43)
Combining (35), (41) and (43) yields our result. 
Remark 5.5. If we check the proof of Lemma 5.4, the essential conditions that we
used to ensure the uniform convergence of the series in (30) are (27) and
Nα,+2ǫ1
(|bn|) < 1
2C1
.
By Assumption 5.1, we can actually replace bn by b in the above arguments. There-
fore, given any bounded measurable function g, we can define Sλg as follows:
Sλg :=
∞∑
k=0
Rλ(BRλ)kg. (44)
Moreover, for each term of the above series, we have
Nα,+2ǫ1 ((BR
λ)kg) ≤ Cλ‖g‖∞(1
2
)k (45)
and
|Rλ(BRλ)kg| ≤ Cλ‖g‖∞(1
2
)k. (46)
We now prove that Sλ is the limit of Sλn as n→∞.
Lemma 5.6. For each bounded measurable function g on [0,∞)×Rd, Sλng converges
to Sλg uniformly on [0,∞)× Rd as n→∞.
Proof. We first show that
lim
n→∞
RλBnR
λg(s, x) = RλBRλg(s, x),
where the convergence is uniform with respect to (s, x) ∈ [0,∞) × Rd. In fact, by
Lemma 4.2 and Lemma 4.3,
|RλBnRλg(s, x)−RλBRλg(s, x)|
=|Rλ(Bn −B)Rλg(s, x)|
≤Cλ‖g‖∞Rλ(|bn − b|)(s, x)
≤Cλ‖g‖∞Nα,+2ǫ1 (|b− bn|).
By (28), we have
lim
n→∞
RλBnR
λg(s, x) = RλBRλg(s, x), uniformly in (s, x) ∈ [0,∞)× Rd.
We next show that for each k ∈ N,
lim
n→∞
Rλ(BnR
λ)kg(s, x) = Rλ(BRλ)kg(s, x), uniformly in (s, x) ∈ [0,∞)× Rd,
(47)
and
lim
n→∞
Nα,+2ǫ1 [(BnR
λ)kg − (BRλ)kg] = 0. (48)
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The case k = 1 has already been treated. Suppose the assertions (47) and (48) are
true for k. By Lemma 4.1,
|(BnRλ)k+1g − (BRλ)k+1g|
=|(BnRλ)k+1g − bn · ∇Rλ(BRλ)kg + bn · ∇Rλ(BRλ)kg − (BRλ)k+1g|
≤|bn||∇Rλ(BnRλ)kg −∇Rλ(BRλ)kg|+ |bn − b||∇Rλ(BRλ)kg|
≤C1|bn|Nα,+2ǫ1 ((BnRλ)kg − (BRλ)kg) + C1|bn − b|Nα,+2ǫ1 ((BRλ)kg).
Similarly to (36), we obtain
Nα,+2ǫ1 ((BR
λ)kg) ≤ Cλ‖g‖∞(1
2
)k.
So, we get
lim
n→∞
Nα,+2ǫ1 [(BnR
λ)k+1g − (BRλ)k+1g] = 0.
As n→∞, by Lemma 4.2,
|Rλ(BnRλ)k+1g(s, x)−Rλ(BRλ)k+1g(s, x)|
≤Nα,+2ǫ1 [(BnRλ)k+1g − (BRλ)k+1g]→ 0,
and the convergence is uniform in (s, x) ∈ [0,∞)× Rd.
Now, the assertion follows from (43), (46) and (47). 
Lemma 5.7. As λ→∞, Sλn |bn|(s, x) converges to 0 uniformly in (s, x) ∈ [0,∞)×
R
d. Moreover, the convergence rate is independent of n.
Proof. Let m,n ∈ N. Since |bm| is bounded, by Lemma 5.4,
Sλn |bm| =
∞∑
k=0
Rλ(BnR
λ)k|bm|.
Similarly to (36), it follows from Lemma 4.1, (37) and (39) that
Nα,+2ǫ1 ((BnR
λ)k|bm|) =Nα,+2ǫ1
[
bn · ∇
(
Rλ(BnR
λ)k−1|bm|
)]
≤Nα,+2ǫ1 [C1|bn|Nα,+2ǫ1 ((BnRλ)k−1|bm|)]
≤C1Nα,+2ǫ1 (|bn|)Nα,+2ǫ1 ((BnRλ)k−1|bm|)
≤1
2
Nα,+2ǫ1 ((BnR
λ)k−1|bm|) ≤ · · ·
≤(1
2
)kNα,+2ǫ1 (|bm|).
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By Lemma 4.1 and (37), we obtain
Sλn |bm| ≤Rλ(|bm|) +
∞∑
k=1
Rλ
(∣∣bn∣∣∣∣∇(Rλ(BnRλ)k−1|bm|)∣∣)
≤Rλ(|bm|) +
∞∑
k=1
C1N
α,+
2ǫ1
[(BnR
λ)k−1|bm|]Rλ(|bn|)
≤Rλ(|bm|) +
∞∑
k=1
C1(
1
2
)k−1Nα,+2ǫ1 (|bm|)Rλ(|bn|) (49)
≤Rλ(|bm|) +
∞∑
k=1
(
1
2
)kRλ(|bn|) ≤ Rλ|bm|+Rλ|bn|. (50)
For any given ǫ > 0, we can find a δ ∈ (0, 1) such that
Nα,+δ (|b|) ≤
ǫ
4κ
.
By (26), (50) and noting that supp(bn) ⊂ [s1 − ǫ/2, s1 + 3ǫ/2]×K and ǫ1 < 1/2,
we have
Sλn |bn|(s, x) ≤ 2Rλ|bn|(s, x)
≤2
∫ ∞
s
∫
Rd
e−λ(t−s)p(s, x; t, y)|bn|(t, y)dydt
≤2
(∫ s+δ
s
∫
Rd
1
(t− s) d+12
exp(−α |x− y|
2
t− s )|bn|(t, y)dydt
+
∫ ∞
s+δ
∫
Rd
e−λδp(s, x; t, y)|bn|(t, y)dydt
)
≤2Nα,+δ (|bn|) + 2e−λδ
∫ ∞
s
∫
Rd
p(s, x; t, y)|bn|(t, y)dydt.
By the same arguments that we used to establish (22) and (23), we obtain∫ ∞
s
∫
Rd
p(s, x; t, y)|bn|(t, y)dydt ≤ Nα,+2ǫ1 (|bn|).
Therefore,
Sλn |bn|(s, x) ≤2Nα,+δ (|bn|) + 2e−λδNα,+2ǫ1 (|bn|)
≤2κNα,+δ (|b|) + 2κe−λδNα,+2ǫ1 (|b|)
≤ ǫ
2
+
1
C1
e−λδ.
So we can find a sufficiently large λ0 such that if λ > λ0, then S
λ
n |bn| < ǫ. Since λ0
can be chosen independently of n, the lemma is proved. 
With the help of Lemma 5.7, we can use the same method as in [2, Theorem 4.3]
to prove the following lemma.
Lemma 5.8. Let β, ǫ > 0. Then there exists δ > 0 not depending on (s, x) and n,
such that
Ps,xn
(
sup
s≤t≤s+δ
|Xt − x| > β
)
< ǫ. (51)
BROWNIAN MOTION WITH SINGULAR TIME-DEPENDENT DRIFT 19
Proof. As shown in the proof of [2, Theorem 4.3], it suffices to find a δ > 0, which
is independent of (s, x) and n, such that
Ps,xn
(∫ s+δ
s
|bn(u,Xu)|du > β
2
)
<
ǫ
2
. (52)
Let θ = δ−1. Then
Ps,xn
( ∫ s+δ
s
|bn(u,Xu)|du > β
2
)
≤ 2
β
Es,xn
[ ∫ s+δ
s
|bn(u,Xu)|du
]
≤2e
β
Es,xn
[ ∫ s+δ
s
e−θ(u−s)|bn(u,Xu)|du
]
≤2e
β
Es,xn
[ ∫ ∞
s
e−θ(u−s)|bn(u,Xu)|du
]
≤2e
β
Sθn|bn|(s, x).
By Lemma 5.7, we can find a large enough θ > 0, independent of (s, x) and n, such
that
Sθn|bn|(s, x) <
βǫ
4e
.
Thus the assertion (52) follows. 
Lemma 5.9. Let β ∈ (0, 1]. Define σs := inf{r ≥ 0 : |Xs+r − Xs| ≥ β}. Then
there exists 0 < δ < 1, which does not depend on (s, x), such that
sup
n∈N
Es,xn [e
−σs ] ≤ δ.
Proof. The proof goes in the same way as the proof of [2, Corollary 4.4]. 
Next, we show how we can use the above two lemmas and the strong Markov
property to deduce the tightness of {Ps,xn : n ∈ N}.
Proposition 5.10. Let β, ǫ, T > 0. Then there exists δ > 0, which does not depend
on (s, x) and n, such that
Ps,xn
(
sup
t,t′≤T,|t−t′|≤δ
|Xt −Xt′ | > β
)
< ǫ. (53)
Proof. Since Ps,xn (Xt = x for all t ≤ s) = 1, we can assume without loss of gener-
ality that s < T ; otherwise
Ps,xn
(
sup
t,t′≤T,|t−t′|≤δ
|Xt −Xt′ | > β
)
= 0.
Furthermore, it is easy to see that the inequality (53) is equivalent to
Ps,xn
(
sup
s≤t,t′≤T
|t−t′|≤δ
|Xt −Xt′ | > β
)
< ǫ.
Let τ0 = s and define inductively
τi+1 := inf
{
t ≥ τi : |Xt −Xτi| ≥
β
3
}
.
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By the strong Markov property,
Es,xn
[
e−τi+1
]
= Es,xn
[
e−(τi+1−τi)e−τi
]
= Es,xn
[
e−τiE
τi,Xτi
n [e
−(τi+1−τi)]
]
.
From Lemma 5.9 we know that E
τi,Xτi
n [e−(τi+1−τi)] < γ < 1, where γ is a constant
and is independent of (τi, Xτi) and n. Therefore, by induction,
Es,xn
[
e−τi+1
] ≤ γi+1.
Thus
Ps,xn (τi ≤ T ) =Ps,xn (e−τi ≥ e−T )
≤eTEs,xn
[
e−τi
] ≤ eTγi, (54)
which implies the existence of i0 ∈ N with
Ps,xn (τi0 ≤ T ) <
ǫ
2
.
It should be noted that i0 is independent of n.
It remains to show that we can find a δ > 0, which does not depend on (s, x)
and n, such that
Ps,xn
(
τi0 > T and sup
s≤t,t′≤τi0
|t−t′|≤δ
|Xt −Xt′ | > β
)
≤ ǫ
2
. (55)
Suppose now τi0 (ω) > T , |Xt(ω)−Xt′(ω)| > β, s ≤ t < t′ ≤ τi0(ω) and |t− t′| ≤ δ.
Then there exists an l ∈ {0, 1, · · · , i0 − 1} such that
τl(ω) ≤ t < τl+1(ω).
If τl(ω) ≤ t < t′ ≤ τl+1(ω), then
|Xt(ω)−Xτl(ω)| ≤
β
3
and |Xt′(ω)−Xτl(ω)| ≤
β
3
,
so
|Xt(ω)−Xt′(ω)| ≤ 2β
3
,
which is a contradiction to the fact that |Xt(ω)−Xt′(ω)| > β. Thus it must hold
τl(ω) ≤ t < τl+1(ω) < t′ ≤ τi0 . So
|Xt(ω)−Xτl(ω)| ≤
β
3
, |Xτl+1(ω)−Xτl(ω)| ≤
β
3
,
and hence
|Xt′(ω)−Xτl+1(ω)| ≥|Xt′(ω)−Xt(ω)| − |Xt(ω)−Xτl(ω)|
− |Xτl+1(ω)−Xτl(ω)|
>
β
3
,
which implies 0 ≤ τl+2(ω)− τl+1(ω) < t′ − t ≤ δ. Therefore,{
τi0 > T and sup
s≤t,t′≤τi0
|t−t′|≤δ
|Xt −Xt′ | > β
}
⊂{τi0 > T and min
1≤l≤i0
(τl − τl−1) < δ
} ⊂ { min
1≤l≤i0
(τl − τl−1) < δ
}
. (56)
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By Lemma 5.8, we can find a sufficiently small δ > 0 such that
Ps,xn
(
sup
s≤t≤s+δ
|Xt − x| > β
4
)
< ǫ′ (57)
for all (s, x) ∈ [0,∞)× Rd and n ∈ N, where ǫ′ := 1− (1− ǫ/2)1/i0 . By the strong
Markov property,
Ps,xn ( min
1≤l≤i0
(τl − τl−1) < δ) (58)
=1−Ps,xn ( min
1≤l≤i0
(τl − τl−1) ≥ δ)
=1−Es,xn
[ i0∏
l=1
1{τl−τl−1≥δ}
]
=1−Es,xn
[ i0−1∏
l=1
1{τl−τl−1≥δ}E
τi0−1,Xτi0−1
n [1{τi0−τi0−1≥δ}]
]
=1−Es,xn
[ i0−1∏
l=1
1{τl−τl−1≥δ}P
τi0−1,Xτi0−1
n (τi0 − τi0−1 ≥ δ)
]
. (59)
It follows from (57) that
P
τi0−1,Xτi0−1
n (τi0 − τi0−1 ≥ δ)
=1−Pτi0−1,Xτi0−1n (τi0 − τi0−1 < δ)
≥1−Pτi0−1,Xτi0−1n
(
sup
τi0−1≤t≤τi0−1+δ
|Xt −Xτi0−1 | >
β
4
)
≥1− ǫ′. (60)
Using (59), (60) and induction, we obtain
Ps,xn
(
min
1≤l≤i0
(τl − τl−1) < δ
)
≤1− (1− ǫ′)Es,xn
[ i0−1∏
l=1
1{τl−τl−1≥δ}
]
≤1− (1− ǫ′)i0 = ǫ
2
. (61)
Combining (56) and (61) yields (55).

From now on and till the end of this section we fix (s, x) ∈ [0,∞) × Rd. By
Proposition 5.10 and [18, Theorem 1.3.2], we know that the family {Ps,xn : n ∈
N} of probability measures on (Ω = C([0,∞);Rd),M) is tight, so we can find a
subsequence (Ps,xnk )k≥1 which converges weakly. Suppose that P
s,x := limk→∞P
s,x
nk
is the limit point. Then we have the following proposition, which establishes the
connection between the probability measure Ps,x and the resolvent operator Sλ.
Proposition 5.11. For every bounded and measurable function f on [0,∞)×Rd,
we have
Es,x
[ ∫ ∞
s
e−λ(t−s)f(t,Xt)dt
]
= Sλf(s, x), (s, x) ∈ [0,∞)× Rd,
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where Es,x[·] denotes the expectation with respect to the measure Ps,x and Sλ is
defined by (44).
Proof. In view of Lemma 5.6 and the weak convergence of Ps,xnk to P
s,x as k →∞,
the assertion is clearly true when f is bounded and continuous. For any open subset
G ⊂ [0,∞)×Rd, we can find fn ∈ Cb([0,∞)×Rd), n ∈ N, such that 0 ≤ fn ↑ 1G as
n→∞. By dominated convergence theorem, the assertion also holds for 1G. The
general case then follows by a standard monotone class argument, see, for example,
[6, p. 4]. 
We now show that Ps,x is a solution to the martingale problem for
Lt =
1
2
△+ b(t, ·) · ∇. (62)
Theorem 5.12. The probability measure Ps,x is a solution to the martingale prob-
lem for Lt starting from (s, x).
Proof. We need to show that
f(Xt)−
∫ t
s
Luf(Xu)du
is a Ps,x-martingale (with respect to the filtration (Mt)t≥0)) after time s for each
f ∈ C∞0 (Rd). Suppose s ≤ t1 < t2, 0 ≤ r1 ≤ · · · ≤ rl ≤ t1 and g1, · · · , gl ∈ C0(Rd)
with l ∈ N. Let Y :=∏lj=1 gj(Xrj ). It suffices to show that
Es,x
[
Y
(
f(Xt1)−
∫ t1
s
Luf(Xu)du
)]
= Es,x
[
Y
(
f(Xt2)−
∫ t2
s
Luf(Xu)du
)]
. (63)
Recall that Ps,x is the weak limit of a subsequence of (Ps,xn )n∈N. For simplicity,
we denote this subsequence still by (Ps,xn )n∈N. Since P
s,x
n solves the martingale
problem for
1
2
△+ bn(t, ·) · ∇
starting from (s, x), so
f(Xt)−
∫ t
s
(1
2
△f(Xu) + bn(u,Xu) · ∇f(Xu)
)
du
is a Ps,xn -martingale after time s. Therefore,
Es,xn
[
Y
(
f(Xt1)−
∫ t1
s
(1
2
△f(Xu) + bn(u,Xu) · ∇f(Xu)
)
du
)]
=Es,xn
[
Y
(
f(Xt2)−
∫ t2
s
(1
2
△f(Xu) + bn(u,Xu) · ∇f(Xu)
)
du
)]
. (64)
By the weak convergence of Ps,xn to P
s,x as n→∞, we have
lim
n→∞
Es,xn
[
Y
(
f(Xti)−
∫ ti
s
1
2
△f(Xu)du
)]
= Es,x
[
Y
(
f(Xti)−
∫ ti
s
1
2
△f(Xu)du
)]
(65)
for i = 1, 2. If we can show that
lim
n→∞
Es,xn
[
Y
∫ ti
s
bn(u,Xu) · ∇f(Xu)du
]
= Es,x
[
Y
∫ ti
s
b(u,Xu) · ∇f(Xu)du
]
(66)
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for i = 1, 2, then (63) follows from (64), (65) and (66). Next we show that (66) is
true.
According to (42) and (49), we have for each k ≥ 1
E
s,x
k
[ ∫ t1
s
(|bn − bm|)(u,Xu)du
]
≤eλ(t1−s)Sλk (|bn − bm|)(s, x)
≤eλ(t1−s)Rλ(|bn − bm|)(s, x) + 1
2
C1e
λ(t1−s)Nα,+2ǫ1 (|bn − bm|)Rλ(|bk|)
≤5
4
eλ(t1−s)Nα,+2ǫ1 (|bn − bm|)
≤5
4
eλ(t1−s)Nα,+2ǫ1 (|bn − b|+ |bm − b|)→ 0, as n,m→∞. (67)
Similarly to (67), we obtain
Es,x
[ ∫ t1
s
(|bn − b|)(u,Xu)du
]
≤5
4
eλ(t1−s)Nα,+2ǫ1 (|bn − b|)→ 0, as n→∞. (68)
By (67) and (68), for any given ǫ > 0, we can find n1 ∈ N, which is independent of
k, such that for all n,m ≥ n1∣∣∣∣Es,xk [Y
∫ t1
s
bn(u,Xu) · ∇f(Xu)du
]
−Es,xk
[
Y
∫ t1
s
bm(u,Xu) · ∇f(Xu)du
]∣∣∣∣ < ǫ
and∣∣∣∣Es,x[Y
∫ t1
s
bn(u,Xu) · ∇f(Xu)du
]
−Es,x
[
Y
∫ t1
s
b(u,Xu) · ∇f(Xu)du
]∣∣∣∣ < ǫ.
Note that there exists n2 such that for n ≥ n2∣∣∣∣Es,xn [Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]
−Es,x
[
Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]∣∣∣∣ < ǫ.
If n ≥ max{n1, n2}, then∣∣∣∣Es,xn [Y
∫ t1
s
bn(u,Xu) · ∇f(Xu)du
]
−Es,x
[
Y
∫ t1
s
b(u,Xu) · ∇f(Xu)du
]∣∣∣∣
≤
∣∣∣∣Es,xn [Y
∫ t1
s
bn(u,Xu) · ∇f(Xu)du
]
−Es,xn
[
Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]∣∣∣∣
+
∣∣∣∣Es,xn [Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]
−Es,x
[
Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]∣∣∣∣
+
∣∣∣∣Es,x[Y
∫ t1
s
bn1(u,Xu) · ∇f(Xu)du
]
−Es,x
[
Y
∫ t1
s
b(u,Xu) · ∇f(Xu)du
]∣∣∣∣
≤3ǫ.
Therefore,
lim
n→∞
Es,xn
[
Y
∫ t1
s
bn(u,Xu) · ∇f(Xu)du
]
= Es,x
[
Y
∫ t1
s
b(u,Xu) · ∇f(Xu)du
]
.
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Similarly,
lim
n→∞
Es,xn
[
Y
∫ t2
s
bn(u,Xu) · ∇f(Xu)du
]
= Es,x
[
Y
∫ t2
s
b(u,Xu) · ∇f(Xu)du
]
.
Thus (66) is true. This completes the proof. 
If there is another subsequence (Ps,xn˜k )k≥1 of (P
s,x
n )n≥1 which converges weakly to
a probability measure P˜s,x, then P˜s,x is obviously also a solution to the martingale
problem for Lt starting from (s, x). Now we proceed to show that P˜
s,x = Ps,x.
The following lemma is a variant of [18, Theorem 6.1.3] and plays an impor-
tant role in showing the uniqueness of solutions to the martingale problem for Lt.
It should be noted that the boundedness of the drift b was needed in [18, Theo-
rem 6.1.3]. For our case this restriction can be dropped. Since the proof is almost
the same as that of [18, Theorem 6.1.3], we put it in the appendix.
Lemma 5.13. Suppose that the probability measureQs,x on (Ω = C([0,∞);Rd),M)
is a solution to the martingale problem for Lt starting from (s, x), where Lt is de-
fined by (62). For a given t ≥ s, we denote by Qω(A) = Q(ω,A) : Ω×M→ [0, 1]
the regular conditional distribution of Qs,x given Mt. Then there exists a Qs,x-null
set N ∈Mt such that Qω solves the martingale problem for Lt starting from (t, ωt)
for each ω /∈ N .
Proposition 5.14. If P˜s,x is another limit point of {Ps,xn : n ∈ N} under the
topology of weak convergence for measures, then we have P˜s,x = Ps,x.
Proof. Let E˜s,x[·] denote the expectation with respect to the measure P˜s,x. Ac-
cording to Proposition 5.11 and the uniqueness of the Laplace transform, we have
E˜s,x[f(Xt)] = E
s,x[f(Xt)], ∀f ∈ Cb(Rd), t ≥ 0.
It means that one-dimensional distributions of P˜s,x and Ps,x coincide. Since P˜s,x
and Ps,x are both solutions to the martingale problem for Lt, we can use Lemma
5.13 and the standard argument in the proof of [18, Theorem 6.2.3] to show that
multi-dimensional distributions of P˜s,x and Ps,x are also the same. Thus P˜s,x =
Ps,x on (Ω,M). 
Corollary 5.15. The sequence (Ps,xn )n≥1 converges weakly to P
s,x. Consequently,
the family of measures {Ps,x : (s, x) ∈ [0,∞)×Rd} is measurable, that is, Ps,x(A)
is measurable in (s, x) for every A ∈M.
Proof. The weak convergence of (Ps,xn )n≥1 to P
s,x follows from Proposition 5.14
and the fact that {Ps,xn : n ∈ N} is tight. Let f ∈ Cb(Rd) and t ≥ 0. Since
bn is smooth and of compact support, the function E
s,x
n [f(Xt)] is measurable in
(s, x). By the weak convergence of (Ps,xn )n≥1 to P
s,x, the function Es,x[f(Xt)] is
the limit of Es,xn [f(Xt)] and thus also measurable in (s, x). Since M = σ(f(Xt) :
f ∈ Cb(Rd), t ≥ 0), the assertion follows. 
We now prove the uniqueness of solutions to the martingale problem for Lt. This
can be done in the same way as in [2]. The first step is to show that one-dimensional
distributions of solutions to the martingale problem are unique.
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Proposition 5.16. Let Ps,x be the solution to the martingale problem for Lt that
we derived in Theorem 5.12. If there exists another probability measure Qs,x that
solves the martingale problem for Lt starting from (s, x), then for all f ∈ Cb(Rd)
we have
EQs,x [f(Xt)] = EPs,x [f(Xt)], ∀t ≥ 0. (69)
Proof. Our proof is adapted from the proof of [2, Proposition 5.1]. Since the details
of the proof may obscure the idea, we now outline the reasoning behind our analysis.
We will first introduce a sequence of stopping times (τn)n∈N that converges a.s.
to ∞ under the measure Qs,x. Next, we “glue" the measures Qs,x and Pτn,Xτn
at the stopping time τn. In this way, we obtain a new measure Q
s,x
n . Roughly
speaking, under the measure Qs,xn , the canonical process (Xt)t≥0 on the path space
behaves according to Qs,x before τn and then according to P
τn,Xτn after τn. By
the introduction of τn, we obtain the inequality (72) (see below) for Q
s,x
n , which
allows us to conveniently use the theorems of Fubini and dominated convergence.
By using the standard argument, we then show that Qs,xn is also a solution to the
martingale problem for Lt starting from (s, x) and, further,
EQs,xn [f(Xt)] = EPs,x [f(Xt)], ∀f ∈ Cb(Rd), t ≥ 0.
With n→∞, we get (69).
We now proceed to prove this proposition. Let (Ft)t≥0 be the usual augmentation
of (Mt)t≥0 with respect to Qs,x. Define a sequence of Ft-stopping times
σn := inf{t ≥ s :
∫ t
s
|b(u,Xu)|du > n}, n ∈ N,
and let
τn := σn ∧ n, n ∈ N with n ≥ s.
According to the condition (7), it is easy to see that τn →∞ Qs,x-a.s.
For each fixed ω ∈ Ω, it follows from [18, Lemma 6.1.1] that there is a unique
probability measure δω
⊗
τn(ω)
Pτn(ω),ωτn on (Ω,M) such that
δω
⊗
τn(ω)
Pτn(ω),ωτn
(
Xt = ωt, 0 ≤ t ≤ τn(ω)
)
= 1
and
δω
⊗
τn(ω)
Pτn(ω),ωτn (A) = Pτn(ω),ωτn (A), A ∈Mτn(ω),
where Mt := σ(X(r) : r ≥ t), t ≥ 0. In view of Corollary 5.15, it is easy to check
that δ(·)
⊗
τn(·)
Pτn(·),(·)τn is a probability kernel from (Ω,Fτn) to (Ω,M). Thus it
induces a probability measure Qs,xn on (Ω,M) with
Qs,xn (A) =
∫
Ω
δω
⊗
τn(ω)
Pτn(ω),ωτn (A)Qs,x(dω), A ∈ M.
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As done in the proof of [18, Theorem 6.1.2], it is easy to check that Qs,xn is again a
solution to the martingale problem for Lt starting from (s, x). Moreover,
EQs,xn
[ ∫ ∞
s
e−λ(t−s)|b(t,Xt)|dt
]
=EQs,x
[ ∫ τn
s
e−λ(t−s)|b(t,Xt)|dt
]
+EQs,x
[
e−λ(τn−s)EPτn,Xτn
[ ∫ ∞
τn
e−λ(t−τn)|b(t,Xt)|dt
]]
≤n+EQs,x
[
Sλ|b|(τn, Xτn)
]
. (70)
Similarly to (50), we have
Sλ|b| ≤ 2Rλ|b| ≤ 2Nα,+2ǫ1 (|b|) <∞. (71)
It follows from (70) and (71) that
EQs,xn
[ ∫ ∞
s
e−λ(t−s)|b(t,Xt)|dt
]
<∞. (72)
Under the probability measure Qs,xn , the process (Xt −
∫ t
s b(u,Xu)du)t≥s is a
Brownian motion after time s. Applying Ito’s formula for f ∈ C1,2b ([0,∞) × Rd),
we obtain
f(t,Xt)− f(s,Xs)
=
∫ t
s
∇f(u,Xu) · dXu +
∫ t
s
∂f
∂u
(u,Xu)du+
1
2
∫ t
s
△f(u,Xu)du
=“Martingale”+
∫ t
s
(
∂f
∂u
+ Luf)(u,Xu)du.
Taking expectations of both sides with respect to the measure Qs,xn gives
EQs,xn [f(t,Xt)]− f(s, x) = EQs,xn
[ ∫ t
s
(
∂f
∂u
+ Luf)(u,Xu)du
]
.
Multiplying both sides by e−λ(t−s), integrating with respect to t from s to ∞ and
then applying Fubini’s theorem, we get
EQs,xn
[ ∫ ∞
s
e−λ(t−s)f(t,Xt)dt
]
=
1
λ
f(s, x) +EQs,xn
[ ∫ ∞
s
e−λ(t−s)
∫ t
s
(∂f
∂u
+ Luf
)
(u,Xu)dudt
]
=
1
λ
f(s, x) +
1
λ
EQs,xn
[ ∫ ∞
s
e−λ(t−s)
(∂f
∂t
+ Ltf
)
(t,Xt)dt
]
.
Define a linear functional V λn by
V λn f := EQs,xn
[ ∫ ∞
s
e−λ(t−s)f(t,Xt)dt
]
for measurable functions f on [0,∞)× Rd with
EQs,xn
[ ∫ ∞
s
e−λ(t−s)f(t,Xt)dt
]
<∞.
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Then
λV λn f = f(s, x) + V
λ
n
(∂f
∂t
+ Ltf
)
, f ∈ C1,2b ([0,∞)× Rd). (73)
For a given g ∈ C1,2b ([0,∞)×Rd), we have f := Rλg ∈ C1,2b ([0,∞)×Rd); moreover,
since Rλ is the space-time resolvent of Brownian motion, it holds
λf(t, y)− 1
2
△f(t, y)− ∂
∂t
f(t, y) = g(t, y), (t, y) ∈ [0,∞)× Rd. (74)
Substituting (74) in the equation (73) and noting f = Rλg, we obtain
λV λn (R
λg) =Rλg(s, x) + V λn (λf − g +BRλg)
=Rλg(s, x) + V λn (λR
λg − g +BRλg),
where BRλ is defined by (29). Therefore,
V λn g = R
λg(s, x) + V λn BR
λg, g ∈ C1,2b ([0,∞)× Rd). (75)
After a standard approximation procedure, the equation (75) holds for any g ∈
Cb([0,∞)×Rd). For any open subset G ⊂ [0,∞)×Rd, we can find gk ∈ Cb([0,∞)×
R
d), k ∈ N, such that 0 ≤ gk ↑ 1G as k →∞. For each k ∈ N, it holds
V λn gk = R
λgk(s, x) + V
λ
n BR
λgk. (76)
It’s easy to see that BRλgk → BRλ(1G) pointwise as k →∞ and
|BRλgk(t,Xt)| ≤ Cλ‖gk‖∞|b(t,Xt)| ≤ Cλ|b(t,Xt)|.
Noting (72) and letting k → ∞ in (76), we conclude from dominated convergence
theorem that (75) also holds for g = 1G. Now, a standard monotone class argument
extends (75) to every g ∈ Bb([0,∞)× Rd), see, for example, [6, p. 4]. So,
V λn g = R
λg(s, x) + V λn BR
λg, g ∈ Bb([0,∞)× Rd). (77)
Let g ∈ Bb([0,∞) × Rd). Set Ak := {(t, y) ∈ [0,∞)× Rd : |b(t, y)| ≤ k}, k ∈ N.
Since |∇Rλg| is bounded and V λn (|b|) = EQs,xn [
∫∞
s
e−λ(t−s)|b(t,Xt)|dt] < ∞, by
dominated convergence theorem, we obtain
V λn BR
λg =EQs,xn
[ ∫ ∞
s
e−λ(t−s)(b · ∇Rλg)(t,Xt)dt
]
= lim
k→∞
EQs,xn
[ ∫ ∞
s
e−λ(t−s)(1Akb · ∇Rλg)(t,Xt)dt
]
= lim
k→∞
V λn (1Akb · ∇Rλg). (78)
By (71), we have ‖Rλ(|b|)‖∞ <∞. Similarly to (78), we get
RλBRλg(s, x) = lim
k→∞
Rλ(1Akb · ∇Rλg)(s, x) (79)
and
V λn (BR
λ)2g = lim
k→∞
V λn BR
λ(1Akb · ∇Rλg). (80)
Since |1Akb · ∇Rλg| is bounded, it follows from (77) that
V λn (1Akb · ∇Rλg) = Rλ(1Akb · ∇Rλg)(s, x) + V λn BRλ(1Akb · ∇Rλg). (81)
Letting k →∞ in (81) and using (78), (79) and (80), we obtain
V λn BR
λg = RλBRλg(s, x) + V λn (BR
λ)2g, g ∈ Bb([0,∞)× Rd).
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This and (77) imply
V λn g = R
λg(s, x) +RλBRλg(s, x) + V λn (BR
λ)2g, g ∈ Bb([0,∞)× Rd).
Proceeding as above, we obtain, for each k ∈ N,
V λn g =
k∑
i=0
Rλ(BRλ)ig(s, x) + V λn (BR
λ)k+1g, g ∈ Bb([0,∞)× Rd).
But
|V λn (BRλ)k+1g| ≤ ‖∇Rλ(BRλ)kg‖∞V λn |b| → 0, as k →∞,
where the convergence of ‖∇Rλ(BRλ)kg‖∞ to 0 follows from (45), Lemma 4.1 and
Assumption 5.1. Therefore,
EQs,xn
[ ∫ ∞
s
e−λ(t−s)g(t,Xt)dt
]
=V λn g
=
∞∑
i=0
Rλ(BRλ)ig(s, x)
=EPs,x
[ ∫ ∞
s
e−λ(t−s)g(t,Xt)dt
]
.
By the uniqueness of the Laplace transform, we have
EQs,xn [f(Xt)] = EPs,x [f(Xt)], ∀f ∈ Cb(Rd), t ≥ s.
Consequently,
EQs,x [f(Xt)] = lim
n→∞
EQs,x [f(Xt); t < τn]
= lim
n→∞
EQs,xn [f(Xt); t < τn]
= lim
n→∞
EQs,xn [f(Xt); t < τn] + limn→∞
EQs,xn [f(Xt); t ≥ τn]
=EPs,x [f(Xt)].
This completes the proof. 
Since Proposition 5.16 and Lemma 5.13 hold, the uniqueness of solutions to the
martingale problem for Lt now follows by a standard argument.
Theorem 5.17. The probability measure Ps,x on (Ω = C([0,∞);Rd),M) is the
unique solution to the martingale problem for Lt starting from (s, x). Therefore,
the martingale problem for
Lt =
1
2
△+ b(t, ·) · ∇
is well-posed.
Proof. The proof is the same as the proof of [18, Theorem 6.2.3]. 
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6. Existence and Uniqueness of Weak Solutions: Global Case
Under Assumption 5.1, we have proved that the martingale problem for Lt is
well-posed. Now we consider the general case, namely we only assume that
|b| ∈ FKαd−1 for some α ∈ (0, 1/2).
The procedure to construct a global solution from local solutions is quite standard
and is usually referred to as the “glueing argument".
Theorem 6.1. If |b| ∈ FKαd−1 for some α ∈ (0, 1/2), then the martingale problem
for
Lt =
1
2
△+ b(t, ·) · ∇
is well-posed. Equivalently, the SDE (1) has a unique weak solution for each (s, x) ∈
[0,∞)× Rd.
Proof. Since |b| ∈ FKαd−1, we can find a sufficiently small ǫ1 > 0 such that
Nα,+2ǫ1 (|b|) <
1
2κC1
.
For each (s, x) ∈ [0,∞)× Rd, let
R(s,x) := [s, s+ ǫ1]×
{
y ∈ Rd : |y − x| ≤ 1}.
Define
b˜(s,x)(t, y) := 1R(s,x)(t, y)b(t, y), (t, y) ∈ [0,∞)× Rd.
According to Theorem 5.12, there is a solution Ps,x to the martingale problem for
the operator
1
2
△+ b˜(s,x)(t, ·) · ∇
starting from (s, x).
Now fix (s, x) ∈ [0,∞)× Rd and let T0 = s. Define
Ti+1 := inf{t ≥ Ti : (t,Xt) /∈ R(Ti,XTi )}.
Let Q1 = P
s,x. Due to [18, Theorem 6.1.2], we can inductively define
Qi+1
(
A ∩ (C ◦ θTi)
)
:= EQi
[
PTi,XTi (C);A
]
, A ∈MTi , C ∈M,
where θt are the usual shift operators on Ω = C([0,∞);Rd) so that
(
θt(ω)
)
s
= ωs+t.
It is clear that Qm|MTk = Qk|MTk when m ≥ k. Let
Q(A) := Qk(A), A ∈ MTk , k ∈ N.
Similarly to (54), there exists δ ∈ (0, 1) such that
EQi+1
[
e−Ti+1
] ≤ δi+1.
For each fixed M > 0, we have
lim
i→∞
Qi(Ti ≤M) = lim
i→∞
Qi
(
e−Ti ≥ e−M) ≤ lim
i→∞
eMEQi
[
e−Ti
]
= 0.
Thus it follows from [18, Theorem 1.3.5] that Q extends uniquely to a probability
measure on (Ω,M). It is then routine to check that Q is a solution to the martin-
gale problem for Lt starting from (s, x). The proof of the uniqueness part can be
achieved by standard arguments, see [1, Section 6.3] or [18, Section 6.6]. 
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Appendix: Additional Proofs
Proof of (10). For 0 < h < 1, we have∫ h
0
∫
Rd
1
t
d+1
2
exp
(
− c |y|
2
t
)
|f˜(t, y)|dydt
=
∫ 1
1−h
∫
Rd
1
(1− s) d+12
exp(−c |x|
2
1− s )|f(s, x)|dxds
=
∫ 1
1−h
∫
{x: |x|≤3d(1−s)
1
2 }
1
(1− s) d+12
exp(−c |x|
2
1− s )|f(s, x)|dxds
=
∫ 1
1−h
1
(1− s) ln(1− s)−1 ds
∫
{x: |x|≤3d(1−s)
1
2 }
1
(1− s) d2
exp(−c |x|
2
1− s )dx
=
∫ 1
1−h
1
(1− s) ln(1− s)−1 ds
∫
{x′: |x′|≤3d}
exp(−c|x′|2)dx,
where we have used a change of variable x′ := x(1− s)− 12 in the last equality.
Since∫ 1
1−h
1
(1− s) ln(1 − s)−1 ds =∞ and
∫
{x′: |x′|≤3d}
exp(−c|x′|2)dx > 0,
we have
N c,+h (f˜) ≥
∫ h
0
∫
Rd
1
t
d+1
2
exp
(
− c |y|
2
t
)
|f˜(t, y)|dydt =∞,
which implies f˜ /∈ FKcd−1. Next we show that f ∈ FKcd−1.
For 1/2 ≤ s < 1, we have
lim
s→1
∫ 1
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt = 0.
In fact, if we set r := (t− s)/(1− s), then
lim
s→1
∫ 1
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt
≤ lim
s→1
∫ 1
s
1
(t− s) 12 (1− t) 12 ln(1− t)−1 dt
∫
Rd
1
(t− s) d2
exp(−c |y|
2
t− s )dy
= lim
s→1
C
∫ 1
s
1
(t− s) 12 (1− t) 12 ln(1− t)−1 dt
= lim
s→1
C
∫ 1
0
1
r
1
2 (1− r) 12 ln[(1− s)−1(1 − r)−1]dr
≤ lim
s→1
C
ln(1− s)−1
∫ 1
0
1
r
1
2 (1 − r) 12 dr = 0,
where C :=
∫
Rd
exp(−c|y|2)dy is a constant.
Let ǫ > 0 be given. Then we can find an s0 ∈ (1/2, 1) such that∫ 1
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt <
ǫ
4
, s ∈ [s0, 1).
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Set
C′ = sup
1
2≤t≤
s0+1
2
1
(1 − t) 12 ln(1− t)−1 .
Let h0 > 0 be sufficiently small such that∫ h0
0
∫
Rd
1
t
d+1
2
exp(−c |y|
2
t
)dydt <
ǫ
4C′
.
Now suppose 2h < h0 ∧ (1− s0). For 0 ≤ s < s0, we have∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt
≤
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )C
′dydt
≤ C′ ǫ
4C′
≤ ǫ
4
.
If s ≥ s0, then ∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt
≤
∫ 1
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt <
ǫ
4
.
Therefore,
sup
(s,x)∈[0,∞)×Rd
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |x− y|
2
t− s )|f(t, y)|dydt
≤ sup
s∈[0,∞)
∫ s+h
s
∫
Rd
1
(t− s) d+12
exp(−c |y|
2
t− s )|f(t, y)|dydt < ǫ.
Thus we have proved that limh→0N
c,+
h (f) = 0, namely f ∈ FKcd−1. 
Proof of Lemma 5.13. We follow the proof of [18, Theorem 6.1.3]. Let
{
fn :
fn ∈ C∞0 (Rd), n ∈ N
}
be dense in C∞0 (R
d). By [18, Theorem 1.2.10], for each fn,
there exists Nn ∈Mt such that Qs,x(Nn) = 0 and
Mfn(u) := fn(Xu)− fn(Xt)−
∫ u
t
Lrfn(r,Xr)dr
is a martingale after time t with respect to (Ω,Mu, Qω) for each ω /∈ Nn.
Define
σl := inf{u ≥ s :
∫ u
s
|b(r,Xr)|dr > l}, l ∈ N.
Since Qs,x
( ∫ u
s
|b(r,Xr)|dr <∞ for all u ≥ s
)
= 1, we have
Qs,x(σl →∞ as l→∞) = 1.
Therefore, there exists Nσ ∈Mt such that
Qω(σl →∞ as l→∞) = 1 for all ω /∈ Nσ.
Let N := Nσ ∪ (∪n≥1Nn).
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We now fix ω ∈ Ω \ N . Let (Fu)u≥0 be the usual augmentation under Qω of
the canonical filtration (Mu)u≥0. Since Mfn has Qω-a.s. continuous paths, it is
easy to verify that the process Mfn(u) is a martingale after time t with respect to
(Ω,Fu, Qω). Since σl is an Fu-stopping time, it follows that Mfn(u ∧ σl) is also a
martingale after time t with respect to (Ω,Fu, Qω). For any f ∈ C∞0 (Rd), we can
find fnk such that fnk → f in C∞0 (Rd) as k →∞. Then
Mfnk (u ∧ σl)→Mf(u ∧ σl)
boundedly and Qω-a.s. as k → ∞. By dominated convergence theorem and the
martingale property of Mfnk (u ∧ σl), we know that (Mf (u ∧ σl),Fu, Qω) is also a
martingale after t. Since Qω(σl → ∞ as l → ∞) = 1, the measure Qω solves the
local martingale problem for Lt starting from (t, ωt). Noting that the second order
term in Lt is △/2, it follows from [8, Proposition 5.4.11] that the local martingale
problem for Lt is equivalent to the martingale problem for Lt. Thus Qω solves the
martingale problem for Lt starting from (t, ωt). 
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