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Vacancy dynamics in oxides are vital for understanding redox reactions and resulting memristive
effects or catalytic activity. We present a method to track and drive vacancies which we apply
to metadynamics simulation of oxygen vacancies (V2+O ) in rutile, demonstrating its effectiveness.
Using the density functional based tight binding method, it is possible to explore the free energy
hyperplane of oxygen vacancies in TiO2. We show that the migration of V
2+
O in TiO2 is governed by
the jump with the highest degree of topological interconnection. Free energy profiles are consistent
with minimum energy paths.
PACS numbers: 61.72.jd, 66.30.Lw, 02.70.Ns
Transition metal oxides exhibit a highly complex be-
havior, with strong coupling between electronic and ionic
transport processes, making them highly interesting as
electronic materials beyond their traditional use as di-
electrics. The most prominent example of such effects
is the memristive behavior1 of TiO2−x and many other
substoichiometric oxides2. In titania, the memristive be-
havior is linked to the formation and dissolution of con-
ducing filaments1 or layers3 of room-temperature metallic
TinO2n−1 Magne´li phases4 in the insulating TiO2. These
phases of titania are modifications of the rutile crystal
structure in which oxygen vacancies (VO) are ordered in
slip-planes. In order to understand their formation and
dissolution it is essential to understand the dynamics of
oxygen vacancies aggregating and dispersing.
Yet, the memristive effect is far from being the only
interesting physics of metal oxides in which vacancy dy-
namics play a crucial role. Catalytic effects at oxide
surfaces can rely on the presence and ability to replen-
ish surface vacancies5,6 or O ion transport through the
catalyst5,7. To be efficient, the latter relies on vacancies
and can in fact be mapped to a vacancy transport process
in the reverse direction. Oxide based (photo)catalysis is
regarded as one of the most promising fields of renewable
energy conversion.
These examples show that complex physical processes
at the surface and in the bulk of reducible metal oxides
require intimate understanding of the dynamical behav-
ior of VO defects and the relevant driving forces. Many
of these processes are rare events, i.e. their activation
energy is larger than the average thermal energy at rele-
vant conditions, which makes them inaccessible to unbi-
ased molecular dynamics simulation. Techniques for rare
event simulation8–11 rely on reaction coordinates describ-
ing the transition of interest. In most cases, the reaction
coordinate is required to be continuous and at least piece-
wise differentiable with respect to the atomic positions
~rlati . Achieving this for a vacancy coordinate ~rv is diffi-
cult, as vacancies are not directly simulated objects but
an emergent property. In the strictest sense, the position
of a vacancy cannot be continuous, as it is defined as
an unoccupied lattice position. Yet, since a vacancy can
change its position, albeit indirectly, a generalization of
the vacancy position to allow the description of the tran-
sition is possible. So far, studies of vacancy migration
focus on single hopping events, tracing the position of
the moving neighbor atom, and implicitly defining the va-
cancy motion as the opposite of the ion motion12–15. This
auxiliary definition suffers from the conceptual problem,
that at or at least close to the transition state the vacancy
defined as “where no ion is” coincides with the position
of the moving ion. Of greater practical impact is that fo-
cusing on a single ion when driving the vacancy severely
limits the search space for the vacancy transition path.
The a-priori assumption that the motion of only the se-
lected atom alone leads to the vacancy motion precludes
any collective effects.
One approach to capture the emergent nature of va-
cancies is to analyze the simulated volume for voids and
designate such spaces as vacancies based on their size
(e.g.16,17). While highly flexible and useful to detect an
unknown number of vacancies in a matrix of unspecified
crystal structure, the approach is computationally cum-
bersome and can neither yield a continuous ∂ ~rv/∂
~rlati at
acceptable computational effort, nor can it describe the
crucial hopping events.
We return our focus to the discrete reference positions.
In the transition state, the moving ion is equally far from
two lattice positions18, which suggests having two vacan-
cies while only one ion is missing. This leads us to the
desired generalization of the vacancy concept allowing for
the continuous tracking of vacancy motion: Instead of a
Boolean assignment of ions to lattice positions, ions may
impart a certain amount of occupiedness to lattice sites,
ranging from 0 . . . 1 depending on their distance. In this
picture the ion at the transition state partially occupies
both adjacent lattice positions. ~rv is then defined as the
average of the lattice positions weighted by unity minus
their occupiedness. In contrast to coordinates derived
from specific ion positions, this concept is inherently in-
variant under permutation of the ionic labels, removing
many a-priori constraints. We therefore call this coor-
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dinate Permutation Invariant Vacancy Location Trajec-
tory, in short PIVoT. Mathematically, the position of the
vacancy is determined from the externally supplied refer-
ence lattice positions ~rlati and the ionic positions
~rionj by
a weighted average
~rv =
∑
i
~rlati
wi∑
i wi
[
Gi∑
iGi
]
(1)
wi = 1 − 1
exp ((rmin,i − d0) /τ) + 1 (2)
Gi = exp
−
∣∣∣ ~rlati − ~rv∣∣∣2
2 (σG)
2
 (3)
rmin,i = minj
(∣∣∣ ~rlati − ~rionj ∣∣∣) (4)
where the weighting function wi is a mirrored Fermi-
Dirac distribution function with the switchover distance
d0 and a steepness parameter τ . It was chosen for being
able to control the smooth transition with convenient pa-
rameters. For tracing a vacancy in the post-processing
of existing trajectories, d0 and τ are chosen such that
the weight of a lattice position remains almost zero as
long as the closest ion does not stray outside the range of
thermal oscillation. For use as a collective variable (CV)
in meta dynamics, the derivative of the CV with respect
to atomic coordinates would be zero close to equilibrium
and the algorithm could not drive the dynamics. In this
case, d0 and τ are chosen to yield a smoother transition
and weight thermal displacements. Since the global av-
eraging of all ~rlati will now draw ~rv towards the center
of gravity of the ~rlati , the term Gi needs to be applied
to additionally weight the ~rlati by their distance from ~rv.
In this case Eq. 1 has to be solved self consistently, with
the σ parameter chosen so that the FWHM of Gi falls
between the 2nd and 3rd shells of the moving species.
In our simulations of V2+O diffusion in TiO2we calcu-
late energies and forces using the self-consistent charge
version of the density-functional based tight-binding
method19 (SCC-DFTB) with the tiorg parametriza-
tion20. We iterate SCC until charge errors are < 10−8 e−.
Supercells between 2x2x3 and 4x4x6 rutile units, each
containing a single V2+O defect were simulated, using
a 2x2x2 Monkhorst-Pack k-point set21. The 2+ charge
state was chosen based on the results in ref. 22. We
compensate for the defect charge by applying a uniform
background charge. Meta dynamics8 simulations were
carried out in the NVT ensemble at 600 K ensured by a
Nose-Hoover thermostat23,24 for the ions, and using the
PIVoT collective variable projected onto the (001) lattice
direction. We choose d0 = 1.5 A˚ and τ = 0.4 A˚ to ensure
reasonable derivatives.
To understand the behavior of the PIVoT coordinate
in detail, we compare the resulting vacancy trajectory
to the center of gravity of the cavity in the O sublattice
resulting from the vacancy. The void is determined by
a procedure similar to cavity analysis in GeSbTe phase
Barrier DFTB DFT12 MSINDO15
static 2x2x3 3x3x6 4x4x6 5x4x2 2x3x2 (slab)
A 1.89 1.94 1.96 1.77 -
B 1.41 1.03 0.88 0.69 -
C 1.22 1.36 1.31 1.10 -
free
A - - - - ∼ 0.96
C 1.44 1.09 - - ∼ 1.22
Table I: V2+O minimum energy diffusion barriers and
the free energy diffusion barrier of the C process in eV.
Processes A,B occur within the equatorial plane of the
corresponding Ti octahedron, process C is out-of plane.
Nomenclature follows ref. 12. Values for MSINDO free
energy barriers are averaged between forward and
backward directions, since the (110) surface in these
simulations breaks translational invariance.
change materials16 but explicitly without analyzing the
void size. We examine volume elements of 0.1 A˚ edge
length, marking them as empty if no O atom is closer
than 1.1 A˚, just over 12 of the O–O neighbor distance in
rutile. During a hopping event, empty voxels are filled by
the moving O atom, while new empty elements appear
behind its original position. The center of gravity of the
empty elements transits continuously, with some thermal
fluctuation. While the transition of the vacancy can be
detected this way, its time scale is underestimated by a
factor of 5, as shown by he comparison to the motion
of the hopping O atom. In contrast, PIVoT reproduces
the transition time very well. (See Supplemental Mate-
rial at [URL will be inserted by publisher] for a detailed
comparison.)
To verify the suitability of SCC-DFTB for the sim-
ulation of oxygen vacancy diffusion in TiO2, we calcu-
late the minimum energy paths for the three symmetry-
inequivalent transitions a V2+O can undergo using the
nudged elastic band method for the 2x2x3 and 3x3x6
cells and adiabatic mapping for a 4x4x6 supercell. The
resulting diffusion barriers from the DFTB calculations
turn out between 0.1 and 0.2 eV higher than the GGA
results, as shown Table I, so the agreement is reasonable.
Another important result in Table I is the strong super-
cell size dependence of the“B”barrier, which is connected
to the occurrence of chains of Ti atoms linked by O dou-
ble bridges along the (001) direction in rutile14. Careful
analysis of the geometry shows that the supercell chosen
by Iddir et.al. for their DFT calculations is well thought
out to reduce this cell size effect. The slight increase of
the A and C barriers with supercell size are attributable
to stabilization of the vacancy equilibrium configuration
in larger cells. Recent claims of strong charge state de-
pendence of the VO diffusion barriers
13 are dubious since
the supercell size dependence is ignored there and k-point
sampling is inadequate.
Even though barriers from the 2x2x3 supercell are un-
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Figure 1: (color online) (a) 130,000 step free energy profile of V2+O along (001) in 2x2x3 supercell. Wall potentials
constrain the motion of the vacancy at 1.7 and 5.8 A˚ . (b) Vacancy position shown every 100 fs as (dark) blue
spheres, view approximately along the (100) axis, Ti and O atoms of the minimum energy structure of the TiO2 cell
are shown for orientation. (c) cutout of the the FEP in the 3x3x6 supercell after 75000 steps.
physically distorted, it is edifying to compare a free en-
ergy profile obtained from this cell to the minimum en-
ergy path (MEP). As Fig. 1b shows, the free energy pro-
file (FEP) in Fig. 1a is averaged over several C-jumps
between adjacent TiO planes, the profiles between min-
ima 1–2 and 2–3 are each a thermodynamic mean of 3
distinct C-type transitions, while the 3–4 barrier is only
sampled along 2 routes. Artificial wall potentials at ∼ 1.7
and ∼ 5.8 A˚ were employed to keep the vacancy from
approaching the periodic boundary. Therefore only the
part between 2.5 A˚ and 4.5 A˚ can be analyzed. While
an A transition would be possible, it was not observed.
B Barriers will not be visible in the FEP, as the jumps
are perpendicular to the analyzed direction. The mean
value of the barriers weighted by the number of con-
tributing transitions yields an activation free energy of
1.44± 0.7 eV. This value is about 0.2 eV higher than the
MEP barrier, which is reasonable regarding the achiev-
able accuracy and small cell size.
Fig. 1c shows a cutout of the FEP obtained after 75,000
meta dynamics iterations in the much larger 3x3x6 super-
cell. In retrospect it was found that the artificial walls for
the CV were placed too close to the periodic boundaries,
so that atom jumps across the boundary occurred, lead-
ing to heavy artifacts on the simulation beyond 75,000
steps. A reasonably converged section of the FEP was
selected by finding an area where minima of equal free
energy coincide with O layers in the crystal. In this case,
only two barriers could be analyzed marked 1–2 and 2–
3 in Fig. 1c, yielding a mean barrier of 1.09 ± 0.13 eV.
This barrier is somewhat smaller than in the MEP (cf.
Tab. I), which emphasizes the necessity for free energy
calculation even of this seemingly simple process. As in
the 2x2x3 cell, all observed transitions are C type transi-
tions, reinforcing the observation that long range migra-
Figure 2: (color on line) Possible transitions for a VO
defect in rutile. Initial vacancy position is marked in
black.
tion of oxygen vacancies appears to be governed by this
process.
For understanding the high preference for C jumps, it
is necessary to examine the possible transitions closer,
this time centered on the vacancy rather than a Ti atom.
Fig. 2 shows all end points of the three types of nearest
neighbor jumps a vacancy can undergo. The number of
realizations for each event type varies strongly, with the
ratio of A:B:C being 2:1:8. The topology shows that B
jumps alone cannot lead to migration of the vacancy and
A events can only lead to strictly linear migration along
the (001) axis. In contrast, combinations of C jumps al-
low the vacancy to move in any direction. A combination
a B and C jumps can lead to accelerated movement along
the (110) and (11¯0) directions. From this follows, that
the rate-limiting step for vacancy diffusion in rutile is
the C-type jump, which is the only hopping event during
which the vacancy does not stay within the equatorial
plane of any of its Ti neighbors.
In the current formulation, the PIVoT coordinate is
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limited to a single vacancy, but extension to a multi-
vacancy capable M-PIVoT formulation for a known num-
ber of vacancies can be achieved in a straight-forward
manner by clustering the strongly weighted reference po-
sitions, e.g. using the k-means algorithm25. Overcoming
the current limitation to a static, externally provided ref-
erence lattice is equally straight forward, at least in the
case of compounds. Without loss of generality, regard-
ing an AB compound, the expected B positions can be
inferred from the A sublattice. E.g., rutile is composed
of isosceles triangles with Ti vertices and edges of ∼ 3.0
and 2x∼ 3.6 A˚ in length. Reference positions of sufficient
quality can be calculated by taking the center of gravity
of every group of three Ti atoms no further apart than
3.6 A˚ plus a commensurate allowance for thermal fluctu-
ation. Similar rules can be formulated for any compound
where the species of interest is at least 3-fold coordinated.
Our simulation results demonstrate that meta dynam-
ics are a useful tool explore and understand diffusion
mechanisms in complex materials. In contrast to min-
imum energy path search approaches, where the start
and end configurations must be provided by an educated
guess of the researcher, and thus every possible process
must be foreseen, no a-priori assumptions on the diffu-
sion mechanism are imposed. The dangers of this reliance
on chemical intuition have been demonstrated, e.g. in the
case of surface adatom diffusion26. A collective variable
based (meta) dynamics approach avoids this pitfall that
is even deeper for vacancies, which are an emergent prop-
erty of the distribution if indistinguishable atoms.
Besides serving as a collective variable for free energy
sampling, the PIVoT coordinate also shows great po-
tential for use as an event detection method in parallel
replica dynamics11 and related approaches. In contrast
to the currently favored approach of using differences in
atom positions after steepest descent relaxation of MD
snapshots, the PIVoT coordinate is computationally so
efficient that it can be evaluated on the fly and events
can be detected immediately, reducing the computational
cost while increasing the accuracy of event time measure-
ment. Beyond tracking a vacancy outright, it is trivial
to use the PIVoT coordinate as part of any other vector
based variable to describe a system, e.g. distances, an-
gles, coordination numbers etc. The vacancy tracking is
independent of the vacancy charge state and can be ap-
plied under any conditions as long as the interatomic po-
tential remains valid. Combined with Born-Oppenheimer
dynamics, as shown here, the charge distribution is al-
ways determined by the ionic arrangement. This allows
to analyze correlations between ion dynamics and elec-
tronic rearrangements.
Applied to the behavior of V2+O defects in rutile, we
demonstrated that great care must be taken in the choice
of models and computational details. Furthermore, our
free energy surface samplings show that not the lowest
barrier pathway dominates the V2+O diffusion, but the C
hop, which possesses the largest number of realizations
per O site and provides the largest connectivity between
lattice sites. While the good agreement between MEP
and free energy paths in thermal equilibrium is not very
surprising in a crystalline solid, our results demonstrate
that free energy path sampling is in deed feasible in the
complex system of reduced titania. This opens the door
to answering much more challenging questions regarding
the effect of external driving forces such as electric fields
or temperature gradients and their relative impact on the
memristive effect in different materials, which is crucial
for understanding and designing memristor devices27.
The PIVoT coordinate was shown to be well suited to
drive meta dynamics simulation of oxygen vacancy diffu-
sion in titania and to analyze the resulting trajectories.
We demonstrate that in combination with potentials that
offer a good compromise between efficiency, accuracy and
transferability such as SCC-DFTB, this vacancy coordi-
nate allows examining the free energy landscape of va-
cancy diffusion safe from the pitfalls of previously exist-
ing mappings between atomic and vacancy motion. We
show that the diffusion of V2+O defects is dominated by
out-of-plane hopping events even though lower barrier
jumps may occur.
The methods outlined in this work are applicable far
beyond titania. The PIVoT coordinate can be used to
analyze and drive vacancy dynamics in any solid, as long
as the atomic arrangement does not undergo any severe
modification. This allows to tackle questions of vacancy
dynamics under external driving forces, such as electric
fields or temperature gradients.
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