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We present a pedagogical introduction to the problem of evolving a head on collision of
two Aichelburg-Sexl gravitational shock waves in D-dimensions, using perturbative tech-
niques. We follow a constructive approach with examples, going in some detail through:
the set up of the exact initial conditions and their properties; perturbative methods in
flat space-time with Green function solutions; and numerical strategies to evaluate the
integral solutions. We also discuss, briefly, radiation extraction methods adapted to this
problem, together with some of the results for this system.
Keywords: Black hole collisions; Gravitational radiation; Numerical methods.
PACS numbers:
1. Introduction
The study of transplanckian black hole collisions in higher dimensional General
Relativity (GR) has attracted a lot of attention in recent years. The motivation
ranges from the possibility of probing TeV strong gravity at the LHC, to the study
of the gauge gravity duality, or even to the attempt of understanding the structure
of GR using D as a parameter.1–3
This process, at small impact parameters, inevitably involves the formation of
a horizon, whose size grows with the energy scale of the collision. It was in fact
early argued by t’Hooft4 that, in the transplanckian limit, the process should be
dominated by classical general relativity and all details of the short range physics
would be cloaked by a horizon.5 In particular, the details of the colliding particles
should not be important in this limit, as long as they are sufficiently localised.6
This idea has been recently verified within numerical relativity in several setups,
namely the collision of highly boosted black holes, boson stars and self-gravitating
fluid spheres.7–9
In the highly transplanckian limit, the colliding particles are greatly boosted,
travelling very close to the speed of light. This has motivated the study of gravi-
tational shock wave collisions as a model for the gravitational fields of the highly
boosted particles.10–19 Furthermore, also in the context of TeV gravity models,20
which predict microscopic black hole formation at the LHC for partonic centre of
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mass energy beyond the TeV,5, 21–24 the colliding particles must travel at a speed v
very close to the speed of light (v & 0.999c). Thus the study of shock wave collisions
in higher dimensions provides a good model for the gravitational process also in this
context.
In sum, the study of this system is important from various perspectives: i) as
a complementary method to numerical relativity for collisions at very large boost
(where the numerical methods become difficult), ii) to provide better bounds on
the energy lost into gravitational radiation in scenarios of TeV gravity black hole
production (which are not yet very constrained25–28) and iii) to understand the
structure of GR using D as a parameter.2, 18 In these lecture notes we will explore
this very particular problem which, however, possesses a non-trivial structure re-
quiring the application of many different techniques/approaches both analytic and
numeric.
From the analytic point of view it requires: i) understanding how to set up
initial conditions for the evolution problem in a suitable gauge; ii) the study of
perturbation theory on a fixed background at non-linear order as to address the
evolution; iii) the discussion of radiation extraction methods. These are problems
which, in a way, are all common to any numerical GR problem.
On the other hand, from the numerical point of view, it requires the discussion:
i) of non-trivial integrals obtained from Green function representations; ii) of nu-
merical strategies to compute non-trivial integration domains, and iii) the treatment
of delicate numerical issues such as singularities and the use of asymptotic/series
expansions to control round-off errors in difficult regions of the parameter space.
Thus, the variety of problems that one is required to solve makes this problem an
excellent ground to illustrate many techniques within a well defined, tractable an
interesting problem. Finally, these techniques (most notably perturbation theory on
a background, Green function methods and many of the numerical strategies) are
certainly useful and applicable to many other relevant problems.
These lecture notes come with two companion Mathematica notebooks with
examples: one with analytic calculations29 and another with some numerical ex-
amples.30 In the first notebook29 a considerable use of some packages of the xAct
suite31 has been made, particularly xCoba, to analyse properties of the Aichelburg-
Sexl shock wave, and xPert for some derivations of perturbation theory. Throughout
the notes there are exercises for the reader, with solutions found in the companion
notebooks.
The structure of these notes is the following. In Sect. 2.1 we derive the
Aichelburg-Sexl solution through an ultra boost, and analyse some of its geometrical
and physical properties. In Sect. 2.2 we superpose two such solutions as to collide
them, discuss the properties of the superposition and formulate initial conditions
for the exact evolution problem. Sect. 3 is dedicated to the discussion of perturba-
tive methods in flat space and some specifics for the shock wave collision problem.
In particular formal solutions are presented to all orders in perturbation theory. In
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Sect. 4 we specialise to the shock wave collision problem, describing the gauge fixing
procedure (Sect. 4.1) and presenting simplified integral expressions for the metric
perturbations (Sect. 4.2). In Sect. 4.3 the numerical strategies to evaluate the inte-
gral solutions are described. The results at linear order, together with a discussion
of radiation extraction, are presented in Sect. 4.4. Finally in Sect. 4.5 we comment
on higher order results and we finish with some concluding remarks in Sect. 5.
2. Shock waves collision initial value problem
2.1. The Aichelburg-Sexl shock wave
As a model for the gravitational field of each colliding particle, we will use
Aichelburg-Sexl (AS) shock waves.32 An AS shock wave is a solution of a point-
like source moving at the speed of light, thus it represents the gravitational field of
a null point-like particle. It was first obtained in D = 4 by Aichelburg and Sexl by
boosting the Schwarzschild solution and taking the speed of light limit while keep-
ing the energy parameter fixed. Let us consider D > 4 for simplicity (see Ref.32 for
the special case D = 4). The D-dimensional Tangherlini solution with mass M is33
ds2 = −
[
1− 16πGDM(D−2)ΩD−2 1rD−3
]
dt2 +
[
1− 16πGDM(D−2)ΩD−2 1rD−3
]−1
dr2 + r2dΩ2D−2 , (1)
where dΩ2D−2 and ΩD−2 are the line element and hyper-area of the unit D − 2
sphere, andGD is theD-dimensional Newton constant. To obtain theD-dimensional
AS metric first we change to isotropic coordinates. We transform to a new radial
coordinate R and keep the angular coordinates:
r = R (1 +A)
2
D−3 , A ≡ 1
4
(rs
R
)D−3
, rD−3s ≡
16πGDM
(D − 2)ΩD−2 (2)
where rs is the Schwarzschild radius. Then (R =
∑D−1
i=1 x
2
i )
ds2 = −
(
1−A
1 +A
)2
dt2 + (1 +A)
4
D−3
D−1∑
i=1
dx2i (3)
Next, we pick a spatial direction (say along xD−1 ≡ z) and perform a boost with
velocity β, which amounts to the following coordinate transformationa:
t → γ(t− βz)
z → γ(z − βt) , γ ≡ (1 − β2)− 12 (4)
xT → xT ≡ (x1, . . . , xD−2) , ρ2 ≡
D−2∑
i=1
x2i .
aFor notational simplicity we use the same names for the transformed coordinates and apply a
replacement rule notation →, where the old coordinates are replaced by their expressions in terms
of the new coordinates.
4 Marco O. P. Sampaio
Fig. 1. Schematic representation of the qualitative behaviour of −|RµναβRµναβ | (Kretschmann
scalar) when the Aichelburg-Sexl ultraboost is applied to the Schwarzschild-Tangherlini black hole
(horizontal directions represent the isotropic spatial coordinates xi) at fixed time. In the limit of
large boost, the Lorentz contraction squeezes the gravitational field on the transverse plane where
the particle is centred.
With this transformation, we note first that fixing the energy E ≡ γM and taking
the limit β → 1,M → 0
A =
4πGDE
(D − 2)ΩD−2
√
1− β2[(
z−βt√
1−β2
)2
+ ρ2
]D−3
2
⇒ lim
β→1
A = 0 . (5)
Then the line element in such limit is expanded as
ds2 = −dt2 + dz2 + dx2T + 4(D−2)(D−3)
A
1− β2 (dt− βdz)
2 + . . . (6)
where . . . denotes terms that go to zero in the limit. An intuitive schematic picture
of this limiting procedure is presented in Fig. 1. In a frame where the black hole is
moving with constant velocity β, the metric is Lorentz contracted along z. Thus,
the curved region becomes increasingly concentrated on a plane, perpendicular to
the longitudinal z direction, whereas the transverse directions are not transformed.
One can check (by taking the limit β → 1) that in fact the term proportional to
A in Eq. (6) goes to zero off the plane z = t (which moves at the speed of light) and
diverges on the plane. So the limiting line element is simply flat Minkowski space
off the moving plane, plus a Dirac delta distributional source on the moving plane.
The proof of the limit is presented in Appendix A, and the final line element for a
particle moving in the +z direction is
ds2 = −dudv + dρ2 + ρ2dΩ2D−3 + κΦ(ρ)δ(u)du2 , (7)
where κ ≡ 8πGDE/ΩD−3, and u = t−z, v = t+z are null coordinates. The function
Φ depends only on ρ and takes the form14
Φ(ρ) =


−2 ln(ρ) , D = 4
2
(D − 4)ρD−4 , D > 4
. (8)
Clearly, a shock wave solution moving in the opposite −z direction with the same
energy is obtained by replacing z ↔ −z or equivalently exchanging u and v.
Radiation from a D-dimensional collision of shock waves: numerical methods 5
2.1.1. Properties of the solution
Some obvious properties of the solution are:
• Axial symmetry: The solution is invariant under rotations dΩD−3 on the
transverse plane;
• v-translations symmetry: The metric components are independent of v;
• Transformation under boosts: Boosting the solution along +z with velocity
β = tanhα, amounts to a rescaling E → eαE (as expected from the 4-
momentum transformation of a null particle).
One can understand better the gravitational properties of the solution by analysing
the curvature and the Einstein tensor. This can be done analytically for all D.
Exercise 1
The results of this exercise can be checked with Mathematica, using xCoba (see
first companion notebook29).
1. Show that the only independent non-zero components of the Riemann tensor
for the AS shock wave (7) are (derive the right hand side):
Ruiuj = −κδ(u)
2
[
δij
Φ′
ρ
+ ΓiΓj
(
∇2Φ− (D − 2)Φ
′
ρ
)]
, (9)
where Γi ≡ xi/ρ and ∇2 is the Laplacian, both on the transverse plane.
2. Compute the Einstein tensor and show that the only non-zero component
gives the following energy-momentum tensor
Tuu = − E
2ΩD−3
δ(u)∇2Φ = Eδ(u)δ(D−2)(xi) , (10)
where the last step can be shown using Gauss’s law on the integral∫
V d
D−2x∇2Φ over the volume of a (D − 2)-sphere.
An alternative way of deriving these results is by computing the tensors directly
in the original black hole space-time, boosting and then taking the limit.
It is now clear from Eq. (10) that this solution describes the gravitational field
of a point-like particle moving at the speed of light with energy density distribution
Tuu, and energy E. Looking at the Riemann tensor Eq. (9) we also conclude that
the gravitational field is zero off the transverse plane moving at the speed of light,
and has support on the whole plane. On the transverse plane the gravitational field
decays away from the centre as an inverse power of ρ and it is impulsive in nature
due to the δ(u) distribution. This can be better visualised in Fig. 2 where we show
plots of the profile functions on the transverse plane. The profile function for D = 5
(D > 4 in general) decays for large ρ, whereas the D = 4 special case goes to
−∞. This special feature is not incompatible with the considerations above, since
Φ is not a gauge invariant quantity. Components of gauge invariant objects always
contain at least one derivative Φ′ as observed in the Riemann tensor Eq.(9), so the
gravitational field does indeed decay away from the centre.
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Fig. 2. Transverse plane profile functions for D = 5 (left) and D = 4 (right). Here we represent
the transverse plane in perspective and the z-axis along which the plane moves at the speed of
light. The inset plots show Φ as a function of a transverse direction xi.
Regarding the impulsive nature of the shock wave along u, one can see it as
an idealisation of a realistic distribution where the δ(u) (as well as the δ(D−2)(xi))
is replaced by a smeared out form, amounting to a matter distribution with some
extension (instead of being point-like). We expect, however, that the gravitational
field away from the centre of the source does not depend on the details as long as
the source is sufficiently localised.
2.1.2. Rays analysis
Another intuitive way of understanding the AS solution is by looking at null rays
(geodesics) incident on the shock plane, which suffer the gravitational deflection
and redshift that test null particles do. In the next section, such null rays will also
be useful to define the points which are causally connected to the collision plane,
when two shock waves are collided.
Let us analyse Fig. 3 where the scattered trajectories of a plane of null rays are
represented (along the small red arrows). Such plane of rays is incident perpendic-
ularly to the right moving AS shock wave (along big blue arrow) – see left panel.
In the middle figure we observe a snapshot of the rays, some small time after they
are scattered through the shock wave, and the right panel at another later time.
The rays propagate freely in flat space both before and after the scattering. The
scattering event occurs instantaneously at t = 0 when the two planes meet. The
scattered rays suffer two effects. First, it is clear from the middle and right panel
that the tangent vectors of all rays are bent inwards towards the collision axis, as
expected from the gravitational attraction of the source at the centre. In particular
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Fig. 3. Representation of a test wave front of null rays (small red arrows) scattering through the
transverse plane of the AS shock wave travelling along the positive z direction (big blue arrow),
for D = 5: i) before scattering (left), ii) a small time after scattering (middle) and iii) a later time
after scattering (right). The dashed red line (right) represents the plane wave front the rays would
have followed if no scattering had occurred.
the rays are less bent further away from the centre. At late times (as seen in the
right panel), there is an increasingly circular envelope of rays around the scattering
centre, and another outermost one which asymptotes to the dashed line representing
the initial plane of rays extrapolated to the left.
A second effect is more subtle, but equally interpretable physically. In the middle
panel we observe that there are scattered rays which have not yet emerged from
the central region of the shock wave, which are later identifiable in the right panel.
This is due to a redshift effect suffered by all rays, which intuitively get stuck on
the shock wave for some time until they emerge later in their bent trajectory. This
time step is larger for rays incident close to the centre and small away from the
centre, as expected, since the gravitational field decays with an inverse power of ρ.
Exercise 2
Consider the propagation of null geodesics on the background (7) described by
the action
S =
1
2
∫
dλ gµν
dxµ
dλ
dxν
dλ
≡ 1
2
∫
dλ gµνp
µpν (11)
(xµ(λ) where λ is an affine parameter).
1. Use the conservation law for pv to show that we can choose the parameter
to be λ = u.
2. Use the Euler-Lagrange equations for xi(λ) (transverse plane coordinates)
to show that
xi = xi0 + x
′i
0 u+
κ
2
∇iΦ(ρ0)u θ(u) (12)
where xi0 and x
′i
0 are integration constants and θ(u) is the Heaviside step
function. (Note: x′i0 = 0 for rays incident perpendicular to the shock plane).
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3. Use the conserved Hamiltonian for null rays, pµp
µ = 0, to show that
v = v0 + κΦ(ρ0)θ(u) + u
∑
i
[
x′i0 +
κ
2
∇iΦ(ρ0) θ(u)
]2
, (13)
where v0 is an integration constant.
2.2. Superposition principle & Apparent horizon
In the previous section we have seen that an AS solution moving along z = t
represents a massless particle moving at the speed of light, and that its gravitational
field is restricted to the transverse plane. We also saw that an incident ray, is not
affected by the shock wave before it crosses the transverse plane. This is simply
due to causality, i.e. no signal of the shock wave can reach the incident ray faster
than light, in particular the incident ray cannot feel any gravitational field before
the crossing. This causality argument allows us to superpose another AS shock
wave moving in the opposite direction along z = −t, and we immediately know the
exact solution corresponding to the two waves before collision, i.e. it is given by the
superposition of the two line elements.
2.2.1. Rosen coordinates
In Exercise 2.3 we have seen that in the coordinates we have used so far (designated
of Brinkmann type34), the geodesics and their tangent vectors are discontinuous
across the shock wave (see Eqs. (12) and (13)). This makes it difficult to identify
the collision event when superposing two shock waves, because there should be dis-
continuities of one wave crossing the other and vice-versa. Thus, before performing
the superposition, it is convenient to change to a chart where the coordinates are
continuous. The new coordinate system (called Rosen coordinates35) is defined by14
u = u¯ ,
v = v¯ + κθ(u¯)
(
Φ+
κu¯(∇¯Φ)2
4
)
= v¯ + κθ(u¯)
(
Φ+
κu¯Φ′2
4
)
,
xi = x¯i + κ
u¯
2
∇¯iΦ(x¯)θ(u¯)⇒
{
ρ = ρ¯
(
1 + κu¯ θ(u¯)2ρ¯ Φ
′
)
φa = φ¯a
, (14)
where Φ and its derivative Φ′ are evaluated at ρ¯, φa are the angles on the (D− 3)-
sphere and a = 1...D − 3.
Exercise 3
Show that the new coordinates (14) correspond to the parameters of the null
rays of Exercise 2, which are incident perpendicularly to the shock plane, i.e. with
the replacements λ→ u¯, xi0 → x¯i, v0 → v¯ and x′i0 = 0.
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Fig. 4. Space-time diagram of the collision (left) and apparent horizon upper bound on the
inelasticity (right) as a function of D.
In Rosen coordinates (14) the metric of one AS shock wave becomes10, 15, 16
ds2 = −du¯dv¯ +
(
1 +
κu¯θ(u¯)
2
Φ′′
)2
dρ¯2 + ρ¯2
(
1 +
κu¯ θ(u¯)
2ρ¯
Φ′
)2
dΩ¯2D−3 . (15)
An identical shock wave travelling in the −z direction is obtained by changing
z → −z in (7) or equivalently by exchanging v¯ ↔ u¯ in (15). The superposition of
two such waves describes the space-time of the collision everywhere except in the
future light cone of the collision. The superposed line element isb
ds2 = −du¯dv¯ + δijdx¯idx¯j +
[
2
(
κΦ′
2ρ¯
)
(u¯θ(u¯) + v¯θ(v¯)) ∆¯ij +
+
(
κΦ′
2ρ¯
)2 (
u¯2θ(u¯) + v¯2θ(v¯)
) (
(D − 3)δij − (D − 4)∆¯ij
)]
dx¯idx¯j , (16)
where ∆¯ij ≡ δij − (D − 2)Γ¯iΓ¯j is a traceless tensor on the transverse plane with
Γ¯i = x¯i/ρ¯, angular factors. The left diagram of Fig. (4) shows a projected space-time
diagram in Rosen coordinates, where the transverse directions have been suppressed.
The two shock waves travel along u¯ = 0 and v¯ = 0 respectively, and they collide
at u¯ = v¯ = 0. In this chart one can easily identify the future light cone of the
collision as the space-time region u¯ > 0 ∧ v¯ > 0 (region IV), by extending the
coordinates continuously across u¯ = 0 and v¯ = 0, since there is no discontinuity in
the null geodesics or their tangent vectors as we cross the shock waves. The regions
I, II and III are flat and correspond to the regions: i) between the shock waves
before collision, ii) behind the u¯-shock and iii) behind the v¯-shock, respectively. We
have also written the metric in a suggestive form separating a first part that looks
like the usual Minkowski line element, and the other terms with the ρ¯ dependence
bHere we have used the identities dρ¯2 = Γ¯iΓ¯jdx¯
idx¯j and ρ¯2dΩ¯2D−3 = (δij − Γ¯iΓ¯j)dx¯
idx¯j .
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factored out in a power of κΦ′/(2ρ¯) = κ/ρ¯D−2 which suppresses those terms for
large ρ¯≫ κ1/(D−3), with u¯, v¯ fixed.
Finally, another central property of this exact superposition is the existence of
an apparent horizon on the null surface composed by the union of the surfaces
u¯ = 0∧ v¯ < 0 and v¯ = 0∧ u¯ < 0 which was found first by Penrose in four space-time
dimensions and later generalised to D dimensions by Eardley and Giddings.14 The
apparent horizon area results on an upper bound on the fraction of the centre of
mass energy, ǫradiated (inelasticity), which is radiated away in a head on collision.
The bound increases with dimension and is given by
ǫradiated ≤ 1− 1
2
(
D − 2
2
ΩD−2
ΩD−3
) 1
D−2
. (17)
This is plotted in the left panel of Fig. 4 where we can see it increases monotonically
with dimension approaching 50% in the limit of infinite D. The existence of an ap-
parent horizon which traps the colliding sources, further supports the independence
of the results on the details of the localised source. In particular the fact that our
colliding particles are point-like, instead of spread out over a small volume, is not
expected to affect black hole formation in the transplanckian limit.6–9
2.2.2. Coordinates adapted to one shock wave & exact initial conditions
As already mentioned, the form of the metric in Eq. (16) is exact except in the
future light cone of u¯ = v¯ = 0. The evolution of the initial data at u¯ = 0 and
v¯ = 0, given by Eq. (16), consists of a complicated non-linear problem in solving
Eistein’s equation in region IV. However, as already noted, the metric resembles a
perturbation of flat space in the usual Minkowski coordinates, so an approximation
scheme seems possible. The regions where the metric looks like a perturbation are
for ρ¯ ≫ (κu¯)1/(D−2) and ρ¯ ≫ (κv¯)1/(D−2) (this can be obtained by requiring that
the {u¯, v¯, ρ¯} dependent terms inside square brackets in Eq. (16) are small). The
main shortcoming of Rosen coordinates in formulating an approximation is related
to these two conditions. They imply that, when going into regions II or III where
the metric is exactly Minkowski space, its form is not in the standard Minkowski
coordinates and depends on the shock waves parameter κ. However, after the super-
position, we can partially fix this shortcoming by returning to new Brinkmann type
coordinates which are adapted to one of the shock waves (say the +z moving one).
This is obtained in the next exercise by undoing the transformation in Eq. (14), but
now, because of the other shock wave, we obtain extra terms.
Exercise 4
1. Using transformation (14), show that
dx¯j
(
δij +
κΦ′(ρ¯)
2ρ¯D−3
uθ(u)
ρ¯
∆¯ij
)
≡M ijdx¯j = dxi −
κΦ′(ρ¯)θ(u)
2
Γ¯idu (18)
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2. Show that the inverse is in the form (M−1)ij = Aδ
i
j + B∆¯
i
j and that on
u = 0+, A = 1, B = 0 so dx¯j = dxj − κΦ′(ρ)Γj(ρ)du/2.
3. Convince yourself, by splitting the u-shock part from the v-shock part of (16)
that in the adapted Brinkmann coordinates
ds2 = −dudv + δijdxidxj + κΦ(ρ)δ(u)du2+{−2h¯(u, v, ρ)∆¯ij + h¯(u, v, ρ)2 ((D − 3)δij − (D − 4)∆¯ij)} dx¯idx¯j , (19)
with dx¯i replaced using the inversion of Eq. (18) and v¯, ρ¯ replaced using the
inversion of (14), and where
h¯(u, v, ρ) = −κΦ
′v¯
2ρ¯
θ(v¯) . (20)
In Exercise 4, Eq. (19) we have shown that by returning to Brikmann coordinates
adapted to one of the shock waves, the line element looks like a u-shock background
(which is flat space in the usual Minkowski coordinates plus the impulsive term),
and a contribution from the v-shock. The latter can be regarded as a perturbation
as long as h¯(u, v, ρ) ≪ 1. This separation will turn out to be useful, but for now
we can formulate exact initial condition for the collision event in these adapted
Brinkmann coordinates. Before proceeding it is convenient to use a new system of
natural units where κ = 1. We also make a conventional change in the normalisation
of u, v by a factor of
√
2, so the overall rescaling to natural units is (u, v, xi) →
κ1/(D−3)(
√
2u,
√
2v, xi).
To visualise better the setup, it is very useful to represent it in a space-time
diagram. First let us note that from the point of view of the u-shock, the null rays
travelling on the plane of the v-shock (i.e. its generators) will scatter through the u-
shock exactly as the test incident rays of Fig. 3c. So the outermost envelope or rays
in Fig. 3, defines the causal separation between the curved region (IV) and the flat
region (II) after the v-shock null generators. This is also valid for the superposition,
and the only unknown part is region IV. In Fig. 5, on the right, we represent a
space-time diagram of the superposition in u-adapted Brinkmann coordinates. The
u-shock rays travel along u = 0 without any discontinuity, however the v-shock
generators, defined by v¯ = 0, travel along v = 0 for u < 0 (see blue incident arrows
in the diagram), but on u = 0 they suffer a jump to the green line (the collision)
and are focused towards the axis where they cross (see blue arrows going into region
IV). In fact, the green line is defined by the condition
u¯ = v¯ = 0⇒ u = 0 , v = Φ(ρ)√
2
. (21)
The top left 3D diagram shows the surface defined by the v-shock generators more
clearly where, for comparison, the world-line of a time-like observer is represented
cThis is because we are using Brinkmann coordinates adapted to the u-shock.
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Fig. 5. Space-time diagrams in adapted Brinkmann coordinates. Right (adapted from17):Detailed
diagram with identification of axis (t, z, ρ ≡ x), regions (red symbols), v-shock generators (blue)
and the collision (in green). Top left: Surface defined by the null generators of the v-shock as they
scatter through the u-shock. Bottom left: Causal surfaces (u = 0 ∧ v > 0 and v¯ = 0 ∧ u > 0)
separating the future light cone of the collision, region IV.
(in black). In the bottom left plot we have removed the extrapolation of the v-
shock null rays into the curved region (see top plot) and have coloured in red the
null rays of the u-shock (u = 0 plane in the bottom plot), for an easy visualisation
of region IVd. The blue (u = 0) and red (v¯ = 0) surfaces are thus the boundary of
the unknown curved region IV. It is straightforward to observe from (19) that on
the blue surface (v¯ = 0 ∧ u > 0), the line element is that of Minkowski space in
standard coordinates
gµν(u > 0, v¯ = 0, xi) = ηµν . (22)
On the other hand, on u = 0+ (red surface), the metric takes the form (exactly)
gµν(u = 0
+, v, xi) ≡ ηµν + hµν = ηµν + h(1)µν + h(2)µν (23)
where h
(i)
µν can be read out directly from (19) using the results of Exercise 4.2,
dObserve that in this coordinate system, there is an extra flat region just below region IV (denoted
region I′ in the right diagram of Fig. 5) which is due to the jump of the v-shock rays to the green
line.
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specialised on u = 0+:
hµνdx
µdxν = (D − 3)Φ′(2h(v, ρ) + (D − 3)h(v, ρ)2)
[
Φ′
2
du2 −
√
2Γidx
idu
]
+
(−2h(v, ρ)∆ij + h(v, ρ)2 ((D − 3)δij − (D − 4)∆ij)) dxidxj (24)
with
h(v, ρ) ≡ h¯(0, v, ρ) = −Φ
′
2ρ
(
√
2v − Φ(ρ))θ(
√
2v − Φ(ρ)) . (25)
The order n of h
(n)
µν is defined by the power h(v, ρ)n appearing in corresponding
terms of hµν . The non-trivial conditions, Eq. (24), on u = 0
+ encode the infor-
mation on the scattering of the null rays of the v-shock during the collision, in
coordinates where the u-shock rays are unaffected. In a way it amounts to adopting
the reference frame of the u-shock. It is important to note that the initial conditions
are however exact, and all that was done so far was to use a convenient gauge for
the superposition.
Finally, the exact initial value problem amounts to solving Einstein’s equations
with the initial conditions (22) and (23). Regarding (22), it is trivially obeyed once
condition (23) is imposed on u = 0+, since as we move below the blue surface (see
Fig. 5) the propagation of the initial conditions (23) from u = 0+ in flat spacee also
ceases to have support, so we consistently, obtain flat space in the usual Minkowski
coordinates.
3. Approximate solution & Perturbative methods in flat space
In the previous section we have setup the exact initial value problem for the colli-
sions of two shock waves with the same energy parameter in adapted Brinkmann
coordinates. The exact initial conditions on the u = 0+ surface, Eq. (23) and (24)
take a form which resembles a perturbation of flat Minkowski space. This, however,
is only true in regions
|h(v, ρ)| ≪ 1⇒ g(ρ) ≡
∣∣∣∣Φ(ρ)√2 + ρ2√2Φ′(ρ)
∣∣∣∣≫ v (26)
on u = 0+. As seen in the left panel of Fig. 6 the function g(ρ) grows very rapidly
with ρ for ρ > 1. Combining this with the fact that rays with ρincident < 1 are
trapped inside the apparent horizon, we expect the outside region of the black hole
that forms to be well described by perturbation theory. In particular, if we trace
the large ρ rays going through the perturbative region (see middle and right panels
of Fig. 6), we observe that they reach an observer far away from the centre of the
collision, close to the −z axis of symmetry. As a consequence, the near axis metric
will receive rays which are coming from large ρ in the initial conditions (where the
eThis is the correct procedure since the blue surface is the causal null boundary with flat space,
so the curvature must drop to zero.
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Fig. 6. Function g(ρ) which controls the validity of the perturbative approximation (left), space-
time diagram representation of v-shock null generators for large ρ (middle), and spatial slice
showing the observation region behind the collision event reached by such large ρ rays (right)
where we expect a good perturbative approximation. Middle and right diagrams are for D = 5.
gravitational field is weak), so the closer to the axis, the better the perturbative
approximation.
3.1. General setup and formal solution
Now that we have identified a region of space-time that we expect to be described
by a perturbation of flat Minkowski space, we are ready to use some general tools
of perturbation theory applied to our initial value problem. Our criterion is that
h(v, ρ)≪ 1, which can be represented as h(v, ρ) ∼ ǫ, for some small ǫ. The general
idea is to assume a perturbative ansatzf for u > 0 such that
gµν = ηµν +
∞∑
i=1
h(n)µν , (27)
where h
(n)
µν ∼ O(ǫn).g Now we insert this ansatz into the Einstein equations and
equate order by order. At each order we have an evolution equation for the metric
perturbation h
(n)
µν , with a source given by an effective energy-momentum tensor
composed of perturbations of order m < n. In general the evolution equations, at
each order, couple different components (see Ex. 5 below). However, it is well known
that the de Donder gauge choice for perturbations of flat space, can be imposed order
by order as to reduce the evolution equations to decoupled wave equations with a
source. Thus, imposing the gauge condition
h¯
(n)αβ
,β = 0 , (28)
fThe original argument given by D’Eath and Payne11–13 was based on boosting to a frame where
the u-shock appears strong compared to the v-shock. The solution ansatz is nevertheless the same.
gNote that if we had not rescaled the coordinates for each factor of h(v, ρ) there would be a factor
of κ so we could also identify powers κn to each order.
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(where h¯
(n)
αβ ≡ h(n)αβ − ηαβh(n)/2, h(n) ≡ ηαβh(n)αβ ) one obtains the following tower of
wave equations for each component
h(n)µν = T
(n−1)
µν
[
h
(m<n)
αβ
]
, (29)
where the source on the right hand side is generated by the lower order perturba-
tions, and can be computed explicitly order by order. Here  = −2∂u∂v + ∂i∂i,
and h(n)αβ are the metric perturbations in de Donder coordinates. For simplicity
we have used the same notation for the metric perturbation in the new gauge to
avoid extra labels. However the initial conditions (24) to be imposed on u = 0+
have to be found in this new gauge. This can be constructed order by order with
the following transformation
xµ → xµ +
+∞∑
i=1
ξ(n)µ(xα) , (30)
where the vector ξ(n)µ(xα) is to be determined order by order so that the de Donder
gauge condition Eq. (28) is obeyedh (see Sect. 4.1 for details of the construction).
Exercise 5
For this exercise you can use the xPert package of the xAct suite (see first
companion notebook29).
1. Show that using a perturbative ansatz such as (27) for a generic background
metric qµν (not necessarily ηµν), the trace reversed linear perturbation in the
(covariant) de Donder gauge obeys
∇2h¯(1)αβ−qαβRµν h¯(1)µν +h¯(1)αβR+2Rαµβν h¯(1)µν−h¯(1)µα Rβν−h¯(1)µβ Rαν = 0 (31)
where all derivatives, raising of indices and curvature tensors are relative
to the background metric qαβ . Specialise to the flat case and conclude that
there is no source at linear order.
2. Check that for i = 2, 3, we get a similar equation with a source such that
∇2h¯(n)αβ −qαβRµν h¯(n)µν +h¯(n)αβR+2Rαµβν h¯(n)µν−h¯(n)µα Rβν−h¯(n)µβ Rαν = T¯ (n−1)αβ
(32)
Specialise to the flat case for n = 2, 3 and show that the trace reversed
effective energy-momentum tensor T¯
(n−1)
αβ is conserved.
3.1.1. Formal solution
Eq. (29), can be solved using the Green’s function method (see Theorem 6.3.1 of
Ref. 36), to obtain the following integral solution
h(n)µν = F.P.
∫
u′>0
dDy′G(y, y′)
[
2δ(u′)∂v′h(n)µν (y
′) + T (n−1)µν (y
′)
]
, (33)
hAgain we use a simplified notation where the new de Donder coordinates have the same symbols.
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Fig. 7. (Adapted from17) Past light cone (red) of a generic space-time event y after the collision,
where we want to obtain the metric, and its intersection with the initial u = 0+ plane (blue). The
collision line (for D > 4, in green) where the v-shock rays jump is indicated in green. The initial
data has support above the green line on such plane.
where F.P. denotes the finite part of the integral, y = {u, v, xi} and the source only
has support in u > 0. The Green function for the wave operator  is found in Ap-
pendix B. The interpretation of this formal solution turns out to be very simple. In
the space-time diagram of Fig. 7 we represent the past light cone of an event y after
the collision. Eq. (33) simply states that the metric perturbation of order n at the
event y is given by two terms which do not interfere: i) a surface term that propa-
gates the initial data from the initial surface (compact region enclosed by the green
and blue lines on u = 0+) to y, ii) and a volume term which encodes the dispersion
of the wave by the background radiation sources generated at each space-time point
by lower order perturbations. Specific to the problem we are addressing, is that for
n = 1 there is no source, so the leading approximation consists of propagating the
first order initial conditions in flat space. Also specific to the shock wave collision,
is that introducing a second order correction, n = 2, the initial conditions become
exact. For n > 2, there are only volume terms which encode the non-linearities of
the solution.
In the remainder, we use a convenient decomposition of the metric perturbations.
The following tensors on the transverse plane have already been used
δij , Γi , ∆ij . (34)
It is simple to check that they provide a basis of axially symmetric rank-2 tensors on
the transverse plane. The metric perturbations in de Donder coordinates can then be
decomposed into seven scalar functions of (u, v, ρ), here denoted A,B,C,E, F,G,H :
huu ≡ A = A(1) +A(2) + . . . hui ≡ B Γi = (B(1) +B(2) + . . .)Γi
huv ≡ C = C(1) + C(2) + . . . hvi ≡ F Γi = (F (1) + F (2) + . . .)Γi
hvv ≡ G = G(1) +G(2) + . . . hij ≡ E∆ij +H δij (35)
= (E(1) + . . .)∆ij + (H
(1) + . . .)δij ,
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where we have indicated their perturbative expansion. A similar decomposition can
be applied to T
(n−1)
µν . With this basis, using the boundary condition on u = 0+ and
the general solution (33), one finds the metric perturbations by solving for these
scalars after suitable contractions of (33) with the tensors (34).
Finally, let us mention a useful identity regarding the de Donder gauge. From the
wave equations (29) one can get (by reversing traces and contracting with another
derivative)
h¯(n),νµν = ∂
ν T¯ (n−1)µν = 0 . (36)
We have checked in Exercise 5 that up to third order T¯
(n−1)
µν is conserved, and we
expect a similar result at higher orders since the background is Minkowski space
and such conservation is related to the symmetries of the background. Then the
formal solution for the evolution of the de Donder gauge condition is
h¯(n),νµν = F.P.
∫
u′>0
dDy′G(y, y′)
[
2δ(u′)∂v′ h¯(n),νµν (y
′)
]
, (37)
Thus the de Donder gauge condition is automatically obeyed for all u if
∂vh¯
(n),ν
µν
∣∣∣
u=0+
= 0 . (38)
Thus to fix the gauge we only need to impose this condition on u = 0+.
4. Detailed solutions & Numerical evaluation
In this section, we apply the general results of the previous section to the initial
conditions for the problem of shock wave collisions.
4.1. Gauge fixing
The basic procedure to fix the gauge order by order is as follows:
(1) Find the new de Donder metric perturbations, h
(n)
µν , in terms of the original per-
turbations (here denoted h
I(n)
µν to avoid confusion) after the coordinate trans-
formation (30) (see first notebook29 for order by order expressions)
h(1)µν = h
I(1)
µν + ξ
(1)
µ,ν + ξ
(1)
ν,µ
h(2)µν = h
I(2)
µν + 2Lξ(1)hI(1)µν +
(Lξ(1)Lξ(1) + Lξ(2)) ηµν (39)
. . .
h(n)µν = h
I(n)
µν +
(
n
n− 1
)
Lξ(1)hI(n−1)µν +
(
n
n− 2
)(Lξ(1)Lξ(1) + Lξ(2))hI(n−2)µν + . . .
(2) Insert the expression for h
(n)
µν , Eq. (39) in the gauge condition Eq. (38).
(3) Replace the expression Eq. (39) for h
(n)
µν in the wave equation, and use it to
eliminate ∂v∂uh
I(n)
µν derivative terms (so that only have derivatives of the initial
conditions along the initial surface remain).
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(4) Now the gauge conditions are (schematically) in the form
Dξ(n)µ = Fµ(v, xi)← Fµ
[
ξ(m<n)α , ∂h
I(m≤n)
αβ
]
, (40)
where D denotes a differential operator and Fµ denotes a known function
of (v, xi), which is computed at u = 0
+ from gauge transformation vectorsi
ξ
(m<n)
α and derivatives of the initial conditions along the initial surface (no
u-derivatives).
(5) Use a series expansion solution
ξ(n)µ (u, v, x
i) = ξ(n,0)µ (v, x
i) + uξ(n,1)µ (v, x
i) + . . . (41)
to solve (40) and find the functions ξ
(n,0)
µ (v, xi) and ξ
(n,1)
µ (v, xi).
(6) Finally use the original initial conditions h
I(n)
µν and the ξ
(n)
µ , insert in (39) and
obtain explicit expression for the initial conditions in de Donder gauge.
More detailed expressions for the gauge transformation at linear order can be found
in Ref. 17, where it is shown that the only component that transform is h
I(1)
uu . We
will see later that the radiative components of the metric perturbations are only
h
I(i)
ij , which at leading order are not transformed, so they are given by the second
line of Eq. (24).
4.2. Simplified integral solutions
In the previous sections we have obtained all the pieces needed to evaluate the
solutions of the shock wave problem order by order, Eq. (33). All that remains is
to:
(1) Contract Eq. (33) with suitable Γi, δij or ∆ij to obtain expressions for the
projections (35) of the metric perturbation h
(n)
µν and T
(n−1)
µν .
(2) Insert the expression for the Green function Eq. (B.1).
(3) Insert the expressions for the initial data in the new gauge and, for n ≥ 2, also
the source terms.
Though this procedure is relatively direct, the calculations to simplify the integrals
are long. They involve using properties of the delta functions, integrations by parts
and polynomial expansions. Here we summarise the final results of the calculations
with many expressions in Appendix C.
The form of all integrals is as follows. Denote a generic (order n) function as-
sociated with a perturbation component of rank-m,j by F
(n)
m (u, v, ρ). Also denote
the corresponding source function associated with the energy momentum tensor in
iThese are already assumed to be computed from previous orders.
jThis rank is with respect to the transverse space indices i, j. For example h
(n)
ij is rank 2 and h
(n)
iu
is rank 1.
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the right hand side of the integral solution for F
(n)
m , by S
(n−1)
F (u, v, ρ). Finally note
that the initial conditions are all in the form
F (n)m (0, v, ρ) = f(ρ)[h(v, ρ)]
n , (42)
(see Appendix C, Eq. (C.1), for the complete list of f(ρ) functions). Then all integral
solutions are written as
F (n)m (u, v, ρ) = F
(n)
m,Surf + F
(n)
m,V ol , (43)
with
F
(n)
m,Surf = −n!(−1)
DΩD−4
(2πρ)
D−2
2
(√
2ρ
u
)n ∫
DSurf
dρ′f(ρ′)ρ′
D−4
2 +nID,nm (x⋆) , (44)
and
F
(n)
m,V ol = − ΩD−4
2(2πρ)
D−2
2
∫ u
0
du′
∫∫
DV ol
dv′dρ′ρ′
D−4
2 S
(n−1)
F (u
′, v′, ρ′)ID,0m (x) . (45)
The domain DV ol corresponding to the interior of the past light cone (see Fig. 7) is
defined by
x ≡ ρ
2 + ρ′2 − 2(u− u′)(v − v′)
2ρρ′
≤ 1 , (46)
and the domain DSurf , by x⋆ = x|@collision line, i.e. replacing u′ = 0 and v′ =
Φ(ρ′)/
√
2 in Eq. (46). The functions ID,nm (x) are defined in Appendix C.
4.3. Numerical strategies for surface integrals
In the remainder of these notes, we focus mostly on surface integrals. In fact, the
surface integrals are central in the determination of the solution for the following
reasons. On the one hand, the first order perturbations are surface integrals since
there is no source generated at the linear level. On the other hand, at second order,
the source function is computed from the first order metric perturbations, so it is
again a contribution built from surface integrals.
Before proceeding, it is useful to re-write the surface term in the following way.
Define the quantities
y ≡ ρ′ρ , p ≡ (
√
2v − Φ(ρ))ρD−4 , q ≡ uρD−2 (47)
then
F
(n)
m,Surf = −
n!(−1)DΩD−4
ρ(D−3)(2n+Nu−Nv)(2π)
D−2
2
(√
2
q
)n ∫
DSurf
dy f(y)y
D−4
2 +nID,nm (x⋆)
(48)
with
x⋆ =
1 + y2 −√2q(p− ψ(y))
2y
, ψ(y) ≡
{−2 log y ,D = 4
2
D−4
[
1
yD−4 − 1
]
, D > 4
. (49)
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Here Nu, Nv can be thought of as the u-rank and the v-rank (i.e. the number of
u-indices or v-indices) of the metric perturbation associated with F
(n)
m . With this
simple observation, we have completely scaled out the ρ dependence, and now the
integral only depends on two coordinates, (p, q), instead of (u, v, ρ). This scaling is
related to a hidden symmetry which turns out to be very useful order by order (see
Sect. 4.5).
The evaluation of (48) requires the following sensitive steps:
• Domain determination: The integration domain DSurf is defined by x⋆ ≤ 1,
which requires the classification of the roots of a complicated function of y.
• Stable implementation of ID,nm functions: There are many such functions and
depending on three integer parameters. Also there are numerically difficult re-
gions of the argument x which must be implemented carefully.
• Integrable singularities of ID,nm : These can be identified from the definitions
in Appendix C. A careful removal procedure is necessary.
We address each of these individually in the next sections.
4.3.1. Domain determination
For a given pair (p, q) (or equivalently u, v, ρ), corresponding to an observation point
where we want to know the metric perturbations, the condition which defines the
domain of integration is simply x⋆(y) ≤ 1. Thus x⋆ = 1 defines a boundary point
in the domain of integration (see Fig.8). From the definitions (C.3) and (C.5) in
appendix, clearly the points x⋆ = ±1 are also singular points of the integrand in
many cases, so in practice one also has to split the integrand around the x⋆ = −1
point as well. Therefore we must study two types of domains: A) for x⋆ < −1 and
B) for −1 ≤ x⋆ ≤ 1. The conditions for type-B are written in the following form
(α ≡ D − 4)


C−(y) ≡ yα+2 − 2yα+1 − (
√
2qp− 1)yα +√2qyαψ (y) ≤ 0
C+(y) ≡ yα+2 + 2yα+1 − (
√
2qp− 1)yα +√2qyαψ (y) ≥ 0
. (50)
To solve these conditions and obtain the domain of integration we need to classify
the curves C−(y) and C+(y), which are collectively denoted
Cs ≡ yα+2 + 2syα+1 − (
√
2qp− 1)yα +
√
2qyαψ (y) . (51)
The type-A domain obeys simply the condition C+ < 0.
The classification of these functions is done by noting that both are positive at
y = 0 and when y → +∞, and that they are smooth functions everywhere else. The
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Fig. 8. Here we plot an example of the two curves Cs(y) for D = 6 and two positive values of
p ≃ 0.73 and q ≃ 4.16. The vertical lines indicate the location of the minimum of the curves C+
and C− (from left to right respectively).
number of roots is found by looking at the number of minima. Taking derivatives
dCs
dy
= 0⇒ y =
−s(α+ 1)±
√
1 +
√
2q(α+ 2) (αp+ 2)
α+ 2
(52)
⇒ ymin =
−s(α+ 1) +
√
1 +
√
2q(α+ 2) (αp+ 2)
α+ 2
(53)
where the last step follows from the positivity of q and y. Thus there is exactly one
minimum which may or may not be negative.
For the type-B domain, if there is a negative minimum for C+ we just find its
roots to the left and right of the minimum numerically, and exclude the region
between them from the domain of integration. Otherwise if the minimum of C+ is
positive, then no restriction comes from the corresponding condition. For the curve
C−, we find the roots similarly and do the opposite, i.e. include only the region
between the two zeros. The interception with the restriction from the C+ condition
gives then the type-B domain.
For the type-A domain, the procedure is the same for the curve C+ except that
now we accept the region between its roots, which is the domain we seek. This
picture can be checked in Fig. 8.
Knowing that the minimum of a curve Cs(y) is negative, tells us that the roots
are either in y ∈ [0, ymin] or in y ∈ [ymin,+∞[. For the first interval we can directly
use a root bracketing algorithm which always converges to the correct solution.
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For the second interval, one might use a derivative algorithm since the interval is
unbounded. However, derivative algorithms can be unstable and jump to wrong
solutions (with negative y), so it is always better to find an upper bound on the
location of the second root and use again a bracketing algorithm (see Exercise 6
below).
Exercise 6
You can find solutions to these examples in the second companion notebook.30
1. Check that the classification of the curves Cs(y) is correct by plotting several
cases with different p, q,D values.
2. Write a function which takes as arguments p, q,D and returns the following
cases:
• An empty list if there is no domain of integration available, {}.
• An ordered list of the roots for C− and C+ (Example:
{root1, root1, root3})
• Do you think that in practice you should worry about degenerate cases
such as the example in the previous line?
4.3.2. Integration method and ID,nm functions
The integrand of Eq. (48) requires a stable evaluation of the ID,nm functions. As
seen in Appendix C.1 and Appendix C.2, many of such functions are basically
polynomials. However, some involve trigonometric functions, or differences of powers
of square roots with cancellations for asymptotic regions such as |x| ≫ 1. This
scaling can create numerical problems, especially when we attempt to evaluate the
integrals with high precision, where finely spaced function calls are needed. The
general issue of how to write expressions for numerical evaluation can be many
times overlooked and create mysterious problems. A general word of advice is to be
very careful on the way expressions are written and to examine (numerically) all
functions in extreme regions of their arguments to investigate whether an asymptotic
series representation is necessary for numerical stability. Some examples specific to
the expressions for ID,nm are detailed in Sect. 2.1 and 2.2 of the second companion
notebook.30
Another sensitive issue is that of integrable singularities. For n ≥ 0 all integrands
are either regular or have an integrable singularity, which can be removed through
the following procedure. Start by re-writing
F
(n)
m,Surf =
n!(−1)D+1ΩD−4
(2π)
D−2
2
(√
2
q
)n∑
i
∫
Di
f(y)y
D−4
2 +n
(√
1− x2⋆ID,nm (x⋆)
)
√
1− x2⋆
(54)
where the sum is over the number of domains determined in section 4.3.1. Each
type of domain (A and B), can be organised in sub-types, labelled by the value
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of x⋆ at the boundary point. Let us denote the ends of the domain (left/right)
by yi±, and the corresponding x⋆ by x
i
±. Then for type-B, we have three sub-
types: (xB−, x
B
+) = (1, 1), (1,−1) or (−1, 1). For type-A, there is only one possibility
(xA−, x
A
+) = (−1,−1). The general strategy is to split each domain Di in two around
the middle point (yi− + y
i
+)/2, and use a change of variables adapted to each inte-
grable singularity at each end point xi±. Since (x
i
k)
2 = 1 (k = ±) we can always
write the singularity as
1√
1− x2⋆
=
1√
1− xikx⋆
1√
1 + xikx⋆
(55)
so that the singular term (the first), is manifest at x⋆ = x
i
k. Finally we perform a
change of variable in the corresponding half interval as to eliminate the integrable
singularity
y = yik − k u2 , (56)
and then
F
(n)
m,Surf =
n!(−1)D+1ΩD−4
(2π)
D−2
2
(√
2
q
)n∑
i
2
∑
k=±
∫ √ yi+−yi−
2
0
du f(y)yD−4+n×
×
(√
(−1)δ(1− x2⋆)ID,nm (x⋆)
)
√
yD−4(−1)δ 1−xikx⋆u2
√
1 + xikx⋆
, (57)
(δ = 0 when x⋆ > −1 otherwise δ = 1). We have re-written the integrand as to
display in the numerator (in parenthesis) a term which is regular everywhere. In the
denominator the term under the first square root is also regular because the 1/u2
factor must cancel the zero in 1 − xikx⋆ at the boundary point. Simplified expres-
sions for this term which are more suitable for numerical evaluation are presented
in Appendix C.4.
Later, we will need to compute derivatives of the metric functions. Note that
one can write schematically
F
(n)
m,Surf = X
(n)K(n) [ID,nm (x⋆)] , (58)
where the K(n) operator does not contain any dependence on (p, q), and X(n) de-
notes the pre-factor outside the integral. Then, noting that
(
ID,nm
)′
= −ID,n−1m
∂αF
(n)
m,Surf = ∂α logX
(n)X(n)K(n) [ID,nm ]+X(n−1)K(n−1) [−n√2yq ∂αx⋆ID,n−1m ]
≡
n∑
j=n−1
X(j)K(j)
[
A(j)α I
D,j
m (x⋆)
]
. (59)
Applying this expression we obtain (all others vanish)
A(n)q = −
n
q
, A(n−1)q =
n(p− ψ(y))
q
, A(n−1)p = n . (60)
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Exercise 7
Use the results in this section to address the following problems (see second
notebook30 Sect. 2.3 and Sect. 3)
1. Eq. (C.18) for D = 4 contains log terms, so strictly speaking the singularity
has not been removed explicitly.
• Plot such terms and investigate what happens near the singular point.
• Investigate solving the problem by using a series expansion and devise
a criterion to use it in the (numerically) problematic region.
• Write a numerically stable function to return the removed singularity
under the square root term, for all D.
2. Collect all the results of this section and write a wave form function which
computes E,p for even D. Test with the D = 4 case and recover plots similar
to Fig. 13.
4.4. First order results and radiation extraction
In this section we are finally ready to evaluate the first order integrals to obtain
wave forms at leading order. In Fig. 9 we represent two snapshots of the magnitude
of the wave form (basically the square root of the power flux – see discussion in
Sect. 4.4.2) for D = 4 and D = 5 and an observation region far away from the
collision centre, near the z-axis. The radiation signal follows closely the optical
rays (see right panels), within the outermost wave front of first null rays and the
circular region defined by the second optical rays (recall Fig. 3), where the signal
decays towards the centre. This suppression is much sharper for odd D as seen in
the bottom panel. These properties are seen more clearly in Fig. 10 where wave
forms seen by an observer at fixed r, θ (small angles and large radii) are plotted as
a function of retarded time, τ ≡ t− r.
4.4.1. Approximations
Now that we have found an approximation for the gravitational wave, it remains
to integrate the power flux of the signal to obtain the energy that is radiated away.
We have seen that the perturbative method gives a reliable wave form in a region
close to the collision axis, i.e. for θ close to π (x ≡ cos θ ∼ −1). Thus, to obtain an
estimate, an extrapolation off the axis is required.
In Refs. 11, 12, 13, D’Eath and Payne have assumed an approximation to extrap-
olate off the axis as follows. First, observe that our system is axially symmetric, and
invariant under reflections z ↔ −z so we can define an angular emission function
C(x) ≡ 2
ECM
dE
dx
=
+∞∑
n=0
Cn(x
2 − 1)n (61)
which must be even due to the reflection symmetry which. This justifies the se-
ries expansion on the right hand side. This function is basically the news function
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Fig. 9. Snapshots of the first order approximation for the wave form signal seen for observers near
the collision axis, for D = 4 (top) and D = 5 (bottom). Each snapshot contains, on the right, a
representation of the null rays of the u and v shocks, where the collision centre is indicated (yellow
dot) as well as the location (red rectangle) of the region which is zoomed and displayed in the left
panel.
referred to in Ref. 11, 12, 13. Then the inelasticity is
ǫradiated =
∫ 1
−1
dx
2
+∞∑
n=0
Cn(x
2 − 1)n =
+∞∑
n=0
Cn(−2)nn!
(2n+ 1)!!
. (62)
If the news function C(x) is analytic, the expansion close to the axis is indeed
sufficient, provided that limn→+∞ |Cn+1/Cn| ≤ 1. Furthermore, since there is an
extra n dependent suppression factor in (62), we expect higher orders to become
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Fig. 10. (Adapted from17, 18) Wave forms for D = 4 and 5 for fixed θ, near the axis, and various
r. The initial step (where the signal starts) is exactly at τ = τ1 (time of arrival of first optical
ray), whereas the sharp peak is at τ = τ2 (second optical ray). ∆τ = τ2 − τ1.
increasingly less important. The approximation used by D’Eath and Payne13 inD =
4, corresponds to a truncation at second order in perturbation theory, which provides
the first angular correction (truncation at n = 1 in (62)). Their result is ǫradiated =
0.163. This is in agreement with the latest numerical relativity simulations of ultra-
relativistic particle or black hole collisions at large boost,7, 9 so it seems to indicate
that the angular corrections (Cn for n > 1) are small in D = 4. If instead we
truncate at leading order (n = 0) we obtain an isotropic approximation.
Regarding the quality of the truncated approximation, we can make some esti-
mates in D = 4. Assuming the Cn’s to be of the same order, we would estimate the
n = 1 correction to be ∼ 2/3 of the leading order, by looking at Eq. (62). In D = 4,
we known that at leading order C0 ≃ 0.250 and the corrected result13 up to order
n = 1 is C0 − 2C1/3 = 0.163. So we get that C1/C0 ≃ 0.52, which implies that the
second order correction is, in this case, actually less than the crude estimate of 2/3
of the leading order.
4.4.2. Radiation extraction methods
In this section we present two methods to define the news function C(x) associated
to the angular energy emission into gravitational waves.
The first method works at linear order and it consists of the direct computation
of the radiated power using the Landau-Lifshitz pseudo-tensor,37 which was gener-
alised to higher dimensions in Ref. 38. In fact, such tensor is basically the source
that is generated by the linear perturbations appearing on the right hand side of
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Fig. 11. Schematic representation of slice where the Bondi Mass is computed (red null slices) in
contrast with the ADM mass (spatial blue slice).
Eq. (29) at second order. Its expression in terms of the perturbations in de Donder
gauge h
(1)
µν (u, v, xi) which are traceless reads (we omit here the superscript (1) for
notational simplicity)
16πGDt
µν
LL = h
µν
,αh
αβ
,β − hµα,αhνβ,β +
1
2
ηµν
(
hαβ,σh
σ
α,β −
1
2
hβσ,αhβσ,α
)
−hµβ,σh σ,νβ − hνβ,σh σ,µβ + hµα,βhνα,β +
1
2
hβσ,µh ,νβσ .
(63)
Despite not being unique or gauge-invariant it is well known that the integral
Eradiated =
∫
t0iLLnidSdt , (64)
computed on a ‘distant’ surface with area element dS outward unit normal ni, is a
gauge-invariant well defined energy.39 Using this, in Ref. 17 it was shown that under
the isotropic approximation,
ǫradiated ≃ 1
8
D − 2
D − 3 limθˆ→0,r→∞
(∫
(rρ
D−4
2 E(1),v )
2dt
)
. (65)
A second, more general method, consists of changing coordinates to a Bondi
gauge. In a Bondi gauge, the radiated power is obtained from the time variation of
the Bondi mass. This can be understood pictorially in Fig. 11 where we contrast
with the ADM mass. Consider a space-time with collapsing matter and an outgoing
radiation signal. The ADM mass is found on a spatial slice, at a very large radius
where space-time is asymptotically flat. The ADM mass thus picks up on each slice
the energy of the gravitational radiation, as well as the mass of the collapsing body.
In contrast, the Bondi mass is computed at asymptotically flat null infinity, which
can be seen as the limit of bending the slice used for the ADM mass until it becomes
null. This excludes the gravitational radiation, which is emitted along null surfaces.
Then the variation of the Bondi mass measures the emission of radiation by the
system (see Fig. 11 red cones). In Ref. 19 it has been shown on general grounds
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Fig. 12. (Adapted from17, 18) Numerical procedure to take the limit r → +∞, θ → 0 (left) for
D = 4, and the final first order estimate as a function of D (right) compared with the apparent
horizon bound.
(assuming only the de Donder gauge condition, asymptotic flatness, axisymmetry
and transforming to Bondi gauge) that the inelasticity at all orders is
ǫradiated =
∫ 1
−1
d cos θ
2 limr→+∞
∫
dτW (τ, r, θ)2 ≡
∫ 1
−1
dx
2 C(x) , (66)
with
W (τ, r, θ) ≡
√
(D − 2)(D − 3)
8
rρ
D−4
2 (E,v +H,v + E,u +H,u) . (67)
Both methods have been used to extract the inelasticity,17–19 by numerically taking
the limit r→ +∞. In Fig. 12 left, we use the D = 4 case to illustrate the procedure.
In essence, one computes the quantity under the limit Eq. (65) or (67), for very small
θ− π and increasingly large r. Then a fit to a curve of the form ǫradiated+ b/r+ . . .
is performed, and the tail is used to estimate numerical errors.
The right panel of Fig. 12, shows the inelasticity computed with this approxima-
tion for various D, (high precision points in red). This is always within the apparent
horizon bound (in blue). But most importantly there is a remarkable agreement with
the following, strikingly simple, fit formula18
ǫ1st order =
1
2
− 1
D
. (68)
4.5. Higher orders and two dimensional reduction
In this section we briefly comment on the volume integrals which are in essence
related to the non-linearities of the solution in the future of the collision (details to
appear40). The evaluation of the volume integrals (45) poses several challenges:
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• The source function S(n−1)F is obtained from a complicated expression in terms
of the first order surface integrals k. This requires evaluating ∼ 10 surface terms.
• The integration is now triple.
• The integration domain is given by a complicated implicit condition in two
dimensions, Eq. (46).
By far the most constraining condition is that we have passed from a single integra-
tion (for the surface integrals) to a triple integration where we need various function
calls, of functions which are themselves defined as integrals. However, D’Eath and
Payne12 have found a hidden symmetry order by order in perturbation theory, in
D = 4, which generalises for D > 4. It consists of a boost followed by a conformal
scaling as to keep the energy parameter κ of the collision fixed. In summary12, 40 it
implies the separation of the ρ variable which was observed in the surface integrals,
Eq. (48). Then, for example, the metric perturbations obey order by order
h(n)µν (p, q, φi, ρ) = ρ
−(D−3)(2n+Nu−Nv)f (n)µν (p, q, φi) . (69)
Thus the corresponding volume integrals reduce to
f
(n)
m,V ol(p, q) =
(−1)D
2
∫∫
dq′dp′σ(n−1)(p′, q′)G(n,m)(p, q, p′, q′) (70)
where we have used the two dimensional Green functions defined by
G(n,m)(p, q, p′, q′) ≡ (−1)D+1ΩD−4
(2π)
D−2
2
∫
D′
surf
dy y
D−4
2 −2n(D−3)ID,0m (x) . (71)
The domain condition for D′surf is now
x =
1 + y2 −√2(q − q′yD−2)(p− p′y−(D−4) − ψ(y))
2y
≤ 1 . (72)
This result tremendously simplifies the numerical problem because, effectively, we
have reduced the triple integral to a double integral, at the expense of evaluating
only one more surface integral Eq. (71) – the 2-dimensional Green functions. These
are just generalised versions of the first order surface integrals. The 2-dimensional
source σ(n−1)(p′, q′) is defined in a similar way as the 2-dimensional metric pertur-
bations, Eq. (69).
This result shows that the whole evolution problem can in fact be represented in
a 2-dimensional form on the (p, q) plane. In Fig. 13 we show plots of the magnitude of
the first order wave form on such plane. In the top left panel (for D = 4) we indicate
where the initial conditions have support, the location of the first and second null
optical rays and a mapping of some lines to the surfaces in the space-time diagrams
of Fig. 5. In this representation it becomes even clearer that the gravitational wave
signal has support in the region between the two optical rays. It is also easy to
observe that the number of oscillations increases with D.
kThe source is basically the Landau-Lifshitz pseudo-tensor, Eq. (63).
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Fig. 13. Magnitude of the wave form on the (p, q) plane, for various D.
Fig. 14. 2-dimensional Green functions on the (p, q) plane for a fixed observation point.
In this representation, the volume integral, Eq. (70), simply encodes dispersion
due to the 2-dimensional source at each point in the (p′, q′), which is propagated
with the 2-dimensional Green function, Eq. (71), to the observation point (p, q). In
Fig. 14, we show the magnitude of the Green function inside the past (and future)
light cone of an observation point (p, q) = (1, 1) for D = 4, 5 as examples. These
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show that the light cones on this plane have a complicated shape not at right angles.
5. Final remarks
In these lecture notes, we have described in detail the problem of setting up the
evolution after the collision of two AS shock waves as to model the gravitational
collision of two massless particles.
We have seen that it is possible to formulate an evolution problem with exact
initial conditions by using a gauge adapted to one of the shock waves. Then, we
showed how to formulate a constructive perturbative expansion to find an approx-
imate solution for the highly curved region to the future of the collision, order by
order. The discussion of the perturbative methods, namely the determination of
sources, gauge fixing and some of the strategies to organise the final integral solu-
tions, was done with relative generality, so that some results can be applied to other
problems.
In the last sections, we have discussed in detail the evaluation of surface in-
tegrals and commented on radiation extraction methods as well as on a hidden
symmetry valid order by order, which seems to reduce this particular problem to
a 2-dimensional problem. We have discussed the properties of the gravitational
wave signal and the strikingly simple result for the inelasticity in a first order ap-
proximation, Eq. (68). This underlying simplicity of the problem order by order in
perturbation theory, opens questions about whether there is some (yet unknown)
way of approaching it which allows to solve it, perhaps, non-perturbatively. The
evaluation of the volume integrals to obtain a second order approximation will tell
whether such a simple (or regular) structure remains at higher orders.40
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Appendix A. Details of the infinite boost limit
Since we expect a distribution similar to the delta function, it is natural to take the
limit on an integral of the distribution. Thus we define
Fβ(t, z, ρ) =
∫ z
−∞
dz′
1
√
1− β2
[(
z′−βt√
1−β2
)2
+ ρ2
]D−3
2
(A.1)
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=
1
ρD−4
∫ Xβ(z,t)
−∞
dX ′
1
[X ′2 + 1]
D−3
2
(A.2)
with
Xβ(z, t) ≡ z − βt
ρ
√
1− β2 ⇒ limβ→1Xβ(z, t) = sign(z − t)×∞ (A.3)
With these integration limits, we obtain
lim
β→1
Fβ(t, z, ρ) =
θ(z − t)
ρD−4
∫ +∞
−∞
dX ′
1
[X ′2 + 1]
D−3
2
=
θ(z − t)
ρD−4
√
π
Γ
(
D−4
2
)
Γ
(
D−3
2
) (A.4)
Now finallyl
lim
β→1
4(D − 2)
(D − 3)
A
1− β2 =
16πGDE
(D − 3)ΩD−2 limβ→1
dFβ
dz
=
8πGDE
ΩD−3
Φ(ρ)δ(t− z) (A.5)
Appendix B. Green functions
The flat space Green function for the wave operator , obeys G(y, y′) = G(y − y′)
where
G(x) = − 1
2π
D−2
2
δ(
D−4
2 )(−xµxµ) . (B.1)
The superscript denotes the distributional derivative of order D−42 , of the Dirac delta
distribution. For odd D, first one defines the negative order of the delta distribution,
(p < 0) as
δ(p)(x) =
1
Γ(−p)x
−p−1θ(x) , (B.2)
and then extend (recursively) to positive orders, by acting with derivatives on
δ(p)(x). For example, the fractional derivative of the delta function of order 1/2,
is
δ(1/2)(x) =
d
dx
δ(−1/2)(x) =
d
dx
[
1
Γ(12 )
|x|−1/2θ(x)
]
= − 1√
π|x|
[
θ(x)
2x
− δ(x)
]
.(B.3)
Appendix C. Expressions for final integrals
The initial conditions on u = 0+ in de Donder gauge are described by the following
functionsm
A(1) : n = 1, f(ρ) =
4(D − 3)
ρ3D−8
; n = 2, f(ρ) = − (D − 3)(D − 2)
ρ2D−4
lWe have used the formula ΩD−2 = 2pi
(D−1)/2/Γ(D−1
2
) and properties of the Γ function to
simplify the result.
mThe extra n = 2 term for A(1) is due to the gauge transformation.
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B(1) : n = 1, f(ρ) =
2
√
2(D − 3)
ρ2D−5
E(1) : n = 1, f(ρ) = − 2
ρD−2
(C.1)
H(2) : n = 2, f(ρ) =
(D − 3)
ρ2D−4
E(2) : n = 2, f(ρ) = − (D − 4)
ρ2D−4
.
The ID,nm (x) functions have to be discussed separately for D even or odd. In
both cases the following scalars appear, related to the rank-m
κ0 = 1, κ1 = − 1
D − 3 , κ2 =
1
(D − 1)(D − 3) . (C.2)
Appendix C.1. Functions ID,n
m
(x), for D even
ID,nm (x) ≡ κm(−1)
D−4
2 −n(1 − x2)n− 12QD,nm (x)θ(|x| ≤ 1) , D − 4 ≥ 2n (C.3)
where
QD,nm (x) ≡
d
(D−42 −n+m)
x
[
(1− x2)D−52 +m
]
(1 − x2)n− 12 =
D−4
2 +m−n∑
k=0
akx
k (C.4)
For D − 4 < 2n we have the following list of cases that are necessary
I4,10 (x)/κ0 = πθ(x < −1) +
[π
2
− arcsin(x)
]
θ(|x| ≤ 1)
I4,11 (x)/κ1 = −
√
1− x2θ(|x| ≤ 1)
I4,12 (x)/κ2 = 3x
√
1− x2θ(|x| ≤ 1)
I4,20 (x)/κ0 = −xπθ(x < −1) +
[
x
(
arcsin(x)− π
2
)
+
√
1− x2
]
θ(|x| ≤ 1)
I4,21 (x)/κ1 = −
π
2
θ(x < −1)−
[
π
4
− 1
2
(
arcsin(x) + x
√
1− x2
)]
θ(|x| ≤ 1)
I4,22 (x)/κ2 = (1− x2)
3
2 θ(|x| ≤ 1)
I6,20 (x)/κ0 =
π
2
θ(x < −1) +
[
π
4
− 1
2
(
arcsin(x) + x
√
1− x2
)]
θ(|x| ≤ 1)
I6,21 (x)/κ1 = −(1− x2)
3
2 θ(|x| ≤ 1)
I6,22 (x)/κ2 = 5x(1− x2)
3
2 θ(|x| ≤ 1)
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Appendix C.2. Functions ID,nm (x), for D odd
For D − 5 ≥ 2n and n ≥ 0
ID,nm (x) =
κm
2
√
π
(−1)D−32 −n
D−5
2 +m−n∑
k=0
bk
k∑
j=0
(
k
j
)
xk−j
j − 12
[
(1− x)j− 12 θ(|x| ≤ 1)+
+
[
(1− x)j− 12 − (−1− x)j− 12
]
θ(x < −1)
]
, D − 5 ≥ 2n (C.5)
with
PD,nm (x) ≡ d(
D−5
2 −n+m)
x
[
(1− x2)D−52 +m
]
=
D−5
2 +n+m∑
k=0
bkx
k (C.6)
Otherwise (but still with n ≥ 0)
ID,nm (x) =
κm
Γ
(
n− D−42
)
D−5
2 +m∑
k=0
ck
k∑
j=0
(
k
j
)
xk−j
j + n− D−42
[
(1− x)j+n−D−42 θ(|x| ≤ 1)+
+
[
(1− x)j+n−D−42 − (−1− x)j+n−D−42
]
θ(x < −1)
]
, D − 5 < 2n (C.7)
with
RD,nm (x) ≡ d(m)x
[
(1− x2)D−52 +m
]
=
D−5+m∑
k=0
ckx
k . (C.8)
For some derivatives of the metric functions, some n = −1 terms are actually
required. For that case one obtains the same result Eq. (C.5), plus an extra term
ID,−1m (x)extra = κm(−1)
D−3
2
[
PD,0m (1)δ
( 12 )(1 − x)− PD,0m (−1)δ(
1
2 )(−1− x)
]
(C.9)
= F.P.
κm(−1)D−32
2
√
π
PD,0m (1)
[
θ(1 − x)
(1− x) 32 + (−1)
D−5
2 +m
θ(−1− x)
(−1− x) 32
]
.
Appendix C.3. Polynomials
One can show that for n ≥ 0
PD,nm (x) =
p≡D−52 +m∑
k=[ p−n+12 ]
(
p
k
)
(−1)k(2k)(2k − 1) . . . (2k − p+ n+ 1)x2k−p+n (C.10)
and that
RD,nm (x) =
p≡D−52 +m∑
k=[m+12 ]
(
p
k
)
(−1)k(2k)(2k − 1) . . . (2k −m+ 1)x2k−m . (C.11)
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For n = −1

PD,−1m =
∑p≡D−52 +m
k=[ p2+1]
(
p
k
)
(−1)k(2k)(2k − 1) . . . (2k − p+ n+ 1)x2k−p−1
PD,−1m = 0 , if D − 7 < −2m
(C.12)
Finally we derive a useful recurrence tree (for any n). If we define
QD,nm (x) ≡
q−n∑
k=0
a
(n)
k x
k (C.13)
(q ≡ D−42 +m), we know that
Q
D,q≡D−42 +m
m (x) = 1 , (C.14)
and we can use the definition, Eq. (C.4), of the QD,nm (x) to show that the following
recurrence relations hold:
a
(n−1)
0 = a
(n)
1 (C.15)
a
(n−1)
k = a
(n)
k+1(k + 1)θ(k < p− n ∧ p− n− 1 > 0)− (2n− 2 + k)a(n)k−1 . (C.16)
Appendix C.4. Removal of explicit singularities
If we note that we can express
x⋆ =
C−xi
k
(y)
2yα+1
+ xik (C.17)
then we can expand y = yik − k u2 and eliminate the singularity in the square root
of Eq. (57) explicitly to obtain: For D = 4
1− xikx⋆
u2
=
xik
2y
[
2kyik − u2 − 2kxik +
2
√
2q
u2
(
log(1 − ku2/yik) + ku2/yik
)
+
2
√
2qk
yik
]
(C.18)
and for D > 4
yD−4
1− xikx⋆
u2
=
kxik
2y
[
α+1∑
m=0
(
α+ 2
m+ 1
)(
yik
)α+1−m
(−ku2)m+
−2xik
α∑
m=0
(
α+ 1
m+ 1
)(
yik
)α−m
(−ku2)m+
−
(√
2q
(
p+
2
D − 4
)
− 1
) α−1∑
m=0
(
α
m+ 1
)(
yik
)α−1−m
(−ku2)m
]
(C.19)
where we have used the zero condition of Cxi
k
(y) to simplify.
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