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T,his thesis comprehensively investigates the contour method - a newly-invented 
destructive technique for residual stress evaluation - in terms of its principle and 
application. 
The principle of the contour method is based on a variation of Bueckner's elastic 
superposition theory. A two-dimensional map of residual stress profile normal to a plane of 
interest can be determined in a simple, cheap and time-efficient manner. In practice, 
residual stress evaluation using the contour method involves the experimental 
measurement of the displacement formed by the stress release following a cut on the 
surface at issue, and then numerical calculation of the residual stress based on the 
experimentally measured displacement. The whole process of the contour-method 
measurement was simulated using a finite element method and the simulated result 
confirms the correctness of the novel technique. 
A number of different applications have been explored usmg the contour method to 
measure a cross-sectional residual stress distribution: a hole cold expansion EN8 steel 
plate, a hole cold expansion 7475-T7351 aluminium alloy plate, a MIG 2024-T351 
aluminium alloy welded plate and a VPPA 2024-T351 aluminium alloy welded plate. 
Favourably good outcomes were obtained from each case. The most impressive 
comparison of the contour-method result was made on the VPPA 2024-T351 weld with 
neutron and synchrotron X-ray diffraction measurements, showing an extremely good 
match with deviation approximately 9 % on average. 
This work has proved that the contour method is a powerful novel technique to determine a 
cross-sectional residual stress profile with accuracy in many engineering components, and 
has great prospects to find application elsewhere. 
ACKNOWLEDGEMENTS 
I would like to express my sincere gratitude to my internal supervisors, Prof. Lyndon 
Edwards and Dr. Michael Edward Fitzpatrick, for their invaluable guidance and advice 
throughout this work. I also thank The Open University for financial support of the project. 
I particularly thank Dr. Michael Bruce Prime, who is the pioneer of the contour method, 
for his generous help allowing me to use his measured data when I started this project, and 
continual advice in dealing with some tricky experiments and analysis, so that I am able to 
succeed in exploring this fantastic new world of the contour method. 
I should thank Jim Moffatt for help with the tension-compression test, Peter Ledgard and 
Tim Gough for their excellent technical assistance in cutting and preparation of specimens, 
Stan Hiller for help with the surface treatment and making wonderful photos of the 
specimens. Many thanks should be given to Ian Norman and Gordon Imlach for kind help 
when needed in experiments. Deep appreciation should be also given to Rehana Malik and 
Jennifer Seabrook for their handy help in many other aspects. I should also thank all the 
colleagues in my department and particularly in my research group, for helpful discussion 
of diffraction measurements and sharing other useful information. 
My deepest thanks and regards should be credited to my dear parents and brothers for their 
constant encouragement throughout my PhD study. I also should thank my husband and 
only daughter for their understanding and putting up with our long separation. Especially, I 
should thank my mother-in-law who takes responsibility to look after my daughter. 
Without their love and support I could not complete my PhD. In particular, I have to 
mention my dear six-year-old daughter. It is her who gave me strength to overcome any 
difficulty occurring in the course of my PhD study. I know that she is too young to 
understand how important is the role she has been playing during this period. I love her 
most in this world and this never changes even though she loves me "slightly". She keeps 
confirming this "slightly" every time I ask. But I never stop fancying that she might change 
her attitude someday. A difficult decision has to be made in some circumstances and I 
never regret the choice. I believe that my daughter will eventually be able to understand 
me, with time, of course. I also believe that she must be very proud of her mother some 
day in future. I entirely delicate this thesis to them. 
Ying Zhang 
January 2004 
11 
PREFACE 
This thesis is submitted for the degree of Doctor of Philosophy of The Open University. 
The work described in this thesis was performed in the Department of Materials 
Engineering, Faculty of Technology, between October 2000 and September 2003, under 
the co-supervision of Prof. L. Edwards and Dr. M. E. Fitzpatrick. It is entirely the work of 
the author except where clearly referenced. None of this work has been submitted for a 
degree or other qualification at this or any other university. The views and opinions 
represented in this thesis are solely those of the author, not The Open University. Some of 
the work has been published in academic journals and conference proceedings in the 
following. 
• Published in Journal 
1. Y. Zhang, M. E. Fitzpatrick, L. Edwards, Measurement of the Res idual Stresses around 
a Cold Expanded Hole in an EN8 Steel Plate using the Contour Alethod, Materials 
Science Forum, Vols. 404-407, pp. 527-534,2002. 
• Presented in Conference and Published in Conference Proceedings 
1. Y. Zhang, L. Edwards, M. E. Fitzpatrick, Finite Element Simulation of Hole Cold 
Expansion Process in EN8 Steel Plates, Proceedings of Sixteenth ABAQUS UK User 
Group Conference, Warrington, UK, 12-13 Nov. 2002. 
2. Y. Zhang, M. E. Fitzpatrick, L. Edwards, Measurement of the Residual Stresses around 
a Cold Expanded Hole in an EN8 Steel Plate using the Contour Method, Proceedings 
of the 6th European Conference on Residual Stresses (ECRS6), Vols. 404-407, pp. 
527-534,Coimbra, Portugal, 10-12 July 2002. 
III 
TABLE OF CONTENTS 
Abstract ............................................................................... . 
Acknowledgement .. ....... ... ........... ......... .... ..... ... ....... ... ... ..... ..... 11 
Preface.......................................... ........................... ............ iii 
Table of Contents ................................................................. .... IV 
List of Notations ..................................................... ................. VIll 
Table of Figures ..... ....... ...... ......... ..... .......... ......... ...... ... ... ....... XllI 
1 Introduction ......... ........... ............... ... ... .... ... ........ .... ........... ... 1 
1.1 Background ..................................................................... . 
1.2 Outline of the thesis.. . .. . . . . .. . .. .. . . .. . . . . ... . . .. . . .. . .. . . . . . . ... . .. . .. . . . . .. . 2 
1.3 Residual stresses.. . .. . .. . .. . .. . .. . .. . . . . . . . . . . . . . .. . . . . . . . .. . . . . . . . .. . ... . . . . . .. 4 
1.3.1 Type of residual stresses.................................. .............. 4 
1.3.2 Production of residual stresses ......................................... 5 
1.4 Overview of current residual stress measurement techniques............ 6 
1.4.1 Destructive or semi-destructive techniques....................... ... 8 
1.4.2 Non-destructive techniques............................................. 10 
1.5 References........................................................................ 18 
2 Fundamentals ........................................................................ 22 
2.1 Data smoothing analysis....................................................... 22 
2.1.1 Introduction of data smoothing analysis ...................... ..... ... 22 
2.1.2 Parametric smooth ....................................................... 24 
2.1.3 Semi-parametric smooth .. ........ ... ... ... ...... ......... ... ........... 29 
2.1.4 Non-parametric smooth.. ............................................... 31 
2.1.5 Extrapolation............................................................. 31 
2.1.6 Importance of data smoothing analysis...... .................. ....... 32 
2.2 Theories of elasticity and plasticity........................................... 33 
2.2.1 Features of stress-strain behaviour................................. .... 33 
2.2.2 Elasticity theory......................................................... 38 
2.2.3 Plasticity theory... ............... ........................................ 40 
2.3 Finite element method.......................................................... 45 
IV 
2.3.1 FE linear analysis....................................................... 46 
2.3.2 FE non-linear analysis .................. ............ ........ ...... ...... 48 
2.4 References ........................... , . . . . . . . . .. . .. . . . . .. . .. . . . . . .. .. .. . . . . ... ... 54 
3 Exploration of the contour method •••••••••••••••.••••••••••••••.•••••••••••••• 58 
3.1 Introduction of the contour method .......................................... 58 
3.1.1 Principle of the contour method ....................................... 60 
3.1.2 Application of the contour method.................................... 62 
3.2 Finite element simulation of the contour method...... .............. ....... 69 
3.2.1 Simulation................................................................. 69 
3.2.2 Results and discussion........ .............................. ......... ... 72 
3.2.3 Conclusion............................................................... 84 
3.3 Other important simulations..... ....... .................. ............ ......... 84 
3.3.1 Effect of missing data ... ............ ............ ........ ................ 84 
3.3.2 Effect of position tolerance............ ........................ ......... 88 
3.3.3 Conclusion ............................................................... 90 
3.4 References ................................................................ , ....... 90 
4 Hole cold expansion and theoretical analysis ••• •••••• •••••.••.••• ••••. ••••••• 92 
4.1 Introduction of hole cold expansion..... ...................... ........ ...... 92 
4.2 Theoretical analysis of hole cold expansion in a finite plate.............. 95 
4.2.1 Description of the problem ........................................................... 98 
4.2.2 Constitutive equations ................................................. . 
4.2.3 Elastic-plastic analysis of radial expansion (loading) ............ .. 
4.2.4 Elastic-plastic analysis of unloading ............................... .. 
100 
102 
107 
4.2.5 Parametric study............................................... .......... 110 
4.2.6 Discussion............................................................... 112 
4.3 References ... ..... ......... ......... .......... ... ......... ... ...... ..... ......... 115 
5 Residual stresses in a hole cold expanded ENS steel plate 120 
................... 
5.1 Material and specimen......................................................... 120 
5.1.1 Material.................................................................. 120 
5.1.2 Specimen............... .............................. ........ ...... ...... 126 
5.2 Measurement of residual stresses using the contour method ............. 127 
v 
5.2.1 Specimen cutting and contour measuring ...... ....... ..... ......... 127 
5.2.2 Data analysis .. ....... ... ...... ..... .... ... ...... ..... .... ... ............ 129 
5.2.3 Finite element analysis...................................... .......... 133 
5.2.4 Result and discussion....................................... ........... 134 
5.3 Analytical prediction.................................................. ..... .... 135 
5.4 Finite element simulation............................................... ....... 137 
5.5 X-ray diffraction measurement ... ... ... ...... ..... .... ... ...... ........ ...... 142 
5.6 Discussion ...... ........... ... ....... ... ... ........... .... ... ... ..... ... ......... 148 
5.7 Conclusion........................................................... ........ ... 151 
5.8 References.............................................................. ...... ... 152 
6 Determination of residual stresses in hole cold expanded 7475-T7351 
aluminium alloy plates using the contour method ••••••••••••••.•••.•••••••• 153 
6.1 Material and specimen details......................................... ..... ... 153 
6.1.1 Material.............................................................. ..... 153 
6.1.2 Specimen.............................................................. ... 154 
6.2 Measurement of residual stresses using the contour method......... ..... 156 
6.2.1 Specimen cutting.......................................... .............. 156 
6.2.2 Contour measuring.................................................. .... 157 
6.2.3 Data analysis............................................................ 158 
6.2.4 Finite element analysis.......................................... ......... 162 
6.2.5 Results and discussion......... ........................... ............. 163 
6.3 Conclusion............... ............... ........................................ 170 
6.4 References................................................................. ... ... 171 
7 2D map of longitudinal residual stresses in MI G 2024-T351 and VPP A 
2024 -T351 aluminium alloy welds using the contour method •••••••••••.• 172 
7.1 Material and welding...... ............ ......................................... 173 
7.2.1 Material.................................................................. 173 
7.2.2 Welding ................................... , ............... '" ..... ....... 174 
7.2 2D map of longitudinal residual stresses in a MIG 2024-T351 
aluminium alloy weld.......................................................... 174 
7.2.1 Weld cutting............................................................. 175 
7.2.2 Contour measurement.................................................. 177 
7.2.3 Data reduction ........................................................ ... 178 
VI 
7.2.4 Finite element analysis......................................... .......... 183 
7.2.5 Results and discussion ................................................. 184 
7.3 2D map oflongitudinal residual stresses in a VPPA 2024-T351 
aluminium alloy weld.................. ........... ................ ............. 187 
7.3.1 Weld cutting ................................................ ............... 187 
7.3.2 Contour measurement ............................................... ... 189 
7.3.3 Data reduction ........................................................ ... 189 
7.3.4 Finite element analysis and results................................. ... 194 
7.3.5 Diffraction measurement ............................................ ... 197 
7.3.6 Discussion............................................................... 199 
7.4 Conclusion ........ ... .... ............... ... ..... .... ........ ....... ............. 205 
7.5 References.. . . . . . . . .. . .. . .. . . . . .. . .. . . . . . . . . . . . . . . . . . . . . . . . . . .. . .. . . . . .. . . .. . . ... 206 
8 Discussion of errors in the contour method ••••.•••.••• ••.••••••••.••••••••••.• 208 
8.1 Cutting.................................... ....................................... 208 
8.2 Contour measurement......................................................... 209 
8.3 Data reduction.................................................................. 209 
8.4 Finite element modelling...................................................... 210 
8.5 Errors in the resulting stress........... ......................... ............ ... 210 
8.6 Summary ................................. ....................................... 212 
8.7 Reference... ... ... ... ...... ... ... ...... ........ ...... ... ....... ..... ... ... ... .... 212 
9 Overall conclusions and suggestions for future work ...... .................. 213 
9.1 Overall conclusions ..................... ....................................... 213 
9.2 Suggestions for future work............................................... ... 215 
9.3 References ............... .......................................... ............. 218 
VB 
LIST OF NOTATIONS 
Symbol Definition 
Roman Notations 
2D 
3D 
a 
A 
Ao 
b 
[B] 
CMM 
CNC 
CPU 
d 
do 
[D] 
lDep J 
DOF 
e 
E 
EDM 
£(Y) 
J 
J(Xj;P) 
J(X;P) 
{r} 
{F} 
Two dimensional 
Three dimensional 
Inner radius; hole radius 
Mandrel radius 
Current cross-sectional area 
Original cross-sectional area 
Fourier coefficient; outer radius 
Strain-displacement matrix 
Co-ordinate measuring machine 
Computer numerically controlled 
Central processing unit 
Lattice spacing of a stressed crystal 
Lattice spacing of an unstressed crystal 
Material matrix 
Material matrix relating elastic-plastic strains 
Degree of freedom 
Engineering strain 
Residual 
Elastic modulus 
Secant modulus 
Electric discharge machining 
Expectation 
Mathematical function; Fourier coefficient 
Subpopulation means 
Deterministic part 
Nodal force vector of an element 
Global nodal force vector 
Vlll 
{Fnr} 
FE 
FEA 
FTI 
G 
{hk/} 
K 
[k] 
[K] 
[KT] 
1 
L 
L 
10 
M 
n 
[N] 
P 
Pp 
P 
Q 
r 
R 
R 
S(/3) 
TOF 
u 
VI 
V3 
Internal force vector (sum of element stresses). 
Finite element 
Finite element analysis 
Fatigue Technology Inc 
Shear modulus 
Miller indices describing a family of crystalline planes 
Interference 
Interference ratio 
Bulk modulus; acoustoelactic constant 
Stiffness matrix of an element 
Global stiffness matrix 
Tangent stiffness matrix 
Current gauge length 
Leftpart 
Interval of length; measured length 
Original gauge length 
Change in gauge length under load 
Integer; strain hardening exponent 
Shape function matrix 
Polynomial coefficients; internal pressure 
Pressure on the boundary between elastic domain and plastic domain 
Applied load 
Plastic potential 
Radius 
Radius at the boundary between elastic domain and plastic domain 
Right part 
Level of plastic anisotropy 
X-ray elastic constants 
Sum of squared deviations 
Time of flight 
Radial displacement 
Measuring accuracy 
Volumetric accuracy 
ix 
{u} 
UTS 
V 
AV 
Y,~ 
y 
A 
Y 
Displacement vector 
Ultimate tensile strength 
Original volume of material; wave speed in a stressed material 
Volume change of material 
Wave speed in an unstressed material 
Independent variable 
Dependent variable; smoothed value 
Estimated value 
Average value of a dependent; i th data value 
Estimated value 
Greek Notations 
() 
2B 
{c} 
Angle 
Angle between incident beam and diffracted beam for a stressed 
crystal 
Angle between incident beam and diffracted beam for a unstressed 
crystal 
Wavelength of incident monochromatic radiation 
Plastic multiplier 
Angles of a diffracting lattice plane normal (rotation and tilt) relative 
to a fixed coordinate system. 
Strain; stochastic part; true strain 
Error 
Average or hydrostatic strain 
Strain in the direction defined by angles ¢ and IfI 
S train vector 
Total incremental strain 
Elastic incremental component 
Plastic incremental component 
Strain tensors in the X-, y-, and z- directions 
Stress; standard deviation; true stress; effective stress 
x 
{a} 
p 
/J 
r yz , r zx ,rxy 
rrO 
v 
{oy 
{o} 
{~o} 
~v 
IIij 
a 
Superscripts 
e 
el 
pi 
T 
Engineering stress 
Equivalent stress 
Initial yield stress of a material 
A verage or hydrostatic stress 
Radial stress 
Hoop stress 
stress tensor 
Stress vector of an element 
Stress tensors in the X-, y-, and z-directions respectively 
Principal stresses 
Constant variance 
Unknown parameter, Bauschinger parameter 
Estimated parameter 
Shear strain tensors 
Shear strain 
Shear stress tensors 
Shear stress 
Poisson's ratio 
Nodal displacement vector of an element 
Global displacement vector 
Displacement increment 
Frequency shift 
Piezo-spectroscopic tensor 
Parameter 
Unloading step 
Element 
Elastic component 
Plastic component 
Transposi tion 
Xl 
Subscripts 
1,2,3 
hkl 
i 
ij 
m 
n 
p 
x,y,z 
r 
e 
rp,lfI 
Principal directions 
Miller indices 
Integer 
Matrix index 
Integer, mandrel 
Number of observation 
Number of independent; elastic-plastic boundary 
Directions relevant to Cartesian co-ordinate axis 
Radial direction 
Hoop direction 
Angle vectors relative to a fixed coordinate system 
Xli 
Figure 1-1 
Figure 1-2 
Figure 1-3 
Figure 1-4 
Figure 1-5 
Figure 1-6 
Figure 1-7 
Figure 2-1 
Figure 2-2 
Figure 2-3 
Figure 2-4 
Figure 2-5 
Figure 2-6 
Figure 2-7 
Figure 2-8 
Figure 3-1 
Figure 3-2 
Figure 3-3 
Figure 3-4 
Figure 3-5 
Figure 3-6 
Figure 3-7 
Figure 3-8 
Figure 3-9 
Figure 3-10 
TABLE OF FIGURES 
Stress-free crystals 
Stressed crystals 
Schematic showing diffraction planes parallel to the specimen 
surface and at an angle <1>",. Note both (jll and (j22 lie in the 
plane of the specimen surface 
Linear relationship between d;V' and sin 2 'If 
Nonlinear relationship between d;V' and sin 2 'If, showing 
'V-splitting in the presence of shear stresses 
d . 2 
Curvature in the ;'1' vs. sm 'If plot, as a result of a large stress 
gradient 
• 2 
Oscillation in the d vs. sm 'If plot, indicating the presence of 
inhomogeneous stresses due to preferred texture 
Graphical representation of regression models 
Typical stress-strain curve for a mild steel 
Examples of idealisation of stress and strain relationships 
Isotropic hardening 
One-dimensional illustration of isotropic hardening 
Kinematic hardening 
One-dimensional illustration of kinematic hardening 
Illustration of Newton-Raphson iteration method 
Illustration of Bueckner's superposition principle as applied to 
the contour method 
Overview of ROBOCUT CNC wire electric discharge machine 
One example of CMM measurement method 
Overview of CMM 
CMM calibration before specimen measurement 
3D geometrical model for study of the contour method 
Ideal cutting: FE illustration of the contour method principle 
Results of ideal cutting (perfect match, no error) 
Ideal contour cutting: FE illustration of implementation of the 
contour method 
Results of ideal contour cutting (maximum error = 0.7%) 
X11l 
11 
11 
12 
13 
14 
14 
15 
26 
34 
35 
43 
44 
45 
45 
49 
60 
63 
66 
67 
67 
70 
72 
73 
74 
75 
Figure 3-11 
Figure 3-12 
Figure 3-13 
Figure 3-14 
Figure 3-15 
Figure 3-16 
Figure 3-17 
Figure 3-18 
Figure 3-19 
Figure 3-20 
Figure 3-21 
Figure 3-22 
Figure 3-23 
Figure 3-24 
Figure 3-25 
Figure 3-26 
Figure 3-27 
Figure 4-1 
Figure 4-2 
Figure 4-3 
Figure 4-4 
Figure 4-5 
Figure 4-6 
Figure 4-7 
Figure 4-8 
Deformation after symmetrical cut (deformation scale 
factor:735) 
Results of symmetrical cutting (maximum error = 2.7%) 
Known large shear stresses for lcft and right cut planes, but 
small shear gradient bctween the two cut planes 
Deformation after cut at location 15mm to the centre with high 
shear stress (deformation scale factor: 643) 
Results of unsymmetrical cutting (maximum error for average = 
1.776%) 
Known shear stress profiles for left side, right side and 
difference between the two sides 
Results of symmetrical shear cutting (maximum error = 19.8%) 
2D through-thickness stress profile without shear stress. Note 
that they look similar, but values are slightly different (see the 
values in the figures) 
Known stress profiles with shear stress 
Stress profiles calculated by the contour method 
Geometrical model 
Narrow displacement 
Stress profiles for the narrowed model and the whole model 
Flat displacement at both sides 
Resulting stress using flat displacement at the sides 
Displacement with slope (0.01 degree) 
FE result applied with combined displacement (deformation 
scale factor: 9.9) 
Typical cold expansion residual stress profile 
Schematic illustration of the FTI assembly used in our study 
Used split-sleeve and an expanded hole showing the pip 
Finite plate with a circular hole subjected to pressure, P 
Relationship of stress and strain with strain hardening 
exponent, n 
Plate subjected to elastic-plastic deformation 
Effect of (a) interference ratio, I a (b) Plate radius ratio, b / a 
on the residual stress field 
Effect of (a) Bauschinger parameter, P (b) Hardening 
XIV 
76 
76 
77 
78 
78 
80 
80 
82 
83 
83 
85 
86 
86 
87 
88 
89 
90 
93 
94 
95 
99 
99 
102 
111 
112 
Figure 4-9 
Figure 5-1 
Figure 5-2 
Figure 5-3 
Figure 5-4 
Figure 5-5 
Figure 5-6 
Figure 5-7 
Figure 5-8 
Figure 5-9 
Figure 5-10 
Figure 5-11 
Figure 5-12 
Figure 5-13 
Figure 5-14 
Figure 5-15 
Figure 5-16 
Figure 5-17 
Figure 5-18 
Figure 5-19 
Figure 5-20 
Figure 5-21 
Figure 5-22 
Figure 5-23 
Figure 5-24 
exponent, n on the residual stress field 
Comparison between four analytical predictions 
Round section specimcn for tension-compression test (unit: 
mm) 
Set-up for tension-compression test 
Response of true stress vs. true strain for tcnsion and 
compression test (a) test data 1 with max. strain = 0.026 
(b) test data 2 with max. strain = 0.051 
Detailed specimen configuration 
Hole cold expanded En8 steel plate 
General view of the specimen clamping for contour 
measurement 
Measured data of two sides by CMM, top: raw contour of the 
left plane; bottom: raw contour of the right plane 
A veraged, removed and measured data of the two patches 
Relationship of standard deviation and order for Fourier fitting 
Averaged, extrapolated and smoothed data of the two patches 
3D FE model used in the contour method 
2D hoop stress map measured by the contour method 
Hoop stresses at specified thickness locations 
Hoop and radial stress profiles predicted by the analytical 
model 
Mandrel configuration details used for the 3D contact model 
Initial position of the plate and the mandrel 
Contour plot of hoop stresses predicted by 3D contact FEA 
Line plot of hoop stresses (using kinematic and isotropic 
hadening) 
Contour plot of radial stresses predicted by 3D contact FEA 
Line plot of radial stresses (using kinematic and isotropic 
hardening) 
Surface stresses prior to cold expansion 
Hoop stresses measured on the etched and electropolished 
surfaces 
An example of an X-ray measurement result 
Intensity curves received from the two detectors before 
xv 
113 
122 
123 
125 
126 
126 
128 
130 
131 
132 
132 
133 
134 
135 
136 
138 
138 
140 
140 
141 
141 
142 
143 
145 
146 
Figure 5-25 
Figure 5-26 
Figure 5-27 
Figure 5-28 
Figure 5-29 
Figure 6-1 
Figure 6-2 
Figure 6-3 
Figure 6-4 
Figure 6-5 
Figure 6-6 
Figure 6-7 
Figure 6-8 
Figure 6-9 
Figure 6-10 
Figure 6-11 
Figure 6-12 
Figure 6-13 
Figure 6-14 
Figure 6-15 
Figure 6-16 
Figure 6-17 
Figure 7-1 
Figure 7-2 
Figure 7-3 
Figure 7-4 
background substraction 
Hoop stress profiles at entry and exit surfaces 
Radial stress profiles at entry and exit surfaces 
Comparison between contour method and analytical prediction 
Comparison between contour method and finite element 
simulation 
Comparison between contour method and X-ray diffraction 
Configuration of specimen with 4% hole cold expansion 
Schematic illustration of cutting oritntaton 
(a) cross-thickness cut (b) cross-width cut 
Set-up for CMM contour measurement 
Averaged, removed and raw data for cross-thickness cut 
A veraged, removed and raw data for cross-width cut 
A veraged, extrapolated and smoothed data for cross-thickness 
cut 
Averaged, extrapolated and smoothed data for cross-width cut 
FE model used in the contour method 
Contour plot of hoop stress profile for the cross-thickness cut 
specimen 
Contour plot of hoop stress profile for the cross-width cut 
specImen 
Line plot of hoop stress profile for the cross-thickness cut 
specImen 
Line plot of hoop stress profile for the cross-width cut specimen 
Measured contour at the mid-thickness for cross-thickness 
cutting 
Measured contour at the mid-thickness for cross-width cutting 
Cutting error for the cross-thickness cut 
Cutting error for the cross-width cut 
Cutting errors for cross-thickness cut and cross-width cut 
Schematic configuration of MIG 2024-T351 weld 
Schematic illustration of cutting orientation 
Overall view of wire cutting and clamping of the MIG 2024 
weld (half the cut specimen was removed) 
Set-up for CMM contour measurement (MIG 2024-T351 weld) 
XVI 
147 
147 
149 
150 
151 
155 
155 
158 
159 
159 
161 
161 
162 
163 
163 
164 
165 
166 
166 
168 
168 
169 
175 
176 
177 
178 
Figure 7-5 
Figure 7-6 
Figure 7-7 
Figure 7-8 
Figure 7-9 
Figure 7-10 
Figure 7-11 
Figure 7-12 
Figure 7-13 
Figure 7-14 
Figure 7-15 
Figure 7-16 
Figure 7-17 
Figure 7-18 
Figure 7-19 
Figure 7-20 
Figure 7-21 
Figure 7-22 
Figure 7-23 
Figure 7-24 
Figure 7-25 
Measured data for the left plane (top), right plane (middle) and 
average of two planes (bottom) 
Averaged, removed and measured data with the wire-break 
location able to be viewed 
Bivariate Fourier fit with order of 10. Top: smoothed contour; 
Bottom: smmothed error with a strong pattern in the middle 
Smoothed contour on the top with smoothed error on the 
bottom 
Averaged, smoothed and extrapolated contour 
Meshed FE model used in the contour method 
2D longitudinal stress map of MIG weld (x = 187 mm, y = 12 
mm) 
Line plot of 2D longitudinal residual stress profile at specified 
thicknesses through the MIG weld 
Detail of stress profile around the weld centre 
Schematic configuration of the VPPA 2024-T351 weld 
Schematic illustration of wire EDM cutting orientation 
Set-up for CMM contour measurement (VPPA 2024-T351 
weld) 
Measured data for the left plane (top), right plane (middle) and 
average of two planes (bottom) 
Detail of the averaged and measured contour, showing the 
uncut surface 2 mm long and the measurements out of the 
surface 
Averaged, removed and measured data: the repeated cutting can 
be clearly viewed from the shallow area 30 mm long 
Smoothed contour (top) and smoothed error (bottom) 
Averaged, extrapolated and smoothed contour: the repeated 
cutting still can be viewed 
Meshed FE model ofVPPA 2024 weld 
2D longitudinal stress map ofVPPA weld (x = 278 mm, y = 12 
mm) 
Line plot of longitudinal residual stress profile at specified 
thicknesses through the VPPA weld 
Detail of stress profile around the weld centre 
XVII 
179 
180 
181 
182 
182 
183 
184 
185 
186 
187 
188 
189 
191 
191 
192 
193 
193 
194 
196 
196 
197 
Figure 7-26 Comparison among the three techniques at y = 3 mm 201 
Figure 7-27 Detail of comparison at y = 3 mm 201 
Figure 7-28 Comparison among the three techniques at y = 6 mm in the 202 
middle thickness 
Figure 7-29 Detail of comparison at y = 6 mm in the middle thickness 202 
Figure 7-30 Comparison among the three techniques at y = 9 mm 203 
Figure 7-31 Detail of comparison at y = 9 mm 203 
XVlll 
1 Introduction 
1.1 Background 
It is well known that residual (locked-in) stresses are present in almost all manufactured 
components without and usually prior to the application of any service or other external 
loads. They can significantly affect engineering properties of structural components, 
notably fatigue life, dimensional stability, corrosion resistance, etc. Such effects can lead to 
considerable costs in repair or replacement of damaged components. In a worst situation, 
they could result in a disastrous accident. However, residual stresses are not always 
detrimental. In some cases, they are deliberately introduced to enhance fatigue resistance 
of structures. Hole cold expansion is a typical example, which has been widely used in the 
aircraft industry for decades, to produce beneficial compressive residual stresses around a 
hole to improve the fatigue life in fastener joints. Nevertheless, the residual stresses need to 
be fully characterised if any critical engineering structure is to be used within a safety 
margin. Nowadays, residual stress analysis is becoming a compulsory stage in the design 
of structures and in the estimation of their reliability under real service conditions. 
A large number of reports on residual stresses have been published during the past decades 
to understand their effects upon component behaviour. Meanwhile, there is much literature 
on attempts to address the exploration of a variety of residual stress assessment methods to 
quantify the residual stresses arising from various causes. However, the complex nature of 
residual stresses and the multitude of their causes, in combination with the limitations of 
each measurement technique, constantly challenges the capability and applicability of the 
current suite of residual stress measurement techniques, as will be described in the 
following context in Section 1.4. A considerable effort remains to develop efficient and 
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cost-effective methods of residual stress analysis, despite certain progress having been 
achieved in the development and improvement of the measurement techniques. 
A newly invented contour method (Prime and Gonzales, 2000), first proposed in 2000, is 
undoubtedly a welcome addition to the existing residual stress measurement families. It 
enables two-dimensional (2D) mapping of residual stresses on a cross-sectional surface of 
interest. Up to now (2003), it has been successfully demonstrated on a number of 
applications, such as welds (Prime et aI., 2001), a hole cold expansion plate (Zhang et aI., 
2002) and forgings (Prime et aI., 2003). Nevertheless, there is much room for this novel 
technique, obviously due to its new features, for further development and exploitation. 
Hence, the objective of this work is to systematically investigate the potential of the 
contour method, to explore diverse applications in a variety of fields, and to see if the 
contour method can be used as a reliable tool for residual stress evaluation. 
1.2 Outline of the thesis 
The present research mainly focuses on the exploration of a newly-invented residual stress 
measurement technique - the contour method - for its correctness and applicability. The 
outline of the thesis is briefly given below. 
In Chapter 1, the background of the project is introduced. Then, the general knowledge on 
residual stresses is presented with a special emphasis on the techniques currently used for 
residual stress measurement. 
Chapter 2 covers three major fields of theories extensively exploited in the present project: 
data smoothing analysis, theories of elasticity and plasticity, and the finite element method. 
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In Chapter 3, a literature review of the contour method and its principle are presented. 
Furthermore, the procedure of how to perform the contour method is given with a special 
focus on its experimental aspects. Finally, the theoretical principle and some practical 
issues relevant to experiments are simulated numerically. 
Chapter 4 is mainly concerned with the development of an analytical theory of cold 
expansion problems in a finite plate, enabling comparison of the contour-method result to 
be made additionally from a theoretical point of view. 
From Chapter 5 through to Chapter 7, the major issues are to address the application of the 
contour method. In Chapter 5, the first application of the contour method is demonstrated 
on a medium carbon steel (ENS) specimen subjected to 4% hole cold expansion. For 
validation and comparison purposes, analytical prediction, finite element simulation and x-
ray diffraction measurement are performed. 
Chapter 6 describes the implementation of the contour method on a 7475-T7351 
aluminium alloy specimen with a 4% cold expanded hole with a particular emphasis on the 
experimental aspects. 
Chapter 7 presents results of aluminium alloy welds received as real industrial 
components: a MIG 2024-T351 weld and a VPPA 2024-T351 weld. Longitudinal cross-
sectional residual stress profiles are measured using the contour method for both welds. 
The comparison of the contour-method outcome with neutron and synchrotron X-ray 
diffraction measurements is made for the VPPA welded plate, and shows excellent 
agreement. 
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Finally, overall conclusions are drawn and future work is given in Chapter 8 based on the 
comprehensive study of the contour method presented above. 
1.3 Residual stresses 
1.3.1 Types of residual stresses 
Residual stresses are stresses that remain within the bulk of material and are self-
equilibrated in a body. In other words, the resultant force and moment that they produce 
must be zero in a system. Residual stresses may be classified according to the scale over 
which they are able to be observed, or the technique by which they are measured, or the 
cause (e.g. thermal or elastic mismatch) (Withers and Bhadshia, 2001). Here, the scale 
classification is adopted, by which the residual stresses are categorised into three types: 
type I, type II and type III (Lu et aI., 1996; Wang, 1996; Withers and Bhadshia, 2001). 
• Residual stresses of type I are macrostresses that are nearly homogeneous across a 
large range from several grains to many millimetres or even to centimetres and 
equilibrated within a whole body of a component. The macroscopic stresses can arise 
from heat treatment, machining, secondary processing and assembly. 
• Residual stresses of type II (grain scale) are structural microstresses that are almost 
homogeneous across a microscopic range of one grain or a partial grain and are 
equilibrated over a few grains. The microstructural stresses often result from a 
mismatch in material properties such as coefficients of thermal expansion or elastic 
modulus between different phases or from phase transformations. 
• Residual stresses of type III (atomic scale) are inhomogeneous across a submicroscopic 
range of several atomic distances within a grain and are equilibrated over a small 
portion of the grain. 
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Residual stresses can be present in any type or combination of two or three types in a 
material or component. In general, type-I stresses are based on the overall properties of 
bulk materials whereas type-II and type-III stresses are dependent on the microscopic 
properties of individual grains and/or phases. 
1.3.2 Production of residual stresses 
Manufacturing processes are the most common causes of residual stresses. Virtually all 
fabricating processes, for example, casting, welding, machining, moulding, heat treatment, 
introduce residual stresses into the manufactured components (Smith et aI., 2001). It is 
unlikely that any component will be entirely free from residual stresses induced during 
manufacturing and processing. Another common cause of residual stress is in-service 
repair or modification. In some cases, residual stresses may also be induced later in the life 
of the structure by installation, assembly, occasional overloads, etc. The following are 
three major causes of residual stresses arising from manufacturing processes (Lu et aI., 
1996). 
• From plastic deformation or forming, including rolling, drawing, extruding, 
bending, forging, pressing, spinning, shot-peening and laser shock. 
• From machining, joining and coating, such as welding, brazing sprayed coating, 
cladding, electrodeposition, grinding. 
• From heat or thermochemical treatment, such as quenching, laser and plasma heat 
treatment, carburizing, nitriding, case hardening. 
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1.4 Overview of current residual stress measurement techniques 
In view of the importance of residual stresses, a variety of techniques for residual stress 
measurement have been developed. Some are destructive, while others are semi-destructive 
and others are non-destructive; some are able to measure 3D stress states whereas others 
are constrained to only a certain direction of stress; some can detect stress fields within 
materials yet others are limited to near surfaces. No single technique wins in every aspect. 
The choice of measurement methods is dependent on the specific application, techniques 
available and other conditions. 
Almost all techniques of residual stress measurement rely on the measurement of 
deformation or strain in a material under study. With knowledge of the material properties, 
the measured strain can be converted into a corresponding stress. Destructive or semi-
destructive methods normally involve mechanical processes, by which material is removed 
incrementally, resulting in a variation in strain in the remaining material. This strain 
change can be then related to the residual stress existing in the removed material. Material 
removal can introduce additional stresses, so modifying an original stress field. It is hence 
essential to minimise this effect. In contrast, non-destructive measurements are based on 
intrinsic properties of the material to enable strain measurement. For instance, variations in 
interplanar spacing, or velocities of ultrasonic waves, or magnetic properties can be used to 
determine the corresponding stresses. 
In this section, the techniques currently most widely used for residual stress measurement 
will be briefly presented, including hole drilling, the ring core method, curvature, the Sachs 
method and the compliance method, which are destructive or semi-destructive, as well as 
non-destructive methods such as X-ray diffraction, synchrotron X-ray diffraction, neutron 
diffraction, piezo-spectroscopy, magnetic methods and ultrasonic. Some of these 
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techniques are summarised in Table 1-1 in terms of penetration, spatial resolution and 
accuracy. 
Table 1-1 Main stress measurement techniques (Withers and Bhadshia, 2001) 
Methods Penetration Spatial Accuracy Comments 
depths resolution 
0 Curvature 1O%~50% 5%of Limited by Unless used 
> (di stortion as of thickness; minimum incrementally, stress 'p 
(,) 
stresses arise thickness no lateral measurable field not uniquely g 
rI'l or relax) resolution curvature determined; measures 0 
0 in-plane type I stresses 
Hole drilling ~120% x SO/J.m ±SOMPa, Measure in-plane type 0 
> (distortion hole depth limited by I stresses I .-
·s ti from stress diameter reduced 
o g 
relaxation) sensitivity with V} rI'l 
0 
"0 increasing depth 
Laboratory <SO/J.m Imm ±20MPa, Non-destructive only 
X-ray (AI); laterally; limited by non- as a surface technique; 
diffraction <S/J.m (Ti); 20/J.m linearities in sensitive to surface 
(atomic <Imm depth . 2 r. preparation; peak sm 'I' or sur ace 
strain gauge) (with layer condition shifts: type I, volume 
removal) averaged type II; peak 
widths: types II, III 
Synchrotron ISO~SOmm 20/J.m ± I Ox I 0-6strain, Small gauge volume 
X-rays (AI) lateral to limited by grain leads to spotty powder 
(atomic incident sampling patterns; peak shifts; 
strain gauge) beam; statistics type I, II, volume 
Imm averaged type II; peak 
parallel to widths: types II, III 
beam 
0 Neutrons 200mm 500llm ±50x I 0-6strain, Access difficulties; low .~ 
..... (atomic (AI); limited by data acquisition rate; (,) 
2 strain gauge) 2Smm(Fe); counting costly; peak shifts: type ..... 
rI'l 4mm(Ti) statistics and I, volume averaged 0 
"0 
I 
reliability of type II (widths rather c 
0 
Z stress free broad) 
references 
Ultrasonics >IOcm 5mm 10% Microstructure 
(stress sensitive; types I, II, III 
related 
changes in 
elastic wave 
velocity) 
Magnetic 10mm Imm 10% Microstructure 
(variations in sensitive; for magnetic 
magnetic materails only, types I, 
domains with II, III 
stress) 
Raman <l/J.m <l/J.m .:1A,zO.lcm-1 Types I, II 
approx. =50MPa 
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1.4.1 Destructive or semi-destructive techniques 
Hole drilling 
One of the most popular techniques for measuring residual stresses is the hole-drilling 
strain gauge method. The general principle of the procedure of the method involves drilling 
a small hole with 1- 4 mm in diameter to a depth equal to its diameter in the centre of the 
strain rosette (Lu et aI., 1996). The stresses will be relaxed when introducing a hole in the 
specimen. A specially designed strain gauge rosette is employed to measure the relieved 
surface strains, allowing a back-calculation of residual stress to be made. 
Ring core method 
The ring core method (Wolf and Bohm, 1971) is similar in principle to hole drilling except 
that an annular groove typically 15 - 150 mm in internal diameter is drilled outside the 
strain rosette instead of a hole inside the strain rosette. A typical depth of the annular 
groove is 25 ....., 150% of its internal diameter (Lu et aI., 1996). The strain gauge rosette is 
placed on the surface of interest of a given component. The strain relaxation is measured as 
a function of machined depth. The residual stress before ring drilling is calculated based on 
the measured change in strain with depth. 
Curvature 
The curvature method is often used for measuring residual stresses within coatings and 
layers of a component with a simple geometry (Clyne and Gill, 1996). The curvature of the 
substrate is measured as successive layers of coating are deposited using a variety of 
methods including laser scanning, video, strain gauges, or profilometry. The corresponding 
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stress can be derived from the measured change in curvature as a function of deposit 
thickness. 
The Sachs method 
The Sachs method (Sachs, 1927) is a destructive method of determining the longitudinal, 
tangential and radial residual stresses, usually in bars and tubes. However, this method is 
limited to cylindrical components in which the residual stresses vary in the radial direction 
but not in the longitudinal and circumferential directions. The technique involves the 
attachment of a pair of strain gauges in the principal directions (longitudinal and 
tangential) on the outer surface of the cylinder. A thin annulus is removed from the inside 
of the cylinder and the resulting changes in length and diameter are measured by the strain 
gauges on the outside of the cylinder. The corresponding stress is then evaluated from the 
Sachs equations (Ozdemir, 1993). 
Compliance method 
The compliance method (Vaidyanathan and Finnie, 1971) involves machining a small slot 
incrementally to monitor the relaxation of stress using strain gauges attached on the free 
surface in the vicinity of the slot. The measured strains as a function of depth are then used 
to calculate the original stress. A fine slot with little stress introduced can be achieved by 
wire electric discharge machining (Cheng et aI., 1994). 
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1.4.2 Non-destructive techniques 
X-ray diffraction 
The technique of X-ray diffraction measurement is described here in detail as it will be 
employed to measure surface residual stresses of a steel plate to be presented in Chapter 5. 
X-ray diffraction is one of most popular techniques that can be used to measure non-
destructively the residual stress near or at surface of a component. It measures lattice 
deformations of crystalline materials with the lattice spacing of specific planes as gauge 
lengths. For a material without any residual stress, the lattice parameters are independent 
of the orientation of the diffracting {hkl} planes relative to the surface of the specimen. If 
the material is submitted to a stress, the lattice deformation becomes a function of the 
orientation according to linear elasticity. 
The principle of X-ray diffraction measurement is based on Bragg's law, and it states the 
essential condition which must be met if diffraction is to occur (Cullity, 1956), as 
illustrated in Fig. 1-1, 
(1.1 ) 
where do is the lattice spacing of the unstressed crystal for any given set of hkl planes, 
2Bo is the angle between the incident beam and the diffracted beam on the unstressed 
crystal, n is an integer and A. is the wavelength of the incident monochromatic beam. 
Differentiation of Equation (1.1) leads to the relationship between the strain, £, m a 
stressed crystal and the angular displacement of the interference line, as displayed in Fig. 
1-2, 
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(1.2) 
where d is the lattice spacing of the stressed crystal, 28 is the angle between the incident 
beam and the diffracted beam on the stressed crystal. 
diffracted X-ray beam incident X-ray beam 
90 
lattice plane of 
the ( hkl) type 
do 
do sin90 
Figure 1-1 Stress-free crystals 
diffracted X-ray beam incident X-ray beam 
9 
d 
~F F--. 
d sin9 
Figure 1-2 Stressed crystals 
Rewriting Equation (1.2) in a broad format results in 
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(1.3) 
where, d ¢'I' is the lattice spacing in the measured {b-direction and ljI-tilt of the scattering 
vector, {band ljIare the angles of the diffracting lattice plane normal (rotation and tilt) 
relative to the fixed coordinate system, as indicated in Fig.I-3 . 
Figure 1-3 Schematic showing diffraction planes parallel to the specimen surface and at 
an angle <lnl' . Note both all and a 22 lie in the plane of the specimen surface 
The penetration of X-rays into metals is very small. For example, the thickness of the 
surface layer that X-rays penetrate into steel that contributes two-thirds of the diffracted 
intensity of Cr Ka, which is the most intense characteristic line of chromium radiation 
produced from an X-ray tube, in the plane {211 }, is approximately 6 Jlm at IjI = 0 and 4 
Jlm at IjI = 45°, varying with IjI tilt (Barrett and Massalski, 1980). As a result, only at or 
very near the surface, can the strain or stress be readily measured by the X-ray diffraction 
technique. However, this characteristic has a great advantage of allowing the measured 
strain to be converted conveniently into the stress by the assumption of plane stress 
conditions, under which the stress in the irradiated volume normal to the surface is zero, or 
a 33 = o. For biaxial stress states, the most common form of equation used for X-ray 
measurement is in accordance to the classical technique of d versus sin 2 IjI analysis, 
termed sin 2 IjI technique or simply the IjI method (Noyan and Cohen 1987), 
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(1.4) 
where v and E are Poission's ratio and elastic modulus respectively. a¢ is the stress in 
the ¢>-direction to be determined on the surface, and all' a 22 are the in-plane principal 
stresses. It can be seen from Equation (1.4) that the relationship of d¢1{/ vs. sin 2 If/ is linear, 
as typically shown in Fig. 1-4. 
sin 2 If/ 
Figure 1-4 Linear relationship between d ¢1{/ and sin 2 If/ 
The a¢ stress can be obtained directly from the slope of a least-squares line fitted to the 
measured data at multiple d¢1{/ vs. sin 2 lf/ tilts, if the elastic constants v, E and the 
unstressed lattice spacing do are known. In general, do is not readily available and 
replaced by the stressed lattice spacing measured at If/ = O. Such a replacement is based on 
the fact that elastic strains introduce at most 0.1 % deviation between the unstressed do and 
the stressed d¢'I' at any If for most materials (Noyan and Cohen 1987). Furthermore, do is 
a multiplier to the slope and the error induced by the assumption in the stress evaluation 
will be less than 0.1 %, which is negligible in comparison with the error induced by other 
factors (Noyan and Cohen 1987). 
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In the presence of shear stresses, rl3:tr 23:t 0, however, the relationship of d ¢\P' and 
sin 2 'I' exhibits nonlinear behaviour, and ,!,-splitting for 'I' > 0 and 'I' < 0, as illustrated in 
Fig. 1-5 (Noyan and Cohen 1987). 
• ,!, >O 
• <0 
sin 2 'I' 
Figure 1-5 Nonlinear relationship between d¢\P' and sin 2'1', 
showing ,!,-splitting in the presence of shear stresses 
In the case of gradients of the stress in the depth, the plots of d ¢'I/ vs. sin 2'1' will be similar 
to Fig. 1-6. In such a case, the use of high ,!,-points will minimise the errors due to the 
lower penetration depth. 
sin 2 I/f 
Figure 1-6 Curvature in the d ¢'I/ vs. sin 2 lfI plot, as a result of a large stress gradient 
Further, an oscillation in the d vs. sin 2 lf1 data, illustrated in Fig. 1-7, reveals the presence 
of an inhomogeneous stress distribution within the irradiated volume for the lattice plane 
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used in the measurement (Noyan and Cohen 1987). If this effect is observed, the biaxial 
strain/stress analysis methodology described above may not be valid and a triaxial 
strain/stress analysis has to be considered. 
sin 2 If 
Figure 1-7 Oscillation in the d ; 'I/ vs. sin 2 If plot, indicating the presence 
of inhomogeneous stresses due to preferred texture 
As we know, X-ray diffraction measures the strain of the diffracting crystallites inside the 
gauge volume and the stress-strain relationship is related to the X-ray elastic constants, 
which are dependent on the crystal plane on which the measurement is conducted. The 
bulk or macroscopic elastic properties are generally different from the values of the 
crystallites due to elastic anisotropy. However, the behaviour of a crystallite aggregate will 
show less overall anisotropy than a single crystallite. Based on the investigation of material 
anisotropy, for (X. Fe (medium anisotropy), X-ray measurements using {200}, {211 } or 
{222} lattice planes will result in errors of +25%, -6% or - 17% for the evaluated stress 
respectively if bulk elastic constants are adopted instead of X-ray elastic constants (Lu et 
aI., 1996). Apparently, adoption of the plane {21 I } for X-ray measurement will produce 
the least error. Nevertheless, for highly textured materials, the X-ray elastic constants 
and S2/2 = (2(1 + v) /2 
E ilkl 
relative to the crystallographic planes 
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characterised by the Miller indices hkl should be used instead of bulk material elastic 
constants v and E, which may be obtained from the literature or experiment. 
Synchrotron X-rays 
Synchrotron X-rays, or hard X-rays, can offer as much as a million times more intense 
beams and over a thousand times more penetrating depths than laboratory X-rays in 
combination with fast rates of data acquisition (Withers and Bhadshia, 2001). To date, 
three approaches have been used for residual stress measurement at near surface and within 
materials: traditional 0/20 scanning, high energy 2D diffraction and white beam high 
energy photons. However, the use of high energies leads to low scattering angles, resulting 
in an elongated gauge volume and thus poor resolution perpendicular to the scattering 
vector (Withers et at., 2002). 
Neutron diffraction 
The greatest advantage of neutrons over laboratory X-rays is that neutrons have much 
deeper penetration depths typically to many centimetres in engineering materials (Withers 
and Bhadshia, 2001). With translational and rotational movements of a sample under 
study, complete 3D strain maps can be achieved, and triaxial stresses are then readily 
evaluated in accordance with Hooke's law. There are actually two types of neutron 
diffraction techniques applied for residual stress measurement: conventional 0/20 
scanning and time-of-flight (TOF) methods. The former utilizes continuous beams from a 
reactor source, and the latter uses pulsed beams from a spallation source. However, the 
weakness of the neutron diffraction technique is in its difficult access to facilities and high 
cost. 
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Piezo-spectroscopy 
The technique of the piezo-spectroscopy is based on the frequency shift of characteristic 
luminescence lines (Raman or fluorescence) with variations in hydrostatic stresses, which 
can be expressed by the following relationship: 
(1.5) 
where ilv is the frequency shift, nij is the piezo-spectroscopic tensor and a ij is the stress 
tensor. The big advantage of the technique is in its high spatial resolution ofless than a few 
microns with the help of an optical microscope (Muraki et aI., 2002). The Raman and 
fluorescence spectroscopies are the two most important approaches widely used in this 
field for residual stress measurement. Raman spectroscopy is well suited to measure 
stresses in carbon fibres, and fluorescence spectroscopy is normally used to study stresses 
in sapphire, alumina and ceramics (Banerjee et aI., 200 I). 
Mag netic methods 
Magnetic methods are based on an interaction between the magnetization and elastic strain 
in ferromagnetic materials. The Barkhausen noise and magnetostriction methods are two 
commonly-used magnetic techniques for non-destructive residual stress measurement. The 
former relies on the abrupt motion of ferromagnetic domain walls, whereas the latter uses 
the effect of inverse magnetostriction. The magnetic methods are not only sensitive to the 
stress state, but also to the microstructural state of the component. The measurements 
therefore must be calibrated individually for different materials (Lu et aI., 1996). The 
methods are fast and portable, but limited to ferromagnetic materials and inherently 
sensitive to the microstructural characteristics of the material. 
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Ultrasonic 
The ultrasonic speed is changed when an ultrasonic wave passes through a stressed 
material, and the stress is evaluated based on variations of the wave speed, conceptually 
represented by the equation below: 
v = Vo +Ko- (1.6) 
where V is the wave speed in a stressed material, Vo is the wave speed in an unstressed 
material, K is the acoustoelactie constant which is dependent on material properties and 
0- is the stress. The technique offers an averaged stress along an entire ultrasonic path. The 
material texture and structure can influence the accuracy of the speed measurement (Tanala 
et aI., 1995). The ultrasonic technique generally measures macrostresses both near surface 
and deep inside materials with the advantages of portability, no ionizing radiations, 
cheapness and fast implementation (Thompson, 1994). 
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2 Fundamentals 
The fundamentals of data smoothing analysis, theories of elasticity and plasticity, and the 
finite element method, with a particular emphasis on nonlinear finite element analysis, are 
introduced here as they will be extensively used in the course of the investigation of the 
contour method. 
The technique of the data smoothing analysis will be employed to smooth the measured 
data and to remove the experimental error in using the contour method. The concept of the 
hole cold expansion is strongly associated with the hole cold expansion specimens in 
which the residual stress profiles will be measured by the contour method in Chapters 5 
and 6. As an additional way to evaluate the residual stress distribution induced by the hole 
cold expansion process, the analytical model is developed on the basis of the theories of 
elasticity and plasticity, which will be detailed in Chapter 4. The finite element method 
will be mainly used for geometry mOdelling, stress calculation, and numerical simulation 
in Chapters 5, 6 and 7. 
2.1 Data smoothing analysis 
2.1.1 Introduction of data smoothing analysis 
The purpose of smoothing analysis is to eliminate outliers, to reduce randomness, to 
minimise data measurement errors, and to obtain the underlying pattern and trend of given 
data. Generally, observed data can be divided into a smooth component and a rough 
component (Tukey, 1977): 
DATA = SMOOTH + ROUGH, 
for a parametric smooth, DATA = FIT + RESIDUAL. 
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The SMOOTH or FIT represents the average behaviour or general trends of the data, while 
the ROUGH or RESIDUAL is the variation of observations about the means. The ROUGH 
should contain as little fluctuation in level as possible so that the SMOOTH can include as 
much pattern in the data as it can. 
If the observed data is accurate enough, it might be sufficient to get the required values by 
interpolation. However, in most applications, the observed values are subject to 
measurement errors. The interpolation method would keep the errors rather than filter out 
them because it uses the observed values as basic data to interpolate non-observed values. 
On the contrary, smoothing techniques can more or less filter out the measurement errors 
and non-measured values can be inferred from the smoothed curve or surface. 
A variety of smoothing techniques are reported in the literature of data analysis (Gowar 
and Baker, 1974; Abraham and Ledolter, 1983; Siegel, 1988; Moore and McCabe, 1989; 
Ratkowsky, 1989; Harrell, 2001). They differ substantially in methodology, efficiency, 
applicability, computational demands, mathematical complexity, etc. The classifications of 
smoothing techniques are also diverse. However, they share the same target of 
approximating the observed data by providing smoother results than the original 
observations. In the following context, we roughly divide the data smoothing techniques 
into three groups: parametric smooth with a special emphasis on linear regression, semi-
parametric smooth, and non-parametric smooth. Semi- or non-parametric methods are well 
suited for the situation where little is known about the trend of the data under study as they 
allow more flexibility for the functions than typical parametric methods do. 
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2.1.2 Parametric smooth 
Single-equation regression models are one of the most widely used parametric smoothers 
for fitting observed data. The goal of the regression analysis is to determine the values of 
parameters for a function that best fits a set of observed data. Statistically, it focuses on the 
mathematical relationship of a dependent variable Yand p independent (or explanatory, or 
regressor, or predictor) variables X I,X2 ,X3 , ••• ,X p' with a set of n observations of X and 
Y , and also investigates the errors between the observed values Y and the estimated 
values y from the mathematical function f. In the most general form, the regression model 
consists of a deterministic part f(X; fJ) and a stochastic part c: 
where 
Y; = f(Xj;fJ) + Cj 
f(Xj;fJ) = E(~) =yj 
for 1 ~ i ~ n (2.1) 
(2.2) 
f(Xj;fJ) are mathematical functions of the p independent variables X j and unknown 
parameters fJ = (/31' /32' /33 , ... , /3 m)', which are estimated from the series of observations 
Yand X. Mathematically, E(Y;) or Yj represents the expectation or average value of the 
dependent Y;. In other words, the f(X j ; fJ) are subpopulation means describing the FIT 
part of the statistical model. The errors c j are the deviation of an individual observation 
from its subpopulation mean, which are assumed to be independent and normally 
distributed with zero mean (otherwise, the errors are not purely random and contain 
systematic errors) and standard deviation a. 
The key issue of estimating parameters fJ from the observed values is to choose parameter 
estimates /3 = (/31 , ... , /3 m)' so that the fitted function f (X j; /3) is close to the observations. 
The least-squares method is commonly used to estimate parameters, which minimises the 
sum of the squared deviations that is usually the measurement of the closeness: 
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n 
S(/3) = l)Y; - f(X j ;/3)]2 (2.3) 
;=1 
To make clear the confused concept on linearity and non-linearity in the field of data 
analysis, several special cases of the general regression models with one or two 
independent variables are presented in combination with corresponding graphical 
illustrations in Fig. 2-1. 
(a) Y; = /30 + Ej (constant mean model) 
(b) Y; = /30 +/3 ri + ct (linear regression model with one independent variab Ie) 
(c) Y; = /30 +/3rj + /32 x/ +cj (quadratic model with one independent variable) 
(d) Yj = /30 exp(PrJ + Ej (exponential growth model with one independent variable) 
(linear model with two independent variables) 
(quadratic model 
with two independent variables) 
In terms of parameters, all models above except the model (d) are linear in the parameters, 
which means that the derivatives of f(Xt ; /3) with respect to the parameters in /3 do not 
depend on /3 . In contrast, the model (d) is nonlinear in the parameters, sinee its derivatives 
depend on /30 and /31' In terms of variables, the models (c), Cd), (f) are nonlinear in the 
independent variables, whereas the models (a), (b) and (e) are linear in the independent 
variables since the derivatives of f(X j ;/3) with respect to elements in Xjare constant and 
do not depend on Xi. However, the model (d) is non linear both in the parameters and in 
the independent variables. It is also found that all the polynomial models are linear in the 
parameters even though they are non-linear in the independent variables. 
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(c) quadratic model 
y 
(e) linear model 
y 
x 
(b) linear regression 
y 
x 
(d) exponential growth model 
y 
(f) quadratic model 
Figure 2-1 Graphical representation of regression models 
x 
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Only the linear regression model will be presented here because it is the most popular 
parametric technique to fit scattered data. It is also the basic theory enabling ones to better 
understand more complex concepts like nonlinear models. Further, many nonlinear 
relationships, in certain situations, can be approximated, at least locally, by linear models. 
It is noted that the techniques used in this thesis for data smoothing are not constrained to 
the linear regression model. In the case of nonlinear regression models, the parameters 
have to be estimated using iterative techniques, such as linearization, steepest descent and 
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Marquardt's compromise, to minimize the error sum of squares, and good starting values 
are required for fast convergence solutions (Draper and Smith, 1981). 
The general format of a linear regression model for individual observation can be explicitly 
written as 
for 1 ~ i ~ n (2.4a) 
or Y; =X;P+c j (2.4b) 
In the matrix notation, Y=(~""'Yn)' and c=(c\,",cn)' are nxl column vectors and 
X is the n x (p + 1) matrix with the expression: 
1 X1I '" X\p 
X = 1 X2\··· X 2p 
So, the general regression model for 1 ~ i ~ n can be defined as: 
Y=XP+C (2.5) 
As stated earlier, the cj are assumed to be independent and normally distributed with mean 
o and constant variance (12. The parameters of the model (2.4) or (2.5) are 
The least squares criterion for estimation of P = (Po, PI ," " P p)' can be expressed as 
minimizing 
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n 
S(P) = ~)y; _X;P)]2 (2.6) 
;=\ 
The minimization of S(P) leads to the least squares estimator /J, which satisfies the 
p + 1 equations: 
/J = (Xxyt Xl' (2.7) 
Substitution of the least squares estimate /J in the model (2.5) yields the fitted values 
9 = X/J . The differences between the observed values Yand the fitted values are caned 
the residuals and given by 
e= Y -9 = Y -X(XX)-tx'y (2.8) 
The residuals e; can be thought of as estimates of the errors c;. Although the errors c; are 
independent by assumption, the residuals ej are correlated. Analysis of residuals is 
essential to the validity of a particular application and to detect failures in the model 
assumptions because the residuals, ej correspond to the errors, c;. The residuals derived 
from the least squares regression have two special properties: 
• The sum and therefore the mean of the errors are zero. 
• The variance of the errors is the smal1est. 
Perhaps the most widely-used regression techniques are attributed to polynomial fitting 
and trigonometric fitting. The polynomial regression uses finite parts of a Maclaurin or 
Taylor series whereas the trigonometric regression is based on the Fourier series. The 
fonowing examples are presented with explicit equations frequently used in the regression 
analysis for univariate fitting or regression for curves. They can also be extended to 
bivariate fitting for surfaces or multivariate fitting. 
28 
The univariate polynomial model (one independent variable) can be written explicitly as: 
(2.9) 
where, Po, PI' P2 , ... , P n are polynomial coefficients of function p. 
The univariate trigonometric model (one independent variable) can be described explicitly 
as: 
I(x) = 10 + J; . cosx+ bl . sinx + 12' cos2x + b2 . sin 2x + ... + In' cosnx+bn . sin nx 
(2.10a) 
or I (x) = 10 + J; . cos x + 12 . cos 2x + ... +1 n' cos nx (2. lOb) 
or I(x) = 10 + J; ·sinx+ 12 ·sin2x+ ... + In ·sinnx (2.10c) 
If the trigonometric function f(x) is defined on an interval of length L, x will be replaced 
1lX by-. 
L 
2.1.3 Semi-parametric smooth 
The parametric regression analysis tries to accommodate all data points by one single 
parameter function. A large error will be yielded if the regression model with one equation 
cannot fit all the data properly. In addition, individual observations can influence remote 
parts of the curve or surface in unexpected ways (Green and Silverman, 1994). However, a 
semi-parametric smooth alleviates this kind of problem by conducting local regression. 
Semi-parametric regression, or local regression, carries out approximation of observed data 
locally by fitting a parametric function in a small neighbourhood of data, called the span. 
This local regression is locally parametric, in contrast with the polynomial regression that 
is globally parametric based on the entire set of data. Only weak assumptions, such as 
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continuity of the function and its differentiability to some order in the neighbourhood are 
applied. In parametric regression, the degree of the polynomial controls the complexity of 
the smooth and the extra complexity can produce significant distortion globally. However, 
a semi-parametric smooth allows local use of additional complexity and thus better 
captures complex features such as peaks or valleys. The span defines a window of 
neighbouring points to be used in the smoothing calculation for each data point. This 
window moves across the data set as the smoothed response value is calculated for each 
independent value. A large span increases the smoothness and captures the general trend, 
but may severely attenuate the more interesting features. The optimal span value depends 
on the data set and the smoothing method, and usually requires some experimentation to 
find. For all locally weighted smoothing methods, if the span is less than 1, it is interpreted 
as the percentage of the total number of data points. 
The Lowess and Loess are two most popular semi-parametric smoothers, derived from a 
locally weighted regression approach (Cleveland, 1979; Cleveland and Devlin, 1988). 
They both use weighted least squares fitting techniques and are resistant to outliers. For 
Lowess, the regression is performed based on a linear (first degree) polynomial, whereas 
for Loess, the regression is conducted according to a quadratic (second degree) 
polynomial. 
A spline smoother (Wahba, 1990) is also an important class of semi-parametric smoothers 
based on piecewise cubic polynomial fits, where constraints are imposed to assure 
smoothness between segments at the knots that define segment end points. 
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2.1.4 Non-parametric smooth 
A moving average, one of the non-parametric smooth methods, smoothes data by replacing 
each data point with the average of the neighbouring data points specified within a span: 
1 
Yj = 2N + 1 (yj+N + Yi+N-l + ... + Yi-N) (2.11) 
where Y; is the smoothed value for the ith data point, N is the number of neighbouring 
data points on either side of Yi' and 2N+ 1 is the span. It is noted that the end points cannot 
be smoothed for the moving average. 
Other non-parametric techniques such as the moving median and other median-based 
smoothers are often used when outliers become an issue. For example, a moving median of 
length 3 can be expressed by: 
(2.12) 
2.1.5 Extrapolation 
The raw data provided by experiment normally contain missed or bad values more often 
occurring at ends due to the difficulties or restrictions arising from measurement or 
equipment used. The bad values that are far from true have to be removed from the 
measured data. Thus, extrapolation of the missed and removed data is unavoidable if this 
situation arises. In general, extrapolation of data is not only difficult but also very 
dangerous. It sometimes presents unexpected and illogical results, and therefore care 
should be applied when using the technique of extrapolation. In addition, both the 
extrapolated data and the calculated results deduced from them need studying further if 
they are of major interest. Otherwise, they should not be taken seriously or even not be 
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used for any purposes. The most popular and widely used extrapolation method is linear 
extrapolation because of the advantages of ease of use and simplicity. 
2.1.6 Importance of data smoothing analysis 
With the development of the data smoothing analysis enhanced by sophisticated 
computation techniques, there is a wide variety of smoothing methods including local 
averaging, running medians, moving averaging, cubic spline, polynomial regression, Loess 
local regression, mostly available in the commercial software such as MATLAB and 
MathCad. It is clear that each data smoothing technique has its own characteristics, 
strengths and weaknesses, and there is no definite winner in all circumstances. Generally 
speaking, choice of a particular data smoothing method or model primarily depends on the 
objective of the application, the goal of the data smoothing, data available, degree of 
accuracy required, degree of complexity desired, and the tolerable cost. In most 
applications, the smoothing accuracy is the main concern. However, increasing the 
accuracy usually raises substantially the costs of data acquisition, computer time and 
labour time. However, the smoothing accuracy or goodness-of-smooth is not the only 
criteria to judge the goodness of data smoothing, and trade-off between the goodness-of-
smooth quantified by the residual sum of squares and the roughness is particularly critical. 
For example, 'high smoothing accuracy' can be typically obtained from high order 
polynomial regression. However, use of an overly high order could make the smoothed 
result follow the noise in the measured data rather than represent the underlying pattern of 
the data. On the other hand, over-smoothness, for instance, resulting from a too low order 
of the polynomial regression, may lead to loss of important peak or valley information. 
One of the important factors for selecting an appropriate smoothing model for a given 
application is the analysis of the smoothing error, which should carry as little pattern and 
as much randomness as possible. 
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Another critical issue worth mentioning is the relationship between parametric and semi-
or non-parametric techniques. The resulting data smoothed by semi- or non-parametric 
techniques should not be fitted further by a parametric model because the act of semi- or 
non-parametric smoothing invalidates the assumption that the errors are normally 
distributed. Instead, semi- or non-parametric smoothing should be considered a powerful 
alternative of data exploration techniques. 
2.2 Theories of elasticity and plasticity 
Elasticity theory is primarily concerned with the behaviour of material subjected to loads 
below the yield stress, while plasticity theory mainly deals with the response of material 
subjected to loads exceeding the yield stress. A thorough understanding of the mechanical 
behaviour and constitutive relationships between stresses and strains is fundamentally 
essential for the safe design of all structures. 
2.2.1 Features of stress-strain behaviour 
Stress-strain curve 
A uniaxial tension test is of importance to help understanding of the fundamental 
behaviour of a material, which changes at several critical points as the load is progressively 
increased, as displayed in Fig. 2-2. Initially the stress varies linearly with the strain below 
the proportional limit. On further loading, the relationship between stress and strain is no 
longer linear but the material is still elastic. The maximum stress without producing 
permanent deformation is the yield point. Below the yield point, any deformation that 
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occurs during loading will disappear upon removal of the load. There is usually little 
difference between the yield point and the proportional limit. After the yield point, the 
stress increases with further strain and strain hardening or work hardening occurs. This is 
due to the effect of the material being able to withstand a greater load despite the uniform 
reduction in a cross-sectional area. When the level of the stress reaches the ultimate tensile 
strength (UTS), the rate of strain hardening is unable to keep pace with the rate of 
reduction in the cross-section area and necking or local straining starts leading to fracture. 
The portion of the stress-strain curve below the yield point is the elastic portion, and 
beyond is the plastic portion. Thus, proportional limit, yield point and strain hardening can 
be readily derived from the results of the uniaxial stress-strain curve. 
Stress 
ultimate tensile strength (UTS) 
fracture 
yield point 
proportional uniform elongation necking 
limit 
elastic plastic Strain 
Figure 2-2 Typical stress-strain curve for a mild steel 
Fig. 2-3 illustrates several typical idealized stress-strain curves (Shames and Cozzarelli, 
1997). In each case, the objective is to describe the dominant features of the stress-strain 
relationsh ips. 
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(a) Rigid (b) Linear elastic 
(J 
E E 
(c) Rigid - perfectly plastic (d) Elastic - perfectly plastic 
(J 
E E 
(e) Elastic - linear strain hardening (t) Elastic - nonlinear strain hardening 
Figure 2-3 Examples of idealisation of stress and strain 
relationships (Shames and Cozzarelli, 1997) 
Engineering stress and true stress 
A uniaxial stress-strain curve is usually supplied either in the form of engineering stress 
versus engineering strain, or true stress versus true, or log, strain. However, the 
engineering stress-strain curve does not give a true indication of the deformation 
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characteristics of a material because it is based entirely on the original dimensions of the 
specimen that varies continuously during loading (Dieter, 1976). In the plastic range, this 
change becomes significant and should not be ignored. Nevertheless, the true and 
engineering stresses or strains are convertible. 
Engineering stress and strain are normally related to an original geometry of a specimen. 
Engineering stress, or nominal stress, is defined to be the force per unit of the original 
cross-sectional area, or 
(2.13) 
where 0'0 is engineering stress, P is the applied load, and Au is the original cross-sectional 
area of the specimen normal to P in a simple tensile test. 
Similarly, engineering strain, or nominal strain, is defined as the elongation per unit of 
original length, or 
(2.14) 
where e is engineering strain, I is the current gauge length, 10 is the original gauge length 
prior to application of the load, and M is the change in gauge length under load. 
To derive the relationship between the true and engmeenng stresses or strains, it is 
assumed that material is incompressible by neglecting the very small changes in volume 
that occur during a tensile test. This assumption that the volume of the materials remains 
constant throughout the loading is experimentally well verified, thus 
Al = Aulo (2.15) 
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where A is the current cross-sectional area. 
The true stress (J is the actual stress based on the actual area corresponding at every 
instant to the current value of load and can be expressed in terms of engineering stress and 
engineering strain by 
p P / 10 +~I (J=-=_·_=(Jo· =(Jo(l+e) 
A Ao 10 /0 
(2.16) 
Similarly, the true strain, or logarithmic strain, e, is associated with an instantaneous value 
of gauge length, which changes with increase in the applied load and is defined in terms of 
engineering strain as: 
r'dl I I +M 
e= J, -=In-=ln 0 =In(e+l) 
10 / 10 /0 
(2.17) 
In general, engineering stress-strain data is almost sufficient for small strain analyses while 
a true stress-strain curve is expected for large strain plastic analyses. 
Anisotropy and the Bauschinger effect 
There are two notable phenomena of material behaviour commonly encountered in the 
tension-compression testing of metals - anisotropy and the Bauschinger effect. Plastic 
deformation occurs when a metal is loaded over its yield stress. The crystallographic 
directions in each grain of the metal are gradually rotated towards a common axis dictated 
by the loading, thus creating a preferred orientation. In particular, the grains initially 
orientated at random (isotropy) are rendered anisotropic when plastically deformed. This 
implies that the yield stress and ductility of the metal may vary in different directions. 
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If a material is plastically deformed and unloaded, and then reloaded in the reverse 
direction until yield, it is found that the yield stress in the reloading or reversed direction is 
much less than the yield stress in the original direction. This phenomenon is the 
Bauschinger effect and has been observed in polycrystalline metals as well as single 
crystals (Khan and Huang, 1995). This is the consequence of the anisotropy of the 
dislocation introduced by the previous loading. 
2.2.2 Elasticity theory 
Elasticity theory offers a mathematical relationship of stress and strain that describes the 
elastic response of materials below the yield stress. The linear relationship between stress 
and strain in the elastic range for homogeneous and isotropic engineering materials has 
been well established experimentally, which obeys the generalized Hooke's law and is 
expressed as (Timoshenko and Goodier, 1970): 
Ex =1.[ax -v(ay +aJ] E 
Ey =1.[ay -v(ax +aJ] E 
Cz =1.[az -v(ax +aJ] E 
Txv 
rxy = 2G 
G= E 
2(1 + v) 
(2.18) 
where, Ex' Ey ' Ez are the strain tensors in X-, y-, and z- directions; a ,a a are the stress x y' z 
tensors in X-, y-, and z-directions respectively; r yz' rzx ' rXY are shear strain tensors and 
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T yz' T zx' Txy are shear stress tensors, where by convention, for the mixed indices, the first 
index indicates direction and the second index defines the normal of the plane in which 
they acts; E is Young's modulus; G is shear modulus; v is Poisson's ratio. 
However, it would be physically meaningful to distinguish between strains only related to 
a change in shape and those only related to a change in volume. The relations above can be 
written in the form (Johnson and Mellor, 1962): 
Ex = 2~ (ax -a m)+ (1-;V) am 
Ey = 2~ (ay -aJ+ (l-;V) am 
E" = 2~(a% -am)+ (l-;V)am 
ax+av+O"z 
a = . 
m 3 
Ex +Ey+Ez am 
E = =-
m 3 3K 
(2.19) 
(2.20) 
where, am,Em are the average or hydrostatic stress and strain; (ax -am), (ay -aJ and 
(O"z - am) are reduced or deviatoric stresses and written in the form a~, a~ and a: 
respectively. In response to the hydrostatic load, the material will change its volume. This 
behaviour is described by the bulk modulus, K , which is technically defined as the ratio of 
hydrostatic stress to the relative volume change that is related to the three strains: 
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(2.21) 
where, ~v is the volume change of the material and V is the original volume of the 
material. 
The complete elastic stress-strain relations may be written in the following format using a 
double suffix notation (Johnson and Mellor, 1962), 
(2.22) 
The delta symbol, 8ij' is equal to unity when j = j and to zero when i:l:- j. 
2.2.3 Plasticity theory 
Plasticity theory deals with the mathematical relationship of stress and strain that primarily 
characterizes the plastic response of materials over the yield stress. It consists of three 
basic sub-theories: yield criterion, flow rule and hardening rule. 
Yield criterion 
The yield criterion is a single-valued (scalar) measure of the stress state to determine the 
initiation of yielding by comparison with the yield stress normally obtained from a uniaxial 
test. For multi-stress states, it is described as a function of the individual components of 
stresses, J(a), which can be interpreted as an equivalent stress, a
e
: 
(2.23) 
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where 0' are the stress states at any point in a so lid. When the equivalent stress reaches the 
initial yield stress of a material, 0' y' 
(2.24) 
yielding starts and the material will develop plastic strains. Otherwise, the material is 
elastic and the stresses will develop based on the elastic stress-strain relationship. The 
stress state and the yield criterion can determine when plastic straining will develop. 
A commonly-used yield criterion is the Von Mises yield criterion which physically implies 
that yielding will occur whenever the internal energy of distortion (equivalent stress) 
arrives at the yield stress of the material. The Von Mises equivalent stress is defined below 
in terms of principal stresses 0'" 0'2,0'3 : 
(2.25) 
An alternative yielding criterion is the Tresca yield criterion which physically means that 
yielding will occur whenever the maximum shear stress reaches the yielding stress of the 
material, which is indicated below in terms of principal stresses 0'1,0'2,0'3: 
(2.26) 
Previous research has showed that the Von Mises criterion has a general better agreement 
with experiments performed on ductile materials than the Tresca criterion (Calladine, 
2000). 
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Flow rule 
The plastic flow rule determines the direction of plastic straining when yielding occurs. 
After yielding, the total incremental strain, dCij' consists of two parts: an elastic 
incremental component, dc~ and a plastic incremental component, dc:: 
(2.27) 
The dc~ is given by the relationship of the generalized Hooke's law as follows: 
dee. = da~ + (l-2v) 8da 
IJ 2G E IJ m (2.28) 
The dc: is governed by the flow rule as (Cook et al., 1989): 
(2.29) 
where d). is the plastic multiplier (scalar) that represents the magnitude of the plastic 
strain increment vector and varies throughout the loading path. Q is the plastic potential 
that is a function of the stresses. If Q is the yield function, the flow rule is associative and 
the plastic strains develop in a direction normal to the yield surface. The associated flow 
rule is normally used for ductile materials, whereas a non-associated rule is better suited to 
soil and granular materials (Cook et al., 1989). 
Hardening rule 
The hardening rule describes how the initial yield criterion changes with progressive 
plastic straining, and how the yield surface is modified during plastic flow. Moreover, it 
determines when the material will yield again if the loading is continuing or if the loading 
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is reversed. Two basic hardening rules are commonly applied: isotropic hardening and 
kinematic hardening. 
• Isotropic hardening 
Isotropic hardening implies that a yield locus expands in size without change in shape, and 
the yield locus is uniquely defined by the final plastic state of stress regardless of the actual 
strain path (Hill, 1950). This suggests that the material remains isotropic without the 
Bauschinger effect throughout the plastic deformation (Chakrabarty, 2000). For the Von 
Mises yield criterion, the yield locus increases uniformly in all directions with plastic flow, 
as shown in Fig. 2-4. The subsequent yield in compression is equal to the highest 
equivalent stress attained during the tension phase for a uniaxial tensile and compressive 
cycle, as displayed in Fig. 2-5. Isotropic hardening is normally used for large strain or 
proportional (non-cyclic) loading simulations (ANSYS, 2000). 
initial yield surface 
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subsequent yield surface 
Figure 2-4 Isotropic hardening 
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Figure 2-5 One-dimensional illustration of isotropic hardening 
• Kinematic hardening 
Kinematic hardening assumes that the yield locus remains constant in both size and shape 
and translates in the direction of yielding, as illustrated in Fig. 2-6. The subsequent yield in 
compression is decreased by the amount that the yield stress in tension is increased, so that 
a 2ay difference always exists between the respective yields for a uniaxial tensile and 
compressive cycle, as indicated in Fig. 2-7. This is the phenomenon of the Bauschinger 
effect, observed in most metals. The kinematic hardening rule implies that an initially 
isotropic material will no longer be isotropic after yielding. So it can predict the 
development of anisotropy and the Bauschinger effect (Chakrabarty, 2000). The kinematic 
hardening model is generally used for small strain and cyclically loaded applications where 
the Bauschinger effect may be significant, and is not appropriate for large strain cases 
(ANSYS, 2000). 
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initial yield surface 
subsequent yield surface 
Figure 2-6 Kinematic hardening 
cr 
Figure 2-7 One-dimensional illustration of kinematic hardening 
A more complicated hardening model extended from the concept of kinematic hardening is 
combined or mixed hardening that claims that the yield locus expands in size along with 
translation. 
2.3 Finite element method 
The finite element (FE) method is a computer-based numerical technique which allows 
engineering behaviour to be approximated in a discrete manner where analytical methods 
are difficult or impossible to deal with. It is now a well-established technique for analysing 
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the behaviour of structures subjected to a variety of static or dynamic loads. It can be used 
to calculate deflection, stress, vibration, buckling behaviours and many other phenomena. 
The technique involves a discretisation procedure where a finite number of elements are 
assembled to describe the initial shape of a complex solid. These elements are represented 
by a number of nodes for which nodal displacements or nodal forces can be applied to 
simulate external loads. Equations relating nodal displacements to nodal forces are defined 
for each of these elements which can then be solved using a number of numerical 
techniques. In this way, a continuum, supposed to have infinite degrees of freedom 
(DOFs), is discretised into an approximated system with finite DOFs. 
It should be kept in mind that the finite element method is an efficient and powerful 
technique to solve complicated mathematical models that are difficult to solve with 
satisfaction by other approaches such as classical theoretical analysis. It cannot provide 
more information than the mathematical model itself (Bathe, 1996). However, the 
theoretical model is always associated with the issue how to solve the model efficiently by 
the finite element method. 
2.3.1 FE linear analysis 
FE linear analysis offers solutions to linear systems with a constant coefficient matrix. It is 
an important and basic procedure, always performed preceding non-linear analysis. In 
general, three main assumptions are applied in the FE linear analysis (Bathe, 1996). Firstly, 
the displacements or deformations are presumed to be infinitesimally small because all 
integrations are based on the original shapes of the elements. Secondly, the material under 
consideration is linearly elastic. This assumption leads to a constant stress-strain matrix. 
Finally, the boundary conditions should remain unchanged in the course of application of 
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the loads to the element assemblage. Otherwise, it will not produce constant constraint 
relationships. The standard formulation for the finite element analysis (FEA) is the 
displacement method based on the principle of virtual displacements (work). 
Imagine a point within an element. The displacement{u} of the point as a function of nodal 
displacement of the element {oy can be expressed as: 
(2.30) 
where [N] is the shape function matrix associated with the element. The compatibility 
between the nodal displacement and the strain within the element is given by: 
{e}= [BHoY (2.31 ) 
where [B] is the strain-displacement matrix containing the derivatives of [N] and the 
strain vector {c}. Finally, the constitutive law allows the stresses to be related to the strains 
through the material matrix [D] as: 
{a} = [D]{c} (2.32) 
Based on the principal of virtual work, the relationship of nodal force {j} and nodal 
displacement {oy can be connected by the stiffness matrix of the element [k] as follows: 
(2.33) 
where [k] is given by: 
[k]= ffJ[Bt[D][B]dxdydz (2.34) 
Once the individual stiffness matrices of each element have been obtained, they are 
assembled into a global stiffness matrix, [K], associated with the nodal forces and the 
nodal displacements of the overall structure, 
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(2.35) 
where, {F}is the global force vector and {8} is the global displacement vector. A large 
number of calculations and data processing arise when computing the element stiffness 
matrices and assembling them into the global stiffness matrix. However, the element 
stiffness matrix and the global stiffness matrix are both symmetric for linear problems. 
This characteristic makes it possible for assembly of the global stiffness matrix to save a 
great amount of computer memory and thus to reduce substantially the computing time 
required for a solution. This is achieved by numbering nodes of the discrete model in an 
optimal manner. Most commercial FE codes provide an automatic procedure that 
minimises the wave front of the global stiffness matrix by reordering the element numbers 
and checking the element connectivity. A Gaussian elimination technique is usually 
employed to solve a set of simultaneous equations. 
2.3.2 FE non-linear analysis 
For many structural stress analyses, a linear FEA provides an acceptable and cheap 
solution to the problem of loaded deformable structures within the linear elastic range of 
the material. Beyond the elastic range, however, the material behaviour becomes non-
linear and is characterised by irreversible plastic deformation. The nonlinear behaviour is 
mainly described by a yield criterion determining the stress level at which plastic strains 
commence and a relationship between stresses and strains indicating the post-yielding 
behaviour. 
The procedure of an elastic-plastic FE solution is essentially based on the linear elastic 
FEA procedure. Since the nonlinear stress-strain relation is path-dependent, an incremental 
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sequence needs to be considered. So, the incremental stress is related with the incremental 
strain through the elastic-plastic material matrix, lD"P J: 
{da} = [Dep ]{dc} (2.36) 
and will be calculated at any step of the incremental process. As a result, the global 
stiffness matrix [K] in Equation (2.35) will be continuously varying as a function of 
applied load. This response cannot be achieved by directly solving the set of linear 
equations. An iterative series of linear approximations with corrections have to be relied 
on. A Newton-Raphson method is a most frequently used iterative process to iterate 
equations by: 
where: 
[K T] = Tangent stiffness matrix 
{~S}= Displacement increment 
{Fnr }= Internal force vector (sum of element stresses) 
Fig. 2-8 illustrates the typical iteration process of the Newton-Raphson method. 
Figure 2-8 Illustration ofNewton-Raphson iteration method 
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(2.37) 
The difference between external and internal forces, {F}- {Fnr }, is a measure of the force 
imbalance in the structure, called the force residual. The goal is to make the force residual 
becomes acceptably small by iterating the nonlinear equation until the solution is 
converged. It should be noted that one iteration is as expensive as a single linear static 
analysis. However, the Newton-Raphson method cannot guarantee all solutions to 
converge under all circumstances and special strategies are needed to achieve desired 
convergence (ANSYS, 2000). 
There are a number of techniques available for solving non-linear problems in many 
commercial FE codes. The most common methods are sparse, preconditioned conjugate 
gradient (PCG) and frontal solvers (ANSYS, 2000). 
1. The sparse solver is based on a direct elimination technique similar to the frontal 
solver, as opposed to iterative methods. It takes advantage of the fact that the stiffness 
matrix [K] is normally sparse and banded to reduce memory demands by storing non-
zero terms only. It is relatively robust and efficient, and is usually used for situations 
where the matrix is ill-conditioned, or unsymmetric (for example, contact with friction) 
or has a wide range of element stiffness in the model. It is also very suitable for dealing 
with the models made up of beam and shell elements, or beams, shell and solid 
elements. Due to these great advantages, the sparse method has become a default solver 
in some commercial software such as ABAQUS and ANSYS. 
2. The PCG solver is an iterative solver that solves Equation (2.35) by guessing a solution 
of {5} and then updates it using a preconditioning matrix. It is most efficient but least 
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robust. It has a potential capability of solving a 3D model with a relatively large 
number ofDOFs, i.e., more than 100,000 DOFs. 
3. The frontal solver is a direct elimination solver which actually triangulates the stiffness 
matrix, [K], and then back-substitutes for the displacement vector, {8}. This process 
is time-consuming and least efficient, but most robust. It is used when robustness is 
required or memory is limited. 
It is noted, however, that the above information provided should be considered as general 
guidelines only, as they are largely dependent on the chosen software that may be 
constantly updated by existing computation techniques. 
FE nonlinearities 
Structural nonlinearities can be categorised into three main groups: geometric nonlinearity, 
material nonlinearity and status-changing nonlinearity. It is not uncommon that these non-
linear behaviours may occur in combinations of two or three simultaneously. 
• Geometric nonlinearity 
Geometric nonlinearity arises when the deformation in a loaded structure becomes 
significant (problem-dependent) and the geometry change can no longer be neglected. 
Large strains (typically more than a few percent), large deflections (typically more than 
one or two degrees) and stress stiffening are typical examples of geometric nonlinearity. In 
these cases, the overall stiffness of a structure largely depends on the orientation and 
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stiffness of its individual elements. In a sense, large displacement effects may improve the 
accuracy of a solution, but at the expense of running an iterative nonlinear solution. 
• Material nonlinearity 
Many factors relevant to material properties can change a structure's stiffness and 
consequently cause nonlinear structural behaviour. For instance, nonlinear stress-strain 
relationships such as plasticity and hyperelasticity cause nonlinearity by changing 
structural stiffness at different levels of load or temperature. As another example, the 
nonlinearities induced by creep or viscoplasticity can be related to time, rate, temperature 
or stress. 
• Status-changing nonlinearity 
A change of status that causes an abrupt stiffness change is another common cause of 
nonlinear behaviour. For example, 
• A cable changes stress status suddenly from slack to taut. 
• Two parts come into contact, i.e., impact or rolling processes. 
• Material is removed by machining or added by welding. 
Contact is a status-changing nonlinearity. In the common physical sense, surfaces In 
contact have the following characteristics: 
• They do not interpenetrate. 
• They can transmit compressive normal forces and tangential friction forces. 
• They often do not transmit tensile normal forces. They are therefore free to separate 
and move away from each other. 
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Contact has a strong nonlinearity because both the normal and tangential stiffness at 
contact surfaces change significantly with changing contact status. Large, sudden changes 
in stiffness often cause severe convergence difficulties. 
Nonlinear FE solution issues 
Some of the issues that are of importance in nonlinear FE solutions are worth addressing: 
convergence, expense versus accuracy and verification. Nevertheless, a through 
understanding of physical phenomena under study combined with FEA experience will 
help to solve the problems efficiently. 
• Convergence 
Convergence has been regarded as the biggest challenge for nonlinear problems sinee 
overcoming convergence is never straightforward and extremely problem-dependent. A 
classical technique of trial-and-error is still an effective way to obtain convergence. As a 
general rule, sudden changes to any aspect of a structure will cause convergence 
difficulties, for instance, a sudden stiffness change orland a sudden load change. For better 
convergence performance, it would be helpful to break sudden changes down into a series 
of many small increments by using ramped loading orland small steps. It should be noted 
that the more load increments, the more iterations and computation time will be required 
whenever convergence difficulty occurs. 
• Expense versus accuracy 
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The trade-off between expense and accuracy is a common issue for nonlinear FEA. Fine 
meshes with many details can achieve a high accuracy of solution, but demand more 
computing time and system resources. Nonlinearities add a great deal of difficulties to the 
optimization of accuracy and expense. More load increments often improve the accuracy, 
but also generally increase the expense. 
• Verification 
Verification of the outcomes obtained from FEA is essential, particularly for a nonlinear 
analysis. However, nonlinear results are generally more difficult to verify due to the 
increased complexity incurred by nonlinearities. Checks of mesh density, mesh distortion, 
material models and boundary conditions are necessary for verification. In addition, actual 
testing of components under real conditions, reasonable interpretation of results based on 
the good understanding of the problem at issue, careful observation of post-processing, and 
sensitivity studies are also important for verification of FEA results. 
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3 Exploration of the contour method 
The general aspects of residual stress and its measurement methodologies, as well as some 
aspects of the fundamental theories to be used subsequently, have been presented in the 
previous chapters. They have laid a foundation for further investigating the novel 
technique of the contour method, which will be focused on from this chapter forward. 
In this chapter, a brief literature review of the contour method and its principle are 
introduced. The procedure of how to perform the contour method is then presented with a 
special emphasis on the experimental issues such as specimen cutting and contour 
measurement. The validation of the principle of the contour method is performed by finite 
element simulation. In addition, other important simulations arising from aspects of the 
implementation of the contour method are conducted and some useful conclusions inferred 
from the simulations are given. 
3.1 Introduction of the contour method 
The contour method, first presented in 2000 (Prime and Gonzales, 2000), is a newly-
invented relaxation method of enabling a 2D residual stress map to be made 
experimentally and numerically on a plane of interest. The method was published in detail 
in 2001, where the contour method was numerically verified by finite element simulation 
and experimentally validated on a bent steel beam having a known residual stress 
distribution (Prime, 2001). The potential of the contour method was later demonstrated on 
a 12-pass TIG BS4360 steel weld to measure a complex 2D stress variation across the weld 
section (Prime et aI., 2001). The result obtained from the contour method was in excellent 
quantitative agreement with the outcome measured by a completely different technique -
non-destructive neutron diffraction. A high stress component, over the initial yield stress of 
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the material, was measured in this case. The contour method was also successfully used for 
measuring the residual stress induced by impact in a high-strength low-alloy steel (HSLA-
100) with thickness up to 51 mm (Prime and Martineau, 2002). The comparison with the 
explicit FE simulation of the impact process indicated a good match. Meanwhile, an as-
received HSLA-t 00 quenched plate was also measured using the contour method, showing 
a typical quenching residual stress distribution. The latest application of the contour 
method was a 7075 aluminium alloy hand forging, in which three cuts were performed in 
orthogonal directions to obtain three directions of the stress tensor (Prime et aI., 2003). The 
measured stresses were in good agreement with the FE predicted outcomes. 
The contour method offers several improvements over conventional relaxation methods of 
measuring residual stresses. Firstly, instead of tedious material removal layer by layer, a 
specimen needs only one flat cut along the plane of interest. Furthermore, the deformation 
or displacement or contour (the terms of the deformation, displacement and contour are 
interchangeable in terms of the contour method throughout this thesis) resulting from the 
relaxation of residual stresses is measured directly on the cut surface under study rather 
than on a pre-existing free surface. There is no need for complex analytical inversion due 
to the geometrical disagreement between the location of stress release and the place of 
stress to be determined. The measured deformation is uniquely associated with the original 
residual stress that can be calculated by finite element analysis. It should be pointed out, 
however, that only the residual stress normal to the cut plane can be determined because 
only the deformation normal to the cut plane is measured. However, different direction 
stresses can be measured by multiple cuts along the planes of interest. 
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3.1.1 Principle of the contour method 
The theory of the contour method is based on a variation of Bueckner's elastic 
superposition principle (Bueckner, 1958). Fig. 3-1 illustrates the principle as Step A = 
Step B + Step C in a 2D view for simplicity and clarity, which also applies to 3D cases. 
L R 
t.x O"x Step A 
L R 
0,,=0 
= Step B 
... 1-.. 
~ IY R 
L 
J ~ 
back to original back to original 
position ~ ~ position + Step C 
Figure 3-1 Illustration of Bueckner' s superposition principle 
as applied to the contour method 
In Step A, a solid part as a whole comprised of two parts: a left part L and a right part R, 
contains original residual stresses: one normal stress (o"x) and two shear stresses (txy, t xz) 
across the plane of interest to be cut. It is noted that only the o"x stress is shown in Fig. 3-1 
as it is of interest to be determined by the contour method. In Step B, the entire part is cut 
into two: the part L and the part R. The cut surfaces are deformed as the residual stresses 
are fully released, resulting in zero normal stress, Ox = O. The deformations on both sides 
are measured at this step. In Step C, the deformed surface is 'forced' back to the original 
position. This is achieved by applying the deformation measured in the step B in an 
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opposite direction to an unstressed half part as a boundary condition to calculate the 
corresponding stress. Superposing the stress in Step B upon the calculated stress in Step C 
gives the original stress of Ox in the cutting plane in Step A, based on the elastic 
superposition principle. The calculated stress in Step C equals the original stress of ax due 
to the zero stress (fully released) normal to the cut plane in Step B. 
According to Prime's interpretation of Bueckner's superposition principle (Prime, 2001), 
the original stresses ax, 'txy and 'txz in the cutting plane determine uniquely the deformation 
after cutting. The transverse stresses ay, oz, 'tyz and other stresses away from the cutting 
plane will not contribute any deformation on the cut plane. It is inferred that the correct 
original stresses ax, 'txy and 'txz would be determined if the 3D deformation on the cut plane 
could be measured exactly across the cut plane. In reality, however, only the deformation 
normal to the cut surface can be measured without difficulty, and this measured 
deformation will determine uniquely the ax stress normal to the cut plane. It should be 
noted that the x-direction deformation measured on the cut plane of each part also includes 
a contribution from release of the shear stresses 'txy and 'txz if there are any. Implementation 
of single side measurement will result in errors caused by the influence of the shear 
stresses on the cut plane. Averaging the measured displacements of both sides properly 
will cancel out this deviation and give a correct original stress of Ox (Prime, 2001). This 
conclusion will be confirmed by the following FE simulation. 
There are three assumptions implicit in the contour method (Prime, 2001). Firstly, 
relaxation of a residual stress is elastic when a specimen is cut. Secondly, the cutting does 
not significantly modify the original residual stress and hence the deformation released 
after cutting. These two assumptions are common to the conventional relaxation methods 
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of residual stress measurement. The third assumption is unique for the contour method and 
requires that the cutting should be flat along the plane of interest. 
3.1.2 Application of the contour method 
Application of the contour method primarily involves four steps: specimen cutting, contour 
measuring, data analysis and stress analysis, which will be discussed subsequently in 
detail. 
Specimen cutting 
Specimen cutting is the first and thus the most critical step in implementing the contour 
method, as the subsequent procedures such as contour measurement, data analysis and 
stress analysis are all reliant on the quality of the cutting. The ideal cutting should (1) not 
introduce any extra stress, (2) make a perfectly flat cut, and (3) not move any material. It is 
almost impossible to completely meet all three requirements, particularly (3). However, 
efforts are made to minimize errors induced from each of these factors. Wire electric 
discharge machining (EDM) has been identified as an especially suitable method of cutting 
for the contour method (Prime, 2001) as it uses electrical discharges (sparks) instead of 
hard cutting tools to remove material. There is no physical contact between the wire and 
the part being machined and hence no cutting force is present. In addition, possible thermal 
stresses due to high temperature during wire cutting can be minimised by submerging the 
specimen and clamps into a cycling liquid in the EDM tank. However, there must be a re-
cast layer, although modern EDM equipment is designed to minimize this feature. 
Preventing a specimen from any movement during cutting by proper clamping is critical to 
achieve flat cutting. Making a constant width of cut is also important to guarantee flat 
cutting. This is strongly related to the type of cutting wire chosen, material to be cut and 
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EDM operating parameters. It is reported that bare brass w ire cuts 2 1 Cr6Ni9Mn austenitic 
stainless stee l fa irly fl atly, whereas z inc-coated wire can cause curvature on the edges of a 
specimen (Prime, 2001 ). Fina lly, minimum material removal can be achieved by choos ing 
the cutting wire as thin as possible, say <1>0 .1 mm . 
The equipment used for specimen cutting in this project is a FANU C ROBOC UT a-OiB 
CNC (computer numerica lly controlled) w ire electric di scharge machine, loca ted in our 
department workshop ,as illustrated in Fig . 3-2. The closer view of the clamps and the cut 
specimen can be seen in Fig. 3-3, in which half the cut piece wa removed from the front 
for clearer view. EDM has greatl y altered the tooling and manufac turing industry, 
resulting in dramatic improvements in accuracy and quality. This process uses a thin 
running wire as an electrode that goes through a specimen, and the wire is precise ly 
monitored by a CNC system. A specimen is placed on the XY table a lso controlled by the 
CNC unit. 
Figure 3-2 Overview ofROBO CUT CNC wire e lectric di scharge machine 
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Figure 3-3 Closer view of clamps and cut surface, in which half the 
cut piece was removed from the front for clearer view. 
Contour measuring 
Following specimen cutting, the contour needs to be measured for both cut surfaces. A co-
ordinate measuring machine (CMM) has been proved to be reasonably accurate for surface 
profile measurement by many applications (Prime, 2001; Prime and Martineau, 2002; 
Zhang et aI., 2002). A CMM is designed to measure complex shapes with high precision 
and is particularly used to measure manufactured parts to determine if tolerance 
specifications are met. It uses a ruby-tipped stylus as a sensor for detecting a specimen 
surface. A mechanical assembly moves the sensor or stylus to contact the surface to be 
measured. The deflection of the stylus triggers a computer to record the position of each 
contact point. A CMM typically consists of a workspace in which specimens are fixed, a 
sensor for detecting the part surface, a mechanical assembly for moving the part sensor 
around the workspace, and a computer for calculating the part dimensions based on the 
sensor measurement. Generally, a single cycle of CMM measurement consists of four 
steps. Firstly, a CMM moves a sensor to the vicinity of a part geometry that is to be 
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measured. Secondly, the probe comes to rest. Thirdly, the probe is reaccelerated to a small 
constant velocity in the direction of the part. Finally, the stylus contacts the part and the 
computer records the location of the contact. 
The detailed procedure for contour measurement by CMM is graphically illustrated in Fig. 
3-4. After a specimen is cut into half, each cut surface will be measured based on a datum 
that can be specified randomly by convenience. Each pair of points to be averaged should 
be measured, ideally at a mirror position in the two halves. 
The machine used for contour measurement in this study is a Mitutoyo Crystal Plus 574 
CMM equipped with a thermal compensation system located in an air-conditioned 
laboratory, as illustrated in Fig. 3-5. It has a probe mounted at the end of the Z-axis 
spindle. It is motor-driven in all three axial directions: x-direction from left to right, y-
direction from front to back and z-direction from down to up, vertically perpendicular to 
the other two, when viewing from the front of the machine. The probe displacement is 
detected by high-accuracy linear encoders, which are installed on each axis. The co-
ordinate data at each measured point are output to the data processing system for 2D or 3D 
measurement/analysis of geometry and contours. It also ensures high measuring accuracy 
over a wide temperature range with the temperature compensation capability. The 
resolution of the Mitutoyo CMM is 0.1 J.l.m and the estimated uncertainty of measurement 
for a fjJ 30 mm calibration masterball is +1- 0.5 J.l.m with a confidence level of 
approximately 95%. The linear positioning accuracy VI on each of three X, Y and Y axes 
for Mitutoyo Crystal Plus 574 CMM is given by the manufacturer with the following 
equation: 
VI = 2.9+3LI1000 (3.1) 
where L is the measured length in millimetres and the accuracy VI is in micrometers. 
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The volumetric positioning accuracy U3 in micrometers, which ensures a machine centre 
to position precisely in a 3D volume in X, Y and Z axes, is defined below for Mitutoyo 
Crystal Plus 574 CMM: 
U3 = 2.9+4LIlOOO (3.2) 
The volume accuracy becomes significant when 3D contoured surfaces are of interest. 
(1) specimen 
\ / 
left right 
datum datum 
(2) The specimen is cut into half. 
• 
(3) The cut halves are flipped horizontally. 
y 
L 
x 
(4) The coordinates used in CMM measurement. 
Figure 3-4 One example of CMM measurement method 
It should be noted that calibration should be performed pnor to each specImen 
measurement. The calibration master ball designed for the Mitutoyo CMM is 30 mm in 
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diameter, as shown in Fig. 3-6. The Mitutoyo CMM can be equipped with different sizes of 
stylus, for instantce, I mm, 2 mm or 3 mm in diameter. The larger the stylus, the less effect 
it has on the surface finish of the specimen since the contact point is spread over a larger 
area of the feature being measured. 
o 
~ x-axis slider 
Figure 3-5 Overview of CMM 
Fi gure 3-6 MM calibration before pecimen measurement 
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Data analysis 
The very first step of the data analysis is to average each pair of measured contours of 
corresponding points, which should be at the mirror positions from the two cut planes. It is 
unavoidable that the measured contours contain an error from the cutting and the CMM 
measurement. Further, stress evaluation magnifies the error involved in the measured data. 
Smoothing of measured data to minimise the error in the data is, therefore, crucial to 
achieve high accuracy of stress determination in the contour method. The general theory 
of the data smoothing analysis has been presented in Chapter 2. However, the smoothing 
technique is very problem-dependent, and will be described specifically for each 
application in the subsequent chapters. 
Stress analysis 
Finite element modelling and analysis are employed to calculate the original stress based 
on the smoothed data that will be input to a FE model in an opposite sign as displacement 
boundaries. The basic principle of finite element method has been introduced in Chapter 2 
and will not be necessarily given here. Nevertheless, there are several points worth 
mentioning. Firstly, only one of two cut parts needs modelling. In addition, FE solution is 
simply linear as the process of the residual stress relief is assumed to be elastic. 
Furthermore, the cut plane in the FE model can be simplified to a flat surface instead of a 
deformed surface. This simplification makes FE modelling much easy, and gives little 
difference, because the deformation is relatively small compared to the large size of a 
geometric model. The appropriateness of this geometry simplification will be studied and 
confirmed in the following context of simulation. 
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3.2 Finite element simulation of the contour method 
In this section, finite element simulation will be utilised to validate the principle applied to 
the contour method. 
3.2.1 Simulation 
Validation of the contour method by FE simulation is designed to involve two relevant 
simulations: the first to model Step A and Step B, and the second for Step C. The first 
simulation or cutting simulation consists of the introduction of known initial residual 
stresses into a specimen (Step A), followed by specimen cutting at the plane of interest to 
relax the residual stresses (Step B). The released displacement is acquired through post-
processing of the FE solution. The second simulation or contour simulation, which 
simulates the process of implementation of the contour method, includes application of the 
displacement obtained from the first simulation to the plane at issue of an unstressed model 
as boundary conditions, and then conduction of linear FE analysis to calculate the 
corresponding original stresses. Only one of the cut pieces needs modelling for the contour 
simulation, as stated earlier. 
The geometrical model used for this study is a solid plate, 40 mm wide, 100 mm long and 
5 mm thick, as shown in Fig. 3-7. The material is assumed to be isotropic amd elastic, with 
200 GPa Young's modulus and 0.3 Poisson's ratio, typical for steel. 
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Figure 3-7 3D geometrical model for study of the contour method 
The mesh of all FE models is characterised by approximately uniform 1 mm space with 8-
node biquadratic plane stress quadrilateral elements (CPS8) for 2D models or with 20-node 
quadratic brick, reduced integration elements (C3D20R) for 3D models. ABAQUS/CAE 
6.2 and ABAQUS/Standard 6.2 were used for the modelling and FEA. 
In the 2D simulations, five different situations for specified purposes were taken into 
account: 1) 20 ideal cutting, 2) 2D ideal contour cutting, 3) 2D symmetrical cutting, 4) 20 
unsymmetrical shear cutting, and 5) 2D symmetrical shear cutting, which are explained in 
detail as follows . It should be noted that each situation covers two associated simulations: 
cutting simulation and contour simulation. 
I. 20 ideal cutting assumes that no material is removed during cutting and no shear stress 
is present at the plane under study. The plane in the contour model, to which the 
measured displacement will be applied, is deformed instead of straight. This is an ideal 
situation obeying Bueckner's elastic superposition theory without any simplification of 
the geometry. Only half the geometry in Fig. 3-7 will be modelled owing to this 
symmetrical feature. Simulation of the cutting is achieved simply by releasing the 
constraint of the boundary plane of interest, and thus there is no material removed in 
this case. The displacements released from the plane are acquired through post-
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processing and will be applied to the contour model to calculate the original stress in 
the contour simulation. 
2. 2D ideal contour cutting is similar to ideal cutting. The only exception is that the plane 
under study in the contour model is straight rather than deformed. The motivation of 
the modelling is to examine what impact this geometric simplification may have on the 
result. The methodology of the pair of simulations is the same as the ideal cutting. 
3. 2D symmetrical cutting means that the cutting takes place at the location where there is 
no shear stress and no shear stress gradient. In addition, the stresses normal to the cut 
planes are equal on the both cut sides. The whole geometry in Fig. 3-7 is modelled and 
the cutting is conducted in the middle length for the cutting simulation. The cut slot is 
presumed to be 1 mm. The significant difference of the 2D symmetrical cutting from 
the 2D ideal contour cutting lies in its involvement of material removal during cutting. 
4. 2D unsymmetrical shear cutting implies that the cutting is performed at a plane 15 mm 
from the centre, containing a high shear stress, but a small shear stress gradient and a 
small ax stress gradient. The cut width is 1 mm. 
5. 2D symmetrical shear cutting presumes that the cutting is performed in the middle of 
the specimen where the plane bears a high shear stress and a high shear stress gradient 
that is deliberately exaggerated and achieved by widening the cut slot to 10 mm instead 
of 1 mm. The stresses normal to the cut planes are equal on both the cut surfaces. The 
main purpose of the simulation is to study the influence of the shear stress gradient in 
the two cut planes on the result. 
Two common situations will be demonstrated using 3D FE models: cutting at a place with 
zero or little shear stress (3D cutting without shear stress) and cutting at a place with high 
shear stress (3D cutting with shear stress). The cut width is assumed to be 1 mm for both 
situations. In fact, the actual condition is much better than this assumption because the 
cutting slot removed by wire electric discharge machining is normally less than 0.5 mm. It 
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is noted that all simulations except the ideal cutting simulation simplify the cut plane to a 
flat surface as the contour method usually does. 
3.2.2 Results and discussion 
As stated earlier, the contour method determines one stress direction profile with one cut. 
Hence, only the ax stress profile normal to the cut plane is obtained and presented for all 
2D and 3D simulations. 
20 ideal cutting 
In the contour simulation, the originally deformed surface is modelled so that the contour 
method principles can be examined under ideal conditions. Only half the geometry is 
modelled owing to the symmetrical features of the overall system, as seen in Fig. 3-8, 
where the deformation magnification is 376 for all three figures of Fig. 3-8 (a), Fig. 3-8 (b) 
and Fig. 3-8 ( c). Fig. 3-8 (a) represents a part containing an original stress distribution; Fig. 
3-8 (b) displays the deformation after the left boundary is fully released; and Fig. 3-8 (c) 
shows the deformed surface back to the original position after applying the deformation in 
an opposite direction on the left plane in Fig. 3.8 (b) . 
(a) original stress (b) re lease of stress 
+ 
(c) back to original position 
and original stress, 
Figure 3-8 Ideal cutting: FE illustration of the contour method principle 
(deformation magnification : 376) 
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When forcing the x-direction displacement back to its initial location, the y-direction 
position automatically returns to its initial location because of the effect of Poisson's ratio. 
As expected, the stress distribution calculated from the contour simulation matches exactly 
the original, as seen in Fig. 3-9. There is no error involved in this case. This pair of 
simulations has perfectly validated the Bueckner's elastic superposition principle that the 
contour method relies on. 
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Figure 3-9 Results of ideal cutting (perfect match, no error) 
20 ideal contour cutting 
The purpose of this situation is designed to examine if the geometrical simplification of the 
contour model described earlier will produce significant errors. Like the ideal cutting, this 
situation presumes no material removed and no shear stress present at the plane of interest 
(the left boundary in Fig. 3-10). Unlike the ideal cutting, it uses a flat surface instead of the 
deformed surface in the contour model. Again, only half the geometry is modelled as seen 
in Fig. 3-10, where the deformation magnification is 376 for all three figures of Fig. 3-10 
(a), Fig. 3-10 (b) and Fig. 3-10 (c). Fig. 3-10 (a) represents a plate containing an original 
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stress profile; Fig. 3-10 (b) displays the resulting deformation after the leftplane is relaxed; 
and Fig. 3-10 (c) shows the result when applying the contour method. A significant 
difference is identified in the contour model that the plane under study becomes curved in 
Fig. 3-10 (c) (exaggerated) instead of straight as in Fig. 3-8 (c). It is certainly the 
consequence of the use of an initially straight plane in the contour model to represent the 
deformed plane. 
(a) original stress (b) release of stress 
+ 
(c) applying the contour 
method 
Figure 3-10 Ideal contour cutting: FE illustration of implementation of the contour method 
(deformation magnification: 376) 
However, as seen in Fig. 3-11, the residual stress distribution obtained from the contour 
method is in such good agreement with the known stress that one can not see visually any 
diversion between them. Nevertheless, careful examination of the numerical values 
acquired from post-processing of FEA indicates a maximum absolute error of 0.985 MPa 
with 0.7% relative error occurring at the end points. This small deviation is purely 
attributed to the use of the geometry simplification in the contour model and can be 
ignored without introduction of significant errors in the result. This is because the 
geometrical deformation induced by the relief of residual stresses at the left boundary is so 
tiny in comparison with the large size of the whole model that it has little impact on the 
result. This simulation has validated the adaptability of the simplification used in the 
contour method, which will be reconfirmed by the subsequent modelling. 
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Figure 3-11 Results of ideal contour cutting (maximum error = 0.7%) 
2D symmetrical cutting 
The symmetrical cutting is performed in the middle plane, as seen in Fig. 3-7, bearing a ax 
stress ideally without shear stress 'txy" which is difficult to create for the current model. 
However, the shear stresses at both cutting planes are very small, less than 1.09 MPa in 
magnitude and the maximum shear stress gradient is 2.18 MPa between the cutting planes 
Imm apart. 
Fig. 3-12 illustrates the post-cutting deformations of the two cut halves. It can be seen that 
the deformations from both sides are identical. It is inferred that use of the displacement 
from either side or an average in the contour model will give the same result in this 
particular case. 
Fig. 3-13 shows the comparison between the known initial stress acquired from the cutting 
simulation and the calculated stress obtained from the contour simulation. The comparison 
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illustrates a good agreement between them, with a maximum error of 3.807 MPa and 2.7% 
relative error in this case. This slight difference primarily stems from the 'txy gradient 
between the two cutting faces, in addition to the small deviation introduced by the 
geometrical simplification as demonstrated on the simulation of the 2D ideal contour 
cutting. Nevertheless, this error could be effectively reduced by minimising the cutting 
width in practice to decrease the shear stress gradient on both cut sides. 
y 
Lx 
(a) left cut part (b) right cut part 
Figure 3-12 Deformation after symmetrical cut (deformation magnification: 735) 
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Figure 3-13 Results of symmetrical cutting (maximum error = 2.7%) 
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20 unsymmetrical shear cutting 
This simulates cutting being conducted at a plane bearing a comparatively large shear 
stress, with a maximum 29.6 MPa shear stress in magnitude on the left plane, 30.5 MPa on 
the right plane, but little shear gradient with the maximum 0.851 MPa between the two cut 
plane 1mm apart in this case, as depicted in Fig. 3-14. There also exists a small ax stress 
gradient between the cut surfaces. 
40+---~--~----~--~--~--~~--~---+ 
m 30 
a.. 6. 20 
C/) 
~ 10 
en . ______ ._._ . ~ O~--~========----~----=--=.-=-=.-=-=.-=. ==---_,r 
III 
Q) 
c75 -10 
c: ~ -20 
o 
c: 
~ -30 
- +- Ieft shear.ltl =29.6MP '-
max ~ n 
-- right shear.ltl =30.5MPa 
max 
--- shear difference.ltl =0.851 MPa 
_40+-__ ~ __ -' ____ ~ __ -rm~ax __ ~ __ -r __ ~ __ --+ 
o 10 20 
Position. y (mm) 
30 40 
Figure 3-14 Known large shear stresses for left and right cut planes, 
but small shear gradient between the two cut planes 
Fig. 3-15 shows the deformations of both halves after cutting. The deformations from both 
sides are noticeably different. It can be inferred that the use of only one side 's 
displacement could lead to wrong results, as will be confirmed by the following outcomes. 
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(a) left cut part (b) right cut part 
Figure 3-15 Deformation after cut at location 15mm to the centre 
with high shear stress (deformation magnification: 643) 
Fig. 3-16 shows the results predicted from the contour simulations by USIng the 
displacement acquired from the left cut plane only, the right cut plane only, and the 
average of left and right planes separately. The known ax stress shown in Fig. 3-16 is the 
average of the original stresses on the two planes to be cut. 
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Figure 3-16 Results of unsymmetrical cutting (maximum error for average = 1.776%) 
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As expected, in Fig. 3-16 the greater displacement from the left part results in a greater 
stress; the smaller displacement from the right part gives a smaller stress in magnitude. The 
averaged displacement of both halves leads to a quantitative agreement with the known 
stress profile. The maximum error is 1.64 MPa with relative error of 1.776% in this case. 
It is found from the last two situations that 2D symmetrical cutting where there is a small 
shear stress (1.09 MPa) and relatively large shear stress difference (2.18 MPa) between 
two cut planes results in a maximum error of 3.807 MPa (2.7%). Whereas, the 20 
unsymmetrical shear cutting where there is a larger shear stress of maximum 30MPa and 
smaller shear stress gradient (0.851 MPa) leads to a maximum error of only 1.64 MPa 
(1.776%). It appears that it is the shear stress difference between the two cut planes, not the 
shear stress magnitude, that contributes the error in the contour method if the average 
displacement is applied. This conclusion will be supported by the next simulation: 20 
symmetrical shear cutting. 
20 symmetrical shear cutting 
This simulation tries to create the situation where the plane at issue contains not only a 
comparatively high shear stress, but also a high shear stress gradient on both cut sides in 
addition to the normal stress ax. As shown in Fig. 3-17, the shear stresses on both sides are 
equivalent in magnitude, yet opposite in sign. The ax stresses on the two cut planes are 
identical in both magnitude and direction on the two cut faces and thus there is no normal 
stress gradient. It should be mentioned that the cutting width is 10 mm in this exceptional 
simulation so as to yield a greater shear stress difference. This simulation is mainly 
designed to study the influence of the shear stress gradient between the two cut surfaces on 
the accuracy of the contour method. 
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Figure 3-17 Known shear stress profiles for left side, right side 
and difference between the two sides 
Like the case of symmetrical cutting, the deformations from both cut sides are identical but 
not displayed here, similar to Fig. 3-12 in shape (not in magnitude, though). Thus, use of 
either side's displacement or an average in the contour model should give identical 
outcomes. Fig. 3-1 8 presents the result under the situation of symmetrical shear cutting. 
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Figure 3-1 8 Results of symmetrical shear cutting (maximum error = \9.8%) 
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It can be seen from Fig. 3-18 that a large error is produced, reaching a maximum value of 
26.76 MPa (19.8%). It is clear that the shear stress gradient on the two cut surfaces does 
significantly affect the accuracy of the contour method. However, this inaccuracy with a 10 
mm cutting slot can be reduced substantially by narrowing the cutting width, as stated 
earlier. 
It is also found that the absolute error induced from the difference between the two cut 
planes in normal stress and shear stress is proportional to the magnitude of the normal 
stress to be determined, as seen in both Fig. 3-13 and Fig. 3-18. 
3D cutting without shear stress 
The 3D cutting without shear stress assumes the cutting is performed at the plane of 
interest bearing a Ox normal stress and little shear stress. However, there still exists a small 
normal stress gradient as seen in Fig. 3-19 (a) and (b) between the left cutting plane and the 
right cutting plane due to the presence of the 1 mm cutting slot. There is also a small 
amount of shear stress gradient, not shown here. It can be seen from Fig. 3-19 that the 
contour method using the averaged displacement in Fig. 3-19 ( c) gives an acceptably 
accurate stress profile across the section, although similarly good results can be achieved 
using the displacement from either side as displayed in Fig. 3-19 (d) and (e) in this special 
case. The variation is mainly attributed to, as stated before, normal and shear stress 
differences existing in the two cut planes. 
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Figure 3-1 9 2D through-thickness stress profile without shear stress. Note that they look 
similar, but values are slightly different (see the values in the fi gures) 
3D cutting with shear stress 
The present simulation demonstrates the situation where the cutting is carried out at the 
plane possessing a certain amount of a x normal stress and shear stresses, 'txy and 'txz,. as 
illustrated in Fig. 3-20, in which only one plane is shown. Again, there are also small 
normal and shear stress gradients in the two cut planes. 
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Figure 3-20 Known stress profiles with shear stress 
Fig. 3-2 1 presents the results calculated from the contour method by using the average of 
the left and right displacements, left di splacement only and ri ght displacement only. 
C learly, only applying the averaged displacement gives the desired original tress 
distribution, as presented in Fig. 3-21 (a). Again, the tiny deviation primarily stems from , 
as stated earlier, both normal and shear stress gradients present in the two cut planes 
spaced 1 mm apart. 
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Figure 3-2 1 Stress profiles calculated by the contour method 
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3.2.3 Conclusion 
The principle of the contour method has been examined in detail by 2D FE simulations and 
also demonstrated on 3D FE simulations. Several key conclusions can be drawn from this 
study. 
• The correct stress can be obtained by averaging two corresponding displacements from 
the two cut planes regardless of the conditions present, although use of the 
displacement from either of the two cut surfaces can give acceptable accuracy under a 
condition where there is no or little shear stress on the plane at issue. 
• The geometrical simplification applied in the contour method is reasonable to obtain an 
original stress field with negligible error. 
• The inaccuracy in the contour method is largely dependent on the difference of the 
stress states of both normal and shear stresses between the two cut planes. The bigger 
the stress difference is, the greater the error will be introduced. 
• The error is proportional to the magnitude of the stress to be determined. 
• In practice, material removal inevitably produces a stress gradient in the two cut planes 
that wil1lead to an error when applying the contour method. However, the error can be 
effectively reduced by minimising the cut width. 
3.3 Other important simulations 
3.3.1 Effect of missing data 
It is not uncommon that some of the measured data are missing or bad, particularly at the 
edges of surfaces, partly due to the limitation of the measurement equipment used. This is 
especially true when measuring displacements of a surface using a co-ordinate measuring 
machine. To deal with this kind of problem, two cases are considered here: the first case 
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presumes that the model is narrowed to the region having valid data; the second case 
assumes that the missed data at the edge are equal to the values closest to the valid data. 
• Narrow model 
The half geometry used in this study is 50 mm long and 40 mm wide as seen in Fig. 3-22, 
in which the left plane is of interest. It is assumed that 2 mm of data are missing at two 
sides of the left plane. So the initial width of the model is correspondingly reduced to 36 
mm from the initial 40 mm, as illustrated in Fig. 3-22. 
leftplane 
~ 
l 
x 
50 
Figure 3-22 Geometrical model 
Fig. 3-33 shows the initial displacement distribution, illustrated by the solid line, on the left 
plane to be applied by the contour method. However, only the data within the 36 mm width 
in the middle, represented by the dots, is used for this case. 
Fig. 3-24 illustrates the influence of the narrow model on the calculated stress profile at the 
left boundary, and the known stress profile. It can be seen that the use of the narrowed 
model to deal with the missed data will globally affect the stress distribution, particularly 
at the sides where the width is reduced. This can be explained by a physical phenomenon 
that the originally balanced stress distribution along the plane will change if a portion of 
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the stress at the ends is removed. This imbalance consequently leads to stress redistribution 
along the plane. This simulation suggests that using the actual geometry is necessary even 
though complete data on the surface at issue are not available for some reasons. 
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Figure 3-24 Stress profiles for the narrowed model and the whole model 
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• Flat displacement 
In this case, the missed data 2 mm long at each side of the left plane are replaced by 
constant values, equivalent to the nearest valid values, as shown in Fig. 3-25 in dots. In 
Fig. 3-25, the solid line represents the original displacement profile and the dotted line is 
the displacement to be applied for the FE contour model. 
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Figure 3-25 Flat displacement at both sides 
Fig. 3-26 gives the consequence of using the constant values for missed data at the ends in 
the contour model and the known stress. It is observed that using constant values at the 
ends affects the result only locally but significantly, and has no impact on the stress far 
from the ends. [t should be mentioned that the example presented here is almost the worst 
case. In reality, the result should be much improved by proper extrapolation of the missed 
data. 
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Figure 3-26 Resulting stress using flat displacement at the sides 
3.3.2 Effect of position tolerance 
In applying the contour method, the plane under study needs cutting and then measuring. 
In practice, the cutting plane is not perfectly parallel to the reference plane due to the 
presence of the machining tolerance. In addition, the surface contour measurement does 
not always share the same reference plane as the cutting. Under any circumstance, there 
must be position tolerances with the plane of interest, whenever cutting or measuring. 
Therefore, the measured deformations must include the displacements induced by this 
position tolerance, resulting in an untrue deformation measurement. The following study 
will examine if this inconsistency produces errors when applying the contour method. 
It is presumed that the additional displacement is introduced by cutting and/or measuring 
with an angle of 0.0 I degree to the plane under study in addition to the deformation 
relaxed by the residual stress, as illustrated in Fig. 3-27 (a). This combined effect is shown 
in Fig. 3-27 (b) and included in the measurement data. Again, a half 2D model is used, 50 
mm in length and 40 mm in width. The combined displacement is app lied on the left plane 
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under study in the contour model. Performing the FEA yields the exact same outcome as 
the case when using the deformation caused by the residual stress only. However, the 
rotation of the whole model to 0.01 degree is obviously observed as seen in Fig. 3-28 (It is 
noted that this visual rotation has a magnification of 9.9). This is the phenomenon of rigid 
rotation that does not produce any strain and thus stress in this situation. 
This simulation has a significant mearung 10 experiments when applying the contour 
method. It eliminates the doubt that the specimen cutting or contour measuring could 
introduce errors due to the inconsistency of reference planes or location tolerance. This 
brings such convenience to experiments as specimen cutting and surface measuring can be 
conducted without too much consideration and restriction of position tolerance. 
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Figure 3-28 FE result applied with combined displacement (deformation scale factor: 9.9) 
3.3.3 Conclusion 
Based on the above study arising from aspects of implementation of the contour method, 
some conclusions can be drawn as follows. 
• It is vital to model the actual size of the surface under study as accurately as possible, 
and the contour should be measured over the entire cut surface. 
• Proper extrapolation of missed data is essential to obtain a correct stress profile with a 
minimal error. The error caused by the extrapolation might be inevitable, but the 
influence is locaL 
• Inconsistency in reference planes used In specimen cutting or measunng does not 
introduce any errors to the result 
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4 Hole cold expansion and theoretical analysis 
Hole cold expansion is a well-known mechanical process to introduce beneficial 
compressive residual stresses into structural components for fatigue enhancement (Reid, 
1996). It has been investigated theoretically, experimentally and numerically, leading to a 
large number of published reports. It is advantageous to use this well-understood process to 
validate the novel technique of the contour method. Analytical prediction is the cheapest 
and quickest way to model the residual stress field induced by the hole cold expansion. To 
achieve this, an analytical model suitable for a finite plate has been extended and explicitly 
established based on existing analytical models and methodologies. 
4.1 Introduction to hole cold expansion 
It is useful to introduce this popular process of hole cold expansion prior to establishment 
of the theoretical model. The concept of the split-sleeve method for hole cold expansion 
was pioneered by the Boeing Company in the late 1960s for the purpose of protecting 
fastener holes in aircraft structures from the initiation and the growth of cracks. Later it 
was further developed as a lubricated split sleeve method by Fatigue Technology Inc. 
(FTI). It has been proved that a mandrel, in conjunction with a split sleeve, is a particularly 
effective tool to extend the fatigue life of components containing fastener holes (Reid, 
1996). Nowadays, the technique of FTI split sleeve cold expansion has been broadly used 
in all kinds of metallic fastener joints for improvement of fatigue resistance without 
penalty of weight. 
The FTI split sleeve cold expansion involves positioning a longitudinally-split sleeve 
inside a hole to be expanded, and then pulling an oversized tapered mandrel through the 
hole. It means that the maximum diameter of the mandrel combined with the split-sleeve is 
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greater than the initial diameter of the hole. Thus, upon removal of the mandrel, the action 
of the elastic spring-back of the material lying beyond the zone of plastic deformation 
induced by the process creates a compressive residual stress field in the vicinity of the 
hole. This resulting effect will retard crack initiation and propagation from the hole under 
fatigue loads. Fig. 4-1 illustrates a typical residual stress profile resulting from the hole 
cold expansion process. 
+ Tension 
10-15% yield strength 
I 
- Compression 
compressive yield strength 
Figure 4-1 Typical cold expansion residual stress profile (Reid, 1996) 
Typically, a compressive stress zone covers about one hole diameter from the hole edge 
and the absolute maximum value of the compressive hoop stress is approximately 
equivalent to the compressive yield stress of the material under study. 
A standard FTI tooling assembly (Champoux and Landy, 1984) generally consists of a pre-
lubricated stainless steel split sleeve, a tapered mandrel, a hydraulic puller unit, and a 
mandrel. The split sleeve is designed to be disposable, with the aim of ensuring proper 
radial expansion of the hole and avoiding damage to the hole. In general, the expansion or 
interference ratio, defined as the interference between the mandrel coupled with the sleeve 
and the hole, divided by the initial radius of the hole, is nominally 4% for aluminium alloys 
and mild steels and 5.5% for high strength metals (Stefanescu, 2001). The final procedure 
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of the hole cold expansion process normally involves reaming the expanded hole to a 
desirable diameter with a good quality internal surface. 
The FTI tool set used for our study is specifically comprised of an HP-20 (SIN 561) 
mandrel with a maximum diameter of 8.58 mm, a CBS-IO-3-N-16F self-lubricated split 
sleeve with a thickness of 0.25 mm and a puller unit, as illustrated in Fig. 4-2. All hole cold 
expansion specimens examined in the subsequent chapters were processed by this tool set 
in our department workshop. 
specimen 
split sleeve 
entry surface 
nosecap 
puller unit 
exit surface 
Figure 4-2 Schematic illustration of the FTI assembly used in our study 
Due to the presence of the split in the split-sleeve, as seen in Fig. 4-3 (a), a pip at the split 
location during the expansion process can be observed as illustrated in Fig. 4-3 (b). 
However, the pip can be removed by reaming if necessary to reach the desired diameter. 
The presence of the pip suggests that the hole is not uniformly expanded by the split-sleeve 
tool system, thus resulting in a non-uniform stress distribution. 
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(a) Used split-sleeve (b) Pip caused by the split sleeve 
Figure 4-3 Used split-sleeve and an expanded hole showing the pip 
For convenience, the following terms will be used throughout the thesis for cold expansion 
issues. The surface of the specimen where the mandrel enters the hole during the cold 
expansion is referred to as the mandrel entrance surface or entry surface or inlet surface. 
The surface of the specimen where the mandrel leaves the hole is called the mandrel exit 
surface or exit surface or outlet surface. The region at the edge of the hole subjected to a 
non-uniform radial expansion due to the split of the sleeve is termed the pip, as shown in 
Fig. 4-3 (b). The split of the sleeve, and as a result the pip, are always located on the 
longitudinal direction of the specimens in this study. 
4.2 Theoretical analysis of hole cold expansion in a finite plate 
With the popularity of the cold expansion process in industry, various methods such as 
analytical prediction (Nadai, 1943; Hsu and Forman, 1975; Rich and Impellizzeri, 1977; 
Guo, 1993; Ball, 1995), experimental measurement (Cook and Holdway, 1993; O'Brien, 
1993; Ozdemir and Edwards, 1996; Webster et aI., 2000; Stefanescu et al., 2002; Zhang et 
aI. , 2002b) and numerical simulation (Forgues et aL, 1993; Poussard et aI., 1995; Pavier et 
aI. , 1997; Pavier et aL , 1998; Kang et aL, 2002; Zhang et aL, 2002a) have been developed 
and reported to quantify this mechanical effect. However, analytical prediction still 
remains attractive owing to its low demand for computation resources, quick generation of 
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results and ease of performing parametric studies which is particularly significant at the 
design stage for any engineering project. 
Analytical studies of the cold expansion process have been initiated since the 1940s. The 
solutions differ substantially in their assumptions: yield criterion (Von Mises or Tresca), 
stress state (plane stress or plane strain), material model (elastic perfectly-plastic or elastic 
nonlinear-strain-hardening), and unloading (elastic or/with reverse yielding). The 
analytical complexity primarily depends on the level of model assumptions, particularly on 
the treatment of unloading and material behaviour. Several reviews of these analytical 
studies have been presented by Sharpe (Sharpe, 1978), Poolsuk and Sharpe (Poolsuk and 
Sharpe, 1978), Mann et at. (Mann and Jost, 1983), Ozdemir (Ozdemir, 1993), Poussard et 
at. (Poussard et at, 1995), Ball (Ball, 1995) and more recently by Pavier et al. (pavier et 
at., 1997). Five analytical models relevant to the current model are summarized in Table 1. 
In studying the development of an analytical model describing cold working effects, Nadai 
(1943) firstly considered a tube of elastic-plastic strain hardening material, to be fitted into 
a plate with the assumptions of elastic perfectly-plastic material, plane stress conditions 
and using the Von Mises yield criterion. Later, Hsu and Forman (1975) published a 
solution using a technique developed by Budiansky (Budiansky, 1971) based on the J 2 
deformation theory of plasticity. A more complicated non-linear material relationship 
called a modified Ramberg-Osgood model was implemented. However, these treatments 
on the unloading step were very cursory, by assuming elastic unloading. The results 
obviously could not predict the effect of reverse yielding and the development of a reverse-
yielded zone around a hole. As indicated by Sharpe (1978) in his study, the Nadai and Hsu-
Forman theories did not agree well with the result measured experimentally from an 
indentation technique, although they both presented similar trends. Gradually, reverse 
yielding was realized to be potentially important to achieve a correct prediction of the cold 
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expansion process, and further investigation of the plasticity action during unloading and 
the Bauschinger effect were carried out by others. As an example, Rich and Impellizzeri 
(1977) took reverse yielding on unloading into account, although the treatment of the 
reverse zone and reverse yielding was approximate. Nevertheless, their solution coupled 
with plain strain conditions predicted the reverse-yielded location reasonably well for 
thicker plates (Poolsuk and Sharpe, 1978). Later, Hsu and Forman's work was expanded 
by Guo (1993) to account for non-linear response during both loading and unloading, with 
a special emphasis on the boundary effect of a finite plate instead of an infinite plate. 
However, the solution of how to deal with the unloading step was not explicitly presented, 
although a suggestion was given. Again, based on the Budiansky technique and the 
modified Ramberg-Osgood model, Ball (1995) advanced Hsu and Forman's solution by 
giving an explicit solution addressing elastic-nonlinear plastic unloading, but his model 
was limited to infinite plate conditions. However, the model for finite plates is closer to the 
real condition than the model for infinite plates. It is therefore the motivation to complete 
Guo's work by including the explicit solutions of unloading based on Ball's methodology 
for dealing with the unloading step in an infinite plate. 
In this chapter, a complete closed-form solution for the hole cold expansion process is 
explicitly presented, which attempts to deal with the situation where hole cold expansion is 
performed in a finite size plate, with consideration of boundary effects, elastic-nonlinear 
plastic loading and unloading, plane stress conditions and using the Von Mises yield 
criterion. An elastically deformable mandrel and the cold expansion ratio are also 
explicitly incorporated into the solution. 
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Table 1 Five Analytical Models 
References Yield Plane Material Unloading Mandrel Specimen 
criterion condition model or insert 
(Nadai, Von Plane Elastic- Elastic Elastically- Thin, 
1943) Mises stress perfectly plastically infinite 
plastic deformable plate 
tube 
(Hsu and Von Plane Elastic- Elastic Not Thin, 
Forman, Mises stress nonlinear included infinite 
1975) strain plate 
hardening 
(Rich and Von Plane Elastic- Elastic Elastically Thick, 
Impellizzer Mises strain perfectly unloading deformable finite 
i, 1977) plastic with mandrel plate 
approximatio 
n for reverse 
yielding 
(Guo, Von Plane Elastic- Elastic- Elastically Thin, 
1993) Mises stress nonlinear nonlinear deformable finite 
strain strain bolt plate 
hardening hardening 
with 
Bauschinger 
effect 
(Ball, Von Plane Elastic- Elastic- Elastically Thin, 
1995) Mises stress nonlinear nonlinear deformable infinite 
strain strain mandrel plate 
hardening hardening 
with 
Bauschinger 
effect 
4.2.1 Description of the problem 
It is assumed that a hole in a finite plate with inner radius of a and outer radius of b IS 
subjected to an internal pressure of p, as illustrated in Fig. 4-4. A cylindrical co-ordinate 
system with the origin at the hole centre is suggested by the axial symmetry of the 
structural system. The boundary conditions for this case are defined as: 
(j = 0 at r = b , (4.1 a) 
(j, = -p at r = a ( 4.1 b) 
where (j, is the radial stress, and r is the radius at any point between a and b . 
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Figure 4-4 Finite plate with a circular hole subjected to pressure, p 
The modified Ramberg-Osgood model (Budiansky, 1971), instead of the Ramberg-Osgood 
law (Mangasarian, 1960), is assumed for the problem: 
(j for 10"1 ~ 0" y 
E 
£= n-I (4.2) 
0" 0" for 10"1 ~ 0" y 
E O"y 
where e is the true strain, cr is the true stress, E is the elastic modulus, cry is the initial yield 
stress and n is the strain hardening exponent, as shown in Fig. 4-5. 
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Figure 4-5 Relationship of stress and strain with strain hardening exponent, n 
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4.2.2 Constitutive equations 
In this section, the constitutive equations will be formulated to describe the relationships of 
stresses and strains in the plate subjected to elastic-plastic deformation. The stress states of 
interest in the plate are assumed to be of small strain, two-dimensional, axially symmetric 
and in plane stress condition where the stress normal to the surface is zero. The shear stress 
'frO and the shear strain YrO are also zero owing to the symmetry. The radial and hoop 
stresses, ar and 0'0' must meet the stress equilibrium equation as follows: 
dar + a r - 0'0 = 0 
dr r 
(4.3) 
Similarly, the corresponding strains, E r and Eo, should satisfy the compatibility equation 
in the following: 
dEo + Eo -E r = 0 
dr r 
(4.4) 
Further, the strains are related to the radial displacement, u, by the following equations: 
du 
E=-
r dr 
U 
£0=-
r 
(4.5a) 
(4.5b) 
The total strains are defined as the sum of elastic components denoted by el and plastic 
components denoted by pi: 
The relationships of the elastic strains and the stresses are based on the Hooke's law: 
where E is the Young's modulus and v is the Poisson's ratio. 
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(4.6a) 
(4.6b) 
(4.7a) 
(4.7b) 
The relationships of the plastic strains and the stresses, considering the anisotropy of the 
material, are (Hsu and Forman, 1975): 
E PI =(_1 -~)(a -~a ) 
r E E r I+R (J 
s 
(4.8a) 
E PI = (_1 -~J(a -~a ) 
(J E E 8 l+R r 
s 
(4.8b) 
In Equations (4.8), the level of plastic anisotropy is described by R, defined as the ratio of 
the true in-plane transverse plastic strain to the true through-thickness plastic strain, where 
R = 1 results in isotropic behaviour. R is normally measured in a tensile test specimen 
after a certain amount of straining in the uniform elongation region, and there is a standard 
test method for R detailed in ASTM E 517. Es is the secant modulus at the point a, E on 
the uniaxial stress-strain curve and obtained from Equation (4.2): 
~n-l 1 E 1 a -=-=-Es a E a y (4.9) 
As v has no effect on the solution of the stresses and v = R /(1 + R) is chosen (Hsu and 
Forman, 1975; Guo, 1993), leading to the relationships of the total strains and the stresses 
from Equations (4.6), (4.7), (4.8) as follows: 
1 ( R ) E =- a ---a 
r Es r 1 + R 8 (4.10a) 
(4.10b) 
However, once the stresses are solved, the actual strains can be derived from Equations 
(4.6) and (4.7) using the true Poisson's ratio v (Hsu and Forman, 1975). 
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4.2.3 Elastic-plastic analysis of radial expansion (loading) 
The first analytical step of the hole cold expansion process is to apply a uniform radial 
pressure, p, on the hole edge, as depicted in Fig. 4-4. If the plate only experiences elastic 
deformation, the elastic solutions (Timoshenko and Goodier, 1970) are simply as follows: 
(b 2 / r2 )-1 
ar =-{b2/a 2 )-1 p 
a _ (b 2/r2)+1 
(J - {b 2/a 2 )-1 p 
(4.11a) 
(4.l1b) 
On the other hand, if the plate has to undergo elastic-plastic deformation, the solutions in 
the elastic domain (rp =:; r =:; b), as shown in Fig. 4-6, are: 
( 4.l2a) 
(4.l2b) 
where, p p is the pressure on the boundary between the elastic domain and plastic domain, 
at r = rp. 
Figure 4-6 Plate subjected to elastic-plastic deformation 
In the plastic domain (a ~ r ~ rp ), the effective stress a is defined as: 
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a= a 2 +a 2 ---a a ( 2R )°0 5 r e I+R r e (4.13) 
and the yielding criterion is: 
(4.14) 
The elastic solutions of Equations (4.12) at r = rp should satisfy Equations (4.13) and 
(4.14) as well owing to the continuity of the stresses on the elastic-plastic boundary. 
Combining Equations (4.12), (4.13) and (4.14) leads to: 
( J[ ( J]
-005 
b 2 b4 2R b4 
p =a --1 2-+2+-- --1 
p Y a 2 r 4 1 + R r 4 p p 
(4.15) 
The critical pressure at which yielding begins IS available from Equation (4.15) by 
letting rp = a, and assuming R = 1 : 
(4.l5a) 
If the plate is infinite, the critical pressure in Equation (4.15a) when b ~ 00 becomes: 
(4.15b) 
The final elastic solutions are obtained by substituting Equation (4.15) into Equations 
(4.12) in the elastic domain: 
a = -(j (!C_l)[2£+2+~(£_IJ]-00S 
r Y r2 r 4 1 + R r 4 
p p 
(4.16a) 
( b
2 [b4 2R (b 4 J]-005 a e =ay -2 +1) 24"+2+-- --4 -I 
r rp 1 + R rp 
(4.16b) 
which satisfies Equation (4.13) identically. 
In the plastic domain, Budiansky solutions in terms of the parameter, a, which varies 
monotonically between the values at the hole edge and the elastic-plastic boundary (Ball, 
1995), are used: 
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f¥+R( 1.) u r = U -- cosa.J sma 2 1+2R (4.17a) 
f¥+R( 1.) ulJ =U -- cosa+ .J sma 2 1+2R (4.17b) 
Combining Equations (4.16) and (4.17) results in equations under the conditions of a = a p 
where, 0 < a p S. 1C /2 . 
sinap ~~:.n(1+2RtJ' +lr 
cosap ++2Rtr +lr 
(4.1Sa) 
(4.1Sb) 
Combining Equations (4.3), (4.4), (4.9), (4.10), (4.17) and then differentiating the resulting 
equation in terms of the effective stress, (J, and the parameter a, yields (Guo, 1993): 
~d(J' = 2(1 + R)sina da 
(J' (n + 1 + 2R)cosa + (n -l).Jl + 2R sin a (4.19) 
Then integrating Equation (4.19) with U = uyat a = ap gives: 
10' ~d(J' = 1a 2(1 + R)sina da O'y (J' a p (n + 1 + 2R)cosa+ (n -l).Jl + 2R sina (4.20) 
Performing the integration of Equation (4.20) produces: 
where 
a) =(n-l).Jl+2R 
a2 =n+l+2R 
_ 2 a2 (1 +R) j.1- 2 2 
a) +a2 
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(4.21) 
Letting a=aa at r=a in Equation (4.17a) and (4.21), the relationship between 
p,aa,ap can be obtained from Equations (4.17a), (4.21) and (4.1 b) in the following: 
p=U -- -cosa exp p (4.22) f¥+ R ( sina a J(a1 sina p + a2 cosap]f.L [2a1 (I + R)(a a - a )] Y 2 ~I + 2R a a l sin a + a2 cos a 2 + 2 a a a l a2 
Combining Equations (4.3) and (4.17), with the aid of Equation (4.21) and integrating the 
resulting equation from a = aa at r = a lead to: 
(4.23) r -= 
a 
where 
n(1 + R) r = -.:...-----:..-
n 2 +1+2R 
The relationship between rp,aa,apcan be obtained from Equation (4.23) at 
r 
L= 
a 
(4.24) 
The maximum of a can be acquired from Equation (4.24) when b -7 oo,p -7 oo,rp -700: 
1[ n+ 1 +2R ] 
amax = tan - (l-n).Jl + 2R (4.25) 
Thus, rp,aa,ap can be readily solved from Equations (4.24), (4.22) and (4.18), with 
With rp,aa,ap being known, the radial and hoop stresses at any point in the plastic domain 
can be obtained from Equations (4.23), (4.21) and (4.17). Similarly, the radial and hoop 
stresses at any point in the elastic domain can be obtained from Equations (4.16). 
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In general cases of cold expansion problems, it is the interference, I a' defined as here the 
difference between the mandrel radius am' and the hole radius a, rather than the internal 
pressure p, which are known. It is therefore necessary to establish the relationship 
between the expansion interference and the pressure on the hole edge. Cold expansion 
processes normally involve radial expansion of the hole and radial contraction of the 
mandrel. Therefore, the interference I a should equal the difference between the radial 
displacement of the plate, up(r), and the radial displacement of the mandrel, urn(r) , at 
r=a: 
(4.26) 
It is assumed that the mandrel is subjected to elastic deformation only. So, the radial 
displacement of the mandrel at the hole edge is: 
um(a)=-~p (I-vm) 
m 
(4.27) 
where Em' Vrn are the Young's modulus and Poisson's ratio of the mandrel respectively. 
The radial displacement of the plate at the hole edge, up (a), is available from Equation 
(4.5b)atr=a: 
(4.28) 
If the plate experiences only elastic deformation, the radial displacement of the plate at 
r = a is derived from Equations (4. 7b) and (4.16): 
[ ][ ( J]
-O.5 
a(J b2 b2 b4 2R b4 
u (a)=-Y -+I+{--I) 2-+2+-- --1 
p E a 2 a2 r 4 1 + R r 4 p p 
(4.28a) 
If the plate undergoes plastic deformation, the total strain has to be accounted for by 
combining Equations (4.6b) together with (4.7b), (4.8b), (4.17), (4.21) and setting a = aa' 
the radial displacement of the plate at r = a is: 
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(4.28b) 
where 
R (R )[(al sinap + a2 cosap]1l (2a l (1 + R)(aa -ap)J]o-n
l 
A. = --- --- v exp --=....-----=--....!:...-
l+R l+R a1sinaa+a2 cosaa a1
2 +a2
2 
Finally, the relationship between p and I a can be obtained by substituting Equations 
(4.28) and (4.27) into (4.26). 
Often in reality, in place of the interference, la' the interference ratio is used, 10 , which is 
defined as the ratio of the interference to the hole radius: 
(4.29) 
So far, all the relationships between relevant parameters during the loading process have 
been established. 
4.2.4 Elastic-plastic analysis of unloading 
As mentioned earlier, Hsu and Forman simply gave an elastic treatment of the unloading 
step and thus reverse yielding was not accounted for. Ball presented explicitly the 
treatment of elastic-plastic unloading, but with the restriction to the condition of an infinite 
plate. Guo took the elastic-plastic unloading into account for a finite plate; but, the closed-
formed equations on the unloading step were not presented in the literature. However, 
some issues are still thought to need addressing and clarifying, particularly in the use of the 
reverse yield criterion and the understanding of the unloading process. 
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The following is an explicit treatment of elastic-plastic unloading in a finite plate, where 
reverse yielding is considered. It is noted that all solutions relevant to the unloading step 
are denoted by '-'. For points not yielding during the loading cycle, the reverse yield stress 
of a; is determined by (Guo, 1993): 
a; = a +a y (4.30) 
For points which undergo plastic deformation during the loading, the reverse yield stress is 
defined as (Ball, 1995): 
a; = (1 + p)a y + (1- p)a (4.31) 
where P is the Bauschinger parameter defined such that P = 0 implies isotropic 
hardening, P = 1 results in kinematic hardening, and P between 0 to 1 means combined 
hardening. 
In a manner similar to the loading step, the relationship between the pressure, p, 
parameter a~ at r = a, and parameter a; at r = r;, during the unloading step is: 
_~+R sina~ _)[OISina;+02 cosa;)J.l [201(1+R)(a~-a;)] 
p=t7y -- cos a exp (4.32) 
2 .Jl+2R 0 0 sina-+a cosa- a 2+a 2 
I 0 2 a 1 2 
The reverse-yielded boundary, r; , is found: 
r; = sina~(alsina;+a2cosa;Jrex [(n2-1).JI+2R(a~-a;)] (4.33) 
a sina; alsina~ +a2cosa~ p 2(n2 +1+2R) 
For the points at a:5; r :5; r; , the unloading is elastic-plastic, and the corresponding radial 
and hoop stresses are: 
- _JI¥+R( 1 ) a, = -a -- cos a- - sin a-
2 .JI + 2R 
(4.34a) 
- _JI¥+R( - 1 . -) a n= -a -- cos a + sm a 
2 .JI +2R 
(4.34b) 
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The effective stress, a- , for the unloading step is: 
(4.35) 
where the reverse yield stress, a; ,relies upon Equation (4.31). 
The relationship between rand a- is: 
r 
-= (4.36) 
a 
For the points at r; ~ r ~ rp ' the unloading is elastic but the reverse yield criterion is based 
on Equation (4.31). The corresponding radial and hoop stresses are: 
0; ~ [(1+ p~, +(1-p~t: -I){{~ J +2+ I~R[(~ r -J" (4.370) 
a; ~-[(I+ p~, +(1-p~e: +I){{~ r +2+ I ~RR[(~ J -J" (4.37b) 
For the points at r ~ rp , the unloading is elastic and the reverse yield criterion is dependent 
on Equation (4.30). The corresponding radial and hoop stresses are: 
a; ~(a+a,t: -I~{~ r +2+ I~RR[(~ r -If' 
a; ~-(a+a,t: +I)H~ r +2+ I~RR[(~ J -If' 
Finally, the residual radial and hoop stresses after the loading and unloading are: 
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(4.38a) 
(4.38b) 
(4.39a) 
(4.39b) 
To this end, the entire analysis of the cold expansion process on loading and unloading is 
now complete. 
4.2.5 Parametric study 
A parametric study can be performed with ease as the equations given above are all in 
explicitly closed forms. The variations of hoop and radial stresses with respect to 
interference ratio and plate size, Bauschinger parameter and hardening exponent are 
examined, as shown in Figs. 4-7 and 4-8 respectively. so that the consequent trend of a 
stress profile affected by each parameter can be observed. 
As seen in Fig. 4-7 (a), the compressIve stresses generally tend to increase as the 
interference ratio increases. However, the hoop compressive stress following reverse 
yielding does not always increase as the expansion level grows, although the reverse-
yielded zone increases correspondingly. The reverse yielding stress remains nearly 
constant when the interference ratio rises from 3% to 4%, and is slightly reduced from 4% 
to 5%. This phenomenon suggests that there must exist an optimal interference ratio to 
reach a maximum compressive stress for a given sized plate and material. By contrast, 
there is a rapid change in the location of the elastic-plastic boundary and an increase in the 
maximum residual tensile stress. 
It can be seen from Fig. 4-7 (b) that the plate size does affect the stress distributions. The 
compressive hoop stress following reverse yielding increases as the plate increases in size; 
on the contrary, the tensile hoop stress drops with an increase of plate size. It is also 
interesting to find that the stress at the hole edge and the reverse-yielded zone are almost 
unchanged as the plate varies in dimensions. On the other hand, the elastic-plastic zone 
size decreases when increasing plate size. 
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Figure 4-7 Effect of (a) interference ratio, 1 a (b) Plate radius ratio, b / a 
on the residual stress field 
It can be seen in Fig. 4-8 (a) that the Bauschinger parameter has a pronounced influence on 
the magnitude of the compressive stress following reverse yielding, and also on the 
reverse-yielded area. The hoop stress after reverse yielding increases dramatically, while 
the reverse-yielded zone decreases as the Bauschinger parameter changes from kinematic 
hardening (fJ = I) to isotropic hardening (fJ = 0). Nevertheless, it has no impact on the 
elastic-plastic boundary. 
It can be seen in Fig. 4-8 (b) that the material hardening behaviour strongly affects almost 
every aspect of the residual stress distribution. The compressive hoop stress increases 
noticeably in magnitude whereas the reverse-yielded location, elastic-plastic boundary and 
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tensile hoop stress decrease noticeably when the hardening exponent increases from 5 up 
to 50. 
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Figure 4-8 Effect of (a) Bauschinger parameter, f3 (b) Hardening exponent, n 
on the residual stress field 
4.2.6 Discussion 
The parametric examination offers useful overall insight into what role each parameter 
plays in determining the fi nal residual stress profile. It is helpful for design engineers to 
better understand fundamentals behind the problem for a given condition. It is also 
important to examine the present solution by comparing it with other well-established 
analytical methods. Three closed form solutions, proposed by Hsu and Forman (Hsu and 
Forman, 1975), Rich and Impellizzeri (Rich and Impellizzeri, 1977), Ball (Ball, 1995), are 
used for the comparison study. They are deliberately chosen as being typically 
representative of analytical predictions applied for varied si tuations from simply elastic 
unloading to complex reverse yie lding. 
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A specImen (plate) used for the current comparison study is defined with an outside 
diameter of 40 nun and an initial 8.73 mm diameter hole followed by 4% hole cold 
expansion. The mechanical properties of the specimen are assumed as follows : Young's 
modulus E = 195 OPa, Poisson's ratio v = 0.295, hardening exponent n = 6.5 and yield 
stress CYy = 450 MPa, typical for medium-carbon steel (EN8). The mandrel is assumed to be 
elastic, with Young's modulus of210 OPa and Poisson's ratio of 0.3. It should be stated 
clearly that only the hoop residual stress is presented for all methods as it is generally 
recognised as the major contribution to the fatigue enhancement of components having 
cold expanded holes. The results based on the four models, including the present model, 
are presented in Fig. 4-9. 
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Figure 4-9 Comparison between four analytical predictions 
Careful observation of Fig. 4-9 leads to the following findings . Firstly, the Hsu and 
Forman solution clearly did not account for any reverse yielding, as it uses only elastic 
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unloading. Next, significant reverse yielding was predicted by Ball, Rich-Impellizzeri and 
the present solution, even though Rich and Impellizzeri only gave only a rough elastic-
plastic treatment of unloading. A slight difference in reverse-yielded zone and compressive 
residual stress field was found between the present model and Ball's solution. This 
difference is certainly due to the consequence of the boundary effect of the limited size of 
the plate. It is also found that using a plate that is finite in the model has a considerable 
influence on both the stress field and on the location of the elastic-plastic zone boundary, 
with both the present method and the Rich-Impellizzeri solution showing similar results. 
The boundary conditions of an infinite plate used in the Hsu-Forman and Ball solutions 
appear to underestimate these values considerably, at least in this case. The exact 
determination of the elastic-plastic boundary is very important in the design and spacing of 
hole locations (Poolsuk and Sharpe, 1978). The effect of the plate size should be taken into 
account if residual stress prediction with high accuracy and safe design are required. 
The currently presented model is well suited to a comparatively thin plate with a finite size 
and is closer to the real conditions compared with the other models. Firstly, most metallic 
materials used for mechanical structures follow elastic-nonlinear plastic models. Next, a 
cold-expanded hole exists in a finite plate rather than an infinite plate. So, the solution 
deduced from the infinite boundary conditions cannot describe well the situation with a 
finite size of plate. Further, it is generally accepted that using the Von Mises yield 
criterion could achieve better agreement between experimental and predicted results 
(Stacey and Webster, 1988; Calladine, 2000). Furthermore, a certain amount of constraint 
in the through-thickness direction is applied during hole cold expansion and significant 
deformation can be observed experimentally which suggests that the assumption of plane 
strain is inappropriate; plane stress solutions are better representative of this kind of 
problem (8all, 1995). Lastly, the cold expansion process inevitably involves the action of a 
mandrel that is deformable rather than rigid, as was accounted for in the present paper. 
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In summary, the closed-form elastic-plastic solution for predicting the residual stress 
distribution around a cold-expanded hole in a finite plate has been explicitly presented. A 
parametric study of the effects of interference ratio, plate size, Bauschinger parameter and 
hardening exponent on the final residual stress profile has been conducted and presented. 
Comparison is made with three other published analytical solutions and shows that the 
present prediction can better describe the effect of the hole cold expansion action. It 
provides a cheap, easy, quick and reasonably accurate solution for assessment of residual 
stresses in hole cold expansion plates. 
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5 Residual stresses in a hole cold expanded EN8 steel 
plate 
As described in Chapter 4, hole cold expansion is a widespread method of improving the 
fatigue resistance of fastener holes as the compressive hoop stresses created by the 
technique retard both crack initiation and propagation (Fitzpatrick and Edwards, 1998). In 
order to include the benefits from cold expansion in design calculations, a number of 
techniques have been studied and developed to quantity the effect in recent decades, 
making the problem ideal for evaluating the usefulness and potential of the newly-
developed contour method. For that purpose, a steel specimen subjected to 4% hole cold 
expansion was fabricated and a cross-sectional hoop stress profile was measured using the 
contour method. Other methods, such as analytical prediction, finite element simulation 
and X-ray diffraction measurement were also performed to validate the novel technique of 
the contour method. 
5.1 Material and specimen 
5.1.1 Material 
The material used for the hole cold expansion specimen is medium carbon steel BS 970 
080M40 (1983) widely used in industry, in which "080" means a plain carbon steel 
containing a mean manganese content (Mn) of 0.80%; M represents the requirement of 
meeting a mechanical property; "40" denotes a mean carbon content (C) of 0.40%. Its 
previously used name of EN8 (1955) is still retained because of its wide acceptance, long 
history and familiarity to peop Ie. The EN8 material was supplied in the form of hot rolled 
and cold drawn flat bar with a cross-section of 50 mm by 12.5 mm, meeting the 
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specification of British Standard 970 OSOM40 (ENS). Its nominal chemical composition 
and mechanical properties are given in Table 5-1 and Table 5-2 respectively. 
Table 5-1 Nominal chemical composition of BS 970 OSOM40 (by weight) 
Element C Si Mn S P 
Min. 0.36 0.10 0.60 
- -
Max. 0044 0040 1.00 0.05 0.05 
Table 5-2 Nominal mechanical properties of BS 970 080M40 
Name Tensile strength 0.2% proof stress Elongation after fracture 
Units MPa MPa % 
Min. 660 495 7 
As a prerequisite for the subsequent experimental, numerical and analytical studies, a 
tension-compression test of EN8 steel was conducted to obtain actual material elastic 
constants, strain-hardening characteristics and a true stress-strain curve. The cross-
sectional diameter was carefully chosen to balance the strength between the specimen and 
the Woods metal grip that fixed the specimen into the test system. On the one hand, the 
specimen should be strong enough to avoid premature buckling in compression or 
premature necking in tension. On the other hand, the applied force should not exceed the 
maximum capacity of 25 kN that the Woods metal grip is capable of bearing. The 5 mm in 
diameter was finalised for the specimen to meet both strength requirements. The M 12 
xl. 75 threaded-ends were designed to match the dimensions of the fixture of the test 
system, and the 20 mm uniform region was determined to accommodate the 17 mm long 
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extensometer. Finally, the test specimen was manufactured from a 50 mm x 12.5 mm flat 
blank, with its logitudinal axis along the rolling direcion, as shown in Fig. 5-1, which 
conforms to the standard of ASTM E 606. 
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Figure 5-1 Round section specimen for tension-compression test (unit: mm) 
Prior to the tension-compression test, a uniaxial tension test was taken to acquire the 
general trend and limits of the mechanical characteristics ofthe EN8, in which the ultimate 
tensile strength was found to be about 797 MPa with an elongation of 5.1 %. 
For the tension-compression test, the threaded ends of the specimen were connected to an 
Instron servo-hydraulic test machine, as illustrated in Fig. 5-2. In the middle of the 
specimen, a side extensometer with a gauge length of 17 mm was placed to monitor the 
strain response of the material at a strain rate of 6.7 xlO -5 s-I, which is the lowest rate to 
obtain a stable tension-compression curve based on the performance of the test machine 
used in our department. 
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Figure 5-2 Set-up for tension-compression test 
The uniaxial responses of the true stress versus the true strain measured are depicted in the 
following figures, coupled with the fitting curve for loading and the kinematic, isotropic, 
mixed hardening curves on unloading. Two sets of tension-compression test data are 
presented in Fig. 5-3 (a) and (b) respectively, one with a maximum loading strain of 0.026 
and the other with a maximum strain approximate to 0.051. It is noted that the change of 
the true stress corresponding to the true strain is presumably equal in tension and in 
compression. Further, the mechanical properties at issue are assumed to be homogenous, 
isotropic and elastic-plastic. 
The fitting curve for the monotonous elastic-plastic characteristics of the EN8 material is 
represented by the modified Ramberg-Osgood model (Budiansky, 1971) as fo llows : 
a for lal ~ a o E 
E = cr~ " ~ I (5 .1 ) 
for 101 ~ a 0 
E a o 
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where E is the true strain, <T is the true stress, E is the elastic modulus, <To is the yield stress 
and n is the strain hardening exponent. The yield stress was determined based on 0.2% 
strain offset, and the elastic modulus was calculated on the basis of linear least squares 
estimation. The mixed hardening curve for the unloading portion in Fig. 5-3 is the result of 
averaging the kinematic and isotropic hardening curves. 
It can be seen from Fig. 5-3 that the EN8 material does exhibit a strong Bauschinger effect, 
like most steels. Neither the kinematic hardening rule nor the isotropic hardening rule 
describes exactly the actual EN8 hardening characteristics. Neverthelcss, both hardening 
models bound the Bauschinger effect of the EN8, which falls almost in the middle of the 
kinematic and isotropic hardening curves, very close to the mixed hardening curve shown 
in Fig. 5-3. In summary, the measured EN8 mechanical properties are dctailed in Table 
5-3. 
Table 5-3 Measured mechanical properties ofEN8 (080M40) 
0.2% yield stress Elastic modulus Poisson's ratio Strain hardening 
<TO.2% (MPa) E (GPa) Jl Exponent, n 
450 195 0.295 6.5 
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5.1.2 Specimen 
The specimen u ed for the study of the contour method was 100 mm long, 40 mm wide 
and 12.5 mm thick, containing a 4% cold expanded hole, as shown in Fig. 5.4. It was 
machined from a cold-drawn flat bar blank with a cross section of 50 mm x 12.5 mm such 
that its longitudinal axis was aligned with the rolling direction of the blank. An initial 
S.73 mm diameter hole was achieved by drilling and reaming in the centre of the specimen 
followed by 4% cold expansion using a conventional FTI technique, as illustrated In 
Fig. 5-5 . The retained diameter after cold-expansion was about 9 mm on average. 
I 
Thickness : l2.5mm I <P8.73mm fullowed 
____________ -eY_4~:O~:~:~~ ~ ,- ' ~ 
......., 
S 
S I Cl 
i <:t 
I 
1 OOmm (length) 
Figure 5-4 Detailed specimen configuration 
Figure 5-5 Hole cold expanded ENS steel plate 
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As seen in Fig. 5-5, annular marks on the exit surface of the specimen were observed. This 
is due to the constraint action of the FTI tool set against the movement of the specimen 
during hole expansion. 
5.2 Measurement of residual stresses using the contour method 
Application of the contour method basically consists of four procedures: specimen cutting, 
surface contour measurement, data analysis and finite element analysis, which will be 
detailed in the following context. 
5.2.1 Specimen cutting and contour measuring 
The specimen cutting was performed by 600 Group Company using a FANUC Alpha 1 iA 
electric discharge machine fed with 0.1 mm diameter standard brass wire. The specimen 
was cut across the hole centre at the half length of the specimen. However, complete 
details of the cutting process are not known. The cut slot was measured to be about 0.22 
mm after the cut and the expected accuracy given by the company was +1- 5 /lm. 
After specimen cutting, the deformation profile of the cut surfaces was measured using a 
Mitutoyo Crystal Plus 574 CMM fitted with a 1 mm-diameter Renishaw probe, located in 
an air conditioned room in our department. The thermal compensation system was also 
activated during measurement to record the variation in temperature and correct the 
measurement automatically. The measurements were performed sequentially on the two 
cut surfaces with a uniform 0.25 mm-spaced square grid. Each cut surface was divided by 
the hole edge into two patches, and each patch, with an area of 12.5 mm by 15.5 mm, 
resulted in 3213 points, giving in total 6426 points on each surface. The datum plane and 
datum point referred to by the points to be measured can be specified randomly by 
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convenience. It i important to note that the measurement methodology should guarantee 
each pair of data to be averaged ideally in a mirror position, as explained in Chapter 3. In 
addition, the pecimen should be held steadily during measuring to avoid any movement 
and achieve correct mea urement of each point. Fig. 5-6 illustrates the scheme of the 
specimen clamping for the contour measurement using the CMM. 
Figure 5-6 General view of the specimen clamping for contour measurement 
Firstly, the fixing jig was tightly clamped to the CMM table, on which there are several 
female thread able to be used. Then the specimen was placed between the two holding 
blocks of the jig set and tightened in the screw vice. Two thermal sensors were connected 
to the pecimen to monitor the change in temperature during measuring. The measurement 
started from the front left corner and continued back and forth , advancing from left to 
right. 
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5.2.2 Data analysis 
Initially, trial FE calculations showed that the calculated stresses were highly sensitive to 
the error in the measured displacements and magnified the error a great deal. Smoothing of 
measured data to remove 'noise' in the data is thus imperative so that a high accuracy of 
stress evaluation can be achieved. In addition, some data at the edges of the specimen were 
"bad" due to imperfection of the specimen manufacturing and specimen cutting, or 
limitation of measurement using the CMM. These data must be removed and need 
extrapolating for replacement of the removed data. A commercial code, MATLAB R 12, 
was employed to perform the data analysis. 
Fig. 5-7 shows the raw data measured by CMM on the left cut plane and the right cut plane 
respectively before average. It can be seen that some measurements are out of the surface, 
and obviously they can't be used for any purpose. The measured displacements of the two 
cut surfaces need to be averaged for further analysis. As stated earlier, each pair of points 
to be averaged should be ideally in a mirror position, which can be achieved by proper 
arrangement of the measurement. The 'bad' data should be deleted from the data. Fig. 5-8 
displays three-dimensionally the averaged and measured data of the two patches separated 
by the cold expanded hole after removal of the bad data at the edges. The general view of 
deformation on the surface can be seen. The place in the neighbourhood of the hole has a 
higher value, suggesting the compressive stress. By contrast, the lower value indicates the 
tensile stress, which is in the far-field of the hole. The peak-to-valley amplitude for the left 
patch was approximately 53 Jlm, and 36 Jlffi for the right patch. 
129 
0.47 
0.45 
I 0.43 
>< a 0.41 
8 U 0.39 
0.37 
12.5 
0.47 
0.45 
10.43 
a 0.41 
"8 
U 0.39 
0.37 
12.5 
6 
4 
Left Contour 
40 
Width. y(rrm) 
o 0 
Right Contour 
"~40 
35 
o o 
Width, y(rrm) 
Figure 5-7 Measured data of two sides by CMM 
Top: contour of the left plane; bottom: contour of the right plane 
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Figure 5-8 Averaged, removed and measured data of the two patches 
Filtering out the error in the measured data plays a key role in the data smoothing analysis. 
Bivariate Fourier fitting was adopted to smooth the measured data and remove the noise in 
the measurement Selection of proper fitting order is important, by balancing the accuracy 
and the smoothness, as stated in Chapter 2. This can be seen in Fig. 5-9, showing the 
relationship of the fitting accuracy and the Fourier fitting order. A 9th Fourier order was 
chosen to fit the mea ured contours for both patche of the surface, as an overly high order 
could capture the error rather than fit the trend of the data. The standard deviation of the 
left patch for 9th Fourier fitting was 0.20 J.1m, and 0.14 fll1l for the right patch. Then, the 
removed bad point were extrapolated using the coefficients available from the bivariate 
Fourier fitting of the valid data. Finally, the smoothed and extrapolated data are shown in 
Fig. 5-10. 
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5.2.3 Finite element analysis 
Half the specimen wa modelled to evaluate the residual stress profile on the cut plane of 
interest based on the measured displacements. The 3D FE geometry model was 
characterised by a thickness of 12.5 mm, a width of 40 mm, a length of 50 mm (half 
pecimen), and a 9 mm-diameter cold expanded hole, as shown in Fig. 5-11 (a). The plane 
aero s the hole centre, which represents the cut plane, was assumed to be flat. A 0.5 mm x 
0.5 mm mesh scheme with 8-node brick elements was applied to the model as seen in Fig. 
5-11 (b). The averaged, extrapolated and smoothed displacements, regarded as boundary 
conditions, were carefully arranged to fit the meshed nodes of the cut plane on the FE 
model. The elastic con tants of the EN8 material were 195 GPa for Young's modulus and 
0.295 for Poisson's ratio as measured in our laboratory, and given in Table 5-3. A 
commercial FE code, ABAQUS 6.3, was employed to conduct the geometry modelling and 
the linear FE solution . 
(a) geometry of the model (b) meshed model 
Figure 5-11 3D FE model used in the contour method 
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5.2.4 Result and discussion 
A through-thickne hoop stress profile across the cold expanded hole was obtained from 
the FEA, a illustrated in Fig. 5-1 2, and the well-known hoop stress distribution for the 
cold expansion problem can be seen. The stress near the hole is compressive and the 
stres far from the hole is tensile. It is also found that the stress distributions at the two 
sides of the hole are not symmetrical. This is partly because the sp lit of the sp li t-s leeve was 
not placed exactly at the longitudinal direction of the plate. In addition, it is like ly that the 
pulling force exerted manually was not precisely along the hole axis. Any deviation of the 
pulling force from the central axis of the hole will probably produce an asymmetry of the 
stress profile around the hole more or less. It is felt from Fig. 5-12 that the tensile stres es 
around the four comer seems to be overestimated, and this is likely attributed to irregular 
cutting near the comers. However, the detail of the cutting was not clear, and thus the 
cutting-induced error cannot be estimated in this case. 
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Figure 5-12 2D hoop stress map measured by the contour method 
The hoop tre ses with respect to the distance from the hole centre at the specified 
thicknesses from the entry surface are plotted in Fig. 5-13. It can be seen that rever e 
yielding in the vicinity of the hole was measured by the contour method . The stress at the 
entry urface i less compres ive than the stress at the exit surface; and the stress at the 
m idd Ie of the th ickne s is most compressive. 
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Figure 5-13 Hoop stresses at specified thickness locations 
5.3 Analytical prediction 
Analytical prediction of residual stresses for hole cold expansion problems still remains 
attractive due to the advantages of quick generation of results, ease of parameter study and 
low cost. This subject has been investigated for decades based on varied assumptions that 
are substantially different, as described in Chapter 4. The closed form equations given in 
Chapter 4 consist of two analytical steps: a loading step in which a certain amount of 
uniform radial expansion is applied to the hole edge, and an unloading step in which 
equations are developed in the exact same manner as the first step except the yielding 
criterion. The analytical model presented in Chapter 4 will be used to evaluate the residual 
stress profile resulting from the hole cold expansion process because it is generally more 
representative of the actual conditions applied in the current specimen under study. The 
assumptions implemented in the model primarily include plane stress conditions, the Von 
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Mises yield criterion, fin ite size boundary conditions, elastic-non linear plastic loading and 
unloading, and elastic defonnation of the mandrel. The specimen at issue is shown in Fig. 
5-5, but its rectangular shape is simplified as a circle with radius of 20 mm so that it is 
suitable for the situation which the analytical model is capable of handling. The 
mechanical properties employed in the analytical prediction are given in Table 5-3. The 
hoop stress and radial stress evaluated from the two typ ical harden ing conditions, 
kinematic hardening and isotropic hardening, are calculated and disp layed in Fig. 5- 14. 
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Figure 5-14 Hoop and radial stress profi les predicted by the analytical model 
It is clear that the hardening conditions have a signi ficant impact on the stress profiles, 
particularly on the reverse yie lding stress. The isotropic hardening predicts much more 
compressive stresses than the kinematic hardening does. For instance, the maximum hoop 
compressive stress reaches 859 MPa for the isotropic hardening condition, but only 
504 MPa for the kinematic hardening condition. The radia l stresses are always 
compressive throughout, and equal to zero at the two edges, as wou Id be expected. 
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5.4 Finite element simulation 
A complete FE simulation of the hole cold expansion process for the EN8 plate, including 
2D simulation, simple 3D simulation and complex 3D contact simulation, has been carried 
out to evaluate the residual stress profiles resulting from the process (Zhang et aI., 2002). 
The 2D simulation of the hole cold expansion process is simplified to uniform radial 
expansion of a hole to a specified level, and inevitably leads to an identical stress 
distribution through thickness. The 3D simple simulation of the hole cold expansion 
process also assumes uniform radial expansion of a hole, and only the half-thickness 
variation in stress is captured. Neither the 2D simulation nor even the simple 3D 
simulation is capable of predicting the full 3D stress pattern of the hole cold expansion 
process. A 3D contact simulation includes both plate and mandrel and is considered to be 
closest to the actual cold expansion process, which will be presentcd as follows. 
The 3D contact model consists of two parts: a platc and a mandrel as detailed in Fig. 5-4 
and 5-15 respectively. The split sleeve in this case was simplified by adding its thickness to 
the radius of the mandrel. A quarter of the plate and mandrel combination was simulated, 
taking advantage of the symmetry of the system and thus saving a huge amount of memory 
and CPU time. The mesh was characterized by 3D 8-node linear brick elements with 
reduced integration and hourglass control. The mandrel was initially positioned just in 
touch with the plate surface, as illustrated in Fig. 5-16. A 5 mm blend radius at the 
intersection of the taper portion and cylinder portion of the mandrel was selected for a 
smoother geometry transition to overcome the convergence difficulty incurred during the 
movement of the mandrel though the hole. In addition, friction between mandrel and hole 
edge was attempted, but failed, due to poor convergence and extensive CPU time needed. 
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Figure 5-1 5 Mandrel configuration details used for the 3D contact model 
.. 
Figure 5-1 6 Initial position ofthe plate and the mandrel 
Simulation of the cold expansion process was achieved by applying a displacement as a 
boundary condition to the mandrel front face step by step, which models the movement of 
the mandrel along its central axis. The displacement is renewed in every single load step so 
as to pull the mandrel through the hole. The 16 load steps were designed to withdraw the 
mandrel out of the hole with a total displacement of 31 mm. Another two load steps were 
additionally implemented to release the constraint on the ex it surface of the plate, and the 
constraint on the plate short edge, which were applied as initial boundary conditions 
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beforehand and intended to simulate the actual cold expansion action as performed in our 
workshop. Both nonlinear isotropic and nonlinear kinematic hardening rules were taken 
into account in each case. 
A plot of hoop residual stresses on the transverse surface of the plate predicted by the 
kinematic and isotropic hardening models is illustrated in Fig. 5-17. It is obvious that the 
3D contact simulation is capable of predicting the variation in hoop stresses through the 
thickness of the plate. Stresses are compressive in the near field of the hole and tensile in 
the far field of the hole. The location of the most compression predicted by the kinematic 
hardening is further away from the hole than the most compressive place obtained from the 
isotropic hardening. In spite of the smaller area of compression, the isotropic hardening 
model gives higher values of compressive stress and tensile stress than the kinematic 
hardening model, particularly for the compressive stress. The maximum compressive 
stress reaches 758 MPa for the isotropic hardening, but only 466 MPa for the kinematic 
hardening. 
However, clear details can be found from a line plot of the hoop stresses as a function of 
distance from the hole edge at the entry, middle and exit surfaces, as shown in Fig. 5-18. It 
can be seen that the most compressive stress occurs around the middle plane. Furthermore, 
the level of the compression in the neighbourhood of the hole is higher at the exit surface 
than at the entry surface. Additionally, much higher compressive hoop stresses are 
observed, especially at the middle plane, when predicted by isotropic hardening in 
comparison with kinematic hardening. 
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Figure 5-17 Contour plot of hoop stresses predicted by 3D contact FEA 
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Figure 5-1 9 Contour plot of radial stresses predicted by 3D contact FEA 
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Similarly, the contour plot of the radial residual stresses predicted by the kinematic and 
isotropic hardening models is displayed in Fig. 5-19, and the line plot of them as a function 
of distance from the hole edge is depicted in Fig. 5-20 at the entry, middle and ex it 
surfaces. Clearly, the variation in radial stresses through the thickness of the plate is 
predicted. It shows generally compressive stress profiles through the thickness. In addition , 
the stresses at the hole edge and the plate edge are zero, as expected. 
5.5 X-ray diffraction measurement 
The initial X-ray measurement of the specimen prior to hole cold expansion howed there 
were highly compressive residual stresses on the surfaces as illustrated in Fig. 5-21. The 
average compressive stress in the rolling direction was approximately 94 MPa, and 
251 MPa in the transverse direction. This high compressive res idual tress is mainly 
attributed to the mechanical grinding of the surface during specimen machining. However, 
the stressed near surface layer can be eliminated by chemical etching using ac id 
dissolution. 
ro 
200~------------------------------~ 
- . - rolling direction, average stress = -94 MPa 
100 - e - transverse direction, average stress = -251 MP 
~ O~------------------------~~~~~ 
(/) 
(/) ~ -100 
-(/) 
ro -200 
::J 
'0 
. iii 
~ -300 
~OO+---~--~--~--~--~--~--~~ 
o 10 20 30 40 
Distance along tranverse direction (mm) 
Figure 5-21 Surface stresses prior to cold expan ion 
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In order to fac ilitate good quality of X-ray diffraction, the sample was e lectrolytically 
polished by means of a mixture of phosphoric acid, sulphuric acid and di tilled water, with 
a volume ratio 2 : 1:1. The current was controlled at around 3 mN mm2 to minimise surface 
pitting. A thicknes of about 0.1 mm on each side was eventually removed including the 
chemicall y etched layer. A study on the effect of the etching and electropolishing processes 
was also performed and indicated that the stress measured on the etched surface was 
underestimated by up to 200 MPa in tension far from the hole edge and 50 MPa in 
compression near the hole edge, in comparison with the stress mea ured on the 
electropolished surface, as detailed in Fig. 5-22. It is mainly because the pitting or porosity 
resulting from etching process makes X-ray diffraction imperfect. 
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Figure 5-22 Hoop stresses measured on the etched and electropoli hed urfaces 
The X-ray measurements were made on both the entry and ex it surfaces of the hole cold 
expanded plate. An XSTRESS 3000 X-ray diffractometer with a chromium (Cr K-a.) 
radiation tube and <1>1 mm collimator was used, which has a better resolution of 
measurement than <1>2 mm and <1>3 mm collimators. Lattice spac ings on the {2 11 } 
di ffracting planes at an angle of ~156 .4 ° were measured by the lfI-method w ith a tota l of 
twelve lfI-tilts ( ix positive and six negati ve tilts) between -45° and +45°. A measurement, 
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with additional 'I' -oscillations of ±20 around each specified 'I' -tilt, was conducted and 
showed no benefit to the measured results. Stress evaluation was based on a Young's 
modulus of 211 GPa and Possion's ratio of 0.3 given by the X-ray analysis software used 
for the {211} plane, which are slightly different with the values of bulk materials 
measured, together with the plane stress assumption due to the shallow penetration dcpth 
of X-rays in metallic materials. The X-ray measurement parameters for the EN8 (Fe 
ferrite) specimen using chromium radiation (wavelength - 2.289 A) are summarised in 
Table 5-4 below. 
Table 5-4 X-ray diffraction parameters for EN8 stcel 
Measurement method \II Tube radiation Cr K-a. 
Calibration powder a. Fe a. Fe powder lattice 0.28662 nm 
material spacmg 
Miller indices (hkl) 211 Diffraction angle (28) 156.4° 
Poisson's ratio 0.3 Young's modulus 211 GPa 
Peak shift Cross- Min. exposure time (<l>l 20 s 
determination correlation mm collimator) 
Typical calibrated stress -4±4 MPa Background subtraction constant 
'V inclination angle _45°-+45° 'V-oscillation ±00 
'V tilt number: 6/6 Typical Calibrated 10mm 
negative/positive distance 
<I> angles 0°, 90° <l>-oscillation Inumber ±Oo/O 
X-ray operating 30kY Time for single point 8 min. 
voltage measurement 
X-ray operating current 7mA 
Fig. 5-23 illustrates the X-ray measurement result with twelve 'I' -tilts for one point. The 
left half of the window displays the relationship of measured lattice plane d vs. sin 2 'I' 
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with ix negati ve tilts and six positive tilts respectively. The linearity of d vs. sin 2 If.' is 
clearly presented in this example. Below the graph are the evaluated stress and the error in 
MPa. The error is calculated by averaging the values of the error bars of two lines (based 
on the negati ve til ts and positive tilts separately). The right half of the window lists a table 
of twe lve re ult containing tilt angle (psi), peak shifts of the two detectors (A and B) in 
pixe ls (shift A, hift B), lattice spacing ( d (nm)), full width at half-maximum intensity 
(fwhm) in degrees, and the average intensity (1m) of the maximum intensities of the two 
detectors. 
d(sin2psi) pti 
0.1016 .------ro ---- -- ~-- --- - .-- ----
·17.8 -1.45 .Q.82 0..1170.71 2 2.37 50.3 , , , 
, , , 
·25.6 -0.99 .Q.22 0.1170745 2.31 56.9 ' , , 
0.11113 ' , , ·31 .9 '() 47 0.14 0.1170772 2.35 565 ------,·-----r-----· ,-- ----
·37.6 '()56 0..55 0..1170782 238 57.1 ' , , , , , 
·43.0. 0.19 1.62 0.1 170838 2 47 549 ' , , 
Q.tn1D 0.0. 0.00 0..00 0..1170.782 237 470. 
17.8 1.44 2.30 0..1170898 238 51.8 
25.6 1.68 3.14 0..1170932 2.31 505 
D.lt1tIf 
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Figure 5-23 An example of an X-ray measurement result 
Fig. 5-24 how typical intensity profiles captured from the two detectors before 
background ubtraction . The location or shift of the peak is determined using the global 
peak shift method of cro -correlation (Lu et aI. , 1996), which employs the whole 
informati on from the inten ity profiles. 
145 
Figure 5-24 Intensity curves received from the two detectors 
before background subtraction 
The hoop and radial stress distributions along the transverse direction of the specimen, 
measured by the X-ray sin 2'1/ technique, at the entry surface and the exit surface with 
respect to the distance from the hole edge are detailed in Fig. 5-25 and Fig. 5-26 
respectively. 
It can be seen from Fig. 5-25 that the reverse yielding is clearly measured at both entry and 
exit surfaces, and hoop stress profiles are compressive in the near field of the hole and 
tensile in the far field. The location of the reverse yielding on the entry surface is around 
4 mm from the hole edge with maximum compressive hoop stress of ~31 0 MPa. The 
position of the reverse yielding on the exit surface is approximately 2 mm with maximum 
compressive hoop stress up to 400 MPa. In comparison, the exit surface has a smaller area 
of reverse yielding, but higher compressive stress than the entry surface. It is interesting to 
find that the stress profiles for both surfaces coincide almost from the distance of 4 mm to 
the hole edge onward, which is nearly the location of the reverse yielding on the entry 
surface. The division between the compressive and tensile stress fields for the two surfaces 
is about 7.2 mOl from the hole edge where the hoop stresses are zero. The elastic-plastic 
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boundary is in the neighbourhood of 13 mm, at which tensile stresses on both surfaces 
simultaneously arrive at a maximum of almost 340 MPa. 
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Figure 5-25 Hoop stress profiles at entry and exit surfaces 
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Figure 5-26 Radial stress profiles at entry and exit surfaces 
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It can be seen in Fig. 5-26 that the radial stresses at the entry and exit surfaces are not 
always compressive. The most compressive radial stresses, around 350 MPa, occur in the 
vicinity of 4.5 mm for both surfaces. The tensile stress at the entry face is observed in the 
near-field and far-field from the hole edge. 
5.6 Discussion 
The residual stress resulting from the hole cold expansion process has been investigated in 
a number of different ways: the contour method, analytical prediction, finite element 
simulation, and X-ray diffraction measurement. The primary motivation for the variety of 
study of the subject is to validate by comparison the novel residual stress measurement 
technique - the contour method. The hoop stress in the hole cold expanded plate is used 
for the validation study because it is generally considered as the dominant factor that 
contributes to the crack initiation and crack propagation at fastener holes. The comparisons 
between the contour method and three other techniques: analytical prediction, finite 
element simulation, X-ray measurement, in terms of hoop stress field, are illustrated in Fig. 
5-27, Fig. 5-28 and Fig. 5-29 separately. It has to be pointed out that the hoop stress profile 
used for the compassion is the averaged results from two sides of the hole shown in Fig. 5-
13. The hoop stress profiles obtained from the contour method at the entry, middle and exit 
surfaces will be employed throughout the comparison. In addition, only a line plot will be 
used for the comparison since it gives a clearer view for examination and discloses more 
accurate information. 
It is known that the analytical method only gives a single stress distribution through the 
thickness as it relies upon two-dimensional conditions. As seen in Fig. 5-27, general trend 
agreement between the two methods is reached. The hoop stress evaluated by the analytical 
prediction with the kinematic hardening assumption is in good agreement with the tensile 
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stresses at the entry and exit surfaces, and close to the compressive stress at the middle 
surface, as determined by the contour method. On the other hand, deviation from both 
techniques is also indicated. One of the error sources is obviously attributed to the 
assumptions used in the analytical model that inherently cannot account for three-
dimensional stress states. On the other hand, the cutting-induced error in the contour-
method measurement is questionable. The data smoothing and extrapolation also add the 
error. Based on the tension-compression test of EN8 steel, neither kinematic nor isotropic 
hardening models exactly characterises the hardening response. The kinematic hardening 
assumption used in the analytical model contributes an additional error. 
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Figure 5-27 Comparison between contour method and analytical prediction 
The hoop stress fields at the entry, middle and exit surfaces predicted by the 3D contact 
finite element simulation in combination with the kinematic hardening assumption are 
displayed in Fig. 5-28. A general agreement in hoop stresses obtained from both 
techniques can be seen. The tensile stress predicted by the FEA is in between the tensile 
stresses at the surfaces and at the middle measured by the contour method. The magnitudes 
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of compressive stresses also have a general agreement. Nevertheless, the predicted and 
measured re erse yielding locations appear divergent. The errors, as mentioned above, are 
attributed to a variety of factors: cutting flatness, data reduction , and the hardening 
assumption used in the FE simulation. 
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Figure 5-28 Comparison between contour method and finite element simulation 
X-ray diffraction is known to enable surface stresses to be evaluated, and therefore thc 
hoop stresses at the entry and the exit surfaces were measured, as depicted in Fig. 5-29. 
Similar to the previous comparisons, a generally good agreement is obtained, and a better 
match is observed for the tensile stresses at or near the surfaces, exc luding the region near 
the edge. However, deviations for the compressive stresses are clearly indicated, and 
generally recognised as arising from the cutting error. 
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Figure 5-29 Comparison between contour method and X-ray diffraction 
5.7 Conclusion 
The potential of the newly invented residual stress measurement technique of the contour 
method has been explored on an EN8 steel plate subjected to 4% hole cold expansion. 
Although the contour method only enables the determination of the residual hoop stress 
with one cut, it provides sufficient information for the prediction of crack initiation and 
growth for the cold expansion problem. The following conclusions can be drawn based on 
the series of studies above. 
• The measurement of a cross-sectional hoop stress profile in the hole cold expanded 
EN8 steel plate has been performed using the contour method. The result shows the 
expected variation of compression near the hole and tension in the far-field , and 
correctly identifies the stress difference through thickness. 
• The peak-to-valley amplitude of measured contours is ~ 45 Mm and the standard 
deviation of Fourier fitting is ~ 0.2 Mm. It is felt that the cutting is not quite fl at, 
particularly in the vicinity of edges and possibly near the hole as well. The detailed 
information about wire EDM of the EN8 specimen are little known, and the cutting-
lSI 
induced error, thus, cannot be given here. However, the flat cutting is found to be 
critical to achieve accurate stress measurement for the contour method and needs 
studying further. 
• For comparison and validation purposes, other methods such as analytical prediction, 
finite element simulation and X-ray diffraction measurement were also conducted to 
evaluate the effect of the hole cold expansion process in the specimen. The comparison 
studies indicate that the hoop residual stress measured by the contour method is in 
broad agreement with the three other techniques, and the differences among them were 
given in Section 5.6. 
5.8 References 
[1] Budiansky, B. (1971). An exact solution to an elastic-plastic stress concentration 
problem. Prikladnaya Matematika i Physik, Vol. 35 (I), pp. 40-48. 
[2] Fitzpatrick, M. E. and Edwards, L. (1998). Fatigue Crack/Residual Stress Field 
Interactions and Their Implications for Damage-Tolerant Design. Journal of Materials 
Engineering and Performance, Vol. 7 (2), pp. 190-198. 
[3] Lu, J., James, M. and Roy, G. (1996). Handbook of measurement of residual stresses. 
Lilburn, Georgia, USA, The Fairmont Press, Inc. 
[4] Zhang, Y., Edwards, L. and Fitzpatrick, M. E. (2002). Finite element simulation of 
hole cold expansion process in EN8 steel plates. Proceedings of the Sixteenth ABAQUS 
UK User Group Conference, 12-13 Nov., Warrington, UK. 
152 
6 Determination of residual stresses in hole cold 
expanded 7475-T7351 aluminium alloy plates using 
the contour method 
In this chapter, the contour method is demonstrated on a 7475-T7351 aluminium alloy 
subjected to 4% hole cold expansion. The experimental aspects of the contour method will 
be focused on with a particular emphasis on the analysis of the effects of the cutting 
orientation and the presence of the hole. 
6.1 Material and specimen details 
6.1.1 Material 
The 7475-T7351 aluminium alloy belongs to the AI-Zn-Mg-Cu (Cu containing) 7000 
series alloys having high strength, and is widely used in aircraft structures, typically in 
fuselage and wing skins. The T7351 treatment involves solution treatment at 470°C, water 
quenching and controlled stretching from ~2% followed by artificial ageing in two stages: 
first at 121°C for 25 h and secondly at 163°C for a period of 24-30 h. The nominal 
chemical components of7475-T7351 aluminium alloy are give in Table 6-1 (ASM, 1979). 
Table 6-1 Chemical components of7475-T7351 aluminium alloy (Wt%) 
Cr Cu Fe Mg Mn Si Ti Zn Al 
0.18-0.25 1.2-1.9 <0.12 1.9-2.6 <0.06 <0.1 <0.06 5.2-6.2 Bal 
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The mechanical properties of the 7475-T7351 aluminium alloy are listed in Table 6-2 
(MIL-HDBK-5H, 1998). 
Table 6-2 Mechanical properties of 7475-T7351 aluminium alloy 
Name Units Value 
Ultimate tensile strength in L-dir. MPa 483 
Ultimate tensile strength in LT -dir. MPa 490 
Ultimate tensile strength in ST -dir. MPa 455 
Tensile yield strength in L-dir. MPa 406.8 
Tensile yield strength in LT-dir. MPa 413.7 
Tensile yield strength in ST -dir. MPa 372.3 
Compressive yield strength in L-dir. MPa 399.9 
Compressive yield strength in LT -dir. MPa 420.6 
Compressive yield strength in ST -dir. MPa 427.5 
Ultimate shear strength, L-LY plane MPa 283 
Tensile elastic modulus in L-dir. MPa 71000 
Compressive elastic modulus in L-dir. MPa 73100 
Shear modulus (inplane: L-LT) MPa 26890 
Poisson ration (inplane :L-LT) 0.33 
6.1.2 Specimen 
The specimen under study was 100 mm long, 40 mm wide and 16 mm thick, containing a 
4% cold expanded hole, and its longitudinal axis was aligned with the rolling direction of 
the blank, as illustrated in Fig. 6-1. An initial nominal 8.73 mm diamtcr hole was achieved 
by drilling and reaming in the centre of the specimen followed by 4% cold expansion using 
a conventional FTI technique. Annular marks and plastic deformation on the exit surface of 
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the specimen due to the constraint action of the FTI too l set against the movement of the 
specimen during hole expanding were visually observed, but are not shown here. 
I 
Thickness: 16 mm I I <l>8.73mm fo llowed by ,.-., ..c $ 4% cold expans ion ~ . ~ 
'-' 
- ._-_._-_._._-_._-_. -; -~ _._._-_._._._._-_.-
~ 
I ~ 
i , 
; 
IOOmm (length) 
Figure 6-1 Configuration of specimen with 4% hole cold expans ion 
Two hole cold expansion specimens were prepared and designed to be cut acro the 
thickness and the width respectively to examine the effect of the cutting orientation and the 
hole on the cutting flatness , as illustrated in Fig. 6-2. 
(a) (b) 
Figure 6-2 Schematic illustration of cutting orientation 
(a) cross-thickness cut (b) cross-width cut 
The detailed information of the specimens before and after cold expansion IS gIven 111 
Table 6-3 . The two pecimens have a slight difference in expansion ratio, in spite of t.he 
same dimension of initial holes, suggesting the possibi lity of difference in magnitude of 
stress. Thi i probably owing to the variation in thickness of the disposab le sp lit-sleeve 
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used individually in expansion of the two specimens. It is deduced, on the basis of the 
retained expansion ratio, that the specimen to be cut crossing the thickness would contain 
higher stress values than the specimen to be cut crossing the width. 
Table 6-3 Details of specimens to be cut 
Cross-thickness Cross-width Average 
cut specimen cut specimen 
Initial hole diameter 8.726 mm 8.726 mm 8.726 mm 
Post-expansion diameter 8.945 mm 8.933 mm 8.939 mm 
Max. nominal mandrel 9.08mm 9.08mm 9.0Smm 
diameter (including sleeve) 
Retained expansion 62% 58% 60% 
Spring back 38% 42% 40% 
6.2 Measurement of residual stresses using the contour method 
6.2.1 Specimen cutting 
Two specimens were cut across the hole centre along the transverse direction of the plate, 
at the middle length, respectively, one of which was sectioned across the thickness and the 
other across the width. As discussed in Chapter 5, flat cutting is critical for the contour 
method to achieve a high accuracy of stress measurement. There are a couple of ways 
worth mentioning to achieve this. Firstly, steady clamping of the specimen to avoid its 
movement is important to keep cutting straight. In addition, selection of correct parameters 
for the wire EDM is vital to make a flat surface. Nowadays, modem computerised wire 
EDM tends to offer more flexible operations for surface machining. However, this 
flexibility increases the complexity of the proper selection of operation parameters and 
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requires more experiments. Other factors such as material properties and specimen 
geometry also have an influence on the choice of cutting parameters. It is felt that the 
presence of the hole in the specimen and cutting orientation may affect the cutting quality. 
To prove this, two additional specimens having a plain hole without cold expansion were 
cut in two different directions: across the thickness and across the width respectively, 
corresponding to the hole cold expanded plates. A FANUC ROBOCUT a-OiB wire 
electric discharge machine located in our workshop was used for all cuttings, fed with <\>0.1 
mm bare brass wire. A specially designed jig was used to clamp the specimen tightly. The 
specimen together with the fixing jig were submerged in a circulating deionized liquid tank 
during the cutting. 
6.2.2 Contour measuring 
After specimen cutting, the deformation profile of the cut surfaces was measured using a 
Mitutoyo Crystal Plus 574 CMM fitted with a 1 mm-diameter Renishaw probe, locatcd at 
an air conditioned room in our department. The measurements were perfom1cd 
sequentially on the two cut surfaces with a uniform 0.25 mm-spaced square grid. Each cut 
surface was divided by the hole into two patches, and each patch with an area of 16 mm by 
15.5 mm resulted in 4095 points, giving in total 8190 points at each surface. Fig. 6-3 
illustrates the scheme of the specimen clamping for specimen measurement using the 
CMM, similar to the EN8 plate in Chapter 5. 
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Figure 6-3 Set-up for CMM contour measurement 
6.2.3 Data analysis 
A discussed earl ier, data moothing to minimise the noise arising from the experimenta l 
procedure of specimen cutting and contour measurement is vital to achieve a desirable 
accuracy of tre s mea urement, as the calculated stre s from FEA magnifie the noi e 
greatly. Other data processes, such as removal of bad data at or near the edge and 
extrapolation of the removed data, are also important. Aga in , the commercial code 
MA TLAB R 12 wa employed to perform the data analysis. 
Firstly, the mea ured di placements of the two corresponding cut surface should be 
averaged. Then, the averaged data can be plotted three-dimensionally to examine the 
overall look of the mea ured data. Some of the measured data at the edges, where the probe 
may fa ll out of the urface during CMM measuring, must be removed, a the casc for 
dea ling with the EN8 pecimen described in Chapter 5. Fig. 6-4 display the averaged, 
removed and mea ured data of the specimen cut across the thickne s, and Fig. 6-5 for the 
specimen cut aero the width. 
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A general view of the deformation on the cut surface can be seen and discloses very usefu I 
information. In the neighbourhood of the hole there are higher values of measured 
displacements which suggests the presence of compressive stresses. By contrast, the lower 
values of the measured displacements indicate tensile stresses, in the far-field from the 
hole. The cross-thickness cut specimen has a peak-to-valley amplitude of about 98 11m for 
the left patch, and approximately 68 Ilm for the right patch. The cross-width cut specimen 
has a peak-to-valley amplitude of - 90 11m for the left patch, and - 56 Ilm for the right 
patch. 
The scheme of data smoothing or fitting can vary depending on the data profile and 
availability of fitting functions. The bivariate Fourier fitting used in the EN8 steel 
specimen described in Chapter 5 is also applicable to the 7475-T7351 aluminium alloy 
specimen. Here, we will explore a more flexible technique to smooth scattered 
measurements: bivariate running average, one of the non-parametric smooth techniques. It 
is based on the principle where the middle value of three adjacent data is replaced by the 
average of the three. The advantages of the smoothing method are that it is simple, flexible, 
straightforward, robust and effective. Moreover, as the running average is non-parametric, 
the measured data do not necessarily fit a particular mathematical function and can be 
smoothed as many times as required. In addition, the smoothing can be performed in either 
dimension of data and can be different in the number of smoothing times. Ilowcvcr, it is 
desirable that the measured data are less noisy. The standard deviation of smoothing for the 
left patch of the cross-thickness specimen was 0.69 J.U11, 0.84 Jlm for the right patch, and 
0.77 J.U11 for average of both patches. The standard deviation of smooth ing for the left patch 
of the cross-width specimen was 0.62 J.U11, 0.79 J.U11 for the right patch, and o. 71 ~lm for 
average of both patches. In addition, the measurement error was - 3 ~lm for all specimens. 
The information about the contour measurement and the smoothing accuracy of two 
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specimens were detailed in Table 6-4. Extrapo lation f th r m 
with the spline function avai lab le in MA TLAB. ig. -6 sll \i S III sm( III 'u lIll I 
extrapolated data for the cross-thicknes cut pecimcn , and ' ig. )-7 ~ rIll ' ' '" ss-\\' idth ' III 
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Table 6-4 Detai ls of contour mea urement fI r h I 
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Figure 6-7 Averaged, extrapolated and smoothed data for cross-width cut 
6.2.4 Finite element analysis 
Half the specimen was modelled to analyse the residual stress profile on the cut plane of 
interest based on the measured deformation . The 3D FE model of the expanded spec imen 
was characterised by a thickness of 16 mm, a width of 40 mm, a length of 50 mm (half 
specimen), and a 9 mm-diameter cold expanded hole, as shown in Fig. 6-8 (a). The 3D FE 
model of the non-expanded specimen simplifies the hole diameter of exactly 8. 73 mm to 
9 mm and thus has the same geometrical model as the expanded specimen. The plane 
across the hole centre, which represents the cut plane, was assumed to be fl at. A 0 .5 mm x 
0.5 mm mesh scheme w ith 8-node brick elements was applied to the model, as seen in Fig. 
6-8 (b). The averaged, extrapolated and smoothed surface deform ation, regarded as 
disp lacement boundary conditions, were carefully arranged to fit the meshed node of the 
cut p lane on the FE mode l. The elastic constants of the AL7475-T735 I mate ria l were 7 1 
GPa fo r Young's modulus and 0 .33 for Poisson 's ratio, as g iven in Table 6-2. ABAQUS 
6.3 was employed to conduct the geometry modelling and the linear FE so lution. 
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Figure 6-8 FE model used in the contour method 
6.2.5 Results and discussion 
Through-thickne hoop tress profiles as a result of the hole cold expansion proce s we rc 
obtained, as illu trated in Fig. 6-9 for the cross-thickness cut specimen, and Fig. 6-10 for 
the cross-width cut pecimen. The well-known hoop stress distribution for the cold 
expansion problem is clearly indicated for both types of cuttings. The stre near the hole i 
compress ive and the tress far from the hole is tensile. The variation in hoop stre through 
the entire surface i a l 0 identifi ed. 
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Figure 6-9 Contour plot of hoop stress profile for the cro s-thickness cut spec imen 
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Figure 6-10 Contour plot of hoop stress profile for the cross-width cut specimen 
A line plot of the hoop stress profile with respect to the distance from the hole centre at 
specified thicknesses from the entry surface gives clear illustration and more detail. The 
stresses at the entry and exit surfaces are not plotted here since they are derived from the 
extrapolated displacements and may not be correct. It can be seen from Fig. 6-11 and Fig. 
6-12 that reverse yielding in the vicinity of the hole was measured by the contour method 
for both types of cut specimens. The through-thickness variation in hoop stresses is also 
clearly indicated. It is interesting to find that the boundary between compression and 
tension measured for both specimens are in excellent agreement, approximately 9.S mm 
from the hole centre. The tensile stresses are also in a fairly good agreement, varying 
around 90 MPa. On the other hand, deviation of the reverse-yielded stresses in magnitude 
is observed between the two specimens. The cross-thickness cut specimen shows higher 
values in compression than the cross-width cut specimen. This is partly due to, as 
described in Section 6.1.2, the higher expansion level actually applied to the cross-
thickness cut specimen, as inferred from the retained expansion ratio measured. 
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Figure 6-1 2 Line plot of hoop stress profile for the cross-width cut specimen 
Apart from the difference in expansion ratio, the cutting-induced error needs identify ing, 
and a cutting orientation may associate with the cutting flatness. To characterise the error, 
the plain hole specimens without cold expansion were used. As said earlier, the two plain 
hole specimens were cut crossing the thickness and width separately, in the exact fas hion 
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a their counterparts of the hole-expanded specimens. The surface flatness of the cro -
thickne pecimen without hole cold expansion was 1.9 Jlm for the left patch , 1.2 ~Lm for 
the right patch, and 1.55 J.tm for average of both patches. The surface flatnes of the cross-
width specimen without hole cold expansion was 1.2 Jlm for the left patch, 1.3 Jlm for the 
right patch, and 1.25 J.tm for average of both patches, as detailed in Tab le 6-5. This 
sugge ts the cro -width cutting yields a flatter, thus better quality, surface than the cro s-
thickness cutting, a een in Fig. 6-13 and Fig. 6-14. 
Table 6-5 Cut flatness of plain hole specimens 
Unit (J.lm) Cross-thickness cut Cross-width cut 
Left Right Average of Left Right Avcrage of 
patch patch two patches patch patch two patche 
Cut flatness 1.9 
0.464 
0.462 
0.460 
E 
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a 
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Figure 6-1 3 Mea ured contour at the mid-thickness for cross-thickness cutting 
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Figure 6-14 Measured contour at the mid-thickness for cross-width cutting 
Fig. 6-13 illustrates the contour measured at the mid-thickness of the cross-thickne s cut 
specimen and Fig. 6-14 shows the contour measured at the mid-thickness of the cro s-
width cut specimen. It can been seen from Fig. 6-13 and Fig. 6-14, the cros -width cutting 
indeed produced a much flatter plane than the cross-thickness cutting. It is, therefore, 
inferred that the stress evaluated for the cross-width specimen should he more accurate 
than the stress calculated for the cross-thickness specimen. It is also found that the worst 
surfaces appear near the hole and the edge for the cross-thickness cutting. 
The errors for the two plain hole specImens are depicted in Fig. 6-1 5 for the cro s-
thickness cut specimen, and in Fig. 6-16 for the cross-width cut specimen . They were 
evaluated based on the contour measurements on the cut surfaces of the plain hole 
specimens followed by data smoothing, respectively. It can be seen that a dramatic change 
in stress occurs at an area of approximate ly 3 mm away from the edges including the hole 
edges for both cutting situations. The stress profile induced by the cutting is not constant, 
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and vane 0 er the entire surface, particularly within the area 3 mm from the edges. It is 
found that the highest stress occurs at the edges for both cases and the cutting across the 
thickness induces higher stresses than the cutting across the width. In other words, the 
cross-width cutting produces a better surface quality, and hence a higher accuracy in the 
results, than the cross-thickness cutting. This phenomenon can partly explain why the 
stress near the hole for the cross-thickness cutting is higher than the stress for the cross-
width cutting. 
The errors averaged over the whole surfaces for both specimens are plotted along the width 
in Fig. 6-1 7 for clear view. The standard deviation of the cross-thickness cutting was 17 
MPa in average, and 4 MPa for the cross-width cutting 
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6.3 Conclusion 
The potential of the contour method to determine a cross-sectional hoop stress profile has 
been demonstrated on a 7475-T7351 aluminium alloy plate subjected to 4% hole cold 
expansion. The examination of the influence of the cutting orientation and the presence of 
the hole on the surface flatness was performed on plain hole specimens. The following 
conclusions can be dra\\TI. 
• 2D cross-sectional maps of hoop residual stresses on the two 4% hole cold expansion 
7475-T7351 aluminium alloy specimens with 16 mm thickness were obtained using 
the contour method. The results indeed show the well-known hoop stress distribution 
for the issue of hole cold expansion: compressive near the hole and tensile far from the 
hole. Reverse yielding is also observed on both specimens. 
• The boundary positions between tension and compression measured by the contour 
method are around 5 mm from the hole edge for both specimens and on both sides of 
the hole. 
• It is also interesting to find that the tensile stresses are measured to be almost 
consistently around 90 MPa for both specimens and on both sidcs of the holc. 
• The study on the two plain hole specimens without expansion shows that accurate 
results are achieved in the middle portion of a material, whereas inaccuracy occurs 
within an approximately 3 mm range from an edge including a hole edge. 
• The investigation on the plain hole specimens in terms of cutting orientation indicates 
that the cutting direction does have an impact on the cutting flatness. The cross-width 
cutting produces a better surface, and hence a more accurate result than the cross-
thickness cutting. The averaged error for the cross-thickness cutting was -17 MPa and 
- 4 MPa for the cross-width cutting. It should be aware that the error near the edge and 
the hole is much bigger than these values. 
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• The deformation of the 7475-T7351 aluminium alloy subjected to 4% hole cold 
expansion was up to -80 Jlm and the smoothing error was - 0.7 Jlm; whereas the 
cutting flatness was approximately 1.5 Jlm. It is apparent that cutting flatness plays a 
critical role in achieving a high accuracy of stress evaluation using the contour 
method. 
• Owing to the significant error that occurs in the vicinity of the expanded hole where 
the stress magnitude is particularly of interest, it appears that the hole cold expansion 
specimen is not ideal for the application of the contour method. However, this error 
can be effectively reduced by correction for the expanded specimen using its non-
expanded counterpart. It is certainly true that the correction would be more accurate if 
each pair of counterparts could be cut simultaneously under the same conditions. 
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7 20 map of longitudinal residual stresses in MIG 
2024· T351 and VPPA 2024· T351 aluminium alloy 
welds using the contour method 
With the rapid development and improvement of welding techniques, driven by the need 
for low cost and weight saving, there is a potential trend to replace rivets and fasteners 
with welds in connection of structural components, especially in joining of aircraft 
components (Mendez, 2000). 2024-T351 aluminium alloy is the principal damage tolerant 
material widely used in a commercial aircraft and there is considerable interest in the 
development of high quality welding procedures for this alloy. Metal inert gas (MIG) 
welding and variable polarity plasma arc (VPPA) welding are two recently developed 
welding techniques applied for 2024-T351 aluminium alloy as alternatives to mechanical 
fastening. However, the residual stress field induced by the welding process needs to be 
fully characterised if a welded part is to be used in safety critical structures. In particular, 
good knowledge of the residual stress profile in welds will benefit the optimisation of the 
welding processing parameters. 
It has been recognised that residual stresses in welds are difficult to measure uSing 
diffraction techniques such as X-ray, synchrotron and neutron diffraction measurements, as 
there are limitations due to microstructural gradients, dissimilar material combinations, and 
thick sections (Prime et aI., 2002). It is aimed in the present work to investigate the 
capability and potential of the contour method on two types of welds: MIG A12024-T351 
weld and VPPA A12024-T351 weld to obtain a fu112D map of the longitudinal (parallel to 
the weld seam) residual stresses across the thickness. 
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7.1 Material and welding 
7.1.1 Material 
2024-T351 aluminium alloy has gained widespread applications in rivets, truck wheels, 
and aircraft wings, particularly in lower wing skin panels due to its excellent damage 
tolerant characteristics. 2024-T351 is a heat treatable AI-Cu-Mg alloy, and the supplied 
plate is usually subjected to solution treatment and stress relief by stretching to -2% 
permanent set followed by natural ageing. The nominal chemical composition of 2024-
T351 is given in Table 7-1 (ASM, 1979). 
Table 7-1 Chemical composition of2024-T351 (Wt%) 
Si Fe Cu Mn Mg Cr Zn Ti Others Al 
<0.05 <0.5 3.8-4.9 0.3-0.9 1.2-1.8 <0.1 <0.25 <0.15 <0.05 Oal 
The typical mechanical properties of 2024-T351 are listed in Table 7-2 (ASM, 1979). 
Table 7-2 Typical mechanical properties of2024-T351 
Name Unit Value 
Young's modulus for tension GPa 72.4 
Young's modulus for compression GPa 73.8 
Shear modulus GPa 28 
Poisson's ratio 0.33 
Tensile stress MPa 470 
Yield stress (0.2% offset) MPa 325 
Elongation to failure % 20 
Density Mg/m-r 2.77 
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7.1.2 Welding 
The two specimens under study with 2024-T351 aluminium alloy material were welded 
separately using two newly developed welding techniques: metal inert gas (MIG) welding 
and variable polarity plasma arc (VPPA) welding, by Cranfield University, UK. 
Gas metal arc welding (GMAW) is frequently referred to as metal inert gas (MIG) 
welding. A large amount of heat is produced when the arc is formed between the electrode 
and the part. An inert gas or a shielding gas flowing from a gas nozzle surrounds the 
electrode and protects the molten metal in the weld pool from the adverse influence of 
oxygen and nitrogen present in the air. This process is one of the most popular welding 
processes because of its flexible features and minimal cost. The weakness of MIG welding 
is the relatively large size of the heat source compared with other processes, for example, 
VPPA, accordingly resulting in poor mechanical properties in the welds (Mendez, 2000). 
However, it still remains used in less important components, mainly owing to its low cost. 
The VPPA welding process was originally designed for space applications and 
commercialised by Hobart Brothers. The external fuel tank of the space shuttle was one of 
the early examples for the VPPA technique to weld relatively thick parts of aluminium 
alloy in the aerospace industry. It has two typical features: variable polarity (VP) and a 
plasma arc (PA). The concentrated heat ofVPPA provides significantly less distortion. 
7.2 20 map of longitudinal residual stresses in a MIG 2024-T351 
aluminium alloy weld 
In this section, a series of investigations using the contour method were performed to 
determine a cross-sectional longitudinal residual stress in a MIG 2024-T351 aluminium 
alloy welded plate. The contour method, as stated earlier, consists mainly of four 
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procedures: specImen cutting, contour measurement, data reduction and finite element 
analysi , which will be presented in the following context in some detail. 
7.2.1 Weld cutting 
The specimen at issue was made from 2024-T35 I aluminium alloy we lded by the MI G 
technique along the rolling orientation of the parent plate. The "as received" pecimen was 
supplied 187 mm long, 11 8 mm wide and 12 mm thick, as illustrated in Fig. 7-1. The " eld 
seam, exaggerated dimensionally in Fig. 7-1 for clarity, was located in the middle length 
(187 mm) of the welded plate. It was featured with two identical longitudinal lips 
generated by the multipass double-V MIG welding across the width on the both top and 
bottom surfaces, approximately 14 mm long and 1.2 mm higher outwards the base meta l. 
Angular distortion of the plate, commonly present in welds, was not ignificantlyobserved 
and the surface of the plate was not machined. 
187 
we ld seam: 14mm long 
1.2mm high 
Figure 7-1 Schematic configuration of MIG 2024-T35 I we ld 
The cutting was performed through the thickness progressive ly along the transve rse 
direction of the we ld, across the middle width (11 8 mm) of the we lded plate, :.\: 
schematically illustrated in Fig. 7-2 . It should be reca lled that the contour method olll y 
enables the stress normal to the cut plane to be evaluated, as described in hap ter . uch a 
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cutting orientation was arranged in order to obtain the longitudinal residual stress in the 
weld, which is generally considered as the dominant stress in welds. 
cutting wire cutting direction cutting plane 
~ 
Figure 7-2 Schematic illustration of cutting orientation 
A F ANUC ROBOCUT WIre electric discharge machine located in our departmcnt 
workshop was employed to conduct the cutting. The objective of the cutting i to cut: the 
specimen into half in such a way that the cutting should be straight, and the cut gap should 
be constant and minimal. The welded plate was tightly clamped by customised jig on both 
sides around the cutting path to prevent the plate from movement during cutting. The 
<po. 1 mm brass wire, the smallest size available, was used to section the specimen for 
minimisation of material removal. The specimen together with the fixing jig was 
submerged in a circulating deionized liquid tank during the cutting. It took about 50 
minutes for the wire EDM to complete the cutting. The wire broke during cutting at about 
40 mm distance from the start, and cutting was then restarted from the broken point until 
the cutting was finished. Fig. 7-3 shows the overall view of wire cutting und clamping of 
the MIG 2024 weld performed, where one half of the specimen has been removed for u 
clear view. 
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Figure 7-3 Overall view of wire cutting and clamping of the MI 2024 we ld 
(half the cut specimen wa removed) 
7.2.2 Contour measurement 
After cutting, the re idual stress on the cut plane relea e , forming a uniqu shap and thll ' 
the cut surface is no longer fl at. This unique hape of deformation corre p nds t a unlqll 
pre-ex i ting residual tress profile. The deform ation wa experimenta ll y m asur d lI sil1 1 a 
Mitutoyo Crystal Plus 574 CMM fitted with a I mm-diameter Renishaw pr b ' , Th 
thermal compensation sys tem was also acti vated to record the vari ation in t mp ratu r 
during measurement and to correct the mea urement automatica ll y, Th measur ~m nt 
poin ts were designed in uch a fashion that 0.5 mm increment along both I ngth ( 187 Inm ) 
and thickness ( 12 mm) orientations of the cut urface resulted in 375 points in the I I1 gth 
and 25 points in the width respective ly, with a total of 9,375 points. Th Ol1t Oll\' 
mea urement was repeated in exactly the same manner on the second half f th sp 1111 ' 11 . 
Again, the datum plane and datum point referred by each point to b m asur d all b 
specified randomly by convenience. It is important to note that th mcasur mCl1t 
methodology should guarantee each pair of data to be averagcd to be l11 easu\, d id 'a ll 111 a 
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mirror po iti on as explained In Chapter 3. In addition, the specImen should be held 
teadily during measurement to avoid any movement and achieve each point to be 
mea ured in a right location. Fig. 7-4 illustrates the scheme of the specimen clamping for 
CMM measurement, similar to the EN8 plate in Chapter 5. 
Fi gure 7-4 Set-up for CMM contour measurement (MIG 2024-T351 weld) 
7.2.3 Data reduction 
After weld cutting and contour measurement, analysis of the measured data should be 
conducted, such a averaging the measured displacements for the two corresponding cut 
surfaces, examination of the overall look of the measured data, or removal of bad data, 
s imilar procedures to dealing with the EN8 steel plate and the 7475 aluminium alloy plate. 
Fig. 7-5 shows the di splacement contours measured using the CMM for the left plane, right 
plane, and average of two planes representative of the cross-sectional di placement on the 
cut plane. Fig. 7-6 displays the valid data of an averaged, removed and mea ured contour, 
which cover from 0.5 mm to 186 mm out of the 187 mm length and from 0.5 mm to 11.5 
mm out of the 12 mm thickness. An overall profile of deform ation can be globa ll y 
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observed and reveals very useful infonnation . It can be seen that the measured contour 
looks smooth e en without perfonning any noise fil tering in the measured data, suggesting 
very good surface fi nish from the cutting and accurate contour measurement. The lower 
portion of the shape in the middle indicates the stress fi eld is tensile. Further away from the 
middle must be the fie ld of a compressive stress, as the whole stress profil e on the 
sectioned surface should be balanced. The peak-to-valley amplitude of the displacement 
was measured to be approximately 213 J..lm . It also can be viewed that the place where the 
wire was broken occurs at around 40 mm away from the cutting-start, a mentioned in 
Section 7.2.1. 
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Figure 7-6 Averaged, removed and measured data 
with the wire-break location able to be viewed 
Although good measured data were obtained, data reduction is still necessary as they more 
or less involve experimental errors during cutting and measurement. The bivariate Fourier 
fitting of the measured data was first tried. It was found that it was difficult to fit 
satisfactorily the whole data by a Fourier function except using an extremely high order. 
The use of an over-high order, however, may result in fitting the error contained in the 
measurement rather than filtering it out. On the contrary, use of a comparatively low order 
Fourier function could lead to a high error, particularly in the vicinity of the middle of the 
weld where the stress profile is of greatest engineering concern. As an example, the 
difference or error between the measured data and the smoothed data after bivarite Fourier 
fitting with an order of 10 shows a strong pattern, especially in the middle part of the weld 
length. This is illustrated in Fig. 7-7 (bottom) and suggests inappropriate fitting, even 
though a smooth profile for the surface is achieved as seen in Fig. 7-7 (top) . 
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It seems that use of a single mathematical function to fit the data in thi case i not 
appropriate. A non-parametric smooth, as mentioned in Chapter 6, may be more uitable 
since the measured data do not necessarily match a particular mathematica l function. The 
concept of the running average, a non-parametric smooth function , was employed to 
smooth the measured data, in which the midd le value is rep laced by the average of the two 
adjacent data points. This smoothing technique, slightly different from the moother used 
for the 7475 plate described in Chapter 6, is intended, in an efficient manner, to fi lter out 
the abrupt values arising from cutting fau lts due to wire breaking. The averaged and 
smoothed data together with the smoothed error are displayed in Fig. 7-8 . The standard 
deviation of the data smoothing was 0.70 Jlm. It can be seen from the error plot in Fig. 7-8 
(bottom) that the error distributes randomly and has no specific pattern anywhere. It 
indicates that a good smooth scheme has been applied. The measurement error was 3.08 
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jlm . Extrapolation of the removed data was conducted using a spline function . Finally, the 
averaged, smoothed and extrapolated data are illustrated in Fig. 7-9. 
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7.2.4 Finite element analysis 
One of the two cut pieces, which was half the original specimen, was modelled to analyse 
the residual stress profile on the cut plane of interest based on the measured deformation. A 
perfectly straight welded surface was assumed. [n addition, the lip of the weld seam wa 
ignored in this case for simplicity, as the area of the weld lip was very small, taking up 
approximately 1.5 % of the total surface under study. This could lead to evaluation of the 
stress around the weld seam slightly higher. The weld was considered as a single part with 
homogenous, isotropic, elastic material throughout. The 3D FE model was characterised 
by a thickness of 12 mm, a length of 187 mm, and a width of 59 mm (half width of the 
original specimen), as shown in Fig. 7-10. The plane on the XY-axis plane where z = 0 
which represented the cut surface, was assumed to be flat. A I mm x I mm mesh scheme 
having 8-node brick elements along with reduced integration and hourgla s control was 
applied to the model. The averaged, extrapolated and smoothed deformation , regarded as 
displacement boundary conditions, were carefully arranged to fit the meshed node of the 
cut plane on the FE model. The elastic constants of the A12024-T35I material were 72.4 
OPa for Young's modulus and 0.33 for Poisson 's ratio as given in Table 7-2. ABAQUS 
6.3 was employed to conduct the geometry modelling and the linear FE solution . 
12 
cut plane 
Figure 7-10 Meshed FE model used in the contour method 
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7.2.5 Results and discussion 
A longitudina l re idual stre s profile through the thickne s of the MIG 2024-T35 I 
a luminium alloy welded plate was obtained using the contour method as shown in Fig. 7-
II , in which the thickne s of the plate is magnified by 2 for clear illustration . A typica l 
tre distribution for the we ld is illustrated. Tensile stresses are in the middle portion of 
the we ld, where the heat affected zone and fu sion zone are dominant, and further away 
from the middle are compressive stresses. The maximum ten ile stre reache 175 MPa 
and the highest compressive stress is 72 MPa. A double-V shaped profi Ie of the 
long itudinal stress in the middle area of the we ld was measured, a shown in Fig. 7-11 . A 
line plot of the longitudina l residual stresses at multiple specified thickness location in the 
weld is depicted in Fig. 7-12 for more detailed examination. 
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Figure 7-11 2D longitudina l stress map of MIG weld (x = 187 mm, Y = 12 mm) 
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at specified thicknesses through the MIG weld 
As can be seen in Fig. 7-12, the longitudinal stress profile varies slightly across-thickness, 
suggesting an almost uniform distribution of through-thickness stresses. On the contrary, 
the stress along the length of the weld changes substantially, and presents a double-peaked 
stress profile. A slightly unsymmetrical stress distribution around the weld centre is 
indicated. There is overall balance between the tension and the compression across the 
sectional surface as this is the consequence of conditions imposed on the FE model. The 
tensile stresses through-section converge almost at the location 74 mm and at 110 mm 
from the left edge respectively. Further away from the middle area of between 74 mm and 
110 mm are the compressive stresses that gradually approach zero in the vicinity of both 
edges. A sharp change in stress at the two edges, particularly at the right edge, is found . 
This is primarily attributed to the cutting error at edges and the extrapolation of the 
removed data at the edges. Nevertheless, it can be seen that the influence is only local , 
about 3 mm long at both edges, a similar finding to the specimen of hole cold expansion. 
In addition, the stress in the neighbourhood of the edge is generally small and far frolll the 
region of engineering interest. The welded plate has a constant thickness and continlloll s 
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material throughout the cutting. This feature benefits wire EDM to produce a good quality 
of cutting acro the urface, e cept at the edges for around 3 mm at the cutting tart and 
the end . Therefore, an accurate tress field can be achieved especially in the middle part of 
the we ld where the tre field i of major intere t. To examine a cutting flatness , I mm 
li ced material a cut a long the edge of the specimen . It wa found that the standard 
de iation of the flatne wa - 3.1 ~m, giving the error of - 20 MPa in tress evaluated 
based on the moothed contour measured on the I mm slice cut from the free edge of thc 
pecimen, which wa applied to the finite element model to calculatc the stre . 
The ariation 111 the magnitude of the tensile tre i significant and the detail of the 
variation around the w Id centre is plotted in Fig. 7-13. It is found that the ten ile tres III 
the middle thicknes i lightly higher than the tensile stre close to the surfacc . In 
addition, the tre in the we ld centre, where the fusion zone is dominant, i lower than the 
stress in its neighbouring region . 
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Figure 7- 13 Detai I of stre S profi Ie around the weld c ntrc 
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7.3 20 map of longitudinal residual stresses in a VPPA 2024-T351 
aluminium alloy weld 
In this section, the contour method will be applied to measure a longitudinul cr ss-
sectional residual stress field in a VPPA 2024-T351 aluminium alloy welded plate. The 
result is then compared with the data measured non-destructively on the same spe imen by 
neutron and synchrotron X-ray diffraction. 
7.3.1 Weld cutting 
The specimen under study was made from 2024-T351 aluminium alloy we lded by th 
VPPA technique along the rolling orientation of the parent plate. The 'us receiv d" 
specimen was supplied 278 mm long, 240 mm wide and 12 mm thick , a illustrat d in Fig. 
7-14. The weld seam, exaggerated dimensionally in Fig. 7-14 for clarity, wa located in the 
middle length (278 mm) of the welded plate. It was featured with two slightly different 
longitudinal lips induced by the VPPA welding aero s the width on the surra cs, 
approximately 14 mm long on the top surface, 8 mm long on the bottom, and I mm high r 
outwards the base metal for both surfaces. Angular distortion was not observed and th' 
surface of the plate was not machined. 
we kl ea rn : 12 mm long on top 
8111111 long on bottom 
I ml11 high 
Figure 7-14 Schematic configuration of the VPPA 2024-T 51 w Id 
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The cutting was performed through the thickness along the transverse direction of the 
welding, acro s the middle width (240 mm) of the welded plate, as illustrated in Fig. 7-15 . 
cutting direction 
cutting wire 
cutting pia ne 
~ F-';'-~~-...;*"=--"~';".;F 
Figure 7-15 Schematic illustration of wire EDM cutting orientation 
The <1>0 .1 mm brass wire was used to section the specimen for minimisation of material 
removal. It took about 2 h for the wire EDM to complete the cutting. The wire broke 
during cutting at about 195 mm distance from the start. The cutting could not continue 
from the stopped location because the cut gap was closed due to the relief of the 
compressive stress there. A second cut had to be started from the opposite side, and 
unfortunately the wire broke again in the vicinity of the first break point. A third cut was 
repeated from the opposite edge with great care. However, the third cut still could not cut 
off the remainder of the material, 2 mm in length, which was broken off manually in the 
end. It should be noted that such a third cut is not advisable because it is likely to re-cut the 
surface that was already exposed by the second cutting. In addition, the compressive stress 
field at that area increases the possibility of re-cutting the surface since the release of the 
compressive stress makes the cut gap possibly smaller than the diameter of the wire. 
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7.3.2 Contour measurement 
The measurement points were designed in such a fashion that a I mm increment along the 
length (278 mm) and a 0.5 mm increment a long the thickness (12 mm) of the cut urface 
resulted in 279 points in the length and 25 points in the width , w ith a tota l of 6,975 poin t: . 
The contour measurement was repeated in exactly the same manner on the econd ha lf of 
the specimen. Again, the datum plane and datum point referred by each poin t to be 
mea ured can be specified randomly by convenience. It i important to note that the 
measurement methodology should guarantee each pair of data to be ave raged to be 
measured ideally in a mirror position, as explained in Chapter 3. In additio n, the spec im n 
should be held steadily during measurement to avoid any movement and achieve each 
point to be measured in the right location. Fig. 7-1 6 illu trates the scheme of the pecimen 
c lamping for CMM measurement, similar to the previously presented pecimen . 
Figure 7-1 6 Set-up for CMM contour measurement (VPPA 2024-T35 I wcId) 
7.3.3 Data reduction 
Fig. 7-17 shows the di splacement contours measured by the MM fo r the left pbnc (I p), 
right p lane (middle) and average of two planes (bottom). Fig. 7- 18 displays Ihc delail r 
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the averaged and measured contour representative of the cross-sectional deformation on 
the cut plane. An overall profile of deformation can be observed. In particular, unusually 
high peaks are clearly observed and indicate the presence of the uncut material, 
approximately 2 mm long. It also shows the area with abnormally low values where the 
CMM probe has fallen out of the surface, at the edges. This is because the weld edge is not 
perfectly straight. and slight angular distortions caused by the welding and small variations 
in plate thickness are present. Those data are not true and should be deleted from the 
measured data. Fig. 7-19 displays the averaged, removed and measured data or the valid 
data, which include the length from 0 mm to 277 mm out of the 278 mm and the thickness 
from 0.5 mm to 11 mm out of the 12 mm. The overall shape is very similar to the 
displacement profile of the MIG 2024-T351 weld shown in Fig. 7-6, but not as smooth as 
the surface of the MIG weld, in particular on the far right of the weld. This is almost 
certainly due to the repeated cutting on that area, as stated in Section 7.3.1. Detailed 
observation of Fig. 7-19 after removal of obvious bad data confirms that the third cutting 
indeed re-cuts the surface that was already cut by the second. This can be viewed from the 
sudden shallow area about 30 mm long adjacent to the location where the surface was not 
cut. These data, however, were not deleted because the amount of the material removed by 
the repeat cutting is not substantial and will not affect the result elsewhere too much, only 
locally, as demonstrated in Section 3.3.1. In addition, extrapolation of the deleted data is 
dangerous, and sometimes it is out of control. So, the stress derived in the range of 192 mm 
to 278 mm from the left edge, about 86 mm long, is unreliable because of the repeated 
cutting. Again, the lower portion of the shape in the middle suggests a tensile stress field. 
Further away from the middle must be a field of compressive stress, as the whole stress 
profile on the sectioned surface should be balanced. The peak-to-valley amplitude of the 
displacement was measured to be approximately 185 J,1m. 
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Measured Dala of Left Plane 
Measured Oata of Right Plane 
Measured Oala of Average 
Length, x(mm) 
Figure 7-17 Measured data for the left plane (top), right plane (middle) 
and average of two planes (bottom) 
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Figure 7-1 8 Detai I of the averaged and measured contour, showing the uncut 
urface 2 mm long and the measurement out of the surface 
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Figure 7-1 9 A eraged remo ed and measured data: the repeated cutting 
can be clearly iewed from the shallow area 30 mm long 
Data moothing was performed on the valid data after the removal of the obviously false 
data. The running a erage \ as employed to smooth the measured data, in which the middle 
alue i rep laced b the a erage of three adjacent data including the middle value, as used 
in Chapter 6. The running a erage used in this case is slightly different from the smooth 
technique emplo ed in the MIG weld where the measured data have abrupt changes. 
Extrapolation of the remo ed data was conducted using a spline function. The averaged 
and moothed data together with smoothed error are displayed in Fig. 7-20. The standard 
de iation of the data moothing was 0.70 J.U11 . It can be seen from the error plot in Fig. 7-20 
(bottom) that the error di tributes randomly around zero and has no specific pattern except 
here the uncut and repeated cut occur. The measurement error was 3.26 Jlm . Finally, the 
a eraged, moothed and extrapolated data are illustrated in Fig. 7-21 . The area of the 
repeated cut1ing rill can be ob erved though it becomes less significant after smoothing. 
So u e of the running a erage cannot completely get rid of the adverse influence aris ing 
from the cutting faults . HO\ e er, the displacements around that area are not correct and 
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thus the calculated stresses derived from the displacements cannot be relied on, as 
discussed earlier. 
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Figure 7-20 Smoothed contour (top) and smoothed error (bottom) 
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Figure 7-21 Averaged, extrapolated and smoothed contour: 
the repeated cutting still can be observed. 
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7.3.4 Finite element analysis and results 
One of the two cut pieces, which was half the original specimen, was modelled to analyze 
the residual stress profile on the cut plane of interest based on the measured deformation. A 
perfectly traight \ elded surface was assumed. In addition, the lip of the weld seam was 
ignored in this case as it took up only 0.5 % of the total area to be studied. The weld was 
considered as a single part with homogenous, isotropic, elastic material throughout. The 
3D FE model, as characterised by a thickness of 12 mm, a length of 278 mm, a width of 
120 mm (half the width of the original specimen), as shown in Fig. 7-22. The plane on the 
XY -axis plane where z = 0, which represented the cut surface, was assumed to be flat. A 
I mm x 1 mm mesh scheme having 8-node brick elements along with reduced integration 
and hourglass control was applied to the model. The averaged, extrapolated and smoothed 
deformation, regarded as displacement boundary conditions, were carefully arranged to fit 
the meshed nodes of the cut plane on the FE model. The elastic constants of the A12024-
T35 1 material were 72.4 GPa for Young's modulus and 0.33 for Poisson's ratio as given in 
Table 7-2. ABAQUS 6.3 was employed to conduct the geometry modelling and the linear 
FE olutton. 
12 
cut plane 
Figure 7-22 Meshed FE model ofYPPA 2024 weld 
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A longitudinal residual stress through the thickness of the VPPA 2024-T351 aluminium 
alloy welded plate was obtained using the contour method as shown in Fig. 7-23, in which 
the thickness of the plate is magnified by 2 for clarity. A typical stress distribution for the 
weld is illustrated. Tensile stresses are in the middle portion of the weld, where the heat 
affected zone and fusion zone are dominant, and further away from the middle are 
compressive stresses. The maximum tensile stress reaches 193 MPa and the highest 
compressive stress is 135 MPa. The stress field varies significantly along the length of the 
plate and much less significantly through the thickness of the plate. A line plot of the 
longitudinal residual stresses at multiple specified thickness locations in the weld is 
depicted in Fig. 7-24 and offers more detail. 
As can be seen in Fig. 7-24, the overall profile of the longitudinal residual stress across the 
thickness of the weld is similar to the stress distribution in the MIG weld displayed in Fig. 
7-12. It should be noted that the stress profile on the far right of the weld 192 mm from the 
cut start or 53 mm from the weld centre onwards cannot be relied on due to the cutting 
error, shown in the shading area. It is found from Fig. 7-24 that the longitudinal stress 
profile keeps almost uniform through-thickness. On the contrary, the stress along the 
length of the weld changes substantially, and presents a mult-peaked stress profile. A 
slightly unsymmetrical stress distribution around the weld centre is indicated. The left half 
of the weld provides a larger area of tension but a smaller area of compression than the 
right half of the weld. Overall balance between tension and compression through the 
section can be seen as it is the consequence of the FE modelling. The tensile stresses are in 
the middle, approximately 27 mm away from the weld centre, and vary sharply. Further 
away from the middle area, at about 54 mm width, are the compressive stresses that 
gradually approach zero in the vicinity of both edges. The details of the variation in the 
tensile longitudinal stress around the weld centre are plotted in Fig. 7-25. It is found that 
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the tensile stres in the weld centre, which is the fusion zone of the welding, is slightly 
lower than the tensile stress away from the centre. 
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Figure 7-23 20 longitudinal stress map ofVPPA weld (x = 278 mm, y = 12 mm) 
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Figure 7-24 Line plot of longitudinal residual stress profile 
at specified thicknesses through the VPPA weld 
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Figure 7-25 Detailof stres profile around the weld centre 
7.3.5 Diffraction measurement 
Diffraction techniques u e the crystalline lattice of material as a strain gauge, and detect 
the change of the lattice pacing (d) of a particular diffraction plane. The res idual e la tic 
train i derived from Bragg's law where the change in the lattice spacing i a sociated 
with the hift (~e) of the diffraction peak. It is a widely accepted fact that the change of the 
lattice pacing i the mea ure of the re idual elastic strain, rather than the total train that 
may contain the pia tic train, and the plastic strain does not contribute any change in the 
lattice pacing. It had been demonstrated that the residual elastic strai n is uniquely re lated 
to the re idual tres independent of the residual plastic strain (Hi lls, 2002). The residual 
tre i then inferred from the measured ela tic strai n through Hooke's law as follows: 
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E vE 
a =--B + (B +B +B ) 
x 1 + v x (1 + v)(1- 2u) x y z 
E vE 
a =--B + (£ +B +£ ) 
y 1 + v Y (1 + v)(1- 2v) x y z (7.1) 
E vE 
a =--£ + (£ +B +B) 
z 1 + v Z (1 + v)(1- 2u) x y z 
Therefore, the triaxial stress state in materials can be readily determined as long as the 
three-dimensional stains are experimentally available. 
Two non-destructive experiments, neutron diffraction and synchrotron X-ray diffraction, 
were conducted to measure the triaxial residual stress profile in the VPP A 2024-T351 
aluminium alloy weld at the ILL (lnstitut Laue-Langevin), and the ESRF (European 
Synchrotron Radiation Facility), Grenoble, France, respectively. 
Neutron diffraction 
The neutron diffraction measurement, with a wavelength of 1.911 A, was conducted to 
obtain the triaxial residual stress profile in the VPPA 2024 weld at the ILL, Grenoble, 
France. The lattice spacing of the {311} plane at a diffraction angle 103° (29) was 
measured for both the weld specimen and a reference comb sample since the {311} family 
of planes is most representative of the bulk material (Daymond et at, 1997). The triaxial 
strains were calculated from the lattice spacings measured in three directions after 
correction according to the measurements on the stress free comb sample. The triaxial 
stresses were then inferred from the measured triaxial strains based on the Hooke's law in 
Equation (7.1). The detailed measurement and data analysis are referred to elsewhere 
(Edwards et at, 2003a), as they are out of the scope of the present work. 
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Synchrotron X-ray diffraction measurement 
Synchrotron X-ray diffraction has been gaining rapid development and application as a 
cost-effective method due to its quick acquisition of data. The use of intense beams of high 
energy X-rays permits penetration depths approaching centimetres in vast majority of 
engineering materials (Withers et aI., 2002). However, difficulty in the measurement of 
strains normal to the plate surface arises due to the low scattering angles (~14 0) as a 
consequence of the use of high energy synchrotron X-rays (Stelmukh et aI., 2002; Withers 
et aI., 2002). As a result, strains were measured along longitudinal and transverse 
directions only of the welded specimen. The experiment, with a wavelength of 0.275 A 
(45 Key), was conducted on the VPPA 2024 weld using the BM16 diffractometer at the 
ESRF, Grenoble, France. The same specimen was also measured using the pulsed neutron 
source at ISIS, Didcot, UK, for the transverse and normal strain directions. The transverse 
strain measured by pulsed neutrons was in good agreement with the result measured by 
synchrotron X-rays despite the difference in the gauge volume and reflection geometry. 
Finally, the triaxial stresses were inferred from the longitudinal and transverse strains 
measured at ESRF and the normal strain measured at ISIS based on the Hooke's law in 
Equation (7.1). The more detailed measurement and data analysis should be referred to the 
technique report elsewhere (Edwards et aI., 2003b), as they are out of the scope of the 
present work. 
7.3.6 Discussion 
The longitudinal stress field obtained from the contour method is compared with the 
outcomes measured by neutron and synchrotron X-rays at three specified depths of 
thickness, as depicted from Fig. 26 through to Fig. 31. As the contour method is 
substantially different in principle from the diffraction method, it is interesting to know 
how close or different the results that they measure are. The comparison is obviously 
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useful for validation of the contour method. In tum, the contour method offers an 
additional opportunity for confirmation of the results, particularly in welds that 
continuously challenge the reliability and accuracy of the diffraction measurement 
techniques due to the difficulties commonly present in welds such as large grain size, 
composition inhomogeneity and texture preference. 
The three techniques sample the stress field on different scales. The contour method 
calculates the stress field in accordance with the mesh of 1 x 1 x 1 mm3 applied in the FE 
model. The neutron diffraction measurements average over 2 x 2 x 1 mm3 for the 
longitudinal strain, and over 2 x lOx 1 mm3 for the normal and transverse strains. The 
synchrotron X-ray average the measurements over 0.5 x 2 x 3.8 mm3 for each direction. 
Moreover, the three techniques offer results in different detail. The contour method 
provides complete 2D information across entire surface of the thickness (12 mm thick x 
278 mm long). By contrast, the neutron and the synchrotron X-ray methods offer data only 
at a specified depth of thickness (3 mm, 6 mm and 9 mm) within a limited length (100 mm 
long) as the exceedingly high cost of beam time needed makes measurement of the whole 
surface impractical. On the other hand, the neutron and synchrotron X-ray diffraction 
methods are able to measure triaxial stresses, while the contour method normally 
determines one-direction stress with one cut. 
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As can be seen in Fig. 7-26 through to Fig. 7-31, the comparison of the results measured 
from the three methods presents an extremely good match. A multi-peaked distribution of 
longitudinal tensile residual stress around the welding area is measured by all three 
techniques, with lower tensile stress in the fusion zone at the middle of the weld. It is also 
shown that the diffraction methods produce more scattered results than the contour method 
particularly in the neighbourhood of the weld centre. This is probably because the 
diffraction technique measurements contain interplanar stresses which add to the noise. 
However, they scatter randomly around the contour-method measurement. The averaged 
error of diffraction measurements was -15 MPa (Edwards et at, 2003a; Edwards et at, 
2003b); whereas the cutting-induced error of the VPPA weld was -20 MPa in the contour 
method based on the 1 mm slice cut from the free edge of the specimen. In compassion to 
the contour-method measured data, neutron diffraction underestimates the stress about 22 
MPa with a standard deviation of about 30 MPa; whereas synchrotron X-ray diffraction 
overestimates it by around 10 MPa with a standard deviation of 49 MPa. The analysis also 
suggests that the synchrotron X-ray measurement is slightly closer to the contour-method 
result, but contains more scatter than the neutron measurement. In the middle area of the 
weld, where the stress profile is of greatest engineering interest, for example, the difference 
among the three techniques in the area of 40 mm in the weld centre (between 119 mm to 
159 mm), is approximately 9% on average, and the contour-method measurement is almost 
in the middle between the two diffraction measurements. In addition, divergence is also 
found in the area where the compressive stresses exist. Apparently, the difference in 
sampling of the stress field contributes partly to this divergence. Nevertheless, the 
comparison is extremely impressive and indicates that the contour method is a powerful 
technique to provide information accurate enough to be used reliably for engineering 
analysis. 
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7.4 Conclusion 
The potential of the contour method had been demonstrated on lwo wekkd plates h) 
determine a full 2D map of longitudinal stress profile :.Ie ross thickness. The r~'sult of the 
VPPA weld is compared with measurements from both ncutmn und synchrotron X-ray 
diffraction methods. The following major conclusions can be drawn on the hasis (If the 
investigations presented above. 
• Complete 2D cross-sectional longitudinal stress prolilcs were (Ihtain~'d I'M the M 10 
2024 weld and VPPA 2024 weld lIsing the contour method und the results ~h\lw some 
features in common. Tensile stress is measured in the vicinity of the \\clJing Cl."nlrc. 
and compressive stress further away frolll the hcal ufli:eh:d lone, gradually 
approaching zero at the edges. A generally symmetrical strcss distrihution is fOllnd, 
although a slight asymmetry is present. The peak tensile slress ;s siluall'd uway 'hUll 
the weld centre in the fusion zonc and thc most compressive stress is located in the heal 
affected area of the weld. 
• The smoothing error was .... 0.7 ~lm and thc measurement error was -J JUll. The ~'lIl1illg 
flatncss was .... 3 ~m, which gave an crror of approximately 20 Mila in stn:ss ''''lr the 12 
mm thick 2024-T351 aluminium alloy welds. 
• The comparison of the contour-method rcsult with the neutron and synchrotron X-ray 
diffraction measurements shows an excellent agreement. The deviation is f'lllllli hl he 
approximately 9% in the most intercsting area at the midJ": of the weill. The ~"css 
profile obtained from thc contour method varies almost in-hetween the Iwo lIifli'actilln 
measurcd rcsults, although slight divcrgence is found for the cOl1lprc~~i\'e ~tress. 
• The determination of a suitable strcss frec latticc parameter olkn prcs~'nts " hig 
challenge for diffraction techniques and this is particularly true I~lr welds due tll the 
compositional gradient prescnt in thc fusion zone and the heat ulrc~·teJ lone «()ull;\. 
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1999). The contour method, having fewer assumptions In theory, offers a great 
opportunity to validate the results measured by diffraction techniques, especially for 
welds, as have been proved in this chapter. 
The study indeed shows the potential of the novel technique of the contour method with 
the successful application to the two welds. It is also evident that the contour method is a 
reliable technique to provide a full cross-sectional map of longitudinal stress in welds with 
high accuracy. 
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8 Discussion of errors in the contour method 
Quantitative estimation of errors is crucial to all measurement techniques and the contour 
method is no exception. Although some knowledge on the error study has been gained for 
each specific case, some issues in the estimation of the errors for the contour method 
should be clarified. This work is not trivial as it requires thorough knowledge of all steps 
involved in the use of the contour method. As described earlier, the procedure in applying 
the contour method primarily consists of four steps: cutting, contour measurement, data 
reduction and finite element modelling, which will be briefly discussed in the following 
context. 
8.1 Cutting 
Cutting is the first step in performing the contour method and the importance of this step is 
obvious. The cutting-induced error is directly associated with the cutting flatness, which 
can be evaluated from the stress-free specimen that should be cut under the exactly same 
conditions as the formal specimen to be measured. This cutting error in stress can be 
calculated by inputting the contour measured on the stress-free specimen into the finite 
element model as displacement boundary conditions in the same way as it is performed in 
the contour method. Alternatively, if a stress-free specimen is not available, a thin slice 
sectioned from the free edge of the actual specimen can be used, as it was done in the 
present thesis. Of course, the cutting-induced error can be substantially minimized by 
correction of the contour measured on the specimen after subtracting the contour measured 
on the stress-free specimen. It should be emphasized again that both specimens must be cut 
in the same fashion. Surely, no cutting-induced error is present if purely flat cutting could 
be achieved. However, this ideal situation is almost unlikely in practice. The factors 
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relevant to cutting flatness are complex and various, depending on the machine to be 
employed for cutting, the type of the material to be cut, the geometry of the specimen, the 
way of specimen clamping, etc. For instance, the surface flatness of the 2024 aluminium 
alloy with 12 mm thickness was approximately 3 J.lm, based on the contour measurement 
on the surface after a I mm slice was sectioned from the free edge of the specimen by <1>0.1 
brass wire EDM, performed in our department workshop. This measured contour, applied 
to a finite element model as displacement boundary conditions, resulted in an about 20 
MPa error in stress. Correction is suggested ifthe resulting stress error is unacceptable. 
8.2 Contour measurement 
The error in contour measurement, denoted by Em' is largely dominated by the 
measurement instrument used. As an example, the linear measuring accuracy of Mitutoyo 
Crystal Plus 574 CMM is given in Equation 3.1; the volumetric accuracy is described in 
Equation 3.2; its resolution is 0.1 J.lm, as stated in Chapter 3. In addition, attention should 
be paid to proper arrangement of the two cut parts to secure the two corresponding points 
to be averaged ideally at the mirror location. Further, the measurement resolution should 
be high enough to capture all the features of the deformation relaxed following a cut. 
8.3 Data reduction 
On the basis of present investigation, it is found that the error stemming from data 
reduction, denoted by E r , is generally less than the cutting-induced error. As an example in 
our study, the smoothing error using the running average was - 0.7 J.lffi whereas a typ ical 
cutting flatness is up to 3 J.lm, for the case of the MIG weld, as presented in Chapter 7. It is 
believed that Er is dependent on the smoothing techniques used and the level of the 
smoothness chosen. The trade-off between the smoothing accuracy and the roughness 
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plays a critical role, as discussed in Chapter 2. It has to been claimed that it is almost 
impossible to estimate the error due to the extrapolation of the deleted data in data 
reduction. Consequently, the stress evaluated based on the extrapolated data is not reliable, 
and probably it is better not to present in the final stress. 
8.4 Finite element modelling 
In the contour method, the stress is calculated using the finite element method, in which 
the half the cut specimen is geometricaIly modeIled, and the smoothed and measured 
contour is then applied to the model. In this solution, the stress is mainly relevant to the 
Young's modulus of the material, Poisson's ratio, density of the meshed model and the 
element chosen. The accuracy of the model also requires trade-off between the mesh 
density and the computation time/cost. The error caused by the assumption of the flat 
surface in the finite element model instead of an actually curved surface is negligible, as 
demonstrated in Section 3.2. 
8.5 Errors in the resulting stress 
As discussed above, each step in perfonning the contour method will generate a certain 
amount of error, and the error resulting from each step is different. 
Firstly, the cutting-induced error in stress can be directly estimated from the contour 
measurement on the stress-free sample by the finite element method. However, it has been 
pointed out that this estimation is very rough as it excludes the variations from the contour 
measurement, data reduction and finite element modelling. It would be better to make 
correction using the stress-free sample to minimize the cutting-induced error. 
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Secondly, the errors in the contour measurement and the data reduction can be combined 
into one error, termed as a data error, Emr , by the following equation: 
(8.1) 
The error in stress can be roughly evaluated by inputting Emr into the finite element model 
as a constant displacement. However, a question arises that what Em in the contour 
measurement should be utilized to correctly evaluate the error in stress in the contour 
method. The use of the measuring accuracy of the instrument seems to overestimate the 
error in stress. The repeatability, which is generally less than the measuring accuracy, is 
reasonable to replace Em as an estimation of the error in the resulting stress. However, 
this is just a tentative idea that needs confirming and further investigation, which will be 
regarded as future work. Gladly, a similar issue was successfully dealt with by the latest 
publication, in which the level of the data smoothing was determined by minimizing the 
uncertainty in stress (Prime et at, 2004). Therefore, the error in the resulting stress can be 
estimated through multiple FE solutions for different levels of data smoothness. It is 
opposite to the methodology used in this thesis, in which the data reduction was performed 
by the optimization of the smoothing accuracy and the smoothness/roughness only without 
considering the error in the resulting stress. 
Lastly, it is generally thought that the error in the finite element modelling is teast 
important in the contour method. In most cases, this error does not need to be reported. 
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8.6 Summary 
A brief discussion of the error sources and their estimation in determination of the residual 
stress using the contour method is presented. It is felt that this work is still preliminary and 
requires continuing and comprehensive study. 
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9 Overall conclusions and suggestions for future work 
9.1 Overall conclusions 
The major objective of this project was to investigate the potential of a newly-invented 
residual stress measurement technique - the contour method. The principal of the contour 
method was simulated two-dimensionally and three-dimensionally using the finite element 
method and this was detailed in Chapter 4. The application of the contour method was 
demonstrated on a number of typical specimens such as hole cold expansion plates and 
welds. Detailed conclusions for each application can be found in Chapter 5 for a hole cold 
expanded EN8 medium carbon steel plate, Chapter 6 for a hole cold expanded 7475-T7351 
aluminium alloy plate, and Chapter 7 for a MIG 2024-T351 aluminium alloy welded plate 
and a VPPA 2024-T351 aluminium alloy welded plate. The overall conclusions based on 
the work presented earlier are generalised as follows. 
• This work shows that the contour method indeed has the potential capability to 
determine a full cross-sectional map of residual stress fields normal to a surface of 
interest by one straight cut only. 
• The correct stress field can be obtained by measuring the deformation profiles of both 
cut surfaces following a flat cut, and then properly averaging them. 
• Use of an originally flat surface in a finite element model to represent the deformed 
plane is fairly reasonable to produce a correct stress profile with a negligible error. 
• The contour method can achieve a sufficiently high resolution of residual stress 
measurement, as necessarily required for most engineering applications. The resolution 
of stress evaluation using the contour method physically depends on the resolution of 
the CMM used in the contour measurement and the mesh density applied in the finite 
element model, largely controlled by the computer memory available. A modern CMM 
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can achieve a resolution as accurate as 0.1 J.lm and sufficiently fine mesh of the FE 
model can be realised by modem computation capability. 
• Experimental minimisation of the cutting gap as much as possible will effectively 
reduce the error a great deal in stress evaluation. This is particularly true for surfaces at 
issue with high stress gradients. 
• Appropriate extrapolation of missed or removed data is of importance to minimise the 
error in contour-method measurement, although the influence of the extrapolated data 
is generally local. Nevertheless, use of as many measured data as possible is strongly 
suggested. 
• Disagreement in the reference planes used for cutting and contour measuring does not 
introduce errors. However, minimisation of the disagreement is desirable. 
• Specimen cutting is the first step in the use of the contour method. The importance of 
this step goes without saying because the subsequent experiment and analysis rely on 
the quality of the cutting. It is found that the cutting error often occurs at the start and 
the end of the cutting, also at discontinuous locations such as holes if the cutting has to 
pass them occasionally. Our experiments indicate that bigger cutting errors arise within 
an area approximately 3 mm inward from any edge including hole edges. This excludes 
the case where the cutting goes through the hole all the way. 
• The error induced by cutting is generally bigger than the error arising from data 
smoothing. Typically, the smoothing error is normally less than 1 J.lm whereas the 
cutting flatness is approximately 3 J.lm. Surely, the magnitude of the cutting-induced 
error is case-dependent and it primarily depends on, for instance, the geometry of a 
plane to be cut, properties of material, cutting machine and specimen clamping. 
• The determination of a suitable stress free lattice parameter frequently presents a big 
challenge for diffraction techniques and this is particularly true for welds due to the 
compositional gradient present in the fusion zone and the heat affected zone (Dutta, 
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1999). By contrast, the contour method is subjected to only small influence by the 
welding in the change of macroscopic elastic properties which are utilised to evaluate 
the stress field (Prime, 2001). Therefore, the contour method offers a reliable technique 
to validate the results measured by the diffraction techniques, especially for welds. 
• The analytical model for hole cold expansion presented in Chapter 4 can be used for 
most metallic plates, and is particularly well suited to comparatively thin plates with 
limited dimensions where the effect of boundary conditions is at issue. It provides a 
cheap and reasonably accurate solution with the advantages of ease of parametric study 
and quick generation of results for assessment of residual stress fields in hole cold 
expansion plates. 
This study shows that the contour method has the proven ability to provide engineers, 
scientists and researchers a powerful alterative to current residual stress measurement 
methods. It is also evident that the contour method can be regarded as a reliable technique 
to assess the residual stress field in many engineering components with high accuracy. 
9.2 Suggestions for future work 
Although many aspects of interesting topics on the contour method have been investigated, 
some important issues remain incomplete and need to be studied further. Furthermore, the 
technique of the contour method is still new and there are a large number of virgin areas of 
research that are attractive and worth exploring. 
As discussed earlier, the cutting is the first procedure in performing the contour method 
and the cutting quality affects each of the subsequent procedures. Minimisation of the 
cutting-induced error is vital to achieve accurate stress evaluation in the contour method, 
although a certain correction can be made using the stress-free specimen. The cutting 
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flatness is the most important criterion for the cutting-induced error. However, the factors 
relevant to flat cutting can be complex and various. The choice of operation parameters for 
wire EDM may be associated with the geometry of the specimen and the type of the 
material. However, it would be useful to systematically investigate these effects and 
eventually to optimise the cutting parameter for a particular application. In addition, further 
investigation of minimising the edge effect arising from cutting is also beneficial 
particularly for hole cold expansion specimens. It should be aware that those processes 
may involve tedious trials and experiments, which can be very time-consuming. 
Nevertheless, once optimisation of wire EDM parameters has been well established, it will 
be extremely rewarding. 
The error stemming from data reduction is generally less than a cutting-induced error. In 
this work, choice of the level of smoothing was based on measured contours only without 
considering the outcome of calculated stresses. As mentioned in Chapter 8, the measuring 
repeatability potentially contributes the error in stress. It is of paramount importance to 
investigate factors in the data reduction and the contour measurement that lead to the error 
in the final resulting stress and how to evaluate the error properly. 
Nowadays, the software available are able to offer a wide range of choices in univariate 
data smoothers, which are utilised for uniform stress field evaluation only, but are limited 
in bivariate data smooth and bivariate extrapolation, which are used in the 2D stress 
evaluation. Although advancements have been made to use suitable data smoothing 
techniques such as the parametric smooth method of bivariate Fourier fitting and the non-
parametric smooth method of bivariate running average, there is still a nced to develop 
new smoothing techniques to cater for a variety of contour shapes. It would be more useful 
if a universal smooth method can be generated to suit all kinds of cases. The bivariate 
running average employed in this thesis appears to be universally suitable for most 
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situations and can be smoothed as many times as necessary. However, this method is not 
efficient in removing abrupt data in measurements, and an increase of the smooth times to 
minimise the effect arising from the abrupt values may lead to filtering of 'real' peaks 
elsewhere. It would be ideal to generate a smoothing approach combining the 
characteristics of universality and efficiency to filter out outliers. It is also critical to 
establish a reliable method to extrapolate data bivariately. Certainly, it is better to find out 
existing software capable of performing these tasks. 
The CMM contour measurement is accurate enough in terms of the surface quality that the 
EDM produces. It is felt that with the CMM it is easy to measure a simple specimen with a 
regular shape, but difficult to measure more complex surfaces. Laser measurement has 
advantages not only with higher measurement accuracy, but more importantly capable of 
measuring complex geometries with ease. Introduction of laser measurement undoubtedly 
opens up the possibility of a wide range of applications especially with irregular cross-
sections difficult to measure by other techniques. In terms of this point, a laser 
measurement instrument might be worth investing. 
As we know, the contour method enables only one-direction stress to be evaluated with 
one cut. So, it would be attractive to extend the uniaxial stress measurement to triaxial 
stress evaluation by combining laboratory X-ray diffraction measurement that enables the 
stresses in the other two directions on the surface to be measured (Prime, 2001). This 
should be one of most exciting scopes worth exploring. 
Confidence has been increasingly gained in the course of investigation of the contour 
method and we believe that this novel technique has enormous prospects and great 
potential in many other application areas. 
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