The shortage of training samples remains one of the main obstacles in applying the neural networks to the hyperspectral images classification. To fuse the spatial and spectral information, pixel patches are often utilized to train a model, which may further aggregate this problem. In the existing works, an artificial neural network (ANN) model supervised by centerloss (ANNC) was introduced. Training merely with spectral information, the ANNC yields discriminative spectral features suitable for the subsequent classification tasks. In this paper, we propose a novel convolutional neural network (CNN)based spatial feature fusion (CSFF) algorithm, which allows a smart integration of spatial information to the spectral features extracted by ANNC. As a critical part of CSFF, a CNN-based discriminant model is introduced to estimate whether two pixels belong to the same class. At the testing stage, by applying the discriminant model to the pixel pairs generated by a test pixel and each of its neighbors, the local structure is estimated and represented as a customized convolutional kernel. The spectral-spatial feature is generated by a convolutional operation between the estimated kernel and the corresponding spectral features within a local region. The final label is determined by classifying the resulting spectral-spatial feature. Without increasing the number of training samples or involving pixel patches at the training stage, the CSFF framework achieves the state of the art by declining 20%-50% classification failures in experiments on three well-known hyperspectral images.
component analysis (ICA) [5] , [6] , and linear discriminant analysis (LDA) [7] . Nonlinear models and their extensions are also introduced to achieve better representations of the spectra, including but not limited to support vector machine (SVM) [8] , manifold learning [9] , random forest [10] , and kernel-based strategies [11] , [12] .
Benefiting the increasing imaging qualities of both spectral and spatial resolutions [13] , numerous spectral-spatial algorithms have been developed in order to obtain more accurate classification performance [14] [15] [16] [17] [18] [19] [20] . Specifically, a multiscale adaptive sparse representation (MASR) method is proposed in [21] , where the spatial information at different scales is explored simultaneously. In MASR, each neighboring pixel is represented via an adaptive sparse combination of training samples, and the label of the centering test pixel is determined by the recovered sparse coefficients. It is noteworthy that although MASR utilizes the spatial information at the testing stage, only spectral information is engaged at the training stage. This helps to mitigate the shortage of training data to some degree.
Deep learning frameworks, including artificial neural networks (ANNs), convolutional neural networks (CNNs), and recurrent neural network (RNN) have been successfully applied in many fields related to machine learning and signal processing [22] [23] [24] [25] [26] . Recently, the neural network-based models have been utilized in hyperspectral images classification, achieving remarkable improvements over the traditional methods in terms of classification performance. Earlier works include the stacked autoencoder (SAE) [27] [28] [29] , the deep belief network (DBN) [30] and so on. More recently, many studies are dedicated to the varieties of CNN-and RNN-based models, as studied in [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] .
Training with pixel patches is a natural idea to take advantage of both spectral and spatial information and is adopted by most of the aforementioned neural network-based studies [31] [32] [33] [34] [35] [36] [37] [38] , [41] , [42] . Representative works include the so-called 3D-CNN in [32] , where pixel patches are directly fed to the deep model, and the integrated spectral-spatial features can be extracted from the hyperspectral data. However, it should be noted that this strategy may further aggravate the shortage of training data. Different from the numerous accessible RGB images, the labeled samples are limited in hyperspectral imagery, which are usually insufficient for network training [32] . Compared with the spectrum-based models, the pixel-patch-based ones aggregate this contradiction from the following two aspects: 1) using pixel patches often complicates the model by introducing additional unde-termined parameters, thus requiring more training data, and 2) a hyperspectral image usually contains fewer mutually nonoverlapped patches with specified size than pixelwise samples.
Several attempts have been made to alleviate the shortage of training samples, including the virtual sample strategy [32] and the pretraining and fine-tuning techniques [37] , [38] . Moreover, to avoid training with pixel patches, frameworks have been built based on concatenating a spectrum-based model and a post spatial information integration scheme. The pixel pair feature (PPF) algorithm [43] is based on a CNN model trained with pixel pairs. For testing, pixel pairs are first generated by the centering testing pixel and its neighbors, and then classified by the trained model. A voting strategy is adopted to determine the final classification result. More recently, the ANNC with adaptive spatial-spectral center classifier (ANNC-ASSCC) is proposed in [39] , where the spectral features are extracted by a well-designed ANN jointly supervised by the softmax loss and the center loss, and the spectral-spatial fused feature is generated at the testing stage for classification. These two state-of-the-art methods are briefly revisited in Section II.
In this paper, we choose the ANNC network in [39] as the spectral feature extraction model and design a CNN-based spatial feature fusion (CSFF) algorithm to posteriorly integrate the spatial information. 1 The main characters of the proposed classification framework are listed as follows. 1) Rather than implicit spatial information utilized in [39] , explicit spatial structures are produced by our novel CNN-based model. Therefore, the CSFF works more reasonably than the averaging fusion strategy in the previous work [39] . 2) The CSFF algorithm shares the same training data with the spectral feature extraction model, which is chosen as ANNC in this paper. Without increasing the size of the training set, this settlement keeps the whole framework working on a small amount of training data. 3) To enhance the representative ability of the framework, the spatial structure extraction algorithm in CSFF is designed to have a totally different network structure from ANNC, such that the two models are distinguished at feature expression and abstraction levels. To be precise, the ANNC expresses the shallow features of spectra, while the spatial structure extraction algorithm produces more abstract features with a deeper and more complex model structure. This helps to alleviate the correlation between these two models, thus increasing the performance of the whole framework. Taking advantage of the above-mentioned characters, without requiring more training data, the proposed CSFF algorithm allows to achieve the state of the art by declining 20% − 50% classification failures in experiments. In addition, the spectralspatial features by the proposed framework are shown to be effective and suitable for different classifiers.
The remainder of this paper is organized as follows. We first review the related works in Section II. The whole framework 1 The code of this work is available at https://github.com/aalennku/CSFF. outline and the CSFF algorithm are discussed in Section III. Section IV reports the experimental results and analysis on three data sets. In Section V, some concluding remarks are presented.
II. RELATED WORKS

A. Pixel pair Feature Algorithm
In [43] , the PPF framework investigates a pixel pair-based classification model based on CNN, in order to address the multiclassification task. Let x 1 and x 2 be two pixels with labels (x 1 ) and (x 2 ), respectively. The pixel pair for training is generated as (x 1 , x 2 ), with the label determined by
The pixel pair strategy is applied for alleviating the shortage of training data. It is observed that the number of pixel pairs computes N 2 , where N is the size of the training set. This enlarged size of the training set enables the training of a deep CNN model. The model classifies the pixel pairs into K + 1 classes with labels 0 and 1, 2, . . . , K , by:
1) class i , if two pairing pixels are from the same class i , for 1 ≤ i ≤ K ; 2) class 0, otherwise. Here, K is the number of pixel classes. At the testing stage, pixel pairs are first generated by the testing pixel and its neighbors, and then classified into K +1 classes by the learned CNN model. The final label of a test pixel is determined by a voting strategy among the nonzero classification results.
B. ANNC With Adaptive Spatial-Spectral Center Classifier
In [39] , an ANN-based feature extraction and classification framework is proposed. The so-called ANNC-ASSCC algorithm consists of two successive steps: 1) the spectral feature extraction with ANN and 2) the adaptive spatial information fusion and classification.
In the first step, a simple but efficient ANN structure is designed to extract spectral features. As illustrated in Fig. 1 , the network contains four fully connected layers, and the numbers of neurons in Layers 1, 2, and 3 are set to 512, 256, and 32. A joint supervision of softmax loss and center loss is applied for classification task. During the training stage, the k class centers, i.e., c 1 , c 2 , . . . c k , are updated by averaging the third layer's outputs within respective classes. For a training pixel, the introduced center loss encourages the output of the third layer to gather around its corresponding class center in Euclidean space. At the testing stage, the first three layers of the learned network are utilized and the outputs of the third layer are regarded as the extracted spectral features. In the second step, the spatial information is merged by averaging the extracted spectral features within neighboring regions of different sizes. After the resulting features are classified, a voting strategy is applied to generate the final prediction.
III. FRAMEWORK OUTLINE AND THE CNN-BASED SPATIAL FEATURE FUSION ALGORITHM
In this section, we present an end-to-end spectral-spatial feature extraction and classification framework. The whole structure is first outlined, with detailed explanations on each of the three components. As a key ingredient of the whole framework, the CSFF algorithm is introduced with emphasis placed on the newly proposed CNN-based discriminant model, which outputs the predicted probability of two pixels belonging to the same class.
A. Framework Outline
As discussed previously, training with pixel patches may further aggregate the lack of labeled samples. Based on this concern, the training stage of the proposed framework is performed merely using the spectral data, while the spatial information is involved posteriorly at the testing stage. The proposed framework is designed to consist of three parts: 1) spectral feature extraction; 2) spatial structure extraction and fusion of spectral feature and spatial structure; and 3) classification of the spectral-spatial feature. The flowchart of the whole framework is given in Fig. 2 .
In the first part, we extract the spectral features of the whole hyperspectral image by directly applying the ANNC model proposed in [39] . This spectrum-based model is supervised with a joint loss of center loss and softmax loss, producing discriminative spectral features with inner-class compactness and interclass variations. Taking advantage of this, the spectral features obtained by the learned ANNC model are suitable for the successive spatial information fusion step. In the following, we use the notations x and f ANNC (x) to denote a given pixel and its corresponding spectral feature extracted by the ANNC model.
In the second part, a spatial structure extraction algorithm is designed to explore the local structure for a given pixel within some predefined neighborhood. More precisely, the local structure is characterized by a customized "convolutional kernel." The fusion of the spectral-spatial information is realized by a "convolutional" operation between the kernel and the extracted spectral features within the neighborhood. Let N(x) be a neighborhood centering at pixel x and W (N(x)) be the customized "convolution kernel." Use the notation f ANNC (N(x)) to represent the data cube formed by the extracted spectral features within the neighborhood N(x), where the i th, j th entry is defined by
(1)
Using f N(x) (x) to denote the spectral-spatial feature of x within the neighborhood N(x), it is defined by
where indicates the convolutional operation. A more clear interpretation of this model will be given in Section III-B.
The last part of the framework aims to classify the resulting spectral-spatial feature f N(x) (x). In [39] , a center classifier is introduced, which assigns the label to each sample according to its nearest class center. Letĉ 1 ,ĉ 2 , . . . ,ĉ k be the class centers estimated from the extracted spectral features of the training set. The label of the spectral-spatial feature f N(x) (x) is predicted by
Experiments in Section IV-B will show that the spectral-spatial features are not sensitive to the applied classifiers and that similar classification accuracies are Fig. 3 . Flowchart of the spatial structure extraction algorithm. Pixel pairs are first generated by the center pixel and its neighbors and then fed into the model. For each pixel pair, the model predicts the probability that the two elements share the same class label. The spatial structure is extracted as the output of this discriminant model. obtained by using the center classifier, the SVM algorithm, and the k-nearest neighbors (kNNs) algorithm. However, the center classifier is still the simple and straightforward one and is engaged as the default classifier in the proposed framework.
B. Spatial Structure Extraction Algorithm
The most crucial aspect of CSFF is the spatial structure extraction algorithm. This algorithm relies on a CNN-based discriminant network, which is designed to predict the probability that an input pair of pixels has the same label. By applying this model to the pixel pairs generated by the test pixel and its neighbors, the corresponding local spatial structure can be extracted and represented as a matrix that maps the neighborhood. The procedure is illustrated in Fig. 3 .
To be more precise, use D((x, x )) to denote the predicted probability that the entries of pixel pair (x, x ) have the same class label. Let {x} × N(x) = {(x, x )| ∀x ∈ N(x)} be a set of pixel pairs generated by the centering pixel x and its neighbors within N(x), we use D({x} × N(x)) to denote the corresponding spatial matrix, whose i th, j th entry is defined by
By applying an elementwise threshold function f t , the realvalued D({x} × N(x)) is calibrated to a binary matrix
where t is the predetermined threshold value. The convolutional kernel W (N(x)) in (2) is calculated by normalizing D t ({x} × N(x)) such that all the elements add up to a unit. In essence, the convolutional kernel W (N(x)) records the positions where the spectra are supposed to have the same class label as the centering test pixel. Thus, only the neighboring pixels which correspond to the nonzero positions in W (N(x)) will contribute to the estimation of spectral-spatial feature in (2), in an equal manner. In practice, both the sizes of neighborhood N(x) and the threshold value t should be appropriately chosen, as to be analyzed in Section IV-B.
To enhance the hierarchical representative capability of the whole framework, the aforementioned discriminant model is designed to extract the deep features, while the spectral feature extraction model (ANNC) focuses on exploring the shallow features with a simple network structure. From this point of view, a diverse structure from ANNC should be considered, in order to make the proposed discriminant model different from ANNC. 1) Although ANNC uses a structure of fully connected layers, the CNN architecture will be employed in the discriminant model. A CNN-based model is not only built differently from ANNC model, but is also expected to be more powerful in expressing hierarchical features. 2) Although ANNC uses a shallow structure of three layers, a deep model with more layers will be engaged in the discriminant model. In most cases, deep networks enable the extraction of more abstract features than the, respectively, shallow ones. It is noteworthy that training a complex discriminant model with a limited number of labeled pixels is possible. To address the task of distinguishing whether two spectra belong to the same class, the discriminant model is designed to be fed with pixel pairs at both training and testing stages. Without considering the geometric information, the pixel pairs for training are generated by the pixels chosen from the training data. According to this settlement, the training set can be enlarged to roughly have a squared quantity of training samples. In practice, the enlarged training set is sufficient for training our discriminant model. More details on the training set are given in Section IV-B1.
Based on the above-mentioned discussions, we choose to modify the PPFs model proposed in [43] and use the resulting network as the discriminant model in our spatial structure extraction algorithm.
Fortunately, the PPF model is not only CNN-based, but also has a relatively deep structure with nine convolutional or fully connected layers and three pooling layers. This meets the directions discussed above for structure design of our discriminant model. Moreover, the binary classification task in our problem is relatively easier than the original multiclassification task in PPF, which should be well tackled by a similar model with PPF. By modifying the first data layer and the last two fully connected layers, the structure is able to address different data sets and is suitable for the binary classification task. The modified structure of PPF model is applied as our discriminant model, which is a part of the spatial feature extraction algorithm.
The structure details of the discriminant model are illustrated in Fig. 4 . Considering the slim shape of the input data, namely, (2, L), with L being the number of spectral channels, the convolution kernels and the pooling regions are chosen as narrow rectangular ones instead of the traditional squared ones. All the strides of the convolutional layers are set to be 1 and the pooling layers are defined to use the max-pooling function. In order to introduce nonlinearity to the CNN-based model, the commonly used rectified linear unit (ReLU) function, defined by φ(x) = max{0, x}, is applied after every convolutional and fully connected layer.
IV. EXPERIMENTAL SETTINGS AND RESULT ANALYSIS
A. Data Sets Description
Experiments are performed on three real hyperspectral images, namely, the Pavia University scene, the Salinas scene, Fig. 4 . Structure of the discriminant model, modified from PPF [43] . The sizes of convolution kernels are marked under the layer type conv, while the cardinalities of channels are presented under the graphical data blobs. In fact, each channel of a preceding data blobs is connected to all the channels of latter data blobs in the convolutional layers, but only one connection is drawn for simplicity. and the Pavia Centre scene. 2 The first data are the Pavia University scene, acquired by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor. After removing the noisy bands and a blank strip, a subimage of 610 × 340 pixels with 103 spectral bands is retained for analysis. The image is characterized by a spatial resolution of about 1.3 m. As summarized in Table I , this area is known to be mainly composed by K = 9 classes of materials, denoted by labels from 1 to 9. The background pixels are represented by label 0 and will not be taken into account for classification. Fig. 5 shows the false color composite and groundtruth map. The second one is the Salinas scene collected by the Airborne Visible-Infrared Imaging Spectrometer (AVIRIS). This data set contains 512 × 217 pixels and is characterized by a resolution of 3.7 m. After removing the water absorption bands, the remaining 204 (out of 224) bands are utilized. According to the available groundtruth information in Table II , there are K = 16 composition categories of interest, with the background pixels represented by label 0. False color composite and groundtruth map of the Salinas scene are shown in Fig. 6 .
The last image is the Pavia Centre scene, which is also returned by the ROSIS sensor over Pavia, northern Italy. A subimage of 1096×715 pixels with 102 relative clean bands is taken into account, where the geometric resolution is 1.3 m. Ignoring the background pixels, the groundtruth labels fall into K = 9 reference classes, as given in Table III . The false color composite and the groundtruth map of Pavia Center are shown in Fig. 7 .
B. Experimental Settings 1) Training and Testing Sets:
Before further processing, each data set is first normalized to have zero mean and unit variance. To form the training set, 200 pixels are randomly chosen from each class. The two neuron networks, i.e., the ANNC model and discriminant model, are trained by employing the same training set. Tables I-III present the sizes of training and testing sets in three data sets.
To train the ANNC model, the original training set is enlarged by virtual samples [32] , [39] , until the size of each class reaches 80000. Using x 1 , x 2 to denote two training pixels chosen from the same class , a virtual samplex with the same label is generated byx = qx 1 +(1−q)x 2 , where q is a random number chosen from the uniform distribution on [−1, 2]. The testing set is composed by all the unused pixels, which are directly fed to the learned ANNC model at the testing stage.
To train the discriminant model in the spatial feature extraction algorithm, the pixel pairs should be first generated. Let T r i be the set of training pixels with label i , for i = 1, 2, . . . , K . The positive training set is expressed by
The negative training set is generated by taking the Cartesian product between any two different classes of training pixels, namely,
Compared with the original training set with 200 pixels for each class, the enlarged training set composed by pixel pairs is sufficient to train the discriminant model without causing overfitting problem. Taking Pavia University, for example, the original training set consists of 200 × 9 = 1800 samples. According to (6) and (7), the sizes of the positive training set T r + and the negative training set T r − compute 360 000 and 2880 000, respectively. In practice, considering that the size of negative training set T r − is overwhelmingly greater than that of the positive set T r + , only half of the negative pixel pairs are randomly chosen for training. It is also noteworthy that the training pixels are excluded from either the testing samples or their neighbors on all the three data sets.
2) Network Configurations: The parameters in the ANNC network are set as recommended in [39] . To be precise, the weight of center loss is set to be λ = 0.01. To train ANNC, the stochastic gradient descent (SGD) is applied with a mini-batch size of 512, and the learning rate is initialized by 0.01 and decays by multiplying 0.3162 every 20 000 steps. This model is implemented on the open-source deep-learning framework Caffe [44] .
The discriminant model has a softmax layer at the top followed by the cross-entropy loss function. At the training stage, the SGD algorithm is used with the mini-batch size set to be 512, where the learning rate is initialized by 0.01 and decays every 50 epochs by multiplying 0.1. For the convenience of using rectangular convolutional kernels, this model is implemented on the compatible machine learning framework Tensorflow [45] , following the codes of [43] .
3) Hyperparameter Selection: We discuss how to select the two crucial hyperparameters introduced by the proposed CSFF framework, i.e., the size of neighborhood N(x), and the calibration threshold value t in (5) . First, to study the influence of neighborhood size on classification accuracies, we vary this parameter within some range while fixing the threshold to a modest value with t = 0.01. Experiments are performed on data sets Pavia University and Salines, with the neighborhood size varying within the sets {1 × 1, 3 × 3, ..., 19 × 19} and {1 × 1, 3 × 3, ..., 39 × 39}, respectively. As shown in Fig. 8 , an increasing neighborhood size generally leads to improvements in classification performance. This phenomenon is not surprising. Because of the good property of the convolutional kernel, only the useful spatial information from the neighboring spectra will contribute to the fusion of the spectral-spatial feature corresponding to the centering test pixel. A relatively larger neighborhood usually accounts for more useful spatial information, thus being favorable to boost the classification performance. However, it is also noted that at the testing stage, a doubled neighborhood radius will quadruple the computational complexity. By balancing the computational cost and the classification accuracy, the neighborhood size is set to be 19×19 for Pavia data sets and 39×39 for Salinas data set.
Second, we validate the selection of threshold value t in (5) , which calibrates the probabilities in the spatial matrix into binary predictions. Experiments are performed on Pavia University and Salinas data sets by varying t within interval [0, 1], where the neighborhood sizes are fixed as 19 × 19 and 39×39, respectively. As the learned discriminant model allows to estimate whether two paring pixels belong to the same class (probability near 1) or not (probability near 0), the elements presented in spatial matrices are generally distributed close to 0 and 1. Thus, the classification performance tends to be particularly sensitive to the values of t close to 0 and 1. Accounting for this fact, the threshold value t is set by t = 1 1+e −0.7x , where
x ∈ N and x ∈ [−9, 11]. Two extreme cases with t = 0 and t = 1 are also examined. It is noted that with t = 0, the proposed spectral-spatial feature fusion algorithm in (2) is reduced to a simple average-over-neighborhood algorithm, while with t = 1, the algorithm does not exploit any spatial information for feature fusion. The classification results using different threshold values are given in Fig. 9 . As observed, on both data sets, small threshold values close to t = 0 lead to promising classification accuracies that are much more advantageous over the results obtained by t = 0 and t = 1. In this paper, we apply a unified threshold value with t = 0.01 in all the experiments on three data sets.
4) Classifiers:
To evaluate the performance of the spectral-spatial features f N(x) (x), a comparative study is performed by classifying them using three classifiers, namely, the center classifier mentioned in (3), the kNN algorithm [46] , and the SVM algorithm [47] . Without involving extra training data, these three classifiers are trained based on the same training pixels as used in training the ANNC model and the discriminant model. Precisely, by applying a transfer learning strategy [48] , the classifiers are trained with spectral features (with their respective labels) extracted by the learned ANNC model from the training pixels. Here, the spectralspatial features of the training pixels are not directly used for training the classifiers, for the sake that no additional information from the pixels other than the training ones should be used before the testing stage. For a given training pixel x, its neighborhood N(x) used for spectral-spatial feature generation may contain the pixels from the testing set. Hence, the resulting spectral-spatial feature f N(x) (x) may contain the information from the testing set and is not proper for training the classifiers. In practice, the class centers in center classifier are estimated by averaging the spectral features of training pixels within each class. Concerning kNN, it assigns a test spectral-spatial feature to the class most common among its k nearest training spectral features, where two cases with k = 5 and k = 10 are considered in the experiments. Similar to the kNN algorithm, the SVM algorithm is also trained by the spectral features with their respective labels. The rbf kernel is applied and the multiclass classification is handled according to a one-versus-one scheme. The Python packages SciPy [49] and Scikit-learn [50] are applied directly for kNN and SVM algorithms, with the parameters set to be the default values. 3 
C. Results Analysis
We evaluate the classification performance of the proposed framework on the aforementioned data sets. In this framework, the models are trained merely based on spectral pixels without using any spatial information, as the latter is likely to coincide with the testing set. From this aspect, three state-of-the-art methods are considered, which are the traditional method MASR [21] , the CNN-based PPF [43] , and the ANN-based ANNC-ASSCC [39] . As the state-of-the-art baseline of CNN models, the 3D-CNN [32] is also compared, which is trained Three commonly used metrics are adopted to evaluate the classification performance globally, which are the overall accuracy (OA), the average accuracy (AA), and the Kappa coefficient (κ). Briefly, OA represents the overall percentage of testing samples that are correctly classified, while AA calculates the average value of the accuracies of each class on testing samples. The κ coefficient measures the agreement between the predicted labels and groundtruth labels. Fig. 10 visualizes the spatial distribution of spectral features extracted by ANNC and ANN models in [39] , on testing samples from Pavia Centre. As expected, the features extracted by ANNC have smaller within class distances and bigger between class distances, compared to the case with ANN.
As illustrated in Tables IV-VI, competitive classification results are obtained by the proposed CSFF method on all by the CSFF under various classifiers, experiments are performed by using the default center classifier, kNN, and SVM, on all the data sets. The results are given in Tables VII-IX. We observe that on all the images, the three classifiers yield stable and similar classification accuracies in terms of all the quantitative metrics. It demonstrates that the spectral-spatial features generated by the proposed framework are effective and robust against different classifiers.
D. Computational Cost
The testing time of all the comparing methods is reported in Table X . Experiments are performed on a machine equipped with CPU of Intel Xeon E5-2660 at 2.6 GHz and GPU of NVIDIA TitanX. As for the proposed CSFF, both the total testing time and the time of applying discriminant model are presented. In fact, it is the testing data preparation in the discriminant model, namely, the generation of pixel pairs using the centering pixel and each spectrum within the neighborhood, which is the most time-consuming. To alleviate the computational burden, a slightly decreased neighborhood size can be adopted in practice. On the one hand, this does not deteriorate the classification accuracies too much, as shown in Fig. 8 . On the other hand, a declined neighborhood size reduces the computational complexity of testing data preparation, which computes O(n 2 ) with n being the neighborhood size.
V. CONCLUSION
In this paper, we investigated a novel ANN-and CNN-based classification framework that properly integrates the spatial information to the spectral-based features and generates spectral-spatial features suitable for various classifiers. Based on a limited number of labeled pixels and without using any local information, both a spectral feature extraction model and a discriminant model were trained. Using the learned discriminant model, the local structure was extracted and represented as a customized convolutional kernel. The spectral-spatial feature was obtained by a convolutional operation between the kernel and the corresponding spectral features within a neighborhood. Experiments on three real hyperspectral images validated the performance of the proposed method in terms of classification accuracies, when compared to the state-of-the-art algorithms. We also studied the characteristics of the learning features, which showed robustness and stableness against various classifiers. Future works will focus on extending the proposed framework to multiple-model fusion.
