Two-sample problems of estimating p × p scale matrices are investigated under elliptically contoured distributions. Two loss functions are employed; one is sum of Stein's loss functions of one-sample problem of estimating a normal covariance matrix and the other is a quadratic loss function for Σ2Σ −1 1 , where Σ1 and Σ2 are p × p scale matrices of elliptically contoured distribution models. It is shown that improvement of the estimators obtained under the normality assumption remains robust under elliptically contoured distribution models. A Monte Carlo study is also conducted to evaluate the risk performances of the improved estimators under three elliptically contoured distributions.
Introduction
Since the pioneer works of Stein (1956) and James and Stein (1961) , there has been a great deal of effort to construct improved estimators for a covariance matrix of a multivariate normal distribution. The literature includes Haff (1980 Haff ( , 1982 Haff ( , 1991 and Dey and Srinivasan (1985) . Two sample analogue of estimating covariance matrices has been also considered by several authors such as Muirhead and Verathaworn (1985) and Loh (1991a Loh ( , 1991b .
On the other hand Kubokawa and Srivastava (1999) showed that improvement of minimax estimators for a covariance matrix obtained under the normality assumption remains robust under elliptically contoured distribution models. In this paper, following the set-up considered by Loh (1991a Loh ( , 1991b , we examine two-sample problems of estimating scale matrices of elliptically contoured distributions.
The precise set-up of the problems is as follows: Let Y 1 and Y 2 be N 1 × p and N 2 × p random matrices which take multivariate linear models of the form
Here i (i = 1, 2) are N i × p random matrices, C i are known N i × m matrices with full rank, and β i are unknown m × p matrices. We also assume that the error matrices 1 and 2
are marginally distributed as elliptically contoured distributions. But we assume the two forms of the joint density functions of error matrices: First, two error matrices 1 and 2
are independently distributed and have the joint density function
where Σ i (i = 1, 2) are p × p unknown positive definite matrices and g i are nonnegative real-valued functions: Secondly two error matrices 1 and 2 are uncorrelatedly distributed and have the joint density function
where g is nonnegative real-valued function. Here |P |, tr(P ) and P stand for the determinant, the trace and the transpose of a square matrix P , respectively.
Following the approaches due to Loh (1991a Loh ( , 1991b , we consider two sets of estimation problems as follows.
(i) Under the model (1) with the assumption (2), the problem of estimating (Σ 1 , Σ 2 ) with unknown parameters (β 1 , β 2 ) is considered under a loss function
{tr(
where Σ i , i = 1, 2, are estimators of Σ i , respectively. This loss function is a natural extension of Stein's loss function in the one-sample case.
(ii) Under the model (1) with the assumption (3), the problem of estimating ζ = Σ 2 Σ −1 1 with unknown parameters (β 1 , β 2 ) is considered under a loss function
where ζ is an estimator of ζ and S 1 = Y 1 (I N1 − C 1 (C 1 C 1 ) −1 C 1 )Y 1 . This estimation problem is related to estimation of the common mean of two multivariate distributions. See a possible motivation for Loh (1991b) . Furthermore, the eigenvalues of ζ are important, for example, in the problem of testing the null hypotheses Σ 1 = Σ 2 against the alternative hypotheses Σ 1 = Σ 2 . For estimating these eigenvalues, see Muirhead and Verathaworn (1985) , Muirhead (1987), and DasGupta (1989) .
This paper is organized in the following way. In Section 2, we treat the problem (i). We adapt the extended Stein and Haff identity due to Kubokawa and Srivastava (1999) for two sample set-up (which is stated in Section 4) and obtain sufficient conditions under which an alternative estimator improves upon the James-Stein estimator (T 1 D 1 T 1 , T 2 D 2 T 2 ) with respect to the loss function (4). Here T i , i = 1, 2, is the lower triangular matrix with positive diagonal elements such that S i = T i T i and D i is diagonal matrix with the j-th diagonal ele-
Simulation study is conducted to evaluate risk performances of alternative estimators under the multivariate normal distribution, the matrix-variate t-distribution, and the matrix-variate Kotz-type distribution. Since these matrix-variate distributions except the normal distribution are not independent sampling, we also conduct simulation study based on independently and identically sampling model from the multivariate t-distribution and the Kotz-type distribution, respectively. Finding in this Section is that the estimators obtained under the error distribution (2) (i.e., which is different from independently and identically sampling model) perform well under independently and identically sampling from the elliptically contoured error models. In Section 3, we treat the problem (ii). In this problem, we treat the joint density function (3) only since we fail to obtain the suitable integration-byparts formula under the joint density (2) to get improved estimators. We first obtain the best estimator among the constant multiple of S 2 S −1
1 . Next we consider several types of improvement over the best constant multiple of S 2 S −1 1 and conduct simulation study in the much same way as that of Section 2. The proofs of the results obtained in Sections 2 and 3 put into Section 4.
Simultaneous estimation of
To consider the estimation problem of (Σ 1 , Σ 2 ), we shall employ the loss function (4) and evaluate performance of estimators of ( Σ 1 , Σ 2 ) by means of their risk function, i.e.,
, where the expectation is taken with respect to the joint distributions of two error distributions (2).
Class of estimators
First we introduce estimators obtained from one-sample problem of estimating a normal covariance matrix. We define the usual estimator
where n i = N i − m, i = 1, 2. Also we put the James-Stein estimator
where T i , i = 1, 2, is the lower triangular matrix with positive diagonal elements such that
Note that the James-Stein estimator (7) is invariant under the group of transformations given by
where P i is any p × p lower triangular matrix with positive diagonal elements. ¿From the argument from James and Stein (1961) , we can see that the estimator (7) has smaller risk than that of the estimator (6). Furthermore, applying Proposition 1 in Kubokawa and Srivastava (1999) , we can see that improvement of the estimator (7) over the usual estimator (6) remains robust for all possible functions g 1 and g 2 in (2). To improve upon the estimator (7) by using both S 1 and S 2 simultaneously, we adapt argument due to Loh (1991) and consider a class of invariant estimator under the group of the transformations
where Q is any p × p nonsingular matrix. From Loh (1991a), we can see that an invariant estimator under the above group transformations has the form
Here we assume that B is a nonsingular matrix such that B(S 1 + S 2 )B = I p , BS 2 B = F , and
nal matrices whose elements are functions of F . In the sequel of the paper, we abbreviate
A sufficient conditions for improvement upon the James-Stein estimator
Now we state the main result in this section.
Theorem 1 Suppose that we wish to estimate (Σ 1 , Σ 2 ) simultaneously under the loss func-
As a special case of ( Σ EQ 1 , Σ EQ 2 ), we introduce the estimator due to Loh (1991) (
where
respectively.
Immediately we get the following corollary from Theorem 1.
Corollary 1 The estimator
Remark : When the error ( 1 , 2 ) have the joint density (3), we can see the dominance results similar to those in Theorem and Corollary above.
Numerical studies
Furthermore we introduce the Dey-Srinivasan estimator
Note that the Dey-Srinivasan estimator (11) is invariant under the group of transformations given by
where O i is any p × p orthogonal matrix. Furthermore from Proposition 1 in Kubokawa and Srivastava (1999), we can see that the estimator (11) improves upon the estimator (7).
However, it is difficult to compare (
analytically. Therefore, to compare the risk performances of these estimators, we carry out Monte Carlo simulations.
Our simulations are based on 10,000 independent replications. We consider three-type of error distributions which are given in the following.
1. The matrix-variate normal distribution: The joint density function ( 1 , 2 ) is given by
The t-distribution:
The joint density function ( 1 , 2 ) is given by
Here we denote by Γ( · ) the Gamma function.
3. The Kotz-type distribution: The joint density function ( 1 , 2 ) is given by
For generating a random number of the Kotz-type distribution above, see Fang, Kotz, and Ng (1990) for example.
For Monte Carlo simulations, we took N 1 = N 2 = 15, m = 1, and p = 3 and we also put v 1 = v 2 = 3 for the t-distribution and (u i , r i , s i ) = (5, 0.1, 2), i = 1, 2, for the Kotz-type distribution. We also suppose that β 1 = β 2 = (0, 0, 0) and that the parameter
1 is the diagonal matrix with typical elements. The estimated risks of these cases are given by Tables 1-3 and their estimated standard errors are in parentheses.
In Tables 1-3 We also carried out simulations when the rows of i (i = 1, 2) have densities
where i = (e i1 , e i2 , . . . , e iNi ) . That is, the rows of each error matrix i are independently and identically distributed (i.i.d.) as an elliptically contoured distribution.
For Monte Carlo simulations, we suppose that the rows of i follow the vector-valued tdistributions, i.e., the density function of the random vectors e ij (i = 1, 2, j = 1, 2, . . . , N i ) are given by
]}, and we also suppose that the rows of i follow the vector-valued Kotz-type distributions, i.e., the density functions of the random vectors e ij (i = 1, 2, j = 1, 2, . . . , N i ) are given by
where 
Estimation of Σ
In this section we consider the problem (ii) given in Section 1 under elliptical error with density (3) and we treat the problem under the loss function
as considered by Loh (1988) 
pointed out in Loh (1991b) , the problem (ii) is invariant under the group of transformations given by (8) and the estimators which is invariant under this transformation group has the
where A is a nonsingular matrix such that
elements are functions of L.
The best constant multiplier of S
Consider a class of estimators of the formζ
1 , where α is a constant. Then this estimator can be rewritten asζ
where Ξ US is diagonal matrix whose the j-th diagonal element is ξ
Theorem 2 For any function g in (3), the best usual estimator of ζ under the loss function (14) is given byζ
Improved Estimators
We next discuss an improvement on the estimator (15). It is expected that the eigen-
are more spread out than those of Σ 2 Σ −1
1 . To reduce the biases of the estimators for eigenvalues, we consider
for j = 1, 2, . . . , p. Then we have the following theorem:
Theorem 3 Under the loss function (14),ζ
Further we consider an improved estimator onζ LO as in Loh (1988) . Define the Bergertype estimator asζ
Here c : R + → R is a differentiable function of u and b is a suitable positive constant.
Then we have the following theorem:
Theorem 4 Assume that Lin and Perlman, 1985) . Further we can also consider the Stein-type estimator (Stein, 1977) 
The derivation of this estimator is given by Loh (1991b) .
By applying methods of Berger and of Stein, the Stein-Berger estimator is given bŷ
where and hence, in the next subsection, we examine these risk performances by using a numerical study.
Numerical studies
We have carried out Monte Carlo simulations (10,000 runs) to observe the risk performances of several estimators in the previous subsection.
1. The matrix-variate normal distribution: The joint density function of ( 1 , 2 ) is given
The t-distribution:
The joint density function of ( 1 , 2 ) is given by
3. The Kotz-type distribution: The joint density function of ( 1 , 2 ) is given by
where r > 0, s > 0, 2u + (N 1 + N 2 )p > 2, and
The estimated risks with the error above are given in Tables 
.
We also studied simulations when the rows of the error are independently and identically distributed as in the densities (12) and (13). We assume that the distributions of rows of the errors are (12) and are (13) in the previous section. This results are given in Tables 9   and 10 . We got the similar results as those in Tables 7 and 8 .
We summarize our numerical results in Tables 6-10 
Proofs of Theorems
In this section we show theorems and corollaries in Sections 2 and 3. To give the proofs, we state a canonical form of our problems and list useful lemmas. Listed lemmas consist of two ingredients. First, we adapted the integration-by-parts formula from Kubokawa and Srivastava (1999) for our problems. We introduce two types of integration-by-parts formulas which concerns the joint density function (2) and the joint density function (3), respectively.
Second, we quote lemmas on eigenstructure from Loh (1988) .
Preliminaries
To derive a canonical form, write (
, where X i and Z i are m × p and n i × p matrices respectively. Then the densities (2) are rewritten as
for i = 1, 2.
Next we introduce notation for integration-by-parts formula with respect to the joint densities (2). Let
(1 + δ ja ) ∂ ∂s i·ja with δ ja = 1 for j = a and δ ja = 0 for j = a. Also put Z i = (z i1 , . . . , z ini ) and z ij = (z i·j1 , . . . , z i·jp ) for i = 1, 2, and j = 1, 2, . . . , n i . Hence we have
Now we adapt the extended Stein-Haff identity due to Kubokawa and Srivastava (1999) for our problem. The difference between derivations of our identity and of that by Kubokawa and Srivastava (1999) is what expectation for the variables of integration are multiplied.
Hence, we state the following formula without the proof.
Lemma 1 Let
be a p × p matrix whose element is differentiable with respect to z i·jk (j i = 1, 2, . . ., n i , k = 1, 2, . . . , p). Furthermore, assume that
for any real a.
Then we have
for θ = (θ 1 , θ 2 ) and Σ = (Σ 1 , Σ 2 ).
To derive the integration-by-parts formula with respect to the density (3), we make an orthogonal transformation Y 1 and Y 2 to rewrite the density (3) as
where X i , Z i and θ i are defined in the same way to obtain (19). For a real-valued function
, and Σ = (Σ 1 , Σ 2 ). ¿From preliminaries as above, we get the integration-byparts formula for the density (3):
Lemma 2 Assume that
is differentiable with respect to z i·jk (i = 1, 2, j = 1, 2, . . . , n i , k = 1, 2, . . . , p) and that Then, for i = 1, 2,
Furthermore, we need the following lemmas to show main theorems and their corollaries.
Lemma 3 [Loh, 1991a] Let S 1 and S 2 be p × p symmetric and positive-definite matrices. 
Also let B be nonsingular matrix such that B(S
where D S1 and D S2 are defined as (23).
Lemma 4 [Loh, 1991b] Let S 1 and S 2 be p × p symmetric and positive-definite matrices. Also let A be nonsingular matrix such that 
Proofs of Theorem 1 and Corollary 1 in Section 2
Proof of Theorem 1: ¿From Lemmas 1 and 3, the risk of the estimator ( Σ 1 , Σ 2 ) can be expressed as
Similarly the risk of the James-Stein estimator (
where d ij = 1/(n i + p + 1 − 2j). Hence, comparing the integrands with respect to each expectation of (20), (21), and (22) in the rhs of the equations (27) and (28), we complete the proof. 2
Proof of Corollary 1: ¿From Theorem 1, it suffices to show that
. We here note that the last term of the lhs in (29) is evaluated as
where the last inequality in the above display is derived by the fact that f k < f j < 1 and
The proof of the inequality (30) can proceed similarly. Note that the last term of the lhs in (30) is evaluated as
Putting the above inequality into the lhs of (30), we get the desired result. 2
Proofs of Theorems 2, 3, and 4 in Section 3
First, we give the following lemma:
we consider an estimator of the
under the loss function (5), the risk ofζ is given by
Proof. We can write the risk function as
Noting that
and using Lemmas 2 and 4, we get (32). 2
Proof of Theorem 2: Substituting αl j for ξ j in (32), we get
Hence we can see that (33) is minimized at α = (n 1 − p − 1)/(n 2 + p + 1). 2
Proof of Theorems 3: The proof proceed in similar way as in that of Theorem 3.5 in Loh (1988) . We reproduce it for reader's convenience.
¿From Lemma 5, we have
The last inequality follows from the inequality
Finally putting (36)- (38) into the rhs of (35), we have
The last inequality follows from Assumption (III) of Theorem 4. 2 Table 1 . Estimated risks for estimation of (Σ 1 , Σ 2 ) under normal distributions (Estimated standard errors are in parentheses) 
