A Performance Analysis of Adaptive Line Enhancer-Augmented Spectral Detectors 0096-35 18/81/0600-0694$00.75 0 198 1 IEEE Burdic [ 121 published a detection performance analysis of an ALE-augmented DFT detector (ALE/DFT) that was based on the normalized deflection statistic of the processor. In this paper, we derive the receiver operating characteristic (ROC) equations of this processor for the case of sinusoidal signals of known frequency.and unknown phase embedded in white' Gaussian noise of known power. The processor for which an analytical treatment is provided does not utilize incoherent integration as described earlier.
Addition of the latter feature makes the analysis intractable, but we do provide empirical results for this case, as well as the former, that were obtained from extensive Monte Carlo simulation studies. It will be shown that the probability density function (p.d.f.) of the ALE/DFT detector output with a noise-only input, as given in Burdic's paper [12] , is valid only under a limited range of conditions. We provide an analytical derivation of this p.d.f. that is valid for arbitrary ALE and DFT resolutions. Finally, we compare via Monte Carlo simulation the relative performance of the ALE/DFT and conventional DFT detectors for inputs consisting of a sinusoidal signal in a particular nonstationary noise background. The results presented in this paper substantiate the basic conclusions reached in I121 concerning the relative detection performance of ALE/DFT and conventional detectors, and are within the performance bounds of the optimal detector predicted in The organization of the paper is as follows. Section I1 reviews certain properties of the ALE weight vector that are needed in the sequel. Section I11 presents the ROC equations and curves for the ALE/DFT detector with no incoherent integration. Some of the details of this derivation have been relegated to Appendix A. Section IV presents empirical ROC results for the ALE/DFT detector with incoherent integration. In Section V, we present simulation comparisons for the nonstationary noise case. Section .VI is. the conclusion. Appendix B provides some additional details on the first two moments of the ALE/DFT detector. The Monte Carlo simulation configuration is described in Appendix C. ~91,1101, WI.
11. ALE WEIGHT VECTOR MODEL AS illustrated in Fig. 1 , the ALE consists of an L-weight linear prediction filter in which the coefficients w,(k) are adaptively updated at the input sampling ratef,. The ALE
where A is the prediction distance of the filter in units of the sample period. 'The output r ( k ) is subtracted from the input sequence x(k) to form an error sequence ~( k ) . This error sequence is "fed back to adjust the filter weights according to the Widrow-Hoff LMS algorithm: In prior work [20] , a steady-state model for the converged ALE weight vector w ( k ) 2 [ wo( k ) * * -wL-Xk)lT was obtained by decomposing w ( k ) into two parallel weight vectors, i.e., w ( k ) = w * + *(k). Here, w* is the (constant) optimum Wiener A-step predictor weight vector, and $(k) is a very slowly fluctuating, zero-mean, vector random process. Under the assumptions of relatively slow adaptation, low input SNR, and white Gaussian input noise, the weight vector "misadjustment" k( k) is virtually constant over the typical coherent integration time of a DFT. Thus w ( k ) may be treated as a vector Gaussian random variable (r.v.) w, independent of the data spanned by.the DFT, with mean w*'and covariance 1~21, where u, ' ptmin, tmin is the minimum mean-squared error associated with Wiener filtering of the input, and I is the identity matrix [l 13, [ 181-[201, [231,[241. Consider an input to the ALE given by
where oo is known, 8 is arbitrary, and n ( k ) is a zero-mean white Gaussian sequence of variance v2. It can then be readily ,shown that the elements of the (converged) mean ALE weight vector w* are given by (211
where and SNR A2/2v2. From an arbitrary initial value, the convergence of the mean weight vector to w* is exponential, with a time constant 7 given by [ 181, [ 191 7=[2p~2L[l+( +) 
The statistical properties of the weights are discussed in [ll] , [24] , where it is shown that u," =PLY*, and for a noise-only input, w* zz 0.
As will be shown below, most of the difficulty encountered in the ROC analysis of the ALE/DFT detector arises from the complicated joint statistical properties of the ALE output r ( k ) , which is the convolution of a stochastic process with a random set of filter weights. With a noise-only input, r ( k ) is a decidedly non-Gaussian process, even 3, JUNE 1981 
INTEGRATION
The ALE/DFT detector with no incoherent integration is shown in Fig. 2 . The conventional portion of this system is a common element in many spectral detection processors, where successive magnitude-squared DFT outputs are displayed in line-by-line spectrogram or "waterfall" type formats. In this section, we shall consider in order the detector performance under the Ho (signal absent) and the H I (signal present) hypotheses. It is assumed that L, K>> 1, and that the ALE is in steady-state operation.
H, Case
Under H,, the input to the system x ( k ) is a white Gaussian noise sequence with variance v2, and thus w* =O. The elements of the ALE weight vector are independent, 
Substituting (8) and (10) 'lo) comparison of the first two moments of (13) with an independent calculation of the first two moments of y , as described in Appendix B. The density in (14), however, agrees well with simulation in Fig. ' 3, and its first two moments match those given in Appendix B for all values of K and L (> 1). The only deviation of (14) apparent in Fig.  3 occurs at the extreme tail values of the density, where it seems to underestimate the simulation curve. It is difficult to say whether or not this deviation is genuine, since from Appendix C we expect very few sample values (order of ten or less) for simulation points in this region. Given a threshold a, the false-alarm probability Pr, for y may be computed from (12) as Thus (12) and (15) completely specify the ALE/DFT detector performance for the H, case, with no incoherent integration.
HI Case
With a sinusoidal signal present at the input, as in (3), the mean ALE weight vector w* is nonzero. Thus the ALE output contains four distinct, uncorrelated components, corresponding to signal and noise filtered by the mean (Wiener) weight vector and misadjustment weight vector, respectively, as described in Section I1 and [23] . This multiplicity of output components renders intractable the method of analysis used for the H, case. However, the relative magnitudes of the Wiener and misadjustment filter transfer functions in the neighborhood of the sinusoid frequency permits a simple but accurate approximation, as we now describe.
The mean equivalent transfer function of the ALE has a sharply peaked bandpass characteristic at the center frequency wo of the input sinusoid, except at very low values of input SNR [23] . At all other frequencies, the transfer function is strongly attenuated. The peak is due entirely to the (deterministic) Wiener filter portion o-f the ALE weight vector. Thus when adequate input SNR exists, the dominant ALE output spectral components in the neighborhood of wo are the Wiener-filtered sinusoid and noise, the latter being narrow-band Gaussian noise. The subsequent DFT will be influenced primarily by these components.
In order to arrive at an approximating density p y ) for the H , case, we shall ignore the non-Gaussianity of the two misadjustment filtered output components, and lump them with the narrow-band Gaussian noise. Thus the ALE output is approximated as a sine wave in Gaussian noise. As is well known, a K-point magnitude-squared DFT (centered on 0,) of such a process has a noncentral gamma p. with For a fixed threshold a, the detection probability Pd of the ALE/DFT detector is then where Q( 0 , e ) denotes the Marcum Q-function [ 11. Fig. 4 compares the ROC curves obtained from (15) and (20) with Monte Carlo simulation points for the indicated parameters. The accuracy of the theoretical approximation is quite evident, with the principal deviation being in the middle range of values of Pd. Because the curves are in good agreement at both ends of this range, we tend to attribute this deviation to the approximation of the true pl( y ) by (16), rather than to incorrect settings of the threshold oi .
IV. ROC PERFORMANCE: WITH INCOHERENT INTEGRATION
The addition of incoherent integration to the ALE/DFT processor results in a system that is intractable to the type of detailed statistical analysis contained in the previous section. However, to provide a comparison of the detection performance of the ALE/DFT processor with a conventional processor for the important case when the processor time-bandwidth product exceeds unity, we include here some empirical results that have been deduced from an extensive Monte Carlo simulation investigation of this processor [ 161.
H, Case
For linear post-detection integration over a time interval T with an ALE time constant 7 (6), the tail distribution of the integrated output z is well approximated by a gamma distribution with d d.o.f., where 
For this case, we assume a noncentral gamma p.d.f. for the integrated output z , and use the moment expressions in Appendix B to determine its parameters. The rationale for this approximation is similar to that used in the previous section for the H , case. Fig. 5 shows a typical comparison of the ROC curves resulting from these theoretical approximations and simulations. Additional comparisons of this type are presented in [ 161, where it is also shown that the performance of this version of the ALE/DFT detector lies in between that of the analogous equivalent-resolution (i.e., K = L ) conventional DFT detector with no timefrequency redundancy (i.e., overlap) and the similar detector with optimal redundancy [9], [lo] .
It may be that in some applications, one is forced to use a conventional DFT processor whose resolution bandwidth p2 is larger than would be desired. This may be due either to existing hardware constraints or to signal bandwidth uncertainties that dictate a minimum value of Pz that is not always appropriate. In these cases, the use of an ALE prefilter with resolution bandwidth PI less than P2 can definitely enhance the performance of the conventional detector. As shown in [16] , the ALE/DFT detector is rather insensitive to increases in p2 €or a fixed value of PI.
Conversely, the ALE has been shown to degrade the overall system performance if p, >p2 [ 161. v.' DETECTION PERFORMANCE I N NONSTAT~ONARY
NOISE
As evidenced by (1 2), the presence of the ALE produces a radical change in the noise-only p.d.f. of the unintegrated DFT output. This is ,also true for the integrated output case, as illustrated by Fig. 6 . In either instance, both the mean and the mean-to-variance ratio of the noise-only p.d.f. are significantly reduced for the ALE/DFT detector, as compared with the conventiona1,DFT detector. For the case of a stationary noise background of known power, this effect is of no consequence, since accurate thresholds can We consider a zero-mean, stationary white Gaussian process $ k ) having variance v2. Let m ( l ) denote an independent process of the same type, having variance vi, where
and Tis the number of input samples spanned by the total integration interval of the detector. Thus the process m ( I ) changes value every T samples of n ( k ) . Let the input noise to the detector during a particular integration interval [IT, ( I + 1)T] be given by
Over the infinite time interval, the noise n'(k) is a blockstationary, non-Gaussian process, for which an average (over time) false-alarm threshold may be determined via simulation. However, with respect to each integration interval of length T, the noise variance is a random variable 11 +w~(l))~v', conditioned on m ( l ) , and thus n'(k) is nonstationary insofar as the detector is concerned. The degree of nonstationarity is described by the ratio v,/v. Fig. 7 shows a comparison of the degradations in Pd (for fixed SNR) as a function of v,/v for the conventional DFT and ALE/DFT detectors with incoherent integration. (In this simulation, the ALE weights were reset to zero at the beginning of each integration interval of length T.) Note that the conventional system degrades more rapidly, and at higher SNR values, than the adaptive system. This is to be expected, since the higher mean-tovariance ratio of the conventional system's noise-only p.d.f. indicates a greater sensitivity to changes in the input noise power. Thus as the degree of noise nonstationarity increases, the false-alarm threshold for the conventional system must be increased by a proportionately greater amount than for the adaptive system in order to maintain a given average Pf,.
VI. CONCLUSION
The ROC performance of the ALE/DFT detector has been analytically described for sinusoidal signals in stationary white Gaussian noise. While adaptive detectors are generally intended for use in less benign environments, it is important to establish their performance characteristics with respect to standard, well-understood environments. Illustrative results have been presented to show the potential improvement of the ALE/DFT detector over the conventional DFT detector in a nonstationary noise environment. A comparison of ALE augmented detectors with other types of data adaptive detectors for nonstationary inputs remains a topic for further research. As indicated by the complexity of the analytical results for a stationary white Gaussian noise background, however, a detailed treatment of the problem presents formidable analytical difficulties.
APPENDIX A DERIVATION OF pol ( u ) For notational convenience, define the following vector and matrix quantities:
where X is a KX L matrix. Then from (l), we have r= Xw (A61 and from (7) where the H superscript denotes the Hermitian operator. Since w is .assumed independent of the data in the X matrix, we obtain u2 = W'QW (A91 with the matrix Q defined by Q E,XTeeHX. Thus the r.v. a' is a quadratic form in the Gaussian random vector w. By straightforward but tedious manipulation, the elements of the Q matrix under hypothesis Ho are shown to be for O G p , q<L-1.
In spite of the wealth of material available on Gaussian quadratic forms [27], a closed-form expression for the p.d.f. of a' is apparently intractable. However, if the nonzero eigenvalues of Q have similar magnitudes, then a gamma density approximation is indicated, with the scale parameter and d.0.f. determined from the first two moments of u2. The mean is readily evaluated from (A9) as
The variance evaluation requires considerably more effort, but yields (for K , L>> 1)
KL3
3
The gamma density approximation po2( u ) is then given by where a= E w { u 2 } and n + l = E'{u2' .
(A14) var(a2) var (02) Substituting (All) and (A12a), (A12b) into (A14) yields the expressions given in (1 1a)-(1 Id). Use of the above approximation leads to an expression for po( y ) (12) whose first two moments are in agreement with independently derived moment equations, as described in Appendix B, for all K , L values. Also, the p.d.f. p o ( y ) matches well in cases that have been checked by simulation, as illustrated in Fig. 3 . The second moment of y , E { y 2 } , is given by a lengthy sum of nine terms, dependent on u: , v 2 , A , a*, L, and K , which may be found in [25] . We shall here reproduce the expression for noise-only input, i.e., a* =A=O, which is
From (Bl) and (B4a), (B4b), we may compute the ratio po of the squared-mean to variance of the ALE/DFT output y under Ho, viz., Table I shows measured (via simulation) and computed values of po for a range of values of L , which are in good agreement. One may compare these results to the corresponding ratio for the p.d.f. of (1 3), which has a value of 1/3. This comparison confirms our earlier statement that the p.d.f. of (13) is valid only for K> L. On the other hand, the corresponding ratio for the p.d.f. of (12) APPENDIX C MONTE CARLO SIMULATION CONFIGURATION The Monte Carlo simulations discussed in this paper were made by passing either white Gaussian noise, or a sinusoidal signal plus noise, through both the ALE augmented and conventional detection systems. For the Ho case, over 250 000 independent test samples were used to estimate the p.d.f. of the detector output and to determine the threshold required for a given Pf,. A total of 400 independent samples for each input SNR were used to measure detection performance with a signal present. In all cases, the signal was bin-centered with respect to the DFT. Relative to a 1024-Hz sample rate, the parameters that were varied included the input SNR, the ALE resolution (PI 2 1024/L Hz), the DFT resolution (P2 1024/K Hz), the adaptive time constant T, and the incoherent integration time T.
