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Abstract—With the emergence of machine-driven communi-
cation, there is a renewed interest in the design of random
multiple access schemes for networks with large number of active
devices. Many of the recently proposed access paradigms are
enhancements to slotted ALOHA. One of the popular schemes,
irregular repetition slotted ALOHA (IRSA), is based on an
analogy between multiple access with successive interference
cancellation and message-passing decoding on bipartite graphs.
Most of the results on IRSA and its variants focus on the collision
channel and they ignore physical limitations such as transmit
power constraints and additive Gaussian noise at the physical
layer. As such, naive extensions of IRSA to the Gaussian multiple
access channel are not power efficient in the low signal-to-noise-
ratio regime. This work introduces a novel paradigm whereby
devices adapt their rates and/or transmit powers based on their
chosen repetition profiles. The receiver performs maximal ratio
combining over all the replicas prior to decoding a message.
Numerical results for finite number of users show that the
proposed scheme can provide substantial improvements in terms
of power efficiency and average rate over standard IRSA.
Index Terms—Slotted ALOHA, Interference cancellation,
Gaussian multiple access, Uncoordinated multiple access
I. INTRODUCTION
Emerging wireless networks, such as the Internet of Things
(IoT) and vehicular networks, are characterized by massive
numbers of devices and unpredictable, bursty traffic. In such
networks, existing coordinated multiple access mechanisms
are known to consume significant resources to facilitate co-
ordination among active devices. When the typical payloads
of data packets are small, the overhead associated with coor-
dination can result in a substantial throughput penalty. This
situation invites the examination of alternate frameworks. In
particular, efficient random multiple access schemes form a
promising paradigm to manage networks with massive num-
bers of devices.
It is well known that traditional slotted ALOHA shows
poor performance when the number of users is large; indeed,
multiple access throughput is limited to 1/e ≈ 0.37 [1].
Fortunately, important improvements to slotted ALOHA have
been proposed recently. A key enhancement is produced when
collided packets are not dropped, but stored in a buffer and
subsequently decoded via successive interference cancellation
(SIC) which was first introduced in [2] and later in [3]. Two
important examples of such schemes are Contention Reso-
lution Diversity Slotted ALOHA (CRDSA) [4] and Irregular
Repetition Slotted ALOHA (IRSA) [5], [6], [7]. The latter
article draws a pivotal connection between SIC and message-
passing decoding on bipartite graphs in erasure channels. This
analogy has been leveraged to show that, in the absence of
noise and without any power constraints at the transmitter, the
soliton distribution is an optimal slot selection distribution in
the sense that throughput can be arbitrary close to one when
the number of users is asymptotically large [8].
For additive Gaussian noise multiple access channels with
power constraints, naive extensions of CRDSA or IRSA result
in poor power efficiency, particularly in the low signal-to-noise
ratio (SNR) regime. This is mainly due to the fact that only one
of the repetitions is used in the decoding process even though
a packet may be repeated multiple times. Thus, the energy
transmitted in other slots is not harnessed effectively. Madala
et al. address this shortcoming in [9] and propose a scheme
where each user picks a rate randomly according to a carefully
chosen probability distribution from a set of admissible rates.
It is shown that, asymptotically, the sum rate for all the users in
a frame converges to the GMAC capacity with an additive gap
of Θ(log logK) where K is the number of users. However,
they consider a different framework in which there are no
slots and all the users send at the same time. However, the
number of distinct rates is equal to the number of users K
which makes the receiver very complex and impractical even
for small number of users.
Kissling propose Contention Resolution ALOHA (CRA)
as extensions of CRDSA to the asynchronous (unslotted)
setting [10]. In CRA, users can have variable length packets
and the repetition rate is fixed. Clazzer et al. [11], [12] suggest
using all replicas of a packet for decoding through maximal ra-
tio combining (MRC) or selection combining (SC) to improve
the performance of CRA in the presence of Gaussian noise.
We note that this modification can only improve performance.
Still, their algorithm, called Enhanced Contention Resolution
ALOHA (ECRA), applies to the asynchronous (unslotted)
setting and it is tailored to fixed repetition rates, like CRDSA.
Although their scheme shows good improvement over CRA, it
is very sensitive to rate, i.e., for some rates, performance can
be worse than CRDSA. Moreover, the transmission scheme
remains unaltered compared to CRDSA; only the operation of
the receiver is altered, leaving room for further improvements.
In this article, we capitalize on this opportunity and seek
to advance random multiple access schemes. We consider a
random multiple access channel with additive Gaussian noise
and assume that devices are subject to individual transmit
power constraints. We propose a scheme where devices pick
their repetition rates according to a prescribed distribution.
The devices then adapt their powers or select their rates as
functions of the number of times they repeat their messages
within a frame. More specifically, devices with higher degrees
transmit at lower power levels, a scheme which we call
power adaptation (PA)-IRSA. Alternatively, they can send
information at higher rates under rate selection (RS)-IRSA.
In addition, the receiver uses MRC to recover sent messages
rather than single slot decoding. We demonstrate, through ex-
tensive numerical simulations, that the proposed schemes yield
significant performance improvements, in terms of rate and
power consumption, compared to existing schemes, especially
in the low SNR regime.
II. SYSTEM MODEL
In this section, we introduce the abstract framework for
the multiple access system we wish to study. Let K be the
number of active devices, each of which is trying to transmit
one short message to the receiver. This communication task
is enabled through a slotted structure, with every MAC frame
consisting of M slots. Individual slots are composed of L
channel uses. The focus is exclusively on the uplink scenario
where information flows from the wireless devices to a central
receiver. We assume that the access point is aware of K , the
total number of active devices, and it shares this information
with each of them. Based on the system parameters, every
device randomly chooses a repetition pattern according to a
prescribed distribution. Specifically, device k independently
draws repetition count Dk using distribution fD. This device
subsequently chooses Dk slots uniformly within the frame,
and then transmits its packet in all of the selected slots.
We note that this transmission patterns is established using
common randomness between a user and the access point.
As a consequence, all patterns are known at the receiver. A
notional diagram for the proposed access scheme appears in
Fig. 1.
The aggregate access schedule among the active devices can
be represented as a bipartite graph, with messages on one side
and slots on the other, as depicted in Fig. 2. When the receiver
employs successive interference cancellation, this bipartite
representation admits the application of powerful graphical
tools from coding theory [5]. To leverage pertinent concepts
from iterative decoding, we must first establish a suitable
notation. Following established literature, let L(x) =
∑
i Lix
i,
where Li = fD(i), be the left degree distribution polynomial
from the node perspective. Likewise, R(x) =
∑
iRix
i is the
right degree distribution polynomial from the node perspective.
We emphasize that, once the variable node degree distribution
is specified, the check node degree distribution is implicitly
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device 2
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Fig. 1. This picture offers a notional diagram for the envision scheme. In this
instance, K = 4 devices are transmitting multiple replicas of their messages
within a frame. The messages associated with device i are labeled mi. The
frame is partitioned into M = 5 slots. Each device randomly selects the
subset of slots during which they transmit their message.
m1
m2
m3
m4
+ c1 – slot 1
+ c2 – slot 2
+ c3 – slot 3
+ c4 – slot 4
+ c5 – slot 5
Variables Checks
Fig. 2. The envisioned random access scheme naturally admits a bipartite
representation that can be put in correspondence with a Tanner graph. In this
analogy, the messages play the role of variable nodes, and the time slots act
as check nodes. Edges indicate the time slots during which a particular device
transmits a copy of its message. This relation provides a conceptual bridge
between standard tools in iterative decoding and the multiple access problem
at hand.
determined through the slot selection process. The average
variable node and check node degrees are given by
lavg =
∑
i
iLi = L
′(1) ravg =
K
M
lavg,
where function L′(1) represents the derivative of polynomial
L(x) evaluated at one.
Herein, we are particularly interested in decoding strategies
whereby the receiver uses maximal ratio combining, rather
than single-slot decoding, to recover the sent messages se-
quentially. Depending on the nature of the interference and
background noise, such strategies can enhance performance
drastically. Additionally, we let devices adapt their power
levels or select their code rates as functions of the degrees
of their variable nodes, which correspond to the number of
times a particular message is repeated within a frame. In our
envisioned implementation, users with higher degrees may
transmit at lower power levels (PA-IRSA), or they can send
information at higher rates (RS-IRSA). A design challenge
then is to find suitable left degree distributions for the nodes
under various transmit power constraints. We focus on low
SNR scenarios, an operating regime where the impacts of
the noise variance N0 cannot be neglected. This regime is
common in sensor networks and machine-driven wireless
communications.
III. RATE SELECTION
To establish a performance benchmark, we consider the
situation where all the devices employ a same power level.
The transmit energy per channel use, Es, is then uniform
across slots and messages. Moreover, the total expected energy
expended by all devices within a frame is Etot = KlavgLEs.
Suppose, in addition, that the decoding process relies on
standard SIC via message-passing. That is, MRC is not applied
at the receiver at this point; only one replica of a message
is used to recover the sent data. Incidentally, this is the
same procedure as the one proposed in IRSA [5]. Under
this decoding strategy and for a message with degree li,
the amount of energy transmitted by a device that is not
employed during the decoding process is L(li − 1)Es. This
significantly reduces power efficiency, especially for degree
distributions with high lavg. Under the standard information
theoretic Gaussian approximation, this elementary scheme
yields the following maximum available rate per user
RIRSA =
L
2
log
(
1 +
Es
N0
)
.
The sum of rates across all active devices per frame is then
limited by
SIRSA = MTIRSARIRSA
= MTIRSA
L
2
log
(
1 +
Es
N0
)
,
where TIRSA is the normalized throughput, i.e., the number of
decoded messages within a frame divided by the total number
of slots. Equivalently, one can think of MTIRSA as the total
number of decoded packets via iterative message passing under
standard SIC.
It is well known in the communication literature that MRC
can improve decoding performance, especially in the low SNR
regime [13]. This algorithmic opportunity therefore constitutes
a promising means to enhance decoding performance for
random multiple access schemes. To illustrate these potential
benefits, consider a particular realization of the frame. We
label the set of slots connected to user i by Ui. Then, when
we apply MRC at the receiver, the total SINR experienced by
user i at iteration q becomes∑
j∈Ui
Es
(rj,q − 1)Es +N0
,
where rj,q is the degree of slot j at decoding iteration q [14].
We emphasize that the effective degree of a slot can change at
every iteration of the decoding process because interference
is being peeled off from some slots every time a message
is recovered. Then, under the Gaussian approximation, the
maximum rate available to user i becomes
Ri,qmax =
L
2
log

∑
j∈Ui
Es
(rj,q − 1)Es +N0

 .
While this argument is simple for a fixed realization, it
becomes more complicated for a general system. In the latter
case, parameters li and rj,q can be viewed as random variables,
and they are determined by the construction of the transmis-
sion graph. Performance improvements can accordingly be
assessed in terms of expected rate, R¯max = E
[
Ri,qmax
]
. Yet,
the rate selection task by every device is more ambiguous. In
the MRC case, the maximum rate for a device depends on
the realization of the bipartite graph. That is, for decodability,
we want every device to choose a rate slightly below Ri,qmax,
but this latter quantity depends on the actions of other users
and the decoding order adopted by the receiver. Unfortunately,
for uncoordinated random access, wireless devices do not have
access to the full transmission schedule and/or decoding order.
As such, they cannot select a maximum rate with certainty.
To circumvent this difficulty, we adopt a practical strategy
and analyze its performance. We assume that devices select
their rate according to an estimated interference level, with
the following formula
RiRS =
L
2
log
(
1 +
Es
N0
+
α(li − 1)Es
(βravg − 1)Es +N0
)
.
Parameters α and β are coefficients that depend on M , K ,
Es, and the left degree distribution. Naively, user i attempts to
estimate Ri,qmax by assuming that one of the connected slots has
degree one and all other slots have degree equal to βravg. The
tuning variable α serves as a scaling parameter; it is chosen
such that the selected rate remains close to Ri,qmax. Finding
suitable values for α and β is accomplished through numerical
simulations. From this preliminary analysis, we gather that
wireless devices that transmit more frequently should pick
higher information rates. This is intuitively pleasing since
devices that are expending more transmit energy within the
context of a frame get larger rates.
A. Decoding Process and Analysis
We assume that the receiver has complete knowledge of the
bipartite graph at the onset of the decoding process. As such,
it can compute RiRS for any device and predict whether a
message can be successfully recovered at iteration q. Even
when packet recovery is enhanced by MRC, the graphical
portion of the decoding process follows a standard iterative
message-passing algorithm. That is, when there is a degree-
one slot, the receiver attempts to decode the corresponding
packet while leveraging its copies in other slots through MRC.
While the receiver decodes message i, the effective SINR is
determined by the bipartite graph resulting from peeling at
this stage of the iterative process. The decoding of message i
succeeds and all replicas of this message are removed from the
graph through interference cancellation whenever RiRS is less
than the effective SINR at this particular stage. This sequential
process continues until there are no decodable degree-one
slot left. At this point, the receiver attempts to decode the
remaining messages, although they may not be connected to
degree-one slots. Here again, MRC is applied and, as such,
decoding succeeds whenever RiRS is below the maximum
achievable rate under the residual SINR. This cycle continues
until no additional messages can be recovered through MRC.
B. Efficiency Evaluation
To compare different degree distributions, we explore two
criteria. First, adopting the approach put forth in [5], we assess
the efficiency of MAC schemes by normalizing their total rate
over the sum capacity of the Gaussian MAC channel, Cref . To
make this notion clear, we go through an illustrative example.
Suppose that all the devices send packets in all the slots with
constant energy E˜s. Then, the total energy transmitted by the
users is Eref = KMLE˜s and the reference capacity per frame
can be written as
Cref =
LM
2
log
(
1 +
KE˜s
N0
)
.
We define the efficiency η of a random access scheme as the
ratio of the sum rate per frame over the reference capacity.
The fact that the total energy expended in the random MAC
and reference schemes are equal, Etot = Eref , ensures a
meaningful assessment of efficiency. For our example, it is
straightforward to show this balance is reached with
E˜s =
lavgEs
M
. (1)
One can then write the efficiency as
η =
S
Cref
=
S
LM
2 log
(
1 +
KlavgEs
MN0
) (2)
where S denotes the expected sum rate for all the devices
within a frame. Using (1) and (2), the efficiency associated
with IRSA can be expressed as
ηIRSA =
SIRSA
Cref
= TIRSA
log
(
1 + Es
N0
)
log
(
1 +
KlavgEs
MN0
) .
We can repeat these steps for a receiver that takes advantage
of MRC. For a prescribed degree distribution, let RRS be the
expected value of the rate selected by individual users, i.e.,
RRS = E[R
i
RS]
=
L
2
E
[
log
(
1 +
Es
N0
+
α(li − 1)Es
(βravg − 1)Es +N0
)]
.
We note that we can derive a convenient upper bound for RRS
using Jensen’s inequality,
RRS ≤
L
2
log
(
1 +
Es
N0
+
α(lavg − 1)Es
(βravg − 1)Es +N0
)
.
It is also worth mentioning that, in the low SNR regime,
these two expressions are found empirically to be nearly
indistinguishable. With this in mind, the expected sum rate
for all the users within a frame is given by
SRS =
L
2
E
[∑
i∈D
log
(
1 +
Es
N0
+
α(li − 1)Es
(βravg − 1)Es +N0
)]
where D is the set of decoded users. Using the aforementioned
approximation, we get
SRS ≈
MTRSL
2
log
(
1 +
Es
N0
+
α(lavg − 1)Es
(βravg − 1)Es +N0
)
where TRS = |D|/M is the expected throughput of the
rate selection scheme. Altogether, the efficiency of the MRC
scheme with rate adaptation is adequately captured by
ηRS =
SRS
Cref
≈ TRS
log
(
1 + Es
N0
+
α(lavg−1)Es
(βravg−1)Es+N0
)
log
(
1 +
KlavgEs
MN0
) .
Conceptually, rate selection is a means to take advantage of
the benefits associated with MRC. Ideally, we would like
every device to select a rate matched to its effective SINR at
the corresponding decoding step. However and unfortunately,
this is impractical in the uncoordinated framework. Instead,
devices choose rates close to Rimax as a proxy for good
performance. To see how well RiRS performs compared to
ideal rates, we introduce a maximum average efficiency,
Smax = E
[∑
i∈D
Rimax
]
Likewise, we can introduce the notion of maximum efficiency
ηRS,max =
Smax
Cref
.
This quantity is pertinent in that it showcases how close
the proposed framework can get to coordinated performance.
Furthermore, by comparing ηRS and ηRS,max, we can assess
the suitability of our SINR prediction strategy.
Our second performance criterion is related to spectral
efficiency. This popular quantity indicates how much infor-
mation is received per slot, on average. For the message-
passing decoder without SIC, the average spectral efficiency
is proportional to
γIRSA = TIRSARIRSA
Likewise, for MRC with rate adaptation, the average spectral
efficiency can be written as
γRS =
L
2M
E
[∑
i∈D
log
(
1 +
Es
N0
+
α(li − 1)Es
(βravg − 1)Es +N0
)]
.
A good benchmark for the maximum spectral efficiency rate
selection with MRC is γRS,max = Smax/M .
Having discussed the potential benefits of rate adaptation,
along with pertinent performance criteria, we turn to the
second class of uncoordinated schemes we wish to study.
Specifically, in the next section, we explore the potential gains
associated with varying transmit powers in the context of
random access with MRC and SIC at the receiver.
IV. POWER ADAPTATION
For simplicity and fairness, assume that all the active de-
vices adopt a common code rate to transmit data. Then, owing
to the random graph generation and the iterative decoding
process, it is foreseeable that not all active devices need to
employ a same transmit power. Thus, we explore the benefits
derived from power adaptation.
Let Rˆ denote the nominal rate shared by all active devices.
In the absence of interference and under the Gaussian approxi-
mation, the energy needed to sustain this rate, which we denote
by Eˆs, is implicitly given by
Rˆ =
L
2
log
(
1 +
Eˆs
N0
)
.
In this section, we aim to design a power adaptation scheme
such that the effective SINR of every user, after applying MRC
and SIC at the receiver, is close to Eˆs/N0.
We note that this task is slightly more involved than rate
selection. While successful decoding for rate adaptation is
dictated by the transmission graph, this information is not
sufficient to accurately determine decodability under power
adaptation. The empirical distribution of the transmit powers
associated with every slot is key in computing effective SINR.
Thus, we seek to estimate the right degree and the level of
interference within each slot.
To gain insight, assume that the transmission schedule
produces a regular bipartite graph. That is, all the messages
are repeated exactly lavg times and every slot has degree ravg.
Also, suppose that the energy transmitted per channel use is
E¯s for all the active devices. Then, the minimum possible
SINR experienced during the iterative decoding process is
lavgE¯s
(ravg − 1)E¯s +N0
.
To find the value of E¯s that would lead to a performance
comparable to our idealized system, we equate the expression
above to Eˆs/N0,
Eˆs
N0
=
lavgE¯s
(ravg − 1)E¯s +N0
.
Solving for E¯s, we obtain
E¯s =
Eˆs
(1− ravg)
Eˆs
N0
+ lavg
. (3)
While unsophisticated, the argument above offers a starting
point for power adaptation.
Consider a more general transmission schedule, with a
possible irregular bipartite graph. For the sake of argument,
suppose that every device, other than device i, transmits at
nominal power E¯s as defined in (3). We wish to find conditions
on Eˇis, the power used by device i, such that the resulting
SINR is equal to that of the idealized system. Using the
effective SINR associated with MRC, and by assuming that
every slot contains ravg messages, we get
Eˆs
N0
=
liEˇ
i
s
(ravg − 1)E¯s +N0
. (4)
Isolating the parameters associated with device i, we obtain
liEˇ
i
s =
Eˆs
N0
(
(ravg − 1)E¯s +N0
)
.
This equation does not provide an optional power level for
device i. Nevertheless, it offers a conceptual blueprint for a
pragmatic solution. In particular, in our candidate approach,
we assume that device i uses a transmit power Eis that is
proportional to the quantity above;
Eis = µEˇ
i
s,
where µ is a tuning parameters that depends on M , K , Rˆ
and the left degree distribution. The lowest value for µ that
support decoding messages at a code rate equal to Rˆ, is found
through numerical computations.
Combining the expressions above, we gather that the total
energy transmitted by device i is equal to
liE
i
sL = µL
Eˆs
N0
(
(ravg − 1)E¯s +N0
)
= µLEˆs
(
1 +
(ravg − 1)Eˆs
(ravg − 1)Eˆs +N0lavg
)
.
(5)
It is interesting to note that, irrespective of left degrees, the
total energy used by the devices is the same over a frame.
A. Decoding and Efficiency Evaluation
As before, the receiver has complete information about the
realization of the bipartite transmission graph. Consequently, it
can compute the transmit power selected by every device. With
this knowledge, the iterative decoding algorithm proceeds in
a manner akin to the standard process. The receiver initially
attempts to decode devices that are connected to degree-
one slots. When the effective SINR of a message is greater
than Eˆs/N0, decoding succeeds. The corresponding data is
recovered and the codeword can be peeled. Once this phase
terminates, the receiver tries to decode the remaining messages
based on the same SINR criteria, even when devices are not
connected to degree-one slots.
To evaluate the performance associated with different de-
gree distributions, we explore the average energy per device
normalized by N0. More precisely, we compare the average
normalized energy of the proposed power adaptation scheme
ΓPA = µ
Eˆs
N0
(
N0 +
(ravg − 1)EˆsN0
(ravg − 1)Eˆs +N0lavg
)
to the normalized energy associated with IRSA and the mini-
mum level derived from the idealized central scheme,
ΓIRSA = lavg
Eˆs
N0
Γmin =
Eˆs
N0
,
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respectively. Coefficient L is omitted from these definitions
because it is common to all of them and, hence, does not
influence the relative character of these values.
Finally, we need to establish a means to fairly compare the
performance of the proposed rate selection and power adapta-
tion schemes. For a fixed ratio K/M , this is accomplished by
first identifying the maximum rate at which rate selection can
operate. We then adopt this rate as a target value for power
adaptation, and see if it can be attained using less energy.
V. NUMERIC RESULTS
Since there are no closed-form expressions for throughput
as a function of α and β for rate selection, nor as a function of
µ for power adaptation, it is difficult to establish optimal left
degree distributions for these algorithms, both for finite K and
asymptotically. Instead, we seek to demonstrate the value of
the proposed schemes over existing ones. This is accomplished
through numerical computations with three expository degree
distributions. Note that, in all of them, almost half of the
variable nodes have degree equal to two. This conforms to the
intuition that, when properly accounting for radio resources,
excessive repetitions are costly. The candidate left degree
distributions are as follows:
• The ideal soliton, which is deployed in [9], with param-
eter Y ,
L
(1)
i =
{
1
Y
, i = 1
1
i(i−1) , 2 ≤ i ≤ Y ;
• Our proposed distribution, the modified soliton with pa-
rameter Y ,
L
(2)
i =
1
i(i− 1)
+
1
Y (Y − 1)
, 2 ≤ i ≤ Y ;
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• And, the numerically validated discrete distribution,
which is used in [5],
L(3) = 0.4977x2 + 0.2207x3 + 0.0381x4 + 0.0756x5
+ 0.0398x6 + 0.0009x7 + 0.0088x8 + 0.0068x9
+ 0.0030x11 + 0.0429x14 + 0.0081x15 + 0.0576x16.
A. Rate Selection
Because we are primarily interested in performance at low
SNR, simulations are performed at
E˜s
N0
= 0.0009 = −30.46 dB.
We note that this puts Es/N0 in the range of -12.78 dB to
1.97 dB. Figure 4 plots the efficiency η of RS-IRSA and
IRSA for different values of M , while K remains constant
at 300. Parameters α and β are derived numerically through
simulations as to ensure that throughput is almost equal to
G = K/M for the three expository distributions. The results
are averaged over 1000 independent trials for every operating
point. As mentioned above, one may anticipate that distribu-
tions with higher lavg will show lower performance because
of their misuse of radio resources. There is a natural tension
between a desire for a high left degree to boost performance
through MRC, and the fact that higher slot counts also produce
more interference.
For rate selection, the modified soliton shows the best
performance. This can be attributed to the fact that it features
the lowest average left degree l
(2)
avg = 3.42 among the three
distributions. On the other hand, the ideal soliton offers
the lowest performance because of its high average degree,
l
(1)
avg = 5.7. Our scheme is very close to the maximum possible
rate for G < 0.8, only losing 0.1 in terms of efficiency.
However, when G > 0.8, efficiency degrades because most
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slots have high right degrees and a user with a low left degree
cannot support a high rate in the presence of many interferers.
To maintain a good estimation for G > 0.8, we must decrease
α or increase β, which leads to a reduction in the sum capacity
of the frame. We stress that, in the aforementioned setup, RS-
IRSA can reach up to 80% of the capacity associated with the
best coordinated scheme, and it features a 50% improvement
in terms of capacity with respect to IRSA. Altogether, the
benefits of the proposed schemes are very significant.
Figure 3 shows that our scheme works even whenG exceeds
one, with a throughput very close to G. This implies that the
receiver can decode almost all the messages, while preserving
good efficiency. Figures 4 and 5 show that both efficiency and
spectral efficiency improve as G increases, reaching their peak
value around G = 0.8. This may be a good target operating
point for G = K/M .
More importantly, our proposed rate adaptation scheme,
RS-IRSA, uniformly outperforms IRSA, with very significant
gains. This holds true for the three expository distributions
and different values of G = K/M . This points to the need to
carefully manage radio resources in practical implementations,
and to leverage existing techniques such as MRC within the
iterative decoding process.
B. Power Adaptation
Given our focus on system operation in the low SNR regime,
we fix rate Rˆ at 10 and L = 100. The best value for µ
and the repetition distribution are optimized numerically such
that receiver can decode at least 90% of the messages for
K = 300. Figure 6 plots the energy per user normalized to
N0. Figure 7 shows a comparison between the normalized
throughputs for PA-IRSA and IRSA. The results are averaged
over 1000 independent trials for every operating point. As G
grows, the throughput level is maintained by increasing energy.
This is necessary because the number of interferers in each slot
also grows. Consequently, at larger values for G = K/M ,
performance gains are not as significant and ΓPA converges
to ΓIRSA. The ideal soliton features the largest marginal gain.
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Much like in the rate selection case, the modified soliton
produces the best performance among these three distributions.
In addition to significant power gains, the modified soliton
also shows better normalized throughput. Around G = 0.8,
where IRSA achieves its best normalized throughput, PA-
IRSA features comparable throughput; yet every device, on
average, employs at least 3 dB less energy than IRSA.
Our proposed scheme, PA-IRSA, works even when G ex-
ceeds one. For instance, at G = 1.5, the normalized throughput
corresponding to the modified soliton is 1.4, and it uses 1.5 dB
less energy than IRSA. We note that the throughput of IRSA
drops rapidly for G > 0.8, and it becomes zero at G = 1.5.
The data points for IRSA in Fig. 6 when G > 0.8 are present
solely to ensure an easy comparison between IRSA and PA-
IRSA.
In the case of power adaptation, again, the most important
lesson is to manage radio resources carefully and to take
advantage of MRC along with successive interference can-
cellation. Maximum ratio combining is an optimal means to
go beyond single-slot decoding, and it yields significant gains
in several instances. Once this algorithmic enhancement is
incorporated into the system, this opens up new possibilities
for power adaptation.
C. RS and PA Comparison
We compare alternate implementations under system param-
eter G = 0.8 because all the schemes, IRSA, PA-IRSA, and
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RS-IRSA, reach their best performance around this operating
point. Figure 8 displays the respective performance of these
schemes. Various values of Es/N0 are fed to the RS-IRSA
scheme to find the best average rate per user, RRS, such
that normalized throughput is at least 0.78. Energy levels
are chosen as to remain in the low SNR regime. The y-axis
for RS-IRSA corresponds to lavgEs/N0. The optimal rates
for rate adaptation, RRS, are selected as input to the PA-
IRSA scheme. Then, we find the minimum energy levels,
ΓPA, such that the normalized throughputs are at least 0.78
at the target rates. Finally, since IRSA only uses one replica
during the decode a message, the energy per channel use for
IRSA is derived directly from the definition of capacity. It
is subsequently multiplied by lavg to form a data point. The
results are averaged over 1000 independent trials for every
sample.
As the rate increases, the energy level also climbs. This
produces higher interference levels, which leads to lower
performances for RS-IRSA and PA-IRSA. Consequently, the
gains are not as pronounced at higher rates. RS-IRSA features
better performance than PA-IRSA. This can be explained by
the fact that, in PA-IRSA, two variables are estimated, i.e.,
number of interferers in a slot and their power levels; whereas,
only the number of interferers is estimated in RS-IRSA. At
low rates or, equivalently, very low SNRs, PA-IRSA and RS-
IRSA show similar performance. As anticipated, the modified
soliton produces the best performance among the candidate
distributions.
VI. CONCLUSION
In this paper, we introduce two new random access protocols
for the slotted GMAC channel. Our proposed schemes, RS-
IRSA and PA-IRSA, employ estimates for the maximum
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achievable rate per user and the maximum achievable SINR
per user, respectively, to adjust code rates or transmit powers.
The estimation process takes into account the repetition profile
of every device, and the fact that MRC and SIC are utilized at
the receiver. These schemes allow users with higher degrees
to increase their rates or lower their transmit powers, taking
advantage of their effective interference pattern.
Also, we show that, with a finite number of users and in
low SNR regime, the sum rate for all the users can reach
80% of the GMAC capacity with coordination. This, we feel,
is admirable given the information asymmetry between the
two problem formulations. In this same setting, RS-IRSA
showcases a 50% improvement over the state-of-the-art in
slotted random multiple access. Moreover, in this regime, PA-
IRSA yields a minimum gain of 3 dB in transmit power with
respect to IRSA. Altogether, our contributions demonstrate
that MRC and SIC should both be employed at the receiver.
Furthermore, once these enhancements are in place, it is
valuable to tailor the left degree distribution to this reality. This
results in important gains in terms of rates or power savings,
especially in the low SNR regime. These benefits hinge on
the ability to accurately predict effective interference levels
experienced during the decoding process.
There are several possible avenues for future inquiries.
While we introduce a new viewpoint for random access and
show excellent performance improvements, we do not present
an optimal family of distributions for slot selection. This
optimization problem appears very challenging, as it relies
on a multitude of factors including K , M , and N0. Still,
providing better insights for the selection of good distributions
would be valuable. The framework studied in this paper
focuses on a single frame. Expanding our findings to scenarios
with multiple frames or with frame length adaptation forms
an interesting challenge. Finally, while the results are very
promising, many practical concerns should be address before
these techniques are pushed into standards. This too warrants
attention.
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