Abstract. This paper studies the Sobolev regularity of weak solution of degenerate elliptic equations in divergence form div[A(X)∇u] = div[F(X)], where X = (x, y) ∈ R n × R . The coefficient matrix A(X) is a symmetric, measurable (n + 1) × (n + 1) matrix, and it could be degenerate or singular in the one dimensional y-variable as a weight function in the Muckenhoupt class A 2 of weights. Our results give weighted Sobolev regularity estimates of Calderón-Zygmund type for weak solutions of this class of singular, degenerate equations. As an application of these estimates, we establish global Sobolev regularity estimates for solutions of the spectral fractional elliptic equation with measurable coefficients. This result can be considered as the Sobolev counterpart of the recently established Schauder regularity theory of fractional elliptic equations.
Introduction
This paper investigates Sobolev regularity theory for weak solutions of linear elliptic equations with measurable and degenerate coefficients ( 
1.1) div [A(X)∇u(X)] = div[F(X)], X = (x, y)
∈ Ω × (0, 2), over some bounded domain Ω ⊂ R n , n ∈ N, and with suitable boundary conditions. In the equation (1.1), A is a given symmetric and measurable (n + 1) × (n + 1) matrix, which can be either singular or degenerate in the y-variable in R n+1 . Essentially, we assume that the smallest and the largest eigenvalues of A behave proportionally as a weight in the A 2 -Muckenhoupt class, which will be defined shortly. Precisely, we assume that there exist Λ > 0 and a weight function µ : R → [0, ∞) in A 2 (R) such that (1.2) Λ −1 |ξ| 2 µ(y) ≤ A(X)ξ, ξ ≤ Λ|ξ| 2 µ(y), for a.e. X = (x, y) ∈ Ω × (0, 2), ∀ ξ ∈ R n+1 .
The vector field F is an (n + 1)-tuple of measurable functions. This work is a continuation of [11] , where Calderón-Zygmund type regularity estimates in weighted spaces are established for weak solutions of degenerate elliptic equations. In [11] , the matrix A is degenerate/singular in all directions of X, while the current work focuses in the case that A is only singular or degenerate in the one dimensional y-variable of X as in (1.2) . The motivations for studying equations (1.1) with partially degenerate/singular coefficient A as in (1.2) are twofold. The first motivation is to extend the Calderón-Zygmund type regularity estimates for uniformly elliptic equation, which holds for the wider class of partial BMO/VMO coefficients as documented in [2, 3, 15, 16, 29, 30, 33] , to the broader class of degenerate equations. This will be achieved by introducing an appropriate means of measuring mean oscillations that is compatible with the degeneracy of the coefficients. Equations with degenerate coefficients appear in applications, see for example the model in mathematical finance in [20, 21] . We note that equations of type (1.1) with degenerate/singular coefficients A have been investigated extensively, see [18, 19, 25, 38, 42, 46, 48, 49, 51] , to cite a few, in connection with developing a Schauder regularity theory. In this work we develop the Sobolev counterpart. The second motivation is to obtain Sobolev regularity estimates for solutions of some (nonlocal) fractional elliptic equations with measurable coefficients. It turns out that some fractional elliptic operators can be obtained as Dirichlet-to-Neumann maps for degenerate elliptic equations in one more space dimension, see for example [9, 50, 10, 7, 12] . As a consequence, we obtain 1 Sobolev estimates for solutions of fractional elliptic equations from estimate for solutions of degenerate elliptic equations in one more space dimension. This result can be considered as the Sobolev counterpart of the Schauder regularity theory for fractional elliptic equations that has recently been developed in [9, 10] .
We focus on the following two model problems where the degeneracy or singularity of A appears on the hyperplane y = 0. The first one is the Neumann boundary value type problem We explain the notation used in (1.3) and (1.4). The ball in R n with radius r > 0 and centered at the origin is denoted by B r . Its upper half ball is denoted by B + r : B + r = (x ′ , x n ) ∈ B r : x n > 0 , and T r = x ∈ B r : x = (x ′ , 0), x ′ ∈ R n−1 .
We also write Q r = B r × (0, r), and Q measurable set E ⊂ R n+1 . For a locally integrable function f in R n , we also denote f E the average of f on the measurable set E, f E = E f (x)dx.
We can now state our first result on Sobolev regularity estimates of weak solutions of (1.3). The standard definitions of weak solutions of (1. |A(x, y) − A B ρ (x 0 ) (y)| 2 µ −1 (y)dxdy < δ 2 .
If F : Q 2 → R n+1 , f : B 2 → R satisfy |F/µ| ∈ L p (Q 2 , µ) and f /µ ∈ L p (Q 2 , µ), then for every weak solution u ∈ W 1,2 (Q 2 , µ) of (1.3), it holds that ∇u ∈ L p (Q 1 , µ), and moreover
for some constant C depending only on Λ, p, n, M 0 .
We would like to note that in (1.6), we only measure the oscillation of A in the x-variable. When µ = 1, this type of bounded mean oscillation is used in [3, 16, 29, 30, 33] and in this case A is referred as a variably partially BMO coefficient. For general µ, functions with bounded mean oscillation as measured in all x, y directions as in (1.6) is referred as functions of bounded mean oscillation with weight [39, 40, 22] . As noted in [39, 40] , the space of functions with bounded mean oscillation with weight is different from usual weighted BMO space, and is also different from the well-known John-Nirenberg BMO space.
We postpone the precise definition for the class of coefficients A(Q 2 , Λ, M 0 , µ) to Section 3, but essentially this class consists of all measurable symmetric matrix-valued functions with the property that weak solutions of the corresponding homogeneous "freezed coefficient equations" with coefficient A B r (x 0 ) (y) satisfy a Lipschitz estimates. When µ = 1, this class consists of all uniformly elliptic, symmetric, measurable (n + 1) × (n + 1) matrices and as such, the uniformly elliptic coefficient matrices that are in the variably partially VMO space as used in [2, 3, 16, 29, 30, 33] satisfy all conditions of Theorem 1.1. Moreover, we will show in Section 8 that coefficient matrices of the form is uniformly elliptic in R n+1 and has small mean oscillation in the x-variable satisfy all conditions of Theorem 1.1. There types of coefficients are important as they arise from the so called "extension problem" for fractional elliptic equations [9, 50, 10, 7, 12] and are of matrices in Grushin type operators [24] . We also remark that the smallness condition on the mean oscillation with respect to the weight µ for the coefficient A as defined in (1.6) is natural. A similar but distinct smallness condition on mean oscillations for degenerate equations has already appeared in our previous work [11] , where we have demonstrated the optimality of this smallness condition via a counterexample. We should also point out that in case of uniformly elliptic equations, i.e. µ = 1, the counterexample of Meyers in [37] has demonstrated the necessity of requiring a small mean oscillation on coefficients to obtained desired higher integrability of gradients of weak solutions. This smallness condition on A in (1.6) is reduced to the standard smallness condition in the BMO space for the uniformly elliptic case that has been used in [2, 3, 6, 13, 16, 29, 33, 31, 35, 36, 45] for elliptic equations and in [1, 4, 5, 27, 30, 44] for parabolic equation.
We next state our second result on the W 1,p -regularity estimate for weak solutions of the mixed boundary value problem (1.4) . In the statement, we use the notation for the class of degenerate-singular coefficients B(Q + 2 , Λ, M 0 , µ), which is defined in Definition 4.6. This class of matrices is defined similarly as the class A(Q 2 , Λ, M 0 , µ) that we have already discussed, with the only difference happens on the flat boundary T 1 × [0, 1] part of ∂Q 
, and the following smallness condition on the mean oscillation with weight µ
Suppose also that a vector field
, and moreover
Again in addition to uniformly elliptic matrices (i.e. µ = 1) with small mean oscillation in the x-variable, we will show in Section 8 that coefficient matrices of the form
where
is uniformly elliptic in R n+1 and has small mean oscillation in the x-variable satisfy all conditions of Theorem 1.2. An interesting feature of Theorem 1.2 is that it establishes (a local) regularity estimate up to the boundary of domains with right angle corner, in this case the half cylinder Q + 1 . This is a Lipschitz domain, but it is not a type with small Lipschitz constant domains nor is it a Reifenberg flat domain as considered in many papers, [3, 4, 5, 6, 27, 36, 35] to cite a few. Therefore, even in the uniformly elliptic case, i.e. µ = 1, Theorem 1.2 appears to be new. Also, as we already mentioned, Theorem 1.1 and Theorem 1.2 yield global Sobolev regularity estimate for weak solutions of some fractional elliptic equations with measurable coefficients. Due to the significance of this result, and its independent interest, we describe its details in a separate section, Section 2.
Finally, we should point out that we use a perturbation approach introduced in [8] to prove Theorem 1.1 and Theorem 1.2. Due to the structure of the domain over which the equation is posed, four types of approximation estimates are required: interior approximation estimates, approximation up to the base of the domain cylinder, approximation estimates up to the flat side the domain cylinder and approximation up to the corner of the domain cylinder. To overcome the difficulty arising from the degeneracy and singularity of the coefficients, in each approximation estimates, we use a two step approximation procedure. Gehring's type self-improved regularity estimates in weighted spaces are established in each of the four types of the approximations. The reverse Hölder's inequality, and doubling property of Muckenhoupt weights established by R. Coifman and C. Fefferman in [14] are also used appropriately in the approximation and density estimates. To implement perturbation method [8] , we also establish some results on uniformly Lipchitz estimates for the freezed coefficient equations in Section 8. These results seem to be new, and also of independent interest.
We now briefly outline the organization of the paper. Results on Sobolev regularity theory for spectral fractional elliptic equations are described in the next section, Section 2. The proof of these results will be given in Section 9. Section 3 will define notations and reviews results on weights and weighted inequalities. Section 4 defines weak solutions for a variety of boundary conditions and also provides relevant class of coefficients. Section 5 provides approximation estimates, an important intermediate step required for the proof of Theorem 1.1 and Theorem 1.2. The proofs of the main theorems is given in Section 6 and Section 7. Lipchtitz regularity estimates are proved in Section 8.
Global Sobolev regularity estimate for solutions of spectral fractional elliptic equations
Let Ω ⊂ R n be open, bounded domain with C 1 -boundary ∂Ω. We study the following problem with a special class of coefficients motivated by the realization of fractional elliptic operators as Dirichlet-toNeumann maps of degenerate elliptic equations:
for a. e. x ∈ Ω, where our coefficient A(X) is defined as
where B : Ω → R n×n is a symmetric, measurable matrix, and µ(y) = |y| α with α ∈ (−1, 1). We assume that there is Λ > 0 such that
A direct consequence of Theorem 1.1 and Theorem 1.2 is the following W 1,p -regularity estimates for weak solutions of (2.1).
Theorem 2.1. Let p ≥ 2, Λ > 0, α ∈ (−1, 1) be fixed, and let µ(y) = |y| α for y ∈ R. There exists δ = δ(Λ, α, p, n) > 0 sufficiently small such that the following statement holds. Assume that (2.2)-(2.3) hold, ∂Ω ∈ C 1 , and for some fixed r 0 > 0
Then for every vector field F : Ω 2 → R n+1 , and function f :
for some constant C = C(Λ, α, p, Ω, n) > 0 and some ball B ⊂ R n sufficiently large such that Ω ⊂ B.
We remark that if B is in VMO(Ω), the space of functions with vanishing mean oscillation, then (2.4) always holds. The proof of Theorem 2.1 is given in Section 9.
As a corollary of Theorem 2.1, we obtain an important result on Calderón-Zygmund regularity estimates for solution of fractional elliptic equations with measurable coefficients. Given 0 < s < 1, we are interested in the boundary value problem
where the operator L = div(B(x)∇·) and B(x) is a symmetric, elliptic and measurable coefficient matrix. The elliptic operator L s , called the spectral fractional operator, and equation (2.5) are understood via the spectral decomposition of the operator L as follows. Let {φ k } ⊂ W 1,2 0 (Ω) be an orthonormal basis of L 2 (Ω) consisting of eigenfunctions of L with eigenvalues λ k : 0 < λ 0 < λ 1 ≤ λ 2 ≤ · · · → ∞. It is well known that the first eigenvalue is simple. For 0 < s < 1, define the space of functions
As shown in [7, 12, 10 2 |x − z| n+2s dxdx, 0 < s < 1.
The dual space H −s (Ω) is identified with
With the above identification, we may write 
Some remarks are in order. Under the assumption of the theorem, not only u has a higher integrability but also has an improved smoothness. Indeed, the smoothness parameter
ing a "self-improvement" property that has been observed by the so called divergence form fractional elliptic equations [32, 47] . The divergence form fractional elliptic operator and the spectral fractional operator are in general different. As it has been shown in [10] , for the spectral fractional operator, there exists a kernel K s (x, y) and a nonnegative function g s (x) such that
where for a constant C that only depends on n and s,
It is also interesting to note that Theorem 2.2 is applicable for the case s < 1/2 with 2 ≤ p < 2 + 2s 1 − 2s , while the results [10, Theorem 1.2, Theorem 1.3] require s > 1/2 for the Hölder's regularity estimate of ∇u to hold.
3. Notations, Weights, Weighted Sobolev spaces, Weighted inequalities 3.1. Balls and cylinders. For every r > 0, and
n , we denote B r (x 0 ) the ball in R n centered at x 0 and has radius r. Moreover, the upper half balls in R n and its flat boundary part is denoted by 
It is well known that the class of A p -weights satisfies the reverse Hölder's inequality and the doubling properties, [14] . In particular, a measure with an A p -weight density is, in some sense, comparable with the Lebesgue measure.
Lemma 3.1 ([14] ). For 1 < p < ∞, the following statements hold true
, for every ball B ⊂ R n and every measurable set E ⊂ B.
Our next lemma is also a direct consequence of the reverse Hölder's inequality for the Muckenhoupt weights. The proof of this lemma can be found in [11, Lemma 3.4 ]
, and
The following remark is used frequently in the paper, and it follows directly from the definition of A p -weights
Now, we discuss about the Hardy-Littlewood maximal operator with the measure µ(y)dxdy, and its boundedness in weighted spaces. For a given locally integrable function f on R n+1 and a weight µ defined on R, we define the weighted Hardy-Littlewood maximal function as
For functions f that are defined on a bounded domain E ⊂ R n+1 , we define
Since a weight µ ∈ A p (R)-Muckenhoupt class is a doubling measure, the Hardy-Littlewood maximal operator with respect to this weight is a bounded operator
, with q ∈ (1, ∞). The following lemma is classical, and its proof can be found in [26, Lemma 7.1.9 -eqn (7.1.28) ].
Lemma 3.4. Assume that
(ii) Weak (1, 1): There exists a constant C = C(M 0 , p, n) such that for any λ > 0, we havê
3.3. Weighted Sobolev spaces, and weighted trace estimates. Let Ω ⊂ R n be a bounded domain, 1 < p < ∞, µ : R → [0, ∞) be some weight function, for R > 0 and
We denote W 1,p (Ω R , µ) be the set of all measurable functions u :
Note that from [19] , if µ ∈ A p , a class of Muckenhoupt weights, then the space
. We also will use the following function spaces in the sequel.
(
, the space of smooth functions compactly supported in Ω R .
We observe that
The following results of weighted trace inequalities will be needed in the paper. (
(Ω R , µ).
Proof. The proof is elementary and follows from standard arguments. We present it here for completeness. We only need to prove that
Therefore,
Then, by integrating this last inequality in x, we obtain
Now, observe that for each y ∈ (0, R), the function u(·, y) = 0 on ∂Ω. Therefore, we can apply the Poincaré's inequality to the first term in the right hand side of the last inequality to further derive
Then, multiplying this last inequality with µ and then integrating the result in y on (0, r), we obtain
This last estimate implies
The proof is then complete.
The following lemma can be proved similarly.
Definition of weak solutions and relevant classes of coefficients
In this section we define the standard notion of weak solution for degenerate elliptic equations. The approximation procedure we will be implementing in the next section uses various boundary conditions whose corresponding notion of weak solution need to be defined. We will also define two relevant classes of degenerate coefficients.
Definition of weak solutions.
In what follows we will assume that the coefficient matrix A(X) satisfies the degeneracy condition
for almost every X = (x, y) in the appropriate domain of A(X), for a given µ ∈ A 2 (R) and Λ > 0. 
if
We observe that since µ ∈ A 2 , in this definition, by the weighted trace inequalities stated and proved in Lemma 3.5 and Lemma 3.6,
(Ω R , µ). From this, and since f ∈ L 2 (Ω), the last integration in the above definition is well-defined. If f = 0, the requirement µ ∈ A 2 (R) could be replaced by some other classes of weights. Next, we give the definition of weak solutions for equation with mixed boundary condition.
is a weak solution of
and
The following two definitions of weak solutions are also required right away in the next subsection. In these two definitions, it is not necessary to assume µ ∈ A 2 .
Definition 4.3. For each R
4.2. Two classes of relevant degenerate/singular coefficients. Recall that given a matrix A, we write
where in above the averaging is only in the x-variable. We now can state a class of coefficient matrices A that we use in the Theorem 1.1. 
(ii) For every X 0 = (x 0 , y 0 ) ∈ Q 1 , any r ∈ (0, 1) so that D 2r (X 0 ) ⊂ Q 2 , and for every weak solution
As we already pointed out in the introduction, we will show in Section 8 that coefficient matrices of the form
The following class of coefficient matrices A is used in Theorem 1.2. 
, and r ∈ (0, 1) such that y 0 − 2r > 0, and for every weak solution
it holds
it holds that
Again, we will show in Section 8 that coefficient matrices of the form
Four types of approximation estimates
This section provides intermediate steps to prove Theorem 1.1 and Theorem 1.2. Our approach is based on the perturbation technique introduced by Caffarelli-Peral [8] . The approach in the paper is also influenced by the work [5, 6, 11, 27, 36, 52] . Essentially, in each small cylinder, we approximate ∇u by some uniformly bounded vector field. Due to the structure of our domain, we need four types of approximation estimates. Though the statements of these estimates are very similar, the algebraic, and analysis details are quite different. We therefore represent each of these approximation estimates in one separated subsection. As before we work on the underlying assumption that A symmetric, measurable matrix A that satisfies the degeneracy condition
for all X = (x, y) in the appropriate domain of A, with some µ ∈ A 2 (R) and Λ > 0.
Approximation estimates up to the base of the cylinder domain.
In this subsection we obtain an approximation estimate for ∇u over cylinders whose base touches the base of Q 2 . The main result of the section now can be stated in the following proposition.
then for every weak solution u ∈ W 1,2 (Q 2r (X 0 ), µ) of
Moreover,
The rest of the subsection is devoted to the proof Proposition 5.1. We also note that the definition for weak solutions of (5.2) is given in Definition 4.1. Without loss of generality, we can assume from now on that that x 0 = 0 ∈ R n , and r = 1. We need several Lemmas in order to prove Proposition 5.1. The first is a Gehring's type self-improving regularity estimates for weak solutions of degenerate equations.
Proof. Without loss of generality, we can assume R = 2 and θ = 1/2. We claim that there is some p ∈ (1, 2) such that for every 0 < r < 1 and every Z ∈ Q 1 ,
Once this is proved, our Lemma follows from the weighted reverse Hölder's inequality, see for instance
We only give the proof of (5.6) for cylinders centered at Z = (z, 0) ∈ B 1 × {0} since for other types of cylinders, the proof is essentially the same. In this case, note that
(Q r , µ) as a test function for the equation of (5.5), we obtain
Then, by the ellipticity condition (5.1), we see that
Then, it follows from Hölder's inequality and Young's inequality that
Hence,
Then, by the weighted Sobolev-Poincaré's inequality for A 2 -weights [19, Theorem 1.3], we can find some 1 < p < 2 such that
Combining inequalities (5.7), (5.8) and using the doubling property of µ we obtain (5.6).
We will use the above Gehring's type higher integrability result to set up a two-step approximation procedure. 
Proof. We begin by noting first that by weak solution to (5.9) we mean ifũ
(Q 7/4 , µ) and
Observe that from the trace inequaly, Lemma 3.5, and for a given u as in the lemma, we can follow [19, Theorem 2.2] to prove the existence and uniqueness of weak solutionũ for the equation (5.9). Now, we write
(Q 7/4 , µ). Moreover, g is a weak solution of (5.12)
Then, use g as a test function of its equation, we obtain that
A∇g, ∇g dX =
From the ellipticity condition (5.1), it follows that
Then, applying the Hölder's inequality and Young's inequality, we see that
with any β > 0. Then, it follows from the trace inequality, Lemma 3.5, that
Then, with β sufficiently such that βC(n, M 0 ) ≤ 1/2, we obtain (5.13)
Observe that by Hölder's inequality, 
such that
Proof. Observe that by the trace inequality Lemma 3.6, and for a given u,ũ as in the lemma, we can follow [19, Theorem 2.2] to prove the existence and uniqueness of weak solution v of (5.14). Now, let w = v −ũ.
We note that w ∈ * W 1,2 (Q 3/2 , µ). Therefore, by using w as a test function for the equation of v, andũ, we obtain the following
This, the ellipticity condition (5.1), and Hölder's inequality imply that
Then, applying the Hölder's inequality with the exponents 2 + ̺ 2 and 2 + ̺ ̺ , we obtain
Observe that it follows from the ellipticity condition (5.1) that
As a consequence, the right hand side of the previous inequality can be simplified to
, which completes the proof.
We now are ready to prove Proposition 5.1.
Proof of Proposition 5.1. It follows from estimate (5.11) in Lemma 5.3, the assumptions, and Lemma 3.1 that
Hence, it follows from (5.10) of Lemma 5.3, Lemma 3.1, and Lemma 5.4 that
Hence, if we chose δ sufficiently small so that δ 2 C(n, Λ, M 0 ) < ǫ, we obtain
This proves (5.3). It remains to prove (5.4). From the last estimate, and the assumptions in the Proposition 5.1, it follows that
From this, and the assumption that A ∈ A(Q 2 , Λ, M 0 , µ), we derive
The proof of Proposition 5.1 is the complete.
Interior approximation estimates.
In this subsection we obtain an approximation estimate for ∇u over cylinders which are completely contained in Q 2 . The main result of the section now can be stated in the following proposition.
Moreover, there is a constant C(n, Λ, M 0 ) > 0 such that
As in the previous section, the proof relies on self-improving regularity estimate of Gehring's type whose proof can be done in a similar way as Lemma 5.2. 
Proof of Proposition 5.5. We can assume without loss of generality that X 0 = (0, 0) ∈ R n+1 , and r = 1. As before, we use a two step approximation procedure. Our first step is to approximate u by the weak solutioñ
Then, we approximateũ by a weak solution v ∈ W 1,2 (D 3/2 , µ) of the equation
We note that the existence and uniqueness of solutionsũ and v are attained by [19, Theorem 2.2] . Also, by usingũ − u as a test function for (5.18) and Lemma 3.1, we obtain
Therefore, from the energy estimate and Lemma 3.1, there is constant C = C(Λ) such that
By Lemma 5.6, and (5.20), we obtain
From this, we now apply Hölder's inequality for (5.22) with the pair 2 + ̺ 2 and 2 + ̺ ̺ to obtain that
.
We now use a fact that follows from the ellipticity (5.1)
and the above higher integrability estimate to write the right hand side as
From this estimate, and (5.21), we conclude that given ǫ > 0, we can choose δ > 0 such that
(5.23)
To prove (5.17), we first observe that we can assume ǫ < 1. Then, it follows from (5.23), our assumption, and Lemma 3.1 that
Then, the estimate (5.17) follows from the assumption that A ∈ A(Q 2 , Λ, M 0 , µ) and the inequality that 
Moreover, there is a constant C(Λ, M 0 , n) > 0 such that
We begin by stating a result on self-improving regularity estimates of Gehring's type, whose proof is similar to that of Lemma 5.2.
Lemma 5.8. Suppose that (5.1) holds with
Proof of Proposition 5.7. We again assume without loss of generality that x 0 = 0, y 0 = 0 and r = 1. We use a two step approximation process. 
and similarly,
Then, by Lemma 5.8,
We now apply Hölders inequality with the pair 2 + ̺ 2 and 2 + ̺ ̺ to obtain from (5.27) that
Then, using the fact that
We conclude that given ǫ > 0, we can choose δ > 0 such that
Estimates (5.25) follows from the assumption that A ∈ B(Q + 2 , Λ, M 0 , µ), Lemma 3.1, and the inequality that
assuming ǫ ≤ 1. The proof is complete. 
Moreover, there exists a constant C = C(n, Λ, M 0 ) > 0 such that
We now state the self-improving regularity estimates of Gehring's type for weak solutions of mixed boundary value problems. Its proof is very similar to that of Lemma 5.2. 
Proof of Proposition 5.9. By scaling and translation, without loss of generality, we only need to prove the proposition when X 0 = 0 and r = 1. In this case, u is given to be a weak solution of (5.31)
Note that the definition of weak solutions of (5.31) is given in Definition 4.2. As before, we use a two step approximation procedure. The first step is to approximate ∇u it by ∇ũ, whereũ is a weak solution of the corresponding homogeneous equation of (5.31).
Step 1. We claim that there is a constant
is a weak solution of (5.31), then there is a weak solutionũ ∈ W 1,2 (Q 7/4 , µ) of (5.32)
Moreover, there is ̺ = ̺(n, M 0 ) > 0 such that
To prove the claim we first note that by a weak solutionũ ∈ W 1,2 (Q 7/4 , µ) of (5.32) we mean ifũ − u ∈ * 
Then, use g as a test function of its equation, we obtain that
From the ellipticity condition (5.1) it follows that
Then, applying the Hölder's inequality and Young's inequality, we see that with an5 β > 0
Then, it follows from the trace inequality, Lemma 3.5, that
Then, with β sufficiently such that βC(n, M 0 )] ≤ 1/2, we obtain 
To prove this claim, first the existence of v can be deduced in a similar way as in Step 1. Let w = v −ũ. We note that w ∈ * Together with the ellipticity condition (5.1), and Hölder's inequality, this implies that
Again from the ellipticity condition (5.1) that
, proving the claim.
Step 3. This is the final step where we put together the above two steps to prove Proposition 5.9. To that end, it follows from estimate (5.34) in Step 1 and assumptions that
Hence, it follows from (5.33) of Step 1 and Step 2 that
Hence, if we chose δ sufficiently small so that δC(n, Λ, M 0 ) < ǫ, we obtain 1
This proves (5.28). It remains to prove (5.29). From the last estimate, and the assumptions in the Proposition 5.9, it follows that
From this, the equation (5.37), and the fact that v = 0 on T 3/2 × (0, 3/2), and A ∈ B(Q + 2 , Λ, M 0 , µ), it follows from the Definition 4.6 that
The proof of Proposition 5.9 is the complete.
Local weighted W 1,p -regularity estimates up to the base of the cylinder domain
In this section, we focus on the following equation to prove Theorem 1.1:
where A : Q 2 → R (n+1)×(n+1) is a symmetric and measurable matrix. Several lemmas are needed for proving Theorem 1.1. Let us obtain some density estimates for the interior first. 
Proof. For given ǫ > 0, let η > 0 to be determined, depending only on ǫ, Λ, M 0 , n. Let δ 1 = δ(η, n, M 0 , Λ) > 0 be defined as in Proposition 5.5. By the assumption (6.2), we can find
From these inequalities, it follows that for any τ > 0,
Note that D 2r (Z) ⊂ D 3r (X 0 ) and it follows from Lemma 3.1 that
Similarly, we have the inequality
From (1.6), and the easy assertion
From these estimates, our assumption that A ∈ A(Q 2 , Λ, M 0 , µ), and Proposition 5.5, there exists a
Then with ̟ ≥ ̟ 1 , we claim that
If ρ ≥ r/4, we use the fact that
Combining the above estimates we obtain
as desired. From the claim, it follows that
where C(n, M 0 ) comes from the weak 1 − 1 estimate, Lemma 3.4, and we have used (6.4) . From the last estimate, we observe that if we choose η > 0 sufficiently small such that Cη 2 < ǫ, Lemma 6.1 follows.
Lemma 6.2. Suppose that M
There exists a constant ̟ 2 (n, Λ, M 0 ) > 1 such that for any ǫ > 0, there exists a small constant δ 2 (ǫ, Λ, M 0 , n) > 0 with the property that for every δ ∈ (0, δ 2 ], ̟ ≥ ̟ 2 , and for
and if Z 0 = (z, 0) ∈ B 1 × {0} and some r > 0 such that Q 2r (Z 0 ) ⊂ Q 2 , and
Proof. For given ǫ > 0, let η > 0 to be determined depending only on ǫ, Λ, M 0 , n. Choose δ 2 = δ(η, n, M 0 , Λ) defined in Proposition 5.1. Now, for δ ∈ (0, δ 2 ], by using this δ in the assumption (6.5), we can find
From these inequalities it follows that 1 µ(D τ (X 0 )) D τ (X 0 )∩Q 2 |∇u| 2 µ(y)dX ≤ 1, and
(6.6)
We notice that Q 2r (Z 0 ) = D 2r (Z 0 ) ∩ Q 2 ⊂ D 3r (X 0 ), and therefore it follows from Lemma 3.1 that
Similarly,
Moreover, from (1.6) and Definition 4.5, we notice that
Therefore, all of the assumptions of 
, and 
Combining the above estimates we obtain that for any ρ > 0
That is, M µ,Q 2 (|∇u κ | 2 )(H) ≤ ̟ 2 as desired, and the claim follows. From this claim, the the weak (1, 1) estimate of the Hardy-Littlewood maximal operator, i.e. Lemma 3.4, and (6.7), we infer that
where C(n, M 0 ) is some universal constant. From the last estimate, we observe that if we choose η > 0 sufficiently small such that Cη 2 < ǫ, Lemma 6.2 follows.
Proposition 6.3. Suppose that M
is any weak solution of (6.1), and for any Z = (z, z n+1 ) ∈ Q 1 and r ∈ (0, 1/6) such that
Proof. Let ̟ = max{̟ 1 , ̟ 2 } and
where ̟ 1 , δ 1 are defined in Lemma 6.1, and ̟ 2 , δ 2 are defined in Lemma 6.2. We claim that Proposition 6.3 holds with these choices. Indeed, if D 2r (Z) ⊂ Q 2 , then (6.9) follows from Lemma 6.1 and our choice of δ. In case, D 2r (Z) ∩ B 2 × {0} ∅, we assume by contradiction that there is a point X 0 ∈ D r (Z) ∩ Q 1 such that
, and all the conditions of Lemma 6.2. From our choice of δ, we can applying Lemma 6.2 to obtain
The later contradicts (6.8), completing the proof.
Our next statement, which is the key in obtaining the higher gradient integrability of solution, gives the level set estimate of M µ,Q 2 (|∇u| 2 ) in terms of that of M µ,Q 2 |F/µ| 2 and M µ,Q 2 | f /µ| 2 . 
then there exists a constant Υ = Υ(n, Λ, M 0 ) > 0 such that for any k ∈ N and ǫ 1 = Υ ǫ we have that
Proof. Lemma 6.4 follows from Proposition 6.3, the consequence of the Vitali's covering lemma, Lemma 7.6 below, and an iteration process. The proof is the same as that of Lemma 7.8 in the next section. We therefore skip it. This section gives the proof of Theorem 1.2, and so we focus our study on degenerate elliptic problem in half-cyllinder Q + 2 (7.1)
is symmetric, measurable matrix satisfying the assumptions of Theorem 1.2. We need several lemmas to prove Theorem 1.2.
The following two lemmas are versions of Lemma 6.1 and Lemma 6.2 for half cylinders, whose proof can be done in a similar way. 
Our next lemma concerns the density of the level sets up to the flat side of Q + 1 for the weak solutions. 
and let Z = (z ′ , 0, z n+1 ) ∈ T 1 × (0, 1), and r ∈ (0, 1) so that D
Proof. The proof is similar to the proof of Lemma 6.1. For given ǫ > 0, let η > 0 to be determined and depending only on ǫ, Λ, M 0 , n. Choose δ 5 = δ(η, n, M 0 , Λ) to be the number defined Proposition 5.7. We with δ ∈ (0, δ 5 ], from the assumption (7.2), we find
This implies that for any
It then follows from (7.3) that
From Definition 4.6, and since D
By some suitable scaling, we see that all the assumption of Proposition 5.7, are satisfied. As a consequence there exists a v ∈ W 1,2 (D + 3r/2 (Z), µ) such that
Then with ̟ ≥ ̟ 5 , we claim that
To prove the claim, let
Finally, by combining the above inclusion, the weak 1 − 1 estimates for the Hardy-Littlewood maximal operator, Lemma 3.4, and (7.4), we havê
where C = C(n, M 0 , Λ). From the last estimate, we observe that if we choose η > 0 sufficiently small such that Cη 2 < ǫ, Lemma 7.3 follows.
Our next result is about the density of sets near the corner.
Proof. The proof is exactly the same as that of Lemma 7.3, where we use Proposition 5.9 instead of Proposition 5.7.
We now combine Lemma 7.1, Lemma 7.2, Lemma 7.3, and Lemma 7.4 to obtain the following important result. 
is any weak solution to (7.1), and if Z ∈ Q + 1 and 0 < r < 1/24 so that
Proof. Let us choose ̟ = max{̟ 3 , ̟ 4 , ̟ 5 , ̟ 6 }, and 
, then the conclusion (7.6) follows from Lemma 7.1, and our choice that δ < δ 3 (ǫ, Λ, M 0 , n). To see that (7.6) still holds in cases of (ii) -(iv), we will argue by contradiction. Assume that there is X 0 ∈ D r (Z) ∩ Q + 1 but X 0 is not in the set on the right hand side of (7.6). Then, it follows that
Let us first consider the case (ii) when D 2r (Z) ⊂ Q 2 , and
, and (7.7), we see that all the conditions for Lemma 7.3 are satisfied. Hence, we apply this lemma to obtain that
where we have used Lemma 3.1 in the last inequality. This estimate contradicts condition (7.5) . On the other hand, if D
∅, then we consider the point
. It follows from the assumption r < 1/24 that
. Now all the conditions of now Lemma 7.4 are satisfied, and δ < δ 6 (12
Then we apply Lemma 7.4, and Lemma 3.1 to obtain the estimatê
Again, this also contradicts condition (7.5) . Therefore, the proof with case (ii) is completed.
Let us now consider case (iii). In this case, we see that Z 3 = (z, 0) ∈ D 2r (Z) ∩ B 2 × {0} , and
As before, we need to consider the cases if
we can apply Lemma 7.2 to obtain a contradiction to (7.5) . On the other hand, if
. Therefore, (7.8) holds again, and we can apply Lemma 7.4 to obtain a contradiction.
It remains to consider the case (iv). The proof is very similar to the previous cases but much simpler. In this case,
we can apply Lemma 7.4 as before to obtain the contradiction to (7.5). The proof is now complete. 
is a weak solution to (7.1) and ifμ
Proof. Let δ = δ(ǫ, Λ, M 0 , n) be defined in Proposition 7.5. We will use induction to prove the lemma. For the case k = 1, we are going to apply Lemma 7.6 with Remark 7.7, by taking
Clearly, E 1 ⊂ E 2 ⊂ Q 
Hence, all the conditions of Lemma 7.6 are satisfied and hence, by Remark 7.7,
That proves the case when k = 1. Assume it is true for k. We will show the statement for k + 1. We normalize by dividing by ̟ as u ̟ = u/̟, F ̟ = F/̟ and f ̟ , and we see that since ̟ > 1 we havê
. Therefore, by induction assumption, it follows that
Applying the case k = 1 to the last term we obtain that
as desired.
Proof of Theorem 1.2. Let ̟ > 1 be as given in Lemma 7.5 and ǫ 1 be as in Lemma 7.8. We choose ǫ > 0 sufficiently small and depending on Λ, n, M 0 , p so that
From this choice of ǫ, let δ = δ(ǫ, Λ, M 0 , n) be defined as in Lemma 7.8. It is obvious that δ depends only on Λ, M 0 , n and p. We now prove Theorem 1.2 with this δ. We first show that we can choose N sufficiently large such that for u N = u/N (7.9)μ({X ∈ Q
Our choice of such an N can be made as below. Note that since D 1 (Z) ⊂ D 2 for any Z ∈ Q + 1 , by the doubling property of the A 2 -weight, Lemma 3.1, we havê
Moreover, it follows from the weak (1, 1) estimate for the maximal function, Lemma 3.4, that
Then, by selecting N large enough that
we obtain (7.9) as desired. Observe that by this choice and the doubling property of µ, Lemma 3.1,
Now consider the sum
Applying Lemma 7.8 we have that
. From this and by applying the Fubini's theorem, we infer that
where we have applied the weak (1, 1) estimate of the Hardy-Littlewood maximal function, Lemma 3.4. From the choice of ǫ, we obtain that
where we have applied the strong (p, p) estimate for the Hardy-Littlewood maximal operator M µ , Lemma 3.4. Now using Lemma 7.9 below, we obtain
and therefore multiplying by N p and applying (7.10) we obtain that
This last estimate completes the proof.
We now state a standard result that is used in the above proof.
Lemma 7.9. Assume that g ≥ 0 is a measurable function in a bounded subset U ⊂ R n+1 . Let θ > 0 and
Moreover, there exists a constant C > 0 such that
, where C depends only on θ, ̟ and p.
Lipchitz estimates for weak solutions of homogeneous equations with degenerate coefficients
The primary objective of this section is to demonstrate that coefficients of the form given in (4.4) belong to A(Q 2 , Λ, M 0 , µ) and coefficients of the form given in (4.5) belong to B(Q 
, and for a. e. y ∈ (0, τ),
Suppose also that there is some constant C 0 > 0 independent on τ so that
, for a..e y ∈ (0, 1).
Then, for every weak solution v
and every θ ∈ (0, 1),
Proof. Observe that by the dilation
and assumption (8.3) we can assume without loss of generality that τ = 1. We write
For simplicity, we also assume that θ = 1/2. For each k ∈ N, by using difference quotients, and induction on k, for example see [17, Chapter 6 .3], we can prove that w := ∇ k x v ∈ W 1,2 (Q r , µ) with the estimate Hence, w is a weak solution of
It then follows from the regularity theory estimates in [18, 19] that
It remains to show that ∂ y v ∈ L ∞ (Q 1/2 ). To this end, let us fix a non-negative function φ 0 ∈ C ∞ 0 (B 1 (0)), with 0 ≤ φ 0 ≤ 1 and φ 0 (x) = 1 on B 1/2 (0), and |∇φ 0 | ≤ 2.
For a fixed x 0 ∈ B 1/2 and r 0 > 0 such that B r 0 (x 0 ) ⊂ B 4/5 , we denote
Note that 
, we can use the integration by parts in x rewrite the above identity as
Let us now denote
Observe that both h, g ∈ L 2 ((0, 1), µ −1 ), and moreover from (8.9),
This particularly implies that h ∈ W 1,2 ((0, 1), µ −1 ), and
, for a. e. y ∈ (0, 1). 
As a consequence, h(0) = 0. Now, we can write
We next estimate this integration of g(y). From (8.7), and the definition of g, it follows that
This estimate, and the assumption (8.3) imply
Hence, from the definition of h, and if x 0 is a Lebesgue point of a(y)∂ y v(x, y), we see that for a.e. y ∈ (0, 4/5),
Observe that from the ellipticity condition,
Since µ ∈ A 2 (R), we particular see that |{y ∈ (0, 1) : µ(y) = 0}| = 0. Therefore,
, for a.e y ∈ (0, 4/5).
This and (8.3) imply the following
The estimate (8.7) together with (8.12) complete the proof of the lemma.
To state our next result, we impose additional condition for the weight µ. The weight µ could be degenerate or singular at y = 0. However, for y > 0, we require that there is C 1 > 0 such that for a.e. y ∈ (0, 1) and 0 < τ < y/2 inf s∈Γ 3τ/2 (y) µ(s), and sup 
where as before we use the notation that Γ 3τ/2 (y) = (y − 3τ/2, y + 3τ/2). 
, and for a. e. y ∈ (0, 2).
Moreover, assume that (8.13) holds for the weight function µ. Then for every θ ∈ (0, 1), there is C = C(Λ, θ, C 1 , n) such that the following statement holds: For every X 0 = (x 0 , y 0 ) ∈ Q 1 and τ ∈ (0, 1) so that
Proof. Observe that
µ(s) < ∞, for a.e. y ∈ Γ 3τ/2 (y 0 ) = (y 0 − 3τ/2, y 0 + 3τ/2).
By dividing the coefficient matrix A 0 and the weight µ by λ 0 , let us introduce the notatioñ
It follows then that the new weightμ will satisfy the estimate 1 ≤μ(y) ≤ C 0 , ∀y ∈ (y 0 − 3τ/2, y 0 + 3τ/2).
On the other hand, from (8.16), and since v ∈ W 1,2 (D 3τ/2 (X 0 ), µ), we observe v ∈ W 1,2 (D 3τ/2 (X 0 )). From this and with (8.17), we infer that v ∈ W 1,2 (D 3τ/2 (X 0 )) is a weak solution of the uniformly elliptic equation
Up to a translation, we can now applying Lemma A.1 for the uniformly elliptic equation (8.18) . Then, we conclude that there is C = C(Λ, C 1 , n, θ) such that
Observe that from (8.16), we have
This last estimate and (8.19) together imply
. This is the desired estimate, and the proof of the lemma is now complete.
We reiterate that the last two lemmas show that the class of coefficients of the form given in (4.5) belong to A(Q 2 , Λ, M 0 , µ) where µ(y) = |y| α , for α ∈ (−1, 1). These weights are in A 2 (R), satisfy both (8.3) and (8.13). Proof. Observe thatB 0 is a uniformly elliptic constant matrix. By rotation in x-variable, we can assume that B 0 is diagonal. Then, letṽ be the odd reflection with respect to x n of v, i.e.
v(x ′ , x n , y) = v(x ′ , x n , y), for X = (x ′ , x n , y) ∈ Q τ , x n > 0, −v(x ′ , −x n , y), for X = (x ′ , x n , y) ∈ Q τ , x n < 0.
Standard calculations will show thatṽ is a weak solution of Proof of Theorem 2.1. The proof is standard, using partition of unity, and flattening of the boundary ∂Ω. where C 0 = C 0 (Λ, M 0 , n) > 1 will be determined. We prove Theorem 2.1 with this choice of δ. To this end, for any number x 0 ∈ Ω, we consider the two cases. By taking r sufficiently small, which can be made uniformly by the compactness of Ω, and from the continuity of ∇γ, we can assume also that (9.3) sup
Then, let us define
Then, observe that
Then, choose ρ ∈ (0, r/ √ n + 1) and sufficiently small, we can see that B We observe that the above transformation affects the matrix only the x-variable and soû ∈ W 1,2 (B + 2ρ ×(0, 2), µ) is a weak solution of The rest of the proof is now standard. We cover Ω with finite number of interior balls {B r i (x i )} i=1,···K 1 and boundary balls {B ρ k (z k )} k=1,··· ,K 2 , where B 2r i (x i ) ⊂ Ω, z k ∈ ∂Ω, ρ k is chosen as ρ ′ above, and K 1 , K 2 ∈ N are some numbers. Then, we use (9.2) for the balls B r i (x i ), and use (9.6) for the balls B ρ i (z i ). Adding all estimates together, we obtain
with some ball B ⊂ R n large enough so that
The proof is complete.
Proof of Theorem 2.2.
As it has been demonstrated in [9, 10, 12, 50] Proof. This lemma is known, see for example [3, 29] . 
Proof. By rotation in x variable, we can assume thatB 0 is diagonal. Then, letṽ be the odd reflection of v with respect the x n , i.e. The desired estimate the follows from Lemma A.1.
