We introduce some New Quadrature Formulas by using Jacoby polynomials and Laguerre polynomials. These formulas can be obtained for a finite and infinite interval and also separately for the even or odd order of derivatives. By using the properties of error functions of the above orthogonal polynomials we can obtain the error functions for these formulas. Application of the new approaches increases their precision degrees. Finally, some examples are given to illuminate the details.
Introduction
Let be a positive integer, ( ) ( ) the derivative of order for the function ( ), ( ) the set of polynomials of degree at most , and ( ) a positive and integrable function on the interval [ , ] throughout this paper.
We consider the quadrature formula as follows:
( ; ) := ∫ ( ) ( ) .
If 1 , . . . , are chosen as the distinct zeros of orthogonal polynomial of degree in the family of orthogonal polynomials [1, 2] 
is exact for 2 −1 . That is, the positive weights { } =1 are usually determined in a way that formula (2) is exact for the polynomials of degree as high as possible. Attempts to obtain similar quadrature formulas have not been restricted just to ( ); many researchers began to obtain some New Quadrature Formulas based on ( ) and its derivatives. For example, Turán was among the first who considered in his interesting paper in 1950 [3] the following quadrature rules:
He showed that these rules have maximum degree of precision as 2( + 1) − 1. Turán's attempt on quadrature formulae attracted other researchers to expand this field. They began to follow his works and obtained several formulas [4] [5] [6] [7] [8] . The other case of quadrature formulae based on ( ) and its derivatives is called Gaussian Birkhoff quadrature. For instance, Jetter [9] obtained new Gaussian quadrature formulas based on Birkhoff-type data. He used special cases of data as pyramidal type data in incidence matrices. He and Dyn [10] also worked on existence condition for these quadrature formulas that are the generalized form of the Gaussian quadrature. In another paper, he showed in [11] that the formulas introduced in [9] are unique. Bojanov and Nikolov [12] showed that the error of the quadrature formulas depends monotonically on the data. Wang and Guo [13] obtained the asymptotic estimate of nodes and weights of Gaussian-Lobatto-Legendre-Birkhoff quadrature formulas. They presented a user-oriented implementation of pesudospectral methods based on these quadrature nodes for Neumann problems. Milovanović and Ðorđević [14] obtained nine-point quadrature formulae of interpolatory type of analytical functions. Varma [15] obtained a (0, 2) quadrature formula by using the fundamental polynomials
where −1 ( ) denotes the Legendre polynomials of degree ≤ − 1 and is the matrix incidence element in row and column . In other paper [16] , he obtained (4) with simple proof and did not use the fundamental polynomials. He [17] considered (0, , ) quadrature formulas where and are even positive integers. The nodes are (= 2 / , = 0, 1, . . . , −1) and this formula is exact for all of trigonometric polynomials of order 3 given by
Milovanovic and Varma [18] have given two types of (0, 3) and (0, 4) quadrature formulas. These quadrature formulas are exact for polynomials of degree at most 2 − 1. Suzuki [19] considered a special type of incidence matrices = ( ) defined by = 0, 1, (1 ≤ ≤ 2, 0 ≤ ≤ − 1) and ∑ 
where (6) is exact for any polynomials ( ) with degree at most − 1 and s are weight-coefficient independent of ( ). Lénárd [20] obtained a Birkhoff-type quadrature formula with Laguerre abscissas as follows:
where { } =1 and { * } =1 are the zeros of the Laguerre polynomials ( ) ( ) and ( −1) ( ), respectively [1, 2] . Equation (7) is also exact for the polynomials of degree at most 2 + .
She gives in another paper [21] , a Birkhoff quadrature formula as follows:
which is exact for the polynomials of degree ≤ 2 + 2 + 1. She considered that the nodes { } =1 and { * } −1
=1 to solve (8) are the zeros of the ultraspherical polynomials ( ) ( ) and ( ) ( ), respectively. Eslahchi and Dehghan [22] obtained two formulas as follows:
where { (0, ) } =0 and (0) are the roots of Jacobi Polynomials (0, ) ( ) and Laguerre Polynomials (0) ( ), respectively. In this paper we intend to obtain some New Quadrature Formulas for the even or odd degree of derivatives separately. For instance, if we consider the even order of derivatives in the finite interval [0, 1], then we can obtain the formula as follows:
Also, if we consider the odd order of derivatives in the finite interval [0, 1] we get another quadrature formula.
, we obtain two other formulas for the even or odd degree of derivatives.
The paper is organized as follows: in Section 2 we introduce Gauss-Jacobi quadrature and Gauss-Laguerre quadrature rules. In Section 3 we express the algorithms for obtaining New Quadrature Formulas and the error functions. Section 4 contain some examples for illumination and details.
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Preliminaries
In this section we introduce briefly the quadrature rules based on orthogonal polynomials. So, we consider the general form of weighted quadrature rules [23] [24] [25] [26] which is defined as
where
unknown nodes, and { , } =1 the predetermined nodes. The error function [23] [24] [25] , , [ ], can be determined by
It can be proved among the quadrature rules that the Gaussian quadrature (for = 0 in (13)) has the highest precision degree (2 − 1). In other words
Obviously the nodes { , } =1 are the zeros of a sequence of polynomials ( ), which are orthogonal [2] with respect to ( ) on [ , ] ; that is,
where , is the Kronecker delta. Moreover, we simply can compute the coefficients { , } =1 by using the following formula [27] :
2.1. Gauss-Jacobi Quadrature. Let us consider ( ) = (1 − ) (Jacobi weight function) with , > −1 on [0, 1], so, (13) can be written as
, ) + ( , ) , (18) where {
, } =1 are the zeros of Jacobi polynomials on [0, 1] which are defined [28] by
where = 1, 2, . . . , . Furthermore if ( ) has a continuous derivative of order 2 on [0, 1] then the reminder term of formula (13) is given as 
where { ( ) , } =1 are the zeros of Laguerre polynomials [28] of the form
and the weight functions are as follows: Mathematical Problems in Engineering and error of this quadrature formula is
Also if = 0 in (21), it is called Gauss-Laguerre quadrature formulas.
New Quadrature Formulas
New Quadrature Formulas in Finite
Interval. In this section we obtain two New Quadrature Formulas. It should be noted that we must use the even or odd degree of derivatives separately. By using error function (20) for Jacobi quadrature formulas we can obtain the error functions for these quadrature formulas. Error functions can also be obtained by a similar process for the error of composed trapezoidal rules [23, page 129] . We first consider the even order of derivatives and because of similarity ignore the odd degree of derivatives. Now, we have
such that
then we have
Now, consider the integral in the right-hand side of (27) and use the following change of variable:
which gives
Substituting (29) into (27) gives
If we apply the Gauss-Jacobi quadrature rules with respect to the weight function 2 on [0, 1] for ( ) (instead of ( ) in (18)), we obtain the following new relation:
where (19)- (20)). The degree of the error function in (31) is 2 . Now, if we put
we have
by substituting ((31), (33)) in (30) again, we get 
Here, we consider integration in the right-hand side of (34) and we use again the following change of variable:
then we can write
substituting (36) into (34), then we get 
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Now, we consider ((38)-(39)) and substitute these formulas into (37). Consider
Therefore, we have 
It is worthy of attention that the degree of error function in (39) is 2 . If we apply this process only for the even degree of derivatives, then for 6th order of derivatives we can obtain the relation as follows: 
By iterating this process and using the even order of derivatives we write the quadrature formulae as follows:
where ∑ shows twice the coefficient of last part of summation. The precision degree in this formula is 2 − ( +1)−1, which indicates the advantages of the new approach. Now, we consider the error functions for this formula:
For simplifying the error term of (42) from points, we consider the error functions for composed trapezoidal rules and we will obtain a relation that is similar to the relation built in [23, page 129] 
Let us consider the following relations:
. . .
Adding the left sides and right sides of (46), respectively, gives 
Now, we suppose (2 ) ( ) is continuous; there exist a ∈ [min , max ] ⊂ (0, 1) such that [23, page 129]
Thus, we have
Apply the process for the odd order of derivatives gives another Quadrature Formula:
Similar to the even degree of derivatives we can obtain the error function for the odd degree of derivatives with the precision degree 2 − ( + 1) − 1.
New Quadrature Formulas in Infinite Interval. Let us extend the results to infinite interval [0, +∞).
In this section we also use the even or odd degree of derivatives similar to the pervious section and try to obtain error function for these formulas. We follow the same procedure in the previous section:
The Gauss-Laguerre quadrature rules can be shown:
, )
where {
, } =1 are obtained from (23) and {
, } =1 are the roots of Laguerre polynomials (0) ( ) and the error function is
Now, if we consider the even degree of derivatives and use the process for New Quadrature Formulas similar to the even order of derivatives in finite intervals (previous part) we can obtain another formula for quadrature formulae as follows:
(
and if we consider the odd degree of derivatives we have
To obtain a formula for the error function considering (55) and using (54) gives = 1,
and for = we have
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Numerical Examples
In this section we want to present two examples to clarify the details. We use the notations and examples introduced in [22] . Let ( − ( =0, 1 = , 2 = ) = -points quadrature formulas with parameters ( , 1 , 2 ) for {0, , }-order derivatives, respectively, in finite intervals; ( − (0) (0, , ) ( )) = -points quadrature formulas with parameter 0 for {0, , }-order derivatives in infinite intervals; ( )(0, , ) = |Exact value − Approximation value|. 
This example is computed for (0, 2), (0, 2, 4), and (0, 2, 4, 6) quadrature formulas by using (42) for ( ) = 1/(1+ ) and the results are obtained and tabulated in Tables 1 and  2 . 
Conclusion
In this paper we introduced some New Quadrature Formulas by using Jacoby polynomials and Laguerre polynomials for a finite and infinite interval and also separately for the even or odd order of derivatives. The error functions of the above orthogonal polynomials are obtained for these formulas. The precision degrees are increased.
