Abstract. We establish rigorously convergence of a semi-discrete upwind scheme for the nonlinear variational wave equation utt − c(u)(c(u)ux)x = 0 with u| t=0 = u 0 and ut| t=0 = v 0 . Introducing Riemann invariants R = ut + cux and S = ut − cux, the variational wave equation is equivalent to Rt − cRx =c(R 2 − S 2 ) and St + cSx = −c(R 2 − S 2 ) withc = c /(4c). An upwind scheme is defined for this system. We assume that the the speed c is positive, increasing and both c and its derivative are bounded away from zero and that R| t=0 , S| t=0 ∈ L 1 (R) ∩ L 3 (R) are nonpositive. The numerical scheme is illustrated on several examples.
Introduction
In this paper we consider the nonlinear variational wave equation ) dxdt = 0, can be used to model liquid crystals, see [8, 6, 3] . Consider namely a nematic liquid crystal in the regime where inertial effects dominate. In that case the liquid crystal can be described by the director field n = n(x, y, z, t) ∈ R 3 with n = 1 that describes the direction of the elongated molecules that constitute the liquid crystal. Its potential energy density is described by the Oseen-Franck functional
where the constants α, β, and γ describe the liquid crystal. The dynamics of the director field is given by a least action principle δ δu (n t · n t − W (n, ∇n)) dxdydzdt = 0. (1.2) Consider the class of planar deformations given by n = cos(u(x, t))i + sin(u(x, t))j (1.3)
where i and j are unit vectors in the x and y direction, respectively. In that case the least action principle (1.2) reduces to (1.1) with c 2 (u) = α cos 2 u + β sin 2 u.
We here analyze (1.1) with more restrictive assumptions on c, as is done in the mathematical literature, namely that c is positive, strictly increasing and bounded away from zero. We note that (1.1) is closely related to the Hunter-Saxton equation, which is obtained by a further asymptotic expansion of (1.1), see [6] . While short-term existence of regular solutions follows by the Kato method, it is clear that the solution in general develops singularities in finite time, even from smooth initial data, see [4, 3] .
In a series of papers, Zhang and Zheng [11, 12, 13, 14, 15] have analyzed (1.1) carefully, using the method of Young measures. From their many results we quote the recent one [14, Thm. 1.1] where they show existence of a global weak solution for initial data u 0 ∈ H 1 (R) and v 0 ∈ L 2 (R). The function c is assumed to be smooth, bounded, positive with derivative that is non-negative and strictly positive on the initial data u 0 . Their results, and also the relationship to the Hunter-Saxton equation are surveyed in [15] . The uniqueness question is open.
Another approach to the study of (1.1) was recently taken by Bressan and Zheng [1] . Instead of following the approach based on Young measures, they rewrite the equation in new variables where singularities disappear. They show that for u 0 absolutely continuous with u 0,x , v 0 ∈ L 2 (R) the Cauchy-problem (1.1) allows a global weak solution with the following properties: The solution u is locally Hölder continuous with exponent 1 2 , and the map t → u(t, · ) continuously differentiable with values in L p loc (R) for 1 ≤ p < 2. Further properties are obtained, in particular, it is shown that the associated energy, treated as a measure, is conserved in time.
Up to now, little has been known about the behavior of numerical schemes for the equation (1.1). Except for some numerical computations in [3] , there are, to the best of our knowledge, no rigorous results regarding any numerical method for (1.1), and the main purpose of this paper is to remedy this situation. Here we introduce a semidiscrete upwind scheme for the initial-value problem (1.1), i.e., a finite difference approximation of the spatial variation, keeping the continuous temporal variation. For this scheme we show convergence to a weak solution of (1.1), and thus this proof offers a different existence proof compared with the others. In addition it provides a constructive approach to the initial-value problem in the sense that the difference scheme supplies a numerical tool to compute the solution, see Section 4. Indeed, we show how the difference scheme performs, both on examples where the scheme is proved to converge and otherwise. A similar analysis has been applied to the Hunter-Saxton equation, see [5] .
We now turn to a more detailed and technical discussion. Weak solutions are defined as follows. Definition 1.1. Let Π T denote the set R × [0, T ), T > 0. By a weak solution u of
, where q is some fixed positive constant q > 0, such that
The initial values are taken in the sense that
A common approach to (1.1) is first to re-write the equation in terms of Riemann invariants. To that end we define
and the auxiliary functionc
Then the wave equation (1.1) is formally equivalent to the 3 × 3 system
Clearly, we also have
In order to make this well defined, we use the boundary condition
The equations for R, S can also be written on conservative form, viz.
Throughout the paper we will assume that c is a Lipschitz continuous function such that
The approach by Zhang and Zheng based on Young measures follows two distinct routes. Either one can use a viscous regularization of the system (1.5) by adding the terms R xx and S xx to the first and the second equation, respectively, and subsequently analyze in detail the behavior of the solution as → 0, see [12] . Alternatively [11, 13, 14] , one can replace the quadratic growth on the right-hand side of equation (1.5) by a linear growth for large values of R 2 and S 2 . More specifically, introduce the function
and replace the terms R 2 and S 2 by Q (R) and Q (S), respectively, in the first and the second equation. Again the behavior of the solution has to be analyzed carefully as → 0.
Our approach is based on Young measures for a semi-discrete finite difference upwind scheme. More precisely, introduce a positive discretization parameter ∆x, and approximate R(j∆x, t) and S(j∆x, t) by R j (t) and S j (t), respectively, that is, R(j∆x, t) ≈ R j (t) and S(j∆x, t) ≈ S j (t), j ∈ Z. Observe that we keep the time variable continuous. The dynamics of (R j (t), S j (t)) is governed by the system of ordinary differential equations
where D ± K j = ±(K j±1 − K j )/∆x. Furthermore, the functions c j±1/2 andc j are defined as functions of R j and S j , cf. Section 2. The system is augmented by appropriate initial-data. We recover the function u ∆x by the formula
2 )∆x), and similarly for S ∆x . We first show that the system possesses solutions that are local in time, and a subsequent a priori estimate turns the local solution into a global one. Once the existence of solutions of the ordinary differential equations has been established, we follow the approach of Zhang and Zheng closely.
Formally, a smooth solution of (1.8) will satisfy the identity
where 11) for any smooth function f . The corresponding discrete relation, Lemma 3.1, is rather more complicated. However, based on this, one shows that the difference scheme keeps the L 2 norm of {R j , S j } from increasing, cf. Corollary 3.2; a similar result holds in the continuous case as well, cf. [12, Lemma 1] . Intrinsic to the equation is a blow-up property that is not fully understood. Indeed it is known, see [4] , that there exist examples with R and S of opposite sign initially, where the solution becomes unbounded. However, if the initial data both are negative initially, one can show that the solution remains regular, see, e.g., [12, Thm. 2] . Henceforth we will make the assumption here that R and S are nonpositive initially. As in the continuous case, [12, Lemma 4] , one can show also in the discrete case, Lemma 3.3, that the equation enjoys invariant domains: If (R ∆x , S ∆x ) both are nonpositive initially, then they will remain so. Furthermore, if (R ∆x , S ∆x ) in addition are bounded from below initially, they will remain so, with the same lower bound. From this it follows that L p norms do not increase, cf. [12, Lemma 5] and Lemma 3.4. Using this one can show in the discrete case, cf. Lemma 3.6, using the Arzelà-Ascoli theorem, that there exists a function u such that
The remaining part of the analysis is to show that the limit indeed satisfies the equation. From a priori L p bounds we infer that
2 )∆x), and similarly for S ∆x ), and (R ∆x − S ∆x )
. Using the div-curl lemma, Lemma 3.10, and Murat's lemma, Lemma 3.11, we show that
holds weakly, cf. (3.51). By direct analysis of the scheme we infer that c(u) x = 2c(u)(R − S) weakly, cf. (3.49). Using the weak identity (c(u)u t ) x = (c(u)u x ) t we infer that u t = 1 2 (R+S) holds weakly. To complete the argument, we derive an evolution equation for R 2 +S 2 , see Lemma 3.13 (cf. [12, Lemma 11] ) to conclude that u tt −c(u)(c(u)u x ) x = 0 weakly, and indeed that u is a weak solution. Our main result can be stated as follows (cf. Theorem 3.19): If u 0 and v 0 are such that R( · , 0) and S( · , 0) are nonpositive, and in
, then the semi-discrete difference scheme produces a sequence that converges to a solution of (1.1) in the sense of Definition 1.1.
In Appendix A we show a higher integrability result, see Lemma A.1, which reads, here stated in the continuous case (cf. [12, Lemma 5] ), as follows:
. The other results in this paper are independent of this, and the significance of the appendix is that it is suspected that such a regularity property could play a role in a uniqueness result.
The difference scheme
Our first aim is to construct an approximate solution of (1.5) based on a finite difference approximation of the spatial derivative. Rather than work on the full system of three equations, we derive approximate relations for the functions c(u) andc(u) in terms of R and S, thereby reducing the system to two equations. The temporal variable will not be discretized, and thus we will consider systems of ordinary differential equations indexed by the spatial lattice and depending on the lattice spacing. Subsequently we will show that as the lattice spacing decreases to zero, the system converges to the solution of (1.5).
To avoid complicating the convergence analysis, we have chosen to restrict our attention to a semi-discrete difference scheme. To turn the difference scheme into a fully discrete one, we can rely on a variety of different time-discretization techniques, see Section 4 for one example.
We shall use (1.5) as a starting point for a difference scheme. For j ∈ Z, define x j = j∆x and x j+1/2 = x j + 1 2 ∆x where ∆x > 0 is the lattice spacing. Let I j denote the interval [x j−1/2 , x j+1/2 ).
Given any function K : R → R, we let the value of K at the point x j be denoted by K j , that is,
On the other hand, given any sequence {K j } j∈Z , we can consider it as the sampling at lattice points ∆x Z of the function K defined by
(2.1)
Here 1 I denotes the characteristic function of the set I. Clearly, if values {K j } are computed from some difference scheme, we consider the function (2.1) as the approximation of the true solution.
It is easy to prove the inequalities
Introduce forward and backward differencing by
for any sequence {K j } of real numbers. Let (R, S) = {(R j , S j )} j∈Z satisfy the (infinite) system of ordinary differential equations
2)
for j ∈ Z. The functions c j±1/2 andc j are specified as follows. First set
Since c(u) > 0, we have F (u) > 0, and F is therefore one-to-one. We start by defining
Then we can define u j+1/2 by
Note that this implies 8) and note that for some u + j between u j−1/2 and u j+1/2 we have
So if we definec 10) we have that
Thus we have defined the functions c j±1/2 = c j±1/2 (R, S) andc j =c j (R, S). We will work with u 0 ∈ H 1 (R) and v 0 ∈ L 2 (R). In this case we define
The initial values for (2.2) and (2.3) are
At this point it is convenient to state the following general lemma.
Lemma 2.1. Let ϕ be a function in L 2 (R), and set
which shows that we, without loss of generality, can assume that ϕ is a smooth function with compact support, say supp(ϕ) ⊆ [−M, M ]. We find, similarly to the derivation of (2.15), that
Since ϕ is uniformly continuous, we can find δ > 0 such that |y| ≤ δ implies
By choosing ∆x ≤ δ we find that
which concludes the proof.
This lemma implies
for some q > 0, and let R 0 and S 0 be defined by (1.6). Then we assume that R 0 ≤ 0 and S 0 ≤ 0 almost everywhere.
This assumption implies that also R j (0) and S j (0) are nonpositive for all j. Furthermore, by interpolation, we have that
Lemma 2.3. Assume Hypothesis 2.2. Then the system (2.2)-(2.3) of ordinary differential equations with initial data (2.13) has a unique C 1 solution {R j (t)} j∈Z and {S j (t)} j∈Z for all t > 0.
Proof. We use the notation R(t) = {R j (t)} j∈Z and S(t) = {S j (t)} j∈Z and write (2.2) and (2.3), as
Viewing this as an ordinary differential equation in 1 (Z) × 1 (Z), where 1 (Z) denotes the set of absolutely summable sequences with norm
is locally Lipschitz continuous. This solution will be defined for t in some interval [0, t * ) where t * is a "blow-up" time, i.e., 
where C is a constant that depends on (R, S) L 1 (R) , (R,Ŝ) L 1 (R) and ∆x. We shall show this for Ψ R , the arguments for Ψ S are identical. To show Lipschitz continuity we start by recalling (cf. (2.5))
, and therefore (
Next we find (cf. (2.2)) using (2.6), (2.8), and (2.11) that
since c is Lipschitz continuous functions of F j+1/2 . Multiplying the above by ∆x and summing over j, we see that
where we have used (2.22) to find
. Therefore (2.21) holds, and we have established that {R j (t)} j∈Z and {S j (t)} j∈Z exist for t < t * (for any initial data). If the initial data are nonpositive and in L 1 (R), Lemma 3.4 concludes the proof.
Remark 2.4. The existence of global solutions of the system (2.2)-(2.3) with initial data (2.12) , that is, the fact that t * = ∞, follows only after the estimate in Lemma 3.4, i.e., the inequality (3.13). Thus the results up to Lemma 3.4 are first valid for all times less than t * , and only after Lemma 3.4 we can infer that t * = ∞. To simplify the notation, we state all these result for all t.
For Lemma 2.3 we only require that u 0 ∈ W 1,1 (R) and v 0 ∈ L 1 (R).
Convergence analysis
Now let f be a sufficiently smooth function, and observe that
where r j is between R j+1 and R j . This can be rewritten
Furthermore, we have for any quantity f j ,
Similarly to (3.1) we have for a sufficiently smooth function g
where s j is between S j and S j−1 . We also have
We shall use the following lemma repeatedly.
In particular,
where r j is between R j and R j+1 , and s j between S j and S j−1 .
Proof. Multiplying (2.2) by f j = f (R j ), using (3.1) and (3.2), we find that
where f j = f (R j ). Similarly, multiplying (2.3) with g j = g (S j ) for some function g ∈ C 2 (R), using (3.3) and (3.4), we find that
where g j = g(S j ). Choosing f = g and adding (3.8) and (3.9) we conclude that (3.7) holds.
This lemma has several useful consequences, the first of which is the following result.
Corollary 3.2. We have that
In particular, we have
Proof. Appy Lemma 3.1 with f (K) = K 2 . In this case we observe that H(R, S) = 0, and f = 2. Therefore, Lemma 3.1 yields
Multiplying with ∆x, summing over j, and integrating in t finishes the proof of the corollary.
The variational wave equation enjoys certain invariance properties in the (R, S) variables. Indeed, if both are nonpositive initially, they will remain so for all time. Hence H(R, S) ≤ 0, furthermore f (K) ≥ 0, and thus using (3.7) we find that
since R j (0) ≤ 0 and S j (0) ≤ 0 for all j. Thus the first statement (i ) of the lemma holds.
To prove the second statement (ii ) choose f (K) = (min {K + M, 0}) 2 . Then we find that
observe from the first statement (i ) that R j and S j remain negative. This implies, using (3.12) , that H(R j , S j )(t) ≤ 0. Hence it follows as before, using equation
Thus the second statement (ii ) of the lemma follows.
In case Hypothesis 2.2 holds, we have the integrability estimate.
for any p ≥ 1. In addition, if Hypothesis 2.2 holds, then for any p ∈ (2, 3 + q)
14)
where C p,T is a constant depending on p and T (but not on ∆x).
Remark 3.5. This lemma finishes the proof of Lemma 2.3, namely the fact that t * = ∞, cf. Remark 2.4.
Proof of Lemma 3.4. Choose f (K) = |K| p , and observe that
Now it is easy to see that
H(R, S) = H(S, R) and H(−S, −R) = −H(R, S).
Furthermore H(R, R) = H(R, −R) = 0. We also find that
since f is an even non-negative function. From this it follows that
Hence, since S 0 ≤ 0 and R 0 ≤ 0, by Lemma 3.3 also R j (t) and S j (t) are nonpositive for t > 0, and thus
For the proof of (3.14), we fix p ∈ (2, 3 + q), remember that R j ≤ 0 and S j ≤ 0, and calculate
It is easy to see that b(R, S) ≤ 0 for p > 2, and we also have the inequality
for some positive constant K p depending on p. Hence
By Hypothesis 2.2, we find that
from which (3.14) follows.
Extend the functions (R j , S j ) to the full line, cf. (2.1) and (2.14), by
Define F ∆x by
and then u ∆x by
Now we have that lim x→−∞ R ∆x (x, t) = lim x→−∞ S ∆x (x, t) = 0, and therefore lim x→−∞ u ∆x (x, t) = 0. Hence we must have u ∆x (x j−1/2 , t) = u j−1/2 (t) for all j. It is convenient also to define the piecewise constant function 
Proof. From Hypothesis 2.2 we infer that
for both p = 1 and p = 2 for some constant C that is independent of ∆x. From Lemma 3.4 it follows that
where C is the constant in (3.19). This implies that F ∆x is uniformly bounded, since
Next, we observe that
Therefore, using Cauchy-Schwarz's inequality and (3.20), we find
Similarly, by using (3.16) we find that
using (3.11). Thus there is a constant C 1 , independent of t and ∆x (but depending on a, b), such that
Morrey's inequality now implies that for x and y in [a, b] we have that
for some constant C 2 which is independent of ∆x and t (but depending on a, b). Now note that using f (R) = R in (3.8) and g(S) = S in (3.9) we find, cf. (1.8) , that
, we can use [9, Lemma 8] to deduce that for x and y in (a, b), we have that for any η > 0, there is a finite C η > 0 such that
For any > 0 we choose (x, t) and (y, s) in [a, b] × [0, T ] and η > 0 such that
With this choice
Hence, the sequence {F ∆x } ∆x>0 is equicontinuous and uniformly bounded in [a, b]× [0, T ], and by the Arzelà-Ascoli theorem there exists a convergent subsequence (which we do not relabel). By the definition (3.17) of u ∆x and the assumption on c, cf. (1.9), we find that
for some constant C 4 depending only on the function c. This shows that u ∆xj is Cauchy and thus uniformly convergent on compacts
Remark 3.7. For this lemma to hold it is sufficent to assume that R 0 and S 0 (and therefore R ∆x (0), S ∆x (0)) are nonpositive, and in
Note that F ∆x is linear in the interval I j as R ∆x and S ∆x are constant there. By definition we have that
This means that u ∆x (x, t) is monotone in the interval I j , and we have that u ∆x (x j±1/2 , t) = u j±1/2 (t). To simplify the subsequent calculations we introducẽ
Then for any fixed x and t, lim ∆x→0ũ ∆x (x, t) = u(x, t). This is so since if x ∈ I j , there is a y j ∈ I j such thatũ ∆x (x, t) = u ∆x (y j , t) by the monotonicity of u ∆x . Now let {∆x k } and {∆x } be two sequences tending to zero. Fixing x, we can find sequences {y k } and {y } such that y k → x and y → x and
Both terms on the right vanish as k and become large since u ∆x is uniformly continuous. Hence for any choice of {θ j }, (3.22) holds. In particular, this implies the pointwise convergence lim ∆x→0 j u j±1/2 (t)1 Ij (x) = u(x, t) and
uniformly on compacts. Next, we collect (in three lemmas) some well-known results related to weak convergence. Throughout the paper we use overbars to denote weak limits. 
for all continuous functions g : R → R satisfying
Let g : R → (−∞, ∞] be a lower semicontinuous convex function and {v n } n≥1 a sequence of measurable functions on O, for which
If, in addition, g is strictly convex on an open interval (a, b) ⊂ R and
then, passing to a subsequence if necessary,
Let X be a Banach space and denote by X its dual. The space X equipped with the weak-topology is denoted by X weak , while X equipped with the weak topology is denoted by X weak . According to the Banach-Alaoglu theorem, any bounded ball in X is σ(X , X)-compact. If X separable, then the weak-topology is metrizable on bounded sets in X , and thus one can consider the metric space C ([0, T ]; X weak ) of functions v : [0, T ] → X that are continuous with respect to the weak topology. We have v n → v in C ([0, T ]; X weak ) if v n (t), φ X ,X → v(t), φ X ,X uniformly with respect to t, for any φ ∈ X. The following theorem is a straightforward consequence of the abstract Arzelà-Ascoli theorem:
). Let X be a separable Banach space, and suppose v n : [0, T ] → X , n = 1, 2, . . . , is a sequence of measurable functions such that
for some constant C independent of n. Suppose the sequence
is equi-continuous for every Φ that belongs to a dense subset of X. Then v n belongs to C ([0, T ]; X weak ) for every n = 1, 2, . . . , and there exists a v ∈ C ([0, T ]; X weak ) such that along a subsequence as n → ∞
Lemma 3.10 (Div-curl lemma [7] ). Let Q ⊂ R 2 be a bounded domain. Suppose
Lemma 3.11 (Murat's lemma [7] ). Suppose that {L ε } ε>0 is bounded in W
. In view of (3.10), (3.13) and Lemma 3.8,
As a matter of fact, we can assume that for any function f ∈ C 1 (R), with
the following statements hold
where the same subsequence of ∆x → 0 applies to any f from the specified class. Clearly, we can also assume that as ∆x → 0
by equation (3.23) . From Lemmas 3.1 and 3.4, it is not difficult to deduce that the functions
, independently of ∆x. Now we apply Lemma 3.9 with X = L r (R), X = L r (R), and r = r/(r − 1). Since
Lemma 3.12. Assume Hypothesis 2.2. Then we have, cf. (1.8),
and
Next multiply the equation (3.33) with ϕ j , sum over j, do a partial summation, integrate over t, to end up with
where we have defined the functions c ∆x andc ∆x by
In view of this and (3.13), the last term in (3.34) is bounded as follows:
Furthermore, in view of (2.20), as ∆x → 0
Hence, sending ∆x → 0 in (3.34) yields (3.31). The evolution equation (3.32) for S is proved in the same way.
We can also prove a generalization of the previous lemma.
Lemma 3.13. Assume Hypothesis 2.2, and let f ∈ C 2 (R) be a convex function satisfying (3.25). Then
Proof. Similar to the proof of Lemma 3.12, starting from (3.8) and (3.9).
The weak limits R 2 , S 2 satisfy the initial data in a strong sense:
Lemma 3.14. Assume Hypothesis 2.2. Then
From this, (3.24), and Lemma 3.8 we conclude that
On the other hand, (3.24) says that R ∆x (·, t) R(·, t), S ∆x (·, t) S(·, t) in L 2 (R) for a.e. t > 0, and thereby, using also (3.10) and (2.20),
weak (R)) (with r > 1), one can prove that this inequality actually holds for all t > 0. Combining (3.39) and (3.40) yields (3.38).
Lemma 3.15. Assume Hypothesis 2.2, and let and let f, g ∈ C 2 (R) be functions satisfying |f (z)| , |g(z)| ≤ C |z|. Then Proof. We will show that the sequences
is a function that is bounded in L 1 (R×(0, T )) independently of ∆x, cf. (3.34). The last term above is bounded by
Since j D − ϕ j 1 Ij is a piecewise constant approximation to ϕ x , by Lemma 2.1, p ∆x tends to zero as ∆x → 0. Thus we infer that
where p ∆x tends to zero with ∆x. Thus (3.43) is in a compact subset of H 
we see that
in the distributional sense, (3.44) which, due to (3.44) and Lemma 3.6, concludes the proof of (3.41 ).
An immediate consequence of the previous lemma is the following result.
Corollary 3.16. There holds
Proof. Since we can assume that
, it follows from Lemma 3.15 that
from which we infer that RS = R S a.e.; Hence (3.45) follows. Consequently, as ∆x → 0,
Proof. Using Lemmas 3.12-3.14 and Corollary 3.45, we can argue exactly as in, e.g., Zhang and Zheng [14] , to arrive at (3.46) and (3.47).
Lemma 3.18. Assume Hypothesis 2.2. Then u is a weak solution of (1.1), i.e.,
weakly in Π T in the sense that
for all test functions ϕ ∈ C ∞ 0 (Π T ). Here u t and c(u) x are given by (3.53) and (3.49), respectively.
Proof. We claim that c(u) x = 2c(u)(R − S), weakly.
(3.49)
To this end let c ∆x =
and compute
By sending ∆x to zero in this equality, and using (3.23), our claim (3.49) follows. From Lemma 3.12, we find that
Observe that for a function u that is at least one time differentiable we have that (c(u)u t ) x = (c(u)u x ) t holds in the distributional sense. Specifically, we have
Thus we see that this can be rewritten ∂ ∂x c(u) 2u t − (R + S) = 0 in the sense of distributions. Hence
since lim
while if u j+1/2 is defined by (3.57) we set
In both cases (2.11) holds. Therefore, the schemes defined by (2.2), (2.2), and (3.56), (3.58) or (3.57), (3.59) all produce sequences converging to weak solutions of (1.1).
Numerical examples
The semi-discrete scheme defined by (2.2)-(2.12) is rather involved, in particular the computation of the quantityc j . For actual computations one needs to make a further discretization of the time variation. We have considered the following versions of the semi-discrete scheme defined by (2.2)-(2.11). These schemes all use an explicit discretization of (2.2)-(2.3),
where
Furthermore, since we wish something like (2.11) to hold,
The difference between these schemes consists in the way the "cofficients" c n j−1/2 are defined.
(1) Integration in time. We update u n j−1/2 by considering a discrete version of (3.53),
3) We use this scheme since u is discretized on a grid that is staggered with respect to that of R and S. 
In this section we describe two examples. Consider first the case where the function c is given by 5) and the initial data are given by R(x, 0) = −2e
In this case
In Figure 1 we show the computed solution u (top) and R and S (bottom). The Figure 1 . The scheme (4.4) with the initial data (4.6) and c given by (4.5). The u variable (top), the R variable (middle) and the S variable (bottom) as functions of x and t.
discrete difference scheme can be studied numerically also in cases not covered by the convergence results in this paper. We have included an example of that type When testing, we take the initial data from [3] , and use u(x, 0) = π 4 + e , even for the scheme using by (4.3). In Figure 2 we show u for the two methods with initial data (4.8) using ∆x = 30/256, and ∆t = ∆x. We remark that using ∆t = ∆x/M where M is a large integer, produced very similar results. Adding these two and recalling that |R j | = −R j and |S j | = −S j , we get the bound
The term in the square bracket above can be rewritten as
Hence, multiplying (A.4) by 2(1 + α), we arrive at
(A.5)
Both terms in the sum and integral above are positive, and thus the integrals of the sums of the individual terms are also bounded. We can use the inequality
for some constant C α depending on α, to get the bound where j a ∆x ∈ [a − 1, a) and j b ∆x ∈ (b, b + 1].
