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The transport properties of nanostructured systems are deeply affected by the geometry of the
effective connections to metallic leads. In this work we derive a conductance expression for a class
of interacting systems whose connectivity geometries do not meet the Meir-Wingreen proportional
coupling condition. As an interesting application, we consider a quantum dot connected coherently
to tunable electronic cavity modes. The structure is shown to exhibit a well-defined Kondo effect
over a wide range of coupling strengths between the two subsystems. In agreement with recent
experimental results, the calculated conductance curves exhibit strong modulations and asymmetric
behavior as different cavity modes are swept through the Fermi level. These conductance mod-
ulations occur, however, while maintaining robust Kondo singlet correlations of the dot with the
electronic reservoir, a direct consequence of the lopsided nature of the device.
PACS numbers: 73.63.Kv, 72.10.Fk, 72.15.Qm
The quantum coupling of spatially localized discrete
levels to cavity modes has emerged as a key tool for quan-
tum information processing in different contexts, from
cavity systems in atoms [1] and semiconductor quantum
dots [2] to exciton-polariton condensates in optical sys-
tems [3]. Similarly, coherent coupling of electronic modes
to discrete quantum systems has been explored in quan-
tum corrals created on metallic surfaces [4], allowing the
manipulation and control of quantum information over
regions a few nanometers across [5]. Recent experiments
have extended this fascinating line of inquiry to systems
implemented on two-dimensional electronic structures in
semiconductors [6, 7]. These new systems have paved
the way for quantum engineering in integrated, scalable
nanoscale systems with great flexibility on geometries
and interesting physical behavior.
The control of quantum dot (QD) characteristics in
these systems, such as the tunnel coupling to external
current leads, have also allowed the experimental study
of the Kondo regime, an emblematic many-body effect
[8, 9]. In this regime, the net magnetic moment of an
unpaired spin in the QD becomes effectively screened by
the conduction electrons in the leads, forming a delocal-
ized quantum singlet that involves correlations with the
electronic spins in the lead reservoirs [10]. Moreover, the
coupling of a QD to reservoirs with non-trivial energy
dependence gives rise to a variety of interesting effects
on the ensuing Kondo state, including the appearance of
zero-field splittings of the Kondo resonance [11–13]. As
QD systems are designed to interact with increasingly
complex structures, one is led to ask how such many-
body correlations would evolve.
The standard theoretical tool for the description of the
two-terminal conductance through interacting regions is
the Meir-Wingreen (MW) generalization of the Landauer
formula for correlated systems [14]. The MW expression
is particularly useful in cases where the coupling matrix
elements between the leads and the system are related to
each other by a multiplicative factor. This condition was
later dubbed “proportional coupling” (PC) [15] and it is
essential in writing the conductance in terms of the sys-
tem’s retarded Green’s function. In many cases, however,
the PC description is inadequate [16] and the evaluation
of the conductance requires an alternative treatment.
A remarkable example of a nanoscale device with non-
PC geometry was recently investigated in Ref. [6]. They
demonstrated coherent coupling between a QD in the
Coulomb blockade regime and a larger, cavity-like region
inscribed electrostatically onto the same two-dimensional
electron gas (2DEG). The QD is coupled to two metallic
leads while the cavity itself is coupled to only one of
them, clearly breaking the PC condition. The size of
the cavity and its coupling to the QD can be controlled
by gate voltages on the device, allowing for fine control
over the spacing between cavity resonances, the tunnel
rate of electrons between cavity and QD, and the dot-
cavity coupling over a wide range, while studying the
conductance of the entire structure.
In this paper we extend the applicability of the MW ex-
pression to a large class of non-PC cases, providing theo-
retical tools to analyze the transport properties and tem-
perature dependence of systems with a single interacting
level (such as a QD) embedded in complex structures,
as some studied recently [6, 7]. We find it is possible to
write the linear conductance of such systems as
G =
2e2
~
Γ˜L(εF )Γ˜R(εF )
Γ˜L(εF ) + Γ˜R(εF )
∫
dω
(
−∂f0
∂ω
)
Ad(ω), (1)
where f0 is the equilibrium Fermi function, the couplings
Γ˜L,R(εF ) are effective hybridization functions to left (L)
and right (R) leads, Ad(ω) = (−1/pi)ImGrd(ω) the spec-
tral function, and Grd is the retarded Green’s function at
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2the QD. The latter two functions can be accurately cal-
culated through a variety of techniques, such as Wilson’s
numerical renormalization group (NRG) [17].
Although deceptively similar to the MW conductance
formula for a single-level QD [15], this expression incor-
porates the connection of the entire complex system to
each lead through the effective hybridization functions
Γ˜L,R(εF ). A crucial difference is that, in the original for-
mula [14], the hybridization is represented by matrices of
functions ΓL,R involving the couplings and the density of
states in the leads. Here, such complexities are encoded
in the intricate energy structure of Γ˜L,R(ω). As we will
see below, these functions can be obtained after careful
consideration of the effective connectivity of the system.
Next, we use this approach to successfully describe and
provide further insight on conductance measurements of
a QD coupled to a cavity [6]. We implement a realistic
model of the curved electrostatic reflector used to de-
fine the cavity in experiments, utilizing both analytical
and numerical approaches. We further calculate the QD
spectral density required by Eq. (1) by applying NRG to
an effective Anderson model that incorporates the cav-
ity. Our results show contrasting transport properties in
the weak- and strong-coupling regimes, in excellent agree-
ment with experiments. As the coupling to the cavity sets
in, the conductance is strongly modulated, especially as
different cavity resonances are swept through the Fermi
level in the leads by applied gates [6]. Moreover, the NRG
calculations allow us to relate the conductance behav-
ior to other intrinsic characteristics, such as the Kondo
temperature TK . We find that even as the conductance
peaks are strongly distorted due to the interaction with
the cavity modes, the Kondo screening remains robust,
with larger TK values for stronger cavity coupling.
MW formula beyond proportional coupling. Propor-
tional coupled systems are those in which the coupling
matrices of the interacting system to L and R leads are
proportional to each other, namely, ΓR(ω) = λΓL(ω)
where λ is a constant factor [14]. This condition is clearly
violated in the case of a QD connected to a cavity on only
one lead, such as in Fig. S1. An electron in the dot is
transmitted from L by a direct tunneling process regu-
lated by the coupling matrix element VdL and the den-
sity of states in that lead. In contrast, the transmission
to the right involves the coherent interference between
multiple paths that include the cavity resonances and
states in R. Figure 1(b) indicates the different dot-lead
(VdR), and cavity-lead (VcR) couplings that enter as non-
zero elements in ΓR, while the cavity-lead couplings are
zero in ΓL, thereby making the system evidently non-
proportional [18].
The main technical difficulty in obtaining a transport
formula is the calculation of the lesser Green’s functions
matrix G< for the interacting region, which appears in
the general expression for the current [14]. The latter
cavity
FIG. 1. (a) Experimental dot+cavity system; the cavity has
radius ` and aperture θC . (b) Schematic of single-level dot
(εd) coupled to multi-mode cavity (εj). The dot is connected
to leads (L and R), while cavity is only coupled to the R-lead;
coupling matrix elements are indicated. (c) Cavity modes
for θC = pi are described by Bessel modes ψn,j(r, θ). The
n = 1 modes dominate the LDOS at r ≈ 0. (d) Kwant mode
simulation for finite aperture cavity (θC = pi/2) coupled to
wide leads shows good agreement with Bessel modes.
gives the current through the L (R) lead as
JL(R) =
ie
h
∫
dω tr
(
ΓL(R)(ω)
{
G<(ω)
+fL(R)(ω) [G
r(ω)−Ga(ω)]
})
, (2)
where Gr(a) is the retarded (advanced) Green’s function
matrix [18] and fL(R) is the Fermi distribution at the
L(R) lead with chemical potential µL(R). Proportional
coupling and current conservation make possible to sim-
plify the calculation by ingeniously writing JL(R) in terms
of Gr(a)(ω). In contrast, for interacting non-PC systems
away from equilibrium, the elimination of G< is in gen-
eral not possible. However, in the linear response regime
it can be achieved by recalling that [16]
G<(ω) ≈ G<eq(ω)−
∂f0
∂ω
Π(ω)∆µ+O(∆µ2) , (3)
where ∆µ = µL − µR and Π(ω) has a slow ω depen-
dence within energy windows of kBT corresponding to
the experiments of interest. These conditions eventually
lead to Eq. (1); the detailed derivation is provided in the
supplement [18]. Notice that the structure of the system
may result in a cumbersome derivation of the Γ˜L,R(ω)
entering Eq. (1). We now specify the QD-cavity model
that exemplifies this treatment.
Resonant cavity modes. The key experimental ele-
ment is a “mirror” that focuses resonant modes onto
the QD, both elements electrostatically defined on a
2DEG. The cavity has a length ` ∼ 2µm and angu-
lar aperture θC ∼ 45◦, as indicated in Fig. S1(a). As-
suming circular symmetry, the normal modes are given
by Bessel functions, ψn,j(r, θ) ' Jn(kn,jr) sin(nθ). The
3dot-cavity coupling is maximal for modes with largest
amplitude in the vicinity of r ≈ 0, and dominated by
resonances with n = 1, given that Jn(kr) ∝ (kr)n for
kr  1. These modes have a characteristic energy spac-
ing δcav ≈ 200 µeV for a cavity with these dimensions, in
agreement with the resonance separations in the experi-
ment [6] and confirmed by Kwant calculations [18, 19].
It is remarkable that although the cavity is immersed
in the R-lead, it can be tuned to produce sharply peaked
resonances that strongly modify Γ˜R(ω), providing differ-
ent electronic paths for the current. In the experiment,
a gate voltage shifts the cavity resonance levels and the
coupling to the QD. This tunability can be incorporated
in the interacting QD model as follows.
Interacting quantum impurity model. The Hamilto-
nian for this system can be written as H = Hdot +
Hcavity +Hleads +Hcoupling, where
Hdot =
∑
σ
εdc
†
dσcdσ + Und↑nd↓, (4)
Hcavity =
∑
j,σ
εja
†
jσajσ, (5)
Hleads =
∑
α,k,σ
εαk c
†
αkσcαkσ . (6)
Here c†dσ, a
†
jσ, and c
†
αkσ create a spin-σ electron in the
dot, the jth mode of the cavity, and each of the leads
α = L,R. The resonances are assumed equally spaced,
εj = c+(j−1)δcav, where c is shifted by a gate voltage;
leads have a flat density of states ρ(ω) = ρ0Θ(D − |ω|),
symmetric about the Fermi energy (ω = 0). For simplic-
ity all couplings are assumed local, real and independent
of either momentum in the leads or cavity-mode index j.
The coupling Hamiltonian is then, see Fig. S1(b),
Hcoupling =
∑
α,k,σ
Vdα c
†
dσcαkσ + VcR
∑
j,k,σ
a†jσcRkσ
+ Ω
∑
j,σ
c†dσajσ + H.c. . (7)
QD effective decay widths. As the Coulomb interac-
tions are localized in the QD, one can find its effective
couplings to L and R leads and the cavity, by calcu-
lating the dot retarded Green’s function for the system
with U = 0, G
(0),r
d (ω
+)≡ 〈〈cdσ; c†dσ〉〉ω. In the wide-band
limit for the leads,
∑
k(ω
+ − εk)−1 → −ipiρ0, we obtain
G
(0),r
d (ω) = (ω − εd − Σ(0)d (ω))−1, where
Σ
(0)
d (ω) = −
i
2
(ΓdL + ΓdR) +
(
Ω− i
2
√
ΓdRΓcR
)2
S˜(ω) ,
(8)
is the non-interacting self-energy. Here, Γ(c,d)α ≡
2piρ0|V(c,d)α|2, for α = L,R, with the cavity struc-
ture contained in S(ω) ≡ ∑j(ω − εj)−1 and S˜(ω) =
S(ω) (1 + iS(ω)ΓcR/2)
−1
. The hybridization function of
the (non-interacting) dot with the effective fermionic sys-
tem is given by ∆(ω) = −ImΣ(0)d (ω). This approach can
be extended to the interacting Green’s function [12, 13],
as long as the interactions are restricted to the QD.
The interference of cavity modes and states in the
leads is contained in the structure of ∆(ω), which yields
a highly structured density of states of the “effective”
Fermi reservoir in which the QD is embedded [18]. Most
importantly, the structure in ∆(ω) affects strongly the
Kondo state in the system once interactions set in. ∆(ω)
reliably describes the experimental system once cav-
ity parameters are extracted either from a microscopic
model, and/or determined from experiments [20].
Conductance for the interacting system. Eq. (1) de-
termines the conductance through the system under dif-
ferent cavity+QD coupling regimes. The QD coupling to
the left (source) reservoir is simply Γ˜L = ΓdL. In con-
trast, the coupling to the right (drain) reservoir requires
the full Green’s function and results in [18]
Γ˜R(ω) = ΓdR + ΓcR
∣∣∣S˜(ω)∣∣∣2(Ω2 + ΓcRΓdR
4
)
+
√
ΓdRΓcR S˜(ω)
(
Ω− i
2
√
ΓcRΓdR
)
+ H.c. . (9)
This expression encodes information about all non-trivial
interference processes taking place during transport. The
energy dependence of Γ˜R(ω) prevents the use of the PC
simplification, demanding the more general approach we
put forward here. The spectral function needed in Eq.
(1) is obtained by an NRG approach that uses the full
intricate structure of the effective hybridization function
∆(ω) coupling the interacting QD to the environment.
Before discussing the conductance, we analyze the QD
spectral function. In general, Ad(ω) shows a sequence
of asymmetric features whenever c shifts cavity modes
near the Fermi level (ω = 0), with characteristic shape
and width that changes strongly with coupling Ω. Figure
2 illustrates this behavior for weak (Ω < ΓcR/2) and
strong (Ω > ΓcR/2) dot-cavity coupling regimes. For
weak coupling [Fig. 2(a)&(c)], the modulation is marked
by diagonal “valleys” whenever a cavity mode contributes
to ∆(0), separated by bright peaks in Ad. The large
Ω regime [Fig. 2(b)&(d)] is drastically different: ∆(0)
exhibits Fano asymmetric lineshapes as a function of c,
leading to sharp asymmetric peaks in Ad(ω<TK) [18].
This behavior can be qualitatively understood in terms
of the Friedel sum rule (FSR) [12, 21, 22], as Ad(0) is in-
versely proportional to ∆(0). Accordingly, when a reso-
nant peak of ∆(ω) lies close to the Fermi energy, it causes
a downturn in the spectral function, and a consequent
splitting of the Kondo peak may appear in Ad in the
ω < TK range [12]. Such splittings do appear for some c
values, where Ad shows two local maxima away from the
ω = 0 mark in Fig. 2(b) (see details in [18]). Nonethe-
less, even at these points, Ad(ω) shows fully-developed
Kondo resonances of width ∼ TK in between Hubbard
peaks (insets in Figs. 2(a) and (b)).
The resulting conductance G (in units of G0 = 2e
2/h)
is shown in Fig. 3 vs cavity voltage εc, for Ω values from
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FIG. 2. NRG-calculated dot spectral density Ad(ω) for cavity
gate voltages c in the weak [Ω = 0.01D, (a), (c)] and strong
coupling [Ω = 0.15D, (b),(d)] regimes. Panels (c) and (d)
show Ad(0) vs c (cuts through the horizontal dashed lines)
Peaks in Ad(0) correspond to dips in ∆(0) and vice versa [18].
Insets show typical Kondo peaks in Ad(ω), present even when
cavity modes dominate ∆(0) (vertical dotted lines).
0.01D (weak) to 0.2D (strong coupling) and for T = 0 &
250mK. At low temperatures and small Ω, the conduc-
tance exhibits a quantized peak whenever a cavity reso-
nance is near the Fermi level, in agreement with the ex-
perimental result [6]. The conductance drops away with
c as destructive interference sets in and results in a non-
zero scattering shift associated with the strongly asym-
metric Ad(ω), as expected from the FSR. Conversely,
when a cavity resonance is aligned with the Fermi level
in the strong coupling regime, a Fano-like dip appears
in the conductance, with a width much smaller than the
cavity level spacing. This feature is also consistent with
the experimental data of Ref. [6]. Finite temperatures
do not result in qualitative changes of this picture, but
suppress the magnitude of G, as one would expect, with
a larger effect for TK values below the temperature of the
reservoir (here 250mK).
Notice that the spinful QD remains in the Kondo
regime over this range of coupling to the cavity. In fact,
the Kondo screening is stronger for larger Ω, as mon-
itored by the value of TK . To quantify this, we cal-
culate TK from the magnetic susceptibility curves ob-
tained from NRG, a procedure that focuses on how the
Kondo fixed point is reached at lower energies, and does
not rely on the behavior of the spectral density [17].
The inset in Fig. 3 shows TK increasing rapidly with
larger QD-cavity coupling Ω. For Ω = 0.15D − 0.2D,
we obtain TK ∼ 0.0048U − 0.03U ; with the experimen-
tal U = 0.7meV, this translates into TK ∼ 40− 240mK,
which is consistent with the observed value of ∼ 100mK,
obtained from the conductance peak width (see supple-
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FIG. 3. Conductance G/G0 versus cavity gate voltages c
with cavity-dot couplings ranging from the weak (Ω=0.01D)
to the strong coupling regime (Ω = 0.2D) for (a) T = 0 and
(b) T = 0.031U (or T = 250mK for U = 0.7 meV). Inset:
Kondo temperature as a function of cavity-dot coupling Ω for
c = −0.9D.
ment in [6]). Our calculations also show TK to depend
weakly on c. This might appear counterintuitive, as
∆(0) is strongly modulated by changes in c, but the ex-
planation is simple: The effective coupling defining the
Kondo temperature (e.g., Γ in Haldane’s expression [23])
is given not by ∆(0), but rather by an integral over the
full bandwidth, Γ ∝ ∫ ∆(ω)d(ω/D) [24]. This “Γ” de-
pends strongly on the dot-cavity coupling Ω (thereby giv-
ing the strong variation of TK with Ω) while only weakly
with c, whose main effect is to shift the peaks in ∆(ω).
The increasing TK indicates that the screening of the
QD spin by the composite cavity-lead environment is in
fact more robust for larger Ω, which is confirmed by an
NRG analysis of the thermal properties of the QD. This
is remarkable behavior, as the strong variation in Ad(ω)
and resulting conductance are drastically different from
the simply-connected QD in the Kondo regime.
Discussion. We have presented an approach that al-
lows one to calculate the linear conductance through in-
teracting systems beyond the proportional coupling ap-
proximation. This opens the possibility of studying inter-
esting systems with complex geometries where quantum
interference introduces non-trivial energy dependence on
the effective decay widths Γ˜α. We have illustrated the
power of the method by analyzing a recent experiment
with very interesting geometry [6]. Despite the observed
splitting and strong modulation of conductance peaks for
growing cavity coupling, we find that the Kondo screen-
ing is in fact strengthened, as characterized by a larger
TK . This interpretation is supported by calculations of
the conductance in excellent agreement with experiment.
It would be interesting to be able to measure the expected
phase shifts introduced by the interaction with the cavity
1to provide further insights into the coherent interference
that these many-body coupled systems experience.
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2Supplemental Material for
Conductance and Kondo Interference Beyond Proportional Coupling
I. SYSTEM GEOMETRY AND MODEL PARAMETERS
The model parameters we use in this paper have been inferred from the experimental data from Ref. S1 combined
with analytical estimates and numerical calculations. Here, we provide more details on the numerical simulations.
The experimental setup of Ref. S1 consists of a cavity focusing resonant modes into a quantum dot, both set on a
GaAs two-dimensional electron gas (2DEG). The cavity has a radius ` ∼ 2 µm and an angular aperture θC ∼ 45◦,
as indicated in Fig. S1(a). To obtain a simple, yet accurate description of the non-interacting modes of the cavity,
we consider its eigenstates to be approximately given by Bessel functions. The Bessel approximation becomes exact
for a large aperture θC → 180◦, as the cavity approaches a semi-circle shape [Fig. S1(b)]. In the following we show
that this approximation leads to a level spacing that agrees remarkably well with the experimental [S1] peak energy
splitting δcav ≈ 220 µeV.
cavity
FIG. S1. (a) Illustration of the dot-cavity coupled system indicating the radius ` = 2 µm and angular aperture θC of the
resonant cavity. (b) Two-dimensional system of coordinates r = (r, θ) for the semi-circle approximation for the cavity modes
corresponding to the limit θC → 180◦. (c) Example of the finite differences lattice model with leads (in red) implemented in
Kwant. In this illustration the grid step size is large (∼ 100 nm) for better visualization, while for the simulations the step size
reduced (∼ 2 nm).
Assuming hard-wall boundary conditions, the solution for the Schro¨dinger equation in cylindrical coordinates results
in eigenstates ψn,j(r, θ) given by Bessel functions Jn(z), and eigenenergies εn,j set by the j
th zero zn,j of Jn(z) at
r = `, which reads
ψn,j(r, θ) = Cn,j
√
2
pi
sin(nθ)Jn (kn,jr) , (S1)
εn,j =
~2
2m
(zn,j
`
)2
, (S2)
where kn,j =
√
2mεn,j/~2, and Cn,j is a normalization constant. To satisfy the boundary condition at the linear wall
of the semi-circle (x = 0), the index n = 1, 2, 3, 4, . . . must be a non-zero integer.
Near the Fermi level kn,j ≈ kF = 2pi/λF , where λF is the Fermi wavelength of the 2DEG under the resonant cavity.
For ` ≈ 2 µm one gets kn,j` ≈ 2pi`/λF  1, which allow us to use the asymptotic limit of the Bessel functions[S2] to
find analytical expression for the zeros zn,j . Since Jn(z) ≈
√
2/piz cos(z − npi/2− pi/4) we find
zn,j =
3pi
4
+
pi
2
(n+ 2j) =
3pi
4
+
pi
2
l ≡ zl. (S3)
The n and j quantum labels become degenerate, and the Bessel zeros become simply zl, with l = (n+2j). The integer
3l is odd (even) whenever n is odd (even). Consequently εn,j → εl near the Fermi level,
εl =
~2
2m`2
(
3pi
4
+
pi
2
l
)2
. (S4)
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FIG. S2. Bessel modes |ψn,j(r, θ)|2 ∝
[
sin(nθ)Jn (kn,jr)
]2
(see Eq. (S1)) representing the LDOS peaks of the resonant cavity
of ` = 2 µm. The panel lines correspond to n = 1, 2, 3, 4, and 10, and the columns are for j = 1, 2, and 10, as indicated.
Excluding the boundaries, the number of nodes along θ is n− 1, and along r it is j− 1. The n = 1 modes dominates the LDOS
near r = 0, where the cavity effectively couples to the dot.
The coupling of the dot with the resonant modes of the cavity occurs via the split-gate set by the linear electrodes
in Fig. S1(a). Therefore the relevant quantity is the LDOS ∝ |ψn,j(r, θ)|2 of the cavity modes in the vicinity of this
region, i.e. r ∼ 0. Figure S2 shows |ψn,j(r, θ)|2 for different n and j. Since Jn(kr) ∝ (kr)n for kr  1, near r = 0 the
dominant coupling must be given by n = 1, yielding odd l.
We conclude that the energy spacing between cavity resonant modes that are effectively coupled to the dot is
δcav = εl+2 − εl = ~
2
2m`2
pi2
2
(5 + 2l). (S5)
Considering the experimental data of Ref. S1, λF = 53 nm and ` = 2 µm, we obtain εF ≈ 8 meV and l ∼ 150 for
εl ∼ εF , corresponding to 75 even l and 75 odd l occupied resonant modes. From these we find δcav ≈ 200 µeV, which
matches the experimental energy splitting between resonances reported in Ref. S1.
We compare the Bessel function approximation with a numerically calculated LDOS implemented using the Kwant
code [S3]. Figure S3 shows a remarkably good agreement for both low energies and energies close the εF , corresponding
to panels (a) and (b). Note that the even l states (blue dots) do not contribute to the LDOS near r = 0 as expected
from the discussion based on Bessel eigenmodes. Panels (c)-(f) show the full LDOS map on the cavity for small
energies, also in good agreement with the Bessel solutions shown in Fig. S2.
II. GREEN’S FUNCTIONS AND EQUATIONS OF MOTION
Our approach combines the equations-of-motion (EOM) with the numerical renormalization group (NRG) method
to find the linear response current in strongly interacting systems. The EOM method allows us to assess the “single-
particle” interference processes for arbitrarily complicated geometries and cast them in terms of effective energy
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FIG. S3. (a) LDOS calculated via Kwant near r = 0 as a function of energy for ranges around (a) low energy, and (b) energy
near εF = 8 meV. In (a) the peaks match the n = 1 Bessel mode energies indicated by the red circles. In (b) the red (blue)
dots are the odd (even) l Bessel mode energies. The data corresponds to a grid step size of 2 nm, which is close to numerical
convergence. The energy spacing between the LDOS peaks match δcav between odd l modes (red dots). The agreement with
the odd Bessel modes improve as the step size is reduced, but a small discrepancy can be expect due to the real energy shift
introduced by the self-energy of the leads. (c)-(f) Full LDOS map for first peaks in panel (a), with energies ∼ 2, 7, 15, and
180 µeV.
dependent hybridization functions. The NRG, on the other hand, provides an robust approach to tread strongly
correlated many-body systems and is amenable for including non-trivial geometric effects beyond the wide band limit.
Before presenting the details of the calculation of the current, let us address the hybridization function of the
experimental system of interest and discuss some of the implications of our findings.
Let us begin by writing the Green’s functions in the Zubarev notation, namely,
GA,B(ω) ≡ 〈〈A;B〉〉ω , (S6)
with the corresponding equations of motion (EOMs)
ω〈〈A;B〉〉 = 〈{A;B}〉+ 〈〈[A,H];B〉〉
= 〈{A;B}〉 − 〈〈A; [B,H]〉〉 (S7)
that have the same form for the retarded, advanced, and time-ordered Green’s functions (GFs). These GFs are
computed for all combinations of creation and annihilation operators in our model system. (The later correspond to
dσ, cαkσ, and ajσ that are defined in the main text.) In what follows, we shall omit the spin label σ, and indicate the
type of Green’s function only when necessary.
Using these results, one readily obtains a set of coupled Green’s functions for our model Hamiltonian, defined in
5paper. These read
(ω − εi)Gid(ω) =
∑
k
VjkGRk,d(ω) + V
∗
idGdd(ω), (S8)
(ω − εαk)Gαk,d(ω) =V ∗αdGdd(ω) + δαR
∑
i
V ∗iRGid(ω), (S9)
(ω − εi)Gi,j(ω) = δij + V ∗idGdi(ω) +
∑
k
ViRGRk,j(ω), (S10)
(ω − εαk)Gαk,j(ω) =V ∗dαGdj(ω) + δαR
∑
i
V ∗iRGij(ω). (S11)
We use the indices i and j to label cavity modes and d to denote the quantum dot level. In the main text, we use the
standard shorthand notation Gd ≡ Gdd for the quantum dot Green’s function.
Using the expressions above, we can “close” the EOMs (for U = 0) and write the retarded quantum dot Green’s
function for the fully connected system in the absence of electron-electron interactions as
G
(0),r
d (ω) =
1
ω − εd − Σ(0),rd (ω)
, (S12)
where the expression for Σ
(0),r
d (ω) is given in the main text. We define the energy-dependent effective hybridization
function ∆(ω)≡−Im Σ(0),rd (ω).
III. NUMERICAL CALCULATIONS
The exact U =0 analytical expression for ∆(ω)≡−Im Σ(0),rd (ω) is used as input in the U 6=0 NRG calculations to
capture the Kondo regime. To this end, we make a slight simplification in the model and consider equal couplings
between all cavity levels i = 1, N and the right reservoir. This amounts into setting ViR = VcR in Eqs. S9–S11. We
will refer this approximation as the “simplified model” hereafter.
A key ingredient influencing the interacting do spectral function if the value of the hybridization function at the
Fermi energy ∆(ω = 0) (ω= 0 is the Fermi level). Illustrative examples of ∆(0) vs c, are shown in Fig. S4 for both
weak (Ω = 0.01D) and strong-coupling (Ω = 0.15D) regimes. The other parameters used are those mentioned in the
main paper, namely ΓdL=ΓdR=0.0625D, ΓcR=0.6D and δcav=0.16D.
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FIG. S4. (color online) Thin line: Effective hybridization function at the Fermi energy ∆(ω=0) for weak (Ω = 0.01D, left) and
strong (Ω = 0.15D, right) coupling of the QD to the cavity, as function of the cavity gate-voltage c/D. Filled circles indicate
the c/D values points used in Fig. 2 of the main text.
The drastically different dependence on c in both cases is also reflected in contrasting ω dependence at fixed
cavity parameters (not shown), which strongly affects the effective spin fluctuations that set in once interactions are
considered. As we will show below, this behavior has important consequences for the zero-bias conductance of the
system, among other observables.
6From the geometry of the device and the size of the cavity, it is natural to expect the cavity-reservoir coupling to
be much larger than the dot-reservoir coupling, such that ΓcR  ΓdR. Surprisingly, as a result of interference effects
in the structure of ∆(ω), such relative large cavity-reservoir couplings translate into small widths in the peaks of ∆(0)
in the weak cavity-dot coupling regime . In fact, the calculated widths of the peaks in Fig. S4-a (Ω = 0.01D) are
∆c ∼ 0.022D  ΓcR.
One can show that, in the non-interacting expression, the widths of the peaks in ∆(0) roughly translate into the
width of the conductance peaks through the device in the weakly cavity-dot coupling regime. These were dubbed
“Γcav” in Ref. S1. Using the experimental estimate of U ∼ 700µeV and taking D = 2U , the widths in Fig. S4-a are
≈ 31µ eV, which is comparable to the experimental value for the conductance peak broadening “Γcav”∼ 40µeV in
Ref. S1. As we show in the text, the widths of the interacting conductance peaks in the weak dot-cavity coupling
regime are of the same order ∼ 56µeV.
A. Details of the NRG calculations
The NRG calculations were carried out using an effective single-site Anderson model for a symmetric impurity
(εd = −U/2) with an hybridization function given by ∆(ω). The discretization of the effective band was carried
out as discussed in Refs.S4–S6 using a discretization parameter Λ = 2.5 and z-trick averaging (Nz = 5). In the
calculations, we explored charge and SU(2) spin symmetries and up to 1000 Q,S states were retained at each NRG
iteration.
The spectral density data shown in the paper were obtained using the DM-NRG method.[S7] Additional runs using
the CFS approach[S8, S9] were also performed to check convergence of the results.
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FIG. S5. (color online) NRG spectral functions for (a) Ω = 0.01D and (b) Ω = 0.15D and different values of c (same data is
shown as a contour plot in Fig. 2 of the main text). Very narrow peaks near ω=0 appear as a result of peak splitting due to
the cavity-originated resonances in ∆(0). The insets show a typical data for c values at the resonances of ∆(0) (see Figs. S4).
Notice the broader resonances for Ω=0.15D [panel (b)] indicating larger Kondo temperatures.
Examples for the results (data in Fig. 2 of the main paper) are presented in Fig. S5. Notice the formation of the
Kondo resonance in the insets, with a broader peak for for Ω=0.15D indicating a larger TK , as discussed in the main
text.
IV. CALCULATION OF THE CURRENT THROUGH THE SYSTEM
A. Extension of the Meir-Wingreen formalism
In general, the current flowing from the α contact can be written as
Jα = −e
〈
d
dt
Nα
〉
(S13)
7where Nα =
∑
kσ c
†
αkσcαkσ counts the number of electrons at lead α. Let us start with the right lead (α = R). Using
the Heisenberg picture, where i~c˙Rkσ = [cRkσ, H], one obtains
JR(t) = −e
∑
kσ
[∑
i
ViRG
<
Rkσ,iσ(t, t) + VdRG
<
Rkσ,dσ(t, t)−H.c.
]
, (S14)
where the following Green’s functions were introduced,
G<Rkσ,iσ(t, t
′) =
i
~
〈a†iσ(t′)cRkσ(t)〉, (S15)
G<Rkσ,dσ(t, t
′) =
i
~
〈c†dσ(t′)cRkσ(t)〉. (S16)
The current JR is real, since [S10] G
<
ab(t, t) = −[G<ba(t, t)]∗.
We are interested in the stationary regime, where JR does not depend on time. Thus, it is convenient to write
Eq. (S14) in the frequency representation,
JR = 2eRe
{∑
kσ
∫
dω
2pi~
[∑
i
ViRG
<
Rkσ,iσ(ω) + VdRG
<
Rkσ,dσ(ω)
]}
. (S17)
The above equation is the generalization of the two-terminal Meir-Wingreen formula [S11] for our model system,
where the right lead (α = R) is coupled to both the dot and the cavity; see Fig. 1 of the paper.
In contrast, the left lead (α = L) is only coupled to the dot. Consequently, the current JL is given by the standard
expression
JL=2eRe
{∑
kσ
∫
dω
2pi~
[
VdLG
<
Lkσ,dσ(ω)
]}
. (S18)
Next, we use the method of equations of motion (EOM) and the Langreth rules [S12, S13] to express the Green’s
function G<iσ,Rkσ(ω) in a convenient form.
Using the results of Section II, the contact Green’s functions GRk,d and GRk,j that appear in Eq. (S17) can be
expressed as
GRk,d(ω) =
V ∗dR
ω − εRkGdd(ω) +
1
ω − εRk
∑
i
V ∗iRGid(ω) = gRk(ω)V
∗
dRGdd(ω) + gRk(ω)
∑
i
V ∗iRGid(ω) (S19)
and
GRk,j(ω) =
V ∗dR
ω − εRkGdj(ω) +
1
ω − εRk
∑
i
V ∗iRGij(ω) = gRk(ω)V
∗
dRGdj(ω) + gRk(ω)
∑
i
V ∗iRGij(ω), (S20)
where gRk(ω) is the free Green’s function at the terminal R.
Recall that in the simple two-terminal case one has to deal only with GRk,d = gRkV
∗
dRGdd. This means that the
problem is reduced to the calculation of Gdd, see Section VI. Our goal here is similar: we want to eliminate all
hybrid (or contact) Green’s function and express the current in terms of Gdd only. This is always possible, as long as
interactions are local and restricted to the QD.
Let us now solve for Gjd. By inserting Eq. (S19) into (S8) we write
(ω − εj)Gjd(ω)=V ∗jdGdd(ω) +
∑
k
VjRV
∗
dR
ω − εRkGdd(ω) +
∑
k,i
VjR
1
ω − εRkV
∗
iRGid(ω). (S21)
Hence ∑
i
[
(ω − εi)δij −
∑
k
VjR
1
ω − εRkV
∗
iR
]
Gid(ω) =
[
Vjd +
∑
k
VjR
1
ω − εRkV
∗
dR
]
Gdd(ω) (S22)
Next, let us solve for Gij . By inserting Eq. (S20) into (S10) we get
(ω − εi)Gij(ω) = δij +
∑
k
ViR
1
ω − εRkV
∗
dRGdj(ω) +
∑
k,l
ViR
1
ω − εRkV
∗
lRGlj(ω) + V
∗
idGdj(ω) . (S23)
8Hence, ∑
l
[
(ω − εl)δlj −
∑
k
ViR
1
ω − εRkV
∗
lR
]
Glj(ω) = δij +
[
Vid +
∑
k
ViR
1
ω − εRkV
∗
dR
]
Gdj(ω). (S24)
Before we proceed, let us simplify the notation by introducing the resonance self-energies
Σανν′(ω) =
∑
k
Vνα
1
ω − εαkV
∗
ν′α (S25)
where ν = i, d. Let us also define ∑
l
[
(ω − εl)δli − ΣRil (ω)
]
G
(0)
lj (ω) = δij . (S26)
Collecting the results, we obtain
Gid(ω) =
∑
j
G
(0)
ij (ω)
[
Vjd + Σ
R
jd(ω)
]
Gdd(ω) (S27)
and
Gij(ω) = G
(0)
ij (ω) +
∑
l
G
(0)
il (ω)
[
Vld + Σ
R
ld(ω)
]
Gdj(ω). (S28)
Note that the integrand in Eq. (S17) contains the Green’s functions G<iσ,Rkσ(ω) and G
<
dσ,Rkσ(ω). Using the Langreth
rules [S12] and the Eqs. (S19) and (S20) we write
G<d,Rk(ω) = G
r
dd(ω)VdRg
<
Rk(ω) +G
<
dd(ω)VdRg
a
Rk(ω) +
∑
i
Grid(ω)ViRg
<
Rk(ω) +
∑
i
G<id(ω)ViRg
a
Rk(ω) (S29)
and
G<j,Rk(ω) = G
r
jd(ω)VdRg
<
Rk(ω) +G
<
jd(ω)VdRg
a
Rk(ω) +
∑
i
[
Grji(ω)ViRg
<
Rk(ω) +G
<
ji(ω)ViRg
a
Rk(ω)
]
(S30)
where the free Green’s functions are given by
g
r(a)
αk (ω) =
1
ω − εαk ± i0 = PV
1
ω − εαk ∓ ipiδ(ω − εαk) (S31)
and g<αk(ω) = 2piiδ(ω − εαk)fα(ω).
In the wide band limit, we can evaluate the self-energies as
Σ
α,r/a
νν′ (ω) = ∓ipiVναραV ∗ν′α (S32)
where ρα is density of states of the reservoir α = R,L. From this expression we can define Σ
α,r
νν (ω) = −ipiVναραV ∗να ≡
−iΓνα/2, and assuming the couplings real, Σα,rid (ω) = −ipiViαραV ∗dα = −i
√
ΓiRΓdR/2. Notice that this definition of
Γνα (more frequently used in transport works) carries an extra factor of 2 as compared to the definition commonly
used by the strongly-correlated systems community (“Γ = piρ|V |2” ).
We now introduce the new self-energies
Σ˜R,ajd (ω) =Vjd + i
√
ΓjRΓdR/2, (S33)
Σ˜R,rjd (ω) =Vjd − i
√
ΓjRΓdR/2, (S34)
and
Σ˜R,<jd (ω) = + ifR(ω)
√
ΓjRΓdR. (S35)
Using the Langreth rules[S12] we are able to express Gid and Gij , given by Eqs. (S28) and (S27), in terms of free
Green’s functions (that we know analytically) and of Gdd. Combining Eqs. (S27) and (S28) with (S33)- (S35) we can
write
G
r(a)
id (ω) =
∑
j
G
(0),r(a)
ij (ω) Σ˜
R,r(a)
jd (ω)G
r(a)
dd (ω), (S36)
9G<id(ω) =
∑
j
[
G
(0),r
ij (ω)Σ˜
R,r
jd (ω)G
<
dd(ω) +G
(0),r
ij (ω)Σ˜
R,<
jd (ω)G
a
dd(ω) +G
(0),<
ij (ω)Σ˜
R,a
jd (ω)G
a
dd(ω)
]
, (S37)
G<di(ω) =
∑
j
[
Grdd(ω)Σ˜
R,r
dj (ω)G
(0),<
ji (ω) +G
r
dd(ω)Σ˜
R,<
dj (ω)G
(0),a
ji (ω) +G
<
dd(ω)Σ˜
R,a
dj (ω)G
(0),a
ji (ω)
]
, (S38)
and
G<ij(ω) = G
(0),<
ij (ω) +
∑
ll′
[
G
(0),r
il (ω)Σ˜
R,r
ld (ω)G
r
dd(ω)Σ˜
R,r
dl′ (ω)G
(0),<
l′j (ω) +G
(0),r
il (ω)Σ˜
R,r
ld (ω)G
r
dd(ω)Σ˜
R,<
dl′ (ω)G
(0),a
l′j (ω)
+G
(0),r
il (ω)Σ˜
R,r
ld (ω)G
<
dd(ω)Σ˜
R,a
dl′ (ω)G
(0),a
l′j (ω) +G
(0),r
il (ω)Σ˜
R,<
ld (ω)G
a
dd(ω)Σ˜
R,a
dl′ (ω)G
(0),a
l′j (ω)
+G
(0),<
il (ω)Σ˜
R,a
ld (ω)G
a
dd(ω)Σ˜
R,a
dl′ (ω)G
(0),a
l′j (ω)
]
. (S39)
We are now ready to return to Eq. (S17) and calculate the current JR ≡ J (1)R + J (2)R , with
J
(1)
R = 2e
∑
kσ
∑
i
Re
∫
dω
2pi~
{
Grid(ω)VdR2piiδ(ω − εk)fR(ω)V ∗iR +G<id(ω)VdRipiδ(ω − εk)V ∗iR
+
∑
j
[
Grij(ω)VjR2piiδ(ω − εk)fR(ω)V ∗iR +G<ij(ω)VjRipiδ(ω − εk)V ∗iR
] }
(S40)
and
J
(2)
R = 2e
∑
kσ
Re
∫
dω
2pi~
{
Grdd(ω)VdR2piiδ(ω − εk)fR(ω)V ∗dR +G<dd(ω)VdRipiδ(ω − εk)V ∗dR
+
∑
i
[
Grdi(ω)ViR2piiδ(ω − εk)fR(ω)V ∗dR +G<di(ω)ViRipiδ(ω − εk)V ∗dR
] }
, (S41)
where have used the wide flat band approximation to get rid of the Cauchy principal value contribution.
We now convert the summations over k into energy integrations, namely∑
k
[
· · ·
]
=
∫
dεkρα(εk)
[
· · ·
]
. (S42)
For notational simplicity, let us assume that all coupling matrix elements V are real to write
J
(1)
R =
e
~
∑
iσ
Re
∫
dω
2pi
{
i
√
ΓdRΓiR
[
2fR(ω)G
r
id(ω) +G
<
jd(ω)
]
+
∑
j
i
√
ΓjRΓiR
[
2fR(ω)G
r
ij(ω) +G
<
ij(ω)
] }
=
e
~
∑
iσ
∫
dω
2pi
{√
ΓdRΓiR
[
2fR(ω)Re[iG
r
id(ω)] + Re[iG
<
jd(ω)]
]
+
∑
j
√
ΓjRΓiR
[
2fR(ω)Re[iG
r
ij(ω)] + Re[iG
<
ij(ω)]
] }
(S43)
and
J
(2)
R =
e
~
∑
σ
Re
∫
dω
2pi
{
iΓdR
[
2fR(ω)G
r
dd(ω) +G
<
dd(ω)
]
+
∑
j
i
√
ΓdRΓjR
[
2fR(ω)G
r
dj(ω) +G
<
dj(ω)
]}
=
e
~
∑
σ
∫
dω
2pi
{
ΓdR
[
2fR(ω)Re[iG
r
dd(ω)] + iG
<
dd(ω)
]
+
∑
j
√
ΓdRΓjR
[
2fR(ω)Re[iG
r
dj(ω)] + Re[iG
<
dj(ω)]
]}
.
(S44)
We recall that [G<a,b(ω)]
∗ = −G<b,a(ω). Therefore G<dd(ω) is pure imaginary. For the non-diagonal terms we use
Re(ic) = i(c− c∗)/2 to write
Re[iG<a,b(ω)] =
i
2
[
G<a,b(ω)− [G<a,b(ω)]∗
]
=
i
2
[
G<a,b(ω) +G
<
b,a(ω)
]
. (S45)
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Therefore,
J
(1)
R =
ie
h
∑
iσ
∫
dω
√
ΓiR
{√
ΓdR
[
fR(ω)[G
r
id(ω)−Gaid(ω)] +
1
2
(
G<id(ω) +G
<
di(ω)
)]
+
∑
j
√
ΓjR
[
fR(ω)[G
r
ij(ω)−Gaij(ω)] +
1
2
(
G<ij(ω) +G
<
ji(ω)
)]}
(S46)
and
J
(2)
R =
ie
h
∑
σ
∫
dω
{
ΓdR
[
fR(ω)[G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
]
+
∑
j
√
ΓjRΓdR
[
fR(ω)[G
r
dj(ω)−Gadj(ω)] +
1
2
(
G<di(ω) +G
<
id(ω)
)]}
(S47)
and finally
JR =
ie
h
∑
σ
∫
dω
{
ΓdR
[
fR(ω)[G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
]
+
√
ΓdR
∑
j
√
ΓjR
[
fR(ω)
[
Grdj(ω) +G
r
jd(ω)−Gadj(ω)−Gajd(ω)
]
+G<dj(ω) +G
<
jd(ω)
]
+
∑
ij
√
ΓiRΓjR
[
fR(ω)
[
Grij(ω)−Gaij(ω)
]
+
1
2
(
G<ij(ω) +G
<
ji(ω)
)]}
. (S48)
This lengthy expression reduces to the standard expression for the current found in Meir-Wingreen when one considers
the simple case without cavity, that is, ΓiR = 0.
Using Ga(ω) = [Gr(ω)]† one could simplify somewhat the second line of Eq. (S48) to obtain
JR =
ie
h
∑
σ
∫
dω
{
ΓdR
[
fR(ω)[G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
]
+2
√
ΓdR
∑
j
√
ΓjR
[
fR(ω)
[
Grjd(ω)−Gajd(ω)
]
+
1
2
(
G<jd(ω) +G
<
dj(ω)
)]
+
∑
ij
√
ΓiRΓjR
[
fR(ω)
[
Grij(ω)−Gaij(ω)
]
+
1
2
(
G<ij(ω) +G
<
ji(ω)
)]}
. (S49)
The current from the left lead is simple because ΓiL = 0, so we have for JL,
JL =
ie
h
∑
σ
∫
dω ΓdL
{
fL(ω)[G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
}
. (S50)
Notice that Eqs. (S49) and (S50) can be written in the matrix form used in Ref. S11:
J`=R,L =
ie
h
∑
σ
∫
dω
(
tr
{
f`(ω)Γ
` [Gr −Ga]}+ tr{Γ`G<}). (S51)
where matrices ΓR,L and the interacting Green’s functions Gα=r,a,< are given by:
ΓR =

ΓdR
√
Γ1RΓdR
√
Γ2RΓdR · · ·√
ΓdRΓ1R Γ1R
√
Γ2RΓ1R · · ·√
ΓdRΓ2R
√
Γ1RΓ2R Γ2R · · ·
...
...
...
...
 , ΓL =

ΓdL 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
...
 , Gα =

Gαdd(ω) G
α
d1(ω) G
α
d2(ω) · · ·
Gα1d(ω) G
α
11(ω) G
α
12(ω) · · ·
Gα2d(ω) G
α
21(ω) G
α
22(ω) · · ·
...
...
...
...

.
(S52)
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In this notation, it is clear that the system cannot be proportionally coupled since ΓL 6= λΓR always.
Our task now is to rewrite Eq. (S49) in terms of dot Green’s functions only. Inserting the expressions for the lesser
Green’s function in Eq. (S49) we obtain
JR =
ie
h
∑
σ
∫
dω
{
ΓdR
[
fR(ω)[G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
]
+2
√
ΓdR
∑
j
√
ΓjR
{
fR(ω)
[
Grjd(ω)−Gajd(ω)
]
+
1
2
∑
l
[
G
(0),r
jl (ω)Σ˜
R,r
ld (ω) +G
(0),a
lj (ω)Σ˜
R,a
dl (ω)
]
G<dd(ω)
+
[
G
(0),a
lj (ω)Σ˜
R,<
dl (ω) +G
(0),<
lj (ω)Σ˜
R,r
dl (ω)
]
Grdd(ω) +
[
G
(0),r
jl (ω)Σ˜
R,<
ld (ω) +G
(0),<
jl (ω)Σ˜
R,a
ld (ω)
]
Gadd(ω)
}
+
∑
ij
√
ΓiRΓjR
{
fR(ω)
[
Grij(ω)−Gaij(ω)
]
+
1
2
(
G
(0),<
ij (ω) +G
(0),<
ji (ω)
)
+
1
2
∑
ll′
(
G
(0),r
il (ω)Σ˜
R,r
ld (ω)Σ˜
R,a
dl′ (ω)G
(0),a
l′j (ω) +G
(0),r
jl′ (ω)Σ˜
R,r
l′d (ω)Σ˜
R,a
dl (ω)G
(0),a
li (ω)
)
G<dd(ω)
+
[
G
(0),r
il Σ˜
R,r
ld
(
Σ˜R,rdl′ G
(0),<
l′j + Σ˜
R,<
dl′ G
(0),a
l′j
)
+G
(0),r
jl′ Σ˜
R,r
l′d (ω)
(
Σ˜R,rdl G
(0),<
li + Σ˜
R,<
dl G
(0),a
li
)]
Grdd(ω)
+
[(
G
(0),r
il Σ˜
R,<
ld +G
(0),<
il Σ˜
R,a
ld
)
Σ˜R,adl′ G
(0),a
l′j +
(
G
(0),r
jl′ Σ˜
R,<
l′d +G
(0),<
jl′ Σ˜
R,a
l′d
)
Σ˜R,adl G
(0),a
li
]
Gadd(ω)
}}
. (S53)
In the above we need to know that
G
(0),r
ij (ω) =
[[
ω −Hcavity − ΣR,r(ω)
]−1]
ij
, (S54)
G
(0),a
ij (ω) =
[[
ω −Hcavity − ΣR,a(ω)
]−1]
ij
, (S55)
G
(0),<
ij (ω) =
∑
ll′
G
(0),r
il (ω) Σ
R,<
ll′ (ω)G
(0),a
l′j (ω), (S56)
correspond to the cavity Green’s functions in the absence of the dot.
B. Expressions for the current
We now write the results of Eq. (S53) for the simplified model. First note that by assuming that the coupling of
all the cavity levels with the right reservoir are equal, i.e., ViR = VcR for all i in the cavity. Then Σ
R
ij(ω) = −iΓcR/2,
ΣRid(ω) = −i
√
ΓdRΓcR/2. The lesser GF can be written as Σ
R,<
ij (ω) = ifR(ω)ΓcR using the fact that
∑
k g
<
k,R(ω) =
2ipiρRfR(ω). Assuming also Vdi = Ω for all dot-level coupling matrix elements, the self-energies defined in Eqs. (S33)
to (S35) can also be simplified,
Σ˜
R,(a,r)
jd (ω) = Ω± i
√
ΓdRΓcR/2 (S57)
Σ˜R,<jd (ω) = + ifR(ω)
√
ΓdRΓcR. (S58)
We can use the method of equations of motion (EOM) to write JR and JR in terms of the Green’s function for the
dot. Using the Eqs. (S57) into Eq. (S26) we write∑
ij
G
(0),r
ij (ω) = S˜(ω), (S59)
with S˜(ω) = S(ω)(1 + iS(ω)ΓcR/2)
−1, where S =
∑
i(ω − εi)−1. The lesser GF becomes∑
ij
G
(0),<
ij (ω) = ifR(ω)ΓcR
∣∣∣S˜(ω)∣∣∣2 . (S60)
From there, we can write the other Green’s functions we are going to need in terms of dot’s GFs:∑
i
Grid(ω) = S˜(ω)
(
Ω− i
√
ΓcRΓdR/2
)
Grdd(ω), (S61)
12
∑
ij
Grij(ω) = S˜(ω)
[
1 + S˜(ω)
(
Ω− i
√
ΓcRΓdR/2
)2
Grdd(ω)
]
. (S62)
We are now in a position of re-writing Eq. (S53) for this simplified model. Let us start with by writing it in terms
of the GFs defined above (sums included). Using Eqs. (S32), (S57), and (S58), the Eq. (S53) becomes
JR =
ie
h
∑
σ
∫
dω
{
ΓdR
[
fR(ω)(G
r
dd −Gadd) +G<dd
]
+ 2
√
ΓdRΓcR
{
fR(ω)
[∑
j
Grjd −
∑
j
Gajd
]
+
1
2
(∑
jl
G
(0),r
jl
)(
Ω− i
2
√
ΓdRΓcR
)
+
(∑
jl
G
(0),a
lj
)(
Ω +
i
2
√
ΓdRΓcR
)G<dd
+
1
2
(∑
jl
G
(0),a
lj
)
ifR(ω)
√
ΓdRΓcR +
(∑
jl
G
(0),<
lj
)(
Ω− i
2
√
ΓdRΓcR
)Grdd
+
1
2
(∑
jl
G
(0),r
jl
)
ifR(ω)
√
ΓdRΓcR +
(∑
jl
G
(0),<
jl
)(
Ω +
i
2
√
ΓdRΓcR
)Gadd
}
+ΓcR
{
fR(ω)
(∑
ij
Grij −
∑
ij
Gaij
)
+
∑
ij
G
(0),<
ij +
∣∣∣∣∣∑
il
G
(0),r
il
∣∣∣∣∣
2(
Ω2 +
ΓdRΓcR
4
)
G<dd
+
(∑
il
G
(0),r
il
)(
Ω− i
2
√
ΓdRΓcR
)(Ω− i
2
√
ΓdRΓcR
)∑
l′j
G
(0),<
l′j + ifR(ω)
√
ΓdRΓcR
∑
l′j
G
(0),a
l′j
Grdd
+
(∑
l′j
G
(0),a
l′j
)(
Ω +
i
2
√
ΓdRΓcR
)[(
Ω +
i
2
√
ΓdRΓcR
)∑
il
G
(0),<
il + ifR(ω)
√
ΓdRΓcR
∑
il
G
(0),r
il
]
Gadd
}}
.
(S63)
We now substitute Eqs. (S59)–(S62) into Eq. (S63) and collect the terms in Grdd, G
r
dd and G
<
dd. Using the limit
limη→0 S(ω+iη) (i.e., taking the analytic continuation of S(ω) to the real axis), and after some long but straightforward
algebra, we obtain JR in a nice, compact form:
JR = J
(0)
R +
ie
h
∑
σ
∫
dω Γ˜R(ω)
{
fR(ω) [G
r
dd(ω)−Gadd(ω)] +G<dd(ω)
}
. (S64)
In the equation above, J
(0)
R is a background contribution coming from the terms in Eq. (S63) that do not involve
dot’s Green’s functions:
J
(0)
R =
ie
h
∑
σ
∫
dωΓcR
∑
ij
{
fR(ω)
[
G
(0),r
ij (ω)−G(0),aij (ω)
]
+G
(0),<
ij (ω)
}
. (S65)
In fact, as we will show below, J
(0)
R vanish, explicitly, for η → 0. The effective coupling Γ˜R(ω) is a real algebraic
function of the parameters, given by:
Γ˜R(ω) = ΓdR + ΓcR
∣∣∣S˜(ω)∣∣∣2(Ω2 + ΓcRΓdR
4
)
+
√
ΓdRΓcR
[
S˜(ω)
(
Ω− i
√
ΓcRΓdR
2
)
+ H.c.
]
. (S66)
From Eq. (S50) it is straightforward to show that the effective coupling to the left lead is simply Γ˜L(ω)=ΓdL.
These expressions are all exact as long as there are no interactions in the cavity. At this point, a fair question is
“What are the gains by performing such transformations”? The advantage here is that now JR, given by Eq. (S64),
is written in terms of dot’s Green’s functions only, in the same structure as JL (for which ΓiL = 0) given by Eq. S50.
As shown below, this is a crucial step in the elimination of G<dd(ω) in the current expression.
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V. FLUCTUATION-DISSIPATION THEOREM
An important consistency check for the expressions given in the previous section is the applicability of the
fluctuation-dissipation theorem (FDT). For instance, the expression for JR in Eq. (S64) vanishes in equilibrium,
when the fluctuation-dissipation theorem (FDT) applies.
Just a reminder: the FDT states that, for a system in thermal equilibrium with a reservoir described by a Fermi
distribution fR(ω), the lesser Green’s function is proportional to the spectral density
G<ν (ω) = 2piifR(ω)Aν(ω) , (S67)
where Aν(ω) = (−1/pi)Im Grν(ω).
We can put the FDT in terms of retarded and advanced Green’s functions. Using Gaν(ω) = (G
r
ν(ω))
∗, the FDT
implies
G<ν (ω) = −fR(ω)[Grν(ω)−Gaν(ω)] . (S68)
This is important as a consistency check for the current calculations. Applying Eq. (S68), the current to/from a
single lead should vanish (which is the correct result in equilibrium). This can be readily verified, for instance, for
J
(0)
R defined in Eq. (S65) and for JL [Eq. (S50)].
In fact, this consistency check can be applied to each of the three terms in Eq. (S49) by verifying that the FDT is
satisfied for each of the Green’s functions involved. Note that the first term in in Eq. (S49) involves diagonal (dot)
GFs and is clearly consistent with the FDT: it vanishes if G<dd(ω) = −fR(ω)[Grdd(ω)−Gadd(ω)].
The second term involves non-diagonal Greens functions. We can then explicitly show that
1
2
∑
j
G<jd +G
<
dj = −fR(ω)
∑
j
Grjd −Gajd
 . (S69)
The right-hand side of the above expression can be easily calculated using Eq. (S61). Using the short-hand notations
S˜ ≡ S(ω)
1 + iS(ω)ΓcR/2
(S70)
Ω˜ ≡ Ω + i
√
ΓcRΓdR/2 , (S71)
we have
− fR(ω)
∑
j
(
Grjd −Gajd
)
= −fR(ω)
[
S˜ (Ω˜)∗ Grdd − (S˜)∗Ω˜ Gadd
]
. (S72)
Thus, the left-hand side can be calculated with the help of Eqs. (S36) and (S38) and from Eqs. (S57) to (S59),
giving∑
j
G<jd +G
<
dj =
(
S˜Ω˜∗ + S˜∗ Ω˜
)
G<dd + ifR(ω)
[(
ΓcR|S˜|2Ω˜∗ +
√
ΓcRΓdR S˜
∗
)
Grdd +
(
ΓcR|S˜|2Ω˜ +
√
ΓcRΓdR S˜
)
Gadd
]
.
(S73)
Now, using G<dd(ω) = −fR(ω)[Grdd(ω) − Gadd(ω)], Eq. (S73) reduces to Eq. (S72). In order to show that, we take
the limit S(ω) = limη→0 S(ω + iη) and then use the following properties:
(S˜)∗ = S˜ + iΓcR|S˜|2 (S74)
Ω˜ = (Ω˜)∗ + i
√
ΓcRΓdR . (S75)
A similar calculation can be done to show that the third term in Eq. (S49) also satisfies the FDT.
VI. MEIR-WINGREEN-LIKE ELIMINATION OF G<
Let us consider the current formula for a single-resonance QD [S11]
JR(L) ≡
∫
dω IR(L)(ω), (S76)
14
IR(L)(ω) =
ie
h
Γ˜L(R)(ω)
{
G<(ω) + fL(R)(ω) [G
r(ω)−Ga(ω)]
}
. (S77)
In the steady state, charge conservation implies that JL = −JR, hence
JL =
JL − JR
2
(S78)
or, in general JL = xJL − (1− x)JR, where x is arbitrary.
We stress that JL = −JR is the same as ∫
dω IL(ω) = −
∫
dω IR(ω), (S79)
which does not mean that IL(ω) = −IR(ω) for a given energy ω.
Let us restrict ourselves to the linear response regime and write
G<(ω) =G<eq(ω) +
∂G<
∂µ
∆µ+O(∆µ2) (S80)
fL(R)(ω) = f0(ω)± 1
2
∂f0
∂µ
∆µ+O(∆µ2). (S81)
We recall that the fluctuation-dissipation theorem gives
G<eq(ω) = −f0(ω) [Gr(ω)−Ga(ω)] ,
allowing us to write the current JL(R), Eq. (S76), as
JL(R) =
ie
h
∆µ
∫
dω Γ˜L(R)(ω)
{
∂G<
∂µ
∓ 1
2
∂f0
∂ω
[
Gr(ω)−Ga(ω)
]}
, (S82)
where ∓ refer to the sign of chemical potential offset of L and R terminals with respect to the Fermi energy. Affleck
and collaborators [S14] claim that ∂G</∂µ is expected to have the form (−∂f0/∂ω)Π(ω), where (in general) Π(ω)
has a smooth energy dependence on the scale of kT . For now, we assume this is true.
Let us assume that Γ˜L(R)(ω) varies slowly with ε over energies scales of the order of kT , which is a condition met
in almost all situations of interest. In this scenario it is safe to approximate
JL(R) ≈ ie
h
∆µ Γ˜L(R)(εF )
∫
dω
{
∂G<
∂µ
± 1
2
(
−∂f0
∂ω
)[
Gr(ω)−Ga(ω)
]}
. (S83)
We now use the general relation JL = xJL − (1− x)JR to write
JL ≈ ie
h
∆µ
[
x Γ˜L(εF )
∫
dω
{
∂G<
∂µ
+
1
2
(
−∂f0
∂ω
)[
Gr(ω)−Ga(ω)
]}
−(1− x)Γ˜R(εF )
∫
dω
{
∂G<
∂µ
− 1
2
(
−∂f0
∂ω
)[
Gr(ω)−Ga(ω)
]}]
. (S84)
To eliminate the G< term one needs xΓ˜L − (1− x)Γ˜R = 0, yielding x = Γ˜R/(Γ˜L + Γ˜L). Hence
JL ≈ ie
h
∆µ
Γ˜L(εF )Γ˜R(εF )
Γ˜L(εF ) + Γ˜R(εF )
×
∫
dω
(
−∂f0
∂ω
)[
Gr(ω)−Ga(ω)
]
. (S85)
This expression is the same as the one obtained by Meir and Wingreen [S11] using the proportional coupling trick,
namely, by assuming that Γ˜L(ω) = λΓ˜R(ω), where λ does not depend on energy.
From the expression for the current [Eq. (S85)] we can readily derive the corresponding expression for the conduc-
tance through the system:
G =
2e2
~
Γ˜L(εF )Γ˜R(εF )
Γ˜L(εF ) + Γ˜R(εF )
∫
dω
(
−∂f0
∂ω
)
Ad(ω), (S86)
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where f0 written in terms of the dot spectral density Ad(ε, T ) = (−1/pi)Im Grdd(ω) at temperature T that can be
calculated with NRG.
For the cavity system studied in this work, we have Γ˜L(ω) = ΓdL and Γ˜R(ω) is given by Eq. (S66). We note,
however, that this approach is very generic and can be applied to a large class of systems with arbitrarily complex
geometries and for which interactions are restricted to a single level.
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