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Fkq The k-dimensional vector space over Fq.
ei The ith unit vector in a vector space Fkq .
〈S〉 The linear subspace spanned by vectors in S.
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Chapter 1
Introduction
1.1 Network coding: a new tool for information
transmission
Network coding is a fairly new area on the boundary of information theory
and graph theory, where in contrast to a classical source-terminal encoding-
decoding information transmission scheme, intermediate nodes of the network
are also enabled to perform coding.
Transportation problems can be classified according to the nature of the
transported objects, leading to different combinatorial optimization problems.
For example, when physical objects are to be sent in a network, transporta-
tions have to be carried out through different paths, leading to the problem
family of path packings. Whereas if the object is a piece of information e.g.
an e-mail that has to be sent to a group of people, the sender can make use
of the fact that information can be copied at internal nodes of the network,
leading to Steiner tree/arborescence packing problems.
Network coding can be regarded as a second step in capturing the nature
of information transmission by letting nodes not only to copy but also to
transmit some function of the incoming messages. These functions are called
coding functions. Usually the messages sent are considered as members of
some finite field, and coding functions are restricted to linear combinations.
What can be the advantage of such an operation? Properly chosen coding
functions may increase throughput, security or reliability of a network [47].
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Figure1.1:Anetworkcodeontheso-caledButterﬂynetwork,sendingtwo
messagesfromstot1andt2simultaneously.
Thewel-knownButterﬂynetworkisoneofthesmalestacyclicexamples
demonstratingthethroughputadvantageofnetworkcoding(seeFigure1.1).
Inthisexample,nodestransmitstwomessages(aandb)totwonodes(t1
andt2).Eacharchascapacityone.Althoughthereexiststwoarc-disjoint
pathsfromstobothterminals,itisstilimpossibletosendbothmessagesto
bothterminalssimultaneouslyusingsimplerouting,becausethereexistno
twoarc-disjoints-rootedSteiner-arborescencesspanningt1andt2.
Intheirseminalpaperfrom2000[1],Ahlswede,Cai,LiandYeungpro-
posedtheapplicationofnetworkcodingforinformationtransmission.They
introducedaverygeneralframeworkforpossiblecodingfunctionsforal
graphs(aswewilsee,laterresultsaremostlyrestrictedtoacyclicgraphs).
Theyconsideredtheproblemofsendingkmessagesfromasourcetoaset
ofterminalssimultaneously(multicasting),andprovedamin-max-typethe-
oremforthesolvabilityoftheproblembyshowingthattheexistenceofk
arc-disjointpathsfromthesourcetoeachoftheterminalsisanecessaryand
suﬃcientcondition.
ThisresultisanaturalanalogueofEdmonds’theoremaboutpacking
spanningarborescences[11].Fromtheoreticalpointofviewitsimportance
wasgivinganewtoolforachievinginformationtheoreticalthroughputbounds
forawiderclassofinformationtransmissionproblemsthansimplerouting.
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1.2 Previous work
Although Ahlswede et al. in [1] investigated general graphs, possibly con-
taining cycles, most later results consider acyclic digraphs only, mostly be-
cause of the applicability of linear network codes in this special case. Through
the thesis, we will also be restricted to the acyclic case.
1.2.1 Definitions
First, we introduce some graph theoretical notations. Assume that a di-
graph D = (V,A) is given with |V | = n nodes and |A| = m arcs. Let λ(u, v)
denote the maximum number of arc-disjoint paths from u to v in D. For a
set X ⊆ V , let %(X) and δ(X) denote number of arcs entering and leaving
X, respectively. Similarly, let ∆in(X) and ∆out(X) denote the set of arcs en-
tering and leaving X, respectively. A topological order of the nodes is an
ordering v1, . . . , vn such that for every arc vivj ∈ A we have i < j. It is easy
to see that a digraph has a topological order if and only if it is acyclic. Given
a topological order of the nodes, we can similarly the topological order of
the arcs as an ordering a1, a2, . . . , am such that if i < j, then the tail of arc
ai is no later than the tail of arc aj in the topological order.
Definition 1.2.1. A network is an acyclic directed graph D = (V,A) with
a single source node s ∈ V and a set of terminal/receiver nodes (assumed
to be sinks) T ⊆ V − s. Nodes in V \ (T + s) are called internal nodes. For
simplicity we assume that every node is reachable from the source.
Let Fq be a finite field of size q and let Fkq denote the k-dimensional vector
space over Fq, where k is the number of messages to be sent in the network.
Let ei denote the ith unit vector. For a set S ⊆ Fkq of vectors, we denote the
linear subspace spanned by S by 〈S〉.
A data stream is divided into k messages of equal size. At each time slot t,
a set of messagesM(t) = {M1(t),M2(t), . . .Mk(t)} is generated at the source,
3
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message Mi(t) belonging to the ith message and represented by an element
of Fq. The task is to multicast M = (M1,M2, . . .Mk) from s to T .
Definition 1.2.2. Given a network, let L ⊆ A×A be the set of consecutive
pairs of arcs: L = {(wu, uv)| w, u, v ∈ V, wu, uv ∈ A}. For the sake of short-
ness, members of L are called pairs. A network code is described by two
functions (α, c) referring to local and global coefficient functions, respectively.
The local coefficient function of a network code is a function α : L→ Fq.
The global coefficient function of a network code is a function c : A→ Fkq
such that
c(uv) =
∑
wu∈A
α(wu, uv)c(wu)
for every arc uv ∈ A, u 6= s.
Sometimes for the sake of shortness we refer to local and global coefficient
functions as local and global coefficients, respectively.
From a network code we get actual transmissions on an arc uv by the
scalar product M · c(uv). For example, in Figure 1.1 the global coefficients
on arcs su, ut1 and uw are all (1, 0), but c(wz) = (1, 1) and local coefficient
α(uw,wz) = α(vw,wz) = 1.
Remark 1.2.3. Assume that global coefficients c(sv) ∈ Fkq are given on every
arc in ∆out(s) together with a local coefficient function α. Note that from the
acyclic property of the graph we get that these values uniquely determine
global coefficients on every arc in the graph.
Definition 1.2.4. For a network code (α, c), a node v can decode (or re-
ceives) message Mi, if ei ∈ 〈{c(uv)|uv ∈ A}〉. A network code is feasi-
ble for terminal set T , if for every terminal node t ∈ T the dimension of
〈c(vt)|vt ∈ A〉 is k.
Note that simple routing can be regarded as a special case of network
coding, where for each arc uv, c(uv) = ei for some 1 ≤ i ≤ k.
4
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We remark here that if a node v can decode message i by the above
definition, then it really can decode message Mi, as it gets all scalar products
c(uv) ·M and ei ∈ 〈c, v〉, so it can easily calculate Mi = ei ·M.
Definition 1.2.5. Given a positive integer k and a network with digraph
D = (V,A), source s, terminal set T , the network coding problem is to
decide whether there exists a feasible network code in the network over some
finite field.
1.2.2 Algorithm for network code construction
The fundamental result in [1] proved that the cut bound is sufficient for a
wide class of network coding problems. However, because of the general class
of possible coding functions, these solutions would be hard to implement in
practice. In their paper [32], Li, Yeung and Cai showed that in fact the family
of linear coding functions is satisfactory for achieving optimal throughput.
Theorem 1.2.1 (Li, Yeung, Cai [32]). Assume a network coding problem is
given. There exists a feasible network code over some finite field if and only
if λ(s, t) ≥ k for every terminal t ∈ T .
In Theorem 1.2.1 the required field size had to be very large. Later, Koetter
and Médard radically improved the lower bound for the sufficient field size.
Theorem 1.2.2 (Koetter, Médard [27]). Assume a network coding problem
is given. There exists a feasible network code over any finite field Fq with
q > |T |k if and only if λ(s, t) ≥ k for every terminal t ∈ T .
Finally, Jaggi et al. gave a field size bound of |T | and a polynomial time
algorithm for network code construction [21]. Here we present their result
altogether with its proof, as their algorithm will be generalized in several
chapters.
Theorem 1.2.3 (Jaggi et al. [21]). Assume a network coding problem is given
such that λ(s, t) ≥ k for every terminal t ∈ T . Then there exists a feasible
5
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network code over every field Fq with q > |T |. Moreover, such a feasible
network code can be constructed in polynomial time.
Proof. Without loss of generality we may assume that δ(s) = k, otherwise
an extra source s′ can be added to the digraph with k parallel s′s arcs. A
network code on the extended digraph can be naturally mapped to one on D.
Now let a1, a2, . . . , am be a topological order of the arcs and for 1 ≤ i ≤ m,
let Ai := {a1, . . . , ai}. Then Ak = {a1, . . . , ak} = ∆out(s). Similarly, let Li ⊆ L
denote the set of those pairs for which both arcs are in Ai. For every terminal
t ∈ T , let us fix k arc-disjoint st-paths P t1, . . . , P tk. From the assumption of
the theorem these paths exist. For every fixed path P ti and arc set Aj, we
have that P ti ∩Aj is a subpath of P ti starting from s. Let P ti [j] denote the last
arc on this subpath. Initially we define c(ai) := ei for 1 ≤ i ≤ k. Then the
network code is determined in the topological order of the arcs, maintaining
the following property:
〈c(P t1[j]), . . . c(P tk[j])〉 = Fkq for every terminal t and k ≤ j ≤ m.
This clearly holds for j = k. For j > k, assume that local and global
coefficients are defined on Lj−1 and Aj−1, respectively. Let aj := uv and
let ∆in(u) := {w1u,w2u, . . . , w%(u)u}, finally let Tuv be the set of terminals
that use arc uv on a path P tx and for these terminals let wtu be the arc
before uv on path P tx. We define local coefficients α(wiu, uv) in the order
i = 1, 2, . . . , %(u). Initially all local coefficients α(wiu, uv) are set to zero. Let
us denote
∑i
`=1 c(w`u)α(w`u, uv) := ci(uv). When fixing a value of a local
coefficient α(wiu, uv), we maintain that for those terminals in Tuv for which
wtu ∈ {w1u, . . . , wiu},
〈{c(P t1[j − 1]), . . . c(P tk[j − 1])} − c(wtu) + ci(uv)〉 = Fkq .
Assume that local coefficients α(w1u, uv), α(w2u, uv), . . . , α(wi−1u, uv) are
already fixed and the assumption holds. In order to prove the existence of a
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proper local coefficient α(wiu, uv), some key observations from linear algebra
are needed. Their proof can be found for example in [21].
Claim 1.2.6. Let {v1, . . . ,vk−1} be a k − 1 dimensional subspace of Fkq .
Then there exists a vector y ∈ Fkq such that for every vector x ∈ Fkq , the
set {v1, . . . ,vk−1}+ x is a basis of Fkq if and only if y · x 6= 0. Such a vector
can be found in polynomial time.
During the proof of Theorem 1.2.3 such a vector for a k − 1 element set
of independent vectors is called a control vector of the set. For each terminal
t in Tuv, consider sets {c(P t1[j − 1]), . . . c(P tk[j − 1])} − c(P tx[j − 1]) and fix a
control vector yt for each set.
Claim 1.2.7. Let vectors v1, . . . ,vk ∈ Fkq form a basis of Fkq and let v ∈ Fkq .
Then
i) there is at most one value α ∈ Fq not satisfying that the set {v′1 =
v1 + αv} ∪ {vi}ki=2 is also a basis,
ii) there is at most one value β ∈ Fq not satisfying that the set {v′1 =
βv1 + v} ∪ {vi}ki=2 is also a basis.
When choosing a proper value for α(wiu, uv), we apply the claim simul-
taneously for each terminal t if P tx[j − 1] ∈ {w1u,w2u, . . . , wiu}. If P tx[j −
1] = wiu, we apply Case ii) with v1 = c(wiu) and v = ci−1(uv) and
{v2, . . . ,vk} = {c(P t1[j − 1]), . . . c(P tk[j − 1])} − c(P tx[j − 1]), whereas if
P tx[j − 1] ∈ {w1u,w2u, . . . , wi−1u}, we apply Case i) with v = c(wiu) and
v1 = ci−1(uv) and {v2, . . . ,vk} = {c(P t1[j−1]), . . . c(P tk[j−1])}−c(P tx[j−1]).
Since |Tuv| ≤ |T | < q, we get that there is at least one value for α(wiu, uv)
such that all basis transformations result in a basis, which can be found by
using the vectors yt. For i = %(u) we get exactly the inductive assumption
for j, which proves the theorem.
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1.3 Applications of network coding
Over the only fifteen-year-old history of network coding, the method has
turned out to be useful in numerous transmission scenarios. In this section
we present some of these applications which motivated the topics of this
thesis. Most applications presented here are generalizations of the network
coding problem defined in the previous section. Each will be presented in a
more detailed form in the following chapters. We have to mention, though,
that there are several other possible applications of network coding, such as
network security or distributed storage systems, that are not contained in the
scope of this thesis.
1.3.1 Increased throughput
The Butterfly network (see Figure 1.1) showed an example when net-
work coding outperforms simple routing. There has been tremendous work
on measuring the possible advantage of network coding compared to simple
routing in different scenarios [35, 36, 37]. Jaggi et al. in [21] showed, that the
advantage of network coding over simple routing can be Ω(log n) in acyclic
networks. In case of undirected graphs, Li, Li and Lau proved that the advan-
tage can be bounded by 2 [35]. For the multiple unicast transmission problem
in undirected networks Li and Li conjecture an advantage of 1 [34].
In Chapter 2, we consider a variation of the network coding problem where
receivers’ demands may be different, but have a certain laminar structure.
This model is applied for the multi-layered video streaming problem, and
algorithms are proposed to increase throughput compared to routing. We
give an optimal polynomial time algorithm for two layers when the goal is to
send the base layer to every user, and within this constraint to maximize the
number of users receiving two layers. For the case of three or more layers we
show NP-hardness of the problem. Also, we show NP-hardness for the case of
two layers when the goal is to maximize the total number of transmitted useful
layers. We also propose a heuristic for three layers and give experimental
8
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comparison between the best known heuristic due to Kim et al. [22] and our
approach [24]. Finally, we show an algorithm for calculating the expected
performance of some randomized heuristics.
1.3.2 Fast coupon collection
Probably the most promising directions towards real-life applications of
network coding are the ones capturing its advantage in coupon collector-like
scenarios.
The classical coupon collector problem is the following: there are k differ-
ent types of coupons. A little girl would like to collect all of them. In each
round, she gets a coupon chosen randomly with uniform distribution on the
coupon types. What is the expected value of the number of rounds she needs
to wait until she has at least one coupon from each type?
Such scenarios appear for example on wireless broadcasting channels with
failures. Assume that a group of users would like to receive the same set of k
messages from a wireless broadcasting source, but each user has a fairly high
probability of packet loss. Without network coding, the only possible strategy
of the source is to transmit one of the messages in each time slot. From a user’s
point of view the transmission is equivalent to coupon collection. In this case,
the expected number of transmissions is O(k log k).
With network coding however, expected value of required transmissions
can be decreased radically. Suppose that in each round, some random linear
combination of the messages are sent to the users. If the applied field size is
large enough, the expected number of rounds is nearly the expected number
of rounds with k successful transmissions, which is the best one can expect.
A similar scenario is considered in Chapter 3 with the application to multi-
layered video streams. We introduce a network coding scheme for the problem
that takes user diversity into account. We present with both simulations and
estimations proving that the expected completion time can be reduced with
the proposed method [28].
9
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1.3.3 Modelling interference in wireless networks
In contrast to wired networks, which can usually be modelled by a graph
or digraph, wireless networks cannot be substituted with such a unified model,
mainly because of their divers properties regarding failure probability and in-
terference. A recent approach of Avestimehr, Diggavi and Tse [3] proposed a
model for Gaussian relay networks, which estimated failure probability with
deterministic values, and modelled interference with sums over finite fields.
This new approach opened the door for determining capacity of these net-
works by applying techniques of combinatorial optimization. As it turned
out, the proposed finite field sum model for interference is actually a special
case of a network coding problem called deterministic network coding or net-
work code completion problem (NCCP), when values on a subset of the local
coefficients are previously fixed.
In Chapter 4, we give both randomized and deterministic algorithms for
maximum throughput-achieving network code construction for the NCCP in
the multicast case. We also introduce a related problem called fixable pairs,
investigating when a certain subset of coding coefficients in the linear com-
bination functions can be fixed to arbitrary non-zero values such that the
network code can always be completed to achieve maximum throughput. We
give a sufficient condition for a set of coding coefficients to be fixable. For
both problems we present applications in different wireless and heterogenous
network models [25, 26].
1.3.4 Failure protection
The last topic, detailed in Chapter 5, considers the problem of protection
of failures in a network. When designing a protection scheme, two opposite
challenges have to be considered: on the one hand, we expect the scheme to
react to a failure as soon as possible, but on the other hand low capacity oc-
cupation is preferred. For example, if instant recovery is required for sending
k messages from a source to a receiver, then with simple routing all messages
10
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have to be sent on two arc-disjoint paths, thus occupying twice the capacity
of the original message set. With network coding however, the problem can
be solved with only k + 1 arc-disjoint paths P1, . . . , Pk, Pk+1, by sending the
original messages on paths P1, . . . , Pk and a linear combination of them on
path Pk+1. In Chapter 5, we mention applications of network coding for the
multicast, multiple failure case and for the unicast capacitated problem. We
show efficient algorithms and lower field size bounds for network code con-
struction [8], and present some negative results for the capacity case of the
problem [5].
11
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Multi-layer video streaming
2.1 Introduction
The appearance of new devices (smartphones, tablets, etc.) has highly
increased user diversity in communication networks. As a consequence, when
broadcasting a video stream, users may have very different quality demands
depending on their resolution capabilities.
Multi-resolution code (MRC) is one successful way to handle this diversity,
encoding data into a base layer and one or more refinement layers [12, 40].
Receivers can request cumulative layers, and the decoding of a higher layer
always requires the correct reception of all lower layers (including the base
layer). The multi-layer multicast problem is to multicast as many valuable
layers to as many receivers as possible.
In a multi-layered streaming setup, network coding was shown to be a
successful tool for increasing throughput compared to simple routing [22]. In
their simple heuristic [22], Kim et al. give a network coding scheme based on
restricting the set of layers that may be encoded at certain nodes.
This chapter proposes algorithms for the multi-layered video streaming
problem. We give an optimal polynomial time algorithm for two layers when
the goal is to send the base layer to every user, and within this constraint to
maximize the number of users receiving two layers. For the case of three or
more layers we show NP-hardness of the problem. Also, we show NP-hardness
for the case of two layers when the goal is to maximize the total number of
transmitted useful layers. We also propose a heuristic for three layers and
13
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give experimental comparison between the best known heuristic due to Kim
et al. [22] and our approach. Finally we show an algorithm for calculating the
expected performance of some randomized heuristics.
The rest of the chapter is organized as follows: Section 2.2 contains the
problem formulation and some definitions. In Section 2.3 we prove NP-hard-
ness for some special cases of the problem. In Section 2.4, the notion of feasible
height function is introduced, and a sufficient condition for simultaneously sat-
isfiable receiver demands is given. In Section 2.5 we give an optimal algorithm
for two layers. In Section 2.6 we present a heuristic for three layers, and give
some numerical results of experimental comparison. In Section 2.7 we give
an algorithm for calculating the expected performance of some randomized
layered network coding heuristics such as those in [22].
2.2 Problem Formulation
Definition 2.2.1. In multi-resolution coding, for i > j we say that layer i
is higher than layer j, and layer j is lower than layer i. The height of a
network code on an arc uv is the highest layer with non-zero coefficient on
that arc. For example, the first unit vector has height one and so on, ei has
height i, and vector (1, 0, 1, 0) has height 3. The height of c is denoted by
hc : A→ N.
A layer i is valuable for a node only if all lower layers can also be decoded
at that node, i.e., for every j ≤ i messageMj is decodable. The performance
of a network code at a node v is the index of the highest valuable layer for
v. The performance function of c is denoted by pc : V → {0, 1, . . . , k}, where
p(v) = 0 denotes that layer 1 is not decodable at v.
A demand is a sequence of mutually disjoint subsets of V − denoted by
τ = (T1, T2, . . . , Tk). The set of receiver nodes is the union of these request
sets, denoted by T = T1∪T2∪. . .∪Tk. The nodes in Ti request the first i layers.
Given a demand τ , we can define a demand function dτ : V → {0, 1, . . . , k}
on the nodes a straightforward way setting dτ (v) = i if v ∈ Ti, and dτ (v) = 0
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if v ∈ V \ T .
A network code is feasible for demand τ , if every receiver node t ∈ Ti
can decode Mj for all i and j ≤ i, that is, pc(v) ≥ dτ (v) for all v ∈ V . If there
exists a feasible network code for a demand, the demand is called satisfiable.
The multi-layered network coding problem is to decide whether there
exists a feasible network code for a given demand.
2.3 Complexity Results
In this section we prove NP-hardness of some special cases of the multi-
layered network coding problem. Lehman and Lehman [31] showed NP-hard-
ness for a more general network coding problem, where receivers may demand
any subset of the messages, and there can be multiple sources, accessing
disjoint subsets of the information demanded by the receivers. Here we need
and prove NP-hardness for a special case of this problem, when there is only
one sink in the graph, and demands of the receivers have a layered structure
as defined in the previous section 2.2.1.
Theorem 2.3.1 (B-K, Király [24]). Given a directed acyclic graph D and
a demand with three layers τ = (T1, ∅, T3), it is NP-hard to decide, whether
there exists a feasible network code for τ .
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Figure 2.1: Reduction of 3-SAT to demand τ = (T1, ∅, T3).
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Proof. We reduce 3-SAT to this problem. Let S = (X,CL) be a 3-SAT in-
stance, where X = {x1, . . . , xn} and CL = {C1, . . . , Cm} denote the set of
variables and clauses, respectively. We define a network coding problem on a
digraph D corresponding to this instance. First we create special nodes s, t
with an arc st, and put t into T1. For each variable xi we add six nodes with
eleven arcs (see Figure 2.1), so that ai, bi, ci ∈ T1 and di ∈ T3. Nodes xi and
xi correspond to literals. For each clause Cj we add a node Cj, arcs sCj and
tCj and arcs from every node corresponding to literals of Cj. Each Cj is put
into T3. We prove that this network coding problem has a feasible solution
over some finite field if and only if S can be satisfied. Suppose the above
defined network coding problem has a feasible network code c. Since t ∈ T1,
hc(st) = 1 and for all Cj hc(tCj) = 1. Moreover, the arc sCj can transmit
any message from s, hence Cj can decode all three layers if and only if at
least one additional arc entering Cj has height greater than one. Note that
such an arc can only leave a node corresponding to a literal in Cj.
Claim 2.3.1. If the network coding problem has a feasible network code c,
then for every variable xi, the code c has height one on at least one of the
arcs sxi and sxi.
Proof. Let us assume indirectly that neither c(sxi) nor c(sxi) have height one.
Since ai, bi, ci must be able to decode the first layer, c(sai) ∈ 〈e1, c(sxi)〉, and
c(sci) ∈ 〈e1, c(sxi)〉, and e1 ∈ 〈c(sxi), c(sxi)〉. Hence we have
dim〈c(sai), c(sci), c(sxi), c(sxi)〉 = dim〈c(sxi), c(sxi)〉 ≤ 2,
that is, these four vectors cannot span a 3-dimensional space to transmit three
layers to di.
From the claim we can transform a solution of the network coding problem
into an assignment of S by assigning value ’true’ to a literal l if the height of
c(sl) is at least two. Note that if for a variable xi both sxi and sxi have height
one, we can choose the value of xi arbitrarily to get a satisfying assignment.
16
2.3. Complexity Results
Similarly we can get a feasible network code c for the network coding
problem from a truth assignment of S over any field. The corresponding c(e)
vectors are the following. Let c(st) = (1, 0, 0), c(sCj) = (1, 1, 1), and for any
node u with only one incoming arc wu, all outgoing arcs carry c(wu). If xi
is true, then c(sai) = (0, 1, 0), c(sxi) = (1, 1, 0), c(sxi) = (1, 0, 0), c(sci) =
(1, 1, 1), c(aidi) = (0, 1, 0), c(bidi) = (1, 0, 0), c(cidi) = (1, 1, 1), and the
code can be constructed symmetrically if xi is false. It is easy to check that
this c is indeed a feasible network code.
For the general case with k ≥ 3 layers we easily get the similar result by
adding k − 3 new sCi and sdj arcs for each i, j.
Corollary 2.3.2. For k ≥ 3 layers and demand τ = (T1, ∅, . . . , ∅, Tk), it is
NP-hard to decide whether there exists a feasible network code for τ .
Theorem 2.3.2 (B-K, Király [24]). Given a directed acyclic graph D = (V,A)
and a demand τ = (T1, T2) it is NP-hard to find a maximal cardinality subset
T ′1 of T1, so that for τ ′ = (T ′1, T2) there exists a feasible network code.
Proof. We prove the theorem by reducing the Vertex Cover problem. Let
G = (W,E) denote an instance of this problem. For every vertex w ∈ W we
add a receiver tw ∈ T1 with an arc stw, while for every edge uv ∈ E we add
a receiver tuv ∈ T2 with arcs tutuv and tvtuv. For a given network code c, a
receiver node tw can decode the first layer if and only if the height of the code
on stw is one. A receiver node tuv can decode both layers, if on at least one
entering arc the code has height two. Let T ′1 ⊆ T1 denote the set of nodes
tw, w ∈ W for which the arc stw has height 2. It is easy to conclude that if the
code is feasible for demand (T1 \T ′1, T2) then T ′1 is a vertex cover. Conversely,
from a vertex cover T0 ⊆ W we get a feasible network code for demand
τ0 = (T1 \ T0, T2) with height 2 on arcs incident to nodes in T0, because for a
fieldsize large enough (q ≥ |W |), all arcs with height two entering the same
receiver can be chosen to be independent.
As a minimal mixed (vertices and edges) cover of the edges may be sup-
posed to contain only vertices, we also get the following.
17
Chapter 2. Multi-layer video streaming
Corollary 2.3.3. Given a network with demand τ = (T1, T2) and a number
K, it is NP-hard to decide whether there exists a network code satisfying at
least K requests.
Remark 2.3.4. In a recent work Widmer et al. [44] considered another ver-
sion of the multi-layer network coding problem, when internal nodes of the
network cannot perform decoding. Precisely, the height of an outgoing arc
of an internal node can only be a height of an incoming arc of that node.
In the case of two layers they showed that the proof of Theorem 2.3.2 can
be adapted for proving NP-hardness of maximizing the number of receivers
being able to decode two layers if every receiver must get at least one layer.
As we will see in Section 2.5, this problem is solvable in polynomial time if
decoding at internal nodes is allowed.
2.4 Tools for feasible network code construction
In [22] Kim et al. gave a simple randomized network coding algorithm
for the multi-layered video streaming problem. In their approach a function
h : V → {0, 1, . . . , k} is determined, and then a randomized linear network
code c is sent in the network such that for each arc uv ∈ A, the highest layer
with non-zero coefficient in c(uv) is at most h(v). Their algorithm ensures
that the first layer can be decoded at each receiver with high probability, and
some receivers may be able to decode more layers.
In this section we give some (non-randomized) algorithms that are also
based on restricting the highest layer with non-zero coefficient, but in our
approach restrictions may differ for arcs entering the same node. In order to
describe our algorithms, some further layer-related notions are needed.
Definition 2.4.1. A function f : A → {0, 1, . . . , k} is a height function
if there exists a finite field Fq and a linear network code c over Fq with
hc = f . Similarly we can define when a function g : V → {0, 1, . . . , k} is
a performance function, i.e., if there exists a linear network code c over
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Fq with pc = g. We say that functions f : A → {0, 1, . . . , k} and g : V →
{0, 1, . . . , k} form a height-performance-pair if there exists a network code
c with hc = f and pc = g. Given a function f : A→ {0, 1, . . . , k}, a function
g : V → {0, 1, . . . , k} is called a realizable extension of f , if they form a
height-performance-pair. A height function f is feasible for a demand τ if it
has a realizable extension g such that g ≥ dτ .
2.4.1 Sufficient condition for feasible height functions
Our algorithms for feasible network code construction for a demand τ
will always first find a function f : A → {0, 1, . . . , k} and then a realizable
extension g such that g(v) ≥ dτ .
In this subsection we give a sufficient condition for a function f to be a
height function (see Corollary 2.4.7). As we will see, this condition is also
necessary for two layers, leading to a characterization of that case. For three
layers it is applied for a new heuristic with better performance than earlier
approaches.
In this section we assume that the reader is familiar with the classical
algorithm of Jaggi et al. [21]. In their algorithm, they construct a feasible
network code for a demand τ = (∅, . . . , ∅, Tk) by fixing k arc-disjoint paths to
every receiver and constructing the network code on the arcs one by one, in
the topological order of their tails. We say that an arc a is processed during
the algorithm, if the network code c(a) is defined. Jaggi et al. maintain that
for every receiver, the span of the codes on the last processed arcs on the
fixed k paths remain the whole k-dimensional vector space. Their algorithm
can be easily generalized for multi-layer demands.
Definition 2.4.2. For a function f : A → {0, 1, . . . , k}, a path P with arcs
a1, a2, . . . , ar is called monotone, if f(a1) ≤ f(a2) ≤ . . . ≤ f(ar). We define
for such a monotone path min(P ) = f(a1) and max(P ) = f(ar).
Definition 2.4.3. Let a node v ∈ V −, a function f : A → {0, 1, . . . , k}
and a function g : V → {0, 1, . . . , k} be given. An i-fan of v consists of i
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pairwise arc-disjoint non-trivial (i.e., containing at least one arc) monotone
paths P1, . . . , Pi ending at v, where for all j ≤ i we have j ≤ min(Pj) ≤
max(Pj) ≤ i, and Pj begins at a node vj with g(vj) ≥ min(Pj).
Definition 2.4.4. If a function f : A→ {0, 1, . . . , k} and a function g : V →
{0, 1, . . . , k} is given such a way that
i, for every node v with g(v) > 0 there exists a g(v)-fan of v,
ii, for every arc vw, either f(vw) ≤ g(v), or there exists an incoming arc uv
with f(uv) = f(vw),
then g is called a fan-extension of f . Let us call an arc uv free if f(uv) ≤
g(u). Note that every starting arc of a path in a fan is free.
Theorem 2.4.1 (B-K, Király [24]). A fan-extension g of a function f is also
a realizable extension of f .
Proof. If a node can decode the first i layers then it can also send any linear
combination of these layers.
Claim 2.4.5. If v has an i-fan then it also has an i-fan with exactly one free
arc on each path.
Proof. Let a′ be a free arc on a path Pj of a fan such that it is not the first
arc a. Since P is monotone, j ≤ f(a) ≤ f(a′), hence the fan resulting from
replacing Pj by the subpath P ′j starting from a′ to v is also an i-fan of v.
Let us fix such a fan for every node v with g(v) > 0. First we define
the network code c on arcs covered by at least one fan. Let L denote the
maximum number of fans an arc is covered by. Our algorithm constructs a
network code over any finite field Fq with q > L. Note that since |V | > L,
q > |V | is always sufficient. We modify the algorithm of Jaggi et al. [21]
the following way: on free arcs of a fan we construct the network code in
increasing order of the f values on the arcs. Since the paths in a fan satisfy
that min(Pj) ≥ j and q > L, we can define the network code c so that for
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every fan, dim〈c(a1), . . . , c(aj)〉 = j for all 1 ≤ j ≤ i, where aj is the first arc
on path Pj. On non-free arcs we define the network code in a topological order
of their tails. When constructing the network code on a non-free arc uv, u 6= s,
we maintain that for every i-fan which contains uv, the span of codes on the
last processed arcs on the i paths remain the i-dimensional subspace of the
first i layers. We use the following lemma to prove that this is possible.
Lemma 2.4.6 (Jaggi et al. [21]). Let n ≤ q. Consider pairs (xi,yi) ∈ Fkq×Fkq
with xi · yi 6= 0 for 1 ≤ i ≤ n. There exists a linear combination b of vectors
x1, . . . ,xn such that b · yi 6= 0 for 1 ≤ i ≤ n.
If vectors v1, . . . ,vn span the subspace of the first n layers, then for every
vi, 1 ≤ i ≤ n there is a vector yi in this subspace with vj · yi = 0, i 6= j
and vj · yj 6= 0. We call yj a control vector of vj. Let F1, . . . , F` denote
the set of fans containing uv. Consider first F1, suppose it is an i-fan. Let
P1, . . . Pi denote the paths of fan F1. For j = 1, . . . , i let aj denote the last
processed arc of Pj, and let vj = c(aj). After determining control vectors
z1, . . . , zi, let x1 = vp and y1 = zp, where path Pp is the one that uses arc uv.
Clearly arc ap enters u, so x1 = c(ap). For the other fans we similarly define
x2,y2, . . . ,x`,y`. Let wu be an entering arc with f(wu) = f(uv). Since uv is
a non-free arc, such an arc exists. Define x`+1 = c(wu) and y`+1 = ef(u,v).
Now apply Lemma 2.4.6, it gives the linear combination b, define c(uv) = b.
The height of c(uv) will be at most the height of arcs wiu, hence it remains
under f(uv), because all Pj’s are monotone. As b · y`+1 = b · ef(uv) 6= 0, the
height of uv is exactly f(uv). Finally, for arcs not covered by any fan we can
choose c arbitrarily within the height constraint. Because of property ii, in
Definition 2.4.4, this can also be done in the topological order of the tails of
these arcs.
Corollary 2.4.7. If a function f : A → {0, 1, . . . , k} has a fan-extension
then f is a height function.
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2.4.2 Maximal fan-extensions
In this subsection we prove a key property of fan-extensions.
Theorem 2.4.2 (B-K, Király [24]). If a function f has a fan-extension, then
it has a unique maximal fan-extension g∗ such that g∗(v) ≥ g(v) for every
fan-extension g of f and every node v.
First we start with a very important, though straightforward observation.
Proposition 2.4.8. Given a fan-extension g of a function f such that there
exists an i-fan to a node v with i > g(v), setting g(v) to i is also a fan-
extension of f .
Proof of Theorem 2.4.2 . Let g+ be a fan-extension for which
∑
v∈V g
+(v) is
maximum and assume indirectly that there exists another fan-extension g′
and a node v for which g′(v) > g+(v). We can assume that v is the first such
node in a topological order. From Proposition 2.4.8, increasing g+ on v to
i = g′(v) would also give a fan-extension, because the i-fan of v is also an
i-fan for g+.
Theorem 2.4.3 (B-K, Király [24]). The maximal fan-extension of a function
f can be determined algorithmically.
Proof. From Proposition 2.4.8, we can calculate the maximal fan-extension in
a topological order of the nodes. Assume that g is defined for any node before
a node v ∈ V − in that order. For a given value 0 ≤ i ≤ k, let Dv,i = (V ′, A′)
denote the following auxiliary graph of D: we delete all arcs with f value
greater than i. We add i extra nodes to the digraph: t1, . . . , ti with 2i − 1
extra arcs: stj, 1 ≤ j ≤ i and tjtj+1, 1 ≤ j ≤ i− 1. For every node u before
v in the topological order we change the tail of every outgoing arc uw from
u to tf(uw) if g(u) ≥ f(uw).
Lemma 2.4.9 (B-K, Király [24]). There exists an i-fan to v ∈ V if and only
if λDv,i(s, v) = i.
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Proof. Note that a monotone path P to v in D, with exactly one free arc,
corresponds to a path in Dv,i starting from tmin(P ) and vice versa. Hence an
i-fan corresponds to i paths in Dv,i, each starting from a node tj for some j.
Suppose indirectly that λDv,i(s, v) < i, that is, there exists an sv set X ⊆ V ′
with %(X) < i. Since λDv,i(s, ti) = i, ti /∈ X. Let j denote the greatest integer
for which tj ∈ X. Since for an i-fan at least i− j paths in the fan have value
at least j + 1, paths in Dv,i corresponding to paths of the fan enter X on at
least i− j arcs. Also, there are j paths to tj in Dv,i using arcs between s and
t1, . . . , tj only, which are disjoint from the arcs of the fan. Hence there are at
least i arcs entering X, contradicting the assumption.
To prove the other direction let P1, P2, . . . , Pi be i arc-disjoint sv paths
in Dv,i. Note that {t1, . . . , ti} is a cut set in Dv,i hence a path Pj must go
through at least one of them. Since %({t1, . . . , tj}) = j, at least i− j+1 paths
go through the set {tj+1, . . . , ti}, which correspond to paths in D with value
at least j + 1.
The maximal possible value of g(v) is the maximal i for which there exist
an i-fan of v. Once g is determined for every node, we can easily check property
ii, in Definition 2.4.4 for f and g.
Lemma 2.4.9 shows that the existence of a fan is equivalent with a con-
nectivity requirement in an auxiliary graph.
Corollary 2.4.10. Given a function f : A→ {0, 1, . . . , k} and a demand τ ,
we can check algorithmically whether f has a fan-extension g such that g ≥ dτ
by calculating the maximal fan-extension g∗ and comparing it to dτ .
2.5 Characterizing feasible height functions for
two layers
For two layers (k = 2) the feasible height functions can be characterized.
For a node v ∈ V , let λ(s, v) denote the maximal number of arc-disjoint paths
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from s to v. A demand is proper, if λ(s, ti) ≥ i for all i and all ti ∈ Ti. Being
a proper demand is a natural necessary condition for a demand to have a
feasible network code, however, not always sufficient.
Theorem 2.5.1 (B-K, Király [24]). A function f : A → {1, 2} is a height
function, feasible for a proper demand τ = (T1, T2), if and only if for all arcs
uv ∈ A, u 6= s
1. if f(uv) = 2, then ∃wu ∈ A : f(wu) = 2,
2. if f(uv) = 1, then either ∃wu ∈ A : f(wu) = 1, or λ(s, u) ≥ 2, and
moreover
3. for any receiver t ∈ T1 with λ(s, t) = 1, there is a 1-valued arc entering
t, and
4. for any t ∈ T2 there is a 2-valued arc entering t.
Proof. Let U ⊆ V − denote the set of special non-receiver nodes, where a node
u is special, if all entering arcs are 2-valued, but it has a 1-valued outgoing
arc (by Property 2, we know that λ(s, u) ≥ 2). The set of receiver nodes
t ∈ T for which λ(s, t) = 1 is denoted by T ′1. As τ is proper, for each node in
T ′2 = U ∪ T \ T ′1 there exist two arc disjoint paths from s, hence, for receiver
set T ′2 there exists a network code c feasible for demand τ2 = (∅, T ′2). If the
field size q is greater than |T ′2|, the code can be chosen to have height two on
every arc, that is, the coefficient of e2 is nonzero [21]. In order to be feasible
for the original demand τ = (T ′1, T ′2), we modify c the following way: for every
arc uv with f(uv) = 1 we set c(uv) = (1, 0).
We are left to prove that c remains a network code, and becomes feasible
for demand τ .
The span of the incoming vectors can only change at nodes which have
only 1-valued incoming arcs, but in this case it has also only 1-valued outgoing
arcs, so the network code has the linear combination property (note that
in special nodes the span of the incoming vectors remains two-dimensional).
Using Properties 3 and 4, the code clearly becomes feasible for demand τ .
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Corollary 2.5.1. For two layers, a function f : A→ {0, 1, . . . , k} is a height
function feasible for a demand τ if and only if it has a fan-extension g with
g(v) ≥ dτ for all v.
Proof. We use the notations of the previous proof and define the extension g
to be 2 on T ′2 and 1 on T ′1 and zero everywhere else. It is easy to see that for
a receiver node t, if it is in T ′1, there is a path from another terminal node
containing 1-valued arcs only, that is, there exists a 1-fan to that node. If t is
in T ′2, either there are two edge disjoint paths of 2-valued arcs starting from
receiver nodes both in T ′2 or there is a path of 1-valued arcs from a node in
T ′1 and a path of 2-valued arcs from a node in T ′2. Both cases give a 2-fan for
t.
2.5.1 Optimal algorithm for two layers
In this subsection we show that given the condition that all receiver nodes
have to be able to decode the first layer, there is a unique maximal set of
nodes X in the graph such that demand τ ′ = (T \ X,X) is satisfiable. We
will give an algorithm for finding this maximal set, as well as constructing a
feasible network code.
Definition 2.5.2. For nodes u, v in a digraph D = (V,A), a set X ⊆ V is an
uv set if v ∈ X but u /∈ X. For a set X of nodes let %(X) denote the number
of entering arcs of X. A set X not containing s, and having %(X) = i is called
an i-set.
Note that by Menger’s theorem, λ(s, v) equals the minimum of %(X),
where X is an sv set.
Proposition 2.5.3. Let v ∈ V −, λ(s, v) = i, and X, Y two i-sets with
v ∈ X ∩ Y . Then X ∪ Y is also an i-set.
Proof. As %(X ∪Y ) +%(X ∩Y ) ≤ %(X) +%(Y ), and %(X ∪Y ), %(X ∩Y ) ≥ i,
the claim follows.
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From the claim we get that for every vertex v ∈ V − there is a unique
maximal λ(s, v)-set containing v.
Given a proper demand τ = (T1, T2), the following algorithm gives a
feasible height function for τ ′ = (T1, T ′2) where T ′2 is the unique maximal
subset of T2, such that a feasible network code for τ ′ exists. As a by-product,
it also decides whether demand τ is satisfiable or not. Having this height
function, one can easily get a feasible network code for τ ′ by the lines of
the previous subsection. We remark that this code will also be feasible for
τ ′′ = (T1 ∪ (T2 \ T ′2), T ′2), in other words every receiver will get at least the
base layer. We will also prove, that any fieldsize q > |T1|+ |T2| will be enough
for this network code.
Let {Zi} be the maximal 1-sets which contain at least one node from T .
Let I(Zi) denote the set of arcs with head or tail in Zi.
Claim 2.5.4. The sets Zi are pairwise disjoint and so are the sets I(Zi).
Let Z denote the set of nodes not reachable from s in D′ = (V,A \⋃
i I(Zi)). It is obvious that if every receiver in T can decode the first layer,
then no receiver in Z can decode two layers. Let T ′2 = T2 \ Z. For an arc
uv ∈ A, let f(uv) be the following. If uv ∈ I(Z), then f(uv) = 1, otherwise
let f(uv) = 2.
Theorem 2.5.2 (B-K, Király [24]). Function f is realizable for τ ′′ = (T1 ∪
(T2 \ T ′2), T ′2). In addition, any finite field of size q > |T | can be chosen for
the network code (where T = T1 ∪ T2).
Proof. By the definition of Z, it is clear that Constraint 1 of Theorem 2.5.1
is fulfilled. Suppose that f(uv) = 1 for an arc with u 6= s and there are no
1-valued arcs entering u. We need to prove that λ(s, u) ≥ 2.
Suppose that this is not the case, thus there is an su set X ⊂ V with
%(X) = 1. Since uv ∈ I(Z) but none of the arcs entering u is in I(Z), it
follows that v ∈ Z and u /∈ Z. Hence v ∈ Zi for some i, but then X ∪ Zi
would be a subset with in-degree one, contradicting the maximality of Zi.
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For the second statement, using the proof of Theorem 2.5.1, it is enough
to show that the size of the set U of special non-receiver nodes defined there
is not greater than the number of terminals that have demand one in τ ′′. We
claim moreover that |U | ≤ |T ∩ Z|. Every u ∈ U is a tail of an arc entering
some Zi, and for every Zi there is only one entering arc. Since each of the
pairwise disjoint sets Zi contains at least one terminal from T ∩ Z, we are
done.
We note that this algorithm has a more-or-less obvious implementation
in time O(|A|) using BFS. We do not detail it here, because a more general
algorithm given in the next section will also do the job.
2.6 Three layers
2.6.1 Heuristics for 3 layers
In this subsection we give a new network coding algorithm for three layers.
We prove that the algorithm sends the first layer to every receiver and within
this constraint, the unique maximal set of receivers gets at least two layers,
while some receivers may get three layers. Because of its properties we call
our heuristic 2-Max.
Step 1 Let W1 denote the union of maximal 1-sets which contain at least
one node from T . In Section 2.4 it was proved that if all receivers get the first
layer, a receiver v cannot get more than one layer if and only if it is cut by
W1 from s, that is, if there is no directed path from s to v in V \W1. Let
W 1 ⊇ W1 denote the set of nodes cut from s by W1. We set T1 = T ∩W 1.
We define a set of pseudo receivers U which contains nodes not in W 1 but
having an outgoing arc entering W 1.
Step 2 Similarly to the first case, let W2 denote the maximal 2-sets which
contain a receiver or a pseudo receiver. Let W 2 ⊆ V \W 1 denote the set of
nodes only reachable from s through W 1 ∪W2. We set T2 = (T ∪ U) ∩W 2.
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Note that for determining sets W 1 and W 2 we can use the distributed
algorithm presented in Subsection 2.6.2.
Step 3 We define a function f : A → {0, 1, . . . , k} on D which is 1 on
I(W 1), 2 on I(W 2) \ I(W 1) and 3 otherwise. Let T ∗ = U ∪ T . We proceed
on the nodes of T ∗ \ T1 in a fixed a topological order and decrease f on some
arcs from 3 to 2. Let v denote the next node to be processed. We take a cost
function c : A → {0, 1} which is 1 on 3-valued arcs and 0 everywhere else.
Then we take the set of nodes X ⊆ T3 reachable from s on 3-valued arcs and
increase c to 1000 on an s-arborescence (a directed tree in which every node
except s has in-degree 1) of 3-valued arcs spanning X. Since v /∈ W 1, there
are two arc-disjoint paths P1 and P2 from T ∗ ∪ {s} to v so that P2 does not
start in T1. Moreover, it can be assumed that the inner nodes of these paths
do not intersect T ∗.
Case I There are two edge-disjoint paths from T ∗ ∪ {s} to v, such that
both avoid T1. Let us take a minimum cost pair of paths P1 ∪ P2 described
above according to the cost function c. Then we decrease f on the 3-valued
arcs of P1 and P2.
Case II No such pair exists. We take a minimum cost P1∪P2 from T ∗∪{s}
to v according to the cost function c. Then we decrease f on the 3-valued
arcs of P1 and P2.
Step 4 Finally, we check in the topological order of the nodes, whether
every 3-valued outgoing arc has a 3-valued predecessor, and if not, we decrease
its value to 2.
Theorem 2.6.1 (B-K, Király [24]). The function f constructed has a realiz-
able extension for demand τ = (T1, T ′2, T ′3) for which T2 ⊆ T ′2 and (T ′2 ∪ T ′3) ⊇
T \T1. Heuristic 2-Max sends at least one layer to each receiver and within this
constraint it sends at least two layers to the maximum number of receivers.
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2.6.2 A connectivity algorithm for determining maximal
1-sets and 2-sets
Goals: we are going to give a distributed, linear time algorithm for the
following problems:
• Determine λ(s, v) for all v, but if it is ≥ 3 then only this fact should be
detected.
• For each v with λ(s, v) = 1 determine the incoming arc of the unique
maximal 1-set containing v.
• For each v with λ(s, v) = 2 determine the incoming arcs of the unique
maximal 2-set containing v.
We assume that ∗ is a special symbol which differs from all arcs.
During the algorithm each node v (except s) waits until it hears mes-
sages along all incoming arcs, then it calculates λ(s, v), and the 3 messages
m1(v),m2(v),m3(v) it will send along all outgoing arcs.
The algorithm starts with s sending m1(s) := m2(s) := m3(s) := ∗ along
all outgoing arcs.
We need to describe the algorithm for an arbitrary node v ∈ V −. First
v waits until hearing the messages on the set of incoming arcs denoted by
IN(v) = {a1, . . . , ar}. When on an arc ai it hears a ∗, it replaces it by ai. Let
the messages arrived (after these replacements) on arc ai bemi1,mi2,mi3. Then
v examines the set M1(v) = {mi1}ri=1. If |M1(v)| = 1 then v sets λ(s, v) := 1
and m1(v) := m2(v) := m3(v) := m11, otherwise it sets m1(v) := ∗.
Next v examines the set M2(v) =
⋃r
i=1{mi2,mi3}. If |M2(v)| = 2 then it
sets {m2(v),m3(v)} = M2(v), and if λ(s, v) was not set to 1 before, it sets it
to 2.
Let us call an entering arc aj important for v, ifmj1 /∈
⋃
1≤i≤r,i6=j{mi2,mi3},
and let Iv denote the set of important arcs for v. If |M2(v)| > 2, then v next
examines the set M ′2(v) =
⋃
i∈Iv{mi2,mi3} ∪
⋃
i/∈Iv{mi1}, and if |M ′2(v)| = 2,
then it makes the same steps with M ′2(v) as described before with M2(v).
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Finally, if both |M ′2(v)| and |M2(v)| are greater than 2 and λ(s, v) was
not set to 1, v examines M1(v) again, and if |M1(v)| ≤ 2, then it sets
{m2(v),m3(v)} = M1(v), and it sets λ(s, v) to 2.
If they were not set before, let m2(v) := m3(v) := ∗ and λ(s, v) = 3.
An sv cut is a set of arcs, which intersects every sv path.
Claim 2.6.1. Let v ∈ V −. Each of the sets M1(v), M2(v) and M ′2(v), when-
ever defined, contains an sv cut.
Proof. For an arc a, let us call an arc set an a-arc-cut if it intersects every
directed path from s ending with a. Note that the arc a itself is an a-arc-cut,
and the union of arc-cuts for all the entering arcs of a node v form an sv
cut. Also, for an arc uv, an su cut forms a uv-arc-cut. To prove the claim,
inductively we can assume, that on an arc uv either m1(uv) = ∗ or m1(uv)
is an su cut, and also either set {m2(uv),m3(uv)} = {∗} or is an su cut. In
all cases, after the replacement, node v hears along arc uv an m1 that forms
a uv-arc-cut and m2,m3 that form also a uv-arc-cut, proving the claim.
Theorem 2.6.2 (B-K, Király [24]). For every node v ∈ V −, the algorithm
correctly calculates λ(s, v). If λ(s, v) = 1 then m1(v) is the incoming arc of
the unique maximal sv set with %(X) = 1. If for the arc uw entering this set
X we have λ(s, u) = 2, then {m2(v),m3(v)} = {m2(u),m3(u)}. If λ(s, v) = 2
then m2(v),m3(v) is the pair of incoming arcs of the unique maximal sv set
with %(X) = 2.
Proof. First suppose that λ(s, v) ≥ 3. By Claim 2.6.1, |M1(v)| ≥ 3, |M2(v)| ≥
3. and |M ′2(v)| ≥ 3. Consequently in this case node v correctly concludes
λ(s, v) ≥ 3 and it will send ∗s as messages.
Now suppose λ(s, v) = 1, and let X denote the unique maximal set with
s 6∈ X, v ∈ X, %(X) = 1, and let uw be the unique arc entering X. In
this case clearly m1(w) = uw (otherwise m1(w) would be an arc e entering
another set Y with u ∈ Y and %(Y ) = 1, but then X ∪ Y would be a bigger
set with one incoming arc). It is easy to see that now along every arc inside X
the first message is also uw, so only this message arrives at v as first message
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and then v correctly sets λ(s, v) = 1. Also, if λ(s, u) = 2, then inductively
we may assume that |{m2(u),m3(u)}| = 2 hence M2(z) remains this set for
every node only reachable from u, including v.
Finally suppose λ(s, v) = 2, and let X denote the unique maximal sv set
with %(X) = 2, and let uw and u′w′ be the two arcs entering X. Note that
λ(s, u), λ(s, u′) > 1, otherwise X would not be maximal. That is, m1(u) =
m1(u
′) = ∗. By Claim 2.6.1, |M1(v)| ≥ 2, so v does not set λ(s, v) to one.
As D is acyclic with a unique source s, and every node is reachable from
s, the subgraph of D spanned by X either contains one source, say w, or
contains two sources: w and w′ (a source must be the head of an entering
arc).
Case I w = w′. As w is the source ofG[X], we have %(w) = 2, so |M1(w)| =
2 and {m2(w),m3(w)} = {uw, u′w}. Therefore every node x inside X has
M2(x) = {uw, u′w}. As |M2(v)| = 2, v sets λ(s, v) = 2.
Case II w 6= w′. Let X1 denote the set of vertices x ∈ X only reachable
from one of w and w′. It follows that λ(s, x) = 1 for all x ∈ X1 hence every
x ∈ X1 has M1(x) = {uw} or {u′w′}. If node v is a source of G[X \ X1],
then M1(v) = uw, u′w′. For a node v ∈ X \ X1 with entering arcs from X1
and also from X \ X1, it holds that {uw, u′w′} ⊆ M2(v), since an entering
arc a not coming from X1 is important for v and it carries {uw, u′w′} in
{m2(a),m3(a)}. An arc b coming from X1 carries uw or u′w′ in m1(b), so b is
not important. Hence M ′2 = {uw, u′w′}. Finally for a node v ∈ X \X1 with
all entering arcs from X \X1, clearly M2 = {uw, u′w′}.
2.6.3 Experimental results
We compared our heuristic 2-Max for three layers with the heuristic of
Kim et al. which they called minCut [22].
We generated random acyclic networks with given number of nodes and
given arc densities. Then we chose some nodes as receivers with a given prob-
ability. Finally for every receiver t we calculated i = min(3, λ(s, t)) and put t
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randomly into one of the sets T1, . . . , Ti.
The comparison is not easy, because there is no obvious objective function
that measures the quality of the solutions. Generally we can say that none of
the algorithms outperformed the other. To illustrate this we show an example,
which was run on random networks with 551 nodes and 2204 arcs and with
probability 0.1 for selecting receivers. We describe only the number of nodes
in T3 receiving 1,2, or 3 layers (see Figure 2.2).
Figure 2.2: Comparison on one specific example for users with demand 3.
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Figure 2.3: Comparison of weighted performances with varying number of
nodes.
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For making more precise comparison, we had to define a realistic objective
function. As both heuristics carry the base layer to every receiver, we did not
give a score for these. The objective function we chose is 2·r22+1.8·r23+2.7·r33,
where r22 is the number of receivers in T2 that received two layers, r23 is the
number of receivers in T3 that received two layers, and r33 is the number of
receivers in T3 that received three layers. The ideology behind this is the
following. A receiver with demand two is absolutely satisfied if it receives two
layers. A receiver with demand three is a little bit less satisfied if it receives
two layers, but much more happy than one receiving only one layer. And a
receiver receiving three layers is 1.5 times more satisfied than one receiving
only two.
We made series of random inputs with varying number of nodes. For each
node number we generated 10 inputs, calculated the scores defined above,
and averaged, this score makes one point in the graphs shown in Figure 2.3.
Implementations were carried out with LEMON C++ library [9].
2.7 Performance of randomized height bound-
ing network coding algorithms
The notion of fan-extension was applied in the previous section for feasible
network code construction. In this section we show how it can be generalized
to determine the expected performance of a family of randomized layered
network coding heuristics such as minCut [22], which was already mentioned
in the previous section. As an application we give a new proof for the perfor-
mance guarantee of minCut. Another useful consequence of these results is
that the expected performance can be determined without simulations.
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2.7.1 Height bounding randomized network coding al-
gorithms
Assume that a multi-layered network coding problem is given as described
in Definition 2.2.1. One can get a randomized network coding algorithm from
any function ` : A→ N the following way.
Definition 2.7.1 (Randomized height bounding heuristic). Assume a fixed
finite field Fq, and a function ` : A → N is given, which is called the height
bound function of the heuristic. Random network codes on the arcs are
generated in the topological order of the tails of arcs, depending on the per-
formance pq,` of their tails and function `. (Value pq,`(s) is defined to be k.)
If network codes are already generated for all entering arcs of a node u,
then its performance pq,`(u) is calculated. For an arc uv leaving u:
i) if `(uv) ≤ pq,`(u), then c(uv) is chosen from 〈e1, . . . , e`(uv)〉 with uniform
distribution.
ii) if `(uv) > pq,`(u), then c(uv) is a vector cp(uv) chosen from 〈e1, . . . , epq,`(u)〉
with uniform distribution, plus a random linear combination of global co-
efficients on all those arcs entering u which have height at least pq,`(u)+1
and at most `(uv). (If there is no such arc and pq,`(u) = 0, then c(uv) =
0.)
2.7.2 Performance characterization
In this subsection we show that the expected performance and height of a
randomized height bounding heuristic converges to a height-performance pair
as the field size tends to infinity.
In order to get estimations on pq,`, we introduce some new notions.
Definition 2.7.2. Let H be a height function in a network. For a set of arcs
R ⊆ A, let hd(R) (height-dimension of R) denote the maximal integer i
for which |{a ∈ R| j ≤ H(a) ≤ i}| ≥ i− j + 1 for every 1 ≤ j ≤ i.
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Theorem 2.7.1 (B-K, Király). For a fixed height bound function ` and a
finite field Fq, let hq,` and pq,` denote the random height and performance
functions of the algorithm, respectively. There exists a height-performance
pair (H`, P`) on D such that
• lim
q→∞
Prob
(
hq,`(uv) = H`(uv)
)
= 1 for all uv ∈ A,
• lim
q→∞
Prob
(
pq,`(v) = P`(v)
)
= 1 for all v ∈ V .
Moreover, H` and P` can be determined in polynomial time.
Proof. We are going to give an inductive proof, calculatingH` and P` in a fixed
topological order. For the source s, P`(s) := k. Let us fix a topological order
of D, and let v∗ denote the last node. Suppose that the inductive assumption
holds for the subgraph D − v∗. For an arc uv∗ ∈ A, value H`(uv∗) can be
determined from values earlier in the topological order, as the following lemma
shows.
Lemma 2.7.3. For an arc uv∗,
i) if P`(u) ≥ `(uv∗) then H`(uv∗) := `(uv∗),
ii) if P`(u) < `(uv∗) then H`(uv∗) := max{H`(wu)|wu ∈ A,H`(wu) ≤
`(uv∗)}).
Proof. Case i): By the inductive assumption, for every 0 <  < 1 there exists
an N such that Prob
(
pq,`(u) = P`(u)
)
> 1 −  for every q > N. When
pq,`(u) = P`(u), the randomized heuristic over Fq generates on arc uv∗ a
global coefficient of height `(uv∗) with probability 1− 1
q
, so Prob
(
hq,`(uv
∗) =
`(uv∗)
)
> (1− )(1− 1
q
), which proves the claim for this case.
Case ii): Let wu be an arc entering u with H`(wu) = H`(uv∗). By the
inductive assumption, for every 0 <  < 1 there exists an N such that
Prob
(
hq,`(wu) = H`(wu)
)
> 1 −  for every q > N. The key observation is
that Prob
(
hq,`(uv
∗) = H`(uv∗)
)
> (1− )(1− 1
q
), which similarly proves this
case of the claim.
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The remaining part of the inductive step is the calculation of P`(v∗). Note
that we may assume by the inductive assumption that H` is defined on every
arc of A, and P` is defined on V − v∗.
We are going to use an auxiliary digraph D∗ = (V ∗, A∗) similar, but not
identical to the ones defined in Theorem 2.4.3. We are going to see that some
random network codes on D∗ and D correspond to each other with high
probability.
The nodes of D∗ are the following: V ∗ = V ∪{t1, . . . , tk}∪{zIa, zOa |a ∈ A}.
The arcs of A∗ consist of several different sets. First, we add arcs sti, 1 ≤ i ≤ k
to the graph. Then we add i−1 parallel ti−1ti arcs for each 2 ≤ i ≤ k, denoted
by (ti−1ti)j for 1 ≤ j ≤ i − 1. For each arc uv ∈ A we add arcs zIuvzOuv and
zOuvv to A∗. If an arc uv ∈ A is free, we add arc tH`(uw)zIuw to the graph. For
a non-free arc uv ∈ A we add all arcs zOxuzIuv, where (xu, uv) is a pair in D
with H`(xu) ≤ H`(uv), and arc tP`(u)zIuv.
Definition 2.7.4. Let a finite field Fq be fixed. Let c0 and α0 denote the
following partial global and local coding coefficient functions over Fq, respec-
tively: c0(sti) = ei for 1 ≤ i ≤ k ,c0((titi+1)j) = ej for 1 ≤ i ≤ k for 1 ≤ j ≤ i ,
and
α0(tiz
I
uv, z
I
uvz
O
uv) = α0(z
I
uvz
O
uv, z
O
uvz
I
vw) = α0(z
I
uvz
O
uv, z
O
uvv) = 1.
A network code (α∗, c∗) on D∗ is an extension of c0, α0, if c∗ = c0 and
α∗ = α0 on the domains of c0 and α0, respectively.
We are going to consider random extensions of c0, α0. Global coefficients
on arcs of the form tizIuv are chosen with uniform distribution from 〈e1, . . . , ei〉.
Local coefficients on arcs of the form zOxuzIuv, zIuvzOuv are chosen independently
with uniform distribution from Fq. These values with (α0, c0) define a random
network code on D∗. Let (α∗, c∗) and (hq,c∗ , pq,c∗) denote the resulting random
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network code and height-performance pair on D∗.
Let us call a network code (α, c) on D smooth if pc = P` on V − v∗
and hc = H` on A. Similarly, let us call an extension (α∗, c∗) of (α0, c0)
smooth if pc∗ = P ∗ on V − v∗, where function P ∗ : V − v∗ → {0, 1, . . . , k} is
P ∗(u) = P`(u) for u ∈ V − v∗, and hc∗ = H∗ on A∗, where

H∗(sti) = i for 1 ≤ i ≤ k ,
H∗((ti−1ti)j) = j for 2 ≤ i ≤ k 1 ≤ j ≤ i− 1 ,
H∗(zIuvz
O
uv) = H
∗(zOuvv) = H`(uv) for uv ∈ A,
H∗(tizIuv) = i for a free arc uv ∈ A,
H∗(zOxuz
I
uv) = H`(xu) for a non-free arc uv ∈ A.
The following lemma shows the relationship between smooth extensions on
D∗ and smooth network codes on D.
Lemma 2.7.5. Let a finite field Fq be fixed. There is a bijection between
smooth extensions of (α0, c0) and smooth network codes of D such that pc∗(u) =
pc(u) for every u ∈ V for every (c∗, c) corresponding network code pair.
Proof. Similarly to L, let L∗ denote the set of pairs in D∗. Let LH be the
subset of those pairs (xu, uv), for which H`(xu) ≤ H`(uv) and uv is not free,
Let φ : A → A∗ denote the mapping φ(uv) := zIuvzOuv, and let ψ : LH → L∗
be ψ(xu, uv) := (zOxuzIuv, zIuvzOuv). The lemma is proved by two claims.
Claim 2.7.6. Let (α∗, c∗) be a smooth extension of (α0, c0). Then c(uv) =
c∗(φ(uv)), and cp(uv) = c∗(tPuzIuv), and α(xu, uv) = α∗(ψ(xu, uv)) gives a
smooth network code on D.
Proof. Since for every node u ∈ V −v∗, pc(u) = P`(u), c(uv) ∈ 〈e1, . . . , eP`(u)〉
if H`(uv) ≤ P`(u).
We can formulate the inverse of the former claim too.
37
Chapter 2. Multi-layer video streaming
Claim 2.7.7. Let (α, c) be a smooth network code on D. Then c∗(zIuvzOuv) =
c
(
φ−1(zIuvz
O
uv)
)
, and c∗(tPuzIuv) = cp(uv), and α∗(zOxuzIuv, zIuvzOuv) =
α
(
ψ−1(zOxuz
I
uv, z
I
uvz
O
uv)
)
gives a smooth extension of (α0, c0).
Proof. Since (α, c) is smooth, local coefficients α(xu, uv) = 0 for pairs with
H`(xu) > H`(uv), so the defined values indeed form a network code onD∗.
The existence of the bijection follows from Claims 2.7.6 and 2.7.7, proving
the lemma.
By the inductive assumption we know that the probability of a random
network code on D being smooth tends to 1. We can formulate an analogue
claim for random extensions.
Claim 2.7.8. lim
q→∞
Prob
(
(α∗, c∗) is smooth
)
= 1.
The existence of P (v∗) is proved from the existence of a similar value on D∗.
Lemma 2.7.9. There exists an integer P ∗(v∗) such that
lim
q→∞
Prob
(
pq,c∗(v
∗) = P ∗(v∗)
)
= 1.
This value can be determined in polynomial time.
Proof. Let F ⊆ A∗ denote the set of arcs of type tizIuv.
Claim 2.7.10. For a minimal sv∗-cut X∗ in D∗,
• lim
q→∞
Prob
(
pq,c∗(v
∗) ≤ hdH∗(∆in(X∗)
)
= 1.
• lim
q→∞
Prob
(
pq,c∗(v
∗) ≥ hdH∗(∆in(X∗) ∩ F
)
= 1.
Proof. Let Bv∗ and BX∗ denote the subspaces of Fkq spanned by the global
coefficients on arcs in ∆in(v∗) and ∆in(X∗), respectively. Then Bv∗ ⊆ BX∗
always holds. Since hq,c∗ ≤ H∗, we get the first part of the claim.
For the second part, since X∗ is a minimal cut, there are %(X∗) pairwise
arc-disjoint paths from the arcs of ∆in(X∗) to v∗. Let LX∗ denote the set of
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pairs of the form (zOxuzIuv, zIuvzOuv) such that xu, uv ∈ D∗X∗ ∪ ∆in(X∗). Local
coefficients of pairs in LX∗ are are exactly the ones chosen randomly for an
extension of (α0, c0) in D∗X∗ ∪ ∆in(X∗). Applying Claim 2.7.8 and that all
paths in D∗ are monotone increasing according to H∗, it can also be proved
that Prob(Bv∗ = BX∗) ≥ (1− 1q )|LX∗ |, which tends to 1 as q tends to infinity.
Let f = hdH∗(∆in(X∗) ∩ F
)
. Then Prob(〈e1, . . . , ef〉 ⊆ BX∗) ≥ (1− 1q )f ,
which also tends to 1 in this case, giving the proof of the claim.
Claim 2.7.11. There exists a minimal sv∗-cut X∗ in D∗ such that
hdH∗(∆
in(X∗)) = hdH∗(∆in(X∗) ∩ F ).
Proof. We show that the minimal sv-cut in D∗ with maximum size defines a
cut as described in the lemma. Assume indirectly that h := hdH∗(∆in(X∗)) >
hdH∗(∆
in(X∗) ∩ F ) := f . Then there exists an 1 ≤ i ≤ h such that ti /∈ X∗.
Let V ∗h denote the set of nodes cut from s by node set {t1, . . . , th}. From the
previous observation V ∗h 6⊆ X∗. Note that all paths in D∗ starting from a node
ti are monotone increasing according to H∗, so for every arc uv in ∆in(X)
with H∗(uv) ≤ h, u ∈ V ∗h holds. Since h = hdH∗(∆in(X)), there are at least
h such arcs. Then ∆in(V ∗h ∪X∗) ≤ |∆in(X)| − h + h, so it is also a minimal
sv-cut, contradicting the assumption. This proves the lemma.
The former claim with Claim 2.7.10 gives that P ∗(v∗) exists, and equals
hdH∗(∆
in(X∗). Since X∗ can be determined in polynomial time, P ∗(v∗) can
also be calculated.
Now we explain how the existence of P (v∗) follows from Lemma 2.7.9.
From the inductive assumption lim
q→∞
Prob
(
(αq,`, cq,`) is smooth
)
= 1, so com-
bined with Claim 2.7.8 and Lemma 2.7.5 we get that
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1 = lim
q→∞
Prob
(
pq,c∗ (v
∗) = P ∗ (v∗)
)
=
lim
q→∞
Prob
(
pq,c∗(v
∗) = P ∗(v∗)|(α∗, c∗) smooth ) =
lim
q→∞
Prob
(
pq,`(v
∗) = P ∗(v∗)|(αq,`, cq,`) smooth
)
=
lim
q→∞
Prob
(
pq,`(v
∗) = P ∗(v∗)
)
Hence P (v∗) = P ∗(v∗), which can be calculated in polynomial time, according
to Lemma 2.7.9. This concludes the proof of the theorem.
2.7.3 Performance guarantees
As an application of Theorem 2.7.1 we give a new proof for the perfor-
mance guarantee of minCut. First we define the height bounding function
minCut. Let a multi-layered network coding problem be given. We may as-
sume that all sink nodes are receivers. Values of minCut are calculated in
the reverse of a topological order. For entering arcs of a receiver node t
with no outgoing arcs, minCut(wt) := λD(s, t) for all wt ∈ A. If values
on all outgoing arcs of a node v are already defined, then minCut(uv) :=
min{minCut(vw)|vw ∈ A} if this minimum is greater than λD(s, v), and
λD(s, v) otherwise. In the latter case let us put node v to set U .
Theorem 2.7.2 (Kim, Lucani, Shi, Zhao, Médard [22]). If the fieldsize is
large enough, minCut sends the first layer to every receiver with high proba-
bility.
In fact, we prove a slightly more general statement.
Theorem 2.7.3 (B-K, Király). PminCut(t) ≥ 1 for all t ∈ T ∪ U and
HminCut(uv) ≥ 1 for all uv ∈ A.
Proof. We prove the theorem inductively, in the topological order of the
nodes. Suppose that the statement holds until node v∗. Applying Lemma 2.7.3
to an entering arc uv∗ and the inductive assumption that HminCut(wu) ≥ 1
for every wu ∈ A, we get that HminCut(uv∗) ≥ 1.
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Assume that v∗ ∈ T ∪ U .
Claim 2.7.12. PminCut(v∗) ≥ 1.
Proof. We will use the notations of Claim 2.7.11. From the lemma we know
that there exists a minimal sv∗-cut X∗ in D∗ with |X∗| maximal. Assume
indirectly that hd(∆in(X∗) ∩ F ) = 0. Then there are no sti arcs in ∆in(X∗).
If λD∗(s, v∗) = λD(s, v∗), then we get that PminCut(v∗) = λD(s, v∗) ≥ 1.
If λD∗(s, v∗) < λD(s, v∗), since there are fewer sv∗ paths in D∗ than in D,
there is a pair of consecutive arcs (wu, ux) with HminCut(wu) > HminCut(ux)
such that zIux ∈ X∗ but zOwu /∈ X∗. Then u ∈ T ∪ U , so from the inductive
assumption PminCut(u) ≥ 1. But then arc t1zIux ∈ ∆in(X∗), contradicting the
assumption that hd(∆in(X∗) ∩ F ) = 0.
The claim concludes the proof of the theorem.
2.7.4 Open problems
We mention two possible topics for future research. Let F ⊆ 2k denote
the set of allowed requests a receiver may have. In the multi-layered network
coding problem F = {[0], [0, 1], [0, 1, 2], . . . , [0, 1, . . . , k]}. It is a possible gen-
eralization to consider demands with a laminar structure, when for each pair
of sets X, Y ∈ F either X ⊆ Y or Y ⊆ X.
Another possible direction is to modify the height bounding randomized
heuristic framework. Let Bv denote the subspace of Fq spanned by the global
coefficients on arcs entering node v. Then we may choose c(vw) randomly
from Bv ∩ 〈e1, . . . , e`(vw)〉.
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Chapter 3
Wireless multi-layer multicast
This chapter summarizes work carried out with Pedersen, Lucani and
Fitzek during a visit at Aalborg University [28]. The main focus was to explore
possible applications of multi-layer network coding, presented in the previous
chapter, in a real-world setting. Results presented are more practical than
theoretical, compared to other chapters.
3.1 Introduction
Efficient video delivery for devices with heterogeneous requirements and
capabilities has posed significant challenges from a network use perspective.
Although it is possible to deliver different video qualities to different users by
using separate data streams, this solution is highly inefficient as it does not
exploit the inherent dependencies of these data streams. Multiple Description
Coding (MDC) and Scalable Video Coding (SVC) have provided alternatives
to cater to users with different quality demands.
More recently, network coding has shown an interesting potential for en-
hancing the performance of layered schemes for achieving higher throughput
in the network, e.g., [22, 24, 44] or compensating for inherent packet losses
in wireless environments, e.g., [29]. In particular, work in [22] studied the
case of layered multicast on wireline networks proposing a simple message
passing algorithm to solve the demands of multiple receivers and exploiting
on demand decoding at intermediate nodes for enhanced performance. [24]
provided a generalization to the approach in [22] presenting an algorithm
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Figure 3.1: Basic broadcast topology and encoding decoding matrices
that solves the problem for two layers optimally for certain natural objective
functions as well as useful heuristics for the case of three layers. The work
in [44] provided heuristics for coding across multiple layers, as [22], but with-
out allowing for decoding at interior nodes and assuming full knowledge of
the network’s topology. [43] studied the joint design of multi-resolution codes
and network coding while [29] provided network coding structures for better
delay/reliability in the presence of multi-layer codes for video applications.
Random linear coding strategies with overlapping and non-overlapping time
windows are compared in the multi-layered setting in [42]. Optimization of
rateless code schemes for diverse users were studied in [17] and [33].
In a wireless multi-layered multicast setting, receivers with different com-
putational power and demands make use of different types of encoded packets.
We present a scheme that splits higher layers into sublayers and sends inter
and intra-layer packets with different probabilities. The advantage of this flex-
ibility is that it can increase the coding advantage of users with low-demand
by extracting information from inter-layer packets. To the best of our knowl-
edge, the effect of layer sizes on this coding advantage has not been investi-
gated. The scheme takes the synthesis of users into account and determines
its parameters, sublayer sizes and probabilities, based on user preferences.
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The rest of this chapter is organized as follows. Section 3.2 describes the
wireless multicast problem, and Section 3.3 presents the proposed solution
with formulas for the performance of different user types. Performance com-
parison is discussed in Section 3.4 and numerical results are presented in
Section 3.5.
3.2 Problem Formulation and Contributions
Network coding requires an increased computational complexity from user
devices, which may have limitations on its applicability. Increasing the number
of packets encoded together also increases the complexity of the decoding
phase. Network coding algorithms for multi-layer content typically distinguish
two types of coded packets, according to the number of layers the packet
contains data from:
• Intra-layer packets contain data from one single layer only, in our case
the base layer.
• Inter-layer packets may contain encoded packets from several layers,
and they require higher computational capacity.
Users may have different preferences on the type of the encoded packets.
Figure 3.1 shows an example with two layers and presents three user types
with different demands and computation abilities. User 1 requests two layers
because of its screen with high resolution and its computational capability
to decode inter-layer packets. Thus, it exploits inter-layer packets mixing the
two layers for recovering both available layers. User 2 has a lower computation
power and only requests the first layer, so it only exploits intra-layer packets
containing the base layer only. Finally, User 3 also requests the first layer only
due to its screen limitation. However, since it is willing to invest additional
computational effort to get a better service, it will also extract information
from inter-layer packets. In our example, User 3 only exploits a part of the
inter-layer packets.
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We introduce a scheme for wireless multi-layer multicast which takes het-
erogeneity of users into account. It addresses the problem of finding the trade-
off between sending intra-layer packets of the base layer, and inter-layer pack-
ets mixing the base layer and one refinement layer. In addition to the concept
of mixing inter- and intra-layer packets, we divide higher layers into sublay-
ers. An inter-layer packet contains encoded packets from the base layer and
some encoded packets from one specific sublayer. The reason for the con-
cept of sublayers is that it decreases computational complexity and increases
useful information extracted from inter-layer packets for User 3.The nature
of the analysis and implementation using sub-layers allows us to easily map
scenarios with more than two layers into our overall solution.
The overall goals of our work are the following:
• Reduce (and make more deterministic) the time to get the base layer for
all receivers as well as reducing their time to recover all desired layers.
• Exploit the inherent, heterogeneous computing capabilities of different
devices to improve their overall performance.
• Provide a single encoding structure that allows heterogeneous receivers
to improve their service quality. Since we assume the different data
packets have the potential to be received at each destination, these
destinations should have the ability to use them if needed.
• Provide an explicit trade–off in performance between different types of
receivers.
3.3 Proposed Scheme
We consider a source S transmitting coded packets. The data is split in n
layers, namely, Layer 1 (L1), Layer 2 (L2), . . . , Layer n (Ln) where li packets
compose layer i. We say that Li is higher than Lj if i > j. Correspondingly, if
i < j, then Layer i is lower. In order to use Li, a receiver needs to also decode
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all the data packets corresponding to lower layers. The source creates linear
combinations of only L1 packets with probability p1, while with probability pi
it will generate coded packets involving all L1 packets and some or all of the Li
packets. The latter contains several cases, where we divide Li in Ki sublayers
of size di packets, each sublayer with probability 1/Ki is to be chosen. The
reason for this code structure is that there are different L1 receivers. For
example, L1 receivers with limited computing capabilities will only use L1
packets. However, L1 receivers with more computational resources, e.g., a
mobile device with a fast processor but a small screen, can exploit some of
the combinations of L1 and Li packets. Our goal is in part to characterize the
appropriate pi and Ki to improve performance of the different receiver types.
Note that a larger Ki will benefit L1 receivers with additional computing
capabilities, because they will be able to decode Layer 1 without getting all
degrees of freedom to decode both L1 and Li. However, a larger Ki makes for
a less efficient code, i.e., requiring more coded packets to decode both L1 and
Li.
The choice of 1/Ki as the probability to choose sub-layer i is optimal for
cases where all receivers have the same channel loss probability. This choice
can be modified in the event of channel asymmetries or if some sub-layers
are known to be discarded by all devices interested in L1. However, this
optimization is out of the scope of our current work.
3.3.1 Preliminaries
For our analysis, we make the following assumptions
• Large Finite Fields: Arithmetic operations are performed in a finite
field with a large number of elements. Thus, a coded packet of a specific
sub-layer will provide an independent linear combination if the rank
at the receiver can be increased with any coded packet of the given
sub-layer.
• Minimal Feedback from Receivers: Receivers provide only mini-
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malistic feedback indicating that the receiver has successfully decoded
its intended layer(s). This allows the system to manage a large number
of receivers with limited signaling.
• Communication Channel: Transmissions are broadcasted to differ-
ent nodes in the network. Unless stated otherwise, we focus on the case
of a wireless, single hop broadcast network as in Figure 3.1. Packet
losses are assumed to be independent.
3.3.2 Encoding, Recoding and Decoding Approaches
The following descriptions are based on our implementation of the al-
gorithms in the Kodo [38] network coding library. The implementation and
simulations used in this chapter can be downloaded as a standalone package
from [16].
• Encoder: In order to implement the layered encoding we used a simple
scheme requiring only three minimal changes to an existing RLNC en-
coder. 1) Before encoding a symbol randomly select a coding layer Lm
according to the layer probabilities pm, where 0 ≤ m ≤ n. 2) Generate
only non-zero coding coefficients up until the size dm of the chosen cod-
ing layer. 3) Include the layer index into the encoded symbol allowing
the decoder to easily identify which layer was used for the encoding.
• Decoder: In order to implement the proposed scheme we needed to
construct a decoder capable of decoding a specific layer Li while utilizing
j out of a total n layers, where i ≤ j ≤ n. As with the encoder this goal
was achieved in three stages (see Fig. 3.2). 1) Extract the layer index
of the incoming symbol. If the layer index is larger than j discard the
symbol. 2) Otherwise pass the symbol to the elimination decoder. The
purpose of the elimination decoder is to remove the Lj contribution in
the incoming symbols so that it becomes useful for decoding layer Li.
3) If the elimination decoder successfully removed the Lj contribution
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1 0 0 1 0 1 0 0
Incoming encoding vector:
Elimination 
decoder
Symbols from the Li desired layers
0 0index
1 0 1 1 1 0
0 0 1 1 0 1
0 0 0 1 0 0
Li decoder
1 0 0 1
0 1 1 1
0 0 0 0
0 0 0 0
1 0 0 0
0 1 1 0
0 0 0 0
0
Symbols from the Lj utilized layers
0
Symbols from the discarded layers
0 1
Layer 
filter
Pass if Lj eliminated 
discard
index > j
Li Lj Ln
Figure3.2:DecodingprocedureforanLidecoderwithdi=4,dj=6and
dn=10.Symbolsarepassedthroughthreestageswheretheﬁrsttwoonly
conditionalyforwardthesymbol.DecodingiscompletewhentheLidecoder
reachesfulrank.
fromtheincomingsymbolitcanbepassedtotheLidecoderforactual
decoding. WiththisstructureweareabletodealwithalchoicesofLi,
LjandLn.
•Recoder:Recodingatintermediatenodeswithoutalteringthecod-
ingstructurerequiresthesystemtocontrolwhichsub-layerscanbe
combinedforgeneratingacodedpacketofagivensub-layer.Asim-
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ple approach lies in creating a random linear combinations of all coded
packets of that sub-layer and sub-layers that have less data packets. This
exploits the structure of the source’s stream to preserve such structure.
Clearly, this recoding procedure benefits higher sub-layers. A more ad-
vanced and computationally demanding approach is to perform partial
decoding of higher (sub-)layers in order to exploit packets from these in
the recoding of lower (sub-)layers.
Remark 3.3.1. Although we study the case of two layers, the management
of multiple layers is straightforward in terms of the encoding, recoding, and
decoding schemes. The reason is that we are inherently defining sub-layers
for layer L2. Some of these sub-layers can also be full layers in future settings.
Clearly, changes in the probabilities of sending each sub-layer will change to
provide the desired service.
3.3.3 Delay Performance of Different Receiver Types
In this subsection, we give exact values for the expected number of pack-
ages users need to receive in order to be able to decode the demanded layer(s).
We present formulas for all the three types of users presented in Section 3.2.
Calculations can be extended for the general case of n layers applying similar
techniques.
Definition 3.3.2. A packet is called a 1-packet, 2-packet and 1-2-packet
if it is an encoded packet from original packets of L1, L2, and both layers,
respectively.
Let x1 denote the total number of coded packets received when L1 becomes
decodable for a receiver using only 1-packets. Then, since the last packet
received must be a 1-packet and the number of previously received packets
has a binomial distribution,
Pr(x1 = n) =
(
n− 1
l − 1
)
pl1(1− p)n−l1
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The expected value of x1 can be expressed with the following formula:
E(x1) =
∞∑
n=l1
n
(
n− 1
l − 1
)
pl1(1− p)n−l1
Definition 3.3.3. For a 1-2-packet m let m1 and m2 denote the 1-packet and
2-packet reduced from m by taking the coefficient vectors of only L1 and L2,
respectively. Similarly, we define M1 and M2 for a set M of 1-2-packets. For
such a set M , let SP(M) := (|M | − rank(M2))+ be called the surplus of M .
Let PrSP (N,K, d, b) denote the probability that a random set of 1-2-
packets has surplus exactly b. Note that the surplus of such a set is the sum
of surpluses of K disjoint subsets containing packets from a certain division.
Then, PrSP (N,K, d, b) can be calculated recursively for K > 1, N > 0:
PrSP (N,K, d, b) =
d+b∑
n=0
(
N
n
)
1
Kn
(
1− 1
K
)N−n
PrSP (N − n,K − 1, d, b′),
where b′ = b− (n− d)+.
Similarly, for b > 0 let Pr∗SP (N,K, d, b) denote the probability that a set of
N random 1-2-packets has surplus exactly b and the last packet m increases
the surplus, that is SP(M) > SP(M −m). Then, we have
Pr∗SP (N,K, d, b) =
d+b∑
n=d+1
(
N − 1
n− 1
)
(K − 1)N−n
KN−1
PrSP (N−n,K−1, d, b−(n−d)).
Now we are ready to express the expected number of packets a receiver needs
for decoding, if both 1-packets and 1-2-packets are used. Let x1|2 denote the
number if packets received when L1 becomes decodable. Note that x1|2 ≤
l1 + l2. Then, according to whether the last packet is a 1-packet or a 1-2-
packet we can distinguish between two cases.
Pr(x1|2 = N, last is 1-p.) =
l1∑
n=1
(
N − 1
n− 1
)
pn(1−p)N−l1 PrSP (N−n,K, d, l1−n)
51
Chapter 3. Wireless multi-layer multicast
Pr(x1|2 = N, last is a 1-2-p.) =
l1∑
n=0
(
N − 1
n
)
pl1(1− p)N−l1 Pr∗SP (N − n,K, d, l1 − n)
E(x1|2) =
l1+l2∑
N=l1
N
(
Pr(x1|2 = N, last is 1-p.) + Pr(x1|2 = N, last is 1-2-p.)
)
Let PrSP2(N,K, d, b) denote the probability that a set of N random 1-2-
packets has surplus at least b and all the divisions are decodable.
PrSP2(N,K, d, b) =
N−(K−1)d∑
n=d
(
N
n
)
(K − 1)N−n
KN
PrSP2(N − n,K − 1, d, (b− (n− d))+)
Let Pr∗SP2(N,K, d, b) denote the probability that a random set of N 1-2-
packets has surplus at least b, all the divisions are decodable and the last
message completes a division.
Pr∗SP2(N,K, d, b) = K
(
N − 1
d− 1
)
1
Kd
(
1− 1
K
)N−d
PrSP2(N − d,K − 1, d, b)
Let PrexSP2(N,K, d, b) = denote the probability that a random set of N 1-2-
packets has surplus exactly b and all divisions decodable.
PrexSP2(N,K, d, b) =
d+b∑
n=d
(
N
n
)
(K − 1)N−n
KN
PrexSP2(N−n,K−1, d, b−(n−d))
Let x12 denote the number of packets needed to decode both layers. According
to the type of the last packet there are three cases:
i, last packet is a 1-packet
ii, last packet is a 1-2-packet and L1 is completed with this packet
iii, last packet is a 1-2-packet and a division in L2 is completed with this
packet
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Note that cases (1) and (2) imply that x12 = l1 + l2. Hence, x12 > l1 + l2
implies case (3).
Pr(x12 = l1 + l2 and case i,) =
l1∑
n=1
(
l1 + l2 − 1
n− 1
)
pn(1− p)l1+l2−n PrexSP2(l1 + l2 − n,K, d, l1 − n)
Pr(x12 = l1 + l2 and not case i,) =
l1∑
n=0
(
l1 + l2 − 1
n
)
pn(1− p)l1+l2−n PrexSP2(l1 + l2 − n,K, d, l1 − n)
Pr(x12 = N > l1 + l2) =
N−l2∑
n=0
(
N − 1
n
)
pn(1− p)N−n Pr∗SP2
(
N,K, d, (l1 − n)+
)
E(x12) = (l1 + l2)Pr(x12 = l1 + l2) +
∞∑
N=l1+l2+1
N Pr(x12 = N > l1 + l2)
3.3.4 Optimization Criteria
The system’s optimization criteria can depend on the requirements of
the wireless system. For example, if the goal is to minimize the time of the
reception of a video frame (with different available layers), the goal is to
make all receivers decode at the same time their respective data. On the
other hand, if the goal is to optimize energy consumption of the system, then
the use of different sub-layers for decoding will affect the computational effort
(and processing energy) of the individual users and of the system as a whole.
The key of our approach is that not only p1 can be used as the variable
to tune performance, but rather one of a large group including the pi choices
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forthediﬀerentsub-layersaswelasthenumberandsizeofeachsub-layer.
Ourgoalisnottoprovideacomprehensivediscussionofthediﬀerent
optimizationoptions,butrathertoshowthatourprocedureopensthedoor
tomoreﬂexibleandpracticaloptimizations.
3.4 PerformanceComparison
Inthissection,wesimulatetheperformanceofthethreediﬀerentuser
typesintroducedinSection3.2andcompareittotheanalyticalresultsob-
tainedintheprevioussections.
ThebasicsetupofthesimulatorisshowninFig.3.3.Asshownasin-
glesourceisbroadcastingtothethreeusers,eachpacketsentislostwith
independentlossprobabilitye1,e2ande3.OnereceiverusesonlyL1coded
packets,oneuseskusesub-layerstohelpindecodingL1,andthelattergathers
alcodedpacketstorecoverL1andL2.Althoughinouranalysiswefocused
onthecasewithkuse=K,weshalexploreinmoredetailstheseoptionsfor
receiversinterestedinL1
Source Channel 
(loss)
Users
s
u1
u2
u3
Type
e1
e2
e3
L1 only
L1 use k 
sublayers
L2
.
Figure3.3:Simulatorsetupwithasinglesourcesbroadcastingtothreeusers
u1,u2andu3withthreediﬀerentdecodingrequirements.Duringtransmission
packetsarelostwithindependenterasureprobabilitiese1,e2ande3.
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3.5. NumericalResults
Inournumericalresults,weuseaskeyperformancemetricsthemean
numberofreceivedpacketsbyeachreceivertypeinordertodecodeitsin-
tendedlayer(s)andalsothemeantotalnumberoftransmissionstosatisfyal
threereceivers.
3.5 NumericalResults
Thissectionprovidesnumericalresultsusingtheimplementationdescribed
inSection3.4andtheanalysisfromSection3.3.3
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L1L2 Rx - GF(2^ 8) Imp.
Total Tx - GF(2^ 8) Imp.
tobothconﬁrmourana-
lyticalresultsandilustratethepotentialoftheproposedmechanism.
Figure3.4:Comparingtheoryandimplementationforthenumberofreceived
packetsperreceiverwhenL2has4packetsandL1has8packetsandK=1.
Figure3.4showstheperformanceofthethreetypeofreceiverswhenK=
1andcomparestheanalysisresultswiththeimplementationwith[16]when
usingGF(28)foritsﬁniteﬁeldoperations.Ontheonehand,thisﬁgureshows
thatthetheoreticalandpracticalresultsmatch.Ontheotherhand,itshows
thatreceiverswithhighcomputationalpowercanrecoverL1signiﬁcantly
fasterthanreceiversusingonlyL1foralvaluesofp1.Ifthesystemattempts
55
Chapter3. Wirelessmulti-layermulticast
tominimizetheoveralcompletiontime,ap1≈0.6wilbechosentostrikea
balancebetweenL1andL2receivers.However,anL1receivertodecode30
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Probability of Sending L1 [p1]
16
3236
44
64
128
256
512
Nu
mb
er 
of 
Pa
ck
ets
L2 Rx - GF(2^ 8) k_u = 1
L1L2 Rx - GF(2^ 8) k_u = 1
L1 Rx - GF(2^ 8)
L2 Rx - GF(2^ 8) k_u = 2
L1L2 Rx - GF(2^ 8) k_u = 2
L2 Rx - GF(2^ 8) k_u = 4
L1L2 Rx - GF(2^ 8) k_u = 4
%
fasterifitexploitsinter-layerpacketsforthesamesetting.
Figure3.5:Numberofreceivedpacketsbeforedecodingfromthethreereceiver
types,wheneachlayerhas16packets,anddividingL2intofoursub-layers
eachofsizefourpackets.kuseindicateshowmanyofthesub-layersarebeing
usedbythereceiverinterestedinL1butexploitingpartofL2.
Figure3.5showsthatsplittingintoK=4sub-layersbutlettingthere-
ceiversdecidehowmanyofthem(kuse)tousetodecodeL1alowsforreducing
thenumberofreceivedcodedpacketsbeforedecoding.Asshownintheﬁg-
ure,eventheuseofasinglesub-layer,i.e.,kuse=1,improvessigniﬁcantlythe
performanceofreceiversattemptingtorecoverL1withoutrequiringalarge
increaseintheprocessingcomplexity.Inthiscase,thesereceiverswouldneed
todecode20datapacketsinsteadof16datapackets.
Moreimportantly,Figures3.4and3.5showthatournovelencodingstruc-
turealowsforthesystemtohavemorepredictableandcontrolablebehavior
forL1receivers.Thisalsomeansthatthesystemislesssensitivetothechoice
ofp1todetermineoveralperformance.Furthermore,ourstructureprovides
moredegreesoffreedomforthereceiversandthetransmittertooptimize
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the overall system performance while exploiting each device’s heterogeneous
capabilities. In this way, more powerful receivers with adverse channel condi-
tions can exploit additional processing for coping with their current channel
and attain a better service quality. A key aspect is that the receiver could
make this choice independently from other devices’ policies.
3.6 Perspectives
Although we analyzed the case of no feedback or minimalistic feedback
without altering our policy, it is worthwhile to study more dynamic policies.
Namely, the probability p1 (or of any sublayer of Layer 2) could be changed
after a group of receivers has finished. For example, p1 could be made zero if
all computationally limited receivers have been satisfied, thus allowing for a
more efficient code structure for the remaining receivers. Clearly, this requires
that the system knows about which users are actively receiving the data.
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Chapter 4
Fixed local coefficients
In this chapter, we investigate various linear network coding problems
with partially predetermined coding coefficients. The first version of this prob-
lem, called deterministic network coding, was introduced by Harvey, Karger
and Murota [19]. They reduced both the unicast and multicast cases to ma-
trix completion. In order to avoid confusion of ‘deterministic algorithm’ and
‘deterministic network coding problem’ we call the latter the network code
completion problem (NCCP) throughout the chapter.
We also define a related new problem, called ‘fixable pairs problem’. We
give a sufficient condition for a subset of coding coefficients that can be fixed
arbitrarily to nonzero values, such that the remaining coefficients can be cho-
sen properly to attain a feasible network code. We present applications of
this model, and give necessary and sufficient conditions for the solvability of
network coding problems in heterogeneous networks.
In Section 4.1 we present deterministic and randomized algorithms for the
NCCP and present applications in wireless relay network problems. In Section
4.2 we discuss the problem of fixable pairs and present some applications on
heterogeneous networks.
4.1 Network Code Completion Problem
Suppose that a network coding problem is given.
Definition 4.1.1. For a subset of pairs M ⊆ L, a mapping α0 : M → Fq
is extendable, if there exist local coefficients α of a feasible network code
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such that α = α0 on M . Given a network coding problem with a subset of
pairs M ⊆ L with a mapping α0 : M → Fq, the network code completion
problem is to decide whether α0 is extendable.
4.1.1 Deterministic Algorithm
The multicast NCCP is equivalent to determining the simultaneous max
rank completion of the transfer matrices, and if the field size is greater than
the number of matrices given, then the matrices have a simultaneous max
rank completion as proved in [19, 23]. This result can be reformulated as
follows.
Theorem 4.1.2 (Harvey, Karger, Murota [19]). If q > |T |, a mapping is
extendable over Fq if and only if for every t ∈ T it is extendable for the
one-element terminal set {t}. Such an extension can be found in polynomial
time.
We give another, simple proof for this theorem. We use the polynomial
time algorithm of [19] for the unicast case as a subroutine.
Proof. For a terminal t ∈ T , let αt denote the extension of α0 which is feasible
for t and let ct : A → Fkq denote the corresponding global coefficients. We
start by defining α(`) = α0(`) for each ` ∈ M . Let `1, . . . , `p be an arbitrary
order of the pairs in L\M . We will determine a value α(`i) for each `i in this
order maintaining that the following mappings αit are feasible for every t.
αit(`) =
{
α(`) if ` ∈M ∪ {`1, . . . , `i},
αt(`) otherwise.
To show the existence of an appropriate α(`i) we prove some lemmas.
Lemma 4.1.3 (B-K, Király [25]). Let α, c denote the local and global cod-
ing coefficients of a network code, respectively. By altering a local coefficient
α(uv, vw) to α′(uv, vw) = α(uv, vw) + β, the new global coefficients have the
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form c′(a) = c(a) + δaβc(uv) with an appropriate value δa ∈ Fq on every arc
a ∈ A.
Proof. We prove by induction on the topological order of the tails of the arcs.
If the tail of an arc is earlier in the order than v, then c′ remains c and the
claim clearly holds. For arcs leaving v, the only arc where c changes is arc
vw, and the claim is again clear. Suppose that the claim holds for every arc
with tail before z ∈ V and let zx ∈ A be an arc. From the linear combination
property we have c′(zx) =
∑
yz∈A α(yz, zx)c
′(yz) =
∑
yz∈A α(yz, zx)(c(yz) +
δyzβc(uv)) = c(zx) + βc(uv)
∑
yz∈A α(yz, zx)δyz, which proves this lemma.
Lemma 4.1.4 (B-K, Király [25]). Let vectors v1, . . . ,vk ∈ Fkq form a basis
of Fkq and let v ∈ Fkq , δ1, . . . , δk ∈ Fq. Then there is at most one value β ∈ Fq
satisfying that {v′i = vi + δiβv}ki=1 is not a basis.
Proof. If every δi is zero then the statement is obvious, so without loss of
generality we can assume that δ1 6= 0. By subtracting (δi/δ1)v′1 from each
vi (i = 2, . . . , k), we get that vectors {v′i}ki=1 form a basis if and only if
{v1 + δ1βv} ∪ {vi − (δi/δ1)v1}ki=2 does. Since {v1} ∪ {vi − (δi/δ1)v1}ki=2 is a
basis, the lemma follows from Claim 1.2.7.
Let cit denote global coefficients corresponding to αit.
Lemma 4.1.5 (B-K, Király [25]). Suppose that the values α(`1), . . . , α(`i−1)
are chosen such that ci−1t is feasible for t. Then for each t, there is at most
one choice of α(`i) such that cit is not feasible for t.
Proof. Since ci−1t is feasible, there is a k-element arc set Bt = {b1, . . . , bk}
entering t on which the global coefficients of ci−1t form a basis. Let `i =
(uv, vw). Mappings αi−1t and αit differ in at most one value (on `i), hence
from Lemma 4.1.3 we get that global coefficients on arcs in Bt have the
following form: cit(bj) = c
i−1
t (bj) + δbj(α
i
t(li)−αi−1t (li))ci−1t (uv). Lemma 4.1.4
says that there is at most one value of `i such that these vectors do not form
a basis.
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Since the size of the field is greater than |T |, indeed, a good value can
be chosen for each α(`i). If i = p then for every t we have αpt = α, and we
maintained the feasibility. This completes the proof of Theorem 4.1.2.
Remark 4.1.6. From Lemma 4.1.5 we also get that given a feasible network
code and a subset X ⊆ Fq such that |X| > |T |, every local coefficient can
be changed to a value from X such that the resulting network code remains
feasible.
Remark 4.1.7. In contrast to most previous approaches, our proof can be
applied on any acyclic network and hence is more general than former algo-
rithms for deterministic relay networks, which work on layered acyclic graphs
only.
Remark 4.1.8. It is open whether this idea can be adapted for the cyclic
case. Such an approach may give a faster algorithm than the one given by
Erez and Feder in [15] for the multicast case.
4.1.2 Randomized Algorithm
We use the proof presented in the previous subsection to give a new ran-
domized algorithm for the problem which can be applied over every finite field
Fq with q > |T |. Let a multicast NCCP be given. Applying results in [20],
Kim and Médard [23] gave a lower bound on the probability of a random
network code to be feasible over Fq in the model of [3].
Lemma 4.1.9 (Kim, Médard, [23]). If q > |T | and a mapping α0 : M →
Fq has a feasible extension, then the probability that a random extension is
feasible, is at least
(
1 − |T |
q
)|A′| ≥ 1 − |T |·|A′|
q
, where A′ is the subset of arcs
which appear as a second arc in a pair in L \M .
The idea of our Las Vegas algorithm is to first construct a random exten-
sion over a bigger field Fqr of size qr such that Fq is a subfield of Fqr . From
Lemma 4.1.5 we can deterministically modify it to get another extension over
Fq if q > |T |. Let α be a random extension of α0 over Fqr . If we choose r such
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that qr > 2|T | · |A′|, then from Lemma 4.1.9, α is feasible with probability
at least one half. If the extension is not feasible, we repeat generating other
random extensions till success. The expectation of the number of extension
generations is two. If α is feasible, the extension over Fq is constructed by
choosing for all ` ∈ L \M one-by-one a value f from Fq such that α, changed
only on ` to α(`) = f , remains a feasible network code.
Theorem 4.1.10 (B-K, Király [25]). If q > |T |, and there exists a feasible
extension over Fq then the algorithm finds one with probability one in poly-
nomial expected running time.
Proof. We only need to show that a suitable value from Fq can be chosen for
every pair ` ∈ L\M . In Lemma 4.1.3 we gave a formula, how the modification
of a local coefficient influences global coefficients. Combined with Lemma
4.1.4, for each t ∈ T we get that there is at most one value f ∈ Fqr such
that changing the value of α(`) to f destroys feasibility to t. Hence in any
subset X ⊆ Fqr with |X| > |T | there exists a value which preserves feasibility
for every terminal simultaneously. Since q > |T |, subfield Fq is such a subset,
which proves the theorem.
Remark 4.1.11. Further advantage of our algorithm is that it alters the
value of each local coefficient at most only once. In addition, there is no
restriction on the order of determining the coefficients.
4.1.3 An application in wireless relay networks
In this subsection we describe the model in [3] approximating the capacity
of a Gaussian wireless relay network, and explain why it is a special case of
network code completion.
A deterministic wireless relay network consists of a source s, a terminal
t and a set of transmitters L partitioned into ` layers L = {L1 ∪ . . . ∪ L`}.
(Note that this notion of layers is completely different from the concept of
multi-layered video streams.) Each transmitter in x ∈ L is represented by
63
Chapter 4. Fixed local coefficients
two sets of nodes Ix and Ox, modelling the input and output of x, respec-
tively. Connection between Ix and Ox is given by a directed bipartite graph
Gx(Ix, Ox, Ex), where Ix and Ox are the color classes of the bipartite graph
and Ex is the set of arcs, each arc oriented from Ix to Ox. Let Ij denote the
set of all input nodes of transmitters in layer j. Similarly we define Oj. The
source s can only send messages to input nodes of the transmitters in the first
layer L1, that is, I1. Output nodes in Lj can only transmit messages to input
nodes in Lj+1 and finally, terminal t receives information from output nodes
of layer L` only. These connections are also modelled by directed bipartite
graphs between Gs(s, I1, Es), Gj(Oj, Ij+1) (1 ≤ j < `) and Gt(O`, t, Et) with
orientation from s to I1 or from O` to t and from lower layer to higher. Simi-
larly to network coding, messages sent through the network are members of a
finite field Fq denoted by M1, . . . ,Mk. In the unicast transmission k messages
are sent from s to t. On each arc a linear combination of the messages is sent,
which we will call packets.
Definition 4.1.12. A transmission of k messages in a deterministic wireless
relay network consists of three components:
• a function m : Es → Fkq ,
• a subset A of input and output nodes called active nodes, such that
for each transmitter x, there exists a perfect matching between Ix ∩ A
and Ox ∩ A in Ex,
• for each transmitter x, a perfect matching Px connecting Ix ∩ A and
Ox ∩ A.
Given these components, packets sent on the arcs can be determined the
following way. Function m describes packets sent on arcs of Es: for an arc
e ∈ Es, packet (M1, . . . ,Mk) ·m(e) is sent. For an arc oxj ixj+1 between two
layers, if both endnodes active, the packet sent is the same as the packet sent
on the arc in Pxj connecting oxj to its input pair. Finally, for an arc ixox
connecting inputs and outputs in Px, the packet sent is the sum over Fq of
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the packets on arcs incident to ix and connecting ix with an active output
node from the previous layer. A transmission sends k messages to t if taking
the k-length coefficient vectors of the messages on packets of arcs in Et, they
span the whole k-dimensional space Fkq .
The deterministic wireless relay network problem is to decide
whether a transmission sending k messages from s to t exists. The capacity
of a deterministic wireless relay network is the maximum number of messages
that can be sent with one transmission.
Several polynomial time algorithms were given for the unicast version of
the deterministic wireless relay network problem. Yazdi and Savari [46] ap-
plied submodular flow techniques, Amaudruz and Fragouli [2] used augment-
ing paths, which Shi and Ramamoorthy [41] accelerated, and Goemans, Iwata
and Zenklusen [18] solved the problem with matroid union or intersection. All
of the approaches rely on the layered property of the model.
In [10], Fragouli and Ebrahimi, then Erez, Kim, Xu, Yeh, Medard in [23]
showed that the NCCP has an application for deterministic wireless relay
network models like the one defined above. Both also gave a min-max theorem
for the network capacity [4], [23].
Theorem 4.1.1 (Kim, Médard [23]). A deterministic wireless relay network
problem can be modelled as a special case of a network code completion prob-
lem.
Proof. Assume that a deterministic wireless relay network problem is given.
First we define a corresponding digraph D = (V,A). The node set contains
s, t and all input and output nodes. Arcs are also copied to D with the
same orientation. Finally, an extra node ve is added for each arc e = (ixox)
connecting an input and output of a transmitter x within a layer, subdividing
the connecting arc. Some local coefficients are also fixed the following way.
Local coefficients of the form (veoxj , oxj ixj+1) or (oxj ixj+1 , ixjve) are fixed to
1. Note that the only local coefficients not fixed are of the type (ixjve, veoxj).
First we show that a transmission sending k messages can be transformed
into a feasible network code completion on the corresponding digraph.
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Lemma 4.1.13. If there is a transmission sending k messages from s to t
then there is a solution of the corresponding network code completion problem.
Proof. If we set c := m on each outgoing arc of s and set a local coefficient
to 1 if (ixjve, veoxj) ∈ Px then it is easy to check that the resulting network
code defines the same sent packets, giving a feasible solution of the network
code completion problem.
Lemma 4.1.14. If there is a solution of the corresponding network code com-
pletion problem, then there is a transmission sending k messages from s to
t.
Proof. Assume first that a solution of the network code completion problem is
given with local and global coefficients α and c, respectively. If such a solution
exists, since |T | = 1, applying Remark 4.1.6 to set {0, 1}, we may assume that
all non-fixed local coefficients are either 0 or 1. For every bipartite graph Ex,
let Fx denote the set of those arcs for which the local coefficient corresponding
to the subdividing node is 1. We show in two steps that this subset can be
chosen to be a matching.
Claim 4.1.15. If for a transmitter x a node ox ∈ Ox has degree d > 1 in Fx,
then at least d− 1 local coefficients corresponding to entering arcs can be set
to zero resulting in a feasible network code.
Proof. Let ix1 , . . . ixd be the tails of arcs in Fx and let z1, . . . , zd denote the
global coefficients of arcs entering ox. Let ci denote the global coefficients of
the network code attained from c by setting local coefficient (ixjvej , vejox) to
zero. It is enough to prove that at least one of c1, . . . , cd is feasible, then we
can decrease the degree of ox in Fx one by one until d = 1 holds. Since all
local coefficients with ox as a middle node are fixed to one, if we apply Lemma
4.1.3 to ci it is easy to see that all δa values are the same for each 1 ≤ i ≤ d.
Then we get that if all ci global coefficients gave an infeasible network code,
then so would c, a contradiction.
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Claim 4.1.16. If for a transmitter x a node ix ∈ Ix has degree d > 1 in Fx,
then at least d− 1 local coefficients corresponding to outgoing arcs can be set
to zero resulting in a feasible network code.
Proof. The statement can be proved similarly to the previous claim.
Let us choose a feasible 0− 1 network code solution according to Claims
4.1.16, 4.1.15. We get that Fx is a matching for each x, and we choose Px = Fx
and active node are the endpoints of these arcs. Let us define c = m on Es.
Then we get that packets sent on the arcs are exactly the ones determined
by the network code also, which proves the lemma.
Combining Lemmas 4.1.13 and 4.1.14 we get the proof of the theorem.
Multicasting in deterministic wireless relay networks
The multicast version of the problem can be defined similarly to the uni-
cast case, except that a set of terminals T is given and a transmission sends
k messages if all terminals receive all messages. This problem can also be
modelled with network code completion.
Considering multicast capacity, similarly to the case of the original net-
work coding problem, nodes need to be able to perform network coding in
order to achieve the maximal multicast capacity. Note that here coding only
means that we let local coefficients of the form (ixve, veox) to have values dif-
ferent from 0 and 1, that is, we let ixox type arcs to multiply their transmitted
packet by a constant from the finite field.
It has been shown in several independent papers that the multicast capac-
ity with network coding equals the minimum of the unicast capacities: Kim
and Médard gave a randomized [23] while Yazdi and Savari [45] and Ebrahimi
and Fragouli [10] gave deterministic algorithms for the problem.
Former randomized algorithms for the NCCP have a lower bound on the
required field size which depends on the size of the network and the number of
terminals. We eliminated the first factor and presented randomized algorithms
for both the unicast and multicast cases over any field of size greater than the
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number of terminals. Our approach relies on the idea of a simple deterministic
algorithm for the NCCP, constructing a solution for the multicast problem
from solutions of the unicast special case.
4.2 Fixable sets and applications in heteroge-
nous networks
First we define the problem of fixable pairs. Assume that a network coding
problem is given.
Definition 4.2.1. We say thatM⊆ L is fixable if any nonzero-valued map-
ping α0 : M → Fq − {0} is extendable. The fixable pairs problem is to
decide whether a given set M is fixable or not. For a pair ` = (wu, uv) ∈ L,
wu and uv are the first and second arcs of the pair, respectively, and u is
the central node of the pair. Two pairs `1 and `2 are consecutive if the
second arc of `1 is the first arc of `2. A path contains a pair, if it contains
both of its arcs. For a subset of pairs M ⊆ L, a node is M-influenced if it
is the central node of a pair in M . A set of paths is M-independent if they
are pairwise arc-disjoint and any M -influenced node is contained by at most
one of them.
4.2.1 Sufficient Condition for a fixable set
In this section we give a sufficient condition for a subset M of pairs to be
fixable and present some applications in heterogeneous networks.
Theorem 4.2.2 (B-K, Király [26]). Let D = (V,A) an acyclic directed graph
and T ⊆ V − s a terminal set having a feasible network code for k messages
over Fq with q > |T |, and let M ⊆ L be a subset of pairs. If for every terminal
t ∈ T there exist k M-independent paths from s to t, such that none of the
paths contains two consecutive pairs in M , then M is fixable.
68
4.2. Fixable sets and applications in heterogenous networks
for i = 1...m do
if `i = (a, a′), a ∈ B and `i is contained in path Pj then
B ← B − a
arcnew ← a′
if a′ is the first arc of a pair `′ = (a′, a′′) ∈ M that is also contained
in Pj then
arcnew ← a′′
end if
B ← B + arcnew
if c(B) is not a basis then α(`i)← 1.
end if
end for
Figure 4.1: Exchanging an arc in B
Proof. We follow similar ideas for the network code construction as the ones
in [21] but instead of determining the global coefficients one-by-one in a topo-
logical order we determine the local coefficients in a special order. Let α0 be
an arbitrary nonzero-valued mapping on M . From Theorem 4.1.2, M is ex-
tendable if and only if it is extendable for every one-element terminal set
{t}. Let t be an arbitrary given terminal in T . We choose k M -independent
st-paths P1, . . . , Pk such that no path contains two consecutive pairs in M .
(This can be done by applying classical graph transformation techniques.)
First we consider the extension α of α0 which is zero on L \M . Let c denote
the global coefficients corresponding to α. If α alters during the algorithm
then c is modified accordingly. Let us fix a topological order of the nodes and
let `1, . . . , `|L\M | be an order of the pairs in L\M according to the topological
order of the heads of the second arcs. We determine the values of α on the
pairs in this order and maintain a set of arcs B = {b1, . . . , bk}, such that
bi ∈ Pi, and c(B) = {c(bi)}ki=1 forms a basis, and that B finally contains only
arcs entering t. First, let B = {a1, . . . , ak}. If there is a pair of the form (ai, a)
in M , where a ∈ Pi, then we replace ai with a in B, see Figure 1.
Claim 4.2.3. The modification of α(`i) does not modify any arc in B−arcnew.
Proof. The modification of α(`i) influences an arc e if and only if there is a
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path a′ = e0, e1, e2, . . . , ez = e such that α(ex, ex+1) is not zero for 0 ≤ x < z.
Note that such a pair cannot be in L\M because these pairs have bigger index
in our ordering, so their α-values would be still zero. Hence (ex, ex+1) ∈M for
each 0 ≤ x < z. Suppose that there exists such an arc e which is in B and is
not contained in Pj. Since Pj contains the head of a′, which is the central node
of (a′, e1) and the paths are M -independent, e1 cannot be in a path different
from Pj, so z ≥ 2. Hence both the tail and head of e are different from the
head of a′. There was a point when e got into B, let `(e) be the pair that was
being processed at that point. There are two cases: either e is the second arc
of `(e) or e is an arc following the second arc of `(e). In both cases, the head
of the second arc of `(e) is reachable from the head of the second arc of `i.
From the choice of the order of processing the pairs, `(e) should be processed
later than `i, which contradicts that `(e) was processed earlier than `i.
Claim 4.2.4. After processing a pair, c(B) form a basis of Fkq .
Proof. If α(`) remained 0, the claim clearly holds. Using Claim 4.2.3 we ob-
serve that we can apply Claim 1.2.7, so only one value β is wrong. Thus as
zero was wrong, value 1 must be good.
Claim 4.2.5. After processing a pair ` in the algorithm, for every arc b in B
one of the following hold:
• b enters t,
• for the arc b′ following b on Pj the pair (b, b′) is not in M .
Proof. Suppose that arc b does not enter t and (b, b′) ∈ M . Let us take the
step when b got into B. From the choice of Pj, there are no consecutive pairs
from M on Pj, so b cannot be the second arc of a pair in M contained in Pj.
Hence arcnew should have been b′ instead of b.
From Claim 4.2.5 and the choice of the order of pairs the final set B will
only contain arcs entering t, which proves the theorem.
Remark 4.2.6. It remained open to give an exact characterization for a
subset of pairs to be fixable.
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4.2.2 Heterogeneous networks
Here we give a characterization for the network capacity including the
case when some of the nodes are broadcasting. Let a network coding problem
be given. Suppose that a subsetW ⊆ V \(T ∪{s} ) of intermediate nodes can
only broadcast messages, that is, such a node sends the same message on
each of its outgoing arc. TheW -broadcasting network coding problem is
to decide the existence of a network code where every node in W broadcasts.
To the best of our knowledge, there has been no characterization known on
the existence of a feasible W -broadcasting network code. We say that a set of
st-paths is W -disjoint if the paths are pairwise arc-disjoint and each node
in W is contained in at most one of the paths. Note that the existence of k
W -disjoint st-paths can be checked in polynomial time.
Theorem 4.2.7 (B-K, Király, [26]). Given a W -broadcasting network coding
problem with q > |T | and , there exists a feasible network code, if and only
if for every t ∈ T there are k W -disjoint st-paths.
Proof. We are going to reduce the W -broadcasting problem to a special case
of a fixable pairs problem. Let D′ denote the graph attained from D by
expanding each node w ∈ W into two new nodes wi and wo with a new arc
wiwo such that the incoming and outgoing arcs of w become the incoming
and outgoing arcs of wi and wo, respectively. For a node v ∈ V \ W let
v = vi = vo. If there is a feasible W -broadcasting network code c on D,
then it can be modified to be a feasible network code c′ on D′ by setting for
uv ∈ A : c′(uovi) = c(uv) and for w ∈ W and for any wv ∈ A we define
c′(wiwo) = c(wv), this is legal as w is a broadcasting node, consequently
c(wv) is the same on every outgoing arc. Clearly, the existence of k W -
disjoint st-paths in D is equivalent with the existence of k arc-disjoint st-
paths in D′. This gives that the conditions of the theorem are necessary.
For the other direction, let M be the following subset of pairs in D′: M =
{(wiwo, wovi) | w ∈ W, wv ∈ A}. Note that M does not contain consecutive
pairs and since every central node of a pair in M has in-degree one, M -
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independentness follows from arc-disjointness. Applying Theorem 4.2.2 we
get that if there exist W -disjoint paths in D then M is fixable in D′ and so
we can take a feasible extension of the constant 1-valued mapping on M . Let
c′ denote the global coefficients of the network code. One can easily get the
global coefficients of a feasible network code on D by contracting arcs in D′
of the form wiwo, w ∈ W .
The fixable pairs problem can similarly model restrictions on incoming
messages, if each node in a subset W can only receive a fixed nowhere zero
linear combination of their incoming messages. This can also be handled ap-
plying Theorem 4.2.2 on the auxiliary graph D′ of Theorem 4.2.7, by fixing
for each w ∈ W the local coefficient on a pair of the form (uowi, wiwo) to
the corresponding value in the fixed linear combination.
Theorem 4.2.8 (B-K, Király [26]). Let a network coding problem be given
with q > |T | and a subset W ⊆ V such that every node in W only receives a
fixed nowhere zero linear combination of its incoming messages. There exists
a feasible network code if and only if for every t ∈ T there are k W -disjoint
st-paths.
An important application is when some intermediate nodes only receive
the XOR of their incoming messages (we assume that messages are from a
finite field of size 2d represented by d bits). The XOR of the incoming messages
can be regarded as the sum over the finite filed, and for each w ∈ W , every
local coefficient on a pair of the form (uowi, wiwo) is fixed to 1.
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Failure protecting network codes
In this chapter we present some applications of network coding for efficient
failure protection [8]. Our goal is to find a network code that resists a certain
number of arc failures, that is, deleting any subset of the arcs the network
code remains sufficient on the remaining subgraph without altering the local
coefficients. Such a network code requires minimal occupation of the network
but enables instant recovery. In the first part of this chapter we show efficient
algorithms and lower field size bounds for network code construction. In the
last section we present some negative results for the capacity case of the
problem [5].
5.1 Introduction
In every algorithm for network code construction the required field size is
an important parameter, because efficient algorithms require small field sizes.
As an example, for the classical multicast linear network code construction in
acyclic graphs, Li, Yeung and Cai in [32] showed that the max flow-min cut
property is necessary and sufficient for the existence, but their lower bound
on a sufficient field size depends on the size of the graph. It was Koetter and
Médard in [27] who showed that actually a lower bound of O(|T |k) is enough.
With other words, the required field size does not depend on the size of the
graph. Later Jaggi et al. [21] improved this lower bound to |T |. Our result
can be regarded as a step in an analogue series of results for failure protecting
network codes. Harvey et al. showed that for the existence of failure protecting
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network codes a natural min-max type condition is not only necessary but
also sufficient [19]. In their approach, the lower bound for the required field
size depends on the size of the graph. In this chapter we show that a lower
bound on the field size can be given which is independent from the number of
nodes or arcs in the graph. Our proofs rely on the connection with the topic
of network encoding complexity. Ideas used in the proofs are basically similar
to the techniques used in [13] for achieving better field size bounds in wiretap
networks.
5.2 Problem formulation
The notion of failure protection can be defined in several ways. We use the
definition of [19] for failure protecting network codes, and our goal is to find
a network code that remains feasible after a certain number of arc failures ,
that is, deleting any subset of the arcs the network code remains feasible on
the remaining subgraph without altering local coefficients on failureless pairs.
Definition 5.2.1. Assume a network code (α, c) is given on a network. An
failure is a subset of arcs H ⊆ A, and the network code (αH , cH) resulting
from (α, c) by H is setting all local coefficients to zero on pairs intersecting H
(a pair (uv, vw) intersectsH if {uv, vw}∩H 6= ∅). If (α, c) is a feasible network
code, we say that (α, c) protects failure H, if (αH , cH) is also feasible. For a
positive integer d ∈ N a network code is d-failure-protecting, if it protects
any failure of size at most d. Similarly, given a set H ⊆ 2A of possible failures,
a network code is H-protecting if it protects every failure H ∈ H.
Note that such network codes enable a very fast, in fact instant recovery,
because there is no need to inform the whole network about the failure, only
a node with a failing entering arc needs to be able to recognize the failure.
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5.3 Previous and new bounds
5.3.1 Related work
In [19], the existence of a protecting code over sufficiently large fields was
characterized and a polynomial time algorithm was given by reducing the
problem to simultaneous matrix completion. Given a failure H, it is easy to
see that for the existence of an H-protecting network code it is necessary that
there remain k arc-disjoint paths to every receiver node from s in (V,A \H).
In [19], Harvey et al. showed that this is also sufficient, even for failure sets.
Theorem 5.3.1 (Harvey, Karger, Murota [19]). There exists an H-protecting
network code (α, c) if and only if for every H ∈ H there are k arc-disjoint
paths from s to every receiver in (V,A \H). Moreover, a protecting network
code can be chosen over any field of size q > |T ||H| in time O(|T ||H|(m3 logm+
|L|m2)).
We can deduce the following theorem for the special case of d-protection.
Theorem 5.3.2 (Harvey, Karger, Murota [19]). There exists a d-failure pro-
tecting code if and only if λ(s, t) ≥ k + d for every receiver t. Such a code
can be found over any finite field of size at least |T |((m
d
)
+ · · ·+ (m
0
)
) in time
O(|T |((m
d
)
+ · · ·+ (m
0
)
)(m3 logm+ |L|m2)).
5.3.2 New bound
The main result of this chapter is that the term m can be eliminated from
sufficient field size bound for d-protection. Bahramgiri and Lahouti in [7] also
gave similarly network size independent lower bounds for the required field
size, but their algorithm used random network codes. For a summary on other
related results see the survey of Sanna and Izquierdo [39].
Theorem 5.3.3 (B-K [8]). If a d-failure protecting network code exists, then
such a network code can be found over any field of size q > |T |((N
d
)
+ · · · +
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(
N
0
)
), where N = 3
(|T |
2
)
(k + d)3. The running time of such an algorithm is
O(m2|T |(k + d) + |T |((N
d
)
+ · · ·+ (N
0
)
)N3 logN).
This lower bound on the field size may be much smaller for large graphs.
The idea of the proof is based on a completely different topic called network
encoding complexity. The proof will be described in 5.4.3, but first some
results from the area of encoding complexity are presented, which we will use
for the proof.
5.4 Network encoding complexity
5.4.1 Definitions and previous results
When constructing network codes in practice, one may notice that typi-
cally very few nodes perform actual coding, most nodes just forward one of
the incoming messages on each outgoing arc.
Definition 5.4.1. Given a network code (α, c), a node v is called a coding
node if there exists an outgoing arc vz such that there are at least two non-
zero local coefficients α(uv, vz) and α(wv, vz) corresponding to vz.
In the butterfly network for example (Figure 1.1), node w is the only cod-
ing node. The topic of network encoding complexity deals with the following
fundamental question: Given a network coding problem, what is the minimum
number of coding nodes for a feasible network code construction?
In [30], it was proved that the number of coding nodes can always be
bounded by a value independent of the size of the network.
Theorem 5.4.1 (Langberg, Sprintson, Bruck, [30]). Given a network such
that λ(s, t) ≥ k for every t ∈ T , there exists a feasible network code over any
finite field Fq with q > |T | with at most k3
(|T |
2
)
coding nodes.
The proof of the theorem is based on a reduction of the original graph to
an auxiliary graph with all internal nodes of degree two or three. Since we
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v
ein1
eout1
einδ
eoutδ
f outρ
f inρ
f out1
f in1
. . .
. . .
w1,1 w1,2 . . . wρ,δ
ein1
eout1
einδ
eoutδ
f outρ
f inρ
f out1
f in1
. . .
. . .
Figure 5.1: Substitution of node v in the first step.
also use this auxiliary graph in our proof, we repeat its detailed construction
in the following subsection.
5.4.2 Auxiliary graph construction
We describe a graph construction slightly different from that in [30]. We
can assume that each receiver node is a sink. The construction has four steps.
In the first step, each arc e is subdivided by two new nodes ein and eout. Then
each internal node is substituted by a set of arcs as follows. Let v denote such
a node with in-degree ρ and out-degree δ and with incoming and outgoing arcs
f1, f2, . . . , fρ and e1, . . . , eδ, respectively. For each 1 ≤ i ≤ ρ and 1 ≤ j ≤ δ we
add node wi,j and arcs (f outi , wi,j) (wi,j, einj ) to the graph (see Fig. 5.1). Note
that in this new graph nodes of the form ein and eout have out-degree and
in-degree one, respectively. In the second step, if a node of the form einj has
in-degree more than two, the incoming arcs are substituted by a graph, where
each node has in-degree at most two. Let w1,j, w2,j, . . . , wρ,j denote the tails of
arcs entering einj . Then for each 2 ≤ i ≤ ρ−1, arc wi,j is subdivided by a new
node zi and the head of arc (wi+1,j, einj ) is replaced by zi, as shown in Figure
5.2. Similar procedure is made on nodes of the form eout with out-degree more
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. . .
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w1,j w2,j w2,j
. . .
wρ−1,jwρ,j
z2
z3
zρ−1
Figure 5.2: Substitution of arcs entering einj .
than two.
The resulting graph after the two steps is denoted by D′ = (V ′, A′). Note
that every internal node in D′ has total degree at most three. We can observe
the following relationship between paths in D and D′.
Proposition 5.4.2. Let (fi, ej) be a pair in D. Then there is exactly one
path P ji from f outi to einj in D′. P
j
i is edge-disjoint from path P lk if and only
if i 6= k and j 6= l.
In the third step, we omit arcs from D′ as long as the connectivity require-
ments between s and the receivers are satisfied (λ(s, t) ≥ k for all t ∈ T ). Let
us denote the remaining graph D′′ = (V ′′, A′′).
Finally, in the fourth step nodes with exactly one indegree and outdegree
are replaced by a single arc as follows.
Definition 5.4.3. A branch of a graph D is a directed uv-path P in D such
that ρ(u) 6= 1 and δ(v) 6= 1 but all other in-degrees and out-degrees of nodes
in P are one.
Note that every arc in a graph is covered by exactly one branch. Specifi-
cally, in D′′ only nodes in T + s or with total degree three can be endpoints
of a branch. Let us substitute each branch of D′′ by a single arc and let us
denote the final graph by D∗ = (V ∗, A∗). In [30], Theorem 5.4.1 was proved
by the following lemma.
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Lemma 5.4.4. D∗ has at most
(|T |
2
)
k3 internal nodes.
For our proof we need to define a mapping φ from A′′ to A∗: for an arc
e ∈ A′′, φ(e) is the arc corresponding to the branch containing arc e in D′′.
For a set of arcs H ⊆ A′′, by abuse of notation, let φ(H) := {φ(e)|e ∈ H}.
5.4.3 Proof of Theorem 5.3.3
From Theorem 5.3.1 we get that for the existence of a d-protecting network
code on D, the existence of k+ d arc-disjoint paths from s to each receiver is
a necessary and sufficient condition. So we can construct the auxiliary graph
D∗ = (V ∗, A∗) for k + d paths. The idea is to find a d-protecting network
code on D∗ over a finite field, finally map it to an failure protecting code on
D over the same field.
From Theorem 5.4.1 we get that |A∗| ≤ 3(|T |
2
)
(k + d)3. Since internal
nodes have degree three, |L| ≤ 4|A∗|, so setting N = 3(|T |
2
)
(k + d)3 we get
that O(m3 logm + |L|m2) ≤ O(N3 logN + N3) = O(N3 logN). Note that
d-protection is equivalent to H-protection, where H is the set containing all
subsets of A∗ of size at most d. Since |H| = (|A∗|
d
)
+ . . . +
(|A∗|
0
)
, by applying
Theorem 5.3.1 to D∗, we get that there exists a d-protecting network code
(α∗, c∗) on D∗ over any finite field of size at least |T ||H|, where |H| is a
function of |T |, k, d.
Lemma 5.4.5. A d-protecting network code (α∗, c∗) on D∗ can be transformed
into a d-protecting network code (α, c) on D over the same finite field.
For continuity we leave the proof of the lemma for the next subsection.
Applying Lemma 5.4.5 for network code (α∗, c∗) we get Theorem 5.3.3.
5.4.4 Proof of Lemma 5.4.5
We map (α∗, c∗) one-by-one to D′′ then D′ and finally D, always main-
taining d-protection and the field size. The existences of these mappings are
proved by three claims. First we show that a network code on D′ can be
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naturally transformed into one on D , and failure protection is preserved on
arcs of type (ein, eout). For an arc set F ⊆ A, let us define F ′ := {(f in, f out) ∈
A′|f ∈ F}. Similarly, we define F ′′ := F ′ ∩ A′′.
Claim 5.4.6. For a network code (α′, c′) on D′, there exists a network code
(α, c) on D over the same field such that for every failure set F , if (α′, c′) is
F ′-protecting then (α, c) is F -protecting.
Proof. Let c(e) := c′(ein, eout). Observe from Figure 5.1 that arcs (f in1 , f out1 ),
. . . , (f inρ , f
out
ρ ) form an s, einj -cut in D′. Hence we have that c′(einj , eoutj ) ∈
〈{c′(f ini , f outi )|1 ≤ i ≤ ρ}〉. If we set a local coefficient α(f, e) as the product
of local coefficients of α′ along path P ji , then cF (e) = c′F ′(einj , eoutj ) for every
arc e ∈ A \ F and the failure-protecting part of the claim follows.
The following claim shows the relation between network codes on D′′ and
D′.
Claim 5.4.7. A network code (α′′, c′′) on D′′ corresponds to a network code
(α′, c′) on D′ such that for every failure M ′ ⊆ A′, if (α′′, c′′) is M ′′-protecting
then (α′, c′) is M ′-protecting.
Proof. A network code on D′′ can be regarded as a network code on D′ such
that c(e) = c′(e) for every arc e ∈ A′′ and α′(e, f) = α(e, f) if e, f ∈ A′′,
whereas c′(e) = 0 if e /∈ A′′ and α′ set to zero on all pairs intersecting deleted
arcs.
Claim 5.4.8. If there exists a d-failure protecting network code (α∗, c∗) on
D∗, then there exists a d-failure protecting network code (α′′, c′′) on D′′ over
the same field.
Proof. We set c′′(e) := c∗(φ(e)), and set all local coefficients on pairs of a
branch of D′′ to one. If two arcs e, f in A′′ are on the same branch B, then
c′′e = c
′′
f , and their failure corresponds to the same failure φ(e) = φ(f) in
A∗. So for every failure K in D′′, c′′K = c∗φ(K) hence the failure protection
follows.
Combining Claims 5.4.6, 5.4.7, 5.4.8 we get the proof of Lemma 5.4.5.
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5.5 Bounds on unicast connections with capac-
ities
This section considers slightly different setup for failure protecting net-
work code construction. Instead of a set of terminals only a single terminal
node, with other words, a unicast connection is considered, but arcs may have
different capacities.
The first, surprising result in this scenario was published by Rouayheb,
Sprintson and Georghiades in [14]. They showed that if two messages are
sent from s to t in a digraph (k = 2) with arc capacities one or two such that
there remains an st-flow of value two after the failure of any arc, then the two-
element finite field F2 is always satisfactory for failure protecting network code
construction. Their proof is based on a structural study of digraphs minimal
to this property.
Later Babarczi, Tapolcai, Rónyai and Médard in [6] even further strength-
ened this observation by proving that encoding is actually only needed at the
source node. Their key idea is to show that the network can be decomposed
into three subnetworks such that the failure of any arc leaves at least two of
them st-connected.
In this subsection we examine whether this nice decomposable property
can be generalized for less special scenarios. Unfortunately, as it turns out,
the slightest increase on the number of messages or possible capacities ruins
the property. These results are presented in [5].
Two straightforward generalizations may be to increase the number of
data flows or the number of possible link failures. In this section we present
examples to show that none of these generalizations are possible, i.e., such
flow decomposition algorithm may not exit for these scenarios.
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5.5.1 Duallinkfailureresiliencewithtwodataparts
Figure5.3presentsanetwork,wheretwodatapartshavetobesentfrom
stot.Theconnectioncanresisttwofailures,becauseafterdeletinganytwo
edgesofG,therearetworemainingpathsinG∗fromstot.Notethatthe
graphiscriticalrespecttothisproperty.
s
a
b
c
d
a
d m
t
Figure5.3:Anetworkwithtwopossiblefailuresandtwodatapartswhere4
end-to-endedgesetsdonotexist.Paralelarcsrepresent2-capacityedges.
Edges(s,a),(s,b),(s,c),(s,d)forma4-edge-cut,soanytwoofthemcan
remainafterthefailureoftheothertwo.Thisshowsthat3end-to-endsub-
graphsdonotguaranteeprotectionagainsttwofailures,so4partsareneeded,
andeachofthesepartstransmitsamessagesuchthattheoriginaldataisde-
codablewhenreceivingatleasttwoofthem. Weshowthatedgesofthe
networkinFigure5.3cannotbesplitinto4end-to-endsubgraphs.Assume
indirectlythattheycan,andletE1,E2,E3,E4denotethesetsofedges.Edges
ina4-edge-cuthavetobelongtoseparatesubgraphs,henceitiseasytosee
thatedgesenteringnodeabelongtodiﬀerentedgesets,andthesameholds
ford.Withoutlossofgeneralitywemayassumethatedge(a,m),(m,t)∈E1
and(d,m)∈E2.Thenedge(d,m)doesnothaveanend-to-endconnection
inE2,contradictingtheassumption.
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5.5.2 Singlelinkfailurewiththreeormoredataparts
Considernowthecasewhentheoriginalmessageisdividedintothreedata
parts(A,BandC)andatmostonelinkcanfailinthenetwork.Forexample,
inFigure5.4,thefailureofanylinkpreservesaﬂowofvalue3fromstot.
Edges(s,a),(s,b),(s,c),(s,d)forma4-edge-cut,sowiththedecomposition
approachagain4end-to-endsetsofedgesareneededtoresistatmosttwoedge
failuresinG∗(correspondingtoasinglefailureofacapacity2edgeinG).We
showthatsuchpartitionoftheedgesdoesnotexists.Supposeindirectlythat
therearesuchsets(E1,E2,E3,E4)inthegraphandassumethat(s,c)∈E1.
Thensois(c,w)and(c,m).Since(w,t),(m,t),(a,t),(d,t)alsoforma4-
edge-cut,exactlyoneofthembelongstoE1,anditiseither(m,t)or(w,t).
Becauseofsymmetrywecanassumeitis(m,t)and(w,t)∈E2.Thenafter
thefailureoflink(a,a),onlytwodatapartscanbetransmittedtot,evenif
nodewswitchesto(c,w),whichclearlyrequirescontrolplanesignaling.
Notethatbyaddingkfurtheredgesfromstot,thesameargumentholds
fork+3dataparts.
s
a
b
d
a
d
c
w
m
t
Figure5.4:Anetworkwithonepossiblefailureandthreedatapartswhere4
end-to-endedgesetsdonotexist.Paralelarcsrepresent2-capacityedges.
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Summary
We considered different generalizations of the classical network coding min-max
theorem and algorithm, with a focus on practical applications.
In Chapter 2, we investigated the multi-layered multicasting problem. We
proved NP-hardness for some very special cases of the problem, including demand
τ = (T1, T2), if we want to maximize the number of satisfied receivers. For two
layers we gave a network coding algorithm which is optimal if the task is to send
the base layer to every receiver and two layers to as many receivers as possible. For
three or more layers we gave a sufficient condition for a feasible height function, and
showed that this condition can be checked algorithmically. Also, we presented and
implemented a heuristic for three layers, which sends the base layer to all receivers,
and also carries the second layer to the maximum number of receivers. We gave an
algorithm for the evaluation of some randomized network coding heuristics, and,
as a further application, derived lower bounds on their performance.
In Chapter 3, we presented a novel code structure to manage multi-layer, mul-
ticast streams in practical wireless systems, taking user diversity into account.
Permitting in the scheme on-demand, partial decoding of the refinement layer to
obtain the base layer is unique, thus widening the array of tuning parameters, and
favouring users with low demand but high computational capacity. Our estima-
tions and implementation results both show that the coding structure reduces the
time to complete the transmission.
In Chapter 4, we presented a new, simple, algorithmic proof for the min-max-
type property of the multicast network code completion problem. We also gave
randomized algorithm over any field Fq with q > |T | for both the unicast and mul-
ticast cases. We proposed the fixable pair problem, gave a sufficient condition and
showed some applications to networks with varying node transmission properties,
giving a sharp characterization for the solvability of these problems.
In Chapter 5, we gave a lower bound of |T |((N
d
)
+ . . .+
(
N
0
))
, N = 3
(
T
2
)
(k+ d)3
on the required field size for a d-protecting network code, and an algorithm for
such a code construction with running time of O(m2|T |(k + d) + |T |((N
d
)
+ · · · +(
N
0
)
)N3 logN). The importance of this bound is its independence of the network
size. Also, we presented some negative results for the possible generalization for
the capacitated case of the problem.

Összefoglalás
A tézis a hálózati kódolási alapfeladatra vonatkozó min-max tétel és algorit-
mus lehetséges általánosításait vizsgálja, elsősorban gyakorlati alkalmazásokból
származó kérdéseken.
A második fejezetben a többrétegű többesküldési feladatot vizsgáltuk. Belát-
tuk a probléma NP-nehézségét több speciális esetre, például a teljesített igények
maximalizálására két réteg esetén. Ugyancsak két réteg esetén viszont optimális
algoritmust adtunk arra a feladatra, amikor az első réteget minden vevőcsúcsnak
el kell küldeni, és cél a második réteg eljuttatása minél több vevőhöz.
Három vagy több réteg esetén algoritmikusan ellenőrizhető elégséges feltételt
adtunk egy magasságfüggvény megengedettségére. Három réteg esetén javasoltunk
és implementáltunk egy heurisztikát, mely minden vevőcsúcsnak elküldi az első
réteget, és emellett a lehető legtöbb vevőhöz juttatja el a másodikat.
Determinisztikus algoritmust adtunk magasságkorlátozáson alapuló véletlen
hálózati kódolási algoritmusok várható teljesítményének kiértékelésére, melyből
egyúttal az ismert alsó becslésre is új bizonyítás adódott.
A harmadik fejezetben szintén egy többrétegű feladatra mutattunk be kódolási
eljárást, de vezetéknélküli hálózatok esetén, a felhasználók eltérő számítási- és
felbontási képességeit is figyelembe véve. Bevezettünk egy új paramétert a felsőbb
rétegek részleges visszakódolására, mely csökkenti a nagy számítási kapacitással,
de alacsony felbontású képernyővel rendelkező vevők várható letöltési idejét. Az
implementációk és számítások alapján az átlag átviteli idő ezáltal csökkenthető.
A negyedik fejezetben egy új, egyszerű, algoritmikus bizonyítást adtunk a
hálózati kód kiegészítési problémához kapcsolódó min-max tételre. Ennek segít-
ségével véletlen algoritmusokat adtunk mind az egyes-, mind a többesküldési esetre,
melyek tetszőleges, terminálszámnál nagyobb test esetén alkalmazhatók. Definiál-
tuk a rögzíthető párok problémáját, melyre elégséges feltételt adtunk. A kapott
eredményeket néhány, vegyes tulajdonságú hálózaton definiált problémára alkal-
maztuk, karakterizálva azok megoldhatóságát.
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az elégséges testméretre d-védő hálózati kód konstruálásához. A korlát lényeges tu-
lajdonsága a függetlenség a hálózat méretétől. Végül bemutattunk néhány negatív
eredményt a kapacitásos esetre vonatkozó tétel általánosításairól.
