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El objetivo de esta Tesis Doctoral consiste en el diseño de una metodología para el 
modelado de registros de geo-radar eficiente en términos de potencia y tiempo de cálculo. Ésta 
metodología es completa, en el sentido en que incluye tanto el efecto de la difracción como la 
presencia de reflexiones múltiples, así como efectos laterales en problemas tridimensionales. 
Para el desarrollo de estos algoritmos se emplea una novedosa metodología híbrida del 
filtrado de Fourier y el trazado de rayos, implementándose algoritmos para la resolución 
numérica del Problema Directo y el Problema Inverso en dos y tres dimensiones, proponiéndose 
una metodología para el adecuado tratamiento de los datos de campo. 
Para el desarrollo de estos algoritmos se busca relacionar el perfil que se mediría en la 
superficie con la distribución de reflectividad en la subsuperficie, mediante la aplicación de un 
filtro en el dominio frecuencial. 
Dada la necesidad de trabajar con transformadas de Fourier e interpolar los espectros, se 
estudia la forma apropiada de realizar ésta, desarrollándose la técnica para la interpolación en el 
espectro mediante la generalización del Teorema de Shannon. Ésta es una técnica muy costosa 
computacionalmente, por lo que tras un exhaustivo estudio se elige como alternativa la 
interpolación mediante splines cúbicos. 
Dadas las características de la técnica empleada, la difracción aparece en forma natural. Las 
reflexiones múltiples se obtienen en el Problema Directo mediante la introducción, previo al 
filtrado en el dominio frecuencial, de una colección de reflectores ficticios asociados a cada 
reflexión múltiple, que son determinados mediante un procedimiento análogo al trazado de 
rayos. 
Estos algoritmos se implementan en el lenguaje de programación de MATLAB, y se diseñan 
para ser ensamblados fácilmente en un programa más completo de modelado y análisis de 
radargramas. 
En la aplicación de los algoritmos a datos sintéticos y datos de campo se aprecia cómo, 
aunque no son apropiados para la extracción de conclusiones de carácter cuantitativo en lo que 
refiere a las amplitudes y fases, sí lo son para realizar análisis cuantitativos en lo que refiere a la 
geometría de las señales y tiempos dobles de recorrido, en el Problema Directo, y profundidades 
en el Problema Inverso. 
En todos los casos los tiempos de cómputo son suficientemente cortos como para que la 







El geo-radar es un método de Prospección Geofísica de alta resolución basado en la emisión 
y propagación de ondas electromagnéticas en forma de pulsos de corta duración y en el rango de 
frecuencias de 10–3000 MHz, y la posterior recepción de las reflexiones en discontinuidades, 
hábil para el estudio no destructivo de la estructura de la región subsuperficial y la localización 
de objetos enterrados, que empieza a desarrollarse en la segunda mitad del siglo XX. 
El geo-radar consiste esencialmente en una unidad central, que sirve para coordinar el 
funcionamiento del resto de componentes, una serie de antenas encargadas de emitir impulsos 
electromagnéticos de corta duración (entre 1 y 10 ns) y captar sus reflexiones en el subsuelo 
(cuyo diagrama de radiación se considera, en general, contenido en un cono dirigido hacia el 
subsuelo), así como un soporte para visualizar los resultados y un sistema de grabación de 
señales que facilite el almacenamiento de los datos para su posterior análisis o reproducción (en 
la actualidad se emplea un ordenador portátil como medio de almacenamiento y visualización). 
Las primeras contribuciones en la literatura científica en relación a este método se centran 
en la metodología que lo caracteriza. Se hace hincapié en la necesidad de determinar 
convenientemente los parámetros de adquisición y efectuar una buena caracterización del equipo 
(se realizan estudios sobre la base de experimentos de campo, en que se analizan diferentes 
frecuencias y potencias de emisión), y se resuelve el Problema Directo, aunque únicamente en 
modelos simplificados. 
Una vez conocidas las bases físicas del método aparecen contribuciones relacionadas con el 
tratamiento e interpretación de los datos, haciéndose uso de las técnicas tradicionalmente 
empleadas en la Prospección sísmica de reflexión para la migración, la interpolación, etc., para 
conseguir una interpretación cuantitativa más fiable.1
En la década de los 90 se produce un aumento en la aparición de colaboraciones sobre 
aplicaciones del geo-radar, alcanzando suficiente importancia como para ser protagonista de 
sesiones propias en los congresos internacionales. Existe, incluso, un congreso dedicado 
exclusivamente al geo-radar (International Conference on Ground-Penetrating Radar) iniciado a 
finales de los 80, que se realiza cada dos años. 
                                                          
1 En ambos métodos se estudia la propagación de ondas en la subsuperficie, existiendo una mayor analogía 
entre las ondas S y las ondas electromagnéticas, dadas las características de polarización de estas últimas. 
Mientras que en la Prospección sísmica son las propiedades elásticas de los materiales las que rigen la 
propagación de las ondas, en el caso de la Prospección con geo-radar las propiedades determinantes son las 
electromagnéticas. Así mismo, el geo-radar emplea ondas de frecuencias mucho mayores en órdenes de 
magnitud que las utilizadas en sísmica: 10–1000 MHz frente a 10–1000 Hz (Pérez Gracia, 2001). 
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Así mismo, se incrementan y diversifican los campos de aplicación, por ejemplo: 
 
• Antenas (Carcione, 1998; Jiao et al., 2000; Lampe y Holliger, 2003; Lee et al., 
2004a; Uduwawala et al., 2004; Yarovoy, 2004; Ellefsen y Wright, 2005). 
• Aplicaciones forénsicas (Hammon et al., 2000; Bugaev et al., 2004; Instanes et 
al., 2004; Koppenjan et al., 2004; Modroo y Olhoeft, 2004). 
• Arqueología (Pérez Gracia et al., 2002a; Cerdeño et al., 2004; Radzevicius et 
al., 2004; Whiting y Orvald, 2004; Whiting y Hackenberger, 2004; Lorenzo y 
Arias, 2005; Vafidis et al., 2005). 
• Caracterización de medios (Sénéchal et al., 2000; Pérez Gracia et al., 2002b; 
Pipan et al., 2003; Paniagua et al., 2004). 
• Contaminación y medio ambiente (Lorenzo et al., 2001; Orlando y Marchesi, 
2001; Teixeira et al., 2002; Lopes y Gomes, 2003; Chang et al, 2004; Jol et al., 
2004; Lorenzo et al., 2004). 
• Detección (Sun y Young, 1995; Zeng y McMechan, 1997; O’Neill, 1997 y 
2000; Beres et al., 2001; Allred et al., 2004; Utsi, 2004). 
• Detección de minas y otro armamento (Gader et al., 2001; O’Neill, 2001; 
Zhan et al., 2001; Aubry et al, 2002; Fischer et al., 2003; Perrin et al., 2004). 
• Estratigrafía (Carreón et al., 2003; Asprion et al., 2004; Cunningham, 2004; 
Jordan et al., 2004; Xia et al., 2004; Pedersen y Clemmensen, 2005). 
• Exploración planetaria (Leuschen et al., 2001 y 2002; Ciarletti et al., 2003; 
Pettinelli et al., 2003; Rey et al., 2003; Markus et al., 2004). 
• Geodinámica (Busby y Merritt, 1999; Bano et al., 2000; Anderson et al., 2003; 
Slater y Niemi, 2003; Bennet et al., 2004; Grasmueck et al., 2005). 
• Geomorfología (Antunes et al., 2002; McMechan et al., 2002; Skelly et al., 
2003; Young et al., 2003; Blumberg et al., 2004; Kjaer et al., 2004; Pelpola y 
Hickin, 2004). 
• Geotecnia (Audru et al., 2001; Osorio et al., 2002b; Giang, 2004; Giroux et al., 
2004; Hugenschmidt, 2004; Park et al., 2004). 
• Glaciología (Arcone, 1996; Ékes y Hickin, 2001; Legarsky et al., 2001; 
Jakobsen y Overgaard, 2002; Bennet et al, 2004; Navarro et al., 2005). 
• Hidrología (Huisman et al., 2002; Scmalz et al., 2002; Kowlasky et al., 2004; 
Travassos y Menezes, 2004; Comas et al., 2005; Doolittle et al., 2005; 
Turesson, 2005). 
• Ingeniería civil (Lorenzo y Cuéllar, 1995; Ékes y Friele, 2004; Grivas et al., 
2004; Lee et al., 2004b; Szynkiewicz y Grabowski , 2004; Benedetto et al., 
2005; Grote et al., 2005). 
• Localización de biomasa enterrada (Niltawach et al., 2003 y 2004). 
• Minería (Francké y Yelf, 2003; Jha et al., 2004; Triltzsch et al., 2004; Strange 
et al., 2005). 
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• Paleontología (Main y Hammon, 2003).  
• Patrimonio (Pérez Gracia, 2001; Binda et al., 2003; Nuzzo, 2004; Pieraccini et 
al., 2004; Ranalli et al., 2004; Tallini et al., 2004). 
• Producción agrícola (Freeland et al., 1998). 
• Recursos naturales (Carcione y Seriani, 2000; Fullagar et al., 2000; Osorio et 
al., 2002a; Tronice et al., 2002; Elkhetali, 2003b; Liu y Sato, 2004). 
• Radar aplicado a sondeos (Bellefleur y Chouteau, 2001; Giroux et al., 2004; 
Kim et al., 2004). 
• Vulcanología (Rust y Russell, 2000; Cagnoli y Ulrych, 2001). 
 
Este auge en el desarrollo de la técnica del geo-radar da idea de la importancia adquirida por 
este método de estudio en la última década. Esto es debido, en gran medida, a que se trata de un 
método no destructivo y a la relativa simplicidad del proceso de adquisición de datos, lo que lo 
hace un método de Prospección rápido, barato en comparación con otros métodos, eficiente y el 
de mayor resolución dadas las altas frecuencias que emplea. 
 
En Geofísica Aplicada los métodos numéricos juegan un papel fundamental, ya que al 
conocimiento directo del subsuelo no puede accederse sin un enorme costo en excavaciones o en 
perforaciones; que son, además, métodos destructivos. Al contrario de lo que ocurre en otras 
disciplinas, en las que se pueden construir prototipos para chequear un nuevo concepto o 
procedimiento, en Geofísica sólo se dispone de simulaciones numéricas para examinar la 
efectividad de un método en la búsqueda de un objetivo en la subsuperficie. 
Existen diversas metodologías para el modelado de registros de geo-radar, encontrándose 
referidas en la literatura: 
 
• Diferencias finitas (Grinin, 1997; Chen y Huang, 1998; Teixeira et al., 1998; 
Gürel y Oguz, 2000; Oguz y Gürel, 2000; Wang y Oristaglio, 2000a; Kumar et 
al., 2003; Oguz y Gürel, 2003; Klysz et al., 2004; Liu y Sato, 2004). 
• Elementos finitos (Di y Wang, 2004; Zdunek y Rachowicz, 2004; Ledger et 
al., 2005). 
• Filtrado de Fourier (Stolt, 1978; Stolt y Weglein; 1985; Haizhong y Xiaojian, 
1997; Bitri y Grandjean, 1998; Grandjean et al., 2000; Grasmueck et al., 
2005). 
• Pseudo espectral (Liu, 1997; Yang et al., 1999; Carcione et al., 1999; Liu y 
Fan, 1999 a-b; Fan et al., 2002; Arcone et al., 2003). 
• Redes neuronales (Brooks et al, 1997; Elkhetali; 2003a; Caorsi y Cevini; 
2004). 
• Transformada de Radon (Rüter, 1987; Wang y Oristaglio, 2000b; Leparoux et 
al., 2001; Trad, 2003; Nuzzo y Quarta, 2004; Sava y Guitton, 2005). 
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• Trazado de rayos (Cai y McMechan, 1995; Bohidar y Hermance, 2002; 
Baradello et al., 2004; Gloaguen et al., 2004; Goodman, 2004; Malcolm et al., 
2005). 
• Otros métodos (Bancroft et al., 1998; Shrestha et al., 2001; Guangyou y Pipan, 
2003; Kurk et al., 2003; Moran et al., 2003; Kim y Kim, 2004; Rubio et al., 
2004; Lu et al., 2005). 
 
Estas metodologías pueden englobarse, en general, en dos familias bien diferenciadas (Zeng 
et al, 1995): 
 
• Basadas en la resolución de la Ecuación de Ondas en el dominio natural:2 
diferencias finitas, trazado de rayos… 
Se supone la existencia de capas, con geometría más o menos complicada, 
dentro de las cuales los parámetros electromagnéticos permanecen constantes. 
Los algoritmos basados en estas técnicas permiten determinar las amplitudes 
debidas a la reflexión, incluidas las reflexiones múltiples, pero no incluyen 
efectos típicamente ondulatorios tales como la difracción. 
• Basadas en la resolución de la Ecuación de Ondas en el dominio frecuencial: 
filtrado de Fourier, transformada de Radon… 
Se supone que los reflectores se encuentran constituidos por la superposición 
de puntos difractores en una matriz caracterizada por parámetros 
electromagnéticos constantes. Los algoritmos basados en estas técnicas 
permiten determinar los efectos ondulatorios (difracción), pero no permiten 
tener en cuenta el patrón de emisión de la antena ni la existencia de 
reflexiones múltiples. 
 
En general puede afirmarse que, así como las metodologías pertenecientes a la primera 
familia producen resultados más ajustados numéricamente, también llevan asociado un elevado 
tiempo de cómputo, mayor que el correspondiente a las metodologías pertenecientes a la 
segunda familia. 
En la bibliografía consultada, en sólo 30 de 95 publicaciones se trata el problema 
tridimensional y, de éstas, en 9 en 2,5 dimensiones y en 21 con efectos laterales. En éstas 
últimas se desarrollan metodologías que, salvo en una, pueden enmarcarse en la primera familia 
anteriormente expuesta, que son complejas y requieren gran potencia y tiempo de cálculo (desde 
los 40 minutos de ejecución indicados por Bourgeois y Smith, 1994, hasta las 4 horas indicadas 
por Klysz et al., 2004). 
                                                          
2 A los efectos de esta Introducción, se entiende por DOMINIO NATURAL el conjunto de valores ( ), , ,x y z t  
en los que se busca la solución de la Ecuación de Ondas. Así mismo, se entiende por DOMINIO FRECUENCIAL 
el conjunto de valores de las frecuencias ( ), , ,u v w ω  asignadas por la Transformada de Fourier a los valores 
que definen el dominio natural (Cf. §4.1.1). 
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Los tiempos de cálculo referidos resultan prohibitivamente elevados en la práctica. Como 
ejemplo cabe señalar que durante el proceso de adquisición de datos, tras cada jornada de 
trabajo, resulta interesante revisar los perfiles obtenidos, con objeto de redirigir el estudio en el 
caso en que fuera pertinente. Dado el volumen de datos que se obtiene diariamente,3 se requiere 
una metodología rápida y que pueda ser implementada para su ejecución en el campo (en un 
ordenador portátil). En la literatura consultada no aparece referida ninguna metodología que 
cumpla con estas características que la validen como herramienta de carácter práctico. 
El objetivo de esta Tesis Doctoral consiste en el diseño de una metodología para el 
modelado de registros de geo-radar eficiente en términos de potencia y tiempo de cálculo. Ésta 
metodología ha de ser completa, en el sentido en que ha de incluir tanto el efecto de la difracción 
como la presencia de reflexiones múltiples, así como efectos laterales en problemas 
tridimensionales. 
 
Para el desarrollo de estos algoritmos se empleará una novedosa metodología híbrida del 
filtrado de Fourier y el trazado de rayos, implementándose algoritmos para la resolución 
numérica del Problema Directo y el Problema Inverso en dos y tres dimensiones, proponiéndose 
una metodología para el adecuado tratamiento de los datos de campo. El filtrado de Fourier es 
una metodología basada en la resolución de la Ecuación de Ondas en el dominio frecuencial, por 
lo que la difracción será tratada en forma natural. Las reflexiones múltiples serán obtenidas en la 
resolución del Problema Directo mediante la introducción, previa a la resolución de la Ecuación 
de Ondas, de una colección de reflectores ficticios asociados a cada reflexión múltiple, que serán 
determinados mediante un procedimiento análogo al trazado de rayos. 
Ésta es una metodología novedosa, que permite aprovechar los aspectos positivos de las 
técnicas que la constituyen: la aparición de la difracción y los efectos laterales en los problemas 
tridimensionales, del filtrado de Fourier; las reflexiones múltiples, del trazado de rayos; todo ello 
sin que se requiera una gran potencia de cómputo y con un razonablemente pequeño tiempo de 
cálculo, lo que le hace ser válida como herramienta de carácter práctico. 
 
Esta Tesis Doctoral se encuentra estructurada en nueve Capítulos. Los dos primeros están 
dedicados a la exposición de los fundamentos que serán precisos en los desarrollos posteriores. 
En el Capítulo 1 se exponen los fundamentos de la teoría que rige la propagación de las 
ondas electromagnéticas. 
En el Capítulo 2 se describe el equipo de geo-radar, su funcionamiento en la fase de 
adquisición de los datos de campo, y se describen algunas de las técnicas de procesado de los 
mismos y de conversión del tiempo doble de recorrido en profundidad. 
 
Los cuatro capítulos siguientes están dedicados al desarrollo de la metodología, al diseño de 
los algoritmos y su implementación. 
En el Capítulo 3 se efectúa el desarrollo de algoritmos para la síntesis numérica e inversión 
de radargramas, tanto en dos dimensiones (perfiles) como en tres dimensiones (cubos). Para ello 
se resuelve el Problema Inverso, empleándose una metodología paralela a la expuesta por Stolt 
(1978) para la migración de perfiles sísmicos, mediante la resolución de la Ecuación de Ondas 
escalar en el dominio frecuencial. Este desarrollo se particulariza y amplía para la propagación 
de ondas electromagnéticas, discutiéndose las simplificaciones necesarias para la obtención de 
un algoritmo operativo. La resolución del Problema Directo se logra mediante la inversión de los 
algoritmos correspondientes al Problema Inverso. 
                                                          
3 En la campaña de Prospección con geo-radar en el Castro de El Ceremeño y la Necrópolis de Herrería 
(Guadalajara) que se refiere en el Capítulo 9, se obtuvieron en 3 días de trabajo 227 perfiles de entre 4 y 26 m 
de longitud, lo que da una media de 76 perfiles diarios. 
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Dada la importancia de una apropiada determinación numérica de las transformadas de 
Fourier directa e inversa, y la necesidad de efectuar interpolación en los dominios frecuencial y 
natural, en el Capítulo 4 se desarrolla el formalismo matemático de estas transformaciones en su 
aplicación a las funciones muestreadas con soporte acotado, efectuándose particularizaciones 
para las funciones constituidas por suma de impulsos, que son las tratadas en la presente Tesis 
Doctoral. 
Las metodologías de interpolación en las transformadas de Fourier expuestas en el Capítulo 
anterior son muy costosas en términos de potencia y tiempo de cálculo, estudiándose en el 
Capítulo 5 metodologías alternativas a éstas. 
En el Capítulo 6 se expone la estructuración de los algoritmos para la resolución de los 
problemas directo e inverso, en dos y tres dimensiones, en sus módulos constituyentes. Estos 
algoritmos se implementan en el lenguaje de MATLAB® Version 6.5.0.180913a (R13), 
desarrollado por la compañía The MathWorks, Inc. (Hanselman y Littlefield, 2001). 
 
Los dos capítulos siguientes están dedicados a la aplicación de los algoritmos y sus 
resultados numéricos, tanto en modelos sintéticos como a datos de campo. 
En el Capítulo 7 se aplican los algoritmos a diversos modelos sintéticos sencillos. 
En el Capítulo 8 se discute la aplicación de los algoritmos a datos de campo, atendiendo a 
los resultados descritos en el Capítulo anterior. 
 
El último Capítulo está dedicado a la discusión general y la exposición de las conclusiones. 
En él se recopilan y discuten los principales resultados obtenidos en los capítulos precedentes. 
Se incluye la discusión general de las cuatro vertientes fundamentales que se tratan en este 
Trabajo: diseño, implementación, resultados numéricos y tratamiento de datos de campo; la 
exposición de las conclusiones finales y las futuras líneas de investigación. 
 
A continuación de las referencias bibliográficas citadas en la memoria, con la finalidad de 
completar la bibliografía sobre geo-radar, se adjunta un compendio de referencias clasificadas 
por materias que incluyen las que, habiendo sido consultadas, no han sido citadas en ella. 
 
En los capítulos 3 y 4, las definiciones y resultados matemáticos más importantes se 
delimitan mediante los símbolos ► y ◄. Las demostraciones matemáticas que se desarrollan en 
el Capítulo 4 son omitidas del texto con el objeto de facilitar su lectura y comprensión, y se 













En este primer Capítulo se exponen los fundamentos de la teoría que rige la propagación de 
las ondas electromagnéticas. 
Se encuentra dividido en tres Secciones dedicadas, respectivamente: 
 
• A la exposición de las Ecuaciones de Maxwell. 
• Al estudio de la propagación de las ondas electromagnéticas, derivándose la 
Ecuación de Ondas, estudiándose la reflexión y transmisión de ondas planas 
monocromáticas y la atenuación de las ondas electromagnéticas. 








 1.1. Ecuaciones de Maxwell 
 
 
Las ecuaciones de Maxwell representan el compendio de las leyes del electromagnetismo 
(Ward y Hohmann, 1987; Sadiku, 1994; Reitz et al., 1996). Esta Sección está dedicada a su 
presentación y estudio en los dominios natural y frecuencial.1
 
 
1.1.1. Ecuaciones de Maxwell en el dominio natural 
 
 








∂∇ ∧ = − ∂







  (1.1.1) 
Donde  denota la intensidad de campo eléctrico (V·mE -1),  la intensidad de campo 
magnético (A·m
H
-1),  el desplazamiento eléctrico (C·mD -2),  la inducción magnética (T ó 
Wb·m
B
2), y  la densidad de corriente (A·mJ -2).2 Así mismo, vρ  denota la densidad volúmica de 
carga libre en el medio (C·m-3). 
 
Las relaciones entre estos campos en el interior de medios lineales, homogéneos e isótropos 











  (1.1.2) 
La última de las relaciones constitutivas expresa la densidad de corriente  como suma de 
las densidades de corriente de conducción, 
J
σ=J E , y la asociada a la fuente del campo EM, 
fJ . En estas relaciones ε  denota la permitividad eléctrica (F·m-1), μ  la permeabilidad 
magnética (H·m-1) y σ  la conductividad eléctrica (S·m-1) del medio. 
                                                          
1 El dominio natural hace referencia a las coordenadas de posición x , y ,  y al tiempo t , mientras que el z
dominio frecuencial hace referencia a los números de onda u , ,  y la frecuencia angular v w ω . Ambos 
dominios se denominan conjugados, tal como se expone en la §4.1. 
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De las ecuaciones de Maxwell (1.1.1) y las relaciones constitutivas (1.1.2) se deducen las 
condiciones que los campos deben satisfacer en una zona interfacial entre dos medios 1 y 2: 
( )  
( )  
( )  
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D D n
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  (1.1.3) 
Donde  denota la densidad de corriente en la interfaz (A·mK –1), sρ  la densidad superficial 
de carga libre en la misma (C·m-2), y  el vector unitario en la dirección normal a la interfaz, 
con sentido del medio 1 al medio 2. 
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Como casos particulares de las condiciones en la frontera (1.1.3) puede citarse el caso de un 
conductor perfecto, σ ≈ ∞ , en el interior del cual la componente normal de la inducción 
magnética y la componente transversal del campo eléctrico son nulas, así como el caso de un 
dieléctrico perfecto, 0σ ≈ , en cuyo caso la densidad de corriente en la interfaz es nula. 
 
En los desarrollos subsiguientes se asume que los campos vectoriales son dependientes de la 
posición y el tiempo, mientras que las magnitudes escalares son independientes del tiempo, 
temperatura y presión, pero pueden depender de la posición. 
 
 
1.1.2. Ecuaciones de Maxwell en el dominio frecuencial 
 
 
Si se efectúa una transformación de Fourier unidimensional3 de las ecuaciones de Maxwell 




















  (1.1.4) 
Donde , , ,  y , denotan las partes espaciales de E , , ,  y , 
respectivamente y, a su vez, 
eE eH eD eB eJ H D B J
2 fω π=  representa la frecuencia angular, o pulsación, de las 
ondas electromagnéticas (rad·s-1). 
 
                                                          
3 Un estudio detallado del análisis de Fourier se expone en el Capítulo 4. 
4 Lo cual equivale a asumir que la dependencia temporal de los campos EM es armónica. 
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  (1.1.5) 
 
 





 1.2. Propagación de ondas electromagnéticas 
 
 
En esta Sección se estudia la propagación de ondas EM, tanto en el interior de medios 
materiales como en las interfaces entre medios distintos. 
 
 
1.2.1. Propagación de ondas planas monocromáticas 
 
 
En esta primera Subsección se estudia la propagación de ondas planas monocromáticas en 
diversos medios.5 Para ello, en primer lugar se consideran medios dieléctricos generales y, 




1.2.1.1.    Ondas planas en medios dieléctricos 
 
 
En medios dieléctricos en los que no hay presentes cargas ni corrientes libres ( 0vρ = , 
), las ecuaciones de Maxwell 0f =J (1.1.4) pueden escribirse, teniendo en cuenta las 




















  (1.2.1) 
 









∇∧∇∧ = − ∇∧
∇∧∇∧ = + ∇∧
E H
H E
  (1.2.2) 
                                                          
5 Se asume la propagación de ondas planas pues, en el rango de longitudes de onda en que trabaja el 
geo-radar, es válida la aproximación de grandes distancias para los campos radiados (Cf. §2.3.2.2). 
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Aplicando en las ecuaciones anteriores la identidad vectorial en coordenadas cartesianas 
(Harris y Stocker, 1998): 
( ) 2·∇∧∇∧ = ∇ ∇ −∇V V V
e
  (1.2.3) 
Y teniendo en cuenta las dos últimas ecuaciones de Maxwell (1.2.1), se obtienen las 











  (1.2.4) 
Donde γ  denota la constante de propagación dada por: 
(2 i i )γ ωμ σ ωε= +   (1.2.5) 
Al ser γ  una magnitud compleja, es posible descomponerla en forma binómica: 
iγ α β= +   (1.2.6) 







με σα ω ωε
με σβ ω ωε
⎛ ⎞⎛ ⎞⎜ ⎟= + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞⎛ ⎞⎜ ⎟= + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
−
+
  (1.2.7) 
 
Sin pérdida de generalidad, se supone que las ondas EM se propagan en la dirección y 
sentido del eje OZ  positivo, y que el campo eléctrico únicamente tiene componente no nula en 
la dirección del eje OX . En este caso es posible escribir: 
( )  ·e xE z=E x   (1.2.8) 
Donde ( )xE z  denota la componente x  del campo eléctrico, dependiente de la coordenada 
z , y  x  el vector unitario en la dirección y sentido del eje OX  positivo. 
En este caso la solución físicamente aceptable de la Ecuación de Ondas (1.2.4) viene dada 
por: 
( ) ( )  ( )  0, Re · · · · ·cos ·i t z zxz t E z e e E e t zω γ α ω β− −⎡ ⎤= =⎣ ⎦E x − x
                                                          
 (1.2.9) 
6 Las Ecuaciones de Ondas se deducen como corolario de las Ecuaciones de Maxwell y las relaciones 
constitutivas de los medios. No todas las soluciones de las Ecuaciones de Onda verifican las Ecuaciones de 
Maxwell, no siendo éstas últimas físicamente admisibles como solución del problema. 
7 Estas Ecuaciones de Ondas están definidas en el dominio frecuencial. En la §3.1 se exponen las Ecuaciones 
de Onda en el dominio natural. 
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Considerando la expresión para el campo eléctrico E  dada por (1.2.9) y las ecuaciones de 
Maxwell (1.2.1), se obtiene para el campo magnético : H




EH η=   (1.2.11) 




ωμη σ ωε= +   (1.2.12) 
Al ser η  una magnitud compleja, es posible descomponerla en forma polar: 
· ie ηθη η=   (1.2.13) 
Donde el módulo y la fase de η  vienen dados por: 
2
1







⎛ ⎞+ ⎜ ⎟⎝ ⎠
= ≤ ≤
  (1.2.14) 
Sustituyendo (1.2.11) y (1.2.13) en (1.2.10) se obtiene para el campo magnético : H
( )  (  0 0, Re · · · · ·cos ·
·
i t z z
i
E Ez t e e e t z
e η
ω γ α
ηθ ω β θηη
− −⎡ ⎤= = −⎢ ⎥⎢ ⎥⎣ ⎦
H )−y y  (1.2.15) 
 
En las expresiones (1.2.9) y (1.2.15) puede apreciarse que, conforme la onda se propaga en 
la dirección y sentido del eje OZ  positivo, su amplitud decrece de acuerdo con el factor ze α− . 
Por ello, el parámetro α  se denomina constante de atenuación del medio (Np·m–1 ó 
dB·m-1)8, y es una medida de la tasa espacial de decaimiento de la onda en el medio. 
La distancia δ  a la cual la amplitud se reduce en un factor 1e− , se denomina penetración 
nominal del medio o efecto superficial, y viene dada por: 
1δ α=   (1.2.16) 
                                                          
8 Una atenuación de 1 Np equivale a una reducción de 1e−  el valor original (aproximadamente un 37%). La 
equivalencia entre nepers y decibelios viene dada por 101 20·log 8,686Np e dB= = . 
 
20 Capítulo 1 – Fundamentos de la teoría electromagnética 
Así mismo, el parámetro β  es una medida del desplazamiento de la fase por unidad de 
longitud, y se denomina constante de fase (m–1). En términos de β , la velocidad de 









c ωβ με σ
ωε
π π ωλ β με σ
ωε
= =
⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
= =
⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  (1.2.17) 
 
Comparando las expresiones (1.2.9) y (1.2.15) puede apreciarse que, en cualquier instante 
de tiempo, los campos  y  están desfasados una cantidad E H ηθ  debido a la impedancia 
intrínseca del medio. 
 
Es posible expresar la tasa entre las magnitudes de las densidades de corriente de 
conducción y de desplazamiento de la forma: 
tane e
de ei
σ σ θωε ωε= = =
J E
J E
  (1.2.18) 
Donde tanθ  se denomina tangente de pérdidas y θ  ángulo de pérdidas del medio. 
De la comparación de (1.2.14) y (1.2.18) se deduce: 
2 ηθ θ=   (1.2.19) 
Estos parámetros tanθ  y θ  permiten caracterizar si un medio es o no un buen conductor. 
Un medio será un dieléctrico perfecto si tanθ  es muy pequeña o, equivalentemente, 
σ ωε , y un conductor perfecto si tanθ  es muy grande o, equivalentemente, σ ωε . 
Así pues, desde el punto de vista de la propagación de las ondas, el comportamiento de un medio 
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1.2.1.2.    Ondas planas en dieléctricos perfectos 
 
 
Como ha sido mencionado en la §1.2.1.1, un medio será un dieléctrico perfecto si tanθ  es 
muy pequeña o, equivalentemente, σ ωε . Éste es un caso particular del considerado en 












  (1.2.20) 
Los parámetros adimensionales rε  y rμ  denotan, respectivamente, la permitividad relativa 
y permeabilidad relativa del medio, y expresan la permitividad eléctrica y permeabilidad 
magnética del medio en relación a la permitividad eléctrica y la permeabilidad magnética del 
vacío, 0ε  y 0μ  respectivamente, cuyos valores se exponen más abajo. 
Teniendo en cuenta estos valores, las expresiones obtenidas en la §1.2.1.1 para las 
constantes de atenuación y fase (1.2.7), el módulo y la fase de la impedancia intrínseca del 
medio (1.2.14) y la velocidad de propagación y la longitud de onda en el medio (1.2.17), se 
reescriben de la forma: 
0 ,α β ω με= =   (1.2.21) 
0 ,η
μθ η ε= =   (1.2.22) 
1 2,c πλ βμε= =   (1.2.23) 
 
 
1.2.1.3.    Ondas planas en el vacío 
 
 
Éste es un caso particular del considerado en la Subsección anterior, donde 0σ =  y 


















−   (1.2.24) 
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Teniendo en cuenta estos valores, las expresiones obtenidas en la §1.2.1.2 para las 
constantes de atenuación y fase (1.2.21), el módulo y la fase de la impedancia intrínseca del 
medio (1.2.22) y la velocidad de propagación y la longitud de onda en el medio (1.2.23), se 










μθ η ε= = η=   (1.2.26) 
0
0 0
1 2,c c πλ βμ ε= = =   (1.2.27) 
Donde 0 ohm377η =  denota la impedancia intrínseca del vacío y 8 10 2,998·10 ·c m s−=  
la velocidad de la luz en el vacío. El hecho de que las ondas EM viajen en el espacio a la 




1.2.1.4.    Ondas planas en conductores perfectos 
 
 
Como ha sido mencionado en la §1.2.1.1, un medio será un conductor perfecto si tanθ  es 













  (1.2.28) 
Teniendo en cuenta estos valores, las expresiones obtenidas en la §1.2.1.1 para las 
constantes de atenuación y fase (1.2.7), el módulo y la fase de la impedancia intrínseca del 
medio (1.2.14) y la velocidad de propagación y la longitud de onda en el medio (1.2.17), se 
reescriben de la forma: 
2
ωμσα β= =   (1.2.29) 
,
2η
π ωμθ η σ= =   (1.2.30) 
2 2,c ω πλμσ β= =   (1.2.31) 
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1.2.2. Reflexión y transmisión de ondas planas monocromáticas 
 en el caso de incidencia normal 
 
 
Cuando una onda plana atraviesa la interfaz que separa dos medios diferentes, es 
parcialmente reflejada y parcialmente transmitida. La proporción de la onda incidente que es 
reflejada o transmitida depende de los parámetros constitutivos de ambos medios. 
En la presente Subsección, atendiendo a las consideraciones que serán efectuadas en los 
capítulos siguientes, puesto que el trabajo está referido a observaciones realizadas en la 
modalidad monoestática (emisor y receptor coincidentes), se asume que la onda plana incidente 
es normal a la interfaz que limita ambos medios. 
Es posible realizar un desarrollo análogo para el estudio de la reflexión y transmisión de 
ondas planas en incidencia oblicua, teniendo en cuenta en este caso los ángulos de incidencia, 
reflexión y transmisión. Este desarrollo conduce a la ley de Snell para los ángulos y las leyes de 
Fresnel para los coeficientes de reflexión y transmisión, y puede consultarse en la §10.9 de 
Sadiku (1994) y la §18.2 de Reitz et al. (1996), entre otros. 
 
 
1.2.2.1.    Estudio de las amplitudes de los campos:      
     Coeficientes de reflexión y transmisión 
 
 
Sea una onda plana monocromática que se propaga a lo largo de la dirección y sentido del 
eje OZ  positivo, incidente normalmente en la interfaz dada por el plano  que separa el 
medio 1 (
0z =
0z < ), caracterizado por los parámetros 1σ , 1ε  y 1μ , y el medio 2 ( ), 
caracterizado por los parámetros 
0z >
2σ , 2ε  y 2μ , tal como se muestra en la Figura 1–2-1. 
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Figura 1–2-1: Ondas planas incidente (subíndice i), reflejada (subíndice r) y transmitida 
(subíndice t) en la interfaz que separa los medios 1 y 2. El símbolo ? (vs. ⊗) representa un 
vector normal al plano de la hoja dirigido hacia el exterior (vs. interior). 
 
 
Teniendo en cuenta los resultados obtenidos en la §1.2.1, la parte espacial del campo 
eléctrico incidente viene dada por: 
( )  10 · ·zie iz E e γ−=E x   (1.2.32) 
De tal forma que la parte espacial del campo magnético incidente viene dada por: 
( )   1 00
1
· · · ·z ziie i
Ez H e eγ η
−= =H 1γ−y y   (1.2.33) 
 
La onda reflejada se propaga en el medio 1, a lo largo de la dirección y sentido del eje OZ  
negativo. Si la parte espacial del campo eléctrico reflejado viene dada por:9
( )  10 · ·zre rz E eγ=E x
                                                          
  (1.2.34) 
9 Se asume que E  y  tienen la misma dirección y sentido, lo cual equivale a que ,  y  
tengan la misma polarización. 
ei erE eiE erE etE
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La parte espacial del campo magnético reflejado viene dada por: 
( )   1 100
1
· · · ·z zrre r
Ez H e eγ γη= − = −H y y   (1.2.35) 
 
La onda transmitida se propaga en el medio 2, a lo largo de la dirección y sentido del eje 
OZ  positivo. Si la parte espacial del campo eléctrico reflejado viene dada por: 
( )  20 · ·zte tz E e γ−=E x   (1.2.36) 
La parte espacial del campo magnético reflejado viene dada por: 
( )   2 200
2
· · · ·z ztte t
Ez H e eγ γη
−= =H −y y   (1.2.37) 
 
Las condiciones en la frontera (1.1.3) implican en este caso que las componentes 
tangenciales de los campos eléctrico y magnético se conservan en la interfaz , luego: 0z =
( ) ( ) ( )











  (1.2.38) 
Teniendo en cuenta las expresiones para los campos (1.2.32) a (1.2.37), las expresiones 









E E Eη η
+ =
− = 01 t   (1.2.39) 


















  (1.2.40) 
 






















  (1.2.41) 
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≤ ≤   (1.2.42) 
En el caso particular en que el medio 2 es un conductor perfecto, 2σ ≈ ∞  y, por (1.2.30), 
2 0η ≈ . En este caso  y 1r = − 0t = , siendo la onda incidente completamente reflejada. 
 
En la presente Tesis Doctoral se estará interesado en determinar los coeficientes de reflexión 
y transmisión tanto para ondas que se propagan desde el medio 1 hacia el medio 2, como para 
ondas que se propagan en sentido contrario, desde el medio 2 hacia el medio 1. Teniendo en 
cuenta las expresiones (1.2.41), es posible determinar los coeficientes de reflexión y transmisión 
para el primer caso, que se denotarán como  y , y para el segundo caso, que se denotarán 




































Es posible reescribir las expresiones anteriores en términos del coeficiente de reflexión , 

















= −  (1.2.44) 
 
En este desarrollo se han determinado los coeficientes de reflexión y transmisión para el 
campo eléctrico. Es inmediato obtener los coeficientes correspondientes para el campo 
magnético, sin más que expresar los campos eléctricos en (1.2.41) en función de los magnéticos, 




1.2.2.2.    Estudio de la energía: Reflectancia y transmitancia 
 
 
En el caso en que no se desee estudiar las amplitudes de los campos, sino la transferencia de 
la energía asociada a los campos, es posible determinar unas expresiones análogas a (1.2.41), 
empleándose en lugar de los campos eléctrico y magnético el vector de Poynting (W·m-2), 
definido por: 
≡ ∧P E H   (1.2.45) 
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Cuyo módulo representa el flujo de potencia en cada punto asociada al campo EM, en la 
dirección de propagación del campo. Sustituyendo en la expresión anterior los campos eléctrico 
y magnético dados respectivamente por (1.2.9) y (1.2.15), haciendo uso de la identidad 
trigonométrica (Harris y Stocker, 1998): 
( ) (1cos ·cos cos cos
2
)A B A B A= − + +⎡⎣ B ⎤⎦  (1.2.46) 
Se obtiene para el vector de Poynting la expresión: 
(2 20 cos cos 2 2 ·2 zE e tα ηθ ω β θη − ⎡= + −⎣P  )z η ⎤− ⎦ z  (1.2.47) 
 
El vector de Poynting promedio P  es una magnitud de mayor utilidad práctica, y se 
determina integrando (1.2.47) en el tiempo, a lo largo del periodo 2T π ω= , obteniéndose la 




zE e α ηθη
−=P  z   (1.2.48) 
Es posible definir unos vectores de Poynting promedio correspondientes a las ondas 
incidente, iP , reflejada, rP , y transmitida, tP , haciendo uso de la expresión anterior. En 






















⎛ ⎞−≡ = =⎜ ⎟+⎝ ⎠
≡ = =+
  (1.2.49) 
Ambos coeficientes son adimensionales y reales, cumpliendo la propiedad: 
1R T+ =   (1.2.50) 
Esta identidad es una expresión de la conservación de la energía en la zona interfacial. 
 
 
1.2.3. Atenuación de ondas electromagnéticas 
 
 
En la presente Sección se estudian los fenómenos que rigen la propagación de las ondas EM 
más representativos. Éstos afectan a la energía portada por la señal y, por ello, a las intensidades 
de las señales registradas en la antena receptora, limitando la aplicación del método. 
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1.2.3.1.    Dispersión de frecuencias 
 
 
En los desarrollos expuestos en las §§1.2.1 y 1.2.2 se estudia la propagación de ondas 
monocromáticas. En general, como se verá en la §1.3, los parámetros EM serán función de la 
frecuencia, de tal forma que la propagación de cada componente de la señal será diferente, y sus 
aportaciones a la amplitud y fase del impulso resultante variarán a lo largo del desplazamiento a 
través del medio, y en función de éste (Lorenzo, 1994). Un estudio detallado de este fenómeno 
puede encontrarse en la obra de Reitz et al. (1996). 
 
 
1.2.3.2.    Dispersión geométrica 
 
 
La emisión de las ondas de radar se produce en forma de un haz de energía 
aproximadamente cónico, con sección elíptica, de tal forma que la energía radiada se reparte en 
una superficie cada vez mayor. En el caso en que el medio por el que se propaga es homogéneo 
y no absorbente, la reducción de la energía es inversamente proporcional al cuadrado de la 
distancia recorrida (Pérez Gracia, 2001). Este fenómeno será tratado en mayor detalle en la 
§2.2.2, dedicada a la Ecuación del Radar. 
 
 
1.2.3.3.    Enfoque y dispersión en las interfaces 
 
 
La reflexión en una interfaz que contiene aristas o concavidades puede bien enfocar, bien 
dispersar la energía, dependiendo de su orientación y la localización de la antena sobre la 
superficie (Conyers y Goodman, 1997). Este efecto se ejemplifica en la Figura 1–2-2: 
 
 




























Figura 1–2-2: Sección transversal de una interfaz subsuperficial, ilustrando el enfoque y 
dispersión en diferentes posiciones de la antena (Conyers y Goodman, 1997). 
(a) Cuando la antena está localizada sobre una superficie convexa, se produce una pequeña 
dispersión. 
(b) Cuando la antena está localizada sobre un foso, se produce una gran dispersión, pues las 
ondas son reflejadas múltiples veces en el interior del foso antes de ser dispersadas fuera de él. 
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1.2.3.4.    Absorción 
 
 
En las ecuaciones (1.2.9), (1.2.15) y (1.2.48) puede apreciarse cómo los módulos de los 
campos eléctrico y magnético y del vector de Poynting promedio decrecen exponencialmente 
con la distancia recorrida, de acuerdo con la constante de propagación del medio α . Ésta 
depende, como se aprecia en (1.2.7), de los parámetros EM del medio y de la frecuencia de la 
radiación. Un estudio detallado de este fenómeno puede encontrarse en la §3.3.2 de Lorenzo 
(1994) y la §4.2.2 de Pérez Gracia (2001). 
 
 
1.2.3.5.    Dispersión (Scattering) 
 
 
Este fenómeno se produce cuando la energía electromagnética incide en elementos cuyas 
dimensiones son del mismo orden de magnitud que la longitud de onda, esto es, cuando las 
propiedades electromagnéticas del medio10 cambian en una longitud del orden de la longitud de 
onda (Born y Wolf, 2002, Capítulo III). 
El efecto de la dispersión sobre la señal se manifiesta en una disminución de la amplitud de 
la onda y la generación de un ruido aleatorio de fondo en el radargrama, debido a las reflexiones 
en las partículas que producen la aparición de pequeñas ondas propagándose en direcciones 
aleatorias. Este efecto es más evidente cuando en el estudio se utilizan antenas de más alta 





                                                          
10 Las inhomogeneidades del material en el que se propaga la energía o del reflector en el que incide la 
radiación EM. 
 
 1.3. Parámetros electromagnéticos 
 
 
En el más general de los casos las ecuaciones constitutivas (1.1.2) pueden escribirse en la 
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  (1.3.1) 
Donde ε , iμ  y iσ  denotan, respectivamente, los tensores permitividad eléctrica, 
permeabilidad magnética y conductividad eléctrica, como funciones de la frecuencia angular ω , 
el campo eléctrico E , el campo magnético H , la posición r , el tiempo , la temperatura T , 
la presión , etc. Cada uno de los tres tensores será complejo en el caso general, permitiendo 
que las fases de  y ,  y ,  y  sean diferentes. En los problemas de 
electromagnetismo de aplicación en la Geofísica, se realizan las siguientes asunciones con el 
objeto de simplificar los análisis: 
t
P
D E B H J E
 
Todos los medios son lineales, homogéneos e isótropos, y poseen propiedades 
electromagnéticas que son independientes del tiempo, la temperatura o la presión. 
 
La permeabilidad magnética se asume igual a la del vacío, esto es, 0μ μ= . 
 
Atendiendo a las precedentes consideraciones, es posible reescribir las relaciones 
constitutivas en la forma (1.1.2), donde la permitividad eléctrica y conductividad eléctrica 
pueden ser funciones complejas de la frecuencia angular, de la forma (Ward y Hohmann, 1987; 
Keller, 1987; Grégoire y Hollender, 2004): 
( ) ( ) ( )
( ) ( ) ( )
i
i
ε ω ε ω ε ω
σ ω σ ω σ ω
′ ′′= −
′ ′′= +   (1.3.2) 
Donde ε ′ , σ ′ ; ε ′′ , σ ′′  representan, respectivamente, las partes real e imaginaria de la 
permitividad y la conductividad eléctricas. 
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Otra posible parametrización de la permitividad eléctrica es la expresada mediante la 
expresión (Cole y Cole, 1941; Keller, 1987; Zeng et al., 2000): 






ε ε εε ω ε ε ω ω
∞
∞
−= + +   (1.3.3) 
Donde 0ε  representa la permitividad eléctrica del vacío, y los cuatro parámetros lε , ε∞ , 
eω  y eα  describen la dependencia de la permitividad eléctrica con la frecuencia de la fuente, ω . 
 
En lo que respecta a la conductividad, a las frecuencias a las que opera el geo-radar, puede 
asumirse que la conductividad toma un valor real independiente de la frecuencia, igual a la 
conductividad de corriente continua CCσ  (Keller, 1987; Xu y McMechan, 1997; Irving y 






′′ =   (1.3.4) 
 
Estas parametrizaciones no son únicas, sino que existen diferentes alternativas en la 
literatura (Rappaport y Weedon, 1996; Grandjean et al., 2000; Wang y Oristaglio, 2000. Un 
compendio de las más representativas puede encontrarse en el artículo de Bano, 1996), 
incluyendo, en algunos casos, otros efectos como la anisotropía (Carcione y Schoenberg, 2000; 
Wilson y Thiel, 2002). El estudio detallado de los parámetros electromagnéticos y los 
mecanismos físicos subyacentes a las distintas parametrizaciones puede encontrarse en las obras 
de Blakemore (1985), Ibach y Lüth (1996) y Myers (1997), entre otros. 
 
Los valores de los parámetros electromagnéticos pueden ser determinados 
experimentalmente, mediante ensayos de laboratorio (Pérez Gracia, 2001, Capítulo 10). 
También es posible estimarlos mediante modelado de trazas de geo-radar (Lorenzo, 1994, 
Capítulo 7; Pérez Gracia, 2001). Valores típicos pueden encontrarse tabulados en la literatura 
(Hipp, 1974; Carmichael, 1982 a-b y 1984, entre otros), hallándose tablas recopilatorias de 















En este segundo Capítulo se describe el equipo de geo-radar, así como su funcionamiento en 
la fase de adquisición de datos de campo. Este tema es tratado en amplitud en diversas 
publicaciones, tales como las de Lorenzo (1994), Conyers y Goodman (1997), Daniels (2000), 
Pérez Gracia (2001), Olhoeft (2003) o Daniels (2004). Así mismo, se describen algunas de las 
técnicas de procesado de los datos de campo y de conversión del tiempo doble de recorrido en 
profundidad. 
Se encuentra dividido en cinco Secciones dedicadas, respectivamente: 
 
• A la enumeración de sus componentes. 
• A una breve descripción de su funcionamiento. 
• Al estudio de las antenas, estudiándose sus características físicas, derivándose 
la Ecuación del Radar y estudiándose la resolución horizontal y vertical del 
geo-radar. 
• A las técnicas de procesado de los datos de campo. 








 2.1. Componentes del geo-radar 
 
 
El geo-radar es un método de Prospección Geofísica de alta resolución basado en la emisión 
y propagación de ondas electromagnéticas en forma de pulsos de corta duración y en el rango de 
frecuencias de 10–3000 MHz, y la posterior recepción de las reflexiones en discontinuidades, 
hábil para el estudio no destructivo de la estructura de la región subsuperficial y la localización 
de objetos enterrados. 
 
Un equipo de geo-radar consiste, esencialmente, en: 
 
• Unidad central 
Su función es la de realizar el control y coordinación de las antenas y de la señal 
emitida, así como coordinar el almacenamiento de la señal en algún tipo de soporte. En 
ella se selecciona el rango de tiempo de registro y el número de muestras por traza. 
Estos aspectos serán tratados con mayor detalle en la §2.2, en la que se realiza una 
breve descripción del funcionamiento del geo-radar. 
También permite realizar algún tratamiento básico de las señales durante el proceso de 
adquisición de datos, o preprocesado (Lorenzo, 1994; Brunzell, 1998; Pérez Gracia, 
2001; Roth et al., 2003), disponiéndose de filtros pasa-alto para eliminar parcialmente 
el ruido, amplificadores de la señal (funciones de ganancia) para facilitar la 
identificación de las reflexiones más profundas, que llegan con una amplitud más baja, 
superposición de trazas (stacking) o eliminación automática del ringing. Estos aspectos 
serán tratados con mayor detalle en la §2.4, dedicada a las técnicas de procesado de las 
señales de geo-radar. 
 
• Antenas emisora y receptora 
Están encargadas de emitir impulsos electromagnéticos de corta duración (entre 1 y 
10 ns) y captar sus reflexiones en el subsuelo. 
A ellas, por su especial influencia en la adquisición de los registros de geo-radar, está 
dedicada la §2.3. 
 
• Unidad de almacenamiento y visualización 
Como unidad de almacenamiento y visualización se emplea un ordenador portátil, 
pudiendo almacenarse los registros bien en la memoria RAM del ordenador, bien en el 
Disco Duro. 
Para la visualización de los registros es preciso seleccionar la frecuencia de la antena y 
un valor para la permitividad relativa del medio (para determinar un valor aproximado 
de la velocidad de propagación que permita efectuar la conversión del tiempo doble de 
recorrido a profundidad). Este aspecto se trata en mayor detalle en la §2.5. 
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Estos elementos se muestran en la Figura 2–1-1: 
 
 
 (a)              
 
 (b)         
 
 (c)                   
 
 (d)    
 
Figura 2–1-1: Elementos de un geo-radar.  
Fotografías procedentes del sitio web de Radar Systems, Inc. (http://www.radsys.lv) 
(a) Unidad central de geo-radar Zond-12e. Sobre ella, ordenador portátil para almacenamiento 
y visualización.. 
(b) Antena de 2 GHz. 
(c) Antena de 500 MHz. 
(d) Sistema de antenas de 150-75-38 MHz. 
Equation Section (Next)Equation Section (Next) 
 
 2.2. Breve descripción del funcionamiento del geo-radar 
 
 
El geo-radar es un dispositivo electrónico complejo. En la Figura 2–2-1 se muestra un 






         
 
Figura 2–2-1: Estructura esquemática de un geo-radar (Grigoriev y Zelenkov, 2004). 
 
 
De acuerdo con Lorenzo (1994) la emisión de señales por la antena emisora se coordina en 
la unidad central mediante un reloj interno (sincronizador) que emite pulsos de entre 1 y 10 ns 
con una frecuencia de 50 KHz (cada 20 μs). Cada pulso activa el dipolo o dipolos de la antena, 
que pasa a emitir con el diagrama de radiación y frecuencia central característicos de cada 
modelo. La antena emisora radia ondas electromagnéticas con un ciclo y medio, cuya forma 
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Mientras no emite estos pulsos, la unidad central permanece recibiendo las señales 
procedentes de los diferentes reflectores presentes en la subsuperficie, registradas en la antena 
receptora. Además de estas ondas reflejadas, siempre aparecerá una onda directa que recorre la 
distancia más corta desde la antena emisora hacia la antena receptora. Así pues, la señal de 






         
Figura 2–2-3: Ejemplo de la señal de salida. El pulso transmitido se puede observar claramente 
en el extremo izquierdo del registro (Grigoriev y Zelenkov, 2004). 
 
 
El proceso de reconstrucción de la señal procedente del receptor es llevado a cabo por un 
conversor estroboscópico, empleándose una técnica de muestreo con la información recibida, 
empleándose la misma frecuencia de 50 KHz que en el caso de la emisión.1
 
                                                          
1 Debido a las características de la señal como función muestreada con soporte acotado, su tratamiento 
presentará las características que corresponden a este tipo de funciones. Algunas de estas características se 
expondrán en los capítulos 4 y 5, dedicados respectivamente al formalismo matemático de la transformada de 
Fourier de funciones muestreadas con soporte acotado y a la interpolación en las transformadas de Fourier 
mediante métodos alternativos. 
 
 2.3. Antenas 
 
 
Aparte de en las publicaciones citadas en la Introducción del presente Capítulo, las antenas 
son tratadas con amplitud en publicaciones referidas al radar aeronáutico, como las de Berkowitz 
(1965) o González y Marcello (2002), así como en publicaciones específicas, como la de 
Cardama et al. (1998). 
En la presente Sección tras la descripción de las características físicas más relevantes, se 




2.3.1. Tipos de antenas 
 
 
Se define una antena como aquella parte de un sistema transmisor o receptor diseñada 
específicamente para radiar o recibir ondas electromagnéticas (IEEE Standard 145-1983). Si 
bien sus formas son muy variadas, todas las antenas tienen en común el ser una región de 
transición entre una zona donde existe una onda electromagnética guiada y una onda en el 
espacio libre, a la que además se puede asignar un carácter direccional (Cardama et al., 1998). 
Cada tipo de antena debe escogerse debidamente de acuerdo con las necesidades de su 
utilización. En la §2.3.2.6 se muestra una clasificación de las antenas en función de su 
frecuencia. También es posible otra agrupación de las antenas basadas en sus características 
estructurales: 
 
• Antenas alámbricas: Están construidas mediante hilos conductores que 
soportan las corrientes que dan lugar a los campos electromagnéticos radiados. 
La disposición y geometría de estos hilos puede ser diversa, pudiendo 
constituir en hilos rectos, espiras o hélices. 
• Antenas de apertura y reflectores: La onda radiada se genera gracias a 
una disposición de campos que se excitan mediante guías de ondas. Este tipo 
de antenas es muy usual en telecomunicaciones cuando se asocian a algún tipo 
de reflector, siendo el parabólico el más común. 
• Agrupaciones de antenas: Engloban todas las asociaciones de antenas que 
pueden realizarse utilizando cualquier tipo de antena. 
 
En el caso del geo-radar, los hilos se disponen rectos, formando dispositivos dipolares, o 
bien en forma de espira triangular o mariposa (Lorenzo, 1994; Pérez Gracia, 2001), como puede 
apreciarse en la Figura 2–3-1: 
 
 41 
42 Capítulo 2 – Prospección geofísica con geo-radar 
 
 
Figura 2–3-1: Esquema de una antena de 100 MHz de “GSSI” (Pérez Gracia, 2001). 
La espira es del tipo mariposa. 
 
 
Así mismo, para estudios de geo-radar se realiza otra diferenciación entre antenas, según la 
posición relativa del transmisor y receptor: 
 
• Antenas monoestáticas: En este caso bien se emplea una antena común 
para emitir y recibir (antenas de conmutación), bien se emplean dos antenas 
ubicadas en el mismo punto (antenas de dos dipolos). 
• Antenas biestáticas: En este caso se emplea una antena emisora y una 
antena receptora, alejadas entre sí. 
 
 
2.3.2. Características físicas 
 
 
2.3.2.1.    Impedancia y eficiencia 
 
 
La antena ha de conectarse a un transmisor y radiar el máximo de potencia posible con un 
mínimo de pérdidas en ella, habiendo ambos de adaptarse para una máxima transferencia de 
potencia. 
A la entrada de la antena puede definirse la impedancia de entrada, dependiente en 
general de la frecuencia, mediante relaciones tensión–corriente en ese punto. Dado que la antena 
radia energía, hay una pérdida neta de potencia hacia el espacio debida a radiación, que puede 
ser asignada a una resistencia de radiación rR , definida como el valor de la resistencia que 
disiparía la misma potencia que la radiada por la antena. Así mismo, superpuestas a éstas se 
encuentran las pérdidas que puedan producirse en la antena, habitualmente óhmicas en los 
conductores. Todas éstas pueden globalizarse en una resistencia de pérdidas . La resistencia 
de entrada es la suma de las de radiación y pérdidas. 
RΩ
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La existencia de pérdidas en la antena hace que no toda la potencia entregada por el 
transmisor sea radiada, por lo que se puede definir la eficiencia de la antena lη , mediante la 
relación entre la potencia radiada y la entregada o, equivalentemente, entre la resistencia de 










≡ = +   (2.3.1) 
 
 
2.3.2.2.    Intensidad de radiación y potencia total radiada 
 
 
La intensidad de radiación K  se define como la potencia radiada por unidad de ángulo 
sólido en una determinada dirección (W·sr-1). A grandes distancias es independiente de la 
distancia  y sólo depende de los ángulos cenital y acimutal, r θ  y φ . Su relación con el flujo 
de potencia radiada  es:P 2
( ) ( ) 2, , ·K Pθ φ θ φ= r
)
  (2.3.2) 
 
La potencia total radiada se puede obtener como la integral del flujo de potencia en una 
superficie esférica que encierra la antena: 
(· ,r SP d θ φ= ∫∫ S P   (2.3.3) 
O bien integrando la intensidad de radiación en todas las direcciones del espacio:3
(
4
· ,rP d Kπ )θ φ= Ω∫∫   (2.3.4) 
 
La intensidad de radiación puede determinarse en términos del vector de radiación  de 
la forma: 
N
( ) ( )222, 4K Nθ φNηθ φ λ= +   (2.3.5) 
Donde η  representa la impedancia intrínseca del medio, λ  la longitud de onda, y Nθ , 
Nφ  son las componentes cenital y acimutal del vector de radiación: 
                                                          
2 Se corresponde con el módulo del vector de Poynting (Cf. §1.2.2.2). 
3 El diferencial de ángulo sólido en coordenadas esféricas viene dado por 2 send dS r d dφ φ θΩ = = . 
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( ) ?( ) ? ?( ) ?
? ?
· · · · · ·
· · ·rN N Nθ φ
θ θ= + +N N r r N N? ? φ φ
θ φ= + +r?
  (2.3.6) 
 mDefinido ediante la expresión: 
( ) ·· · ik
V
dV e ′′ ′ ′≡ ∫∫∫ r rN J r ?   (2.3.7) 
Donde J  representa el vector densidad de corriente eléctrica, k  el número de onda 
2k π λ= , y los parámetros con prima representan los puntos fuen  los parámetros sin 
prima los puntos campo, de acuerdo con la Figura 2–3-2. 
Estas expresiones son válidas en la aproximación de grandes distancias para los campos 
radi grandes ancias los les frente a los radiados). 
Para ello se asume: 
  (2.3.8) 
Donde 
te, y
ados (a dist campos inducidos son despreciab
1 ,kR r r′? ?













′= −R r r
V ′  
′r  
( )′J r  
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2.3.2.3.    Diagrama de radiación 
 
 
El diagrama de radiación es una representación gráfica de las propiedades de radiación de la 
antena, en función de las distintas direcciones del espacio, a una distancia fija. Se define el 
diagrama de radiación normalizado mediante el cociente: 







θ φθ φ =   (2.3.9) 
Si bien la información de la radiación es tridimensional, puede ser de interés, y en muchos 
casos suficiente, representar un corte del diagrama. Los más habituales son la representación de 
 vs. t θ  para un valor de φ  constante (denominado patrón vertical o patrón en el plano E) y la 
representación de t  vs. φ  para el valor 2θ π=  (denominado patrón horizontal o patrón en el 
plano H). 
En un diagrama de radiación típico se aprecia una zona en la que la radiación es máxima, a 
la que se denomina lóbulo principal, y unas zonas que rodean a los máximos de menor amplitud, 
denominadas lóbulos secundarios. Son parámetros importantes del diagrama de radiación: 
 
• Ancho de haz a –3 dB: Separación angular de las direcciones en las que el 
diagrama de radiación toma el valor mitad del máximo. 
• Relación de lóbulo principal a secundario: Es el cociente, expresado en 
dB, entre el valor del diagrama en la dirección del máximo y en la dirección 
del máximo del lóbulo secundario. 
• Relación delante–atrás: Es el cociente, también en dB, entre el valor del 
diagrama en la dirección del máximo y el valor en la dirección diametralmente 
opuesta. 
 
Se denomina antena isótropa a una antena ideal que radie la misma intensidad de 
radiación en todas las direcciones del espacio. El flujo de potencia que radia una antena isótropa 
con potencia total  a una distancia  puede determinarse mediante la expresión: rP r
( ) 2, 4 r
PP
r
θ φ π=   (2.3.10) 
Aunque no existe ninguna antena de estas características, es de gran utilidad para definir los 
parámetros de las siguientes Subsecciones. 
 
En el caso del geo-radar, el diagrama de radiación se asimila a un cono con sección elíptica, 
enfocado en la dirección perpendicular a la antena, cuyo eje mayor se encuentra orientado en la 
dirección de desplazamiento de la misma. Una representación esquemática se muestra más 
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2.3.2.4.    Directividad y ganancia 
 
 
La directividad  de una antena se define como la relación entre el flujo de potencia 
radiada en una dirección y el flujo de potencia que radiaría una antena isótropa que radiase la 
misma potencia que la antena, de acuerdo con 
D
(2.3.10), a una distancia dada: 







θ φθ φ π=   (2.3.11) 
Si no se especifica la dirección angular, se sobreentiende que la directividad se refiere a la 
dirección de máxima radiación: 
( )max 24r
PD
P rπ=   (2.3.12) 
Conociendo la directividad máxima  y el diagrama de radiación normalizado D ( ,t )θ φ , la 
directividad en cualquier dirección se obtiene mediante el producto de ambos: 
( ) (, · ,D D t )θ φ θ= φ
)
  (2.3.13) 
 
La ganancia de la antena G  se define de forma similar a la directividad, pero 
estableciendo la comparación no con la potencia radiada sino con la potencia entregada a la 
antena, lo cual permite tener en cuenta las posibles pérdidas en la antena. La ganancia y la 
directividad están relacionadas, pues, a través de la eficiencia de la antena: 
( ) (, · ,lG Dθ φ η θ φ=   (2.3.14) 
 
 
2.3.2.5.    Polarización 
 
 
La polarización de una antena en una dirección es la de la onda radiada por ella en esa 
dirección. La polarización de una onda es la figura geométrica descrita, al transcurrir el tiempo, 
por el extremo del vector campo eléctrico en un punto fijo del espacio en el plano perpendicular 
a la dirección de propagación. Para ondas con variación temporal sinusoidal esa figura es, en 
general, una elipse, pero hay dos casos particulares de interés: si la figura trazada es un 
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2.3.2.6.    Ancho de banda y frecuencia nominal 
 
 
Todas las antenas, debido a su geometría finita, están limitadas a operar en una banda de 
frecuencias. Este intervalo de frecuentas, en el que un parámetro de antena determinado no 
sobrepasa unos límites prefijados, se conoce como el ancho de banda de la antena. Puede ser 
definido respecto a múltiples parámetros: diagrama de radiación, directividad, impedancia, etc. 
La frecuencia nominal de la antena se corresponde con aquella en la que se sitúa el 
máximo de la distribución de frecuencias. Ésta se sitúa, en general, en el centro de la banda de 
frecuencias, como se muestra más adelante en la Figura 2–3-8. 
La frecuencia de la antena debe escogerse debidamente de acuerdo con las necesidades de su 
utilización. En la Tabla 2–3-1 se muestra la división del espectro de ondas electromagnéticas 
para las más altas frecuencias: 
 
 
Tabla 2–3-1: Denominación de las bandas de frecuencias por décadas (Cardama et al., 1998). 




< 3 KHz 
3–30 KHz 
30–300 KHz 
> 100 Km 
100–10 Km 
10–1 Km 
Extremely Low Frequency 























Ultra High Frequency 
Super High Frequency 
Extremely High Frequency 
 
 
El geo-radar utiliza bandas de frecuencias situadas aproximadamente entre 10 MHz y 3 




2.3.2.7.    Área efectiva 
 
 
La antena en recepción extrae potencia del frente de ondas incidente, por lo que presenta una 
cierta área efectiva , definida como la relación entre la potencia que entrega la antena a su 
carga, y el flujo de potencia de la onda incidente. 
efA
Es posible expresar el área efectiva en términos de la directividad de la forma (Cardama et 
al., 1998): 
( ) (2, ·
4ef
A Dλ ),θ φ π= θ φ   (2.3.15) 
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2.3.3. Ecuación de propagación: Ecuación del Radar 
 
 
La Ecuación del Radar permite determinar la potencia reflejada por un blanco que capta una 
antena de radar. Supongamos que sobre un reflector, situado a una distancia eR  del emisor, 
incide una onda. Parte de la potencia de la misma es interceptada y rerradiada hacia el receptor, 
situado a una distancia rR  del reflector. La situación se muestra en la Figura 2–3-3: 
 
 
Constante de atenuación: α  
Emisor Receptor 
Reflectancia: R  
Sección radar equivalente: Aσ  
eR                   rR  
 
Figura 2–3-3: Diagrama para la determinación de la Ecuación del Radar. 
 
 
El flujo de potencia radiada desde el emisor se obtendrá multiplicando la que habría 
producido una antena isótropa por la directividad: 
(2 · ,4 r
P D
r
)θ φπ   (2.3.16) 












π η   (2.3.17) 
Donde eη  y  representan, respectivamente, la eficiencia y la ganancia del emisor. Así 
mismo, debe tenerse en cuenta que la amplitud de la señal se atenúa con la distancia recorrida de 
acuerdo con el factor 
G
re α− , como se estudió en el Capítulo1. La caída de potencia dependerá del 












−   (2.3.18) 









−   (2.3.19) 
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Donde  representa la ganancia del emisor en la dirección del reflector. La energía 
reflejada por el mismo está limitada por la superficie eficaz que presenta al frente de ondas 
(sección radar equivalente, 
eG
Aσ ) y su reflectancia R , de tal forma que la potencia rerradiada 
viene dada por: 
2







− R   (2.3.20) 
En el camino hacia el receptor la potencia se distribuye sobre una superficie esférica y se 
atenúa de acuerdo con el factor exponencial anteriormente expuesto. Así pues, el flujo de 
potencia rerradiada viene dada por: 
2 2
2 2





P G e R e
R r
α ασπ η π
− −   (2.3.21) 
Si la antena receptora tiene un área efectiva en la dirección del reflector efA , la potencia 
recibida por el receptor viene dada por: 
2 2
2 2
1· · · · · · ·
4 4
e rR Rr e
L A
e e r
P GP e R e
R R
α ασπ η π
− −= efA  (2.3.22) 




1· · · · · · · ·
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− −= π η  (2.3.23) 
Donde rη  y  representan, respectivamente, la eficiencia y la ganancia del receptor en la 
dirección del reflector. Reorganizando los términos en la expresión anterior, es posible escribir 









r r e e r
P G G e ]R
P R R
αλ σπ η η π
− +⎡ ⎤= ⎢ ⎥⎣ ⎦
 (2.3.24) 
Donde se han separado los factores correspondientes al dispositivo, a la propagación y a las 
características del reflector. 
 
 
2.3.4. Capacidad de resolución 
 
 
La resolución se define como la capacidad para diferenciar elementos independientes en el 
subsuelo, ya sea en la dirección vertical u horizontal. La resolución se ve afectada por los 
parámetros físicos de los medios que atraviesa la señal, las características técnicas del equipo 
empleado, e incluso por el tratamiento realizado sobre la señal.4
                                                          
4 Por ejemplo, si se realiza un stacking sobre el radargrama para mejorar la relación señal–ruido, la resolución 
horizontal empeora (Pérez Gracia, 2001). 
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2.3.4.1.    Resolución vertical 
 
 
La resolución vertical permite conocer la sensibilidad del equipo para diferenciar dos 
señales adyacentes en el tiempo como dos eventos diferentes y, por ello, como originadas en dos 
reflectores diferentes. 
La resolución vertical puede definirse como el espesor mínimo que es capaz de distinguir el 
equipo en un modelo de tres capas para la capa intermedia (Lorenzo, 1994), como se muestra en 






          
 
Figura 2–3-4: Representación esquemática del registro obtenido en un modelo de tres capas 




La resolución vertical depende de la frecuencia de la antena y la duración del pulso. 
Teniendo en cuenta que para que sea posible resolver la capa intermedia es necesario que en el 
momento en que la señal originada por la reflexión en la cara inferior alcance la cara superior se 
haya reflejado la totalidad de la señal primaria, la resolución vertical Rv  podrá expresarse de la 
forma (Lorenzo, 1994): 
·
2
v tRv Δ=   (2.3.25) 
Donde  representa la velocidad de propagación de las ondas en el medio y  la duración 











           
Figura 2–3-5: Resolución vertical vs. duración del pulso para diferentes valores de la velocidad 
de propagación (Pérez Gracia, 2001). 
 
 
Bajo ciertas condiciones es posible resolver reflectores separados una distancia menor que 
Rv . Esto puede ocurrir en el caso de que la amplitud de la segunda reflexión sea mucho mayor 
que la de la primera (por ejemplo, cuando el medio 3 de la Figura 2–3-4 sea metálico). En otras 
ocasiones, es posible separar las señales superpuestas siempre que se conozca la forma de la 
señal emitida y si la superposición se produce en el primer cuarto de ciclo de la primera señal 
reflejada (Lorenzo, 1994). 
La resolución vertical del equipo puede mejorarse, teniendo en cuenta la expresión anterior, 
bien aprovechando la presencia de medios con una baja velocidad de propagación, bien 
empleando antenas con un pulso de menor duración. 
No obstante, una disminución de la longitud del pulso tΔ  lleva asociado un incremento del 
ancho de banda del haz fΔ , tal como se muestra en la Figura 2–3-6, pues ambas magnitudes se 
encuentran ligadas por la relación: 
·t fΔ Δ =1  (2.3.26) 
 
 





          
 
Figura 2–3-6: Relación entre la longitud del pulso y el ancho de banda (Lorenzo, 1994). 
 
 
Así pues, una reducción de la longitud del pulso en un cierto factor, conlleva un incremento 
del ancho de banda de acuerdo con el mismo factor. Puesto que el centro de frecuencias de dicha 
banda corresponde aproximadamente a la frecuencia de la señal en el medio, esto conduce a la 
necesidad de aumentar el centro de frecuencias de emisión, limitándose pues la penetración de la 
señal en la subsuperficie. 
En la práctica la resolución vertical es algo inferior a la dada por (2.3.25), debido a que el 
ancho de banda del equipo es tal que distorsiona los pulsos (González y Marcello, 2002), tal 




(a)      (b) 
 
 
(c)        (d) 
 
Figura 2–3-7: Pulso transmitido y distribución de frecuencias correspondiente a una antena de 
500 MHz (Conyers y Goodman, 1997). 
(a) Pulso ideal, en función del tiempo (ns). 
(b) Pulso real, en función del tiempo (ns). 
(c) Distribución de frecuencias (Hz) del pulso ideal (a). Centro de frecuencias en 516 MHz. 
(d) Distribución de frecuencias (Hz) del pulso real (b). Centro de frecuencias en 505 MHz. 
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2.3.4.2.    Resolución horizontal 
 
 
La resolución horizontal permite conocer la sensibilidad del equipo para diferenciar dos 
señales adyacentes en el espacio (en el mismo tiempo) como originadas por elementos 
separados. 
Existen diferentes criterios para definir la resolución horizontal. Lorenzo (1994) considera 
que un elemento de dimensiones finitas queda resuelto cuando el número de trazas que lo 
alcanza es suficientemente grande, pues si este número es demasiado pequeño, estas trazas 
quedarán recogidas en el radargrama como ruidos. Este número de trazas puede determinarse 






φ=   (2.3.27) 
Donde  representa la profundidad del elemento,  la velocidad de arrastre de la antena 
sobre la superficie y 
z av
φ  el número de trazas registradas en la unidad de tiempo que puede 
seleccionarse en la unidad central durante el proceso de adquisición de datos. 
La expresión anterior ha sido determinada suponiendo que la semianchura del lóbulo 
principal es un ángulo de 45º (Pérez Gracia, 2001). Esta expresión podría modificarse 
empleando el criterio de Conyers y Goodman (1997), que emplean la huella elíptica definida por 
la intersección entre el cono de radiación de la antena5 y la superficie reflectora, como se 
muestra en la Figura 2–3-8, a que se asigna una longitud: 
4 1 rm
zA λ ε= + +   (2.3.28) 
Donde λ  representa la longitud de onda de la radiación,  la profundidad del reflector y z





         
Figura 2–3-8: Cono de radiación de un geo-radar (Conyers y Goodman, 1997),  
donde  representa el semieje mayor de la huella elíptica y  la profundidad desde la 
superficie.
A z
                                                          
5 Cf. diagrama de radiación en la §2.3.2.3. 
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Pérez Gracia (2001, §4.3) recoge otro criterio para determinar la resolución horizontal, 
considerando que la primera zona de Fresnel describe el área mínima detectable, de tal forma 
que los rasgos del medio con dimensiones menores no son detectables. Por ejemplo, en un suelo 
humedo en el que se propaga la onda con una velocidad de 0,06 m·ns-1, el radio de la primera 
zona de Fresnel es de 43 cm si se utiliza una antena de 500 MHz y la superficie reflectora está a 
1,5 m de la antena. Esto indica que se pueden detectar elementos de diámetro medio mayores de 




 2.4. Técnicas de procesado de los datos de campo 
 
 
Los datos brutos obtenidos durante el proceso de adquisición contienen, junto a las señales 
que son relevantes para la investigación que se está realizando, otras señales espurias que 
constituyen un ruido superpuesto a las señales de relevancia.6 Así mismo, estos datos no se 
encuentran atribuidos, usualmente, a las profundidades o escalas horizontales apropiadas. El 
objeto de la fase de procesado es resolver estos inconvenientes y, en definitiva, mejorar la 
relación–ruido7 y resaltar los eventos para su reconocimiento (Dascalu y Franti, 2003). 
Este tema es tratado en amplitud en diversas publicaciones, tanto desde el punto de vista del 
desarrollo teórico (Sheriff y Geldart, 1983; Sheriff, 1989; Teldorfd et al., 1990; Haizhong y 
Xiaojian, 1997; Zoubir et al., 2002; Xia et al., 2003) como del de la aplicación práctica (Conyers 
y Goodman, 1997; Pérez Gracia, 2001, Capítulo 7; Neal, 2004). 
 
En los siguientes apartados se describen algunas de las técnicas de procesado más relevantes 
para el procesado de los datos de campo.8 Todas ellas pueden encontrarse en diferentes paquetes 




2.4.1. Visualización de los registros 
 
 
Pese a no poder considerarse, en sentido estricto, una técnica de procesado, una conveniente 
representación de los datos puede ayudar a identificar adecuadamente las estructuras que se 
desea detectar. Entre las distintas formas de representación de los datos cabe señalar: 
 
• Sucesión de trazas de amplitud (wiggle-plot): Se representan las trazas 
en sucesión, tal cual han sido obtenidas a lo largo del perfil. 
• Mapa de color: Se asignan diferentes colores a diferentes bandas de amplitud 
relativa del perfil. 
                                                          
6 En el caso del radar, se refiere a las señales no deseadas, constituyentes del ruido, con la denominación 
genérica de clutter, literalmente “desperdicios” (González y Marcello, 2002, Capítulo 5; Daniels, 2004, §2.4). 
Cf. clutter en la §8.2.5. 
7 Donde por señal se refiere al tipo de elementos que se desea observar en los datos y por ruido al resto 
(Sheriff, 1989). 
8 Otras técnicas menos habituales son descritas en la §8.2.5. 
9 Por ejemplo, Sun y Young (1995) refieren el software de pulseEKKO, desarrollado por Sensors & Software, 
Inc.; Grandjean y Durand (1999) desarrollan el software Radar Unix, referido por Grandjean et al. (2000); 
Sénéchal et al. (2000) refieren a Stratimagic, desarrollado por CGG-Petrosystems; Pérez Gracia (2001) y 
Rashed et al. (2003) refieren el software Radan, para el geo-radar de GSSI; Witten (2002) desarrolla el 
software Geophysica; Grigoriev y Zelenkov (2004) describen el software Prism, para el geo-radar Zond de 
Radar Systems, Inc.; Rucker y Ferré (2004) desarrollan el software BGPR_Reconstruct; Sandmeier (2004) 
describe el software Reflexw, desarrollado por Sandmeier Scientific Software. 
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Los perfiles pueden ser exagerados en las direcciones vertical u horizontal, la paleta de color 
puede ser determinada por el usuario, incrementándose o decrementándose el contraste de la 
imagen, con objeto de remarcar ciertos aspectos de la estratigrafía o la presencia de elementos 
subsuperficiales (Conyers y Goodman, 1997). 
Así mismo, es posible aplicar a los perfiles una función de ganancia a lo largo de cada traza, 
amplificándose eventos asociados con reflexiones profundas, o poco energéticas, aumentando 
las amplitudes que, por su pequeño tamaño, no serían tenidas en cuenta durante la interpretación 
de los registros (Pérez Gracia, 2001, Capítulo 7). 
 
 
2.4.2. Remuestreo o interpolación en el eje espacial 
 
 
Este procedimiento se aplica para corregir las variaciones en la velocidad de arrastre de la 
antena durante el proceso de adquisición de datos, siendo el objetivo la obtención de un registro 
con trazas igualmente espaciadas (Granjean et al., 2000; Grigoriev y Zelenkov, 2004). 
 
 
2.4.3. Filtros espaciales 
 
 
Estos procedimientos se aplican en la dirección espacial del registro, siendo el objetivo la 
eliminación de la señal del fondo. Este ruido puede ser de alta frecuencia, generado al deslizar la 
antena por una superficie irregular, o de baja frecuencia, ocasionado por un reflector externo. 
Estos filtros pueden ser: 
 
• Filtro pasa baja: Consiste en la determinación del promedio de varias trazas 
consecutivas, siendo la salida del filtro la traza promedio. 
• Filtro pasa alta: Consiste en la determinación del promedio de varias trazas 
consecutivas, siendo la salida del filtro la diferencia entre la traza central y la 
traza promedio. 
 
Otro tipo de filtro horizontal para la eliminación de la señal de fondo es aquel que elimina el 
bandeado horizontal presente en algunos registros de geo-radar. 
El proceso de eliminación consiste en restar a cada traza la traza promedio de todo el perfil. 
La traza promedio contendrá únicamente las señales horizontales de carácter sistemático, de tal 
forma que el perfil filtrado contendrá únicamente las reflexiones no horizontales, o aquellas 
reflexiones horizontales de corta longitud. 
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Es preciso ser cuidadoso en la aplicación de este tipo de filtros, pues si se emplea en 
registros correspondientes a regiones de la subsuperficie con estratigrafía horizontal o casi 




2.4.4. Filtros temporales 
 
 
Estos procedimientos se aplican en la dirección temporal del registro, siendo el objetivo la 
eliminación del ruido presente en cada traza. 
Estos filtros pueden ser: 
 
• Pasa baja: Consiste en la eliminación de las señales con frecuencia superior a 
la esperada. 
• Pasa alta: Consiste en la eliminación de las señales de baja frecuencia, 
consideradas como ruido del sistema. 
• Pasa banda y supresión de banda: Combinaciones de los anteriores. 
 
En la aplicación de estos filtros es conveniente realizar un estudio de frecuencias previo y 
posterior a la misma, con objeto de comprobar que se ha realizado correctamente y no ha sido 
perdida información útil (Pérez Gracia, 2001, Capítulo 7). 
 
 
2.4.5. Corrección estática 
 
 
Este tratamiento tiene por objetivo corregir los efectos que se producen sobre un registro a 
consecuencia de la topografía de la superficie o debido a variaciones bruscas de la velocidad en 
el medio. Si no se consideraran estas dos circunstancias, podrían producirse errores importantes 








La deconvolución es una técnica basada en el hecho de que, conforme la señal del radar es 
transmitida en la subsuperficie, la onda electromagnética cambia de forma por el efecto de 
diversos agentes, de tal forma que la señal registrada es el resultado de la convolución de la 
señal original con los filtros que caracterizan cada uno de estos agentes. El propósito de este tipo 
de metodologías es eliminar de la señal registrada los efectos de los agentes no deseados, 
mediante la convolución de la misma con su filtro inverso (Sheriff y Geldart, 1983; Conyers y 





Los registros de geo-radar contienen una imagen distorsionada de la estratigrafía y 
elementos subsuperficiales (Conyers y Goodman, 1997). Estas distorsiones están causadas por 
las reflexiones producidas en superficies inclinadas, por difracciones en elementos puntuales o 
discontinuidades laterales, y la variación de la velocidad de propagación de la onda en el medio, 
especialmente en el caso de variaciones laterales de velocidad (Pérez Gracia, 2001, §7.6.2). 
El propósito de esta técnica es facilitar la interpretación de los radargramas, trasladando a su 
posición real los efectos de inclinación de las reflexiones registradas y colapsando las hipérbolas 
de difracción al punto de la subsuperficie en que fueron originadas. 
 
 
2.4.8. Superposición de trazas (Stacking) 
 
 
El stacking consiste en la construcción de un registro mediante la combinación de trazas 
(Sheriff, 1984). Este procedimiento se emplea para mejorar la relación señal–ruido cuando éste 
es aleatorio, pues la superposición de varias trazas hace que los efectos debidos a fenómenos 
aleatorios (incoherentes) se reduzcan, realzándose los eventos coherentes. Hay que tener en 
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2.4.9. Corrección del normal moveout (NMO) 
 
 
El normal moveout es un término que refiere a la variación del tiempo de llegada de las 
reflexiones debido a la distancia entre emisor y receptor. Es el tiempo adicional requerido por la 
energía para viajar desde el emisor al reflector y de éste a un receptor situado a una cierta 
distancia del emisor, comparado con el tiempo que se obtendría si el receptor estuviera situado 
en la posición del emisor (Sheriff, 1984). 
 




 2.5. Conversión tiempo doble de recorrido–profundidad 
 
 
Los registros de geo-radar se muestran en función del tiempo doble de recorrido (el 
correspondiente al viaje de las ondas electromagnéticas desde la antena emisora al reflector, y 
desde el reflector hasta la antena receptora). El interés de la investigación se situará en relacionar 
el tiempo doble de recorrido en el que aparece una determinada señal con la profundidad a la 
que se encuentra el elemento que la origina. Esta conversión de tiempo doble de recorrido a 
profundidad puede establecerse mediante el conocimiento de la velocidad a la que viajan las 
ondas electromagnéticas en el interior de la subsuperficie (Conyers y Goodman, 1997). 
En la determinación de la distribución de velocidades en el interior de la subsuperficie 
pueden emplearse diversas técnicas, algunas de las cuales son descritas en las siguientes 




2.5.1. Métodos de onda reflejada (reflected–wave methods) 
 
 
Están basados en la identificación en los perfiles de geo-radar de reflexiones originadas por 
objetos o zonas de interés situadas a profundidades conocidas. Estos métodos permiten la 
determinación directa de la velocidad de propagación promedio en la región comprendida desde 
la superficie hasta dicha profundidad. 
Pueden emplearse diversas técnicas (Conyers y Goodman, 1997): 
 
• Test de la barra: Consiste en la introducción de una barra metálica por el 
lateral de una excavación, y su identificación en el perfil de geo-radar. 
• Test del muro: Es análogo al anterior, empleándose en la identificación la 
cara superior de un muro enterrado, uno de cuyos extremos ha sido expuesto 
en una excavación. 
• Correlación estratigráfica: Incorpora la información derivada de la 
medición de la velocidad mediante los test anteriores para ayudar en la 
identificación de reflexiones generadas por los horizontes expuestos en 
sondeos. 
 
En estas técnicas las señales registradas tendrán la forma de una hipérbola, siendo posible 
determinar la velocidad de propagación de las ondas en el medio a partir de su ecuación. 
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2.5.2. Métodos de onda directa (direct–wave methods) 
 
 
Aunque no tan precisos como los métodos de onda reflejada, estas técnicas proporcionan 
métodos adicionales para determinar la velocidad de las ondas. En estos métodos las antenas 
están separadas, encontrándose el material a testar entre ambas. El tiempo que las ondas tardan 
en alcanzar la antena receptora desde la antena emisora puede determinarse experimentalmente, 
de tal forma que, si la distancia entre ambas antenas es conocida, la velocidad puede ser 
calculada. 
Pueden emplearse diversas técnicas (Conyers y Goodman, 1997; Pérez Gracia, 2001, 
§5.4.4): 
 
• Transiluminación: Este método es aplicable en medios donde hay dos 
superficies paralelas en las que se pueden situar las antenas (muros, 
emplazamientos arqueológicos donde se encuentran dos excavaciones 
próximas, redes de túneles o minas con dos túneles paralelos, etc.). Las 
antenas emisora y receptora se ubican en superficies diferentes, dirigidas la 
una hacia la otra. Una de las antenas permanece fija, mientras la otra se 
desplaza a lo largo de la superficie opuesta. La posición de ambas antenas y la 
distancia existente entre ambas debe ser conocida en todo momento, de tal 
forma que se puede conocer la velocidad de propagación de las ondas para 
cada una de estas posiciones. 
• Punto medio común (Common Midpoint, CMP): Se realiza colocando las 
antenas emisora y receptora juntas en la superficie, separándolas 
paulatinamente en sentidos opuestos respecto a un punto central equidistante a 
ambas.10 El registro tiene la forma de una hipérbola en el caso en que hay 
presente un único reflector bajo el punto medio, siendo posible determinar la 




2.5.3. Ensayos de laboratorio 
 
 
En algunas ocasiones pueden extraerse muestras de las distintas unidades de que consta la 
región subsuperficial (por ejemplo, mediante un sondeo mecánico o en el transcurso de una 
excavación arqueológica), de tal forma que es posible determinar experimentalmente los valores 
de la permitividad eléctrica, permeabilidad magnética y conductividad eléctrica. Estas 
mediciones pueden ser utilizadas para estimar la velocidad y la atenuación que les caracteriza. 
(Conyers y Goodman, 1997; Pérez Gracia, 2001, Capítulo 10). 
 
                                                          
10 Existen diversas variaciones de este método, por ejemplo, manteniendo una antena fija mientras la otra se 
separa de ella a lo largo de una línea recta. 
11 En general, si la geometría de la región subsuperficial puede ser deducida (de tal forma que sean conocidos 








Diseño de algoritmos basados 
en la transformada de Fourier 
para la inversión y síntesis 
de radargramas 






En este tercer Capítulo se efectúa el desarrollo de algoritmos para la síntesis numérica e 
inversión de radargramas, tanto en dos dimensiones (perfiles) como en tres dimensiones (cubos). 
Para ello se resuelve el Problema Inverso, empleándose una metodología paralela a la expuesta 
por Stolt (1978) para la migración de perfiles sísmicos, mediante la resolución de la Ecuación de 
Ondas escalar en el dominio frecuencial. Este desarrollo se particulariza y amplía para la 
propagación de ondas electromagnéticas, discutiéndose las simplificaciones necesarias para la 
obtención de un algoritmo operativo. La resolución del Problema Directo se logra mediante la 
inversión de los algoritmos correspondientes al Problema Inverso. 
Esta técnica permite determinar los efectos ondulatorios (difracción), pero no permite tener 
en cuenta la presencia de reflexiones múltiples. En la resolución del Problema Directo éstas 
serán obtenidas mediante la introducción, previa a la aplicación de los algoritmos 
correspondientes, de una colección de reflectores ficticios asociados a cada reflexión múltiple. 
En la resolución del Problema Inverso, en cambio, no se procederá a la eliminación de las 
múltiples. Estos aspectos serán discutidos en el Capítulo 6, dedicado a la implementación de los 
algoritmos. 
El presente Capítulo se encuentra dividido en tres Secciones dedicadas, respectivamente: 
 
• A la exposición de las ecuaciones que rigen la propagación del campo 
electromagnético y la Ecuación de Ondas para el geo-radar. 
• Al planteamiento y resolución del Problema Inverso. 
• A la exposición, a modo de compilación, de los principales resultados 
obtenidos, tanto para la resolución del Problema Inverso como la del Problema 
Directo. 
 
Así mismo, se incluyen dos Anexos dedicados, respectivamente: 
 
• A la exposición de algunos elementos de Cálculo Diferencial. 
• A la resolución de la Ecuación de Ondas en el dominio frecuencial en un caso 
más general, en el que emisor y receptor no son coincidentes. 
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 3.1. Propagación del campo electromagnético: Ecuación de Ondas 
 
 
Tal como fue expuesto en el Capítulo 1, dedicado a lo fundamentos de la teoría 
electromagnética, la propagación del campo electromagnético (EM) en el interior de medios 
lineales, homogéneos e isótropos está descrita por las ecuaciones de Maxwell (1.1.1) y las 
relaciones constitutivas (1.1.2).1
 
En el caso del geo-radar la densidad de corriente asociada a la fuente del campo EM, fJ , es 
la antena emisora. Puesto que la detección del campo EM en la antena receptora comienza una 
vez finalizada la emisión en la antena emisora, ésta se efectúa en unas condiciones tales que 
 en todo punto del espacio (Lorenzo, 1994; Pérez Gracia, 2001). 0f =J
Teniendo en cuenta esta consideración, y operando en las Ecuaciones de Maxwell (1.1.1) de 
forma análoga a como se operó en la §1.2.1,2 es posible escribir las Ecuaciones de Onda para los 
campos eléctrico y magnético en el dominio espacial de la forma (Ward y Hohmann, 1987; Chen 
y Huang, 1998): 
xx yy zz tt t
xx yy zz tt t
με μσ
με μσ
+ + = +
+ + = +
E E E E E
H H H H H
  (3.1.1) 
Donde los subíndices denotan derivación respecto de las variables indicadas, definidas en la 
Subsección siguiente. 
 
De acuerdo con Chen y Huang (1998), se considerará el campo EM como la superposición 
de los modos ortogonales transversal eléctrico y transversal magnético (modos TE y TM). 
Es preciso tener en cuenta que las antenas emisora y receptora de un geo-radar están 
formadas por dipolos de media onda, caracterizados por radiar un campo EM máximo en la 
dirección perpendicular al plano del dipolo y nulo en éste. Los dipolos emisor y receptor están 
orientados de tal forma que la dirección del campo eléctrico E  de ambos sea paralela, y 
perpendiculares a la dirección de cada perfil (Lorenzo, 1994). En el caso en que las antenas son 
dipolos eléctricos, la señal registrada en la antena receptora es el campo eléctrico; mientras que 
en el caso en que las antenas son dipolos magnéticos, la señal registrada es el campo magnético 
(Cardama et al, 1998). 
                                                          
1 Aquí aparece la primera de las aproximaciones que se consideran en el desarrollo: 
 
Se considera que los medios que constituyen la región subsuperficial son 
lineales, homogéneos e isótropos. 
2 Donde se dedujeron las Ecuaciones de Onda los campos eléctrico y magnético en el dominio frecuencial. 
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Teniendo en cuenta estas consideraciones, así como la similitud formal de las ecuaciones 
(3.1.1), se está interesado en la resolución de la Ecuación de Ondas escalar (Chen y Huang, 
1998): 
xx yy zz tt tψ ψ ψ μεψ μσψ+ + = +   (3.1.2) 
Donde ψ  representa la componente no nula del campo eléctrico, en el caso de dipolos 
eléctricos, o la componente no nula del campo magnético, en el caso de dipolos magnéticos. 
 
Equation Section (Next) 
 
 
 3.2. Resolución del Problema Inverso 
 
 
3.2.1. Planteamiento y notación 
 
 
Sea ? ?( ); , ,O x y z?  un sistema de referencia, donde el origen O  se sitúa sobre la superficie 
de la Tierra, el eje OZ  (con vector unitario ) se sitúa en la dirección de la vertical, con 
sentido positivo hacia el interior de la Tierra, y los ejes 
z?
OX  y OY  (con vectores unitarios ?x  e 
 respectivamente) se sitúan sobre la superficie, ortogonales con ?y OZ  y entre sí, como se 




O  OX  
Figura 3–2-1: Sistema de coordenadas. Los vectores  y  denotan, respectivamente, la 




De acuerdo con Stolt (1978), se considera que cada traza representa, medida sobre un punto 
de la superficie, la amplitud de una de las componentes del campo eléctrico o magnético en 
función del tiempo. Ésta se representa mediante una función escalar ψ , que se considera que 
depende de las posiciones del emisor, ( ), ,e e e ex y z=r , y receptor, ( ), ,r r r rx y z=r , y del 
tiempo, que se denota: 
( ), , ; , , ;e e e r r rx y z x y z tψ ψ≡   (3.2.1) 
OZ
( ), ,e e e e ( ), ,r r r rx y z=r x y z=r  
( ), ,x y z=r
OY  
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De tal forma que un perfil está constituido por un conjunto de trazas medidas a lo largo de 
un segmento de línea sobre la superficie, y un cubo por un conjunto de trazas medidas sobre una 
superficie. De aquí en adelante se referirá a ambos casos con el nombre genérico de SECCIÓN. 
Obsérvese que en este planteamiento únicamente se tiene en cuenta la existencia simultánea 
de un único emisor y un único receptor. Al definirse la SECCIÓN como un conjunto de trazas, 
cada una de éstas corresponde al campo propagado desde un emisor y registrado por el receptor 
asociado a éste. 
 
El objetivo del presente Capítulo es hallar la relación entre esta función escalar (3.2.1) y la 
distribución de reflectividad de la región subsuperficial, dada por una función escalar R  
función de la posición ( , , )x y z=r , y cuya dependencia angular es obviada. 
Esta distribución de reflectividad R  se estima como el valor de la función ψ  que se 
observaría en cada punto, en el caso en que emisor y receptor se aproximan hacia el punto  de 




( ) (, , , , ; , , ;0)R x y z x y z x y zψ?   (3.2.2) 
De aquí en adelante se referirá al conjunto de trazas (3.2.1) que determinan una SECCIÓN 
como SECCIÓN MEDIDA, y se denotará SMψ ; y al conjunto de valores (3.2.2) que caracterizan 
la región subsuperficial como DISTRIBUCIÓN DE REFLECTIVIDAD, y se denotará DRψ . 
 
 




Obsérvese que, en el más general de los casos, la SECCIÓN MEDIDA (3.2.1) depende de siete 
parámetros y la DISTRIBUCIÓN DE REFLECTIVIDAD (3.2.2) de tres. Con el objeto de reducir el 
número de grados de libertad del problema y facilitar su resolución, se realizan sucesivas 
aproximaciones al Problema Inverso planteado: 
 
• En un primer paso se considera la superficie constituida por un plano 
horizontal. Así mismo, las posiciones del emisor y del receptor son 
coincidentes. 
• En un segundo paso, se considera que la velocidad de propagación es 
constante en todo el medio. 
                                                          
3 Este formalismo supone que: 
 
Los reflectores están constituidos por elementos difractores puntuales. 
De tal forma que cada uno de ellos, una vez es alcanzado por la radiación EM, se convierte a su vez en emisor 
de radiación (Claerbout, 1971; Stolt, 1978; Zeng et al., 1995). La implementación del modelo, desarrollada en 
el Capítulo 6, está de acuerdo con esta consideración. 
 
3.2. – Resolución del Problema Inverso 71 
• En un tercer paso se elimina parcialmente la aproximación anterior, 
considerándose que la velocidad de propagación sólo varía con la coordenada 
de profundidad. 
 
Con el objeto de expresar estas aproximaciones de forma sencilla, se realizan sucesivos 
cambios de variable que obligan a efectuar en la Ecuación de Ondas sendas transformaciones, 
que son desarrolladas en los siguientes apartados. 
 
 
3.2.2.1.    Primera transformación 
 
 
Como ha sido mencionado anteriormente, esta primera transformación responde a la 
expresión de las aproximaciones: 
 
Se considera que la superficie está definida por el plano horizontal , de 0z =
tal forma que , . 0ez ? 0rz ?
 
Se considera que emisor y receptor son coincidentes, de tal forma que 
e rx x? , e ry y? . 
 
La primera aproximación tiene sentido en muchas aplicaciones en las que emisor y receptor 
se mueven sobre una superficie plana o poco curvada (suelo asfaltado u hormigonado, paredes, 
etc.), no siendo así cuando se mueven sobre superficies rugosas o con ondulaciones muy 
pronunciadas. En todo caso, siempre será posible efectuar un filtrado espacial o una corrección 
estática por la topografía,4 previa al tratamiento de los datos de campo, para corregir este efecto. 
La segunda aproximación es mucho más restrictiva, pues el emisor y el receptor no son 
coincidentes en la mayoría de aplicaciones, salvo cuando se opera en modalidad monoestática. 
Fuera de esta modalidad de operación, esta aproximación tendrá sentido en los casos en que la 
profundidad de exploración sea mucho mayor que la distancia relativa receptor–emisor, o en los 
casos en que se efectúe una superposición de trazas (stacking),5 previamente al tratamiento de 
los datos de campo, bajo la consideración de que las secciones obtenidas serán equivalentes a las 
secciones normales (Stolt, 1978). 
La adecuación de estas aproximaciones dependerá de la cuantificación de la ondulación de 
la superficie y la separación receptor–emisor, y deberá ser evaluada en cada caso concreto. Los 
resultados obtenidos bajo estas aproximaciones serán discutidos en los capítulos 7 y 8, dedicado 
a la aplicación de los algoritmos diseñados en el presente Capítulo. 
 
 
                                                          
4 Cf. §§2.4.3 y 2.4.5. 
5 Cf. §2.4.7. 
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(1) Cambio de variables 
 
 











  (3.2.3) 
De tal forma que ( ), ,X Y Z=R  representa la posición del centro del dispositivo y 
(2 2 , ,re re re re )x y z=r  la posición relativa receptor–emisor. Téngase en cuenta que, en la 
mayor parte de aplicaciones se trabaja en la modalidad en que emisor y receptor se mueven 
simultáneamente a lo largo de la SECCIÓN, de tal forma que  permanece constante. rer
En este nuevo sistema, la función ψ  expuesta en (3.2.1) se reescribe de la forma: 
( ) ( ), , ; , , ; , , ; , , ;re re re e e e r r rX Y Z x y z t x y z x y z tχ ψ≡  (3.2.4) 
 
Bajo la primera de las aproximaciones anteriormente expuestas, , , de tal 
forma que la SECCIÓN MEDIDA 
0ez ? 0rz ?
(3.2.1) y la DISTRIBUCIÓN DE REFLECTIVIDAD (3.2.2) se 
reescriben, respectivamente, de la forma: 
( ) ( )
( ) (
, , 0; , , 0; , , 0; , , 0;
, , ; 0, 0, 0; 0 , , ; , , ; 0
SM re re SM e e r r
DR DR )
X Y x y t x y x y t




=  (3.2.5) 
 
Bajo las segunda de las aproximaciones anteriormente expuestas, eX x? , ; 
, . Teniendo en cuenta este resultado, la SECCIÓN MEDIDA 
eY y?
0rex ? 0rey ? (3.2.1) y la 
DISTRIBUCIÓN DE REFLECTIVIDAD (3.2.2) se reescriben, respectivamente, de la forma: 
( ) ( )
( ) (
, , 0; 0, 0, 0; , , 0; , , 0;
, , ; 0, 0, 0; 0 , , ; , , ; 0
SM SM e e e e
DR DR )
X Y t x y x y








Obsérvese que la posición del centro del dispositivo coincide con la posición del punto, y la 
posición relativa receptor–emisor es el vector cero, al ser ambos coincidentes. 
Tras estas aproximaciones, una vez efectuado el cambio de variables, se ha reducido el 
número de grados de libertad del problema a cuatro, correspondientes a las variables 
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(2) Transformación de la Ecuación de Ondas 
 
 
Dado el cambio de variables (3.2.3), es preciso modificar la Ecuación de Ondas (3.1.2) para 
transformar las derivadas respecto de las variables antiguas y expresarlas en términos de 
derivadas respecto de las nuevas variables. Este cambio de derivadas se efectúa teniendo en 
consideración los resultados de cálculo diferencial expuestos en el Anexo A del presente 
Capítulo (Cf. 3.A). Así pues, teniendo en cuenta las expresiones para el cambio de variables en 
las derivadas parciales expuestas en (3.A.1) y (3.A.4) se obtiene, para el cambio expuesto en 
(3.2.3): 
( ) ( ) ( ) ( )
2 2 2 2 2
2 2 22 2
1 1 1 1,
2 2 2 2
1 1 1 1 1 1,
4 2 4 4 2 4
r re e re
re rer re e
x X x x X x
X X x X X xx x x
∂ ∂ ∂ ∂ ∂ ∂= + = −∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂= + + = − +∂ ∂ ∂ ∂ ∂ ∂∂ ∂ ∂
2
2rex∂
  (3.2.7) 
Obteniéndose expresiones análogas para el resto de coordenadas ry , ey , , . rz ez
 
Se propone una nueva aproximación: 
 
Se desprecian las derivadas parciales respecto a rex , rey , . rez
 
Stolt (1978) considera difícil de justificar esta aproximación, cuya necesidad tiene un 
carácter meramente operativo. En el caso que se está tratando en esta Tesis Doctoral, es preciso 
tener en cuenta que, bajo las aproximaciones anteriormente realizadas, estas variables han sido 
fijadas a cero en todo el dominio de estudio, de tal forma que carece de sentido tener en cuenta 
las derivadas parciales respecto de éstas. 
 
Teniendo en cuenta estas consideraciones, así como el resultado expuesto en (3.2.7), en este 
nuevo sistema la Ecuación de Ondas escalar (3.1.2) se reescribe de la forma: 
4 4XX YY ZZ tt tχ χ χ μεχ μσ+ + = + χ   (3.2.8) 
 
Obsérvese que, en general, los coeficientes presentes en el segundo miembro de la Ecuación 
de Ondas escalar (3.2.8) no son constantes, pues pueden depender de las coordenadas de 
posición X , Y  y Z . La resolución de la misma se simplifica notablemente en el caso en que 
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3.2.2.2.    Segunda transformación 
 
 
Esta segunda transformación responde a la expresión de las aproximaciones: 
 
Se considera que los parámetros electromagnéticos son constantes en todo el 
medio. 
El emisor es una fuente de radiación monocromática. 
 
Estas aproximaciones equivalen a considerar que la velocidad de propagación, dada por 
(3.2.10), es constante en todo el medio. Esto carece de sentido físico en términos estrictos, 
puesto que la existencia de reflectores se ve condicionada a la presencia de discontinuidades en 
los parámetros electromagnéticos del medio y, por ello, en la velocidad de propagación. No 
obstante, hay autores (p.e. Zeng et al., 1995) que consideran que esta aproximación es aplicable 
en diversos casos, citándose el caso de rocas ígneas donde la compactación diferencial respecto 
a la profundidad no es significativa, o terrenos calcáreos. Éste no es el caso que se da en la 
mayor parte de las aplicaciones; no obstante, será tenida en cuenta con el objeto de simplificar 
convenientemente el presente desarrollo, y será parcialmente eliminada en la tercera 
transformación expuesta en la §3.2.2.3. 
 
 
(1) Cambio de variables 
 
 





c t c tt D d
≡⎧⎫ ⎪→⎬ ⎨ ≡ + = +⎭ ⎪⎩ Z
  (3.2.9) 
Donde  representa la velocidad de propagación de las ondas electromagnéticas en el 













⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  (3.2.10) 
Donde mμ , mε , mσ  representan, respectivamente, la permeabilidad magnética, 
permitividad eléctrica y conductividad eléctrica constantes y, a su vez, 2 fω π=  representa la 
frecuencia angular, o pulsación, de las ondas electromagnéticas (rad·s-1). 
Obsérvese que la velocidad de propagación dependería de la posición, a través de los 
parámetros electromagnéticos del medio, y de cada frecuencia contenida en la emisión de la 
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antena. Únicamente en medios no conductores, al ser la conductividad nula, desaparece la 




c μ ε=   (3.2.11) 
 
En este nuevo sistema la variable  sustituye a la profundidad d Z , y la variable  
representa el doble del promedio entre la profundidad real y la profundidad asociada al tiempo 
doble de recorrido. Este cambio carece de sentido físico, y se introduce con el objeto de 




La función χ  expuesta en (3.2.4) se reescribe de la forma: 
( ) (, , , , , ; 0,0,0; )X Y d D X Y Z tφ χ≡   (3.2.12) 
 
Teniendo en cuenta esta aproximación, la SECCIÓN MEDIDA y la DISTRIBUCIÓN DE 
REFLECTIVIDAD expuestas en (3.2.6) se reescriben, respectivamente, de la forma: 
( ) ( )
( ) ( ) (
·, ,0, , ,0, , ,0;0,0,0;
2





X Y D X Y X Y t
X Y D D X Y Z Z X Y Z
φ φ χ
φ φ χ




Tras esta aproximación, una vez efectuado el cambio de variables, se ha reducido el número 
de grados de libertad del problema a tres, correspondientes a las variables ( ), ,X Y D , 
presentes tanto en la SECCIÓN MEDIDA como en la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
 
(2) Transformación de la Ecuación de Ondas 
 
 
Dado el cambio de variables expuesto en (3.2.9), es preciso modificar nuevamente la 
Ecuación de Ondas (3.2.8) para transformar las derivadas respecto de las variables antiguas y 
expresarlas en términos de derivadas respecto de las nuevas variables. Teniendo en cuenta las 
expresiones para el cambio de variables en las derivadas parciales expuestas en (3.A.1) y (3.A.4) 
se obtiene: 
                                                          
6 En la siguiente Subsección, donde se elimina parcialmente la aproximación, cobrará sentido la definición de 
las nuevas variables d  y . D
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22 2 2 2










Z d D t D
c
Z d d D D t D
∂ ∂ ∂ ∂ ∂= + =∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂= + + =∂ ∂ ∂ ∂ ∂ ∂ ∂
 (3.2.14) 
 
Así pues, es posible reescribir en este nuevo sistema la Ecuación de Ondas escalar (3.2.8) de 
la forma: 
22XX YY dd dD DD m m m DD m m Dc 2φ φ φ φ φ μ ε φ μ σ φ+ + + + = +  (3.2.15) 
Teniendo en cuenta el valor de la velocidad de propagación  expuesto en mc (3.2.10), es 
posible reescribir esta ecuación de la forma: 
2
12 2XX YY DD Dd dd DD D
g
f f
φ φ φ φ φ φ φ⎛ ⎞+ + + + = +⎜⎝ ⎠⎟  (3.2.16) 
Donde han sido definidas: 
( )
2
1 1 , 2m m
m m
f mgσ μω σωε ε
⎛ ⎞≡ + + ≡⎜ ⎟⎝ ⎠
 (3.2.17) 
 
Obsérvese que los coeficientes presentes en la Ecuación de Ondas escalar (3.2.16) son 
constantes, lo que simplifica notablemente su resolución. Esta expresión de la Ecuación de 
Ondas escalar será la empleada en la §3.2.3 para determinar la DISTRIBUCIÓN DE 
REFLECTIVIDAD conocida la SECCIÓN MEDIDA. 
 
 
3.2.2.3.    Tercera transformación 
 
 
Esta tercera transformación responde a la eliminación parcial de las aproximaciones 
efectuadas en la §3.2.2.2, introduciéndose la aproximación menos restrictiva: 
 
Se considera que los parámetros electromagnéticos de los medios sólo varían 
con la coordenada de profundidad Z . 
 
Esta aproximación equivale a considerar que la velocidad de propagación sólo varía con la 
coordenada de profundidad Z , lo que permite estudiar medios constituidos por estratificaciones 
horizontales. Los resultados obtenidos bajo esta aproximación serán discutidos en los capítulos 7 
y 8, dedicados a la aplicación de los algoritmos diseñados en el presente Capítulo. 
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(1) Cambio de variables 
 
 








t c t c t cD d
c




Donde  representa la velocidad de propagación de las ondas electromagnéticas 
en el medio, dependiente de la coordenada de profundidad 
( )c c Z=
Z , y  una velocidad de 
propagación promedio, que se definirá de forma conveniente en el punto siguiente. 
mc
 
Obsérvese que la definición de las nuevas variables d  y  expuesta en D (3.2.18) es similar 
a la expuesta en (3.2.9) para la §3.2.2.2, exceptuando lo que respecta a la variable .d 7 En el 
caso en que la velocidad de propagación es constante en todo el medio y no depende de la 
frecuencia, , este cambio de variables se reduce al expuesto en ( ) mc Z c= (3.2.9), reduciéndose 
el problema expuesto en la presente Subsección al expuesto en la Subsección anterior. 
La definición de la variable  es tal que los tiempos dobles de recorrido que se obtienen 
con esta coordenada y la velocidad de propagación promedio  coinciden con las que se 
determinarían con la profundidad 
D
mc
Z  y la velocidad de propagación . Este resultado 
se ejemplifica en la 
( )c c Z=
Figura 3–2-2. 
 
                                                          
7 En esta Subsección la definición de esta variable cobra sentido físico, pues se define en 





= ∫  
Donde  representa la aceleración de la gravedad, dependiente de la coordenada 
de altura 
( )g g z=
z , y  el valor medio de la gravedad en el nivel medio del mar. En el caso de la 
Física Atmosférica, este cambio se realiza para eliminar la dependencia de la gravedad con la 
altura en la Ecuación de Conservación del Momento Lineal; en este caso, el cambio se realiza 
para posibilitar la eliminación la dependencia de la velocidad de propagación con la profundidad 
en la Ecuación de Ondas. 
0g
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Medio a : ac  
Emisor Receptor 
( )m mbc ab bc ab
a b
c cD Z Z Z
c c
= + −
0Z =  
abZ Z=  
bcZ Z=  
Medio b : bc  







Figura 3–2-2: Ejemplo para la relación entre los tiempos dobles de recorrido calculados 
mediante las coordenadas Z  y . 
En este caso 
D




⎛ ⎞−= +⎜ ⎟⎝ ⎠




= = . 
 
 
En este nuevo sistema, la función χ  expuesta en (3.2.4) se reescribe de la forma 
anteriormente expuesta: 
( ) (, , , , , ; 0,0,0; )X Y d D X Y Z tφ χ≡   (3.2.12) 
 
Teniendo en cuenta esta aproximación, la SECCIÓN MEDIDA y la DISTRIBUCIÓN DE 
REFLECTIVIDAD expuestas en (3.2.6) se reescriben, respectivamente, de forma análoga a(3.2.13): 
( ) ( )
( ) ( )
0 0
·, ,0, , ,0, , ,0;0,0,0;
2
, , , , , , , , ;0,0,0;0
SM SM SMm
Z ZDR DR DRm m
c tX Y D X Y X Y t




⎛ ⎞= =⎜ ⎟⎝ ⎠
⎛ ⎞= =⎜ ⎟⎝ ⎠∫ ∫
 
  (3.2.19) 
 
Tras esta aproximación, una vez efectuado el cambio de variables, se ha reducido el número 
de grados de libertad del problema a tres, correspondientes a las variables ( ), ,X Y D , 
presentes tanto en la SECCIÓN MEDIDA como en la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
 
(2) Transformación de la Ecuación de Ondas 
 
 
Dado el cambio de variables (3.2.18), es preciso modificar nuevamente la Ecuación de 
Ondas (3.2.8) para transformar las derivadas respecto de las variables antiguas y expresarlas en 
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términos de derivadas respecto de las nuevas variables. Teniendo en cuenta las expresiones para 
el cambio de variables en las derivadas parciales expuestas en (3.A.1) y (3.A.4) se obtiene: 
2 22 2 2 2 2










Z c d D t D
c c
Z c d d D D t D
∂ ∂ ∂ ∂ ∂⎛ ⎞= + =⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠





Así pues, es posible reescribir en este nuevo sistema de coordenadas la Ecuación de Ondas 
escalar (3.2.8) de la forma: 
( )
2
22mXX YY dd dD DD m DD m D
c c
c
2 cφ φ φ φ φ με φ μσ⎛ ⎞+ + + + = +⎜ ⎟⎝ ⎠ φ  (3.2.21) 
 
Obsérvese que, en general, los coeficientes presentes en la Ecuación de Ondas escalar 
(3.2.21) no son constantes. No obstante, en el caso en que ( )2 1mc c ? ,8 el cambio de 
variables expuesto en (3.2.18) se reduce al expuesto en (3.2.9), y la Ecuación de Ondas (3.2.21) 
se reduce a la expuesta en (3.2.15), con coeficientes constantes. Con el objeto de poder llevar a 
cabo esta reducción se considera: 
 
La velocidad de propagación promedio  se define de tal forma que sea mc
( )2 1mc c ?  en promedio sobre la SECCIÓN. 
 
La permeabilidad magnética μ  se asume igual a la permeabilidad magnética 
del vacío, 0μ μ=  (Ward y Hohmann, 1987). 
 
La permitividad eléctrica ε  y la conductividad eléctrica σ  se aproximan por 
unos valores promedio, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas, ω , de tal forma 













⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
    (3.2.10) 
 
                                                          
8 Esto es equivalente a elegir  como la velocidad cuadrática media, pues: mc
( ) ( ) ( )2 2 2 2 2 21 1 1 1 1m m m m mE c c E c c c E c E c c c E c⎡ ⎤ ⎡ ⎤ 2⎡ ⎤ ⎡ ⎤ ⎡= ⇒ = ⇒ = ⇒ = ⇒ = ⎤⎣ ⎦ ⎣ ⎦ ⎣⎣ ⎦ ⎣ ⎦ ⎦  
Esta velocidad cuadrática media será media espacial o temporal, en función de cómo se determine el 
promedio. 
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Teniendo en cuenta las simplificaciones anteriores, es posible reescribir la Ecuación de 
Ondas escalar (3.2.21) de la forma (3.2.16) expuesta en la Subsección anterior, con coeficientes 
constantes. Como se mencionó anteriormente, la dependencia de los parámetros 
electromagnéticos y, por ende, la velocidad de propagación con la profundidad ha sido 
eliminada de la Ecuación de Ondas escalar, encontrándose ésta en la definición de las variables 
 y , tal como se expone en d D (3.2.18). Así mismo, como se ha mencionado anteriormente, la 
definición de la variable  es tal que los tiempos dobles de recorrido que se obtienen con esta 
coordenada y la velocidad de propagación promedio  coinciden con las que se determinarían 
con la profundidad 
D
mc
Z  y la velocidad de propagación ( )c c Z= . 
Bajo estas condiciones el problema expuesto en la presente Subsección se reduce al 
expuesto en la Subsección anterior, por lo que la expresión de la Ecuación de Ondas escalar 
(3.2.16) será la empleada en la §3.2.3 para determinar la DISTRIBUCIÓN DE REFLECTIVIDAD 
conocida la SECCIÓN MEDIDA. 
 
 
3.2.3. Resolución de la Ecuación de Ondas en el dominio frecuencial 
 
 
Tras las aproximaciones efectuadas en la §3.2.2, el Problema Inverso planteado queda bien 
definido por las aproximaciones que determinan las condiciones bajo las cuales se produce la 
propagación y las relaciones que rigen la propagación. En este planteamiento no se emplean las 
Ecuaciones de Maxwell, sino la Ecuación de Ondas, más sencilla que las primeras.9
En esta Subsección la relación entre la DISTRIBUCIÓN DE REFLECTIVIDAD y la SECCIÓN 
MEDIDA expuestas en (3.2.13) se determina vía sus transformadas de Fourier, a través de la 
transformada de la Ecuación de Ondas escalar (3.2.16) obtenida tras los cambios de variable y 
las aproximaciones efectuadas en la Subsección anterior. Para ello, se determina la transformada 
de Fourier de la SECCIÓN MEDIDA y se determina un filtro que permite transformar este espectro 
en el de la DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente, siendo posible determinar la 
DISTRIBUCIÓN DE REFLECTIVIDAD mediante la transformada de Fourier inversa del espectro 
filtrado.10
 
La metodología desarrollada en la presente Subsección puede emplearse para la resolución 
de la Ecuación de Ondas en un caso más general, en el que emisor y receptor no son 
coincidentes. Este desarrollo se expone en el Anexo B (Cf. §3.B). 
                                                          
)
9 Como se citó en el Capítulo 1, la Ecuación de Ondas se deduce como corolario de las Ecuaciones de 
Maxwell y las relaciones constitutivas de los medios. No todas las soluciones de la Ecuación de Ondas 
verifican las Ecuaciones de Maxwell, no siendo éstas últimas físicamente admisibles como solución del 
problema. 
10 No es posible realizar el desarrollo inverso, en que se determina la transformada de Fourier de la 
DISTRIBUCIÓN DE REFLECTIVIDAD y se determina un filtro que permite transformar este espectro en el de la 
SECCIÓN MEDIDA correspondiente, siendo posible determinar la SECCIÓN MEDIDA mediante la transformada 
de Fourier inversa del espectro filtrado. Esto se debe a que es posible generalizar la Sección Medida, 
, permitiendo a la variable  tomar un valor arbitrario no nulo, , y 
determinar la DISTRIBUCIÓN DE REFLECTIVIDAD, 
( , , 0,SM U V Dφ d ( ), , ,U V d Dφ
( ), , ,DR U V D Dφ , particularizándolo con el valor 
; mientras que en el desarrollo inverso no es posible efectuar esta generalización, al estar las dos 
últimas variables obligadas a tomar el mismo valor, de tal forma que si se anula la tercera, la cuarta también. 
d D=
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3.2.3.1.    Generalización de la SECCIÓN MEDIDA en función de su 
     transformada de Fourier 
 
 
Sea la transformada de Fourier de la SECCIÓN MEDIDA expuesta en (3.2.13):11
( ) ( ) (, , · , ,0,i UX VY QD SM )A U V Q dX dY dD e X Y Dφ∞ ∞ ∞ − + +−∞ −∞ −∞≡ ∫ ∫ ∫  (3.2.22) 
Donde ,  y Q  representan, respectivamente, las frecuencias asociadas a las 
coordenadas 
U V
X , Y  y . D
Dada la transformada (3.2.22), es posible recuperar la SECCIÓN MEDIDA mediante la 
transformada de Fourier inversa: 
( ) ( ) (
31, ,0, · , ,
2
i UX VY QDSM )X Y D dU dV dQ e A U V Qφ π
∞ ∞ ∞ + +
−∞ −∞ −∞
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  (3.2.23) 
Es posible generalizar la expresión anterior, definiendo: 
( ) ( ) (31, , , · , ,
2
i UX VY qd QD )X Y d D dU dV dQ e A U V Qφ π
∞ ∞ ∞ + + +
−∞ −∞ −∞
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  (3.2.24) 
Donde  representa la frecuencia asociada a la coordenada . Obsérvese que si se 
sustituye 
q d
0d =  en la expresión anterior, se obtiene (3.2.23). 
La nueva frecuencia  debe ser tal que se verifique la Ecuación de Ondas escalar q (3.2.16). 
Ésta se expresa en el dominio frecuencial de la forma (Ward y Hohmann, 1987): 
( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )
2 2 2 2
2
2
2 · , ,
12 · ,
iU iV iQ iq iQ iq U V q Q




+ + + + Φ⎣ ⎦




Donde  representa la transformada de Fourier de ( , , ,U V q QΦ ( ), , ,X Y d Dφ . Así 
pues, se obtiene la relación de dispersión: 
2 2 2 2 2
2
12 2 gU V Q Qq q Q iQ
f f
⎛ ⎞+ + + + = −⎜⎝ ⎠⎟  (3.2.26) 
De tal forma que es posible obtener la nueva frecuencia  en términos del resto de 
frecuencias de la forma:
q
12
( )2 2212 gq Q Q iQ U Vf f⎛ ⎞= − ± − − +⎜ ⎟⎝ ⎠ 2
                                                          
 (3.2.27) 
11 Cf. Capítulo 4, dedicado al formalismo matemático de la transformada de Fourier. 
12 En esta expresión y en las siguientes el doble signo distingue la propagación de las ondas descendentes y 
ascendentes, habiéndose de realizar en cada caso la elección pertinente. 
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3.2.3.2.    Obtención de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
Es posible obtener una expresión para la DISTRIBUCIÓN DE REFLECTIVIDAD expuesta en 
(3.2.13), sustituyendo la expresión de  expuesta en q (3.2.27) en la generalización (3.2.24), 
considerando el caso particular d D= , de la forma: 
( )





1 · , ,
2
DR
gi UX VY D Q iQ U V
ff
X Y D D
dU dV dQ e A U V Q
φ
π
⎛ ⎞⎛ ⎞⎜ ⎟+ ± − − +⎜ ⎟⎜ ⎟∞ ∞ ∞ ⎜ ⎟⎝ ⎠⎝ ⎠
−∞ −∞ −∞
=
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫
 (3.2.28) 
Es posible reescribir la DISTRIBUCIÓN DE REFLECTIVIDAD arriba expuesta para expresarla en 
la forma de una transformada de Fourier inversa. Para ello, se efectúa el cambio de variable: 
( )2 2212 gK Q iQ Uf f⎛ ⎞≡ ± − − +⎜ ⎟⎝ ⎠ 2V  (3.2.29) 
Y se sustituye la frecuencia Q  en la integral (3.2.28) por esta nueva frecuencia , 












− − =   (3.2.30) 
Donde se ha definido: 
2 2 2H K U V≡ + + 2   (3.2.31) 
De tal forma que es posible expresar la frecuencia  de la forma: Q
( )2 22 ·
2
ig H g
Q f ω⎛ ⎞± −⎜= ⎜⎝ ⎠
⎟⎟   (3.2.32) 
Teniendo en cuenta el valor de  expuesto en 2H (3.2.31), tomando diferenciales en ambos 







ω= ± −   (3.2.33) 
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Así pues, es posible reescribir la DISTRIBUCIÓN DE REFLECTIVIDAD (3.2.28), sustituyendo el 
valor de  expuesto en Q (3.2.32) y el valor de la diferencial  expuesto en dQ (3.2.33), de la 
forma: 
( ) ( ) (31, , , · , ,
2
i UX VY KDDR )X Y D D dU dV dK e B U V Kφ π
∞ ∞ ∞ + +
−∞ −∞ −∞
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  (3.2.34) 
Donde se ha definido el nuevo espectro filtrado: 
( ) ((, , , , , ,dQ ))B U V K A U V Q U V K
dK
⎛ ⎞≡ ⎜ ⎟⎝ ⎠  (3.2.35) 
 
Es importante observar que, en las aplicaciones numéricas, se parte de un espectro 
 definido en puntos equiespaciados en el dominio frecuencial. No obstante, el 
nuevo espectro filtrado 
( , ,A U V Q)
)( , ,B U V K  dado por la expresión anterior no se encontrará definido 
en puntos equiespaciados en el dominio de la nueva frecuencia , dada la forma funcional de 
las transformaciones  
K
(3.2.32). Obsérvese que el rango de variación de la nueva frecuencia  
en función de la frecuencia Q depende de los valores de las frecuencias espaciales U  y V , de 
tal forma que si el sumando 
K
2U V 2+  es cero (en el centro del espectro) el rango es máximo, y 
va disminuyendo conforme U  y V  crecen (hacia los bordes del espectro). Esta variación 
tendrá una especial relevancia en los resultados que se obtengan, ya que influyen decisivamente 
en la interpolación del espectro. 
Debido a que el cálculo numérico de la transformada de Fourier inversa requiere que el 
espectro se defina en puntos equiespaciados, será preciso interpolar adecuadamente el espectro 
obtenido mediante (3.2.35). Esta es una de las razones que motivan los desarrollos que se 
efectuarán en los capítulos 4 y 5, dedicados al formalismo matemático de la transformada de 
Fourier y las técnicas de interpolación. 
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Equation Section (Next) 
 
 
 3.3. Recapitulación 
 
 
En esta Sección se exponen, a modo de compilación, los principales resultados obtenidos en 
el presente Capítulo. En primer lugar se expondrán las aproximaciones y simplificaciones 
efectuadas. A continuación se expondrá, de forma ordenada, el método de resolución del 
Problema Inverso y seguidamente, mediante inversión de éste, el método de resolución del 
Problema Directo correspondiente. 
 
 
3.3.1. Aproximaciones efectuadas 
 
 
En el desarrollo expuesto en el presente Capítulo han sido efectuadas las siguientes 
aproximaciones y simplificaciones: 
 
1. Los medios que constituyen la región subsuperficial son lineales, homogéneos 
e isótropos. 
2. Los reflectores están constituidos por elementos difractores puntuales. 
3. La superficie está definida por un plano horizontal. 
4. El emisor y el receptor son coincidentes. 
5. Las derivadas parciales respecto a las coordenadas relativas receptor–emisor 
son despreciables frente al resto. 
6. Los parámetros electromagnéticos de los medios sólo varían con la 
coordenada de profundidad. 
7. La permeabilidad magnética μ  se asume igual a la permeabilidad magnética 
del vacío, 0μ μ= . 
8. La permitividad eléctrica ε  y la conductividad eléctrica σ  se aproximan por 
unos valores promedio, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas, ω , de tal forma 
que se verifique (3.2.10), y la velocidad de propagación promedio resultante 
 sea tal que se verifique mc ( )2 1mc c ?  en promedio sobre la SECCIÓN (esto 
es, la velocidad cuadrática media). 
 
En los Capítulos subsiguientes estas aproximaciones serán discutidas, y se indicará la 
metodología necesaria para soslayarlas. 
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Es preciso señalar que en el desarrollo del filtro, se ha tenido en cuenta la existencia 
simultánea de un único emisor y un único receptor, ambos coincidentes. Así mismo, la SECCIÓN 
MEDIDA se define como la superposición de las señales registradas por los pares Emisor–
Receptor que se sitúan en cada punto de la superficie. 
Esta situación debe diferenciarse de aquella en la que se sitúa un único emisor y un conjunto 
de receptores sobre la superficie, definiéndose la SECCIÓN MEDIDA como la superposición de las 
señales registradas en los receptores, procedentes de todos los emisores (No como en el caso 
anterior, en el que cada receptor registra las señales procedentes de su emisor). 




  E/R   E/R    E/R   E/R    E/R   E/R    E/R   E/R    E/R                       R        R      R       R      E/R     R       R       R       R 
(a)                 (b) 
Figura 3–3-1: Representación de las situaciones a que hace referencia la §3.3.1. 
(a) Existencia simultánea de un único emisor y un único receptor, ambos coincidentes. La 
SECCIÓN MEDIDA se define como la superposición de las señales registradas por los pares 
Emisor–Receptor que se sitúan en cada punto de la superficie. 
(b) Existencia de un único emisor y un conjunto de receptores. La SECCIÓN MEDIDA se define 
como la superposición de las señales registradas en los receptores, procedentes de todos los 
emisores. 
En todos los casos E/R simboliza un par Emisor–Receptor, R un receptor. Las flechas indican el 
sentido de la propagación. 
 
 
Una distinción importante entre ambos casos radica en el hecho de que en el primero (Figura 
3–3-1 (a)) se obtienen valores correctos para los tiempos dobles de recorrido, mientras que es en 
el segundo (Figura 3–3-1 (b)) en el que se obtienen valores realistas para las amplitudes de las 
señales (Baradello et al., 2004). 
En el caso de reflectores planos y horizontales, las aproximaciones son válidas, en el sentido 
en que la interferencia de las hipérbolas de difracción se corresponde con la reflexión. En el caso 
de reflectores planos inclinados o curvados, las aproximaciones dejan de ser válidas, en el 
sentido en que la interferencia de las hipérbolas no se corresponde con la reflexión en el 
reflector, pues las trayectorias que se consideran no cumplen, en general, la Ley de Snell. 
Atendiendo a estas consideraciones, únicamente tendrá sentido considerar modelos 
constituidos por estratificaciones horizontales que incluyan difractores puntuales. 
Adicionalmente, serán considerados modelos constituidos por yuxtaposición lateral de modelos 
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3.3.2. Resolución del Problema Inverso: Determinación de la   
 DISTRIBUCIÓN DE REFLECTIVIDAD a partir de la SECCIÓN MEDIDA 
 
 
En esta Subsección se expone, de forma operativa, la metodología desarrollada en el 
presente Capítulo para la resolución del Problema Inverso tras la tercera transformación. 
 
1. Se determinan unos valores promedio de la permitividad eléctrica y la 
conductividad eléctrica, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas, ω , buscando 
que la velocidad de propagación promedio determinada mediante: 













⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  (3.2.10) 
Donde 0μ  representa la permeabilidad magnética del vacío, sea ( )2 1mc c ?  
en promedio sobre la SECCIÓN. 
2. Se efectúan los cambios de variable necesarios para trasladar los datos de la 
SECCIÓN MEDIDA desde el sistema ( ), , ; , , ;e e e r r rx y z x y z t  al sistema 
( , , , )X Y d D , de acuerdo con (3.2.3) y (3.2.18), obteniéndose la función : 
        ( ) ( ), ,0, , ,0; , ,0;SM SMX Y D x y x y tφ ψ=  (3.2.1), (3.2.6), (3.2.19) 
3. Se determina, en este sistema, la transformada de Fourier de la SECCIÓN 
MEDIDA: 
         ( ) ( ) (, , · , ,0,i UX VY QD SMA U V Q dX dY dD e X Y Dφ∞ ∞ ∞ − + +−∞ −∞ −∞≡ ∫ ∫ ∫ ) (3.2.22) 
4. Se filtra la transformada de Fourier anterior, obteniéndose el nuevo espectro: 
        ( ) ( )( ), , , , , ,dQB U V K A U V Q U V K
dK
⎛ ⎞≡ ⎜ ⎟⎝ ⎠  (3.2.35) 
Donde dQ dK  se determina de acuerdo con (3.2.33) de la forma: 




ω= ± −   (3.3.1) 
Donde, a su vez, ( ), ,K U V Q  se determina mediante (3.2.29),  mediante 2H
(3.2.31) y ( )f f ω=  y  mediante g (3.2.17). 
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5. Se interpola el nuevo espectro para determinar su valor en puntos 
equiespaciados del nuevo dominio frecuencial. 
6. La DISTRIBUCIÓN DE REFLECTIVIDAD se determina mediante la transformada 
de Fourier inversa del nuevo espectro filtrado: 
        ( ) ( ) ( )31, , , · , ,
2
i UX VY KDDR X Y D D dU dV dK e B U V Kφ π
∞ ∞ ∞ + +
−∞ −∞ −∞
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  
  (3.2.34) 
7. Finalmente, se efectúan los cambios de variable necesarios para trasladar los 
datos de la DISTRIBUCIÓN DE REFLECTIVIDAD desde el sistema ( ), , ,X Y d D  
al sistema ( , , ; , , ;e e e r r r )x y z x y z t , de acuerdo con (3.2.3) y (3.2.18), 
obteniéndose la función: 
        ( ) ( ) ( ), , , , ; , , ; 0 , , ,DRR x y z x y z x y z X Y D Dψ φ=?  (3.2.2), (3.2.6), (3.2.19) 
Para pasar de las coordenadas D  a z  es necesario conocer las velocidades de 
propagación en cada uno de los medios.13 
 
En la resolución del Problema Inverso no es posible asegurar que una determinada elección 
de los parámetros promedio mε  y mσ  sea tal que se verifique ( )2 1mc c ?  en promedio sobre 
la SECCIÓN. Esta es una limitación inherente a esta metodología, y será discutida en los capítulos 
8 y 9. 
La técnica de interpolación en el nuevo espectro será discutida en los capítulos 4 y 5, 




                                                          
13 Como ejemplo, obsérvese que es posible invertir las expresiones que se exponen en la Figura 3–2-2, de tal 
forma que: 
( ) ( )
m a
ab ab ab ab
a m
m m a b
bc ab bc ab bc ab bc ab
a b m m
c cD Z Z D
c c
c c c cD Z Z Z Z D D D
c c c c
= ⇒ =
= + − ⇒ = + −
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3.3.3. Resolución del Problema Directo: Determinación de la   
 SECCIÓN MEDIDA a partir de la DISTRIBUCIÓN DE  REFLECTIVIDAD 
 
 
En esta Subsección se expone, de forma operativa, la metodología para la resolución del 
Problema Directo tras la tercera transformación, consistente en la inversión de la expuesta en la 
Subsección anterior para la resolución del Problema Inverso. 
 
1. Se determina la velocidad de propagación promedio  de tal forma que sea mc
( )2 1mc c ?  en promedio sobre la SECCIÓN, esto es, como la velocidad 
cuadrática media espacial. 
2. Se determinan unos valores promedio de la permitividad eléctrica y la 
conductividad eléctrica, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas ω , de tal forma 
que se verifique: 













⎛ ⎞⎛ ⎞⎜ ⎟+ + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  (3.2.10) 
Donde 0μ  representa la permeabilidad magnética del vacío. 
3. Se efectúan los cambios de variable necesarios para trasladar los datos de la 
DISTRIBUCIÓN DE REFLECTIVIDAD desde el sistema ( ), , ; , , ;e e e r r rx y z x y z t  al sistema ( ), , ,X Y d D , de acuerdo con (3.2.3) 
y (3.2.18), obteniéndose la función: 
        ( ) ( ) ( ), , , , , ; , , ; 0 , ,DR X Y D D x y z x y z R x y zφ ψ= ?  (3.2.2), (3.2.6), (3.2.19) 
4. Se determina, en este sistema, la transformada de Fourier de la DISTRIBUCIÓN 
DE REFLECTIVIDAD: 
        ( ) ( ) (, , · , , ,i UX VY KD DR )B U V K dX dY dD e X Y D Dφ∞ ∞ ∞ − + +−∞ −∞ −∞= ∫ ∫ ∫  (3.3.2) 
5. Se filtra la transformada de Fourier anterior, mediante inversión de (3.2.35), 
obteniéndose el nuevo espectro: 
        ( ) ((1, , , , , ,dQA U V Q B U V K U V Q
dK
−⎛ ⎞≡ ⎜ ⎟⎝ ⎠ ))  (3.3.3) 
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Donde ( 1dQ dK )−  se determina de acuerdo con (3.2.33), aplicando el 
teorema de la función inversa (Harris y Stocker, 1998, §12.2.15; Marsden y 
Hoffman, 1999, §7.1.1), de la forma: 




dK K f ω
− −⎛ ⎞ = ±⎜ ⎟⎝ ⎠   (3.3.4) 




6. Se interpola el nuevo espectro para determinar su valor en puntos 
equiespaciados del nuevo dominio frecuencial. 
7. La SECCIÓN MEDIDA se determina mediante la transformada de Fourier 
inversa del nuevo espectro filtrado: 
        ( ) ( ) ( )31, ,0, · , ,
2
i UX VY QDSM X Y D dU dV dQ e A U V Qφ π
∞ ∞ ∞ + +
−∞ −∞ −∞
⎛ ⎞= ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  
  (3.2.23) 
8. Finalmente, se efectúan los cambios de variable necesarios para trasladar los 
datos de la SECCIÓN MEDIDA desde el sistema de coordenadas ( ), , ,X Y d D  
al sistema de coordenadas ( ), , ; , , ;e e e r r rx y z x y z t , de acuerdo con (3.2.3) 
y (3.2.18), obteniéndose la función: 
        ( ) ( ), ,0; , ,0; , ,0,SM SMx y x y t X Y Dψ φ=  (3.2.1), (3.2.6), (3.2.19) 
 
Obsérvese que la SECCIÓN MEDIDA así determinada puede tomar valores complejos, no 
obstante, la señal registrada en el geo-radar es una magnitud real. Así pues, en lo que sigue, se 
tendrá en consideración únicamente la parte real de ésta. 
Como se mencionó anteriormente, la técnica de interpolación en el nuevo espectro será 
discutida en los capítulos 4 y 5, dedicados al formalismo matemático de la transformada de 
Fourier y las técnicas de interpolación. Así mismo, la metodología para la determinación de las 
ondas reflejadas múltiples y la velocidad de propagación promedio , así como los valores 
promedio de la permitividad eléctrica y la conductividad eléctrica, 
mc
mε  y mσ , será discutida en 
el Capítulo 6, dedicado a la implementación de los algoritmos. 
 
Equation Section 1 
 
 
 3.A. Anexo A: 
 Elementos de Cálculo Diferencial 
 
 
Los cambios de derivadas en la Ecuación de Ondas se efectúan teniendo en consideración la 
siguiente particularización de la Regla de la Cadena (Harris y Stocker, 1998, §12.2.10; Marsden 
y Hoffman, 1999, §6.5.1): 
 
► REGLA DE LA CADENA (CASO PARTICULAR). Sea  un abierto y  
una función diferenciable en 
nA⊂ ? : mf A→ ?
x A∈ , y sea mB ⊂ ?  un abierto y  una función 
diferenciable en 
:g B → ?
( )y f x B≡ ∈ . Entonces, la matriz jacobiana de la función compuesta 
 en el punto ( )h g f g f x≡ = ⎡⎣? ⎤⎦ x  es el producto de la matriz jacobiana de  evaluada en g
( )f x  con la matriz jacobiana de f  evaluada en x , en este orden, de tal forma que las 



















  (3.A.1) 
◄ 
 
Las derivadas parciales de segundo orden se determinan mediante iteración, de la forma 




j i j i
h h
x x x x
i j n
⎛ ⎞∂ ∂ ∂= ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∀ ∈ ?
  (3.A.2) 
 
Bajo ciertas condiciones, las derivadas parciales cumplen una propiedad de simetría (Harris 
y Stocker, 1998, §12.6.1): 
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► LEMA DE SCHWARZ (CASO PARTICULAR). Sea  un abierto y  una 
función diferenciable dos veces en 
nA⊂ ? : mh A→ R
x A∈ , con derivadas parciales segundas continuas. 








∂ ∂=∂ ∂ ∂ ∂
∀ ∈ ?
x
  (3.A.3) 
◄ 
 
Aplicando nuevamente la regla de la cadena (3.A.1) en (3.A.2), teniendo en cuenta el Lema 
de Schwarz (3.A.3), las derivadas parciales de segundo orden se determinan en la forma que se 
expone a continuación: 
 
► DETERMINACIÓN DE DERIVADAS PARCIALES SEGUNDAS (CASO PARTICULAR). Sea 
 un abierto y  una función diferenciable en nA⊂ ? : mf A → ? x A∈ , y sea mB ⊂ ?  un 
abierto y  una función diferenciable en :g B → ? ( )y f x B≡ ∈ . Entonces, las derivadas 








b aj i j b a i j a i b
h y h y y h
x x x y y x x y x y
i j n
= =








Obsérvese que, en el caso habitual en que las coordenadas { } 1mi iy =  son independientes entre 
sí (basta que sean linealmente dependientes), la expresión para las derivadas segundas (3.A.4), 








b aj i a b i j
h h y y
x x y y x
i j n
= =






  (3.A.5) 
 
Equation Section (Next) 
 
 
 3.B. Anexo B:  
 Resolución de la Ecuación de Ondas en el dominio frecuencial  
 en un caso más general, en el que emisor y receptor no son coincidentes 
 
 
En este Anexo se determina la relación entre la DISTRIBUCIÓN DE REFLECTIVIDAD y la 
SECCIÓN MEDIDA expuestas en (3.2.5) vía sus transformadas de Fourier, a través de la 
transformada de la Ecuación de Ondas escalar inicial (3.1.2). 
En este caso se considera la primera aproximación expuesta en la §3.2.2.1: 
 
Se considera que la superficie viene dada por el plano horizontal , de 0z =
tal forma que , . 0ez ? 0rz ?
 
Obsérvese que en este caso carece de sentido suponer emisor y receptor coincidentes. 
 
Con el objeto de simplificar el desarrollo se considerará, de forma similar a como se realizó 
en la segunda transformación expuesta en la §3.2.2.2: 
 
Se considera que los parámetros electromagnéticos son constantes en todo el 
medio. 
 
Siendo posible efectuar un desarrollo análogo al correspondiente a la tercera transformación 
expuesta en la §3.2.2.3 para considerar que los parámetros electromagnéticos sólo varían con la 
coordenada de profundidad. 
 
3.B.1. Generalización de la SECCIÓN MEDIDA en función de su  
 transformada de Fourier 
 
 
Sea la transformada de Fourier de la SECCIÓN MEDIDA expuesta en (3.2.5): 
( )
( ) ( )
, , , ,
· , , 0; , , 0;
re rei UX VY ux vy tre re SM re re
A U V u v
dX dY dx dy dt e X Y x y tω
ω
χ∞ ∞ ∞ ∞ ∞ − + + + +−∞ −∞ −∞ −∞ −∞
≡
≡ ∫ ∫ ∫ ∫ ∫
  (3.B.1) 
Donde , , ,  y U V u v ω  representan, respectivamente, las frecuencias asociadas a las 
coordenadas X , Y , rex , rey  y . t
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Dada la transformada (3.B.1), es posible recuperar la SECCIÓN MEDIDA mediante la 
transformada de Fourier inversa: 
( )
( ) ( )5
, , 0; , , 0;




i UX VY ux vy t
X Y x y t
dU dV du dv d e A U V u vω
χ
ω ωπ
∞ ∞ ∞ ∞ ∞ + + + +
−∞ −∞ −∞ −∞ −∞
≡
⎛ ⎞≡ ⎜ ⎟⎝ ⎠ ∫ ∫ ∫ ∫ ∫
 
  (3.B.2) 
Es posible generalizar la expresión anterior, teniendo en cuenta las definiciones de Z  y  
expuestas en 
rez
(3.2.3), de la forma: 
( ) ( )5
, , ; , , ;
2 2
1 · , , , ,
2
re re r r e e
r e r e
SM re re
i UX VY ux vy q z q z t
z z z zX Y x y t
dU dV du dv d e A U V u vω
χ
ω ωπ
∞ ∞ ∞ ∞ ∞ + + + + + +
−∞ −∞ −∞ −∞ −∞
⎛ ⎞+ − ≡⎜ ⎟⎝ ⎠
⎛ ⎞≡ ⎜ ⎟⎝ ⎠ ∫ ∫ ∫ ∫ ∫
  (3.B.3) 
Donde  y  representan, respectivamente, las frecuencias asociadas a las coordenadas 
 y . Obsérvese que si se sustituye 
rq eq
rz ez 0r ez z= =  en la expresión anterior, se obtiene(3.B.2). 
 
Las nuevas frecuencias  y  deben ser tales que verifiquen las relaciones de dispersión 
que se deducen de la Ecuación de Ondas 
rq eq
(3.1.2) particularizada para las posiciones de receptor y 
emisor: 
r r r r r r
e e e e e e
m m tt m m tx x y y z z
m m tt m m tx x y y z z
ψ ψ ψ μ ε ψ μ σ ψ
ψ ψ ψ μ ε ψ μ σ
+ + = +
+ + = + ψ  (3.B.4) 
Dadas por: 
( ) ( ) ( )
( ) ( ) ( )
2 2 2 2
2 2 2 2
r r r
m m m m
e e e
m m m m
u v q i
u v q i
μ ε ω μ σ ω
μ ε ω μ σ ω
+ + = −
+ + = −
 (3.B.5) 




r e+ −= =R r R rr r   (3.B.6) 
De tal forma que es posible expresar las frecuencias: 
, ; ,
2 2 2
r e r eU u U u V v V vu u v v
2
+ − += = = = −  (3.B.7) 
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Y es posible obtener las nuevas frecuencias  y  en términos del resto de frecuencias 







m m m m
e
m m m m
U u V vq i
U u V vq i
μ ε ω μ σ ω
μ ε ω μ σ ω
+ +⎛ ⎞ ⎛ ⎞= ± − − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠




3.B.2. Obtención de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
Es posible obtener una expresión para la DISTRIBUCIÓN DE REFLECTIVIDAD expuesta en 
(3.2.5), sustituyendo las expresiones de  y  expuestas en rq eq (3.B.8) en la generalización 
(3.B.3), considerando el caso particular r ez z Z= = , 0re rex y= = , de la forma: 
( )
( )( ) ( )5
, , ; 0, 0, 0; 0




i UX VY q q Z
X Y Z
dU dV du dv d e A U V u v
χ
ω ωπ
∞ ∞ ∞ ∞ ∞ + + +
−∞ −∞ −∞ −∞ −∞
≡
⎛ ⎞≡ ⎜ ⎟⎝ ⎠ ∫ ∫ ∫ ∫ ∫
 
  (3.B.9) 
Es posible reescribir la DISTRIBUCIÓN DE REFLECTIVIDAD arriba expuesta para expresarla en 
la forma de una transformada de Fourier inversa. Para ello, se efectúa el cambio de variable: 
rQ q q≡ + e   (3.B.10) 
Y se sustituye la frecuencia ω  en la integral (3.B.9) por esta nueva frecuencia Q , 
conjugada de la nueva coordenada introducida Z . 
Es posible invertir la expresión anterior. Sustituyendo los valores de  y  dados en rq eq
(3.B.8), operando convenientemente para eliminar las raíces, se obtiene: 
( ) ( )4 2 2 2 22 2 2 2Q Q A B C A B C A B C+ + − + + + − + 0=  (3.B.11) 
Donde se han definido: 
2, ,
2 2 2 2 m m m m
U u V v U u V vA B C iμ ε ω μ σ ω+ + − −⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞≡ + ≡ + ≡ −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
  (3.B.12) 
Es posible reescribir (3.B.11) de la forma: 
( )2 2 2 22 2 2C C A B Q A B Q− + + + + + =4 0  (3.B.13) 
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De tal forma que es posible despejar el valor  en función de la frecuencia Q  de la forma: C
( ) ( )( )22 2 2 22 2 4 2
2
A B Q A B Q A B Q A B Q
C
+ + ± + + − + + + +=
2 4
 (3.B.14) 
Y es posible expresar la frecuencia ω  en función de la frecuencia Q  a través del valor C , 




m m m m
C i mσ σω μ ε ε
⎛ ⎞= ± − +⎜ ⎟⎝ ⎠ ε   (3.B.15) 
Tomando diferenciales en ambos miembros de (3.B.10) se obtiene: 
( ) 1 12m m m r edQ i dq qμ ε σ
⎛ ⎞= − +⎜ ⎟⎝ ⎠ ω   (3.B.16) 
Así pues, es posible reescribir la DISTRIBUCIÓN DE REFLECTIVIDAD (3.B.9), sustituyendo el 
valor de ω  expuesto en (3.B.15) y el valor de la diferencial dω  que resulta de aplicar el 
teorema de la función inversa (Harris y Stocker, 1998, §12.2.15; Marsden y Hoffman, 1999, 
§7.1.1) en (3.B.16), de la forma: 
( ) ( ) ( )31, , ; 0, 0, 0; 0 · , ,
2
i UX VY QZDR X Y Z dU dV dQ e B U V Qχ π
∞ ∞ ∞ + +
−∞ −∞ −∞
⎛ ⎞≡ ⎜ ⎟⎝ ⎠ ∫ ∫ ∫  
  (3.B.17) 
Donde se ha definido el nuevo espectro filtrado: 
( ) ( )( )2 11, , , , , , , , , ,
2





⎛ ⎞ ⎛ ⎞≡ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫ ∫  
  (3.B.18) 
Donde ( 1dQ d )ω −  se determina de acuerdo con (3.B.16), como se ha mencionado 








d i q qω μ ε σ
−⎛ ⎞ =⎜ ⎟ − +⎝ ⎠   (3.B.19) 
 
Análogamente a lo expuesto en la §3.2.3, es importante observar que, en las aplicaciones 
numéricas, se parte de un espectro ( ), , , ,A U V u v Q  definido en puntos equiespaciados en el 
dominio frecuencial. No obstante, el nuevo espectro filtrado ( ), ,B U V Q  dado por la 
expresión anterior no se encontrará definido en puntos equiespaciados en el dominio de la nueva 
frecuencia , dada la forma funcional de la transformación Q (3.B.10), por lo que será preciso 









de la transformada de Fourier 
de funciones muestreadas 
con soporte acotado 





En este cuarto Capítulo se realiza un estudio del análisis de Fourier. Existen numerosas 
publicaciones en que este tema es tratado en amplitud, ya sea desde el punto de vista 
analítico-matemático (Tranter, 1956; Papoulis, 1962; Kaiser, 1994; Debnath, 1995; Partington y 
Ünalmiş, 2001), de sus aplicaciones (Udías y López Arroyo, 1970; Brigham 1974; Andrews y 
Shivamoggi, 1988; James, 1995; Rockmore, 2000) o los problemas de carácter numérico que 
surgen en éstas (Hamming, 1973; Harris, 1978; Nuttall, 1981; Ricard y Blakely, 1988; Rioul y 
Vetterli, 1991; Dixon y Powers, 1996; Gumas, 1997; Lyons, 1998 a y b; Masta, 1999; 
Xiangchun y Yaozu, 2003). En este Capítulo se realizará un estudio aplicado a las funciones 
muestreadas de soporte acotado,1 efectuándose particularizaciones para las funciones 
constituidas por suma de impulsos, que son las tratadas en la presente Tesis Doctoral. Todos los 
desarrollos se efectuarán para funciones en una única dimensión, pudiendo realizarse de forma 
trivial la extensión a dimensiones superiores. 
Se encuentra dividido en seis Secciones dedicadas, respectivamente: 
 
• A la definición de la transformada integral de Fourier y la exposición del 
Teorema Integral de Fourier. Así mismo, en el camino hacia la determinación 
de versiones de dicho Teorema en forma discreta, se definen las series de 
Fourier. 
• Al muestreo y acotación del soporte de funciones mediante la aplicación de 
ventanas, y a la definición formal de funciones muestreadas con soporte 
acotado. 
• A la determinación de las transformadas de Fourier directa e inversa de 
funciones muestreadas con soporte acotado, y su relación con las 
transformadas que son determinadas computacionalmente.2 
• Al estudio de la interpolación en las transformadas de Fourier, mediante 
generalizaciones del Teorema del Muestreo para funciones con soporte 
acotado por la aplicación de una ventana general. 
• Al estudio de las relaciones entre las transformadas de Fourier y la función 
original. 
• A la exposición, a modo de compilación, de los principales resultados 
obtenidos para el estudio de las transformadas de Fourier de funciones 
muestreadas con soporte acotado por la aplicación de una ventana cuadrada. 
 
                                                          
1 Se define el soporte de una función f  como el cierre del conjunto de valores de los argumentos para los 
cuales f  es no nula (Weisstein, 1999). 
2 En el desarrollo de este Capítulo, se entenderá que las transformadas determinadas computacionalmente se 
calculan con MATLAB (Cf. §6.1). 
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 4.1. Transformada integral de Fourier 
 
 
4.1.1. Transformadas de Fourier directa e inversa. Teorema Integral de Fourier 
 
 
► DEFINICIÓN (TRANSFORMADA DE FOURIER). Dada una función f , se define su 
transformada de Fourier, y se denota por ( ) ( ) ( )TF f x u F u≡⎡ ⎤⎣ ⎦ , mediante la integral 
(Papoulis, 1962; Brigham, 1974): 
( ) ( )· iuxF u dx f x e∞ −−∞≡ ∫   (4.1.1) 
◄ 
 
La transformada de Fourier inversa puede determinarse haciendo uso del Teorema Integral 
de Fourier en forma exponencial: 
 
► TEOREMA INTEGRAL DE FOURIER. Dada una función f  absolutamente integrable, esto 
es: 
( )dx f x∞−∞ < +∞∫   (4.1.2) 
Tal que ella y su derivada son continuas a trozos, se cumple (Debnath, 1995): 
( ) ( )1 ·
2
iux iux·f x du e dx f xπ
∞ ∞
e ′−−∞ −∞ ′ ′= ∫ ∫  (4.1.3) 
◄ 
 
En la §2.3 de la obra de Andrews y Shivamoggi (1988) puede consultarse una demostración 
rigurosa de este Teorema, en su forma habitual en términos de cosenos. 
 
Obsérvese que la integral más interna de (4.1.3) representa la transformada de Fourier de 
( )f x , de tal forma que, mediante sustitución, ésta se reescribe de la forma: 
( ) ( )1 ·
2
iuxf x du F uπ
∞
−∞= ∫ e   (4.1.4) 
Esta expresión permite definir la transformada de Fourier inversa: 
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► DEFINICIÓN (TRANSFORMADA DE FOURIER INVERSA). Dada una función  definida 
sobre la recta real, se define su transformada de Fourier inversa, y se denota por 
, mediante la integral 
F
( ) ( ) ( )1TF F u x f x− ≡⎡ ⎤⎣ ⎦ (4.1.4). 
◄ 
 
Al conjunto de valores x  donde la función f  está definida se le denomina genéricamente 
DOMINIO NATURAL. Al conjunto de valores  donde la función  está definida se le 
denomina genéricamente DOMINIO FRECUENCIAL. Las variables 
u F
x  y u  así relacionadas se 
denominan VARIABLES CONJUGADAS. En el caso en que x  sea una coordenada de posición, su 
frecuencia asociada u  será un número de onda, mientras que en el caso en que sea un tiempo, su 
frecuencia asociada será la frecuencia angular. 
 
Las transformadas de Fourier directa e inversa existirán si se satisfacen las condiciones de 
Dirichlet (James, 1995): 
• Las transformadas  y F f  son funciones univaluadas en todo su dominio. 
• Las funciones  y F f  son continuas a trozos. 
• Las funciones  y F f  son de cuadrado integrable, esto es: 
        
( ) ( )2 ,du F u dx f x∞ ∞−∞ −∞< +∞ < +∞∫ ∫ 2  (4.1.5) 
• Las funciones  y F f  están acotadas superior e inferiormente. 
Estas condiciones, pese a ser muy restrictivas, se cumplen en el caso de funciones 
muestreadas de soporte acotado, que son las tratadas en esta Tesis Doctoral. 
Es interesante mencionar que la condiciones de Dirichlet son suficientes, aunque no 
necesarias, para la existencia de la transformada de Fourier (por ejemplo, la δ  de Dirac no es 
una función acotada, pese a lo cual sí tiene transformada de Fourier). Existen generalizaciones 
de la definición de transformada de Fourier (Lighthill, 1958; Jones, 1982) que permiten incluir 
funciones que no cumplen estas condiciones. Una exposición más detallada puede encontrarse 
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4.1.2. Hacia la discretización del Teorema Integral de Fourier. 
 Series de Fourier. 
 
 
El Teorema Integral de Fourier demuestra ser una herramienta enormemente útil en los 
desarrollos que involucran las transformaciones integrales en general, y la transformada de 
Fourier en particular. En esta Tesis Doctoral se tratan funciones muestreadas con soporte 
acotado, por lo que resulta necesario desarrollar una versión de este Teorema en forma discreta. 
Como primera etapa de este desarrollo, aparecen de forma natural las series de Fourier, tanto 
para la función f  como de la función , por lo que éstas serán expuestas en primer lugar. F
 
 
4.1.2.1.    Serie de Fourier de funciones en el dominio natural 
 
 
En el caso en que la función f  tiene soporte acotado, es posible reescribir (4.1.3) de la 
forma: 




·f x du e dx f x eπ
∞ ′−
−∞
′ ′= ∫ ∫  (4.1.6) 
Donde VX  representa el recinto que soporta a f . 
Es posible aproximar la integral en u  de esta expresión por un sumatorio aplicando la 
fórmula del rectángulo (Harris y Stoker, 1998; Spiegel et al., 2000), lo que equivale a operar de 
forma inversa a como lo hace en su obra Debnath (1995) para pasar de sumatorios a integrales, 
reescribiéndose esta expresión de la forma: 
( ) ( )· · ·
2
ik EU x iux
VX
k




′ ′= ∑ ∫  (4.1.7) 
Donde  representa el espaciado que caracteriza la discretización en el dominio 
frecuencial.  
EU
Esta última expresión permite definir la serie de Fourier de f : 
 
► DEFINICIÓN (SERIE DE FOURIER DE FUNCIONES EN EL DOMINIO NATURAL). Dada una 
función f  con soporte acotado, se define su serie de Fourier mediante la suma: 




= ∑   (4.1.8) 
Donde los coeficientes kφ  se determinan mediante la integral: 
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EU dx f x eφ π
−≡ ∫   (4.1.9) 
◄ 
 
Aplicando un procedimiento análogo al empleado anteriormente, es posible aproximar la 
integral en x  de (4.1.9) por un sumatorio, reescribiéndose esta expresión de la forma: 
( ) · · ·· · ·
2
n
ik EU n EX
k
n n
EU EX f n EX eφ π
−
=
= ∑   (4.1.10) 
Donde  representa el espaciado que caracteriza la discretización en el dominio natural. 
El sumatorio se extiende entre los índices 
EX
n  y n , que caracterizan los valores ·x n EX=  
contenidos en el recinto VX . 
 
 
4.1.2.2.    Serie de Fourier de funciones en el dominio frecuencial 
 
 
Es posible escribir una versión del Teorema Integral de Fourier para la transformada de 
Fourier , multiplicando F (4.1.4) por la exponencial  e integrando respecto iuxe− x , teniendo en 
cuenta la definición de Transformada de Fourier (4.1.1): 
 
► TEOREMA INTEGRAL DE FOURIER PARA EL DOMINIO FRECUENCIAL. Dada una función 
 absolutamente integrable, tal que ella y su derivada son continuas a trozos, se cumple: F
( ) ( )1 ·
2
iux iu xF u dx e du F u e·π
∞ ∞ ′−
−∞ −∞
′ ′= ∫ ∫  (4.1.11) 
◄ 
 
En el caso en que la función  tiene soporte acotado, es posible reescribir F (4.1.11) de la 
forma: 




F u dx e du F u e·π
∞ ′−
−∞
′ ′= ∫ ∫  (4.1.12) 
Donde VU  representa el recinto que soporta a . F
Aplicando un procedimiento análogo al empleado en el apartado anterior, es posible 
aproximar la integral en x  de esta expresión por un sumatorio, reescribiéndose de la forma: 
( ) ( )· · ·
2
iun EX iu n EX
VU
n
EXF u e du F u eπ
∞ ′−
=−∞
′ ′= ∑ ∫ ·  (4.1.13) 
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Donde  representa el espaciado que caracteriza la discretización en el dominio natural. EX
Esta última expresión permite definir la serie de Fourier de : F
 
► DEFINICIÓN (SERIE DE FOURIER DE FUNCIONES EN EL DOMINIO FRECUENCIAL). Dada 
una función  con soporte acotado, se define su serie de Fourier mediante la suma: F





= Φ∑   (4.1.14) 





EX du F u eπΦ ≡ ∫   (4.1.15) 
◄ 
 
Aplicando un procedimiento análogo al empleado anteriormente, es posible aproximar la 
integral en x  de (4.1.15) por un sumatorio, reescribiéndose esta expresión de la forma: 
( ) · · ·· · ·
2
k
ik EU n EX
n
k k
EX EU F k EU eπ =Φ ≡ ∑  (4.1.16) 
Donde  representa el espaciado que caracteriza la discretización en el dominio 
frecuencial. El sumatorio se extiende entre los índices 
EU
k  y k , que caracterizan los valores 
 contenidos en el recinto VU . ·u k EU=
 
 
4.1.2.3.    Discretizaciones del Teorema Integral de Fourier 
 
 
Es posible reescribir el Teorema Integral de Fourier, enunciado para funciones definidas en 
el dominio natural, sustituyendo (4.1.10) en (4.1.8): 
( ) ( ) · · · · ·· · · ·
2
n
ik EU n EX ik EU x
k n n
EU EXf x f n EX e eπ
∞ −
=−∞ =
= ∑ ∑  (4.1.17) 
Si se evalúa la función f  en valores de la forma ·x m EX ′= , se obtiene la discretización 
del Teorema Integral de Fourier: 
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► LEMA (DISCRETIZACIÓN DEL TEOREMA INTEGRAL DE FOURIER PARA FUNCIONES EN 
EL DOMINIO NATURAL). Dada una función f  con soporte acotado, que verifica las hipótesis del 
Teorema Integral de Fourier, se cumple: 
( ) ( ) · · · · · ··· · ·
2
n
ik EU n EX ik EU m EX
k n n
EU EXf m EX f n EX e eπ
∞ ′−
=−∞ =
′ = ∑ ∑ ·  (4.1.18) 
◄ 
 
Así mismo, es posible escribir una expresión análoga para funciones definidas en el dominio 
frecuencial, sustituyendo (4.1.16) en (4.1.14): 
( ) ( ) · · · ·· · · ·
2
k
ik EU n EX iun EX
n k k
EX EUF u F k EU e eπ
∞ −
=−∞ =
= ∑ ∑  (4.1.19) 
Si se evalúa la función  en valores de la forma F ·u q EU ′= , se obtiene la discretización 
del Teorema Integral de Fourier: 
 
► LEMA (DISCRETIZACIÓN DEL TEOREMA INTEGRAL DE FOURIER PARA FUNCIONES EN 
EL DOMINIO FRECUENCIAL). Dada una función  con soporte acotado, que verifica las 
hipótesis del Teorema Integral de Fourier, se cumple: 
F
( ) ( ) · · · · · ··· · ·
2
k
ik EU n EX iq EU n EX
n k k
EX EUF q EU F k EU e eπ
∞ ′−
=−∞ =
′ = ∑ ∑ ·  (4.1.20) 
◄ 
 
Obsérvese que no es posible acotar simultáneamente el recorrido de ambos índices en los 
sumatorios de (4.1.18) y (4.1.20) y mantener dichas identidades pues, dadas las relaciones de 
conjugación entre los dominios natural y frecuencial, si una función tiene soporte acotado su 
transformada no lo tiene, y viceversa (Papoulis, 1962; Brigham, 1974). 
  Equation Section (Next)   
 
 
 4.2. Muestreo de funciones y acotación del soporte 
 
 
4.2.1. Muestreo de funciones 
 
 
► DEFINICIÓN (FUNCIÓN MUESTREADA). Dada una función f , se define la función 
muestreada con periodo o espaciado , y se denota por EX EXf , mediante el producto de la 






Δ ≡ −∑   (4.2.1) 
Donde se define el impulso unitario: 
( ) 1 ·· ,
0 ·
x n EX
x n EX n
x n EX
δ =⎧− ≡ ∀ ∈⎨ ≠⎩ Z  (4.2.2) 
De tal forma que (Brigham, 1974): 






f x f x x
)f n EX x n EXδ∞
=−∞
≡ Δ =
= −∑   (4.2.3) 
Esta función está representada por los valores: 
( ) ( )· · ,EXf n EX f n EX n= Z∀ ∈  (4.2.4) 
◄ 
 
Este resultado se ejemplifica en las figuras 4–2–1 a 4–2–3: 
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      ⇓ 
(c)  
Figura 4–2-1: Muestreo de funciones, Ejemplo I: 
(a) Función ( ) 2 2 21 1
2 2 1




(b) Serie de impulsos unitarios equiespaciados 0,05Δ . 
(c) Función muestreada 0,05f . 
La relación entre figuras es (a) × (b) = (c). 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 















      ⇓ 
(c)  
Figura 4–2-2: Muestreo de funciones, Ejemplo II: 
(a) Función ( ) ( ) ( ) ( ) ( )0,8 0,6· · 2 0,5 0,4· · 3g x i x i xδ δ= − − + − + − +  
( ) ( ) ( ) ( )0,5 0,2· · 4,2 0,2 0,1· · 5i x i xδ δ+ − + − + + − . 
(b) Serie de impulsos unitarios equiespaciados 0,05Δ . 
(c) Función muestreada . 0,05g
La relación entre figuras es (a) × (b) = (c).  
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 















      ⇓ 
(c)  
Figura 4–2-3: Muestreo de funciones, Ejemplo III: 
(a) Función ( ) ( ) ( ) ( ) ( )0,8 0,6· · 1 0,5 0, 4· · 2k x i x i xδ δ= − − + − + − +   
( ) ( )0,5 0, 2· · 3i xδ+ − + − . 
(b) Serie de impulsos unitarios equiespaciados 0,05Δ . 
(c) Función muestreada . 0,05k
La relación entre figuras es (a) × (b) = (c).  
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
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4.2.2. Acotación del soporte de funciones. Ventanas 
 
 
La acotación del soporte de una función f  se consigue mediante la aplicación sobre la 
misma de una ventana: 
 
► DEFINICIÓN (VENTANA). Se define la ventana con soporte en el intervalo [ ]0, VX  como 
una función  de soporte en dicho intervalo, esto es (Daubechies, 1992; Kaiser, 1994): VXv
( ) ( ) ( )0 ,
0 0VX
v x x VX
v x v x
x VX x
⎧ < <




Obsérvese que, dada la acotación del soporte de la ventana, la aplicación de la misma sobre 
una función f  tiene por resultado una función con soporte acotado: 
 
► DEFINICIÓN (FUNCIÓN CON SOPORTE ACOTADO POR APLICACIÓN DE UNA VENTANA). 
Dadas una función f  y una ventana , se define la función con soporte acotado por 
aplicación de la ventana, y se denota por 
VXv
, VXv
fχ , al producto (Daubechies, 1992; Kaiser, 1994): 
( ) ( ) ( ), ·VXv VXf x v x f xχ χ≡ −   (4.2.6) 
El valor de χ  y la longitud de la ventana VX  determinan el soporte de la función , VXvfχ , 
dado por intervalo [ ], VXχ χ+ . 
◄ 
 
Este resultado se ejemplifica en las figuras 4–2–4 a 4–2–6, empleándose la ventana de 
Hanning (Press et al., 1992, 1996). Esta ventana, con soporte en el intervalo [ ]0, VX , viene 
dada por la expresión: 
( )







π π⎧ ⎡ ⎤⎛ ⎞+ − < <⎪ ⎜ ⎟⎢ ⎥≡ ⎝ ⎠⎨ ⎣ ⎦⎪ ≤ ∨ ≤⎩
 (4.2.7) 
 















      ⇓ 
(c)  
Figura 4–2-4: Acotación del soporte de funciones mediante la aplicación de ventanas, 
Ejemplo I: 
(a) Función f . 
(b) Ventana . 
(c) Función con soporte acotado . 
( )8 0,025h x +
80,025;h
f
La relación entre figuras es (a) × (b) = (c). 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 















      ⇓ 
(c)  
Figura 4–2-5: Acotación del soporte de funciones mediante la aplicación de ventanas, 
Ejemplo II: 
(a) Función . 
(b) Ventana . 
(c) Función con soporte acotado . 
g
( )8 0,025h x +
80,025;h
g
La relación entre figuras es (a) × (b) = (c). 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 















      ⇓ 
(c)  
Figura 4–2-6: Acotación del soporte de funciones mediante la aplicación de ventanas, 
Ejemplo III: 
(a) Función . 
(b) Ventana . 
(c) Función con soporte acotado . 
k
( )8 0,025h x +
80,025;h
k
La relación entre figuras es (a) × (b) = (c). 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
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4.2.3. Funciones muestreadas con soporte acotado 
 
 
El muestreo y la acotación del soporte de una función f  se consigue mediante la aplicación 
simultánea sobre la misma de la serie infinita de impulsos unitarios equiespaciados y una 
ventana: 
 
► DEFINICIÓN (FUNCIÓN MUESTREADA CON SOPORTE ACOTADO). Dadas una función f  
y una ventana , se define la función muestreada con periodo o espaciado  y soporte 




vfχ , al producto: 
( ) ( ) ( ) ( )
( ) ( ) (
, · ·






f x v x f x x




≡ − Δ =
= − −∑ )  (4.2.8) 
El valor de χ  y la longitud de la ventana VX  determinan el soporte de la función , VXEXvfχ , 
dado por intervalo [ ], VXχ χ+ . 
Dada la acotación del soporte de la ventana, es posible reescribir (4.2.8) de la forma: 





f x v n EX f n EX x n EXχ χ δ
=
= − −∑  (4.2.9) 
De tal forma que esta función está representada por los valores: 
( ) ( ) ( )
{ }




v VX ·f n EX v n EX f n EX
n n n n n
χ χ= −
∀ ∈ + −?
 (4.2.10) 
Donde se ha definido:3
, VXn n
EX EX
χ χ+⎡ ⎤ ⎢≡ ≡⎢ ⎥ ⎢⎢ ⎥ ⎣
⎥⎥⎦   (4.2.11) 
Y se define el número de puntos en el eje: 
{ }card 1 1PE n n n n≡ + −?   (4.2.12) 
◄ 
 
Este resultado se ejemplifica en las figuras 4–2–7 a 4–2–9: 
                                                          
3 Se denota x⎡ ⎤⎢ ⎥  el menor entero mayor o igual que x , y x⎢ ⎥⎣ ⎦  el mayor entero menor o igual que x . 
 










Figura 4–2-7: Funciones muestreadas con soporte acotado, Ejemplo I: 
(a) Función muestreada 0,05f . 
(b) Ventana . 
(c) Función muestreada con soporte acotado . 




La relación entre figuras es (a) × (b) = (c). 
(d) Valores representativos de  en el intervalo 
8
0,05
0,025; hf ( )0,025; 7,975− . En este ejemplo 
. 160PE =
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 










Figura 4–2-8: Funciones muestreadas con soporte acotado, Ejemplo II: 
(a) Función muestreada . 
(b) Ventana . 
(c) Función muestreada con soporte acotado . 
0,05g




La relación entre figuras es (a) × (b) = (c). 
(d) Valores representativos de  en el intervalo 
8
0,05
0,025;hg ( )0,025; 7,975− . En este ejemplo 
. 160PE =
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 










Figura 4–2-9: Funciones muestreadas con soporte acotado, Ejemplo III: 
(a) Función muestreada . 
(b) Ventana . 
(c) Función muestreada con soporte acotado . 
0,05k




La relación entre figuras es (a) × (b) = (c). 
(d) Valores representativos de  en el intervalo 
8
0,05
0,025;hk ( )0,025; 7,975− . En este ejemplo 
. 160PE =
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
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En los casos que se tratan en esta Tesis Doctoral, siempre será 
2
EXχ = −  y VX  un 
múltiplo entero de  de tal forma que, una vez fijado , sean EX PE 0n = , 1n PE= − . 
Nótese que los  valores donde se calcula la transformada se extienden desde  hasta PE 0x =
( )1 ·x PE EX= − , siendo la longitud del eje muestreado: 
( )1 ·LX PE EX≡ −   (4.2.13) 
Y la longitud de la ventana: 
·VX LX EX PE EX≡ + =   (4.2.14) 
 






x = EX−      0            EX     2·EX         ( )2 ·PE EX−     ( )1 ·PE EX−      ·PE EX
 
  0n =               1        2        2PE −  1PE n− =  
 
 
             χ    ( )1 ·LX PE EX= −  
 
     ·VX PE EX≡  
Figura 4–2-10: Elección de χ  y determinación de , VX  y los índices n . LX
 




 4.3. Transformadas de Fourier de funciones muestreadas con soporte acotado 
 
 
En esta Sección se exponen las expresiones pertinentes para la determinación de las 
transformadas de Fourier directa e inversa de funciones muestreadas con soporte acotado, y se 
expresa la relación entre estas transformadas de Fourier y las transformadas de Fourier discretas 
que se determinan computacionalmente.4
El desarrollo de las demostraciones es, en ambos casos, paralela al desarrollo que realiza 
Papoulis (1962) en la §3–2 de su obra. 
En la última Subsección se exponen, a modo de compendio, las relaciones entre las 
magnitudes que describen las funciones en los dominios natural y frecuencial, como referencia 
para las secciones subsiguientes. 
 
 
4.3.1. Transformada de Fourier directa 
 
 
► PROPOSICIÓN (TRANSFORMADA DE FOURIER DE UNA FUNCIÓN MUESTREADA CON 
SOPORTE ACOTADO).5 Dada una función muestreada con soporte acotado , VX
EX
vfχ  definida en el 
dominio natural, dada por (4.2.9), se determina su transformada de Fourier, y se representa por 
, mediante la expresión: ( ), VX EUEXvFχ
( ) ( ) ( ) ( ) ( )· · ·, · · · · · ·VX nEUEX ik EU n EXv VX
k n n
F u EU v n EX f n EX e u k EUχ χ δ
∞ −
=−∞ =
⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑ ·−
  (4.3.1) 
Representada por repeticiones cíclicas de los valores: 








nEUEX ik EU n EX
v VX
n n
F k EU EU v n EX f n EX e
k k k k k
χ υ χ −== −





Donde se ha definido el espaciado en el dominio frecuencial: 
2EU
VX
π≡   (4.3.3) 
                                                          
4 En el desarrollo de este Capítulo, se entenderá que las transformadas determinadas computacionalmente se 
calculan con MATLAB (Cf. §6.1). 
5 La demostración puede encontrarse en la §4.A.1.1 del Anexo. 
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Y el conjunto de índices { }1 1k k k k+ −?  cumple la condición: 
{ }card 1 1k k k k PE+ − =?   (4.3.4) 
◄ 
 
Puesto que la función , VX
EX
vfχ  tiene únicamente  valores independientes, su 
transformada de Fourier (  también tendrá  valores independientes, siendo el 
resto repeticiones cíclicas de éstos. Esto equivale, formalmente, a la aplicación sobre la 
transformada  de una ventana cuadrada, dada por la expresión: 
PE
), ,VX VUEUEXvFχ υ I PE
( ), VX EUEXvFχ





< <⎧≡ ⎨ ≤ ∨ ≤⎩I u   (4.3.5) 
 
En los casos que se tratan en esta Tesis Doctoral, siempre se elegirá 
2
EUυ = −  y la 
longitud de la ventana , de tal forma que ·VU PE EU= 0k =  y 1k PE= − . 
 
Obsérvese que los valores de la transformada dados por (4.3.2) son  veces los valores 
de la transformada de Fourier discreta que se determina computacionalmente, dada por 
(Brigham, 1974): 
EU
? ( ) ( ) ( )
{ }
· · ·
, · · · · ·
1 1
VU
nEU ik EU n EX
VX
n n
F k EU v n EX f n EX e










Estos resultados se ejemplifican en las figuras 4–3–1 a 4–3–3: 
 









(a)    (b) 
 
(c)    (d) 
Figura 4–3-1: Transformada de Fourier directa de funciones muestreadas con soporte acotado, 
Ejemplo I: 







π I , y (b) detalle. 




π I , y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
Obsérvese que los valores en (a), (b) son 4π  veces los valores en (c), (d) respectivamente. 
 










(a)    (b) 
 
(c)    (d) 
Figura 4–3-2: Transformada de Fourier directa de funciones muestreadas con soporte acotado, 
Ejemplo II: 







π I , y (b) detalle. 




π I , y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
Obsérvese que los valores en (a), (b) son 4π  veces los valores en (c), (d) respectivamente. 
 










(a)    (b) 
 
(c)    (d) 
Figura 4–3-3: Transformada de Fourier directa de funciones muestreadas con soporte acotado, 
Ejemplo III: 







π I , y (b) detalle. 




π I , y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
Obsérvese que los valores en (a), (b) son 4π  veces los valores en (c), (d) respectivamente. 
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4.3.2. Transformada de Fourier inversa 
 
 
En este caso se considera una función muestreada con soporte acotado , resultado de 




EU , y aplicar una ventana  sobre una función  
definida en el dominio frecuencial, dada por una expresión análoga a 
VUV F
(4.2.9): 










Representada por los valores: 
( ) ( ) ( )
{ }




V VUF k EU V k EU F k EU
k k k k k
υ υ= −





υ⎡ ⎤= ⎢ ⎥⎢ ⎥  y 
VUk
EU
υ+⎢ ⎥= ⎢ ⎥⎣ ⎦ . En este desarrollo se considera 2
EUυ = −  y 
 múltiplo entero de VU EU  de tal forma que 0k = , 1k PE= − . Nótese que los  
valores se extienden desde 
PE
0u =  hasta ( )1 ·u PE EU= − , siendo la longitud del eje 
muestreado: 
( )1 ·LU PE EU≡ −   (4.3.9) 
Y la longitud de la ventana: 
·VU LU EU PE EU≡ + =   (4.3.10) 
 
► PROPOSICIÓN (TRANSFORMADA DE FOURIER INVERSA DE UNA FUNCIÓN MUESTREADA 
CON SOPORTE ACOTADO).6 Dada una función muestreada con soporte acotado  definida 




(4.3.7), se determina su transformada de Fourier inversa, y 
se representa por , mediante la expresión: ( ), ,VU VXEXEUVfυ χ 1
( ) ( ) ( ) ( )· · ·, 1 · · · · · ·VU kEXEU ik EU n EXV VU
n k k




⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑ −
                                                          
 
  (4.3.11) 
Representada por repeticiones cíclicas de los valores: 
6 La demostración puede encontrarse en la §4.A.1.2 del Anexo. 
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kEXEU ik EU n EX
V VU
k k
f n EX V k EU F k EU e
VU
n n n n n
υ χ υ== −





Donde se ha definido el espaciado en el dominio natural: 
2EX
VU
π≡   (4.3.13) 
Y el conjunto de índices { }1 1n n n n+ −?  cumple la condición: 
{ }card 1 1n n n n PE+ − =?   (4.3.14) 
◄ 
 
Puesto que la función  tiene únicamente  valores independientes, su 
transformada de Fourier  también tendrá  valores independientes, siendo el 
resto repeticiones cíclicas de éstos. Esto equivale, formalmente, a la aplicación sobre la 




( ), ,VU VXEXEUVfυ χ 1 PE
( ), VU EXEUVfυ





< <⎧≡ ⎨ ≤ ∨ ≤⎩1   (4.3.15) 
 
En los casos que se tratan en esta Tesis Doctoral, siempre se elegirá 
2
EXχ = −  y la 
longitud de la ventana , de tal forma que ·VX PE EX= 0n =  y 1n PE= − . 
 
Obsérvese que los valores de la transformada dados por (4.3.12) son 1 EU  veces los 
valores de la transformada de Fourier inversa discreta que se determina computacionalmente, 
dada por (Brigham, 1974): 




1· · · · ·
1 1
VX
kEX ik EU n EX
VU
k k
f n EX V k EU F k EU e
PE










Estos resultados se ejemplifican en las figuras 4–3–4 a 4–3–6: 
 


















(a)    (b) 
Figura 4–3-4: Transformada de Fourier inversa de funciones muestreadas con soporte acotado, 
Ejemplo I: 








(b) Transformada de Fourier discreta ?
8
0,05







π I . 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
Obsérvese que los valores en (a) son 4 π  veces los valores en (b). (Cf. Figura 4–2–7 (d) ). 
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(a)    (b) 
Figura 4–3-5: Transformada de Fourier inversa de funciones muestreadas con soporte acotado, 
Ejemplo II: 








(b) Transformada de Fourier discreta ?
8
0,05







π I . 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 





(a)    (b) 
Figura 4–3-6: Transformada de Fourier inversa de funciones muestreadas con soporte acotado, 
Ejemplo III: 








(b) Transformada de Fourier discreta ? 8
0,05







π I . 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
Obsérvese que los valores en (a) son 4 π  veces los valores en (b). (Cf. Figura 4–2–9 (d) ). 
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4.3.3. Relaciones entre las magnitudes de los dominios natural y frecuencial 
 
 
En esta Subsección se compilan las relaciones entre las magnitudes fundamentales que 
describen las funciones en los dominios natural y frecuencial. En la Tabla 4–3-1 puede 
observarse la simetría entre el espaciado y la longitud de la ventana en ambos dominios, dada la 
especial relación de conjugación entre éstos. 
 
 
Tabla 4–3-1: Relaciones entre las magnitudes fundamentales en los dominios natural y 
frecuencial. En todos los casos  indica el número de puntos en el eje. PE









π π≡ =  
( )1 ·LX PE EX≡ −  (4.2.13) Longitud de eje muestreado (4.3.9) ( )1 ·LU PE EU≡ −  
2·VX PE EX
EU
π≡ =  (4.2.14) Longitud de la ventana (4.3.10) 2·VU PE EU
EX
π≡ =  
 




 4.4. Interpolación en las transformadas de Fourier 
 
 
Como se ha mencionado anteriormente, la interpolación en la transformada de Fourier es un 
paso necesario en el proceso del algoritmo expuesto en el Capítulo 3, ya que al aplicar éste se 
obtiene un espectro filtrado definido en puntos no equiespaciados. Debido a que el cálculo 
numérico de la transformada de Fourier inversa requiere que el espectro se defina en puntos 
equiespaciados, será preciso interpolar adecuadamente este nuevo espectro. 
Esta cuestión, en el contexto más amplio de las transformaciones integrales, es tratada 
ampliamente y en primer lugar por Whittaker (1915 y 1927 entre otras, culminación con la obra 
de 1935) en términos de funciones cardinales.7
En esta Tesis Doctoral se considera en primer lugar la interpolación de las transformadas de 
Fourier teniendo en cuenta el Teorema del Muestreo de Shannon para la transformada inversa: 
 
► TEOREMA DEL MUESTREO. (SHANNON). Dada una función  nula fuera del 
intervalo , es posible determinar unívocamente su transformada de Fourier inversa 
( )F u
( ,U U− )




⎛ ⎞≡ ⎜⎝ ⎠⎟ , mediante la expresión: 



















−= −∑  (4.4.1) 
◄ 
 
La demostración de este Teorema puede encontrarse en el artículo de Shannon (1949).8
 
Este teorema, que considera la aplicación como ventana de un pulso rectangular, aquí se 
generaliza para funciones muestreadas de soporte acotado mediante la aplicación de una ventana 
cualquiera. 
El desarrollo de las demostraciones es, en ambos casos, paralela al desarrollo que realiza 
Papoulis (1962) para la transformada inversa en la §3–5 de su obra. 
 
                                                          
7 Puede consultarse un “estado del arte” en el artículo de McNamee et al. (1971). 
8 Puede consultarse un “estado del arte” en el artículo de Unser (2000). 
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4.4.1. Interpolación en la transformada de Fourier directa 
 
 
El objetivo de esta Subsección es, dada una función ( ), ,VX VUEUEXvFχ υ I  en la forma (4.3.1), 
definir una nueva función ( ), ,VX VUEUEXvFχ υ ′′′ I  que interpola a la primera en  valores en el 
dominio frecuencial, equiespaciados una distancia 
PE
EU ′  y contenidos en el intervalo 
( ), VUυ υ′ ′ + ′ . 
Para ello, en primer lugar se expondrá una generalización del Teorema del Muestreo para la 
transformada directa, mediante el cual es posible determinar la transformada de Fourier de una 
función muestreada y con soporte acotado mediante la aplicación de una ventana cualquiera. 
A continuación, se determinará explícitamente la transformada en los anteriormente citados 
 valores en el dominio frecuencial, aplicando un desarrollo análogo al expuesto en la §PE 4.2.3. 
 
 
4.4.1.1.    Generalización del Teorema del Muestreo para la transformada directa 
 
 
► TEOREMA. (GENERALIZACIÓN DEL TEOREMA DEL MUESTREO PARA LA 
TRANSFORMADA DIRECTA).9 Dada una función muestreada con soporte acotado , VX
EX
vfχ  definida 
en el dominio natural, dada por (4.2.9), su transformada de Fourier puede ser determinada 
unívocamente mediante el conocimiento de los  valores: PE








nEUEX ik EU n EX
VX
n n
F k EU EU n EX f n EX e
k k k k k
χ υ χ −== −






Y las funciones: 
? ( ) ( ) ( )· ·, | , · · ·VX
EXq n
i u q EU n EX
VX
n n
V u VX EU v n EX e
q
χ χ χ − −
=





Mediante la expresión: 
                                                          
9 La demostración puede encontrarse en la §4.A.2.1 del Anexo. 
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F u F q EU V u VX
VU
χχ χ υ χ
∞
=−∞
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
∑ 11 I )  (4.4.4) 
◄ 
 
Obsérvese que los valores ( ), ,VX VUEUEXFχ υ1 I  dados por (4.4.2) son, como se mencionó en la 
§4.3.1,  veces los coeficientes de la serie de Fourier de EU , VX
EXfχ 1  dada por (4.3.6), con la 
ventana . VX1
 
La extensión del índice del sumatorio en (4.4.4) para todo q∈?  hace referencia a la 
periodicidad de esta transformada de Fourier, tal como se discutió en la §4.3.1. Esta extensión 
infinita del índice no es operativa computacionalmente, por lo que en lugar de (4.4.4) se emplea 
la expresión acotada: 




F u F q EU V u VX
VU
χχ χ υ χ=
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
∑ 11 I  (4.4.5) 
Donde el índice q  se extiende únicamente a los  valores independientes que se 
calculan de la transformada ( . 
PE
), ,VX VUEUEXFχ υ1 I
 
Es importante señalar que no será posible expresar las funciones  dadas por ? , VX
EXq
V χ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
1 ⎟
(4.4.3) como transformadas de Fourier de ninguna otra función en forma genérica, pues se 
evaluarán en puntos ·u k EU ′=  tales que el nuevo espaciado en el dominio frecuencial EU ′  
no será conjugado del espaciado en el dominio natural , y no se cumplirán las relaciones 




Así mismo, en el caso particular en que la ventana inicial  fuera un pulso cuadrado , 
el resultado expuesto en 
VXv VX1
(4.4.4) se reduciría a la fórmula de interpolación a la que conduce el 
Teorema del Muestreo tradicional, equivalente a (4.4.1), donde la transformada de Fourier de la 
ventana sería un miembro de la familia de los senos cardinales. 
 
Estos resultados se ejemplifican en las figuras 4–4–1 a 4–4–3: 
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Figura 4–4-1: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo I: 







π1 I , y (b) detalle. 
(c–h) Transformadas de las ventanas desplazadas  para algunos 
valores de q . 
(i) Detalle de la transformada de la ventana desplazada con 
? (8
0,05
0,025; | 0,025; 8
q
h u
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
1 )
54q = . 







π I  (puntos) y transformada de Fourier para 
interpolar (  (líneas continuas), y (k) detalle. )( )8*0,050,025; hF u
 
Figura 4–4-2: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo II: 







π1 I , y (b) detalle. 
(c–h) Transformadas de las ventanas desplazadas  para algunos 
valores de q . 
(i) Detalle de la transformada de la ventana desplazada con 
? (8
0,05
0,025; | 0,025; 8
q
h u
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
1 )
54q = . 







π I  (puntos) y transformada de Fourier para 
interpolar (  (líneas continuas), y (k) detalle. )( )8*0,050,025; hG u
 
Figura 4–4-3: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo III: 







π I , y (b) detalle. 
(c–h) Transformadas de las ventanas desplazadas  para algunos 
valores de q . 
(i) Detalle de la transformada de la ventana desplazada con 
? (8
0,05
0,025; | 0,025; 8
q
h u
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
1 )
54q = . 







π I  (puntos) y transformada de Fourier para 
interpolar (  (líneas continuas), y (k) detalle. )( )8*0,050,025;hK u
 
 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias.
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(a)    (b) 
  
(c–h)     
 
(i)         
(j)    (k) 
Figura 4–4-1: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo I. 
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(a)    (b) 
  
(c–h)     
 
(i)         
(j)    (k) 
Figura 4–4-2: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo II. 
 
4.4. – Interpolación en las transformadas de Fourier 137 
 
(a)    (b) 
  
(c–h)     
 
(i)         
(j)    (k) 
Figura 4–4-3: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo III. 
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4.4.1.2.    Interpolación en la transformada directa 
 
 
► DEFINICIÓN (TRANSFORMADA DIRECTA INTERPOLADA). Dada una función muestreada 
con soporte acotado , VX
EX
vfχ  definida en el dominio natural, dada por (4.2.9), se define la nueva 
función  resultado de la interpolación en la transformada de Fourier 
 mediante la expresión: 
( ), ,VX VUEUEXvFχ υ ′′′ I
( ), ,VX VUEUEXvFχ υ I
( ) ( ) ( ) ( )( ) ( ), ,, · ·VX VXVUEUEX EX EUv VU vF u u F uχ χυ ′′ ′′′ ≡I I uΔ  (4.4.6) 
Esta expresión se reescribe, sustituyendo el valor de VU ′I  dado por una expresión análoga a 
(4.3.5), el valor de (  dado por )( ), VXEXvFχ u (4.4.4) y el valor de  dado por una 
expresión análoga a 
( )EU u′Δ
(4.2.1), de la forma: 
( ) ( )


































  (4.4.7) 
De tal forma que la función ( ), ,VX VUEUEXvFχ υ ′′′ I  viene representada por los valores: 













F k EU F q EU V k EU VX
VU









⎛ ⎞⎜ ⎟′ ′= ⎜ ⎟⎝ ⎠






  (4.4.8) 
Donde el conjunto de índices { }1 1k k k k+ −?  cumple la condición: 
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Atendiendo a la consideración efectuada en el Epígrafe anterior acerca de la extensión del 
índice del sumatorio para todo q∈? , en lugar de (4.4.8) se emplea la expresión acotada: 













F k EU F q EU V k EU VX
VU









⎛ ⎞⎜ ⎟′ ′= ⎜ ⎟⎝ ⎠







  (4.4.10) 
Donde el conjunto de índices { }1 1k k k k+ −?  cumple la condición (4.4.9). 
 
En los casos en que se está interesado en la interpolación de  valores en la región del 
dominio frecuencial más próxima al origen, desde 
PE
0u =  hasta ( )1 ·u PE EU ′= − , se elegirá 
2
EUυ ′′ = − . En los casos en los que se está interesado en la interpolación de PE  valores en la 
región del dominio frecuencial más alejada del origen, desde ( )(1 )u PE EU EU ′= − −  
hasta , se elegirá ( )1 ·u PE EU= − ( )( )1
2
EUPE EU EUυ ′′ = − − −′
′
. En ambos casos 
se elegirá , de tal forma que ·VU PE EU′ = ( )1 ·LU PE EU′ ′= − , 0k =  y 1k PE= − . 
 
Es importante señalar que, como es de esperar, se cumple: 
 
► LEMA (CONSISTENCIA DE LA TRANSFORMADA DIRECTA INTERPOLADA).10 La función 
 dada por ( )( ), VXEXFχ 1 u (4.4.4) toma los valores ( ) (, , ·VX VUEUEXvF kχ υ I )EU
                                                          
 en los puntos 
, dados por la transformada de Fourier expresada en ·u k EU= (4.3.2). 
◄ 
 
Estos resultados se ejemplifican en las figuras 4–4–4 a 4–4–6: 
10 La demostración puede encontrarse en la §4.A.2.2 del Anexo. 
 










(a)    (b) 
 
(c)    (d) 
Figura 4–4-4: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo I: 







π I  (puntos), transformada para interpolar 








π I  (círculos), y (b) detalle. 







π I  (puntos), transformada para interpolar 






 (círculos), y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 










(a)    (b) 
 
(c)    (d) 
Figura 4–4-5: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo II: 







π I  (puntos), transformada para interpolar 







π I  (círculos), y (b) detalle. 







π I  (puntos), transformada para interpolar 






 (círculos), y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 










(a)    (b) 
 
(c)    (d) 
Figura 4–4-6: Interpolación en la transformada de Fourier directa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo III: 







π I  (puntos), transformada para interpolar 







π I  (círculos), y (b) detalle. 







π I  (puntos), transformada para interpolar 






 (círculos), y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
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4.4.2. Interpolación en la transformada de Fourier inversa 
 
 
El objetivo de esta Sección es, dada una función ( ), ,VU VXEXEUVfυ χ 1  en la forma (4.3.11), definir 
una nueva función ( ), ,VU VXEXEUVfυ χ ′′′ 1  que interpola a la primera en  valores en el dominio 
frecuencial, equiespaciados una distancia 
PE
EX ′  y contenidos en el intervalo ( ), VXχ χ′ ′ + ′ . 
El procedimiento a seguir es análogo al expuesto en la §4.4.1. En primer lugar se expondrá 
una generalización del Teorema del Muestreo para la transformada inversa, mediante el cual es 
posible determinar la transformada de Fourier de una función muestreada y con soporte acotado 
mediante la aplicación de una ventana cualquiera. 
A continuación, se determinará explícitamente la transformada en los anteriormente citados 
 valores en el dominio natural, aplicando un desarrollo análogo al expuesto en la §PE 4.2.3. 
 
 
4.4.2.1.    Generalización del Teorema del Muestreo para la transformada inversa 
 
 
► TEOREMA. (GENERALIZACIÓN DEL TEOREMA DEL MUESTREO PARA LA 
TRANSFORMADA INVERSA).11 Dada una función muestreada con soporte acotado  




(4.3.7), su transformada de Fourier inversa puede 
ser determinada unívocamente mediante el conocimiento de los  valores: PE








kEXEU ik EU n EX
VU
k k
f n EX k EU F k EU e
VU
n n n n n
υ χ υ== −






Y las funciones: 
( ) ( ) ( )· ·, 1| , · ·VU
EUm k
ik EU x m EX
VU
k k
v x VU V k EU e
VU
m
υ υ υ −
=





Mediante la expresión: 
                                                          
11 La demostración puede encontrarse en la §4.A.2.3 del Anexo. 
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)| ,f x EU f m EX v x VUυυ υ χ υ
∞
=−∞
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
∑ ? II 1  (4.4.13) 
◄ 
 
Obsérvese que los valores ( ), ,VU VXEXEUfυ χI 1  dados por (4.4.11) son, como se mencionó en la 
§4.3.2, 1 EU  veces los coeficientes de la serie de Fourier de  dada por , VU
EUFυ I (4.3.16), con la 
ventana . VUI
 
La extensión del índice del sumatorio en (4.4.13) para todo m∈?  hace referencia a la 
periodicidad de esta transformada de Fourier inversa, tal como se discutió en la §4.3.2. Esta 
extensión infinita del índice no es operativa computacionalmente, por lo que en lugar de (4.4.13) 
se emplea la expresión acotada: 




| ,f x EU f m EX v x VUυυ υ χ υ=
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
∑ ? II 1  (4.4.14) 
Donde el índice  se extiende únicamente a los  valores independientes que se 
calculan de la transformada ( . 
m PE
), ,VU VXEXEUfυ χI 1
 
Es importante señalar que, tal como ocurría en la sección anterior, no será posible expresar 
las funciones  dadas por , VU
EUm
vυ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
?
I ⎟ (4.4.12) como transformadas de Fourier inversas de ninguna 
otra función en forma genérica, pues se evaluarán en puntos ·x n EX ′=  tales que el nuevo 
espaciado en el dominio natural EX ′  no será conjugado del espaciado en el dominio 
frecuencial EU , y no se cumplirán las relaciones expuestas en la Tabla 4–3-1. 
 
Así mismo, en el caso particular en que la ventana inicial  fuera un pulso cuadrado 
, el resultado expuesto en 
VUV
VUI (4.4.13) se reduciría a la fórmula de interpolación a la que 
conduce el Teorema de Muestreo tradicional, equivalente a (4.4.1), donde la transformada de 
Fourier inversa de la ventana sería un miembro de la familia de los senos cardinales. 
 
Estos resultados se ejemplifican en las figuras 4–4–7 a 4–4–9: 
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Figura 4–4-7: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo I:  







. (Cf. Figura 4–3–4 (b) ). 
(b–g) Transformadas de las ventanas desplazadas ( )40
4




π π π⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
?
I1  para algunos 
valores de m . 
(h) Detalle de la transformada de la ventana desplazada con 54m = . 







 (puntos) y transformada de Fourier 







π I  (líneas), y (j) detalle. 
 
Figura 4–4-8: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo II:  







. (Cf. Figura 4–3–5 (b) ). 
(b–g) Transformadas de las ventanas desplazadas ( )40
4




π π π⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
?
I1  para algunos 
valores de m . 
(h) Detalle de la transformada de la ventana desplazada con 54m = . 







 (puntos) y transformada de Fourier 







π I x  (líneas), y (j) detalle. 
 
Figura 4–4-9: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo III:  







. (Cf. Figura 4–3–6 (b) ). 
(b–g) Transformadas de las ventanas desplazadas ( )40
4




π π π⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
?
I1  para algunos 
valores de m . 
(h) Detalle de la transformada de la ventana desplazada con 54m = . 







 (puntos) y transformada de Fourier 







π I x  (líneas), y (j) detalle. 
 
 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
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(a)         
  
(b–g)     
 
(h)         
(i)    (j) 
Figura 4–4-7: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo I. 
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(a)         
  
(b–g)     
 
(h)         
(i)    (j) 
Figura 4–4-8: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo II. 
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(a)         
  
(b–g)     
 
(h)         
(i)    (j) 
Figura 4–4-9: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (I), Ejemplo III. 
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4.4.2.2.    Interpolación en la transformada inversa 
 
 
► DEFINICIÓN (TRANSFORMADA INVERSA INTERPOLADA). Dada una función muestreada 
con soporte acotado  definida en el dominio frecuencial, dada por , VU
EU
VFυ (4.3.7), se define la 
nueva función ( ), ,VU VXEXEUVfυ χ ′′′ 1  resultado de la interpolación en la transformada de Fourier 
 mediante la expresión: ( ), ,VU VXEXEUVfυ χ 1
( ) ( ) ( ) ( )( ) ( ), ,, · ·VU VUVXEXEU EU EXV VX Vf x x f xυ υχ χ′′ ′′′ ′≡ − Δ1 1 x  (4.4.15) 
Esta expresión se reescribe, sustituyendo el valor de VX ′1  dado por una expresión análoga a 
(4.3.15), el valor de ( )( ), VUEUVf xυ  dado por (4.4.13) y el valor de  dado por una 
expresión análoga a 
( )EU u′Δ
(4.2.1), de la forma: 
( ) ( )

































  (4.4.16) 
De tal forma que la función ( ), ,VU VXEXEUVfυ χ ′′′ 1  viene representada por los valores: 













f n EX EU f m EX v n EX VU









⎛ ⎞′ ′⎜ ⎟= ⎜ ⎟⎝ ⎠






  (4.4.17) 
Donde el conjunto de índices { }1 1n n n n+ −?  cumple la condición: 
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Atendiendo a la consideración efectuada en el Epígrafe anterior acerca de la extensión del 
índice del sumatorio para todo m∈? , en lugar de (4.4.17) se emplea la expresión acotada: 













f n EX EU f m EX v n EX VU









⎛ ⎞′ ′⎜ ⎟= ⎜ ⎟⎝ ⎠






  (4.4.19) 
Donde el conjunto de índices { }1 1n n n n+ −?  cumple la condición (4.4.18). 
 
En los casos en que se está interesado en la interpolación de  valores en la región del 
dominio espacial más próxima al origen, desde 
PE
0x =  hasta ( )1 ·x PE EX ′= − , se elegirá 
2
EXχ ′′ = − . En los casos en que se está interesado en la interpolación de  valores en la 
región del dominio espacial más alejada del origen, desde 
PE
( )( )1x PE EX EX ′= − −  hasta 
( )1 ·x PE EX= − , se elegirá ( )( )1
2
EXPE EX EXχ ′′ = − − −′ . En ambos casos se 
elegirá ·VX PE EX′ ′= , de tal forma que ( )1 ·LX PE EX′ ′= − , 0n =  y 1n PE= − . 
 
Es importante señalar que, como es de esperar, se cumple: 
 
► LEMA (CONSISTENCIA DE LA TRANSFORMADA DIRECTA INTERPOLADA).12 La función 
( )( ), VUEUVf xυ  dada por (4.4.13) toma los valores ( ) (, , ·VU VXEXEUV )f n EXυ χ 1  en los puntos 
·x n EX= , dados por la transformada de Fourier expresada en (4.3.12). 
◄ 
 
Estos resultados se ejemplifican en las figuras 4–4–10 a 4–4–12: 
 
                                                          
12 La demostración puede encontrarse en la §4.A.2.4 del Anexo. 
 





(a)    (b) 
 
(c)    (d) 
Figura 4–4-10: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo I: 







 (puntos), transformada para 







π I  (líneas) y transformada interpolada 






, y (b) detalle. 







 (puntos), transformada para 















, y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 





(a)    (b) 
 
(c)    (d) 
Figura 4–4-11: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo II: 







 (puntos), transformada para 







π I x  (líneas) y transformada 






, y (b) detalle. 







 (puntos), transformada para 







π I x  (líneas) y transformada 







, y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
 





(a)    (b) 
 
(c)    (d) 
Figura 4–4-12: Interpolación en la transformada de Fourier inversa mediante el Teorema del 
Muestreo generalizado (y II), Ejemplo III: 







 (puntos), transformada para 







π I x  (líneas) y transformada 






, y (b) detalle. 







 (puntos), transformada para 







π I x  (líneas) y transformada 







, y (d) detalle. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. 
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  Equation Section (Next)   
 
 
 4.5. Relaciones entre las transformadas directa e inversa y la función original 
 
 
En los casos que se tratan en esta Tesis Doctoral, se emplean funciones muestreadas con 
soporte acotado representadas por los valores , VX
EX
vfχ  dados en (4.2.10), y se calcula su 
transformada de Fourier, representada por los valores ( ), ,VX VUEUEXvFχ υ I  dados en (4.3.2), tal como 
se expuso en la §4.3.1. 
Para recuperar nuevamente la función original tomando la transformada de Fourier inversa 
de su transformada directa, se ha de tener en cuenta el resultado expuesto en la §4.3.2 según el 
cual, dada una función muestreada de soporte acotado en el dominio frecuencial representada 
por los valores  dados en , VU
EU
VFυ (4.3.8), se calcula su transformada de Fourier inversa, 
representada por los valores ( ), ,VU VXEXEUVfυ χ 1  dados en (4.3.12). 
 
En la primera Subsección, con el objeto de comprobar la consistencia de los resultados 
obtenidos en la §4.3, se calcula la transformada inversa de la transformada directa de , VX
EX
vfχ  






, debiendo darse la igualdad: 









v vf n EX f n EX
n n n n n
χ χχ
=
∀ ∈ + −?
1
 (4.5.1) 
Así mismo, se pretende hallar una relación entre la función original f  y los valores 







En la siguiente Subsección, con el objeto de comprobar la consistencia de los resultados 
obtenidos en la §4.4.1, se estudia el resultado de considerar la transformada inversa de la 
transformada interpolada ( ), VX EUEXvFχ ′  dada por la evaluación de (4.4.4) en los puntos de la 









determinados mediante una expresión análoga a (4.3.12), debiendo darse una igualdad análoga a 
(4.5.1). 
Así mismo, se pretende hallar una relación entre la función original f  y los valores de la 
transformada inversa de la transformada interpolada. Obsérvese que, dado que la interpolación 
modifica el espaciado y la longitud de la ventana en el dominio frecuencial, la transformada 
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inversa estará representada por valores en puntos ·x n EX ′=  no coincidentes con los puntos 
·x n EX=  donde se define la función original muestreada con soporte acotado. 
 
En la siguiente Subsección, con el objeto de comprobar la consistencia de los resultados 
obtenidos en la §4.4.2, se estudia el resultado de considerar la interpolación de la transformada 
inversa de la transformada interpolada ( ), ,VX VUEUEXvfχ υ ′′′ I  dada por (4.4.10), representada por los 
valores , determinados mediante ( )( ), , ,VX VU VXEXEUEXvfχ υ χ′′′ I 1 (4.4.17), debiendo darse una igualdad 
análoga a (4.5.1). 
Así mismo, se pretende hallar una relación entre la función original f  y los valores de la 
transformada inversa de la transformada interpolada. Obsérvese que esta nueva interpolación en 
el dominio natural permite obtener los valores de la transformada inversa en los puntos 
originales ·x n EX=  donde se define la función original muestreada con soporte acotado. 
 
 
4.5.1. Relación entre la transformada inversa de la transformada directa 
 y la función original 
 
 
► PROPOSICIÓN (RELACIÓN ENTRE LA TRANSFORMADA INVERSA DE LA TRANSFORMADA 
DIRECTA Y LA FUNCIÓN ORIGINAL).13 La relación entre una función muestreada con soporte 
acotado representada por los valores , VX
EX
vfχ  dados en (4.2.10), y la transformada inversa de su 
transformada directa (  dada en ), VX EUEXvFχ (4.3.1), representada por los valores 















v vf n EX f n EX
n n n n n
χ χ χ
=
∀ ∈ + −?
1
 (4.5.1) 
La relación entre la función original muestreada representada por los valores EXf  dados en 
(4.2.4), y la transformada inversa de su transformada directa, viene dada por la expresión: 
                                                          
13 La demostración puede encontrarse en la §4.A.3.1 del Anexo. 
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v VXf n EX f n EX v n EX
n n n n n
χ χ
· χ= −





Es importante señalar que los valores de la transformada inversa  no 







( )( ), , ,VX VU VXEXEUEXvfχ υ χI 1  que se determinarían calculando la 
transformada inversa de los valores ( ), ,VX VUEUEXvFχ υ I  expuestos en (4.3.2). La acotación en el 
dominio frecuencial podría conducir a que no se diera una igualdad del tipo (4.5.1). 
 
Este resultado se ejemplifica en las figuras 4–5–1 a 4–5–3: 
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(a)    (b) 
Figura 4–5-1: Relación entre la transformada inversa de la transformada directa y la función 
original, Ejemplo I: 












 (círculos) en el intervalo 
. 
(b) Valores de la función muestreada 
( )0,025; 7,975−
( )0,05 ·0,05f n  (puntos) y valores de la transformada 




·0,05 ·0,05 0,025hf n h nπ
π
π +I 1  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 













(a)    (b) 
Figura 4–5-2: Relación entre la transformada inversa de la transformada directa y la función 
original, Ejemplo II: 












 (círculos) en el intervalo 
. 
(b) Valores de la función  (puntos) y valores de la transformada inversa corregida 
( )0,025; 7,975−
g




·0,05 ·0,05 0,025hg n h nπ
π
π +I 1  (círculos), contenidos en el 
intervalo ( ) . 0,025; 7,975−
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
 













(a)    (b) 
Figura 4–5-3: Relación entre la transformada inversa de la transformada directa y la función 
original, Ejemplo III: 












 (círculos) en el intervalo 
. 
(b) Valores de la función  (puntos) y valores de la transformada inversa corregida 
( )0,025; 7,975−
k




·0,05 ·0,05 0,025hk n h nπ
π
π +I 1  (círculos), contenidos en el 
intervalo ( ) . 0,025; 7,975−
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
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4.5.2. Relación entre la transformada inversa de la transformada directa 
 interpolada y la función original 
 
 
► PROPOSICIÓN (RELACIÓN ENTRE LA TRANSFORMADA INVERSA DE LA TRANSFORMADA 
DIRECTA INTERPOLADA Y LA FUNCIÓN ORIGINAL).14 La relación entre una función muestreada 
con soporte acotado representada por los valores , VX
EX
vfχ  dados en (4.2.10), y la transformada 
inversa de su transformada directa interpolada ( ), VX EUEXvFχ ′  dada por la evaluación de (4.4.4) en 
los puntos de la forma ·u k EU ′=  con  entero, representada por los valores 





















VXf n EX f n EX
VX
n n n n n
χ χ χ ′
′′′
′
⎛ ⎞′ ′= ⎜ ⎟′⎝ ⎠
∀ ∈ + −?
1
 (4.5.3) 
La relación entre la función original muestreada representada por los valores EXf ′  dados en 
(4.2.4), y la transformada inversa de su transformada directa, viene dada por la expresión: 











VXf n EX f n EX v n EX
VX








⎛ ⎞′ ′= −⎜ ⎟′⎝ ⎠















tienen por qué coincidir con los valores ( )( )* , , ,VX VU VXEXEUEXvf χ υ χ′ ′′′′ ′I 1  que se determinarían 
calculando la transformada inversa de los valores ( )* , ,VX VUEUEXvf χ υ ′′′ I  expuestos en (4.4.10). La 
acotación en el dominio frecuencial podría conducir a que no se diera una igualdad del tipo 
(4.5.3). 
 
Este resultado se ejemplifica en las figuras 4–5–4 a 4–5–6: 
                                                          
14 La demostración puede encontrarse en la §4.A.3.2 del Anexo. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-4: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el Teorema del Muestreo generalizado y la función original (I), Ejemplo I: 
















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )1 30, 319 30− . 








8 2 2· 0,025
30 3032 3 h




⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜⎜ ⎟ ⎝ ⎠ ⎝⎝ ⎠ ⎝ ⎠I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 














⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo ( )1 30, 319 30− . 




2 2 960,6* 0,05
0,025; 80,3; 96;
8 2 2· 0,025
96 964 3 h






⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝⎝ ⎠ I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-5: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el Teorema del Muestreo generalizado y la función original (I), Ejemplo II: 
















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )1 30, 319 30− . 








8 2 2· 0,025
30 3032 3 h




⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜⎜ ⎟ ⎝ ⎠ ⎝⎝ ⎠ ⎝ ⎠I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 














⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo ( )1 30, 319 30− . 




2 2 960,6* 0,05
0,025; 80,3; 96;
8 2 2· 0,025
96 964 3 h






⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝⎝ ⎠ I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-6: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el Teorema del Muestreo generalizado y la función original (I), Ejemplo III: 















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )1 30, 319 30− . 
(b) Función  (puntos) y valores de la transformada inversa corregida k
( ) 3438





8 2 2· 0,025
30 3032 3 h




⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜⎜ ⎟ ⎝ ⎠ ⎝⎝ ⎠ ⎝ ⎠I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 














⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo ( )1 30, 319 30− . 




2 2 960,6* 0,05
0,025; 80,3; 96;
8 2 2· 0,025
96 964 3 h






⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝⎝ ⎠ I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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En los paneles (a) y (c) de las figuras 4–5–4 a 4–5–6 se aprecian fuertes discrepancias entre 
los valores de las funciones de soporte acotado y las transformadas inversas, siendo este efecto 
más notorio en el caso correspondiente al Ejemplo I, donde la función en el dominio natural no 
está constituida por suma de impulsos. Estas discrepancias pueden ser debidas, como ya se 
adelantó, a la acotación introducida en el dominio frecuencial, así como al hecho de que las 
discretizaciones del Teorema Integral de Fourier expuestas en (4.1.18) y (4.1.20) no dejan de ser 
aproximaciones de las integrales expuestas en (4.1.7) y (4.1.11). 
Estas diferencias a su vez se traducen en una fuerte discrepancia entre los valores de las 
funciones originales y las transformadas inversas corregidas, como se aprecia en los paneles (b) 
y (d) de dichas figuras. 
En importante señalar que este efecto se produce independientemente de la ventana que se 
emplee para acotar la función en (4.2.6) ó (4.2.8). La elección de la ventana tiene una 
importancia capital en el estudio de funciones en el dominio frecuencial (Harris, 1978; Nuttal, 
1981; Gumas, 1997; Lyons, 1998 a y b),15 pero pierde su importancia en los casos en que se 
efectúan transformaciones del dominio natural al frecuencial y se retorna del frecuencial al 
natural. 
En las figuras 4–5–5 (a-b) y 4–5–6 (a-b), se observa cómo, en el caso de funciones en el 
dominio natural constituidas por suma de impulsos, las transformadas inversas son, a su vez, 
funciones constituidas por suma de impulsos, localizados en las abscisas correspondientes de la 
función original. Éste fenómeno ocurre en el caso en que el espaciado de interpolación en el 
dominio frecuencial, EU ′ , es submúltiplo del espaciado original, EU . En otro caso, las 
transformadas inversas no tienen la forma de suma de impulsos, tomando valores no nulos en 
una amplia región de su dominio, como puede observarse en las figuras 4–5–5 (c-d) y 4-5–6, 
(c-d). Este fenómeno se conoce con el nombre de leakage o fuga de frecuencias (Brigham, 
1974). 
 
En los paneles (b) y (d) de las figuras 4–5–4 a 4–5–6 pueden apreciarse fuertes divergencias 
entre la función original y la transformada inversa corregida en los extremos del intervalo. Esto 
es debido a que se divide entre los valores de la ventana que, en este caso, correspondiente a la 
ventana de Hanning dada por (4.2.7), tienden a cero en dichos extremos. Este efecto podría 
evitarse mediante la utilización de otra ventana en el dominio natural, como por ejemplo el pulso 
cuadrado  dado por VX1 (4.3.15). 
 
                                                          
15 En el caso que se trata en esta Tesis doctoral, en la forma de efectuarse la interpolación en el dominio 
frecuencial. 
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En el caso de funciones constituidas por suma de impulsos es posible determinar, en forma 
empírica, una expresión equivalente a (4.5.3) que permite relacionar idénticamente la función 
muestreada de soporte acotado con la transformada inversa de su transformada interpolada, en la 
forma: 
( ) ( )( ) ( )
{ }
*







VX ·f n EX f n EX
VX
n n n n n
χ χ υ χ′ ′
′′′
′ ′
⎛ ⎞′ ′⎜ ⎟′⎝ ⎠





De tal forma que, atendiendo a las consideraciones anteriormente efectuadas, es posible 
relacionar idénticamente la función original muestreada y dicha transformada inversa mediante 
una expresión equivalente a (4.5.4), en la forma: 




· · · ·





VXf n EX f n EX v n EX
VX








⎛ ⎞′ ′ −⎜ ⎟′⎝ ⎠







Este resultado se ejemplifica en las figuras 4–5–7 y 4–5–8. 
 
Obsérvese cómo las correcciones empíricas anteriormente expuestas son válidas en el caso 
en que el espaciado interpolación en el dominio frecuencial, EU ′ , es submúltiplo del espaciado 
original, ; no siendo así en otro caso. EU
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(a)    (b) 
 
(c)    (d) 
Figura 4–5-7: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el Teorema del Muestreo generalizado y la función original (y II), Ejemplo II: 















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )1 30, 319 30− . 
(b) Función  (puntos) y valores de la transformada inversa corregida g
( ) 3438





8 2 2· 0,025
30 3032 3 h




⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜⎜ ⎟ ⎝ ⎠ ⎝⎝ ⎠ ⎝ ⎠I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 














⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo ( )1 30, 319 30− . 






8 2 2· 0,025
96 964 3 h






⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝⎝ ⎠ I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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(a)    (b) 
 
(c)    (d) 
Figura 4–5-8: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el Teorema del Muestreo generalizado y la función original (y II), Ejemplo III: 















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )1 30, 319 30− . 
(b) Función  (puntos) y valores de la transformada inversa corregida k
( ) 3438





8 2 2· 0,025
30 3032 3 h




⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜⎜ ⎟ ⎝ ⎠ ⎝⎝ ⎠ ⎝ ⎠I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 














⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo ( )1 30, 319 30− . 






8 2 2· 0,025
96 964 3 h






⎛ ⎞ ⎛ ⎞ ⎛ +⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝⎝ ⎠ I 1
⎞⎟⎠  (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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4.5.3. Relación entre la interpolación de la transformada inversa de la 
 transformada directa interpolada y la función original 
 
 
► PROPOSICIÓN (RELACIÓN ENTRE LA INTERPOLACIÓN DE LA TRANSFORMADA INVERSA 
DE LA TRANSFORMADA DIRECTA INTERPOLADA Y LA FUNCIÓN ORIGINAL).16 La relación entre 
una función muestreada con soporte acotado representada por los valores , VX
EX
vfχ  dados en 
(4.2.10), y la interpolación de la transformada inversa de su transformada directa interpolada 
( ), VX EUEXvFχ ′  dada por la evaluación de (4.4.4) en los puntos de la forma  con  
entero, representada por los valores 









, viene dada por la expresión: 











VXf n EX f n EX
VX
n n n n n
χ χ χ
′⎛ ⎞= ⎜ ⎟′⎝ ⎠
∀ ∈ + −?
1
 (4.5.7) 
La relación entre la función original muestreada representada por los valores EXf  dados en 
(4.2.4), y la transformada inversa de su transformada directa, viene dada por la expresión: 











VXf n EX f n EX v n EX
VX
n n n n n
χ χ
· χ′⎛ ⎞= −⎜ ⎟′⎝ ⎠





Es importante señalar que los valores de la transformada inversa  no 









( )( )* , , ,VX VU VXEXEUEXvf χ υ χ′′ I 1  que se determinarían calculando 
la interpolación en la transformada inversa de los valores ( )* , ,VX VUEUEXvf χ υ ′′′ I  expuestos en (4.4.10). 
La acotación en el dominio frecuencial podría conducir a que no se diera una igualdad del tipo 
(4.5.7). 
 
Este resultado se ejemplifica en las figuras 4–5–9 a 4–5–11: 
                                                          
16 La demostración puede encontrarse en la §4.A.3.3 del Anexo. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-9: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el Teorema del Muestreo generalizado y la función original (I), 
Ejemplo I: 
















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1




f  (líneas) y valores de la interpolación de la transformada inversa corregida 






8 · ·0,05 ·0,05 0,025
32 3 h




⎛ ⎞⎛ ⎞ +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 












⎛ ⎞⎜ ⎟⎝ ⎠ I 1




f  (líneas) y valores de la interpolación e la transformada inversa corregida 





8 · ·0,05 ·0,05 0,025
4 3 h
f n h nπ
⎛ ⎞ +⎜ ⎟⎝ ⎠ I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-10: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el Teorema del Muestreo generalizado y la función original (I), 
Ejemplo II: 
















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo 
. 
(b) Función  (puntos) y valores de la interpolación de la transformada inversa corregida 
( )0,025; 7,975−
g







8 · ·0,05 ·0,05 0,025
32 3 h




⎛ ⎞⎛ ⎞ +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 












⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo 
. 
(d) Función  (puntos) y valores de la interpolación de la transformada inversa corregida 
( )0,025; 7,975−
g





8 · ·0,05 ·0,05 0,025
4 3 h
g n h nπ
⎛ ⎞ +⎜ ⎟⎝ ⎠ I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-11: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el Teorema del Muestreo generalizado y la función original (I), 
Ejemplo III:  
















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo 
. 
(b) Función  (puntos) y valores de la interpolación de la transformada inversa corregida 
( )0,025; 7,975−
k






8 · ·0,05 ·0,05 0,025
32 3 h




⎛ ⎞⎛ ⎞ +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 












⎛ ⎞⎜ ⎟⎝ ⎠ I 1
 (círculos) en el intervalo 
. 
(d) Función  (puntos) y valores de la interpolación de la transformada inversa corregida 
( )0,025; 7,975−
k





8 · ·0,05 ·0,05 0,025
4 3 h
k n h nπ
⎛ ⎞ +⎜ ⎟⎝ ⎠ I 1
 (círculos), 
contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
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4.5. – Relaciones entre las transformadas de Fourier directa e inversa y la función original 177 
 
Análogamente a lo expuesto en la Subsección anterior, en los paneles (a) y (c) de las figuras 
4-5-9 a 4–5-11 se aprecian fuertes discrepancias entre los valores de las funciones de soporte 
acotado y las transformadas inversas, siendo este efecto más notorio en el caso correspondiente 
al Ejemplo I, donde la función en el dominio natural no está constituida por suma de impulsos. 
Estas discrepancias pueden ser debidas, como ya se adelantó, a la acotación introducida en el 
dominio frecuencial, así como al hecho de que las discretizaciones del Teorema Integral de 
Fourier expuestas en (4.1.18) y (4.1.20) no dejan de ser aproximaciones de las integrales 
expuestas en (4.1.7) y (4.1.11). 
Estas diferencias a su vez se traducen en una fuerte discrepancia entre los valores de las 
funciones originales y las transformadas inversas corregidas, como se aprecia en los paneles (b) 
y (d) de dichas figuras. 
En importante señalar que este efecto se produce, análogamente a lo indicado en la 
Subsección anterior, independientemente de la ventana que se emplee para acotar la función en 
(4.2.6) ó (4.2.8). 
En las Figuras 4–5–10 y 4–5–11 se observa cómo, en el caso de funciones en el dominio 
natural constituidas por suma de impulsos, las transformadas inversas correspondientes a 
funciones constituidas por suma de impulsos no tienen la forma de suma de impulsos, 
independientemente del valor del espaciado de interpolación en el dominio frecuencial. 
 
En el caso de funciones constituidas por suma de impulsos es nuevamente posible 
determinar, en forma empírica, una expresión equivalente a (4.5.7) que permite relacionar 
idénticamente la función muestreada de soporte acotado con la transformada inversa de su 
transformada interpolada, en la forma: 
( ) ( )( ) ( )
{ }
*





EXEUEX EXVX ·f n EX f n EX
VX
n n n n n
χ χ υ χ′
′
′
⎛ ⎞⎜ ⎟′⎝ ⎠
∀ ∈ + −
?
?
1 1 I 1
 (4.5.9) 
De tal forma que, atendiendo a las consideraciones anteriormente efectuadas, es posible 
relacionar idénticamente la función original muestreada y dicha transformada inversa mediante 
una expresión equivalente a (4.5.8), en la forma: 










VXf n EX f n EX v n EX
VX






⎛ ⎞ −⎜ ⎟′⎝ ⎠






Este resultado se ejemplifica en las figuras 4–5–12 y 4–5–13. 
 
Obsérvese cómo las correcciones empíricas anteriormente expuestas son válidas en el caso 
en que el espaciado interpolación en el dominio frecuencial, EU ′ , es submúltiplo del espaciado 
original, EU ; siendo mejor el ajuste correspondiente al Ejemplo III que el correspondiente al 
Ejemplo II. 
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(a)    (b) 
(c)    (d) 
Figura 4–5-12: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el Teorema del Muestreo generalizado y la función original (y II), 
Ejemplo II: 















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )0,025; 7,975− . 
(b) Función muestreada ( )0,05 ·0,05g n  (puntos) y valores de la transformada inversa 






8 · ·0,05 ·0,05 0,025
32 3 h




⎛ ⎞⎛ ⎞ +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠I 1
 
(círculos), contenidos en el intervalo ( )0,025; 7,975− . 











⎛ ⎞⎜ ⎟⎝ ⎠ I 1)  (círculos) en el intervalo ( )0,025; 7,975− . 
(d) Función muestreada ( )0,05 ·0,05g n  (puntos) y valores de la transformada inversa 





8 · ·0,05 ·0,05 0,025
4 3 h
g n h nπ
⎛ ⎞ +⎜ ⎟⎝ ⎠ I 1
 
(círculos), contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias.
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(a)    (b) 
(c)    (d) 
Figura 4–5-13: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el Teorema del Muestreo generalizado y la función original (y II), 
Ejemplo III: 















⎛ ⎞⎛ ⎞ ⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠I 1
⎟⎟  (círculos) en el intervalo ( )0,025; 7,975− . 
(b) Función muestreada ( )0,05 ·0,05k n  (puntos) y valores de la transformada inversa 






8 · ·0,05 ·0,05 0,025
32 3 h




⎛ ⎞⎛ ⎞ +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠I 1
 
(círculos), contenidos en el intervalo ( )0,025; 7,975− . 











⎛ ⎞⎜ ⎟⎝ ⎠ I 1)  (círculos) en el intervalo ( )0,025; 7,975− . 
(d) Función muestreada ( )0,05 ·0,05k n  (puntos) y valores de la transformada inversa 





8 · ·0,05 ·0,05 0,025
4 3 h
k n h nπ
⎛ ⎞ +⎜ ⎟⎝ ⎠ I 1
 
(círculos), contenidos en el intervalo ( )0,025; 7,975− . 
En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias.
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Equation Section (Next) 
 
 
 4.6. Recapitulación 
 
 
En esta Sección se exponen, a modo de compilación, los resultados principales expuestos en 
el presente Capítulo para el estudio de las transformadas de Fourier, directa e inversa, de 
funciones muestreadas con soporte acotado por la aplicación de una ventana cuadrada. 
 
 
4.6.1. Transformadas de Fourier directa e inversa 
 
 
• En esta Tesis Doctoral se tratan funciones constituidas por suma de impulsos, 
con soporte acotado por aplicación de la ventana cuadrada  dada por VX1
(4.3.15). Dada una función , VX
EXfχ 1  con las citadas características, representada 
por los valores dados por una expresión análoga a (4.2.10): 
        
( ) ( )
{ }
, · ·
0 1 2 1
VX
EXf n EX f n EX
n PE P
χ =




Se determina su transformada de Fourier mediante una expresión análoga a 
(4.3.2): 
        




0 1 2 1
VUVX
VU
EU EUEXF k EU EU F k EU
k PE PE
υχ υ =
∀ ∈ − −?
I1 I
 (4.6.2) 
Donde  representa la transformada de Fourier discreta que se determina 





        
 (4.6.3) 







0 1 2 1
VU
PEEU ik EU n EX
n
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• Dada una función  con las citadas características, representada por los 




        
( ) ( )
{ }
, · ·
0 1 2 1
VU
EUF k EU F k EU
k PE
υ =




Se determina su transformada de Fourier inversa mediante una expresión 
análoga a (4.3.12): 
        




0 1 2 1
VU VX
VX




∀ ∈ − −?
I 11
 (4.6.5) 
Donde  representa la transformada de Fourier discreta que se determina 






        







0 1 2 1
VX
PEEX ik EU n EX
k














4.6.2. Interpolación en las transformadas de Fourier 
 
 
• La interpolación de la transformada de Fourier en  valores del dominio 




        
( ) ( )





















EX F q EU k EU













⎛ ⎞⎜ ⎟ ′= ⎜ ⎟⎝ ⎠






I VX  (4.6.7) 
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Donde el conjunto de índices { }1 1k k k k+ −?  cumple la 
condición: 
        
( ) { }· , , 1 1k EU VU k k k k kυ υ′ ′ ′ ′∈ + ∀ ∈ + −?  (4.4.9) 
Los valores (  vienen determinados por una expresión análoga a ), ,VX VUEUEXFχ υ1 I
(4.4.2), que se reescribe de la forma (4.6.2). 













I  vienen determinados por una expresión 
análoga a (4.4.3): 
        












i k EU q EU n EX
n
k EU EU e






⎛ ⎞⎜ ⎟ ′ =⎜ ⎟⎝ ⎠








• La interpolación de la transformada de Fourier inversa en  valores del 
dominio natural viene representada por los valores dados mediante una 
expresión análoga a 
PE
(4.4.19): 
        
( ) ( )




















EU f m EX n EX VU













⎛ ⎞ ′⎜ ⎟= ⎜ ⎟⎝ ⎠






1 | ,  (4.6.9) 
Donde el conjunto de índices { }1 1n n n n+ −?  cumple la 
condición: 
        
( ) { }· , , 1 1n EX VX n n n n nχ χ′ ′ ′ ′∈ + ∀ ∈ + −?  (4.4.18) 
Los valores (  vienen determinados por una expresión análoga a ), ,VU VXEXEUfυ χI 1
(4.4.11), que se reescribe de la forma (4.6.6). 
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1  vienen determinados por una expresión 
análoga a (4.4.12): 
        






















⎛ ⎞ ′⎜ ⎟ =⎜ ⎟⎝ ⎠









4.6.3. Relaciones entre las transformadas de Fourier y la función original 
 
 
• La relación entre la función muestreada con soporte acotado representada por 
los valores , VX
EXfχ 1  dados en (4.6.1), y la transformada inversa de su 
transformada directa ( ), ,VX VUEUEXFχ υ1 I  dada por (4.6.2), representada por los 
valores , viene dada por una expresión análoga a ( )( ), , ,VX VU VXEXEUEXfχ υ χ1 I 1 (4.5.1): 
        
( ) ( )( ) ( )
{ }
, , , ,
· ·
0 1 2 1
VX VX
VU VX
EXEUEX EXf n EX f n EX
n PE PE
χ χ υ χ
=
∀ ∈ − −?
1 1 I 1
 (4.6.11) 
 
• La relación entre la función muestreada con soporte acotado representada por 
los valores , VX
EXfχ 1  dados en (4.6.1), y la transformada inversa de su 
transformada directa interpolada ( ), ,VX VUEUEXFχ υ ′′′1 I  dada por (4.6.7), representada 
por los valores ( )( ), , ,VX VU VXEXEUEXfχ υ χ′ ′′′′ ′1 I 1 , viene dada por una expresión análoga a 
(4.5.5) y (4.5.6): 
        
( ) ( )( ) ( )
{ }
*
, , , ,
· · ·
0 1 2 1 : · ,
VX VX
VU VX
EXEUEX EXVXf n EX f n EX
VX
n PE PE n EX V





⎛ ⎞′ ′⎜ ⎟′⎝ ⎠
′∀ ∈ − − ∈ +
?
?
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• La relación entre la función muestreada con soporte acotado representada por 
los valores , VX
EXfχ 1  dados en (4.6.1), y la interpolación de la transformada 
inversa de su transformada directa interpolada ( ), ,VX VUEUEXFχ υ ′′′1 I  dada por (4.6.7), 
representada por los valores ( )( )*, , ,VX VU VXEXEUEXfχ υ χ′′′1 I 1 , viene dada por una 
expresión análoga a (4.5.9): 
        
( ) ( )( ) ( )
{ }
*
, , , ,
· ·
0 1 2 1
VX VX
VU VX
EXEUEX EXVX ·f n EX f n EX
VX
n PE PE
χ χ υ χ′
′
′
⎛ ⎞⎜ ⎟′⎝ ⎠
∀ ∈ − −
?
?
1 1 I 1
 (4.6.13) 
• La relación entre la función muestreada con soporte acotado representada por 
los valores , VX
EXfχ 1  dados en (4.6.1), y la transformada inversa de su 
transformada directa interpolada mediante splines cúbicos representada por los 






EUEXfχ υ χ′ ′
′′
′ ′
⎛ ⎞′⎜⎝ ⎠1 I 1⎟
, viene dada por una expresión análoga a 
(4.6.12): 
        











EUEX EXVXf n EX f n EX
VX
n PE PE n EX V






⎛ ⎞⎛ ⎞ ′′ ′⎜ ⎟ ⎜ ⎟′⎝ ⎠ ⎝ ⎠







• La relación entre la función muestreada con soporte acotado representada por 
los valores , VX
EXfχ 1  dados en (4.6.1), y la interpolación de la transformada 
inversa de su transformada directa interpolada representada por los valores 









⎛ ⎞′⎜⎝ ⎠1 I 1⎟
(4.6.13): 
        











EUEX EXVX ·f n EX f n EX
VX
n PE PE
χ χ υ χ′
′
′
⎛ ⎞⎛ ⎞ ′⎜ ⎟ ⎜ ⎟′⎝ ⎠ ⎝ ⎠
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Equation Section 1 
 
 
 4.A. Anexo: 
 Demostraciones de los resultados matemáticos 
 
 
4.A.1. Transformadas de Fourier de funciones muestreadas con soporte acotado 
 
 
4.A.1.1. Transformada de Fourier directa 
 
 
■ DEMOSTRACIÓN (TRANSFORMADA DE FOURIER DE UNA FUNCIÓN MUESTREADA CON 
SOPORTE ACOTADO). Para determinar la transformada de Fourier de la función , VX
EX
vfχ  dada en 
(4.2.9), se considera su extensión periódica: 























  (4.A.1) 
Donde el símbolo * representa la convolución de funciones, definida mediante la integral 
(Spiegel et al., 2000): 
( )( ) ( ) (1 2 1 2* ·h h t dy h t y h y∞−∞≡ −∫   (4.A.2) 
Dada la expresión (4.A.1), se cumple: 
( ) ( ) ( ), , ,VXEX EXp vf x f x x VXχ χ χ= ∀ ∈ +  (4.A.3) 
Obsérvese que, puesto que la función , VX
EX
vfχ  dada por (4.2.9) viene representada por los 
 valores dados por PE (4.2.10), la función EXpf  contendrá únicamente  valores 
independientes, siendo el resto repeticiones cíclicas de éstos. 
PE
La transformada de Fourier directa de una función periódica es otra función periódica, que 
viene dada por la expresión: 
( ) ( )2 · ·EUp k
k
F u u k EUπ δ∞
=−∞
≡ Φ −∑   (4.A.4) 
Donde se ha definido el espaciado en el dominio frecuencial de la forma (4.3.3) y los 
coeficientes kΦ  vienen dados por la expresión: 
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VX EX ik EU x
k p
VX EX ik EU x
v
dx f x e
VX












  (4.A.5) 
Donde se ha tenido en cuenta (4.A.3) para escribir la última igualdad. 
Estos coeficientes pueden ser determinados explícitamente, sustituyendo el valor de , VX
EX
vfχ  
dado por (4.2.9) en la expresión anterior: 
( ) ( ) ( )
( ) ( ) ( )




1 · · · · · ·
1 · · · · · ·
1 · · · ·
nVX ik EU x
k VX
n n




ik EU n EX
VX
n n
dx v n EX f n EX x n EX e
VX
v n EX f n EX dx x n EX e
VX






















  (4.A.6) 
Sustituyendo esta última expresión en (4.A.4) se obtiene la transformada de Fourier: 
( ) ( ) ( ) ( )· · ·· · · · · ·nEU ik EU n EXp VX
k n n
F u EU v n EX f n EX e u k EUχ δ∞ −
=−∞ =
⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑ ·−  
  (4.A.7) 
Esta última expresión permite determinar la transformada de Fourier de , VX
EX
vfχ , teniendo en 
cuenta (4.A.3), obteniéndose la transformada (4.3.1). 
 




pF  también tendrá  valores independientes, siendo el resto repeticiones 
cíclicas de éstos. 
PE
Así pues, la transformada de Fourier de , VX
EX
vfχ  vendrá determinada por repeticiones cíclicas 
de dichos  valores independientes de . Esto equivale, formalmente, a la aplicación 
sobre ésta de una ventana cuadrada, dada por la expresión: 
PE EUpF





< <⎧≡ ⎨ ≤ ∨ ≤⎩I u   (4.3.5) 
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De tal forma que los valores de la transformada ( ), ,VX VUEUEXvFχ υ I  se determinan multiplicando 
(4.A.7) por la ventana (VU u )υ−I  obteniéndose, dada la acotación del soporte de la misma:17
( ) ( )
( ) ( ) ( ) ( )
, ,






ik EU n EX
VU VX
k k n n
F u





⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ ∑
I
I −
  (4.A.8) 
Obsérvese que la longitud de la ventana VU , con el objeto de garantizar que el sumatorio 
en  de k (4.A.8) contenga  términos, debe cumplir la condición: PE
( ) ( )1 · 1 ·PE EU VU PE EU− < < +   (4.A.9) 
Sustituyendo en (4.A.8) el valor de la ventana  dado por VUI (4.3.5), se obtiene: 
( ) ( )
( ) ( ) ( )
, ,






ik EU n EX
VX
k k n n
F u









                                                          
 (4.A.10) 




4.A.1.2. Transformada de Fourier inversa 
 
 
■ DEMOSTRACIÓN (TRANSFORMADA DE FOURIER INVERSA DE UNA FUNCIÓN 
MUESTREADA CON SOPORTE ACOTADO). Para determinar la transformada de Fourier de la 
función  dada en , VU
EU
VFυ (4.3.7), se considera su extensión periódica: 






















  (4.A.11) 
Donde el símbolo * representa la convolución de funciones definida en (4.A.2). 
17 El subíndice , VUυ I  en la transformada mantiene la consistencia de la notación, y permite observar que la 
limitación en los índices  es equivalente a acotar en el dominio frecuencial la transformada de Fourier de k
, VX
EX
vfχ , que ya es una función muestreada. 
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Dada esta expresión se cumple: 
( ) ( ) ( ), , ,VUEU EUp vF u F u u VUυ υ υ= ∀ ∈ +  (4.A.12) 
Obsérvese que, puesto que la función  dada por , VU
EU
VFυ (4.3.7) viene representada por los 
 valores dados por PE (4.3.8), la función  contendrá únicamente  valores 
independientes, siendo el resto repeticiones cíclicas de éstos. 
EU
pF PE
La transformada de Fourier inversa de una función periódica es otra función periódica, que 
viene dada por la expresión: 
( ) ( )· ·EXp n
n
f x x nφ δ∞
=−∞
≡ −∑ EX   (4.A.13) 
Donde se ha definido el espaciado en el dominio natural de la forma (4.3.13) y los 









VU EU iun EX
n p
VU EU iun EX
V
du F u e
VU












  (4.A.14) 
Donde se ha tenido en cuenta (4.A.12) para escribir la última igualdad. 





(4.3.7) en la expresión anterior: 
( ) ( ) ( )
( ) ( ) ( )




1 · · · · · ·
1 · · · · · ·








ik EU n EX
VU
k k
du V k EU F k EU u k EU e
VU
V k EU F k EU du u k EU e
VU


























  (4.A.15) 
Sustituyendo esta última expresión en (4.A.13) se obtiene la transformada de Fourier: 
( ) ( ) ( ) ( )· · ·1 · · · · · ·kEX ik EU n EXp VU
n k k




⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑ −  
  (4.A.16) 
Esta última expresión permite determinar la transformada de Fourier inversa de , 




(4.A.12), obteniéndose la transformada (4.3.11). 
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Puesto que la función  tiene únicamente  valores independientes, su transformada 




pf  también tendrá  valores independientes, siendo el resto 
repeticiones cíclicas de éstos. 
PE
Así pues, la transformada de Fourier inversa de  vendrá determinada por repeticiones 




PE EXpf . Esto equivale, formalmente, a la 
aplicación sobre EXpf  de una ventana cuadrada, dada por la expresión: 





< <⎧≡ ⎨ ≤ ∨ ≤⎩1   (4.3.15) 
De tal forma que los valores de la transformada ( ), ,VU VXEXEUVfυ χ 1  se determinan multiplicando 
(4.A.16) por la ventana (VX x )χ−1  obteniéndose, dada la acotación del soporte de la misma:18
( ) ( )
( ) ( ) ( ) ( )
, ,






ik EU n EX
VX VU
n n k k
f x






⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ ∑
1
1 −
  (4.A.17) 
Obsérvese que la longitud de la ventana VX  debe cumplir la condición: 
( ) ( )1 · 1 ·PE EX VX PE EX− < < +   (4.A.18) 
Con el objeto de garantizar que el sumatorio en n  de (4.A.17) contenga  términos. PE
Sustituyendo en (4.A.17) el valor de la ventana  dado por VX1 (4.3.15), se obtiene: 
( ) ( )
( ) ( ) ( )
, ,






ik EU n EX
VU
n n k k
f x






⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑
1
−
                                                          
 (4.A.19) 




18 El subíndice , VXχ 1  en la transformada mantiene la consistencia de la notación, y permite observar que la 
limitación en los índices n  es equivalente a acotar en el dominio natural la transformada de Fourier inversa 
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4.A.2. Interpolación en las transformadas de Fourier 
 
 
4.A.2.1. Generalización del Teorema del Muestreo para la transformada directa 
 
 
■ DEMOSTRACIÓN (GENERALIZACIÓN DEL TEOREMA DEL MUESTREO PARA LA 
TRANSFORMADA DIRECTA). La obtención de la expresión (4.4.4) requiere separar, al tomar la 
transformada de Fourier de la función , VX
EX
vfχ  dada por (4.2.9), los efectos del muestreo y de la 
ventana que acota el soporte, . Para ello se descompone esta ventana en la forma: VXv
( ) ( ) ( ) ( )· ·VX VX VX VXv x x v x x= 1 1   (4.A.20) 
Obsérvese que la ventana , definida en VX1 (4.3.15), tiene la propiedad de ser el elemento 
neutro en el producto de ventanas de longitud VX  en el dominio natural. 
Así pues, la función , VX
EX
vfχ  puede reescribirse de la forma: 





f x n EX v n EX f n EX x n EXχ χχ χ δ
=
= − − −∑ 11  
  (4.A.21) 
Donde ha sido definida la nueva función , VX
EXfχ 1 : 





f x m EX f m EX x m EXχ χ δ
=
≡ − −∑1 1  (4.A.22) 
Obsérvese que el efecto de la ventana permanece en la función , VX
EX
vfχ  dada por (4.A.21), 
mientras que el efecto del muestreo en ésta se encuentra incluido en la función , VX
EXfχ 1 , como 
puede apreciarse en su definición (4.A.22). 
La función , VX
EXfχ 1  es, por su definición, una función muestreada y de soporte acotado. Su 
transformada de Fourier puede determinarse mediante (4.3.2), que en este caso se reescribe, 
teniendo en cuenta el valor de la ventana  dado por VX1 (4.3.15), de la forma expresada en 
(4.4.2). 
 
Por otra parte, es posible expandir la función , VX
EXfχ 1  en una serie de Fourier en el intervalo 
( , VX )χ χ+  mediante (4.1.8), que en este caso se reescribe de la forma: 
( ) ( )· ·, · , ,VXEX iq EU xq
q
f x e x VXχ φ χ
∞
=−∞
= ∀ ∈∑1 χ+  (4.A.23) 
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Los coeficientes qφ  vienen dados por (4.1.10), que en este caso se reescribe de la forma: 
( ) · · ·,1 · ·VX
n
EX iq EU n EX
q
n n




= ∑ 1   (4.A.24) 
Sustituyendo en esta expresión el valor de , VX
EXfχ 1  dado en (4.A.22), ésta se reescribe de la 
forma: 
( ) ( ) · · ·1 · · · ·n iq EU n EXq VX
n n




= −∑1  (4.A.25) 
Comparando (4.4.2) y (4.A.25) se concluye que: 








q F q EUVU
q k k k k
χ υφ =
∀ ∈ + −?
1 I
  (4.A.26) 
De tal forma que, sustituyendo (4.A.26) en (4.A.23), la suma: 
( ) ( ) ( ) · ·, ,1 · ·VX VUEUEX iq EU xp qf x F q EU eVU χ υ
∞
=−∞
= ∑ 1 I  (4.A.27) 
Representa una repetición periódica de , VX
EXfχ 1  a lo largo del dominio natural, y coincide en 
valor con ésta en el intervalo ( ), VXχ χ+ . 
Así pues, es posible expresar la función , VX
EX
vfχ  dada por (4.A.21), teniendo en cuenta esta 
consideración y sustituyendo el valor de pf  dado por (4.A.27), de la forma: 
( )
( ) ( )






































1 −  (4.A.28) 
Si se define, para cada valor del índice q , la nueva ventana desplazada dada por la función: 
( ) ( ) · ·| , ·q iq EU xVXv x VX v x eχ χ≡ −?   (4.A.29) 
Esta última expresión puede reescribirse de la forma: 
 
194 Capítulo 4 – Formalismo matemático de la transformada de Fourier 
( )


























∑ ∑ ?1 I 1 −
  (4.A.30) 
La función , VX
EX
vfχ  dada por (4.A.30) es suma (en q ) de funciones muestreadas de soporte 
acotado, a cada una de las cuales le es aplicable idénticamente el desarrollo expuesto en la 
§4.3.1. La transformada de Fourier de cada elemento en esta expresión vendrá dada pues, 
comparando (4.A.30) con (4.2.9), por una expresión análoga a (4.3.1), que en este caso se 
reescribe de la forma: 
? ( )
( ) ( ) ( ) ( )




· · · | , · ·












TF n EX v n EX VX x n EX u







⎛ ⎞⎜ ⎟ ≡⎜ ⎟⎝ ⎠
⎡ ⎤≡ − − =⎢ ⎥⎢ ⎥⎣ ⎦








  (4.A.31) 
Es posible reescribir esta expresión, teniendo en cuenta el valor de la ventana  dado por VX1
(4.3.15) y sustituyendo la función  por su valor dado por 
q
v? (4.A.29), obteniéndose la 
expresión (4.4.3). 
Teniendo en cuenta estas consideraciones, la transformada de Fourier de (4.A.30) vendrá 




4.A.2.2. Consistencia de la transformada directa interpolada 
 
 
■ DEMOSTRACIÓN (CONSISTENCIA DE LA TRANSFORMADA DIRECTA INTERPOLADA). Para 
comprobar esta afirmación, se evalúa (4.4.8) en los puntos de la forma , 
sustituyéndose explícitamente los valores 
·u k EU=
( ), ,VX VUEUEXFχ υ1 I  dados por (4.4.2) y los valores 
 dados por ? , VX
EXq
V χ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
1 ⎟ (4.4.3): 
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( ) ( )
( )




· · · · · ·
·
2 1 · · ·















v n EX e
VX PE
m EX f m EX e e
















1  (4.A.32) 
Es posible reescribir esta expresión, sustituyendo la ventana  por su valor dado en VX1
(4.3.15), de la forma: 
( ) ( )
( ) ( )
{ }
, ,
· · · · · · · · ·
·







ik EU n EX iq EU m EX iq EU n EX
VX
n n q m n
F k EU
v n EX e f m EX e e
VX PE
k k k k k
χ υ









  (4.A.33) 
Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n iq EU m EX iq EU n EX
q m n




= ∑ ∑ ·  (4.A.34) 
Así pues, tomando ( ) ( ) ( )· · ·VXg m EX m EX f m EXχ−= 1 ·  en (4.A.32), aplicando la 
expresión anterior se obtiene: 








nEUEX ik EU n EX
v VX
n n
F k EU EU v n EX f n EX e
k k k k k
χ υ χ −== −





Obsérvese que esta expresión conduce a los mismos valores que la transformada de Fourier 
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4.A.2.3. Generalización del Teorema del Muestreo para la transformada inversa 
 
 
■ DEMOSTRACIÓN (GENERALIZACIÓN DEL TEOREMA DEL MUESTREO PARA LA 
TRANSFORMADA INVERSA). La obtención de la expresión (4.4.13) requiere separar, al tomar la 
transformada de Fourier de la función  dada por , VU
EU
VFυ (4.3.7), los efectos del muestreo y de la 
ventana que acota el soporte . Para ello se descompone esta ventana en la forma: VUV
( ) ( ) ( ) ( )· ·VU VU VU VUV x u V x u= I I   (4.A.36) 
Obsérvese que la ventana , definida en VUI (4.3.5), tiene la propiedad de ser el elemento 
neutro en el producto de ventanas de longitud VU  en el dominio frecuencial. 
Así pues, la función la función  puede reescribirse de la forma: , VU
EU
VFυ





F u k EU V k EU F k EU u k EUυ υυ υ δ
=
= − − −∑ II  
  (4.A.37) 
Donde ha sido definida la nueva función : , VU
EUFυ I





F u q EU F q EU u q EUυ υ δ
=
≡ − −∑I I  (4.A.38) 
Obsérvese que el efecto de la ventana permanece en la función  dada por , VU
EU
VFυ (4.A.37), 
mientras que el efecto del muestreo en ésta se encuentra incluido en la función , como 




La función  es, por su definición, una función muestreada y de soporte acotado. Su 
transformada de Fourier inversa puede determinarse mediante 
, VU
EUFυ I
(4.3.12), que en este caso se 
reescribe, teniendo en cuenta el valor de la ventana  dado por VUI (4.3.5), de la forma expresada 
en (4.4.11). 
 
Por otra parte, es posible expandir la función  en una serie de Fourier en el intervalo , VU
EUFυ I
( , VU )υ υ+  mediante (4.1.14), que en este caso se reescribe de la forma: 
( ) ( )·, · , ,VUEU ium EXm
m
F u e u VUυ υ υ
∞ −
=−∞
= Φ ∀ ∈ +∑I  (4.A.39) 
Los coeficientes  vienen dados por mΦ (4.1.16), que en este caso se reescribe de la forma: 
( ) · · ·,1 · ·VU
k
EU ik EU m EX
m
k k
F k EU e
PE υ=
Φ = ∑ I   (4.A.40) 
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Sustituyendo en esta expresión el valor de  dado por , VU
EUFυ I (4.A.38), ésta se reescribe de la 
forma: 
( ) ( ) · · ·1 · · · ·k ik EU m EXm VU
k k




Φ = −∑ I  (4.A.41) 
Comparando (4.4.11) y (4.A.41) se concluye que: 








m EU f m EX
m n n n n
υ χΦ =
∀ ∈ + −?
I 1
  (4.A.42) 
De tal forma que, sustituyendo (4.A.42) en (4.A.39), la suma: 
( ) ( ) ( ) ·, ,· ·VU VXEXEU ium EXp mF u EU f m EX eυ χ
∞ −
=−∞
= ∑ I 1 ·  (4.A.43) 
Representa una repetición periódica de  a lo largo del dominio natural, y coincide en 
valor con ésta en el intervalo 
, VU
EUFυ I
( ), VUυ υ+ . 
Así pues, es posible expresar la función  dada por , VU
EU
VFυ (4.A.37), teniendo en cuenta esta 
consideración y sustituyendo el valor de  dado por pF (4.A.43), de la forma: 
( )
( ) ( )




















EU f m EX

















I  (4.A.44) 
Si se define, para cada valor del índice m , la nueva ventana desplazada dada por la función: 
? ( ) ( ) ·| , ·m ium EXVUV u VU V u eυ υ −≡ −   (4.A.45) 
Esta última expresión puede reescribirse de la forma: 
( )















EU f m EX k EU V k EU u k EU
u VU
υ







∑ ∑I 1 I ·− −  
  (4.A.46) 
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La función  dada por , VU
EU
VFυ (4.A.46) es suma (en m ) de funciones muestreadas de soporte 
acotado, a cada una de las cuales le es aplicable idénticamente el desarrollo expuesto en la 
§4.3.2. La transformada de Fourier inversa de cada elemento en esta expresión vendrá dada 
pues, comparando (4.A.46) con (4.2.9), por una expresión análoga a (4.3.11), que en este caso se 
reescribe de la forma: 
( )
( ) ? ( ) ( ) ( )





· · · · ·











TF k EU V k EU u k EU x









⎛ ⎞⎜ ⎟ ≡⎜ ⎟⎝ ⎠
⎡ ⎤≡ − − −⎢ ⎥⎣ ⎦










Es posible reescribir esta expresión, teniendo en cuenta el valor de la ventana  dado por VUI
(4.3.5) y sustituyendo la función  por su valor dado por ?
m
V (4.A.45), obteniéndose la expresión 
(4.4.12). 
Teniendo en cuenta estas consideraciones, la transformada de Fourier de (4.A.46) vendrá 




4.A.2.4. Consistencia de la transformada inversa interpolada 
 
 
■ DEMOSTRACIÓN (CONSISTENCIA DE LA TRANSFORMADA DIRECTA INTERPOLADA). Para 
comprobar esta afirmación, se evalúa (4.4.17) en los puntos de la forma ·x n EX= , 
sustituyéndose explícitamente los valores ( ), ,VU VXEXEUfυ χI 1  dados por (4.4.11) y los valores 
 dados por , VU
EUm
vυ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
?
I ⎟ (4.4.12): 
( ) ( )




· · · · · · · · ·
·
1 1 · · · ·














k EU F k EU
VU PE
V q EU e e e
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Es posible reescribir esta expresión, sustituyendo la ventana  por su valor dado en VUI
(4.3.5) de la forma: 
( ) ( )
( ) ( )
{ }
, ,
· · · · · · · · ·
·







iq EU n EX ik EU m EX iq EU m EX
VU
k k m q k
f n EX
F k EU V q EU e e e
VU PE











  (4.A.49) 
Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.20) de la forma: 
( ) ( ) · · · · · ·1· · · ·k iq EU m EX ik EU m EX
m q k




= ∑ ∑  (4.A.50) 
Así pues, tomando ( ) ( ) · · ·· · · iq EU n EXVUG q EU V q EU eυ= −  en (4.A.48), aplicando la 
expresión anterior se obtiene: 








kEXEU ik EU n EX
V VU
k k
f n EX V k EU F k EU e
VU
n n n n n
υ χ υ== −





Obsérvese que esta expresión conduce a los mismos valores que la transformada de Fourier 




4.A.3. Relaciones entre las transformadas directa e inversa y la función original 
 
 
4.A.3.1. Relación entre la transformada inversa de la transformada directa 
 y la función original 
 
 
■ DEMOSTRACIÓN (RELACIÓN ENTRE LA TRANSFORMADA INVERSA DE LA 
TRANSFORMADA DIRECTA Y LA FUNCIÓN ORIGINAL). La transformada inversa de la función 
 dada por ( ), VX EUEXvFχ (4.3.1) y representada por la repetición cíclica los valores dados por: 
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( ) ( ) ( ) ( ) · · ·, · · · · · ·VX nEUEX ik EU n EXv VX
n n









Se determina mediante (4.3.11), y está representada por la repetición cíclica de los valores 
expuestos en (4.3.12), que en este caso se reescribe, comparando (4.3.8) con (4.A.52) de la 
forma: 
( )( ) ( )




· · · · · ·
·











v m EX f m EX e e
PE











Obsérvese que la ausencia de ventana en el dominio frecuencial en (4.3.2), indicada en el 
hecho de que el índice  puede tomar todos los valores enteros, no permite acotar la extensión 
del sumatorio correspondiente en 
k
(4.A.53). 
Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n ik EU m EX ik EU n EX
k m n




= ∑ ∑ ·  (4.A.54) 
Así pues, tomando ( ) ( ) ( )· · ·VXg m EX v m EX f m EXχ= − ·  en (4.A.52), aplicando la 
expresión anterior y comparando el resultado con los valores de la función muestreada con 
soporte acotado , VX
EX
vfχ  dados en (4.2.10), se obtiene (4.5.1). 
 
Obsérvese que los valores de la transformada inversa son ( )·VXv n EX χ−  veces los 
valores de la función original muestreada EXf en los mismos puntos. Teniendo en cuenta que, 
para los valores de n  expuestos en (4.5.1), la ventana es no nula por su propia definición(4.2.5), 
es posible recuperar los valores de la función original muestreada dividiendo (4.5.1) entre los 
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4.A.3.2. Relación entre la transformada inversa de la transformada directa 
 interpolada y la función original 
 
 
■ DEMOSTRACIÓN (RELACIÓN ENTRE LA TRANSFORMADA INVERSA DE LA 
TRANSFORMADA DIRECTA INTERPOLADA Y LA FUNCIÓN ORIGINAL). La transformada inversa 
de la función (  representada por los valores dados por una expresión análoga a ), VX EUEXvFχ ′
(4.4.4): 





F k EU F q EU V k EU VX
VU
k
χχ χ υ χ
∞′
=−∞






  (4.A.55) 
Se determina por (4.3.11), y está representada por los valores expuestos en (4.3.12), que en 
este caso se reescribe, comparando (4.4.10) con (4.3.8) de la forma: 
( )( ) ( )















EUEX ik EU n EX
k q
f n EX
F q EU V k EU VX e
VU VU







∞ ∞ ′ ′
=−∞ =−∞
′ =
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟ ′= ⎜ ⎟′ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠





  (4.A.56) 
Obsérvese que la ausencia de ventana en el dominio frecuencial en (4.4.10), indicada en el 
hecho de que el índice  puede tomar todos los valores enteros, no permite acotar la extensión 
del sumatorio correspondiente en 
k
(4.A.56). 
Las relaciones expuestas en la Tabla 4–3-1 entre las magnitudes EX , EU ,  y VU  
serán las mismas existentes entre las magnitudes 
VX
EX ′ , EU ′ , VX ′  y VU , pues son también 
provenientes de dominios conjugados. 
′
Es posible reescribir la expresión anterior, sustituyendo ( ), ,VX VUEUEXFχ υ1 I  por sus valores dados 
por (4.4.2) y las funciones  por sus valores dados por ? , VX
EXq
V χ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
1 ⎟ (4.4.3) de la forma: 
 
202 Capítulo 4 – Formalismo matemático de la transformada de Fourier 
( )( ) ( )
( ) ( )




· · · · · ·
2
· · · · · ·
·
1 · · ·















VX v m EX e e
VX PE
r EX f r EX e e




















1  (4.A.57) 
Sustituyendo en la expresión anterior la ventana  por su valor dado por VX1 (4.3.15), ésta se 
reescribe de la forma: 
( )( ) ( )





· · · · · ·
2
· · · · · ·
·
1 · · ·











iq EU r EX iq EU m EX
q r n
f n EX
VX v m EX e e
VX PE
f r EX e e



















Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n iq EU r EX iq EU m EX
q r n




= ∑ ∑ ·  (4.A.59) 
Así pues, tomando ( ) ( )· ·g r EX f r EX=  en (4.A.57), aplicando la expresión anterior se 
obtiene: 
( )( ) ( )




· · · · · ·
·











VX v m EX f m EX e e
VX PE















Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n ik EU m EX ik EU n EX
k m n





′ = ′ ∑ ∑ ′  (4.A.61) 
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Así pues, tomando ( ) ( ) ( )· · ·VXg m EX v m EX f m EXχ= − ·  en (4.A.60), aplicando la 
expresión anterior y comparando el resultado con los valores de la función muestreada con 
soporte acotado , VX
EX
vfχ
′  dados por una expresión análoga a (4.2.10), se obtiene (4.5.3). 
 
Obsérvese que los valores de la transformada inversa son ( )·VXv n EX χ′ −  veces los 
valores de la función original muestreada EXf ′  en los mismos puntos. Teniendo en cuenta que, 
para los valores de n  expuestos en (4.5.3), la ventana es no nula por su propia definición(4.2.5), 
es posible recuperar los valores de la función original muestreada en el intervalo ( ), VXχ χ+  




4.A.3.3. Relación entre la interpolación de la transformada inversa de la 
 transformada directa interpolada y la función original 
 
 
■ DEMOSTRACIÓN (RELACIÓN ENTRE LA INTERPOLACIÓN DE LA TRANSFORMADA 
INVERSA DE LA TRANSFORMADA DIRECTA INTERPOLADA Y LA FUNCIÓN ORIGINAL). La 
transformada de Fourier interpolada de la función , VX
EX
vfχ  está representada por los valores: 





F k EU F q EU V k EU VX
VU
k
χχ χ υ χ
∞′
=−∞







  (4.A.55) 
La interpolación en su transformada de Fourier inversa vendrá dada por (4.4.17), que en este 
caso se reescribe de la forma: 
( )( ) ( )



















EU f m EX n EX VU










| ,′ ′ ⎜ ⎟= ⎜ ⎟⎝ ⎠





1 ′ ′  (4.A.62) 
Donde los valores ( )( ), VX EXEUEXvfχ ′′  vienen dados por una expresión análoga a (4.4.11), que 
en este caso se reescribe de la forma: 
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( )( ) ( ) ( ) ( ) · · ·, ,1· ·VX VXEXEU EUEX EX ik EU n EXv v
k












Así mismo, los valores 
EUm ′⎛ ⎞⎜⎜ ⎟⎝ ⎠
?1 ⎟  vienen dados por una expresión análoga a (4.4.12), que en 
este caso se reescribe de la forma: 
( ) ( )· ·1| ,
EUm






′ ∞ ′ ′−
=−∞






La expresión (4.A.62) se reescribe, sustituyendo los valores ( )( ), VX EXEUEXvfχ ′′  dados por 
(4.A.63) y los valores  dados por 
EUm ′⎛ ⎞⎜⎜⎝ ⎠
?1 ⎟⎟ (4.A.64) de la forma: 
( )( ) ( )




· · · · · · · · ·
,
·











F k EU e e e
VU PE













  (4.A.65) 
Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n iq EU m EX iq EU n EX
n q m
g n EX g m EX e e
PE
∞ ∞→∞ ′ ′ ′−
→−∞ =−∞ =−∞
′= ∑ ∑ ·  (4.A.66) 
Así pues, tomando ( ) · · ·· ik EU m EXg m EX e ′ ′′ =  en (4.A.65), aplicando la expresión anterior 
se obtiene: 









EXEU EUEX EX ik EU n EX
v v
k
f n EX F k EU e
VU











  (4.A.67) 
Es posible reescribir la expresión anterior, sustituyendo el valor de  dado por 
una expresión análoga a 
( ), VX EUEXvFχ ′
(4.4.8) de la forma: 
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( )( ) ( )















EUEX ik EU n EX
k q
f n EX
F q EU V k EU VX e
VU VU








⎛ ⎞⎜ ⎟ ′= ′ ⎜ ⎟⎝ ⎠





  (4.A.68) 
Es posible reescribir la expresión anterior, sustituyendo ( ), VX EUEXFχ 1  por sus valores dados 
por una expresión análoga a (4.4.2) y las funciones  por sus valores dados por ? , VX
EXq
V χ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
1 ⎟ (4.4.3) 
de la forma: 
( )( ) ( )





· · · · · ·
2
· · · · · ·
·
1 · · ·







ik EU r EX ik EU n EX
VX
k r n
iq EU m EX iq EU r EX
q m
f n EX
VX v r EX e e
VX PE
f m EX e e

















Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n iq EU m EX iq EU r EX
n q m




= ∑ ∑ ·  (4.A.70) 
Así pues, tomando ( ) ( )·g m EX f m EX= ·  en (4.A.69), aplicando la expresión anterior 
se obtiene: 
( )( ) ( )




· · · · · ·
·











VX v r EX f r EX e e
VX PE













Es posible reescribir la discretización del Teorema Integral de Fourier (4.1.18) de la forma: 
( ) ( ) · · · · · ·1· · ·n ik EU r EX ik EU n EX
k r n




= ′ ∑ ∑ ·  (4.A.72) 
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Así pues, tomando ( ) ( ) ( )· · ·VXg r EX v r EX f r EXχ= − ·  en (4.A.71), aplicando la 
expresión anterior y comparando el resultado con los valores de la función muestreada con 
soporte acotado , VX
EX
vfχ  dados en (4.2.10), se obtiene (4.5.7). 
 
Obsérvese que los valores de la transformada inversa son ( )·VXv n EX χ′ ′ ′−  veces los 
valores de la función original muestreada EXf ′  en los mismos puntos. Teniendo en cuenta que, 
para los valores de n  expuestos en (4.5.7), la ventana es no nula por su propia definición (4.2.5) 
es posible recuperar los valores de la función original muestreada dividiendo (4.5.7) entre los 










en las transformadas de Fourier 
mediante métodos alternativos 
al Teorema del muestreo generalizado 





Como ha sido mencionado anteriormente, la interpolación en la transformada de Fourier es 
un paso necesario en el proceso del algoritmo expuesto en el Capítulo3, ya que al aplicar éste se 
obtiene un espectro filtrado definido en puntos no equiespaciados. 
 
Las metodologías más apropiadas para tratar este tipo de situaciones, en las que las muestras 
no se encuentran uniformemente espaciadas, o existen intervalos sin datos, son la la 
interpolación en las transformadas de Fourier basada en el Teorema del Muestreo generalizado, 
expuesta en el Capítulo 4, y la evaluación directa de las transformadas de Fourier discretas no 
uniformes (NDFT, nonuniform discrete Fourier transform; NIDFT, nonuniform inverse discrete 
Fourier transform): 
( ) ( )







· · · , , ,
2 2








i u n EX
k
k PE
PE PEF k EU EU f x e k



















Ambas metodologías tienen una complejidad computacional , sensiblemente 
superior a , correspondiente a los algoritmos de las transformadas rápidas de 
Fourier (FFT, fast Fourier transform; IFFT, inverse fast Fourier transform; Cooley y Tukey, 
1965). Este incremento de la complejidad computacional respecto a las transformadas rápidas de 
Fourier hace que ambas metodologías sean muy costosas en términos de potencia y tiempo de 
cálculo. 
( 2O PE )
)
                                                          
( 2·logO PE PE
 
Otro método, presente en la literatura científica desde la última década (Dutt y Rokhlin, 
1993 y 1995; Liu, 1998; Liu y Tang, 1998; Duindam y Schonewille, 1999; Edelman et al., 1999; 
Fessler, 2003) es el correspondiente a las transformadas rápidas de Fourier no uniformes 
(NUFFT, nonuniform fase Fourier transform; NUIFFT, nonuniform inverse fase Fourier 
transform), consistente en la aplicación del Teorema de la Convolución (Brigham, 1974) en la 
siguiente forma: 
 
1. Se realiza la convolución de la función original y una cierta función filtro, 
siendo la función resultante uniformemente muestreada. 
2. La DFT (vs. IDFT) de esta nueva función y el filtro, una vez uniformemente 
muestreado, se calculan mediante el algoritmo de la FFT (vs. IFFT). 
1 Los factores  y EU 1 VU  reflejan la relación entre las transformadas discreta y continua (Cf. (4.3.2) y 
(4.3.12)), y representan en el espaciado y el inverso de la longitud de la ventana en el dominio frecuencial que 
correspondería en el caso en que las muestras sí estuvieran equiespaciadas. 
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3. La transformada de la función original es estimada mediante la división de 
estas dos transformadas calculadas en el paso anterior. 
 
Esta metodología proporciona una estima de los valores de la transformada en frecuencias 
que diferirán en número y valor de atribución de las esperadas, siendo el tiempo empleado por 
los algoritmos de la NUFFT menor que el empleado en la evaluación directa de la NDFT. 
 
Diversos autores proponen emplear metodologías similares a la interpolación en las 
transformadas de Fourier basada en el Teorema del Muestreo generalizado, empleando 
funciones interpoladoras distintas de la transformada de Fourier de la ventana2 (Posadas, 1998; 
Fu, 2004). Wen et al. (1988) o Haizhong y Xiaojian (1997) proponen emplear una interpolación 
geométrica. También es posible emplear técnicas de interpolación más generales (Lancaster y 
Šalkauskas, 1986; Späth, 1995). Este tema es tratado en amplitud por Unser (2000) en su 
artículo recopilatorio. 
 
De entre todas las metodologías de interpolación y familias de funciones interpoladoras, se 
estudian en este quinto Capítulo las transformadas rápidas de Fourier no uniformes (NUFFT y 
NUIFFT) y las metodologías de interpolación implementadas en MATLAB (Hanselman y 
Littlefield, 2001), empleándose como ventana un pulso cuadrado. 
 
Este Capítulo se encuentra dividido en cuatro Secciones dedicadas, respectivamente: 
 
• Al estudio de las transformadas rápidas de Fourier no uniformes (NUFFT y 
NUIFFT). 
• Al estudio de la interpolación en las transformadas de Fourier mediante 
técnicas generales. 
• Al estudio de las relaciones entre las transformadas de Fourier directa e 
inversa interpoladas y la función original. 
• Al análisis de los resultados obtenidos y a la elección del método de 
interpolación en la transformada de Fourier. 
 
 
                                                          
2 En el caso que se trata en esta Tesis Doctoral la ventana es un pulso cuadrado, cuya transformada de Fourier 
es un miembro de la familia de los senos cardinales (Cf. §4.4.1.1, §4.4.2.1). 
 
 5.1. Transformadas rápidas de Fourier no uniformes (NUFFT y NUIFFT) 
 
 
En esta Sección se desarrollan numéricamente las transformadas rápidas de Fourier en 
puntos no uniformemente espaciados (NUFFT y NUIFFT). Este método consisten en la 
aplicación del Teorema de la Convolución (Brigham, 1974) en la siguiente forma: 
 
1. Se realiza la convolución de la función original y una cierta función filtro, 
siendo la función resultante uniformemente muestreada. 
2. La DFT (vs. IDFT) de esta nueva función y el filtro, una vez uniformemente 
muestreado, se calculan mediante el algoritmo de la FFT (vs. IFFT). 
3. La transformada de la función original es estimada mediante la división de 
estas dos transformadas calculadas en el paso anterior. 
 
En esta Sección se muestra que, en el caso en el que los datos están equiespaciados, el filtro 
puede ser elegido apropiadamente de tal forma que la transformada estimada coincida con la 
transformada analítica dada por (5.1.1). En otro caso, este método proporciona una estima de los 
valores de la transformada en frecuencias que diferirán en número y valor de atribución de las 
esperadas. 
La teoría muestra que debe realizarse un muestreo incrementado, con tasa sobremuestreo 
, de tal forma que deben definirse unos nuevos parámetros en los dominios natural y 
frecuencial (Dutt y Rokhlin, 1993). En esta Sección se muestra que el filtro que debe 
convolucionarse debe tener soporte acotado, y que su longitud expresada en unidades del nuevo 
espaciado, , influye en el incremento del número de puntos en el que se determina la 
transformada, y en el valor de las frecuencias en que son atribuidas; de tal forma que lf  debe 
ser minimizada con objeto de minimizar estos efectos espurios. Así mimo, se muestra que un 
mayor valor de tsm  no conlleva un decremento sensible de , sino un considerable 





Con objeto de comparar las transformadas obtenidas por los algoritmos de la NUFFT y la 
NDFT, se definen unos errores relativos de forma apropiada. Se muestra que estos errores 
relativos dependen de , pero su dependencia en  puede ser obviada; y puede ser 
determinada una regla práctica para determinar el valor mínimo de  que ha de considerarse 
para cometer a lo sumo un cierto error relativo. 
lf PE
lf
Con objeto de hallar el filtro óptimo que debe emplearse para minimizar el error relativo 
para una  dada, se analiza una colección de funciones filtro. Se muestra que la elección 
óptima es tomar como filtro la función gaussiana con la aplicación de la ventana de Hanning, 
resultado que se encuentra en acuerdo con los mostrados por Duijndam y Schonewille (1999). 
lf
A la vista de los resultados obtenidos, se expone un algoritmo práctico para la determinación 
de la NUFFT y NUIFFT D -dimensionales, de tal forma que pueda ser obtenida la transformada 
con un error relativo menor que un cierto valor máximo admisible dado, minimizándose los 
efectos espurios debidos a la magnitud de lf . 
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5.1.1.1.    Teoría para la transformada directa unidimensional 
 
 
Sean , VX  y PE EX VX PE= , respectivamente, el número de puntos, la longitud de la 
ventana en el dominio natural y el espaciado que sería obtenido si la función estuviera 
uniformemente muestreada. 
Una vez la tasa de incremento del muestreo,  en el caso más general, y la longitud 
del filtro, lf , han sido fijadas, el nuevo número de puntos, espaciado y longitud en el dominio 





PE tsm PE lf
EXEX
tsm
tsm PE lfVX PE EX VX
tsm PE
′ = + −
′ =
+ −′ ′ ′= =
 (5.1.2) 
Obsérvese que estas definiciones tienen sentido únicamente en el caso en que el filtro tiene 
soporte acotado, de tal forma que  es un número natural no nulo finito, que se toma impar por 
conveniencia. 
lf






VX tsm PE lf
VU PE EU tsmVU
π′ = =′ + −
′ ′ ′= =
U
  (5.1.3) 
Una vez estos nuevos parámetros han sido fijados, se define una nueva transformada en la 
forma: 
( ) ( )1 · ·
0
· · ·






F k EU EU f x e









Donde los límites en el índice  se eligen de tal forma que los puntos k ·k EU ′  se 
encuentren contenidos en la ventana de longitud VU  en el dominio frecuencial. 
Obsérvese que, de (5.1.2) y (5.1.3), es VX VX′ ≥ , de tal forma que es  y el 
número de índices  definidos en 
EU EU′ ≤
k (5.1.4), digamos 0PE′ , es 0PE PE′ ≥ . Las desigualdades 
saturan en igualdades si y sólo si 1lf = . Obsérvese que la necesidad de tomar filtros con 
longitud  implica necesariamente que la transformada es determinada en un número de 
puntos mayor que el número de puntos original, en frecuencias diferentes de las expuestas en 
1lf >
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(5.1.1). Estos son efectos espurios inherentes a esta metodología, que no pueden ser evitados 
sino únicamente minimizados. 
Estos resultados se muestran en la Figura 5–1-1, en la que se ilustra cómo, conforme lf  
crece, así lo hacen los efectos de la reducción del espaciado de frecuencias y del incremento del 
número de puntos. Esta es la razón por la que debieran ser elegidos filtros lo más cortos posible, 
siendo esta elección menos crítica cuando el número de puntos  es suficientemente grande. PE
 
 
(a)  (b) 
Figura 5–1-1: Variación de (a) EU EU′  y (b) 0PE PE′  vs.  para algunos valores del 
número de puntos . En ambos casos 
lf
PE 2tsm = . 
 
 
Una vez la función filtro con soporte acotado  ha sido elegida (esta elección será discutida 








, una vez 
uniformemente muestreada en el nuevo dominio natural expuesto en (5.1.2), viene dada por los 
 valores: PE′





· · · · ·
2 , , 2 1
PE
ik EU n EX
n j




⎡ ⎤′ ′ ′ ′= −⎢ ⎥⎣ ⎦





Donde el sumatorio en  remarca el hecho de que se trata de la transformada de la 
extensión periódica de esta función (Brigham, 1974). La convolución de la función original 
j
f  y 
el filtro  viene dada por la nueva función: g






h x f x g x x
−
=
= ∑ n−   (5.1.6) 
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La DFT de su extensión periódica, una vez uniformemente muestreada en nuevo dominio 
natural expuesto en (5.1.2), viene dada por los PE′  valores: 





· · · · · ·
2 , , 2 1
PE PE
ik EU n EX
m m
n m j
H k EU EU f x g n EX x j VX e
k PE PE
′− − ′ ′−
= = ∈
⎧ ⎫⎡ ⎤⎪ ⎪′ ′ ′ ′= − −⎨ ⎬⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭





  (5.1.7) 
Siendo posible reescribir la expresión anterior en la forma: 
( )
( ) ( ) ( )
{ }
1 1
· · ·· ·
0 0
·
· · · · · ·
2 , , 2 1
mm
PE PE




EU f x e g n EX x j VX e
k PE PE
′− − ′ ′− −′−
= = ∈
′ =
⎡ ⎤′ ′= − −⎢ ⎥⎣ ⎦





  (5.1.8) 
Obsérvese que esta reescritura no supone una factorización, pues el segundo sumatorio debe 
ser evaluado para cada valor { }0, , 1m PE∈ −? . 
Puesto que la expresión anterior es la transformada de Fourier de la convolución de dos 
funciones, ésta será, de acuerdo con el Teorema de la Convolución, el producto de las 
transformadas de cada una de ellas. Es posible operar en el segundo sumatorio de (5.1.8), bajo la 
suposición de que para cada { }0, , 1m PE∈ −?  existe un { }0, , 1mr PE′∈ −?  de tal 
forma que es posible expresar ·m mx r EX ′= . Suponiendo además que, para cada 
{ }0, , 1m PE∈ ? − , el soporte de la función ( )mg x x−  se encuentra contenido en el 
interior de la ventana de longitud VX ′ , con objeto de eliminar el aliasing, y teniendo en cuenta 
la periodicidad de la extensión de estas funciones (implícitamente asumido y explícitamente 
remarcado en el sumatorio en ), así como la periodicidad de la exponencial compleja, la 
expresión precedente puede reescribirse en la forma: 
j
( )
( ) ( )
{ }
1 1
· · · · ·
0 0
·
· · · · · ·
2 , , 2 1
m
PE PE




EU f x e g s EX j VX e
k PE PE
′− −′ ′ ′− −
= = ∈
′ =
⎧ ⎫⎡ ⎤⎧ ⎫ ⎪ ⎪′ ′= − ′⎨ ⎬ ⎨ ⎬⎢ ⎥⎩ ⎭ ⎪ ⎪⎣ ⎦⎩ ⎭





Donde el índice  agrupa el índice  de s n (5.1.8) y el índice  expuesto en la discusión del 
párrafo precedente. A la vista de las transformadas 
mr
(5.1.4) y (5.1.5), la expresión anterior puede 
reescribirse en la forma: 
( ) ( ) ( )· · ··
1 12 , , 2 1
F k EU G k EU
H k EU
EU
lf lfk PE PE
tsm tsm
′ ′′ = ′
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Donde la limitación en la extensión de k  se encuentra impuesta por (5.1.4). Así pues, es 
posible determinar la transformada de f  en los puntos ·k EU ′  mediante la expresión: 




1 12 , , 2 1
H k EU
F k EU EU
G k EU
lf lfk PE PE
tim tim
′′ ′= ′
⎧ ⎫⎢ − ⎥ ⎡ − ⎤⎢ ⎥ ⎡ ⎤∈ − + + −⎨ ⎬⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎩ ⎭
?
 (5.1.11) 
Obsérvese que, en el caso en que todos los nx  originales estuvieran uniformemente 
espaciados, la función  podría ser elegida como un impulso unitario, de tal forma que g 1lf = , 
y la transformada de f  podría determinarse mediante la expresión: 





2 , , 2 1
H k EU




∈ − −⎢ ⎥ ⎡ ⎤⎣ ⎦ ⎢ ⎥?
  (5.1.12) 
Cuyos valores son coincidentes con los expuestos en (5.1.1). 
Si no todos los nx  originales se encuentran uniformemente espaciados, este resultado es 
analíticamente correcto en el caso en que la suposición anterior es válida, de tal forma que, para 
cada { }0, , 1m PE∈ ? −  existe un { }0, , 1mr PE′∈ −?  de tal forma que es posible 
expresar ·m mx r EX ′= . Obsérvese que esta suposición no se verificará usualmente, de tal 
forma que serán obtenidos valores aproximados. 
 
 
5.1.1.2.    Determinación del filtro óptimo 
 
 
Con objeto de hallar el filtro óptimo, una colección de funciones filtro, mostradas en la 
Tabla 5-1-1 han sido testadas. Todas ellas son funciones de simetría impar que dependen de un 
parámetro , de tal forma que conforme éste crece, las funciones se estrechan. Este parámetro 
será elegido de tal forma que el filtro resultante sea óptimo en un cierto sentido. Alguno de los 
filtros también dependen de un parámetro  extra, pues representan una familia completa de 
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Tabla 5-1-1: Funciones filtro testadas. Sobre todas ellas han sido aplicadas las ventanas de 
Hanning, Triangular y Cuadrada. La función ( )AI x  representa la función indicatriz de A  
( ( ) 1AI x =  si x A∈ , ( ) 0AI x =  en otro caso). 
Familia gaussiana: ( ) { } ( )0 ·
cb x
x xg x I x e
−
<=  
Familia t: ( ) { } ( ) ( )0 1· 1 · cx xg x I x b x −<= +  
Familia de senos cardinales: 
( ) { } ( ) ( )0 sen ·· ·x x
b x
g x I x
b x<
=  
( ) { } ( ) ( )0 sen ·· ·x x
b x
g x I x
b x<
=  






g x I x
b x<
⎛ ⎞= ⎜ ⎟⎝ ⎠
 
B-Spline centrado: 














Δ + + −+⎛ ⎞= − ⎜ ⎟⎝ ⎠∑  
(Donde { } ( )0 ·q qxx I x+ >= x ) 
Cuadrada: ( ) { }{ } ( )0min ,1x x bg x I x<=  
Triangular: ( ) { }{ } ( )0min ,1 · 1 ·x x bg x I b x<= −  





Con objeto de realizar el análisis numérico, se implementan algoritmos de optimización en 
el lenguaje de MATLAB ® Version 6.5.0.180913ª(R13), desarrollado por la compañía The 
MathWorks, Inc. (Hanselman y Littlefield, 2001). Los programas se ejecutan en un ordenador 
Compaq AlphaServer GS160 6/731 ALPHAWILDFIRE (730 MHz) con 16 CPU. 
En este análisis se consideran 100 funciones f  con  puntos, distribuidos a lo largo del 
intervalo 
PE
[ ]0,1  de acuerdo con una distribución de probabilidad uniforme. Sus valores, 
asimismo, tienen partes real e imaginaria distribuidas a lo largo del intervalo [ ]1,1−  de acuerdo 
con distribuciones de probabilidad uniformes. Obsérvese que esta elección no representa una 
pérdida de generalidad, puesto que cualquier otro caso se reduce a éste mediante la aplicación de 
unos apropiados factores de amplitud y escala. Las transformadas de estas funciones f  son 
determinadas mediante dos métodos: la estimación del algoritmo de la NUFFT dada por (5.1.11) 
y la NDFT dada por (5.1.1) que, con el objeto de comparar con la primera, se calcula en los 
mismos 0PE′  puntos mostrados en (5.1.11). Ambas transformadas se comparan mediante los 
errores relativos con las normas  y 2L L∞  definidos por Dutt y Rokhlin (1993) que, con la 
notación expuesta en esta Sección, se reescriben en la forma: 
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( )
( ) ( )
( )
( )




























lf lfk q PE PE
tsm tsm
∞
⎧ ⎫⎡ ⎤′⎪ ⎪′ ′−⎢ ⎥′⎪ ⎪⎣ ⎦= ⎨ ⎬′⎡ ⎤⎪ ⎪⎣ ⎦⎪ ⎪⎩ ⎭
⎧ ⎫′⎪ ⎪′ ′−⎨ ⎬′⎪ ⎪⎩ ⎭= ′
2 1






El parámetro  óptimo se determina mediante recurrencia para cada filtro, para cada valor 
de ,  y ; y se elige como aquel que minimiza el error relativ 2E  medio para las 
100 funciones 
b
PE tsm lf o 
f . 
Los resultados obtenidos con esta metodología se discuten en esta Subsección para la 
transformada directa con 512PE = . Resultados análogos son obtenidos para la transformada 
inversa y otros valores de . PE
En la Figura 5–1-2 se muestra la variación de los errores relativos con lf . Obsérvese que 
únicamente el filtro gaussiano (miembro de la familia gaussiana con 2c = ) con la aplicación de 
las ventanas de Hanning o Cuadrada, proporciona errores relativos menores que 10–8. El filtro 
gaussiano con la aplicación de la ventana de Hanning es la mejor elección, en el sentido de que 
se necesita un filtro más corto para obtener un error relativo dado. Este resultado se encuentra de 
acuerdo con Duijdam y Schonewille (1999), quienes realizan esta comparación para una familia 
de filtros más pequeña. Ambos errores relativos se comportan de una forma similar, de tal forma 
que en lo siguiente únicamente se tendrá en cuenta el error relativo , y queda justificada la 
elección del parámetro  óptimo mediante la minimización de este error relativo. 
2E
b
Es importante señalar el hecho de que la dependencia del error relativo con  puede ser 
obviada, siendo significativa únicamente su dependencia con . Este resultado será mostrado 
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(a)  (b) 
Figura 5–1-2: Variación del (a)  medio y (b) 2E E∞  medio vs.  para los filtros mostrados 
en la 
lf
Tabla 5-1-1. En aquellos filtros que dependen del parámetro c , se estudian los valores 
{ }1,995;1,999;2, 2,001;2,005c∈ . En todos los casos se compara la transformada 
directa,  y 512PE = 2tsm = . Se distinguen cinco casos: Filtro gaussiano (líneas 
punteadas) con la aplicación de la ventana de Hanning (izquierda) y la ventana Cuadrada 
(derecha), el filtro B-Spline (líneas a trazos) con aplicación de la ventana de Hanning y la 
ventana Cuadrada (izquierda, ambas coincidentes) y la ventana Triangular (derecha). 
 
 
En la Figura 5–1-3 se muestran la variación del  medio vs. lf  para algunos valores de 
, así como la variación del tiempo de cálculo medio tsm . Obsérvese que confor  
tsm  crece, es necesario un filtro más corto para obtener un error relativo dado. Sin embargo, 
conforme  crece también crece el tiempo de cálculo. Puesto que la mejora que supone un 
filtro más corto no compensa el inconveniente que supone el incremento en el tiempo de cálculo, 
el valor menor  será el considerado en lo que sigue. Esta elección está de acuerdo con 







(a)  (b) 
Figura 5–1-3: (a) Variación del  medio vs.  para 2E lf { }2, 4,6tsm∈ . (b) Variación del 
tiempo medio de cálculo vs. . En todos los casos se compara la transformada directa, 
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Una vez han sido elegidos el filtro gaussiano con la aplicación de la ventana de Hanning y la 
tasa de incremento del muestreo 2tsm = , se determina el valor óptimo del parámetro b  para 
cada valor de  y lf . Estos valores óptimos, así como los errores relativos  asociados 





5.1.2. Resultados numéricos 
 
 
En esta Sección se muestran los resultados correspondientes al valor del máximo error 
relativo  y el valor óptimo del parámetro  mencionados en la Sección anterior, así como 
los resultados correspondientes al tiempo de cálculo medio. 
2E b
La metodología anteriormente expuesta se aplica a la transformada unidimensional y a 
valores { }64,128, 256,384,512,640,786,896,1024PE∈ . 
 
 
5.1.2.1.    Error relativo máximo y valor óptimo del parámetro 
 
 
En las figuras 5–1–5 y 5–1–6 se muestra la variación del error relativo  y el valor óptimo 
del parámetro b  vs. lf  para cada valor de . En la 
2E
PE Figura 5–1-4 se aprecia un 
comportamiento errático de  para valores , relacionado con el límite de la precisión 
de cálculo. Así mismo puede observarse, tal como fue mencionado anteriormente, que la 
dependencia de  con  puede ser obviada y únicamente es significativa su dependencia 
con . Así pues, es posible obtener una regla práctica para la determinación del mínimo valor 
de  que debe ser considerado para cometer un error relativo menor que un valor dado. Esta 
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(a)  (b) 
Figura 5–1-4: Variación del  medio vs. lf . Los resultados para los valores de  
considerados se muestran para (a) la transformada directa y (b) la transformada inversa. Las 




Tabla 5-1-2: Valor mínimo de lf  como función del máximo error relativo  admisible para 
las transformadas directa e inversa. 
2E
Máximo error relativo  admisible en la 2E
Transformada directa Transformada inversa 
Mínimo  lf
2max E ≥  1.3·10-3 2max E ≥  1.5·10-3 5 
1.3·10-3  2.0·102max E> ≥ -4 1.5·10-3  1.0·102max E> ≥ -4 7 
2.0·10-4  1.6·102max E> ≥ -5 1.0·10-4  1.2·102max E> ≥ -5 9 
1.6·10-5  9.7·102max E> ≥ -7 1.2·10-5  7.4·102max E> ≥ -7 11 
9.7·10-7  5.9·102max E> ≥ -8 7.4·10-7  3.6·102max E> ≥ -8 13 
5.9·10-8  7.2·102max E> ≥ -9 3.6·10-8  5.2·102max E> ≥ -9 15 






1.3·10-9  8.2·102max E> -11 8.1·10-10  5.8·102max E> -11 19 
8.2·10-11  4.4·102max E> -12 5.8·10-11  3.3·102max E> -12 21 
4.4·10-12  8.3·102max E> -13 3.3·10-12  5.7·102max E> -13 23 





En la Figura 5–1-5 se observa cómo el valor óptimo de b ara lf p 5<  e
25
s próximo a cero, lo 
que se encuentra en desacuerdo con la tendencia general de las curvas. Así pues, los análisis 
presentes en esta Subsección se restringirán a los valores 5 lf≤ ≤ , donde se encuentra 
presente un comportamiento regular. 
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(a)  (b) 
Figura 5–1-5: (a) Variación del valor óptimo de  vs.  para (a) la transformada directa y 
(b) la transformada inversa. Los resultados se encuentran ordenados, de tal forma que la curva 
superior corresponde al valor mayor de los valores de  considerados, la inferior al menor. 





El comportamiento del valor óptimo del parámetro b  en el rango de lf  restringido puede 
modelarse mediante una expresión de la forma: 
( )20 1 2 3log log log logb b b lf b lf b PE= + + +  (5.1.14) 
Se realiza un análisis de regresión de los datos anteriores con el programa SPSS para 
Windows Versión 11.5.1 (Pérez, 2003). Los resultados obtenidos se detallan en la Tabla 5-1-3, y 
los modelos ajustados para las transformadas directa e inversa se muestran, junto a los datos 
originales, en la Figura 5–1-6. Las diferencias relativas entre los valores de  predichos y 
observados se muestran en la 
b
Figura 5–1-7. Estas diferencias son suficientemente pequeñas 
como para garantizar que los errores relativos cometidos en la estimación de la transformada con 









R2aj. = 0,999 
F*3, 95 = 1.825.640 
(p < 0,000) R
2
aj. = 0,999 
F*3, 95 = 1.889.921 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
Constante 0,534  0,019 ± Constante 0,574  0,019 ±
log fl  -0,16 ±  0,04 log fl  -0,21  0,03 ±
( )2log fl  -0,270 ±  0,016 ( )2log fl  -0,250  0,016 ±
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(a)  (b) 
Figura 5–1-6: Modelo ajustado para el valor óptimo de  vs.  en el rango 5 2  
para (a) la transformada directa y (b) la transformada inversa. Se muestran los datos originales 
(puntos) y el modelo ajustado (línea continua). Los intervalos de confianza al 95% para los 
modelos ajustados son indistinguibles de éstos. Los resultados se encuentran ordenados, de tal 
forma que la curva superior corresponde al valor mayor de los valores de  considerados, la 
inferior al menor. 




(a)  (b) 
Figura 5–1-7: Residuos relativos correspondientes al modelo del valor óptimo de b  v . lf . s 
resultados para los valores de PE onsiderados se encuentran superpuestos para (a) la 
transformada directa y (b) la transformada inversa. Las líneas punteadas se incluyen para 





A la vista de estos resultados, el parámetro  puede ser determinado para cada valor de lf  







0,534 0,16·log 0,270· log 2,0054·log
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5.1.2.2.    Tiempo de cálculo medio 
 
 
Los resultados obtenidos muestran que la dependencia del tiempo de cálculo medio con lf  
puede ser obviada, siendo significativa únicamente su dependencia con . En este análisis se 
consideran el tiempo de cálculo correspondiente a la evaluación directa de la NDFT dada por 
PE
(5.1.1) y el correspondiente al algoritmo de la NUFFT expuesto en la Sección anterior. 
Se realiza un análisis de regresión con el programa SPSS. Los resultados obtenidos se 
detallan en la Tabla 5-1-4. Los datos originales y los modelos ajustados para las transformadas 
directa e inversa se muestran en la Figura 5–1-8. Las diferencias relativas entre los valores 
predichos y observados de ambos tiempos se muestran en la Figura 5–1-9. Estas diferencias son 
suficientemente pequeñas como para garantizar que los errores relativos cometidos en la 
estimación del tiempo de cálculo medio no exceden el orden de magnitud del estimado. 
 
 
Tabla 5-1-4: Resultados de los análisis de regresión para el tiempo de cálculo. 





R2aj. = 0,999 
F*1, 8 = 39.280,261 
(p < 0.000) R
2
aj. = 0,999 
F*1, 8 = 143.865,5 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
2N  (2,443  0,012)·10± –6 2N  (2,372  0,006)·10± –6
 
 





R2aj. = 0,998 
F*2, 7 = 1.035,164 
(p < 0,000) R
2
aj. = 0,999 
F*2, 7 = 24.542,850 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
Variable en el modelo Coeficiente ( bb σ± ) 
(p < 0,000) 
N  (2,2  0,4)·10± –4 N  (2,48  0,08)·10± –4
2N  (3,2  0,5)·10± –7 2N  (2,20  0,09)·10± –7
 
 
224 Capítulo 5 – Interpolación en las transformadas de Fourier mediante métodos alternativos 
 
 
(a)  (b) 
Figura 5–1-8: Modelo ajustado para el tiempo de cálculo medio vs.  en el rango lf
5 lf 25≤ ≤  para (a) la transformada directa y (b) la transformada inversa. Se muestran los 
datos originales (puntos, tiempo de la evaluación directa; asteriscos, tiempo del algoritmo de la 
convolución), modelos ajustados (línea continua) y los intervalos de confianza al 95% para los 
modelos ajustados (líneas punteadas, excepto aquellas que son indistinguibles de éstos). Los 
resultados se encuentran ordenados, de tal forma que la curva superior corresponde al tiempo 
de cálculo medio de la evaluación directa de la NDFT, la inferior al tiempo de cálculo medio del 
algoritmo de la NUFFT. 
 
 
(a)  (b) 
Figura 5–1-9: Residuos relativos correspondientes al modelo ajustado para el tiempo de cálculo 
óptimo vs. lf . Se muestran los resultados correspondientes a la evaluación directa (puntos) y el 
algoritmo de la convolución (asteriscos) para (a) la transformada directa y (b) la transformada 
inversa. Las líneas punteadas se incluyen para facilitar la observación de las tendencias. 
 
 
A la vista de estos resultados, el tiempo de cálculo medio puede ser determinado para cada 









2,2·10 · 3,2·10 ·
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Obsérvese que el tiempo empleado por el algoritmo de la convolución es mucho menor que 
el tiempo empleado en la evaluación directa de (5.1.1), creciendo la separación entre ambos 
tiempos de cálculo conforme lo hace . Ambos tiempos pueden ser reducidos si el algoritmo 




5.1.3. Algoritmo para las transformadas directa e inversa D-dimensionales 
 
 
La metodología expuesta para el caso más general supone la generalización de la 
anteriormente desarrollada para la transformada directa unidimensional. En esta Subsección f , 
, representarán funciones y F , G H us sformadas directas o inversas, dependiendo 
del caso. 
g h  ,  s tran
 
5.1.3.1.    Datos de entrada 
 
• Número de dimensiones: D . 












• Vector columna de longitudes de las ventanas a lo largo de cada dimensión del 
dominio natural: . ( )1, , tDVX VX=VX ?
• Vector fila de muestras de la función f  cuya FFT (vs. IFFT) se busca 
determinar: ( )1, , TNf f=f ? . 


















Obsérvese que la matriz  puede descomponerse por columnas en la forma 
, de tal forma que el -ésimo vector columna, 
X
( 1, , TN=X x x? ) )i ( 1 , ,
ti i i
Dx x=x ? , contiene 
las coordenadas de la i -ésima muestra en f , if . 
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• Error relativo máximo admisible: . maxE
 
 
5.1.3.2.    Parámetros prefijados 
 
 
• Tasa de sobremuestreo: . 2tsm
• Filtro gaussiano con la aplicación de la ventana de Hanning. 
 
 
5.1.3.3.    Parámetros calculados 
 
 
• Longitud de filtro (en función de ) dada por la maxE Tabla 5-1-2: 
. maxlf lf E




• Vector columna de parámetros  (en función de  y ) dada por b PE lf
(5.1.15): , con . 1, ,
t
Db bb ? , 1,d d Db b N lf d D?,
 
 




Se determinan mediante (5.1.2) y (5.1.3) los vectores columna de nuevos números de puntos 
y nuevos espaciados en los dominios natural y frecuencial a lo largo de cada dimensión: 
 




, , , · 1
, , ,
·










PE PE PE tsm PE lf
VXEX EX EX
tsm PE
tsm PEEU EU EU d D








  (5.1.17) 
Obsérvese que el nuevo número total de muestras donde va a estimarse la transformada 










Se determina el vector columna de parámetros de corte: 
0 0 0 0
1 1 2, , · 1, ,
t
D d dx x x lf EX d Dx ? ?  (5.1.18) 
 
Paso 3 
Se determinan los D  vectores fila de coordenadas equiespaciadas: 
( ) ( ) ( )( ) ( )
{ }
1 2 1 2 1 21 , 2 , , , 1, , 1 ·
1, ,
eq eq eq eq
d d d d d d dx x x PE lf lf PE lf EX
d D





  (5.1.19) 
Obsérvese que la malla de puntos donde van a ser determinadas las muestras viene dada por 
los  vectores columna: TPE′
1 , , 1 1 1 1
, , 1, , , , 1, ,
D
teq eq
i i D D D Dx i x i i PE i PEx ? ? ? ? ?  
  (5.1.20) 
 
Paso 4 
















i PE i PE
,
D




Donde, una vez el filtro unidimensional se define mediante: 
 








g x b x x
x
 (5.1.22) 




, , ; , , ,
D
D d d d
d
g x x g x b xb x?  (5.1.23) 
 
Paso 5 
Se determina mediante (5.1.6) el tensor D -dimensional de muestras equiespaciadas como 














i i i i j i i
ji PE
D D
h h f g
i PE i PE
h x?? ? ??
?
? ? ?




Para calcular la FFT (vs. IFFT) de ambas funciones  y , es preciso determinar sus 
valores referidos a los vectores fila de coordenadas equiespaciadas 
g h
( ) { }0,1, , 1 · 1, ,eqd d dPE EX d D′′ ′ ′= − ∀ ∈x ? ? . 
Esto puede realizarse, dada la propiedad de periodicidad de la extensión de ambas funciones 





{ }1, ,d∀ ∈ ? D  realizar Paso 6.2
Paso 6.2 
{ }1 1, ,i P ′∀ ∈ ? 1E , … , { }1 11, ,d di P− −E′∀ ∈ ? , { }1 11, ,d di P+ +′∀ ∈ ? E , … , 
{ }1, ,D Di P ′∀ ∈ ? E
D
d Di i E i i+ ?
 realizar Paso 6.3
Paso 6.3 
En  y h , reordenar los elementos con índices desde  hasta 
, insertando los elementos desde 
g 1 1 1, , ,1, , ,d di i i i− +? ?
1 1 1, , , , , ,d DP− ′? 1 1 1 2 1, , , 1, , ,d di i lf i i− ++? ? D
D? D?
 
hasta  y desde  hasta 1 1 1, , , , , ,d d di i PE i i− +′? 1 1 1, , ,1, , ,d di i i i− +?
1 1 1 2 1, , , , , ,d di i lf i i− +? D? , en este preciso orden. 
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Paso 7 



























, se determinan mediante el algoritmo de la FFT (vs. IFFT). 
 
Paso 8 









, , , ,
, , 1 , ,
, , 1 , ,
1 1
vs. 
1· · · ·
· ·









i i i i
i i D i i




F EU EU F
G EU EU












La aplicación de este algoritmo se ejemplifica en un caso sencillo en la Figura 5-1-10. 
 
 

































Figura 5-1-10: Ejemplo de la aplicación del algoritmo de la NUFFT. 
En este caso  y 4PE = 1VX = , de tal forma que 1 4EX = , 2EU π=  y 8VU π= , 
y se eligen  y 2tsm = 5lf = , de tal forma que 12PE′ = , 1 8EX ′ = , 12 8VX ′ = , 
4 3EU π′ =  y 16VU π′ = . 
(a) Función f  y parámetros del dominio natural original.  
(b) Parámetros de los dominios frecuencial original y nuevo.  
(c) Función filtro  y parámetros del dominio natural nuevo.  
(d) Función 
g
( ) ( )( )*h x f g x= .  
(e) Filtro muestreado, una vez reordenado.  
(f) Función  muestreada, una vez reordenada.  
(g) DFT de .  
(h) DFT de .  




f : transformada analítica (línea), NDFT (puntos) y 
NUFFT (círculos). 
En este caso 42 9.4·10E
−= , lo que se encuentra de acuerdo con los resultados que se 
muestran en la Tabla 5-1-2. 
En todos los casos se representa en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias. 
 
5.1. – Transformadas rápidas de Fourier no uniformes (NUFFT y NUIFFT) 231 
 
 







                (b) 
 
(c)    
 
                (d) 
 
(e)              (f) 
 
(g)    
 
          (h) 
 
(i)              
 
Figura 5-1-10: Ejemplo de la aplicación del algoritmo de la NUFFT. 
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Equation Section (Next) 
 
 
 5.2. Interpolación en las transformadas de Fourier mediante técnicas generales 
 
 
Como se ha mencionado anteriormente, en este Capítulo se estudian las metodologías de 
interpolación implementadas en MATLAB (Hanselman y Littlefield, 2001): vecinos más 
próximos, interpolación lineal, interpolación mediante splines cúbicos e interpolación mediante 
polinomios de Hermite cúbicos; empleándose como ventana un pulso cuadrado. 
 
 
5.2.1. Interpolación en la transformada de Fourier directa 
 
 
En esta Subsección se realizan interpolaciones análogas a las expuestas en las figuras 4–4–4 
a 4–4–6 de la §4.4.1. 
 
Los resultados obtenidos se muestran en las figuras 5–2–1 a 5–2–8: 
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π1 I  (puntos), transformada para interpolar 
( )( )8* 0,050,025;F u1  (línea continua), función interpoladora ( ) ( )8* 0,050,025;F u′1  (línea punteada) y 










 (círculos), y (b) detalle. 







π1 I  (puntos), transformada para interpolar 
( )( )8* 0,050,025;F u1  (línea continua), función interpoladora ( ) ( )8* 0,050,025;F u′1  (línea punteada)  y 






















En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria
 






























π1 I  (puntos), transformada para interpolar 
( )( )8*0,050,025;G 1 u u (línea continua), función interpoladora (  (línea punteada) y 
transformada interpolada ( )













 (círculos), y (b) detalle. 







π1 I  (puntos), transformada para interpolar 
( )( )8*0,050,025;G 1 u u (línea continua), función interpoladora (  (línea punteada)  y 
transformada interpolada (  (círculos), y (d) detalle. 














π1 I  (puntos), transformada para interpolar 
( )( )8*0,050,025;K 1 u u (línea continua), función interpoladora (  (línea punteada) y 
transformada interpolada ( )













 (círculos), y (f) detalle. 







π1 I  (puntos), transformada para interpolar 
( )( )8*0,050,025;K 1 u u (línea continua), función interpoladora (  (línea punteada)  y 
transformada interpolada (  (círculos), y (h) detalle.






















(a)    (b)
(c)    (d) 
Figura 5–2-1: Interpolación en la transformada de Fourier directa mediante el método de 
vecinos más próximos, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-2: Interpolación en la transformada de Fourier directa mediante el método de 
vecinos más próximos, ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-3: Interpolación en la transformada de Fourier directa mediante interpolación 
lineal, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-4: Interpolación en la transformada de Fourier directa mediante interpolación 
lineal, ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-5: Interpolación en la transformada de Fourier directa mediante splines cúbicos, 
Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-6: Interpolación en la transformada de Fourier directa mediante splines cúbicos, 
ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-7: Interpolación en la transformada de Fourier directa mediante interpolación por 
polinomios de Hermite cúbicos, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-8: Interpolación en la transformada de Fourier directa mediante interpolación por 
polinomios de Hermite cúbicos, ejemplos II y III. 
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5.2.2. Interpolación en la transformada de Fourier inversa 
 
 
En esta Subsección se realizan interpolaciones análogas a las expuestas en las figuras 4-4-10 
a 4–4–12 de la §4.4.2. 
 
Los resultados obtenidos se muestran en las figuras 5–2–9 a 5–2–16: 
 














 (puntos), transformada para 







π1 I  (línea continua), función interpoladora 










 (línea punteada) y transformada interpolada 









 (círculos), y (b) detalle. 








 (puntos), transformada para 







π1 I  (línea continua), función interpoladora 















































En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria
 














 (puntos), transformada para 







π1 I x  (línea continua), función interpoladora 










x  (línea punteada) y transformada interpolada 









 (círculos), y (b) detalle. 








 (puntos), transformada para 







π1 I x  (línea continua), función interpoladora 





















 (círculos), y (d) detalle. 
 








 (puntos), transformada para 







π1 I x  (línea continua), función interpoladora 










x  (línea punteada) y transformada interpolada 









 (círculos), y (f) detalle. 








 (puntos), transformada para 







π1 I x  (línea continua), función interpoladora 





















 (círculos), y (h) detalle.
 















(a)    (b)
(c)    (d) 
Figura 5–2-9: Interpolación en la transformada de Fourier inversa mediante el método de 
vecinos más próximos, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-10: Interpolación en la transformada de Fourier inversa mediante el método de 
vecinos más próximos, ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-11: Interpolación en la transformada de Fourier inversa mediante interpolación 
lineal, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-12: Interpolación en la transformada de Fourier inversa mediante interpolación 
lineal, ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-13: Interpolación en la transformada de Fourier inversa mediante splines cúbicos, 
Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-14: Interpolación en la transformada de Fourier inversa mediante splines cúbicos, 
ejemplos II y III. 
 















(a)    (b)
(c)    (d) 
Figura 5–2-15: Interpolación en la transformada de Fourier inversa mediante interpolación por 
polinomios de Hermite cúbicos, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–2-16: Interpolación en la transformada de Fourier inversa mediante interpolación por 
polinomios de Hermite cúbicos, ejemplos II y III. 
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 5.3. Relaciones entre las transformadas directa e inversa interpoladas 
 y la función original 
 
 
En esta Sección se estudian las relaciones entre las transformadas directa e inversa 
interpoladas mediante métodos generales y la función original, así como la relación entre la 
NUIFFT de la transformada directa interpolada y la función original. 
 
 
5.3.1. Relación entre la transformada inversa de la transformada directa 
 interpolada mediante técnicas generales y la función original 
 
 
En esta Subsección se realizan las transformaciones análogas a las expuestas en las figuras 
4–5–4 a 4–5–8 de la §4.5.2 para la comparación entre la transformada inversa de la transformada 
directa interpolada y la función original. 
 
Los resultados obtenidos se muestran en las figuras 5–3–1 a 5–3–8: 
 257 
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Páginas pares: 
 
(a) Función f  (líneas) y valores de la transformada inversa de la transformada directa 
interpolada ( ) 3438











⎛ ⎞⎛ ⎞ ′⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠1 I 1
⎟⎟  (círculos) en el intervalo 
. ( )0,025;7,975−














⎛ ⎞ ⎛ ⎞′⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ 1 I 1







































En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias.
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Páginas impares: 
 















⎛ ⎞⎛ ⎞ ′⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠1 I 1
⎟⎟  (círculos) en el intervalo 
. 

















⎛ ⎞⎛ ⎞ ′⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠1 I 1
⎟⎟  (círculos) en el intervalo 
. 

















⎛ ⎞ ⎛ ⎞′⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ 1 I 1
 (círculos) en el intervalo 
. 

















⎛ ⎞ ⎛ ⎞′⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ 1 I 1




(e) Función k  (puntos) y valores de la transformada inversa de la transformada directa 
interpolada ( ) 3438











⎛ ⎞⎛ ⎞ ′⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠1 I 1
⎟⎟
975−
 (círculos) en el intervalo 
. 

















⎛ ⎞⎛ ⎞ ′⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠1 I 1
⎟⎟  (círculos) en el intervalo 
. 

















⎛ ⎞ ⎛ ⎞′⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ 1 I 1
 (círculos) en el intervalo 
. 

















⎛ ⎞ ⎛ ⎞′⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ 1 I 1
 (círculos) en el intervalo 
.( )0,025;7,975−
 















(a)    
(b)    
Figura 5–3-1: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el método de vecinos más próximos y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-2: Relación entre la transformada inversa de la transformada directa interpolada 
mediante el método de vecinos más próximos y la función original, ejemplos II y III. 
 















(a)    
(b)    
Figura 5–3-3: Relación entre la transformada inversa de la transformada directa interpolada 
mediante interpolación lineal y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-4: Relación entre la transformada inversa de la transformada directa interpolada 
mediante interpolación lineal y la función original, ejemplos II y III. 
 















(a)    
(b)    
Figura 5–3-5: Relación entre la transformada inversa de la transformada directa interpolada 
mediante splines cúbicos y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-6: Relación entre la transformada inversa de la transformada directa interpolada 
mediante splines cúbicos y la función original, ejemplos II y III. 
 















(a)    
(b)    
Figura 5–3-7: Relación entre la transformada inversa de la transformada directa interpolada 
por polinomios de Hermite cúbicos y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-8: Relación entre la transformada inversa de la transformada directa interpolada 
por polinomios de Hermite cúbicos y la función original, ejemplos II y III. 
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5.3.2. Relación entre la interpolación mediante técnicas generales de la 
 transformada inversa de la  transformada directa interpolada 
 y la función original 
 
 
En esta Subsección se realizan las transformaciones análogas a las expuestas en las figuras 
4–5–9 a 4–5–13 de la §4.5.3 para la comparación entre la interpolación de la transformada 
inversa de la transformada directa interpolada y la función original. 
 
Los resultados obtenidos se muestran en las figuras 5–3–9 a 5–3–16: 
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Páginas pares:  
 
(a) Función f  (líneas) y valores de la interpolación de la transformada inversa de la 
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(b) Función f  (líneas) y valores de la interpolación de la transformada inversa de la 
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En todos los casos se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas 
punteadas se incluyen para facilitar la observación de las tendencias.
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Páginas impares:  
 
(a) Función  (puntos) y valores de la interpolación de la transformada inversa de la 
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(b) Función  (puntos) y valores de la interpolación de la transformada inversa de la 
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(c) Función  (puntos) y valores de la interpolación de la transformada inversa de la 
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(d) Función  (puntos) y valores de la interpolación de la transformada inversa de la 
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(e) Función k  (puntos) y valores de la interpolación de la transformada inversa de la 
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(g) Función  (puntos) y valores de la interpolación de la transformada inversa de la 
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(a)    
(b)    
Figura 5–3-9: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el método de vecinos más próximos y la función original, 
Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-10: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante el método de vecinos más próximos y la función original, ejemplos 
II y III. 
 















(a)    
(b)    
Figura 5–3-11: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante interpolación lineal y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-12: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante interpolación lineal y la función original, ejemplos II y III. 
 















(a)    
(b)    
Figura 5–3-13: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante splines cúbicos y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-14: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada mediante splines cúbicos y la función original, ejemplos II y III. 
 















(a)    
(b)    
Figura 5–3-15: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada por polinomios de Hermite cúbicos y la función original, Ejemplo I. 
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-16: Relación entre la interpolación de la transformada inversa de la transformada 
directa interpolada por polinomios de Hermite cúbicos y la función original, ejemplos II y III. 
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5.3.3. Relación entre la NUIFFT de la transformada directa interpolada 
 y la función original 
 
 
En esta Subsección se realizan las transformaciones análogas a las expuestas en las figuras 
de las Subsecciones anteriores para la comparación entre la NUIFFT de la transformada directa 
interpolada y la función original. 
 
Los resultados obtenidos se muestran en las figuras 5–3–17 y 5–3–18: 
 


































Figura 5–3-17: Relación entre la NUIFFT de la transformada directa interpolada y la función 
original, Ejemplo I. 
(a) Función f  (líneas) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo ( )0,025;7,975− . 
(b) Función f  (líneas) y valores de la NUIFFT de la transformada directa interpolada  







En todos casos la NUIFFT ha sido calculada para un error relativo máximo , y 




' 323PE = 0,0648EX ′ =
Se muestra en azul la parte real, en rojo la parte imaginaria. Las líneas punteadas se incluyen 
para facilitar la observación de las tendencias. 
 
































Figura 5–3-18: Relación entre la NUIFFT de la transformada directa interpolada y la función 
original, ejemplos II y III. 
(a) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
g
( )0,025;7,975− . 
(b) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
g
( )0,025;7,975− . 
(c) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
g
( )0,025;7,975− . 
(d) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
g
( )0,025;7,975− . 
 
(e) Función k  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo ( )0,025;7,975− . 
(f) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
k
( )0,025;7,975− . 
(g) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
k
( )0,025;7,975− . 
(h) Función  (puntos) y valores de la NUIFFT de la transformada directa interpolada  
(círculos) en el intervalo 
k
( )0,025;7,975− . 
 















(a)    
(b)    
Figura 5–3-17: Relación entre la NUIFFT de la transformada directa interpolada y la función 
original, Ejemplo I.
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(a)    (b)
(c)    (d) 
(e)    (f) 
(g)    (h) 
Figura 5–3-18: Relación entre la NUIFFT de la transformada directa interpolada y la función 
original, ejemplos II y III.
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 5.4. Análisis de los resultados:        
 Elección del método de interpolación en la transformada de Fourier 
 
 
El método de interpolación por vecinos más próximos (Cf. figuras 5–2–1 y 5–2–2, 5–2–9 y 
5–2–10) es el más simple y, por ello, el más eficiente en términos de tiempo de cómputo. Este 
método puede emplearse apropiadamente para la interpolación de funciones suficientemente 
regulares que se encuentren bien definidas por sus muestras. 
Los métodos de interpolación lineal (Cf. figuras 5–2–3 y 5–2–4, 5–2–11 y 5–2–12) y por 
splines cúbicos (Cf. figura 5–2–5 y 5–2–6, 5–2–13 y 5–2–14) son los que permiten obtener, en 
todos los casos, resultados más próximos a las transformadas que se obtienen mediante la 
aplicación del Teorema del Muestreo generalizado. 
El método de interpolación mediante polinomios de Hermite cúbicos (Cf. figuras 5–2–7 y 
5-2–8, 5–2–15 y 5–2–16) permite obtener funciones interpoladoras muy próximas a las 
transformadas que se obtienen mediante la aplicación del Teorema del Muestreo generalizado en 
el caso de funciones suaves. En el caso de funciones con variaciones grandes en intervalos 
pequeños del dominio, tiende a producir funciones interpoladoras con extremos muy 
pronunciados, por lo que este método no es apropiado para el caso de funciones constituidas por 
suma de impulsos. 
 
En las figuras 5–3–1 a 5–3–8, correspondientes a la relación entre la transformada inversa 
de la transformada directa interpolada mediante técnicas generales y la función original, se 
aprecian fuertes discrepancias entre los valores de las transformadas inversas y las funciones 
originales, siendo este efecto más notorio en el caso correspondiente al Ejemplo I, donde la 
función en el dominio natural no está constituida por suma de impulsos. Como ya se adelantó en 
el Capítulo 4, estas discrepancias pueden ser debidas a la acotación introducida en el dominio 
frecuencial, así como al hecho de que las discretizaciones del Teorema Integral de Fourier 
expuestas en (4.1.18) y (4.1.20) no dejan de ser aproximaciones de las integrales expuestas en 
(4.1.7) y (4.1.11). En los casos que se tratan en el presente Capítulo, estas discrepancias se ven 
incrementadas por el efecto numérico introducido al emplear como función interpoladora de la 
transformada de Fourier una distinta de la indicada por el Teorema del Muestreo generalizado. 
En los casos correspondientes a los ejemplos II y III, en que las funciones están constituidas 
por suma de impulsos, puede apreciarse la presencia de impulsos “fantasma” distribuidos a lo 
largo del dominio natural, siendo este efecto más importante en el caso de la interpolación 
mediante polinomios de Hermite cúbicos. Este efecto, más acusado en el caso en que el 
espaciado de interpolación en el dominio frecuencial no es submúltiplo del espaciado original, se 
minimiza en el caso en que los impulsos se encuentran distribuidos en una región más próxima 
al origen (Ejemplo III). Esto es debido a que en este último caso las transformadas son funciones 
más suaves y las funciones interpoladoras se aproximan en mayor medida a las indicadas por el 
Teorema del Muestreo generalizado, como puede apreciarse en las figuras 5–2–2, 5–2–4, 5–2–6 
y 5–2–8. 
En las figuras 5–3–9 a 5–3–16, correspondientes a la relación entre la interpolación 
mediante técnicas generales de la transformada inversa de la transformada directa interpolada y 
la función original, así como en las figuras 5–3–17 y 5–3–18, correspondientes a la relación 
entre la NUIFFT de la transformada directa interpolada y la función original, se aprecian 
características análogas a las mencionadas anteriormente para las figuras 5–3–1 a 5–3–8. 
En este caso, es preciso considerar que esta metodología (la elección de la longitud del filtro 
óptima y el parámetro del que depende la función filtro) ha sido desarrollada para funciones 
cuyas muestras, aun no encontrándose uniformemente espaciadas, ocupan toda la longitud de la 
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ventana en que está definida. En las funciones que se tratan en esta Tesis, tal como se expone en 
la Sección 3.2.3.2, las muestras que definen el espectro en general no se encuentran en la zona 
de frecuencias altas, por lo que es de esperar que el ajuste no sea óptimo para estas frecuencias. 
 
Los tiempos de cálculo medio de las interpolaciones expuestas en las figuras del presente 
Capítulo para cada método de interpolación se muestran en la Tabla 5–4-1, donde puede 
apreciarse cómo los tiempos de cálculo medios obtenidos con los algoritmos de la NIDFT o 




Tabla 5–4-1: Tiempos de cálculo medio de las interpolaciones expuestas en las figuras del 
presente Capítulo para cada método de interpolación. 3
 Tiempo (s)








PE = 128 0,0334 0,353 0,0016 0,0017 0,0074 0,0047 
PE = 256 0,0773 0,0779 0,0021 0,0022 0,0097 0,0064 
PE = 512 0,1965 0,1846 0,0033 0,0033 0,0146 0,0096 
PE = 1024 0,5608 0,4846 0,0054 0,0057 0,0241 0,0169 
PE = 2048 1,7927 1,4307 0,0099 0,0110 0,0468 0,0339 




Como ha sido anteriormente expuesto, el método de la NUIFFT es uno de los más 
apropiados para el tratamiento de espectros con muestras no equiespaciadas. Teniendo en cuenta 
la limitación arriba expuesta, referente al ajuste en las altas frecuencias, y los tiempos de cálculo 
expuestos en la Tabla 5-4-1, se opta por la interpolación mediante splines cúbicos en la 
implementación del algoritmo expuesto en el Capítulo 3 y desarrollado en el Capítulo 6. 
 
                                                          














En este sexto Capítulo se expone la estructuración de los algoritmos para la resolución de 
los problemas directo e inverso, para perfiles y cubos, en sus módulos constituyentes. Estos 
algoritmos se implementan en el lenguaje de MATLAB® Version 6.5.0.180913a (R13), 
desarrollado por la compañía The MathWorks, Inc. (Hanselman y Littlefield, 2001), 
empleándose una estructura modular, con objeto de facilitar las futuras modificaciones, que 
pueda ser incluido en un programa más amplio de análisis y tratamiento de radargramas. 
La metodología empleada en el desarrollo de los algoritmos, basada en las transformadas de 
Fourier, ya tiene en cuenta en forma natural la difracción, por lo que únicamente debe tenerse en 
cuenta, previo a la aplicación del filtro, la posible existencia de reflexiones múltiples. Tal como 
se mencionó en el Capítulo 3, dedicado al diseño de los algoritmos, en la resolución del 
Problema Directo se determinan las posiciones y reflectividades de unos reflectores ficticios que 
permitan su aparición en el radargrama. En la resolución del Problema Inverso, en cambio, no se 
procederá a la eliminación de las múltiples. Estos aspectos serán discutidos en el Anexo B del 
presente Capítulo. 
Este Capitulo se encuentra dividido en tres Secciones dedicadas, respectivamente: 
 
• A la descripción técnica del algoritmo implementado para la resolución del 
Problema Directo en dos dimensiones. 
• A la descripción técnica del algoritmo implementado para la resolución del 
Problema Inverso en dos dimensiones. 
• A la descripción técnica del algoritmo implementado para la resolución de los 
problema Directo e Inverso en tres dimensiones. 
 
Así mismo, se incluyen dos Anexos dedicados, respectivamente: 
 
• A la metodología para la determinación de la velocidad de propagación 
promedio para el Problema Directo. 
• A la metodología para la determinación de las ondas reflejadas múltiples en 
cada traza. 
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 6.1. Descripción técnica del algoritmo implementado para la resolución del 
 Problema Directo en dos dimensiones 
 
 
Este algoritmo permite resolver el Problema Directo para el caso de un único perfil, cuyo 
rumbo se asume en la dirección del eje OX . Se emplea la metodología expuesta en la §3.3, 
obteniéndose los efectos de la difracción, así como la expuesta en el Anexo B para la 
determinación de las ondas reflejadas múltiples en cada traza. 
En la Tabla 6–1-1 se exponen los módulos en que se subdivide el algoritmo, que serán 
descritos en las siguientes Subsecciones. 
 
 
Tabla 6–1-1: Relación de módulos de que consta el algoritmo implementado para la resolución 
del Problema Directo en dos dimensiones. Las flechas indican llamadas a los módulos 
correspondientes. 
       
 coordenadas     
      
 cZ_LZ_perfil → media_perfil  
    
 coordenadas   
 media_perfil   
    
 
indices_Z2D_perfil          → 
cm_LD_perfil → media_perfil  
     
 indices2distribucion_perfil → multiples_pd   
     
 natural2frecuencial1    
 natural2frecuencial2    
 ampliar_perfil    
     
 Qperfil   
 Kperfil   
 dKdQperfil   
 
filtrar_FFT2_pd             → 
spline3interp   
     




reducir_perfil    
       
 
 
En estos módulos se emplean las funciones implementadas por MATLAB (p.e. fftn e 
ifftn para determinar las transformadas de Fourier directa e inversa, cell para definir 
vectores de matrices), así como algunas de las funciones incluidas en sus toolboxes: mean, 
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6.1.1. Módulo perfil_pd 
 
 
Éste es el guión del algoritmo que permite resolver el Problema Directo para un único perfil. 
En él el usuario debe explicitar los parámetros que definen el modelo físico cuyo radargrama 
sintético se quiere determinar. Todos ellos deberán estar expresados en el Sistema Internacional 
de Unidades. 
 
(1) Parámetros genéricos 
 
Se definen los parámetros genéricos: 
• Frecuencia de la antena, ω . 





(2) Parametrización de los medios presentes en el modelo 
 
Se definen las características de los medios presentes en el modelo (denotados 1, 2, etc.): 
• Permitividad eléctrica relativa, rε . 
• Permeabilidad magnética relativa, rμ . 
• Conductividad eléctrica, σ . 
 
Con estos valores para cada medio se calcula, de acuerdo con las expresiones expuestas en 
el Capítulo 1: 
• Permitividad eléctrica, ε . 
• Permeabilidad magnética, μ . 
• Impedancia, η . 
• Constante de propagación, γ . 
• Velocidad de propagación, . c
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Y se construyen los vectores de: 
• Permitividades eléctricas. 
• Permeabilidades magnéticas. 
• Conductividades. 
• Constantes de propagación. 
• Velocidades de propagación. 
Estos vectores se definen de tal forma que el elemento i–ésimo de cada uno de ellos contiene 
el valor del parámetro correspondiente al medio denotado i. 
 
(3) Parametrización de los reflectores presentes en el modelo 
 
Cada reflector se denota mediante un código de dos dígitos, de tal forma que el reflector 
definido por la yuxtaposición del medio  sobre el medio b  se representa por ab . a
Para cada reflector se calcula, de acuerdo con las expresiones expuestas en el Capítulo 1: 
• Coeficiente de reflexión, . abr
• Coeficiente de transmisión descendente, . abt
• Coeficiente de transmisión ascendente, . bat
Obsérvese que, al ser ba abr r= − , sólo se calcula el valor del coeficiente de reflexión para la 
onda descendente. Esto no ocurre en el caso de los coeficientes de transmisión, por lo que se 
calculan explícitamente ambos (Cf. §1.2.2.1). 
 
Se construyen los vectores de: 
• Códigos. 
• Coeficientes de reflexión. 
• Coeficientes de transmisión descendente. 
• Coeficientes de transmisión ascendente. 
Estos vectores se encuentran en correspondencia biunívoca, de tal forma que los valores de 
los parámetros contenidos en los elementos i–ésimos de los vectores de coeficientes de reflexión 
y transmisión son los correspondientes al reflector cuyo código se encuentra contenido en el 
elemento i–ésimo del vector de códigos. 
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(4) Características geométricas del modelo 
 
Se definen las características geométricas del modelo para la coordenada de tiempos dobles 
de recorrido: 
• Número de puntos en el eje, .PET 1 
• Longitud del intervalo muestreado, . LT
 
Se definen las características geométricas del modelo para la coordenada de distancia 
horizontal en la dirección y sentido del perfil: 
• Número de puntos en el eje, .PEX 2 
• Longitud del intervalo muestreado, . LX
 
Con estos valores, mediante llamada al módulo coordenadas (Cf. §6.1.2.1), se calcula, 
para esta última coordenada: 
• Espaciado entre puntos, . EX
• Vector de coordenadas de las muestras, . X
 
Se definen las características geométricas del modelo para la coordenada de profundidad: 
• Número de puntos en el eje, . PEZ
• Longitud del intervalo muestreado, . LZ
• Vector de coordenadas de las muestras, Z . 
Estos parámetros auxiliares permiten definir las profundidades donde se encuentran los 
reflectores.3
 
                                                          
1 El valor  representa el número de muestras por traza. PET
2 El valor  representa el número de trazas por perfil. PEX
3 Estos parámetros se definen de forma conjunta, de tal forma que verifiquen las relaciones expuestas en la 
Tabla 4–3–1. Una forma de hacerlo es definir un espaciado entre puntos  y, considerando un valor de 
velocidad de propagación promedio , estimar un valor de la longitud del intervalo muestreada en la forma 
. Una vez conocidos estos valores, el resto de parámetros se determinan haciendo uso de las 




Es importante notar que, tal como ha sido implementado el algoritmo (Cf. §6.1.5.2), no es necesario que los 
parámetros  y  guarden ninguna relación con los parámetros  y , siendo los unos 
independientes de los otros. 
PEZ LZ PET LT
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(5) Generación de la SECCIÓN DE ÍNDICES 
 
Se construye la SECCIÓN DE ÍNDICES, una matriz de tamaño  definida de tal 




( )Z a  bajo el punto en la posición ( )X b  a lo largo del perfil, o el valor 0 en el 
caso en que no haya reflector presente. 
 
(6) Determinación de la SECCIÓN MEDIDA 
 
Mediante llamada al módulo indices2seccion_perfil (Cf. §6.1.3) se determinan: 
• SECCIÓN MEDIDA correspondiente al modelo. 
• Número de puntos en el eje de tiempos dobles de recorrido correspondiente al 
perfil sintético, . 2PET
• Longitud del intervalo muestreado en el eje de tiempos dobles de recorrido 
correspondiente al perfil sintético, .2LT 4 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad promedio considerada en el filtro, mσ . 
 
Con los valores  y , mediante una nueva llamada al módulo coordenadas, 
se calcula, para la coordenada de tiempos dobles de recorrido: 
2PET 2LT
• Espaciado entre puntos, . 2ET
• Vector de coordenadas de las muestras, . 2T
 
 
                                                          
4 Por construcción será  y 2PET PET≤ 2LT LT≤  (Cf. §6.1.9.2). 
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Estos módulos efectúan el cálculo de las coordenadas en los dominios natural y frecuencial, 
así como el paso de unas a otras. Para ello, se emplean las expresiones obtenidas en el Capítulo 4 
y expuestas en la Tabla 4–3–1. 
 
 
6.1.2.1.    Módulo coordenadas 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-2: 
 
 
Tabla 6–1-2: Llamada al módulo coordenadas. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Número de puntos en el eje, . PE
• Longitud del intervalo muestreado en el dominio natural, . LX
 
(2) Salida del módulo 
 
La salida del módulo consta de: 
• Espaciado entre puntos en el dominio natural, . EX
• Vector de coordenadas de los puntos en el dominio natural, . X
Estas coordenadas se definen de tal forma que la primera es  y la última es 0X =
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6.1.2.2.    Módulo natural2frecuencial1 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-3: 
 
 
Tabla 6–1-3: Llamada al módulo natural2frecuencial1. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Número de puntos en el eje, . PE
• Longitud del intervalo muestreado en el dominio natural, . LX
 
(2) Salida del módulo 
 
Para el dominio natural la salida consta de: 
• Espaciado entre puntos, . EX
• Vector de coordenadas de los puntos, . X
• Longitud de la ventana, VX . 
Las coordenadas  se definen de tal forma que la primera es X 2 ·X PE EX= − ⎢ ⎥⎣ ⎦  y la 
última es ( )2 1 ·X PE EX= −⎡ ⎤⎢ ⎥ . 
 
Para el dominio frecuencial la salida consta de: 
• Espaciado entre puntos, . EU
• Longitud del intervalo muestreado, . LU
• Vector de coordenadas de los puntos, U . 
• Longitud de la ventana, VU . 
Las coordenadas U  se definen de tal forma que la primera es  y la última es 
. 
0U =
( )1 ·U PE EU= −
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6.1.2.3.    Módulo natural2frecuencial2 
 
 
Este módulo es una modificación del anterior. La llamada se muestra en la Tabla 6–1-4: 
 
 
Tabla 6–1-4: Llamada al módulo natural2frecuencial2. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Número de puntos en el eje, . PE
• Longitud del intervalo muestreado en el dominio natural, . LX
 
(2) Salida del módulo 
 
Para el dominio natural la salida consta de: 
• Espaciado entre puntos, . EX
• Vector de coordenadas de los puntos, . X
• Longitud de la ventana, VX . 
Las coordenadas  se definen de tal forma que la primera es X 2 ·X PE EX= − ⎢ ⎥⎣ ⎦  y la 
última es ( )2 1 ·X PE EX= −⎡ ⎤⎢ ⎥ . 
 
Para el dominio frecuencial la salida consta de: 
• Espaciado entre puntos, . EU
• Longitud del intervalo muestreado, . LU
• Vector de coordenadas de los puntos, U . 
• Longitud de la ventana, VU . 
Las coordenadas U  se definen de tal forma que la primera es 2 ·U PE E= − ⎢ ⎥⎣ ⎦ U  y la 
última es ( )2 1 ·U PE E= −⎡ ⎤⎢ ⎥ U . 
 
 
6.1. – Descripción técnica del algoritmo para la resolución del Problema Directo en 2–D 301 
6.1.2.4.    Módulo frecuencial2natural 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-5: 
 
 
Tabla 6–1-5: Llamada al módulo frecuencial2natural. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Número de puntos en el eje, . PE
• Longitud del intervalo muestreado en el dominio frecuencial, . LU
 
(2) Salida del módulo 
 
Para el dominio natural la salida consta de: 
• Espaciado entre puntos, . EX
• Longitud del intervalo muestreado, . LX
• Vector de coordenadas de los puntos, . X
• Longitud de la ventana, VX . 
Las coordenadas  se definen de tal forma que la primera es  y la última es X 0X =
( )1 ·X PE EX= − . 
 
Para el dominio frecuencial la salida consta de: 
• Espaciado entre puntos, . EU
• Vector de coordenadas de los puntos, U . 
• Longitud de la ventana, VU . 
Las coordenadas U  se definen de tal forma que la primera es  y la última es 
. 
0U =
( )1 ·U PE EU= −
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6.1.3. Módulo indices2seccion_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-6: 
 
 
Tabla 6–1-6: Llamada al módulo indices2seccion_perfil. 
 
[seccion_medida, PET2, LT2, εm, μm, σm] = … 
indices2seccion_perfil(ω, rminima, c, ε, μ, σ, γ, seccion_indices, … 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Frecuencia de la antena, ω . 
• Condición de reflectividad mínima para el cálculo de ondas múltiples (Cf. 
§6.1.8), . minimar
• Vector con los valores de la velocidad de propagación para cada medio, c . 
• Vector con los valores de la permitividad eléctrica para cada medio, ε . 
• Vector con los valores de la permeabilidad magnética para cada medio, μ . 
• Vector con los valores de la conductividad eléctrica para cada medio, σ . 
• Vector con los valores de la constante de propagación para cada medio, γ . 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas Z  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
• Vector de coeficientes de reflexión, . r
• Vector de coeficientes de transmisión descendente, . dt
• Vector de coeficientes de transmisión ascendente, . at
• Número de puntos en el eje de tiempos dobles de recorrido, . PET
• Longitud del intervalo muestreado en dicho eje, . LT
• Número de puntos en el eje de distancia horizontal en la dirección y sentido 
del perfil, . PEX
• Espaciado entre puntos en dicho eje, . EX
 
6.1. – Descripción técnica del algoritmo para la resolución del Problema Directo en 2–D 303 
• Vector de coordenadas de las muestras en dicho eje, . X
• Longitud del intervalo muestreado en el eje de profundidades en que está 
definida la SECCIÓN DE ÍNDICES, . LZ
• Vector de coordenadas de los puntos en dicho eje, Z . 
 
(2) Cálculo de la velocidad de propagación promedio  y la longitud del intervalo del eje de 
coordenadas 
mc
D  muestreado,  LD
 
Se define el número de puntos en el eje de coordenadas D  de la forma . PED PET≡
 
Mediante llamada al módulo indices_Z2D_perfil (Cf. §6.1.4) se calcula: 
• Velocidad de propagación promedio, . mc
• Nueva SECCIÓN DE ÍNDICES, definida en los ejes de coordenadas D  y .X 5 
• Longitud del intervalo muestreado, . LD
• Espaciado entre puntos, . ED
• Vector de coordenadas de las muestras, D . 
 
(3) Determinación de los parámetros electromagnéticos promedio 
 
Se calculan los valores promedio de los parámetros electromagnéticos para el filtro:6
• Permitividad eléctrica, mε . 
• Permeabilidad magnética, mμ . 
• Conductividad eléctrica, mσ . 
 
                                                          
5 La definición de las coordenadas D  se encuentra en la §3.2.2.3. 
6 Tal como se expuso en la §3.2.2.3, se asume para mμ  el valor de la permeabilidad magnética del vacío. Se 
propone determinar el valor de mσ  como el promedio de las conductividades de los medios conductores no 
metálicos (que se suponen de presencia mayoritaria). El valor de mε  se determina, tal como se expuso en la 
§3.2.2.3, de tal forma que se verifique (3.2.15). 
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(4) Determinación de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
Se determina la DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo, incluyendo 
reflexiones múltiples, mediante llamada al módulo indices2distribucion_perfil (Cf. 
§6.1.7). Esta DISTRIBUCIÓN DE REFLECTIVIDAD es una matriz de tamaño , 
definida de tal forma que el elemento 
PED PEX×
( ),a b  contiene la reflectividad aparente asociada al 
punto de la subsuperficie correspondiente a la coordenada ( )D a  bajo el punto en la posición 
( )X b  a lo largo del perfil. 
 
(5) Ampliación de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
Se determinan las coordenadas D  ampliadas, manteniéndose el espaciado entre puntos, 
, y definiendo: ED
• Nuevo número de puntos en el eje, 3·NPED PED≡ . 
• Nueva longitud del intervalo muestreado, ( )1 ·NLD NPED ED≡ − . 
 
Con estos valores, mediante llamada al módulo natural2frecuencial1 (Cf. §6.1.2.2), 
se calcula para el dominio natural correspondiente a esta coordenada: 
• Vector de coordenadas de las muestras, D . 
• Longitud de la ventana, VD . 
 
Así mismo, para el dominio frecuencial conjugado: 
• Espaciado entre puntos, . EK
• Longitud del intervalo muestreado, . LK
• Vector de coordenadas de las muestras, . K
• Longitud de la ventana, VK . 
 
Se definen las coordenadas  ampliadas, manteniéndose el espaciado entre puntos, , 
y definiendo: 
X EX
• Nuevo número de puntos en el eje, 2·NPEX PEX≡ . 
• Nueva longitud del intervalo muestreado, ( )1 ·NLX NPEX EX≡ − . 
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Con estos valores, mediante llamada al módulo natural2frecuencial2 (Cf. §6.1.2.3), 
se calcula para el dominio natural correspondiente a esta coordenada: 
• Vector de coordenadas de las muestras, . X
• Longitud de la ventana, VX . 
 
Así mismo, para el dominio frecuencial conjugado: 
• Espaciado entre puntos, . EU
• Longitud del intervalo muestreado, . LU
• Vector de coordenadas de las muestras, U . 
• Longitud de la ventana, VU . 
 
Se determina la DISTRIBUCIÓN DE REFLECTIVIDAD ampliada, mediante llamada al módulo 
ampliar_perfil (Cf. §6.1.9.1). Esta DISTRIBUCIÓN DE REFLECTIVIDAD ampliada es una 
matriz de tamaño , definida de forma apropiada con el objeto de minimizar 
los efectos de borde y evitar la aparición de artefactos al tomar su transformada de Fourier (Zeng 
et al., 1995). 
NPED NPEX×
 
(6) Determinación del espectro 
 
Se determina la transformada de Fourier de la DISTRIBUCIÓN DE REFLECTIVIDAD ampliada, 
, teniendo en cuenta los resultados expuestos en el Capítulo 4. 2FFT
 
(7) Filtrado del espectro 
 
Mediante llamada al módulo filtrar_FFT2_pd (Cf. §6.1.10) se aplica al espectro 
obtenido el filtro expuesto en la §3.3.3., obteniéndose: 
• Espectro filtrado, . filtrada2FFT
• Vector con las longitudes de la ventana en el dominio frecuencial 
correspondiente a la coordenada Q  obtenida para cada valor determinado de 
la frecuencia U . 
• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a la coordenada , donde se define el espectro filtrado. Q
 
Con estos valores se calcula la longitud del intervalo muestreado en el dominio frecuencial 
correspondiente a la coordenada Q  tras la interpolación, . 2LQ
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Mediante llamada al módulo frecuencial2natural (Cf. §6.1.2.4), se calcula para el 
dominio natural conjugado correspondiente a esta coordenada: 
• Espaciado entre puntos, . 2ED
• Vector de coordenadas de los puntos, 2D . 
• Longitud del intervalo muestreado, . 2LD
• Longitud de la ventana, . 2VD
 
Así mismo, para el dominio frecuencial: 
• Espaciado entre puntos, . 2EQ
• Vector de coordenadas de los puntos, . 2Q
• Longitud de la ventana, . 2VQ
 
(8) Determinación de la SECCIÓN MEDIDA 
 
Se determina la longitud del intervalo muestreado en el dominio de tiempos dobles de 





=   (6.1.1) 
 
De forma análoga, se determinan las coordenadas de los puntos en el dominio de tiempos 





=   (6.1.2) 
 
Se determina la transformada de Fourier inversa del espectro filtrado, teniendo en cuenta los 
resultados expuestos en el Capítulo 4, obteniéndose la SECCIÓN MEDIDA ampliada. Ésta es una 
matriz de tamaño NPED NPEX× , en la que la columna b–ésima representa la traza 
correspondiente al punto en la posición ( )X b  a lo largo del perfil. 
 
Esta SECCIÓN MEDIDA ampliada se reduce, mediante llamada al módulo 
reducir_perfil (Cf. §6.1.9.2), obteniéndose: 
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• SECCIÓN MEDIDA.7 
• Nuevo número de puntos en el eje de tiempos dobles de recorrido, . 2PET
• Nueva longitud del intervalo muestreado en dicho eje, . 2LT
 
(9) Salida del módulo 
 
La salida del módulo consta de: 
• SECCIÓN MEDIDA. 
• Nuevo número de puntos en el eje de tiempos dobles de recorrido, . 2PET
• Nueva longitud del intervalo muestreado en dicho eje, . 2LT
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad eléctrica promedio considerada en el filtro, mσ . 
 
6.1.4. Módulo indices_Z2D_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-7: 
 
 
Tabla 6–1-7: Llamada al módulo indices_Z2D_perfil. 
 
[cm, seccion_indices, LD, ED, D] = … 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas Z  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
                                                          
7 Esta SECCIÓN MEDIDA está truncada de tal forma que todos los valores de sus coordenadas de tiempo dobles 
de recorrido, , sean menores que la longitud del intervalo muestreado original, , de tal forma que es 
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• Número de puntos en el dominio de la coordenada D  definida en la §3.2.2.3, 
. PED
• Número de puntos en el eje de distancia horizontal en la dirección y sentido 
del perfil, . PEX
• Longitud del intervalo muestreado en el eje de profundidades en que está 
definida la SECCIÓN DE ÍNDICES, . LZ
• Vector de coordenadas de los puntos en dicho eje, Z . 
• Longitud del intervalo muestreado en el dominio de tiempos dobles de 
recorrido, . LT
• Vector con los valores de la velocidad de propagación para cada medio, c . 
 
(2) Estima inicial de la velocidad de propagación promedio  y la longitud del intervalo del eje de 
coordenadas 
mc
D  muestreado,  LD
 
Mediante llamada al módulo cZ_LZ_perfil (Cf. §6.1.5.1) se calcula: 
• Velocidad de propagación promedio en la SECCIÓN DE ÍNDICES, Zc . 
• Longitud del intervalo muestreado, . LZ
Tal como se justifica en la §6.A, se estiman inicialmente la velocidad de propagación 
promedio  y la longitud del intervalo en el eje de coordenadas mc D  muestreado, LD , por la 
velocidad Zc  y la longitud , respectivamente. LZ
 
(3) Determinación de las coordenadas D  
 
Con este valor de  y el valor de , mediante llamada al módulo coordenadas 
(Cf. §
LD PED
6.1.2.1), se calcula para la coordenada D : 
• Espaciado entre puntos, . ED
• Vector de coordenadas de las muestras, D . 
 
(4) Construcción de la SECCIÓN DE ÍNDICES definida en las coordenadas D  y comprobación de la 
condición ( )2 1mc c ?  en promedio sobre la SECCIÓN 
 
Una vez estimado el valor de la velocidad de propagación promedio , es posible 
determinar la SECCIÓN DE ÍNDICES definida en las coordenadas 
mc
D . Esta nueva SECCIÓN DE 
ÍNDICES, de tamaño , se define de tal forma que el elemento  contiene el PED PEX× ( ,a b)
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código correspondiente al reflector presente para el valor de la coordenada  bajo el punto 
en la posición 
( )D a
( )X b  a lo largo del perfil, o el valor 0 en el caso en que no haya reflector 
presente. 
Como se indicó en §3.2.2.3., la velocidad de propagación promedio  debe ser tal que se 
verifique 
mc
( )2 1mc c ?  en promedio sobre la SECCIÓN. Para garantizarlo, se emplea el método 
iterativo expuesto en la §6.A.  
 
(5) Salida del módulo 
 
La salida del módulo consta de: 
• Velocidad de propagación promedio, . mc
• SECCIÓN DE ÍNDICES, definida en los ejes de coordenadas D  y . X
• Longitud del intervalo muestreado, . LD
• Espaciado entre puntos, . ED
• Vector de coordenadas de las muestras, D . 
 
 
6.1.5. Módulos cZ_LZ_perfil y cm_LD_perfil 
 
 
Estos módulos determinan las velocidades de propagación promedio y las longitudes de los 
ejes de coordenadas verticales muestreados en la SECCIÓN DE ÍNDICES, definida en las 
coordenadas Z  o D . 
 
 
6.1.5.1.    Módulo cZ_LZ_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-8: 
 
 
Tabla 6–1-8: Llamada al módulo cZ_LZ_perfil. 
 
[cZ, LZ] = cZ_LZ_perfil(seccion_indices, codigo, Z, LZ, LT, c) 
 
 
310 Capítulo 6 – Implementación de los algoritmos 
(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas Z  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
• Longitud del intervalo muestreado en el eje de profundidades en que está 
definida la SECCIÓN DE ÍNDICES, . LZ
• Vector de coordenadas de los puntos en dicho eje, Z . 
• Longitud del intervalo muestreado en el dominio de tiempos dobles de 
recorrido, . LT
• Vector con los valores de la velocidad de propagación para cada medio, c . 
 
(2) Cálculo de la velocidad de propagación promedio Zc  y la longitud del intervalo del eje Z  
muestreado,  LZ
 
La velocidad de propagación promedio Zc  se determina como la velocidad de propagación 
media sobre la SECCIÓN DE ÍNDICES definida en las coordenadas Z . Se determina en este 
módulo como el promedio en la SECCIÓN de la velocidad de propagación, determinado mediante 
llamada al módulo media_perfil (Cf. §6.1.6). 
 
Así mismo, tal como se justifica en la §6.A, se determina la longitud del intervalo 
muestreado en el dominio de la coordenada Z , , de la forma: LZ
·
2
Zc LTLZ =   (6.1.3) 
 
Ambos parámetros Zc  y  se determinan conjuntamente mediante el método iterativo 




(3) Salida del módulo 
 
La salida del módulo consta de: 
• Velocidad de propagación promedio en la SECCIÓN DE ÍNDICES, Zc . 
• Longitud del intervalo muestreado, . LZ
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6.1.5.2.    Módulo cm_LD_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-9: 
 
 
Tabla 6–1-9: Llamada al módulo cm_LD_perfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas D  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
• Longitud del intervalo muestreado en el eje D , . LD
• Vector de coordenadas de los puntos en dicho eje, D . 
• Longitud del intervalo muestreado en el dominio de tiempos dobles de 
recorrido, . LT
• Vector con los valores de la velocidad de propagación para cada medio, c . 
 
(2) Cálculo de la velocidad de propagación promedio  y la longitud del intervalo del eje de 
coordenadas 
mc
D  muestreado,  LD
 
La velocidad de propagación promedio  se determina como la velocidad de propagación 
media sobre la SECCIÓN DE ÍNDICES definida en las coordenadas 
mc
D . Se determina en este 
módulo como la raíz cuadrada del promedio en la SECCIÓN del cuadrado de la velocidad de 
propagación, determinado mediante llamada al módulo media_perfil (Cf. §6.1.6). 
 
Así mismo, se determina la longitud del intervalo muestreado en el dominio de la 
coordenada D  definida en la §3.2.2.3, , de acuerdo con 3.2.23, de la forma: LD
·
2
mc LTLD =   (6.1.4) 
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Ambos parámetros  y  se determinan conjuntamente mediante el método iterativo 
expuesto en la §
mc LD
6.A. 
(3) Salida del módulo 
 
La salida del módulo consta de: 
• Velocidad de propagación promedio en la SECCIÓN DE ÍNDICES, . mc
• Longitud del intervalo muestreado, . LD
 
 
6.1.6. Módulo media_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-10: 
 
 
Tabla 6–1-10: Llamada al módulo media_perfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas Z  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
• Longitud del intervalo muestreado en el eje de profundidades en que está 
definida la SECCIÓN DE ÍNDICES, . LZ
• Vector de coordenadas de los puntos en dicho eje, Z . 
• Vector con los valores para cada medio de la magnitud cuyo promedio en todo 
el perfil se desea hallar, . c
 
(2) Cálculo del valor promedio de la magnitud c  en la SECCIÓN DE ÍNDICES,  mc
 
En cada columna de la SECCIÓN DE ÍNDICES se localizan los reflectores presentes y sus 
profundidades, determinándose un promedio de la magnitud c  en función de los espesores de 
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los medios presentes, dados por las coordenadas Z .8 El valor promedio en la SECCIÓN DE 
ÍNDICES, , se calcula determinando el promedio global de todos los promedios por columnas. mc
 
(3) Salida del módulo 
 






6.1.7. Módulo indices2distribucion_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-11: 
 
 
Tabla 6–1-11: Llamada al módulo indices2distribucion_perfil. 
 
distribucion = … 
indices2distribucion_perfil(seccion_indices, codigo, PED, PEX, Z, LD, D, … 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN DE ÍNDICES (Cf. §6.1.1), definida en los ejes de coordenadas Z  y 
. X
• Vector de códigos contenidos en la SECCIÓN DE ÍNDICES. 
• Número de puntos en el dominio de la coordenada D  definida en la §3.2.2.3, 
. PED
                                                          
8 Si en una columna se encontraran presentes los reflectores  en la posición ab abZ Z=  y el reflector  en 
la posición 
bc
bcZ Z= , se determinaría el valor promedio de la magnitud c  para la columna: 
( ) ( )
columna
· ·ab a bc ab b bc c
m
·Z c Z Z c LZ Z c
c
LZ
+ − + −= . 
Obsérvese que el promedio depende fuertemente del valor del parámetro , pues un valor alto otorga un 
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• Número de puntos en el eje de distancia horizontal en la dirección y sentido 
del perfil, . PEX
• Vector de coordenadas de los puntos en el eje de profundidades en que está 
definida la SECCIÓN DE ÍNDICES, Z . 
• Longitud del intervalo muestreado, . LD
• Vector de coordenadas de las muestras, D . 
• Vector con los valores de la velocidad de propagación para cada medio, c . 
• Velocidad de propagación promedio en la SECCIÓN DE ÍNDICES, . mc
• Vector de coeficientes de reflexión, . r
• Vector de coeficientes de transmisión descendente, . dt
• Vector de coeficientes de transmisión ascendente, . at
• Vector con los valores de las constantes de propagación para cada medio, γ . 
• Condición de reflectividad mínima para el cálculo de ondas múltiples (Cf. 
§6.1.8), . minimar
 
(2) Determinación de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
Se construye la DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo, incluyendo 
reflexiones múltiples, de tamaño PED PEX× , definida de tal forma que el elemento ( )  
contiene la reflectividad aparente asociada al punto de la subsuperficie correspondiente a la 
coordenada  bajo el punto en la posición 
,a b
( )D a ( )X b  a lo largo del perfil. 
Para ello se localizan, en cada columna de la SECCIÓN DE ÍNDICES, los índices de los 
reflectores presentes, los valores de sus profundidades Z  y los coeficientes de reflexión y 
transmisión descendente y ascendente. Mediante llamada al módulo multiples_pd (Cf. 
§6.1.8), se determinan las coordenadas D  y los valores de la reflectividad aparente 
correspondientes a los reflectores reales y los reflectores ficticios asociados a las reflexiones 
múltiples. Estos valores de reflectividad aparente se asignan a las filas de la DISTRIBUCIÓN DE 
REFLECTIVIDAD cuyos valores ( )D a  sean más próximos a los valores de las coordenadas D  
calculadas. 
 
(3) Salida del módulo 
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6.1.8. Módulo multiples_pd 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-12: 
 
 
Tabla 6–1-12: Llamada al módulo multiples_pd. 
 
[Dmultiples, rmultiples] = … 




(1) Entrada del módulo 
 
La entrada del módulo consta de:9
• Vector de profundidades de los reflectores en una columna de la SECCIÓN DE 
ÍNDICES, Z . 
• Vector de coeficientes de reflexión, . r
• Vector de coeficientes de transmisión descendente, . dt
• Vector de coeficientes de transmisión ascendente, . at
• Vector con los valores de las constantes de propagación para cada medio, γ . 
• Vector con los valores de la velocidad de propagación para cada medio, c . 
• Velocidad de propagación promedio, . mc
• Longitud del intervalo muestreado, . LD
• Condición de reflectividad mínima para el cálculo de ondas múltiples, . minimar
 
(2) Caracterización de los reflectores 
 
En este módulo se hace un seguimiento de la onda que parte del emisor, tal como se describe 
en la §6.B, determinándose los valores de la reflectividad aparente y las coordenadas D  
correspondientes a los reflectores ficticios asociadas a cada onda reflejada múltiple. 
 
                                                          
9 Si en una columna de la SECCIÓN DE ÍNDICES se encontraran presentes los reflectores  en la posición ab
abZ Z=  y el reflector  en la posición bc bcZ Z= , los vectores Z , , , , r dt at γ  y c  estarían definidos en 
la forma: 
( ),ab bcZ Z Z= , , , ( ),ab bcr r r= ( ),d ab bct t t= ( ),a ba cbt t t= , ( ), ,a b cγ γ γ γ= , . ( ), ,a b cc c c c=
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(3) Salida del módulo 
 
La salida del módulo consta de: 
• Vector de coordenadas D  correspondientes a los reflectores ficticios, 
. multiplesD




6.1.9. Módulos ampliar_perfil y reducir_perfil 
 
 
Estos módulos determinan la ampliación de la DISTRIBUCIÓN DE REFLECTIVIDAD y posterior 
reducción de la SECCIÓN MEDIDA. 
 
 
6.1.9.1.    Módulo ampliar_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-13: 
 
 
Tabla 6–1-13: Llamada al módulo ampliar_perfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• DISTRIBUCIÓN DE REFLECTIVIDAD, .seccion 10 
• Nuevo número de puntos en el eje D , . NPED
• Nuevo número de puntos en el eje de distancia horizontal , . X NPEX
 
                                                          
10 En la resolución del Problema Inverso (Cf. 6.2) este parámetro de entrada representa la SECCIÓN MEDIDA. 
Análogamente, en dicho caso el módulo devuelve como salida la SECCIÓN MEDIDA ampliada. 
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(2) Ampliación de la SECCIÓN 
 




DISTRIBUCIÓN DE REFLECTIVIDAD DISTRIBUCIÓN DE REFLECTIVIDAD ampliada
PEX 
PED 
Figura 6–1-1: Ampliación de la DISTRIBUCIÓN DE REFLECTIVIDAD. 






La DISTRIBUCIÓN DE REFLECTIVIDAD ampliada está constituida por superposición de 
submatrices. En una primera fila aparece una submatriz de ceros de tamaño 
2NPED NPEX× . En una segunda fila aparecen, por este orden, una submatriz de ceros de 
tamaño 3NPED NPEX× ⎢⎣ 8⎥⎦ , una submatriz de tamaño 3 8NPED NPEX× ⎡ ⎤⎢ ⎥ , cuyas 
columnas son repetición de la primera columna de la DISTRIBUCIÓN DE REFLECTIVIDAD, la 
DISTRIBUCIÓN DE REFLECTIVIDAD, una submatriz de tamaño 3 8NPED NPEX× ⎡ ⎤⎢ ⎥ , cuyas 
columnas son repetición de la última columna de la DISTRIBUCIÓN DE REFLECTIVIDAD y una 
submatriz de ceros de tamaño 3NPED NPEX× 8⎢ ⎥⎣ ⎦ . En la última fila aparece una 
submatriz de ceros de tamaño 6NPED NPEX× . 
 
(3) Salida del módulo 
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6.1.9.2.    Módulo reducir_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–1-14: 
 
 
Tabla 6–1-14: Llamada al módulo reducir_perfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• SECCIÓN MEDIDA ampliada, .seccion 11 
• Nuevo número de puntos en el eje , . D NPED
• Nuevo número de puntos en el eje de distancia horizontal X , . NPEX
• Vector de coordenadas de las muestras en el eje de tiempos dobles de 
recorrido correspondientes a la SECCIÓN MEDIDA ampliada, . 2T
• Longitud del intervalo muestreado en el eje de tiempos dobles de recorrido, 
. LT
 
(2) Reducción de la SECCIÓN 
 
La forma en que se define esta reducción se muestra en la Figura 6–1-2: 
 
 
                                                          
11 En la resolución del Problema Inverso (Cf. 6.2) este parámetro de entrada representa la DISTRIBUCIÓN DE 
REFLECTIVIDAD. Análogamente, en dicho caso el módulo devuelve como salida la DISTRIBUCIÓN DE 
REFLECTIVIDAD ampliada. 
 






























Figura 6–1-2: Reducción de la SECCIÓN MEDIDA. 






La SECCIÓN MEDIDA está constituida por la submatriz indicada en la Figura anterior. La 
matriz así obtenida se trunca en filas, de tal forma que son eliminadas aquellas correspondientes 





(3) Salida del módulo 
 
La salida de este módulo consta de: 
• SECCIÓN MEDIDA, . seccion_reducida
• Nuevo número de puntos en el eje de tiempos dobles de recorrido, . 2PET
• Nueva longitud del intervalo muestreado en el eje de tiempos dobles de 
recorrido, .2LT 12 
 
 
                                                          
12 Obsérvese que, por construcción, será 2PET PET≤  y 2LT LT≤ . 
 
320 Capítulo 6 – Implementación de los algoritmos 
6.1.10. Módulo filtrar_FFT2_pd 
 
 
En este módulo se aplican los resultados obtenidos en el Capítulo 3 en el diseño del 
algoritmo. La llamada a este módulo se muestra en la Tabla 6–1-15: 
 
 
Tabla 6–1-15: Llamada al módulo filtrar_FFT2_pd. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Transformada de Fourier de la DISTRIBUCIÓN DE REFLECTIVIDAD ampliada, 
. 2FFT




• Vector de coordenadas de las frecuencias conjugadas de la coordenada X , 
. U
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio, mε . 
• Permeabilidad magnética promedio, mμ . 
• Conductividad eléctrica promedio, mσ . 
• Nuevo número de puntos en el eje X , . NPEX
 
(2) Cálculos en el dominio frecuencial 
 
Se calculan los parámetros en el dominio de frecuencias Q : 
• Matriz de frecuencias Q , mediante llamada al módulo Qperfil (Cf. 
§6.1.11.1). Por columnas contiene los valores de  en función de las 
frecuencias  para cada valor de la frecuencia U . 
Q
K
• Vector de longitudes de la ventana en el dominio frecuencial correspondiente 
a la coordenada Q  obtenida para cada valor determinado de la frecuencia U , 
. VQ
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• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a la coordenada , . Este vector estará contenido en cada una de 
las columnas de la matriz Q  (esto es, en cada uno de los vectores de 




Para estos valores de las frecuencias interpoladas , mediante llamada al módulo 
Kperfil (Cf. §
interpoladaQ
6.1.11.2) se determinan los valores de la frecuencia  asociados. Se define 
una matriz  que contiene por columnas los valores de  en función de las 





(3) Determinación de la diferencial 
 
Mediante llamada al módulo dKdQperfil (Cf. §6.1.11.3) se determinan los valores de la 
diferencial dK dQ . Se encuentran contenidos en una matriz que contiene por columnas los 
valores de la diferencial en función de las frecuencias  para cada valor de la 
frecuencia U . 
interpoladaK
 
(4) Filtrado del espectro 
 
Se interpola el espectro  en los valores de las frecuencias , mediante 
llamada al módulo spline3interp (Cf. §
2FFT interpoladaQ
6.1.12), y se determina el espectro filtrado, 
multiplicando el espectro interpolado por los valores de la diferencial anteriormente 
calculados.13
 
(5) Salida del módulo 
 
La salida del módulo consta de: 
• Espectro filtrado,  filtrada2FFT
• Vector con las longitudes de la ventana en el dominio frecuencial 
correspondiente a la coordenada Q  obtenida para cada valor determinado de 
la frecuencia U , VQ . 
• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a dicha coordenada, , donde se define el espectro filtrado. interpoladaQ
 
                                                          
13 La interpolación se efectúa teniendo únicamente en cuenta la parte real de las frecuencias Q  y , 
pues su parte imaginaria es constante. 
interpoladaQ
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6.1.11. Módulos Qperfil, Kperfil y dKdQperfil 
 
 
Estos módulos efectúan el cálculo de las frecuencias ,  y la derivada Q K dK dQ . Para 
ello, se emplean las expresiones expuestas en la §3.2.3 y §3.3.3. 
 
 
6.1.11.1. Módulo Qperfil 
 
 
La llamada a este método se muestra en la Tabla 6–1-16: 
 
 
Tabla 6–1-16: Llamada al módulo Qperfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Vector  de frecuencias conjugadas a las coordenadas . K D
• Vector U  de frecuencias conjugadas a las coordenadas X . 
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad promedio considerada en el filtro, mσ . 
 
(2) Salida del módulo 
 
El módulo devuelve como salida una matriz que contiene por columnas las frecuencias  
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6.1.11.2. Módulo Kperfil 
 
 
La llamada a este método se muestra en la Tabla 6–1-17: 
 
 
Tabla 6–1-17: Llamada al módulo Kperfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• El vector Q  de frecuencias conjugadas a las coordenadas . D
• El vector U  de frecuencias conjugadas a las coordenadas X . 
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad promedio considerada en el filtro, mσ . 
 
(2) Salida del módulo 
 
El módulo devuelve como salida una matriz que contiene por columnas las frecuencias  
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6.1.11.3. Módulo dKdQperfil 
 
 
La llamada a este método se muestra en la Tabla 6–1-18: 
 
 
Tabla 6–1-18: Llamada al módulo dKdQperfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• El vector  de frecuencias conjugadas a las coordenadas . K D
• El vector U  de frecuencias conjugadas a las coordenadas X . 
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad promedio considerada en el filtro, mσ . 
 
(2) Salida del módulo 
 
El módulo devuelve como salida una matriz que contiene por columnas los valores de la 
derivada dK dQ  asociados a las frecuencias  para cada valor de la frecuencia U , de 
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6.1.12. Módulo spline3interp 
 
 
Este módulo interpola mediante splines cúbicos en una dimensión, haciendo uso de la 
expresión (3.3.3) de la obra de Press et al. (1992). 
La llamada a este método se muestra en la Tabla 6–1-19: 
 
 
Tabla 6–1-19: Llamada al módulo spline3interp. 
 
yi = spline3interp(x, y, xi, yp1, ypn) 




(1) Entrada del módulo 
 
La entrada del módulo consta de:14
• Los vectores x  e y  contienen, respectivamente, los valores de las abscisas y 
ordenadas correspondientes a una cierta función. 
• El vector xi  contiene las abscisas donde se interpola dicha función. 
• Los escalares  e  contienen, respectivamente, los valores de la 




(2) Salida del módulo 
 
El módulo devuelve como salida el vector yi , que contiene los valores de las ordenadas 
resultado de interpolar en las ordenadas xi . 
                                                          
14 Se asume que x  y xi  son vectores ordenados, las abscisas x  son todas distintas y que xi  está contenido 
en x . 
15 Los valores 1yp  e ypn  son las condiciones adicionales necesarias para la determinación de la derivada 
segunda de la función interpoladora en los puntos de x , la cual se determina mediante una rutina modificada 
de la rutina spline expuesta en la obra de Press et al. (1992). En el caso en que estos valores  e  
no se incluyan, se asume la condición de derivada segunda en el primer y último valor de 
1yp ypn
x igual a cero 
(splines naturales). 
 





 6.2. Descripción técnica del algoritmo implementado para la resolución del 
 Problema Inverso en dos dimensiones 
 
 
Este algoritmo permite resolver el Problema Inverso para el caso de un único perfil, cuyo 
rumbo se asume en la dirección del eje OX . Se emplea la metodología expuesta en la §3.3, 
obteniéndose los efectos de la difracción, pero no se reducen las ondas reflejadas múltiples en 
cada traza. 
En la Tabla 6–2-1 se exponen los módulos en que se subdivide el algoritmo. Los módulos 
que son específicos de este algoritmo, y que no han sido descritos en la §6.1, serán descritos en 
las siguientes Subsecciones. 
 
 
Tabla 6–2-1: Relación de módulos de que consta el algoritmo implementado para la resolución 
del Problema Inverso en dos dimensiones. Las flechas indican llamadas a los módulos 
correspondientes. 
      
 coordenadas    
     
 coordenadas   
 natural2frecuencial1   
 natural2frecuencial2   
 ampliar_perfil   
    
 Kperfil  
 dQdKperfil  
 
filtrar_FFT2_pi    → 
spline3interp  
    




reducir_perfil   
      
 
 
En estos módulos se emplean las funciones implementadas por MATLAB, así como algunas 
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6.2.1. Módulo perfil_pi 
 
 
Este es el guión del algoritmo que permite resolver el Problema Inverso para un único perfil. 
En él el usuario debe explicitar los parámetros que definen el radargrama que se quiere invertir. 
Todos ellos deberán estar expresados en el Sistema Internacional de Unidades. 
 
(1) Parámetros genéricos 
 
Se define la frecuencia de la antena, ω . 
 
(2) Parametrización del medio 
 
Se definen los parámetros electromagnéticos promedio: 
• Permitividad eléctrica, mε . 
• Permeabilidad magnética, mμ . 
• Conductividad eléctrica, mσ . 
 
(3) Definición de la SECCIÓN MEDIDA 
 
Se define la SECCIÓN MEDIDA. 
 
(4) Características geométricas de la SECCIÓN MEDIDA 
 
Se definen las características geométricas que definen la SECCIÓN MEDIDA para la 
coordenada de tiempos dobles de recorrido: 
• Número de puntos en el eje, .PET 16 
• Longitud del intervalo muestreado, . LT
 
                                                          
16 El valor  representa el número de muestras por traza. En el algoritmo se supone que es un número 
par, en caso contrario, debe incrementarse o decrementarse en una unidad, añadiéndose o eliminándose una 
fila en la SECCIÓN MEDIDA. 
PET
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Con estos valores, mediante llamada al módulo coordenadas (Cf. §6.1.2.1), se calcula, 
para esta coordenada: 
• Espaciado entre puntos, . ET
• Vector de coordenadas de las muestras, T . 
 
Se definen las características geométricas que definen la SECCIÓN MEDIDA para la 
coordenada de distancia horizontal en la dirección y sentido del perfil: 
• Número de puntos en el eje, .PEX 17 
• Longitud del intervalo muestreado, . LX
 
Con estos valores, mediante llamada al módulo coordenadas se calcula, para esta última 
coordenada: 
• Espaciado entre puntos, EX . 
• Vector de coordenadas de las muestras, X . 
 
(5) Determinación de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
Mediante llamada al módulo seccion2distribucion_perfil (Cf. §6.2.2), se 
determinan: 
• DISTRIBUCIÓN DE REFLECTIVIDAD. 




• Nueva longitud del intervalo muestreado en el eje , correspondientes a la 




Con los valores  y , mediante una nueva llamada a la función 
coordenadas se calcula, para la coordenada : 
2PED 2LD
D
• Espaciado entre puntos, . 2ED
• Vector de coordenadas de las muestras, . 2D
 
 
                                                          
17 El valor  representa el número de trazas por perfil. PEX
18 Análogamente a lo que ocurría en el caso del Problema Directo, los valores  y  serán, por 




330 Capítulo 6 – Implementación de los algoritmos 
6.2.2. Módulo seccion2distribucion_perfil 
 
 
La llamada a este módulo se muestra en la Tabla 6–2-2: 
 
 
Tabla 6–2-2: Llamada al módulo seccion2distribucion_perfil. 
 
[distribucion, PED2, LD2] = … 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad promedio considerada en el filtro, mσ . 
• SECCIÓN MEDIDA (Cf. §6.1.1), definida en los ejes de tiempo doble de 
recorrido, T , y distancia horizontal en la dirección y sentido del perfil, X . 
• Número de puntos en el eje de tiempos dobles de recorrido, . PET
• Longitud del intervalo muestreado en dicho eje, . LT
• Número de puntos en el eje de distancia horizontal en la dirección y sentido 
del perfil, . PEX
• Longitud del intervalo muestreado en dicho eje, . LX
 
(2) Determinación de la velocidad de propagación promedio 
 
Se determina, con los valores promedio de los parámetros electromagnéticos en el perfil, la 
velocidad de propagación promedio de acuerdo con (3.2.15). 
 
(3) Ampliación de la SECCIÓN MEDIDA 
 
Se define para el dominio natural de las coordenadas , definidas en la §3.2.2.3, el número 
de puntos en el eje de la forma 
D
PED PET≡ . 
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Se determina la longitud del intervalo muestreado correspondiente a dicha coordenada, de 
acuerdo con 3.2.23, de la forma: 
·
2
mc LTLD =   (6.2.1) 
 
Con estos valores, mediante llamada al módulo coordenadas (Cf. §6.1.2.1), se calcula el 
espaciado entre puntos, ED . 
 
Se determinan las coordenadas  ampliadas, manteniéndose el espaciado entre puntos, 
, y definiendo: 
D
ED
• Nuevo número de puntos en el eje, 3·NPED PED≡ . 
• Nueva longitud del intervalo muestreado, ( )1 ·NLD NPED ED≡ − . 
 
Con estos valores, mediante llamada al módulo natural2frecuencial1 (Cf. §6.1.2.2), 
se calcula para el dominio natural correspondiente a esta coordenada: 
• Vector de coordenadas de las muestras, . D
• Longitud de la ventana, VD . 
 
Así mismo, para el dominio frecuencial conjugado: 
• Espaciado entre puntos, . EQ
• Longitud del intervalo muestreado, . LQ
• Vector de coordenadas de las muestras, . Q
• Longitud de la ventana, VQ . 
 
Se definen las coordenadas X  ampliadas, manteniéndose el espaciado entre puntos, 
EX ,19 y definiendo: 
• Nuevo número de puntos en el eje, 2·NPEX PEX≡ . 
• Nueva longitud del intervalo muestreado, ( )1 ·NLX NPEX EX≡ − . 
 
                                                          
19 Este espaciado se calcula mediante llamada al módulo coordenadas. 
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Con estos valores, mediante llamada al módulo natural2frecuencial2 (Cf. §6.1.2.3), 
se calcula para el dominio natural correspondiente a esta coordenada: 
• Vector de coordenadas de las muestras, X . 
• Longitud de la ventana, VX . 
 
Así mismo, para el dominio frecuencial conjugado: 
• Espaciado entre puntos, . EU
• Longitud del intervalo muestreado, . LU
• Vector de coordenadas de las muestras, U . 
• Longitud de la ventana, VU . 
 
Se determina la SECCIÓN MEDIDA ampliada, mediante llamada al módulo 
ampliar_perfil (Cf. §6.1.9.1). Esta SECCIÓN MEDIDA ampliada es una matriz de tamaño 
, definida de forma apropiada con el objeto de minimizar los efectos de 
borde y evitar la aparición de artefactos al tomar su transformada de Fourier (Zeng et al., 1995). 
NPED NPEX×
 
(4) Determinación del espectro 
 
Se determina la transformada de Fourier de la SECCIÓN MEDIDA ampliada, , 
teniendo en cuenta los resultados expuestos en el Capítulo 4. 
2FFT
 
(5) Filtrado del espectro 
 
Mediante llamada al módulo filtrar_FFT2_pi (Cf. §6.2.3) se aplica al espectro 
obtenido el filtro expuesto en la §3.3.2, obteniéndose: 
• Espectro filtrado, . filtrada2FFT
• Vector con las longitudes de la ventana en el dominio frecuencial 
correspondiente a la coordenada  obtenida para cada valor determinado de 
la frecuencia U . 
K
• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a la coordenada , donde se define el espectro filtrado. K
 
Con estos valores se calcula la longitud del intervalo muestreado en el dominio frecuencial 
correspondiente a la coordenada  tras la interpolación, . K 2LK
 
6.2. – Descripción técnica del algoritmo para la resolución del Problema Inverso en 2–D 333 
Mediante llamada al módulo frecuencial2natural (Cf. §6.1.2.4), se calcula para el 
dominio natural conjugado correspondiente a esta coordenada: 
• Espaciado entre puntos, . 2ED
• Vector de coordenadas de los puntos, . 2D
• Longitud del intervalo muestreado, . 2LD
• Longitud de la ventana, . 2VD
 
Así mismo, para el dominio frecuencial: 
• Espaciado entre puntos, . 2EK
• Vector de coordenadas de los puntos, . 2K
• Longitud de la ventana, . 2VK
 
(6) Determinación de la DISTRIBUCIÓN DE REFLECTIVIDAD 
 
Se determina la transformada de Fourier inversa del espectro filtrado, teniendo en cuenta los 
resultados expuestos en el Capítulo 4, obteniéndose la DISTRIBUCIÓN DE REFLECTIVIDAD 
ampliada. 
 
Esta DISTRIBUCIÓN DE REFLECTIVIDAD ampliada se reduce, mediante llamada al módulo 
reducir_perfil (Cf. §6.1.9.2), obteniéndose: 
• DISTRIBUCIÓN DE REFLECTIVIDAD.20 
• Nuevo número de puntos en el eje , . D 2PED
• Nueva longitud del intervalo muestreado en dicho eje, . 2LD
 
La salida del módulo consta de: 
• DISTRIBUCIÓN DE REFLECTIVIDAD. 
• Nuevo número de puntos en el eje , . D 2PED
• Nueva longitud del intervalo muestreado en dicho eje, . 2LD
 
 
                                                          
20 Esta DISTRIBUCIÓN DE REFLECTIVIDAD está truncada de tal forma que todos los valores de sus coordenadas 
, , sean menores que la longitud del intervalo muestreado original, . D 2D LD
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6.2.3. Módulo filtrar_FFT2_pi 
 
 
En este módulo se aplican los resultados obtenidos en el Capítulo 3 en el diseño del 
algoritmo. La llamada a este módulo se muestra en la Tabla 6–2-3: 
 
 
Tabla 6–2-3: Llamada al módulo filtrar_FFT2_pi. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• Transformada de Fourier de la SECCIÓN MEDIDA ampliada, . 2FFT




• Vector de coordenadas de las frecuencias conjugadas de la coordenada X , 
. U
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio, mε . 
• Permeabilidad magnética promedio, mμ . 
• Conductividad eléctrica promedio, mσ . 
• Nuevo número de puntos en el eje X , . NPEX
 
(2) Cálculos en el dominio frecuencial 
 
Se calculan los parámetros en el dominio de frecuencias : K
• Matriz de frecuencias , mediante llamada al módulo Kperfil (Cf. 
§
K
6.1.11.2). Por columnas contiene los valores de  en función de las 
frecuencias  para cada valor de la frecuencia U . 
K
Q
• Vector de longitudes de la ventana en el dominio frecuencial correspondiente 





6.2. – Descripción técnica del algoritmo para la resolución del Problema Inverso en 2–D 335 
• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a la coordenada , . Este vector estará contenido en cada una de 
las columnas de la matriz  (esto es, en cada uno de los vectores de 





(3) Determinación de la diferencial 
 
Mediante llamada al módulo dQdKperfil (Cf. §6.2.4) se determinan los valores de la 
diferencial dQ dK . Se encuentran contenidos en una matriz que contiene por columnas los 
valores de la diferencial en función de las frecuencias  para cada valor de la 
frecuencia U . 
interpoladaQ
 
(4) Filtrado del espectro 
 
Se interpola el espectro  en los valores de las frecuencias , mediante 
llamada al módulo spline3interp (Cf. §
2FFT interpoladaK
6.1.12), y se determina el espectro filtrado, 
multiplicando el espectro interpolado por los valores de la diferencial anteriormente 
calculados.21
 
La salida del módulo consta de: 
• Espectro filtrado,  filtrada2FFT
• Vector con las longitudes de la ventana en el dominio frecuencial 
correspondiente a la coordenada  obtenida para cada valor determinado de 
la frecuencia U , VK . 
K
• Vector de coordenadas interpoladas en el dominio frecuencial correspondiente 
a la coordenada , , donde se define el espectro filtrado. K interpoladaK
 
 
                                                          
21 La interpolación se efectúa teniendo únicamente en cuenta la parte real de las frecuencias  y , 
pues su parte imaginaria es constante. 
K interpoladaK
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6.2.4. Módulo dQdKperfil 
 
 
La llamada a este método se muestra en la Tabla 6–2-4: 
 
 
Tabla 6–2-4: Llamada al módulo dQdKperfil. 
 




(1) Entrada del módulo 
 
La entrada del módulo consta de: 
• El vector  de frecuencias conjugadas a las coordenadas . K D
• El vector U  de frecuencias conjugadas a las coordenadas X . 
• Frecuencia de la antena, ω . 
• Permitividad eléctrica promedio considerada en el filtro, mε . 
• Permeabilidad magnética promedio considerada en el filtro, mμ . 
• Conductividad eléctrica promedio considerada en el filtro, mσ . 
 
(2) Salida del módulo 
 
El módulo devuelve como salida una matriz que contiene por columnas los valores de la 
derivada dQ dK  asociados a las frecuencias  para cada valor de la frecuencia U , de 






 6.3. Descripción técnica de los algoritmos implementados para la resolución de
 los problemas Directo e Inverso en tres dimensiones 
 
 
Los algoritmos implementados para la resolución de los problemas Directo e Inverso en tres 
dimensiones son completamente análogos a los expuestos en las §6.1 y §6.2 para la resolución 
de los problemas Inverso y Directo en dos dimensiones. 




Tabla 6–3-1: Relación de módulos de que consta el algoritmo implementado para la resolución 
del Problema Directo en tres dimensiones. Las flechas indican llamadas a los módulos 
correspondientes. 
       
 coordenadas     
      
 cZ_LZ_cubo  → media_cubo  
    
 coordenadas   
 media_cubo   
    
 
indices_Z2D_cubo          → 
cm_LD_cubo  → media_cubo  
     
 indices2distribucion_cubo → multiples_pd   
     
 natural2frecuencial1    
 natural2frecuencial2    
 ampliar_cubo    
     
 Qcubo   
 Kcubo   
 dKdQcubo   
 
filtrar_FFT3_pd           → 
spline3interp   
     




reducir_cubo    




Tabla 6–3-2: Relación de módulos de que consta el algoritmo implementado para la resolución 
del Problema Inverso en tres dimensiones. Las flechas indican llamadas a los módulos 
correspondientes. 
      
 Coordenadas    
     
 coordenadas   
 natural2frecuencial1   
 natural2frecuencial2   
 ampliar_cubo   
    
 Kcubo  
 dQdKcubo  
 
filtrar_FFT3_pi    → 
spline3interp  
    




reducir_cubo   
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Algunos de estos módulos se corresponden idénticamente con los expuestos en las §6.1 y 
§6.2. En el resto, algunos objetos deben definirse con una dimensión más, lo que se corresponde 
al hecho de que la posición sobre la superficie ya no viene determinada por una única 
coordenada X  a lo largo de un perfil, sino por dos coordenadas X  e  en el plano.Y 22 La 
generalización es inmediata, por ejemplo: 
 
• Se define la SECCIÓN DE ÍNDICES (Cf. §6.1.1) como un tensor de tamaño 
, de tal forma que el elemento PEZ PEX PEY× × ( ), ,a b c  contiene el 
código correspondiente al reflector presente a la profundidad ( )Z a  bajo el 
punto de la superficie en la posición ( ) ( )( ),X b Y c , o el valor 0 en el caso 
en que no haya reflector presente. 
• Se define la DISTRIBUCIÓN DE REFLECTIVIDAD (Cf. §6.1.3) como un tensor de 
tamaño ,PED PEX PEY× × 23 de tal forma que el elemento  
contiene la reflectividad aparente asociada al punto de la subsuperficie 
correspondiente a la coordenada 
( ), ,a b c
( )D a  bajo el punto de la superficie en la 
posición ( ) ( )( ),X b Y c . 
• Se define la SECCIÓN MEDIDA (Cf. §6.1.3) como un tensor de tamaño 
,PET PEX PEY× × 24 de tal forma que la columna dada por unos valores 
 y c  fijos representa la traza correspondiente al punto de la superficie en la 
posición 
b
( ) ( )( ),X b Y c . 
 





                                                          
22 La definición de los parámetros en el dominio natural , , , PEX LX EX X , VX  y los parámetros en el 
dominio frecuencial LU , EU , U , VU  es completamente análoga a la definición de los parámetros en el 
dominio natural , , PEY LY EY , ,  y los parámetros en el dominio frecuencial , , V , 
. 
Y VY LV EV
VV
23 Vs. , en el caso de la DISTRIBUCIÓN DE REFLECTIVIDAD ampliada. NPED NPEX NPEY× ×
24 Vs.  en el caso de la SECCIÓN MEDIDA truncada, o , 
en el caso de la SECCIÓN MEDIDA ampliada. 
2PET PEX PEY× × NPED NPEX NPEY× ×
 
 6.A. Anexo A: 
 Determinación de la velocidad de propagación promedio en el 
 Problema Directo 
 
 
La velocidad de propagación promedio  se corresponde en el Problema Directo con la 
velocidad cuadrática media espacial (Cf. §3.3.3), determinada sobre la SECCIÓN DE ÍNDICES 
definida en las coordenadas  (definida en la §3.2.2.3). Para ello es preciso determinar, a partir 
de la SECCIÓN DE ÍNDICES definida en las coordenadas 
mc
D
Z , las coordenadas  de los reflectores 
presentes en el modelo y la longitud del intervalo del eje de coordenadas  muestreado, , 




Para solventar este problema se propone emplear un método iterativo para la determinación 
conjunta de la velocidad de propagación promedio  y la SECCIÓN DE ÍNDICES definida en las 




(1) Estima inicial de la velocidad de propagación promedio  y la longitud del intervalo del eje de 




Puesto que la información inicial disponible es la SECCIÓN DE ÍNDICES definida en las 
coordenadas Z , con un valor inicial de la longitud del intervalo muestreado en dicho eje, , 
se propone emplear como estima inicial de  la velocidad de propagación media sobre esta 
SECCIÓN DE ÍNDICES, 
LZ
mc
Zc , y como estima inicial de  el valor de . Estas magnitudes LD LZ Zc  
y  son conceptualmente diferentes de las magnitudes que se pretende estimar  y , 
pero pueden ser empleadas como valores numéricos iniciales razonablemente próximos, y 
verifican una relación similar a 
LZ mc LD
(6.1.4), también expuesta en la nota al pie 25, dada por (Sheriff y 
Geldart, 1982, §3.2.2 y ecuación 3.3): 
·
2
Zc LTLZ =   (6.1.3) 
                                                          
25 Obsérvese que las integrales en (3.2.18) se reducen a sumatorios en el caso en que se considera una 
estratificación horizontal de medios homogéneos. Así, si en una columna se encontraran presentes los 
reflectores  en la posición ab abZ Z=  y el reflector  en la posición bc bcZ Z= , las coordenadas  







=  ,  ( )m mbc ab bc ab
a b
c cD Z Z Z
c c
= + − . 
Así mismo, se determina la longitud del intervalo del eje de coordenadas  muestreado, , de acuerdo 





mc LTLD =  
 339 
340 Capítulo 6 – Implementación de los algoritmos 
Puesto que el valor inicial de  es un dato inicial arbitrario, se propone emplear un 
método iterativo para la determinación conjunta de 
LZ
Zc  y , implementado en el módulo 
cZ_LZ_perfil (Cf. §
LZ
6.1.5.1), en la siguiente forma: 
 
1. Se calcula, mediante llamada al módulo media_perfil, la velocidad de 
media Zc  empleándose como profundidad máxima el valor  inicial. LZ
2. Con este valor de Zc  se calcula, mediante (6.1.3), un nuevo valor de la 
longitud del intervalo muestreado en el eje Z , LZ ′ . 
 
Mientras ambos valores  y LZ LZ ′  no sean suficientemente próximos,26 se realiza: 
 
3. Se redefine LZ LZ ′= . 
4. Se recalcula Zc  con este nuevo valor de . LZ
5. Se recalcula  con este nuevo valor de LZ ′ Zc . 
 
Esta metodología permite determinar unos valores de Zc  y  que verifican la condición LZ
(6.1.3) de tal forma que, estimando  y  por estos valores, ambos verificarán la condición mc LD
(6.1.4). 
 
(2) Determinación de la velocidad de propagación promedio  y la SECCIÓN DE ÍNDICES definida 




Una vez estimado el valor de la velocidad de propagación promedio , es posible 
determinar la SECCIÓN DE ÍNDICES definida en las coordenadas . Esta nueva SECCIÓN DE 
ÍNDICES, de tamaño , se define de tal forma que el elemento (  contiene el 
código correspondiente al reflector presente para el valor de la coordenada  bajo el punto 
en la posición 
mc
D
PED PEX× ),a b
( )D a
( )X b  a lo largo del perfil, o el valor 0 en el caso en que no haya reflector 
presente. 
Para ello, se localizan en cada columna de la SECCIÓN DE ÍNDICES original los índices de los 
reflectores presentes y se calculan, de acuerdo con 3.2.18, las coordenadas  a las que se 
encuentran, dados los valores de sus profundidades 
D
Z , las velocidades de propagación de cada 
medio, contenidas en el vector c , y la velocidad de propagación promedio . Estos índices se mc
                                                          
26 Se propone considerar que  y  son suficientemente próximos cuando LZ LZ ′ { } 510min ,
LZ LZ
LZ LZ
−′− ≤′ . 
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asignan a la columna correspondiente de la nueva SECCIÓN DE ÍNDICES, en las filas cuyos valores 
 sean más próximos a los valores de las coordenadas  calculadas. ( )D a D
 
Como se indicó en §3.2.2.3., la velocidad de propagación promedio  debe ser tal que 
verifique 
mc
( )2 1mc c ?  en promedio sobre la SECCIÓN. Para comprobarlo, mediante llamada al 
módulo media_perfil se determina el valor promedio del cociente ( 2mc c) en esta nueva 
SECCIÓN DE ÍNDICES. 
Mientras la diferencia entre este valor promedio y la unidad no sea suficientemente 
pequeña,27 se realiza: 
 
1. Se recalculan, mediante llamada al módulo cm_LD_perfil (Cf. §6.1.5.2), 
los valores de  y  correspondientes a la nueva SECCIÓN DE ÍNDICES. mc LD
2. Se recalculan las coordenadas  correspondientes a estos valores. D
3. Se construye, con dichos valores, una nueva SECCIÓN DE ÍNDICES. 
4. Mediante llamada al módulo media_perfil se determina el valor promedio 
del cociente ( 2mc c) en esta nueva SECCIÓN DE ÍNDICES. 
 
Esta metodología permite garantizar que la velocidad de propagación promedio  y la 
SECCIÓN DE ÍNDICES son tales que se verifica 
mc
( )2 1mc c ?  en promedio sobre la SECCIÓN. 
 
 
El módulo cm_LD_perfil anteriormente referido es similar al anteriormente descrito 
cZ_LZ_perfil, en el que se propone emplear un método iterativo para la determinación 
conjunta de  y  en la siguiente forma: mc LD
 
1. Se calcula, mediante llamada al módulo media_perfil, la velocidad 




2. Con este valor de  se calcula, mediante mc (6.1.4), un nuevo valor de la 
longitud del intervalo muestreado en el eje , D LD′ . 
 
                                                          
27 Se propone considerar que esta diferencia es suficientemente pequeña cuando es menor de . 310−
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Mientras ambos valores  y LD LD′  no sean suficientemente próximos,28 se realiza: 
 
3. Se redefine LD LD′= . 
4. Se recalcula  con este nuevo valor de . mc LD
5. Se recalcula  con este nuevo valor de . LD′ mc
 





                                                          
28 Se propone considerar que  y  son suficientemente próximos cuando LD LD′ { } 510min ,
LD LD
LD LD
−′− ≤′ . 
 
 6.B. Anexo B:  
 Determinación de las ondas reflejadas múltiples 
 
 
En esta Sección se estudia la metodología para la determinación de las ondas reflejadas 
múltiples en cada traza, tanto en la resolución del Problema Directo como del Problema Inverso. 
 
 
6.B.1. Problema Directo 
 
 
En la aplicación del algoritmo para la resolución del Problema Directo, previo a la 
aplicación del filtro, debe tenerse en cuenta la posible existencia de reflexiones múltiples. Para 
ello, se determinan las posiciones y reflectividades de unos reflectores ficticios que permitan su 
aparición en el radargrama. 
Atendiendo a las restricciones estructurales del algoritmo, expuestas en la §3.3.1 del 
Capítulo 3, únicamente se consideran modelos constituidos por estratificaciones horizontales 
que incluyan difractores puntuales. Así pues, en la determinación automática de las ondas 
reflejadas múltiples únicamente tendrá sentido considerar la propagación en la dirección de la 
vertical. 
La determinación de las ondas reflejadas múltiples en el Problema Directo se efectúa en el 
módulo multiples_pd (Cf. §6.1.8). En este módulo se hace un seguimiento de la onda que 
parte del emisor, de acuerdo con las siguientes consideraciones: 
 
La propagación de las ondas electromagnéticas se realiza en la dirección de 
la vertical. 
 
Las ondas que llegan a cada reflector se dividen: una parte es reflejada y otra 
es transmitida, de acuerdo con los coeficientes apropiados. 
 
Las ondas transmitidas a través del último reflector no podrán volver a 
ascender y no serán registradas. 
 
Las ondas asociadas a reflectores con coordenadas  mayores que el valor D
máximo  no serán registradas. LD
 
Las ondas asociadas a reflectores con reflectividades menores en módulo al 
valor mínimo  no serán registradas. minimar
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La reflectividad aparente y el valor de la coordenada  asociada para cada onda es 
calculada para cada múltiple y actualizada tras cada reflexión o transmisión. La forma en que se 
llevan a cabo estos cálculos se ejemplifica en la 
D





Medio a : aα , ac  
Reflector ab : abr , abt , bat  
Reflector bc : bcr , bct , cbt  
0Z =  
abZ Z=  
bcZ Z=  
Medio b : bα , bc  
Medio c : cα , cc  





Tabla 6–B-1: Ejemplo del cálculo de la reflectividad aparente y la coordenada  asociada a 
cada onda, correspondiente al caso mostrado en la 
D
Figura 6–B-1. 
Paso Ondas viajeras Reflectividad aparente Coordenada  D
0 0a  a abZr e α−=  mac abcD Z=  
0 0a  · ·a ab a abZ Zabr e r e
α α− −=  2 m
a
c
abcD Z=  
1 
0ab  ( )· · b bc aba ab Z ZZ abr e t e
αα − −−=  ( )m m
a b
c c
ab bc abc cD Z Z Z= + −  
2 0aba  ( )2· · ·b bc aba ab Z ZZ ab abr e t e r
αα − −−=  ( )2m m
a b
c c
ab bc abc cD Z Z Z= + −  
0 0aba  ( )22 · · · ·b bc aba ab Z ZZ ab ab bar e t e r tαα − −−=  ( )2 m ma bc cab bc abc cD Z Z Z⎡ ⎤= + −⎣ ⎦  
3 
0abab  ( )3 2· · ·b bc aba ab Z ZZ ab abr e t e rαα − −−= −  ( )3m ma bc cab bc abc cD Z Z Z= + −  
 
 
En el paso 0 se considera: 
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En el paso 1 se consideran: 
• Onda , correspondiente a la parte de la onda  reflejada en el reflector 
 y que, atravesando el medio , es registrada en el receptor. 
0 0a 0a
ab a
• Onda , correspondiente a la parte de la onda  transmitida a través del 




En el paso 2 se considera:29
• Onda , correspondiente a la parte de la onda  reflejada en el 




En el paso 3 se consideran: 
• Onda , correspondiente a la parte de la onda 0  transmitida a 




                                                          
aba
ab
• Onda , correspondiente a la parte de la onda  reflejada en el 
reflector  y que, atravesando el medio , alcanza el reflector bc . 
0abab 0aba
ab b
En cada paso se examinan la reflectividad aparente y las coordenadas  acumuladas de 
todas las ondas, eliminándose aquellas cuya reflectividad aparente no supere en módulo el valor 
mínimo  o cuyo valor de  exceda el valor máximo . Este proceso finaliza cuando 




Los reflectores ficticios asociados a cada onda reflejada múltiple, , , 
, etc., están caracterizados por las reflectividades aparentes  y las coordenadas  
correspondientes. 




6.B.2. Problema Inverso 
 
 
Existen diferentes estrategias para el tratamiento de ondas múltiples, tal como se discute en 
la §8.2.5. Estas estrategias permiten la identificación y eliminación parcial de las múltiples, 
aunque sin asignar su energía a la primaria que les corresponde, lo que conlleva un inevitable 
deterioro de la señal. 
29 La onda correspondiente a la parte de la onda  transmitida a través del reflector bc  no se considera, 
pues no podrá volver a ascender y no será registrada. 
0ab
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En cualquiera de los casos la eliminación de múltiples es una tarea complicada, pues no son 
completamente separables de las señales primarias de acuerdo con criterios como periodicidad o 
espectro (Yarovoy, 2003; Nobes et al., 2005), y es requerido un modelado preciso de la 
propagación de las ondas, con una determinación exacta tanto de los tiempos de recorrido como 
de las amplitudes (Youn y Zhou, 2001).30
 
Todos los métodos referidos requieren una implementación adicional mucho más compleja 
que la empleada en el diseño de los algoritmos realizado en esta Tesis Doctoral, quedando 
descartada la operación automática. Así pues, la eliminación de múltiples no se implementa en 
esta Tesis Doctoral, y será un aspecto a tratar en la continuación de la misma. 
                                                          
30 Como se discute en la §7.5, con la metodología propuesta se obtienen las señales en los tiempos de 






Aplicación de los algoritmos 
a datos sintéticos 





En este séptimo Capítulo se aplican los algoritmos diseñados en el Capítulo 3, con la 
implementación descrita en el Capítulo 6, a diversos modelos sencillos.1
El presente Capítulo se encuentra dividido en cinco Secciones dedicadas, respectivamente: 
 
• A la aplicación del algoritmo para la resolución del Problema Directo en dos 
dimensiones. 
• A la aplicación del algoritmo para la resolución del Problema Directo en tres 
dimensiones. 
• A la aplicación del algoritmo para la resolución del Problema Inverso en dos 
dimensiones. 
• A la aplicación del algoritmo para la resolución del Problema Inverso en tres 
dimensiones. 
• A la exposición y discusión de los principales resultados obtenidos, tanto para 
la resolución del Problema Directo como del Problema Inverso. 
 
Así mismo, se incluye un Anexo dedicado a la resolución analítica del Problema Directo en 
dos dimensiones. 
 
En los casos estudiados en las dos primeras Secciones, dedicadas a la resolución del 
Problema Directo, se muestran y caracterizan los resultados obtenidos mediante la aplicación del 
algoritmo, comparándose, en los casos en que sea pertinente, con los resultados analíticos 
expuestos en el Anexo.2 En lo que sigue se seguirá refiriendo a los radargramas obtenidos 
mediante la aplicación del algoritmo como SECCIÓN MEDIDA, mientras que se referirá a los 
resultados analíticos correspondientes como SECCIÓN ESPERADA. 
En los casos estudiados en las dos Secciones siguientes, dedicadas a la resolución del 
Problema Inverso, se muestran y caracterizan los resultados obtenidos mediante la aplicación del 
algoritmo a las SECCIONES obtenidas en las dos primeras, comparándose éstos con la 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente.3 En lo que sigue se referirá a los resultados 
obtenidos mediante la aplicación del algoritmo para la resolución del Problema Inverso a la 
SECCIÓN MEDIDA como DISTRIBUCIÓN MEDIDA, mientras que se referirá a los resultados 
obtenidos mediante la aplicación del algoritmo a la SECCIÓN ESPERADA como DISTRIBUCIÓN 
ESPERADA. 
 
                                                          
1 Tal como se mencionó en la §3.3.3, únicamente se tendrá en consideración la parte real de la SECCIÓN 
MEDIDA. 
2 En estos casos, por simplicidad y sin pérdida de generalidad, no se tendrán en cuenta las reflexiones 
múltiples entre la antena y la superficie. Volverá a hacerse hincapié en este aspecto en la §7.5, dedicada a la 
exposición y discusión de los principales resultados obtenidos. 
3 En la resolución del Problema Inverso mediante el algoritmo implementado en el Capítulo 6 no se reducen 
las ondas reflejadas múltiples en cada traza (Cf. §6.B), razón por la que se comparan la DISTRIBUCIÓN 
MEDIDA y la DISTRIBUCIÓN ESPERADA con la DISTRIBUCIÓN DE REFLECTIVIDAD, que las incluye (Cf. §6.1.3). 
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En todos los casos se empleará como referencia la frecuencia de 900 MHz, pues los 
resultados obtenidos con otras frecuencias no difieren significativamente de éstos. Volverá a 
hacerse hincapié en este aspecto en la §7.5, dedicada a la exposición y discusión de los 
principales resultados obtenidos. 
Así mismo, los valores de los parámetros electromagnéticos correspondientes a los medios 
han sido tomados de la Tabla 2.1 de Lorenzo (1994). 
 
En todos los procesos se adjunta el tiempo medio de cómputo. Los algoritmos han sido 
ejecutados en un PC de sobremesa con procesador AMD AthlonTM 1,24 GHz, 384 MB de RAM 





 7.1. Aplicación del algoritmo para la resolución del Problema Directo  
 en dos dimensiones 
 
 
En esta Sección se aplica el algoritmo para la resolución del Problema Directo a diversos 
modelos sencillos y representativos: 
 
• Un difractor puntual.4 
• Una superposición de capas plano-paralelas sobre un semiespacio infinito. 
• Modelo realista. 
 
Con objeto de remarcar las características fundamentales, en los dos primeros modelos se 
emplean valores realistas para los parámetros que caracterizan los medios, pero no se emplean 
éstos en la determinación de los parámetros que caracterizan el difractor o los reflectores, sino 
que se emplean otros valores dados. 
En todos los casos se muestran y caracterizan los radargramas obtenidos mediante la 
aplicación del algoritmo (SECCIÓN MEDIDA), comparándose, en los casos en que sea pertinente, 
con los resultados analíticos expuestos en el Anexo 7.A (SECCIÓN ESPERADA). 
 
 
7.1.1. Un difractor puntual 
 
 
Este modelo está constituido por un difractor puntual aislado, inmerso en una matriz 
homogénea. Este modelo es de utilidad general, pues modelos más complejos pueden ser 
estudiados a partir de éste mediante aplicación del principio de superposición, hallándose el 
radargrama correspondiente como suma de los obtenidos para cada difractor puntual.5
 
                                                          
4 Se considera que aparece difracción cuando el tamaño de los cuerpos y las aberturas es del mismo orden de 
magnitud que la longitud de onda, esto es, cuando las propiedades electromagnéticas del medio cambian en 
una longitud del orden de la longitud de onda. 
En el caso en que el tamaño de los cuerpos es mucho mayor que la longitud de onda, cada punto del cuerpo se 
comporta como un emisor de radiación, y se observa la interferencia entre estas señales como una reflexión. 
En el caso en que el tamaño de los cuerpos es mucho menor que la longitud de onda, no son detectables. 
(Born y Wolf, 2002, Capítulo III). 
5 Esto es de aplicación tanto en el caso de conjuntos de difractores puntuales aislados como en el caso de 
superficies reflectoras, pues en este último caso se considera que están constituidas por elementos difractores 
puntuales (Cf. §3.3.1 y nota 1 del presente Capítulo). 
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(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan la matriz, 
pero no se emplean éstos en la determinación del parámetro que caracteriza el difractor, sino que 
se emplean otros valores dados con objeto de remarcar las características fundamentales. 
La descripción del modelo se detalla en la Tabla 7–1-1: 
 
 
Tabla 7–1-1: Descripción del modelo bidimensional constituido por un único difractor puntual. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  
 Espaciado entre muestras: 90,098·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  
Caracterización de la matriz (Arenas): 
  
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación:6 8 11 2,1198·10 ·c m s
−=  
 Constante de propagación: ( ) 11 0,0133 59, 28 i mγ −= +  
Caracterización del difractor puntual: 
  
 Coeficiente de reflexión: 12 0,7000 0,0001r i= − +  




                                                          
6 En este caso, al haber un único medio, la velocidad promedio coincidirá con la velocidad de propagación en 
el medio, . 1mc c=
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(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de un único punto difractor. La SECCIÓN DE ÍNDICES (Cf. §6.1.1) 




Figura 7–1-1: SECCIÓN DE ÍNDICES correspondiente al modelo bidimensional constituido por un 
único difractor puntual. 
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(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD (Cf. §6.1.3) determinada mediante la aplicación del 




Figura 7–1-2: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo bidimensional 
constituido por un único difractor puntual. La reflectividad aparente del punto es 
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(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–1-2: 
 
 
Tabla 7–1-2: Descripción de la SECCIÓN MEDIDA correspondiente al modelo bidimensional 
constituido por un único difractor puntual. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 450PET =  
 Tiempo de muestreo: 949,966·10LT s−=  
 Espaciado entre muestras: 90,111·10ET s−=  
 
 
La comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA se muestra en las figuras 







Figura 7–1-3: Comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA correspondientes 
al modelo bidimensional constituido por un único difractor puntual. 
(a) SECCIÓN MEDIDA.  
(b) SECCIÓN ESPERADA. 
(c) Logaritmo decimal del valor absoluto de la SECCIÓN MEDIDA.   
(d) Logaritmo decimal del valor absoluto de la SECCIÓN ESPERADA. 
 
Figura 7–1-4: Trazas representativas de la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
correspondientes al modelo bidimensional constituido por un único difractor puntual. 
(a) Selección de trazas.  
(b) Detalle. 
En todos los casos se representa, frente al tiempo doble de recorrido (ns), las trazas 
correspondientes a la SECCIÓN MEDIDA (puntos) y las correspondientes a la SECCIÓN ESPERADA 
(círculos). 
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(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 18,5032 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA presenta las características geométricas esperables: La 
señal correspondiente a un difractor puntual es una hipérbola. 
• La posición del vértice de la hipérbola en la SECCIÓN MEDIDA no está 
nítidamente definido, sino que la señal es no nula en algunos puntos previos y 
posteriores al máximo. 
• Aun teniendo en cuenta los aspectos señalados en el punto anterior, la 
hipérbola se encuentra localizada en la posición horizontal y tiempo doble de 
recorrido que se obtiene en la SECCIÓN ESPERADA dentro del margen de error 
asumible por la naturaleza discreta de la SECCIÓN MEDIDA. 
• Las amplitudes de la señal en la SECCIÓN MEDIDA son inferiores a las que se 
obtienen en la SECCIÓN ESPERADA. Así mismo, las fases difieren de las que se 
obtienen en ésta. 
 
En los modelos estudiados en las Subsecciones siguientes se obtienen resultados análogos. 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión 
de los principales resultados obtenidos. 
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7.1.2. Superposición de capas plano-paralelas sobre un semiespacio infinito 
 
 
Este modelo está constituido por dos capas plano-paralelas, superpuestas a un semiespacio 
infinito. Es equivalente a considerar dos reflectores plano-paralelos, situados en las interfaces 
entre capas, y entre la última capa y el semiespacio. 
 
 
(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan los 
medios, pero no se emplean éstos en la determinación de los parámetros que caracterizan los 
reflectores, sino que se emplean otros valores dados con objeto de remarcar las características 
fundamentales. 
La descripción del modelo se detalla en la Tabla 7–1-3:  
 
 
Tabla 7–1-3: Descripción del modelo bidimensional constituido por dos capas plano-paralelas 
sobre un semiespacio infinito. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  
 Espaciado entre muestras: 90,098·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  




 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
0σ =  
 
 Velocidad de propagación: 8 11 2,9980·10 ·c m s
−=  
 Constante de propagación: 11 41,92 i mγ −=  
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Tabla 7–1-3 (Continuación) 
Caracterización de los medios: 
 
 2: Arenas secas
 
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 12 2,1199·10 ·c m
−= s  
 Constante de propagación: ( ) 12 0,0133 59, 28i mγ −= +  
 
 3: Arenisca seca  
 Permitividad eléctrica: 06·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
7 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 13 1, 2239·10 ·c m
−= s  
 Constante de propagación: 13 102,7 i mγ −=  
 
 
 Velocidad de propagación promedio: 
 
 
8 11,5679·10 ·mc m
−= s  




 Coeficiente de reflexión: 12 0,7000 0,0001r i= − +  
 Coeficiente de transmisión ascendente: 12 0,3000 0,0001t i= +  
 Coeficiente de transmisión descendente: 21 1,7000 0,0001t i= −  
 Posición: 0, 25Z m=  
 
 23  
 Coeficiente de reflexión: 23 0,6000 0,0001r i= − −  
 Coeficiente de transmisión ascendente: 23 0,4000 0,0001t i= +  
 Coeficiente de transmisión descendente: 32 1,6000 0,0001t i= +  
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(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de dos reflectores plano-paralelos. La SECCIÓN DE ÍNDICES 












Figura 7–1-5: SECCIÓN DE ÍNDICES correspondiente al modelo bidimensional constituido por dos 
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(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD determinada mediante la aplicación del algoritmo se 
























0,0227 0,0000r i= +  
Figura 7–1-6: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo bidimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. Junto a cada reflector 
se muestra la reflectividad aparente. 
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(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–1-4: 
 
 
Tabla 7–1-4: Descripción de la SECCIÓN MEDIDA correspondiente al modelo bidimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 466PET =  
 Tiempo de muestreo: 949,960·10LT s−=  
 Espaciado entre muestras: 90,107·10ET s−=  
 
 
La comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA se muestra en las figuras 








Figura 7–1-7: Comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA correspondientes 
al modelo bidimensional constituido por dos capas plano-paralelas sobre un semiespacio 
infinito. 
(a) SECCIÓN MEDIDA.  
(b) SECCIÓN ESPERADA. 
 
Figura 7–1-8: Trazas representativas de la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
correspondientes al modelo bidimensional constituido por dos capas plano-paralelas sobre un 
semiespacio infinito. 
(a) Traza representativa.   
(b) Detalle de la primera llegada.   
(c) Detalle de la segunda llegada. 
En todos los casos se representa, frente al tiempo doble de recorrido (ns), se representan la traza 
correspondiente a la SECCIÓN MEDIDA (puntos) y a la SECCIÓN ESPERADA (círculos). 
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(a)  
(b)  (c) 
Figura 7–1-8
 
7.1. – Aplicación del algoritmo para la resolución del Problema Directo en 2-D 367 
 
(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 27,9177 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA presenta las características geométricas esperables: La 
señal correspondiente a reflectores plano-paralelos son planos horizontales, 
siendo observadas las señales correspondientes a las múltiples. 
• La posición de los planos en la SECCIÓN MEDIDA no está nítidamente definida, 
sino que la señal es no nula en algunos puntos previos y posteriores al 
máximo. 
• Aun teniendo en cuenta los aspectos señalados en el punto anterior, los planos 
se encuentran localizados en los tiempos dobles de recorrido que se obtiene en 
la SECCIÓN ESPERADA, dentro del margen de error asumible por la naturaleza 
discreta de la SECCIÓN MEDIDA. 
• Las amplitudes de la señal en la SECCIÓN MEDIDA son inferiores a las que se 
obtienen en la SECCIÓN ESPERADA. Así mismo, las fases difieren de las que se 
obtienen en ésta. 
 
Estos resultados son análogos a los obtenidos en el resto de Subsecciones. Los resultados 
conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión de los 
principales resultados obtenidos. 
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7.1.3. Modelo realista 
 
 
Este modelo está constituido por una colección de capas plano-paralelas y elementos 
difractores, superpuestos a un semiespacio infinito. Es equivalente a considerar una colección de 
reflectores plano-paralelos, de diferentes tamaños, situados en las interfaces entre capas, y entre 
las últimas capas y el semiespacio. 
 
 
(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan los 
medios, empleándose éstos en la determinación de los parámetros que caracterizan los 
reflectores. 
La descripción del modelo se detalla en la Tabla 7–1-5: 
 
 
Tabla 7–1-5: Descripción del modelo bidimensional realista. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  
 Espaciado entre muestras: 90,098·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  




 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
0σ =  
 
 Velocidad de propagación: 8 11 2,9980·10 ·c m s
−=  
 Constante de propagación: 11 41,92 i mγ −=  
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Tabla 7–1-5 (Continuación) 
Caracterización de los medios: 
 
 2: Arenas secas
 
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 12 2,1199·10 ·c m
−= s  
 Constante de propagación: ( ) 12 0,0133 59, 28i mγ −= +  
 
 3: Cobre  
 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
8 110 ·S mσ −=  
 
 Velocidad de propagación: 3 13 9,4870·10 ·c m
−= s  
 Constante de propagación: 5 13 5,9607·10 mγ −=  
 
 4: Arenisca seca  
 Permitividad eléctrica: 06·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
7 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 14 1,2239·10 ·c m s
−=  
 Constante de propagación: 14 102,7 i mγ −=  
 
 5: Granito seco  
 Permitividad eléctrica: 05·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
8 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 15 1,3407·10 ·c m s
−=  
 Constante de propagación: 7 15 7,6974·10 mγ − −=  
 
 
 Velocidad de propagación promedio: 
 
 
8 11, 4761·10 ·mc m
−= s  
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Tabla 7–1-5 (Continuación) 




 Coeficiente de reflexión: 12 0,1716 0,0002r i= − +  
 Coeficiente de transmisión ascendente: 12 0,8284 0,0002t i= +  
 Coeficiente de transmisión descendente: 21 1,1716 0,0002t i= −  
 Posición: 0 X LX≤ ≤ , 0,10Z m=  
 
 23  
 Coeficiente de reflexión: 23 1,0000 0,0000r i= − +  
 Coeficiente de transmisión ascendente: 23 0,0000 0,0000t i= +  
 Coeficiente de transmisión descendente: 32 2,0000 0,0000t i= −  
 Posición: 9,9713X m= , 0,48Z m=  
 
 24  
 Coeficiente de reflexión: 24 0,2679 0,0002r i= − −  
 Coeficiente de transmisión ascendente: 24 0,7321 0,0002t i= −  
 Coeficiente de transmisión descendente: 42 1,2679 0,0002t i= +  
 Posición: 0 4,9427X m≤ ≤ , 0,50Z m=  
 
 25  
 Coeficiente de reflexión: 25 0,2251 0,0002r i= − −  
 Coeficiente de transmisión ascendente: 25 0,7749 0,0002t i= −  
 Coeficiente de transmisión descendente: 52 1,2251 0,0002t i= +  
 Posición: 4,9857m X LX≤ ≤ , 0,80Z m=  
 
 32  
 Coeficiente de reflexión: 32 1,0000 0,0000r i= −  
 Coeficiente de transmisión ascendente: 32 2,0000 0,0000t i= −  
 Coeficiente de transmisión descendente: 23 0,0000 0,0000t i= +  
 Posición: 9,9713X m= , 0,52Z m=  
 
 45  
 Coeficiente de reflexión: 45 0,0455 0,0000r i= −  
 Coeficiente de transmisión ascendente: 45 1,0455 0,0000t i= −  
 Coeficiente de transmisión descendente: 54 0,9545 0,0000t i= +  




7.1. – Aplicación del algoritmo para la resolución del Problema Directo en 2-D 371 
 
(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de varios reflectores plano-paralelos y dos difractores puntuales. La 















Figura 7–1-9: SECCIÓN DE ÍNDICES correspondiente al modelo bidimensional realista. Junto a 
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(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD determinada mediante la aplicación del algoritmo se 




0,1716 0,0002r i= − +  
 
0,2601 0,0002r i= − −  
 
0,0120 0,0000r i= +  
 
0,0005 0,0000r i= − +  











0,0038 0,0000r i= − +  
0,0003 0,0000r i= +  
0,0005 0,0000r i= +  
 
 
0,0003 0,0000r i= +  








0,0003 0,0000r i= − −  
 
0,9705 0,0000r i= − −
 
0,1665 0,0002r i= −  
 
0,0286 0,0001r i= − +  
 
0,0049 0,0000r i= −  
 
0,0008 0,0000r i= − +
 
0,0001 0,0000r i= − −  
 
Figura 7–1-10: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo bidimensional 
realista. Junto a cada reflector se muestra la reflectividad aparente, en el caso en que las partes 
real o imaginaria sean apreciables. 
 
7.1. – Aplicación del algoritmo para la resolución del Problema Directo en 2-D 373 
 
(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–1-6: 
 
 
Tabla 7–1-6: Descripción de la SECCIÓN MEDIDA correspondiente al modelo bidimensional 
realista. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,043EX m=  
 
 Número de muestras por traza: 469PET =  
 Tiempo de muestreo: 949,995·10LT s−=  
 Espaciado entre muestras: 90,107·10ET s−=  
 
 
























Figura 7–1-11: SECCIÓN MEDIDA correspondiente al modelo bidimensional realista. 
(a) SECCIÓN MEDIDA.  
(b) Logaritmo decimal del valor absoluto de la SECCIÓN MEDIDA. 
 






7.1. – Aplicación del algoritmo para la resolución del Problema Directo en 2-D 375 
 
 
Figura 7–1-12: Trazas representativas de la SECCIÓN MEDIDA correspondiente al modelo 
bidimensional realista. 
De izquierda a derecha las trazas corresponden a: 
Inicio del perfil.   
Traza anterior a la ruptura en 5,00X m= .  
Traza posterior a la ruptura en 5,00X m= .  
Traza correspondiente a los difractores en 9,71X m= .  
Final del perfil. 
Se muestran en rojo las señales correspondientes a reflexiones primarias, en amarillo las 
correspondientes a reflexiones múltiples, en verde las difracciones en los elementos puntuales. 
Los círculos muestran  los efectos de las hipérbolas de difracción. 
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(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 25,9936 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA presenta las características geométricas esperables: Las 
señales correspondientes a los difractores puntuales son hipérbolas y las 
correspondientes a los reflectores plano-paralelos son planos horizontales, 
siendo observadas las señales correspondientes a las múltiples. 
• A la vista de los resultados expuestos en las Subsecciones anteriores es de 
esperar que los vértices de las hipérbolas y los planos se encuentren 
localizados en la posición horizontal y tiempo doble de recorrido que se 
obtendría en la SECCIÓN ESPERADA, dentro del margen de error asumible por 
la naturaleza discreta de la SECCIÓN MEDIDA, teniendo en cuenta que dichas 
posiciones no se encuentran nítidamente definidas. 
• Así mismo, es de esperar que las amplitudes y fases correspondientes a las 
señales en la SECCIÓN MEDIDA difieran de las que se obtendrían en la SECCIÓN 
ESPERADA. 
 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y 
discusión de los principales resultados obtenidos. 
Equation Section (Next) 
 
 7.2. Aplicación del algoritmo para la resolución del Problema Directo  
 en tres dimensiones 
 
 
En esta Sección se aplica el algoritmo para la resolución del Problema Directo a diversos 
modelos sencillos y representativos, análogos a los estudiados en el caso bidimensional: 
 
• Un difractor puntual. 
• Una superposición de capas plano-paralelas sobre un semiespacio infinito. 
• Modelo realista. 
 
Debido a la complejidad añadida al cálculo causada por la inclusión de una nueva dimensión 
espacial, los modelos tendrán un número de puntos en los ejes menor que los expuestos en la 
Sección anterior. 
Con objeto de remarcar las características fundamentales, en los dos primeros modelos se 
emplean valores realistas para los parámetros que caracterizan los medios, pero no se emplean 
éstos en la determinación de los parámetros que caracterizan el difractor o los reflectores, sino 
que se emplean otros valores dados. 
En todos los casos se muestran y caracterizan los radargramas obtenidos mediante la 
aplicación del algoritmo (SECCIÓN MEDIDA), comparándose, en los casos en que sea pertinente, 
con los resultados analíticos expuestos en el Anexo 7.A (SECCIÓN ESPERADA). 
 
 
7.2.1. Un difractor puntual 
 
 
Este modelo está constituido por un difractor puntual aislado, inmerso en una matriz 
homogénea. Tal como se expuso en el caso bidimensional, a partir de este modelo pueden ser 
estudiados modelos más complejos mediante aplicación del principio de superposición, 
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(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan la matriz, 
pero no se emplean éstos en la determinación del parámetro que caracteriza el difractor, sino que 
se emplean otros valores dados con objeto de remarcar las características fundamentales. 
La descripción del modelo se detalla en la Tabla 7–2-1: 
 
 
Tabla 7–2-1: Descripción del modelo tridimensional constituido por un único difractor puntual. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Espaciado entre trazas: 
 
0,020EX m=  
0,020EY m=  
 
 Número de muestras por traza: 128PET =  
 Tiempo de muestreo: 910·10LT s−=  
 Espaciado entre muestras: 90,078·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  
Caracterización de la matriz (Arenas): 
  
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación:7 8 11 2,1198·10 ·c m s
−=  
 Constante de propagación: ( ) 11 0,0133 59, 28i mγ −= +  
Caracterización del difractor puntual: 
  
 Coeficiente de reflexión: 12 0,7000 0,0001r i= − +  




                                                          
7 En este caso, al haber un único medio, la velocidad promedio coincidirá con la velocidad de propagación en 
el medio, . 1mc c=
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 379 
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(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de un único punto difractor. La SECCIÓN DE ÍNDICES (Cf. §6.1.1) 




Figura 7–2-1: SECCIÓN DE ÍNDICES correspondiente al modelo tridimensional constituido por un 
único difractor puntual. 
 
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 381 
 
(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD (Cf. §6.1.3) determinada mediante la aplicación del 




Figura 7–2-2: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo tridimensional 
constituido por un único difractor puntual. La reflectividad aparente del punto es 
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(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–2-2: 
 
 
Tabla 7–2-2: Descripción de la SECCIÓN MEDIDA correspondiente al modelo tridimensional 
constituido por un único difractor puntual. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Espaciado entre trazas: 
 
 
0,043EX m=  
0,043EY m=  
 
 Número de muestras por traza: 91PET =  
 Tiempo de muestreo: 99,979·10LT s−=  
 Espaciado entre muestras: 90,111·10ET s−=  
 
 
La comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA se muestra en las figuras 





Figura 7–2-3: Comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA correspondiente al 
modelo tridimensional constituido por un único difractor puntual. 
(a) Perfil de la SECCIÓN MEDIDA por el plano 0,49X m= .  
(b) Perfil de la SECCIÓN ESPERADA por el plano 0,49X m= . 
(c) Perfil de la SECCIÓN MEDIDA por el plano 0,49Y m= .  
(d) Perfil de la SECCIÓN ESPERADA por el plano 0,49Y m= . 
(e) Perfiles de la SECCIÓN MEDIDA por los planos 0,65X m=  e .  
(f) Perfiles de la SECCIÓN ESPERADA por los planos 
0,35Y = m
0,65X m=  e . 0,35Y m=
(g) Corte de la SECCIÓN MEDIDA por el plano .  




























7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 387 
 
 
Figura 7–2-4: Trazas representativas de la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
correspondiente al modelo tridimensional constituido por un único difractor puntual. 
En todos los casos se representa, frente al tiempo doble de recorrido (ns), las trazas 
correspondientes a la SECCIÓN MEDIDA (puntos) y a la SECCIÓN ESPERADA (círculos). 
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(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 82,8182 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA correspondiente al caso tridimensional presenta 
características análogas a las correspondientes al caso bidimensional, en lo que 
refiere a: 
o La geometría de la señal. 
o Localización de la señal en los ejes de posición horizontal y tiempo 
doble de recorrido. 
o Amplitud y fase de la señal. 
• En los perfiles que no pasan por la vertical del difractor puntual aparece una 
señal correspondiente al efecto lateral causado por éste, con características 
análogas a las arriba expuestas. 
 
En los modelos estudiados en las Subsecciones siguientes se obtienen resultados análogos. 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión 
de los principales resultados obtenidos. 
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 389 
7.2.2. Superposición de capas plano-paralelas sobre un semiespacio infinito 
 
 
Este modelo está constituido por dos capas plano-paralelas, superpuestas a un semiespacio 
infinito. Es equivalente a considerar dos reflectores plano-paralelos, situados en las interfaces 
entre capas, y entre la última capa y el semiespacio. 
 
 
(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan los 
medios, pero no se emplean éstos en la determinación de los parámetros que caracterizan los 
reflectores, sino que se emplean otros valores dados con objeto de remarcar las características 
fundamentales. 
La descripción del modelo se detalla en la Tabla 7–2-3: 
 
 
Tabla 7–2-3: Descripción del modelo tridimensional constituido por dos capas plano-paralelas 
sobre un semiespacio infinito. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Espaciado entre trazas: 
 
0,020EX m=  
0,020EY m=  
 
 Número de muestras por traza: 128PET =  
 Tiempo de muestreo: 910·10LT s−=  
 Espaciado entre muestras: 90,078·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  
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Tabla 7–2-3 (Continuación) 




 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
0σ =  
 
 Velocidad de propagación: 8 11 2,9980·10 ·c m
−= s  
 Constante de propagación: 11 41,92 i mγ −=  
 
 2: Arenas secas  
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 12 2,1199·10 ·c m
−= s  
 Constante de propagación: ( ) 12 0,0133 59, 28i mγ −= +  
 
 3: Arenisca seca  
 Permitividad eléctrica: 06·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
7 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 13 1, 2239·10 ·c m
−= s  
 Constante de propagación: 13 102,7 i mγ −=  
 
 
 Velocidad de propagación promedio: 
 
 
8 11,5679·10 ·mc m
−= s  




 Coeficiente de reflexión: 12 0,7000 0,0001r i= − +  
 Coeficiente de transmisión ascendente: 12 0,3000 0,0001t i= +  
 Coeficiente de transmisión descendente: 21 1,7000 0,0001t i= −  
 Posición: 0,30Z m=  
 
 23  
 Coeficiente de reflexión: 23 0,6000 0,0001r i= − −  
 Coeficiente de transmisión ascendente: 23 0,4000 0,0001t i= +  
 Coeficiente de transmisión descendente: 32 1,6000 0,0001t i= +  




7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 391 
 
(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de dos reflectores plano-paralelos. La SECCIÓN DE ÍNDICES 







Figura 7–2-5: SECCIÓN DE ÍNDICES correspondiente al modelo tridimensional constituido por dos 
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(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD determinada mediante la aplicación del algoritmo se 




0,2214 0,6641r i= − −  
 
              0,3044
           
0,0013r i= +
 
0,0412 0,1203r i= −
 
       0,0421 0,0324r i= − −
 
    0,0184 0,0123r i= − +
 
Figura 7–2-6: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo tridimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. Junto a cada reflector 






7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 393 
 
(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–2-4: 
 
 
Tabla 7–2-4: Descripción de la SECCIÓN MEDIDA correspondiente al modelo tridimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Espaciado entre trazas: 
 
 
0,043EX m=  
0,043EY m=  
 
 Número de muestras por traza: 95PET =  
 Tiempo de muestreo: 99,966·10LT s−=  
 Espaciado entre muestras: 90,106·10ET s−=  
 
 
La comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA se muestra en las figuras 


















Figura 7–2-7: Comparación entre la SECCIÓN MEDIDA y la SECCIÓN ESPERADA correspondiente al 
modelo tridimensional constituido por dos capas plano-paralelas sobre un semiespacio infinito. 
(a) Perfiles de la SECCIÓN MEDIDA por los planos 0,75X m=  e .  
(b) Perfiles de la SECCIÓN ESPERADA por los planos 
0,25Y = m
0,75X m=  e . 0,25Y m=
 






7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 395 
 
 
Figura 7–2-8: Trazas representativas de la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
correspondiente al modelo tridimensional constituido por dos capas plano-paralelas sobre un 
semiespacio infinito. 
Se representa, frente al tiempo doble de recorrido (ns), las trazas correspondientes a la SECCIÓN 
MEDIDA (puntos) y a la SECCIÓN ESPERADA (círculos). 
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(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 102,4582 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA correspondiente al caso tridimensional presenta 
características análogas a las correspondientes al caso bidimensional, en lo que 
refiere a: 
o La geometría de la señal. 
o Localización de la señal en los ejes de posición horizontal y tiempo 
doble de recorrido. 
o Amplitud y fase de la señal. 
 
Estos resultados son análogos a los obtenidos en el resto de Subsecciones. Los resultados 
conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión de los 
principales resultados obtenidos. 
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 397 
7.2.3. Modelo realista 
 
 
Este modelo está constituido por una colección de capas plano-paralelas y elementos 
difractores, superpuestos a un semiespacio infinito. Es equivalente a considerar una colección de 
reflectores plano-paralelos, de diferentes tamaños, situados en las interfaces entre capas, y entre 
las últimas capas y el semiespacio. 
 
 
(1) Descripción del modelo 
 
 
En este modelo se emplean valores realistas para los parámetros que caracterizan los 
medios, empleándose éstos en la determinación de los parámetros que caracterizan los 
reflectores. 
La descripción del modelo se detalla en la Tabla 7–2-5: 
 
 
Tabla 7–2-5: Descripción del modelo tridimensional realista. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Longitud: 
 
0,020EX m=  
0,020EY m=  
 
 Número de muestras por traza: 128PET =  
 Tiempo de muestreo: 910·10LT s−=  
 Tiempo de muestreo: 90,078·10ET s−=  
Caracterización de la antena: 
  
 Pulsación: 6 12 ·900·10 sω π −=  




 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
0σ =  
 
 Velocidad de propagación: 8 11 2,9980·10 ·c m s
−=  
 Constante de propagación: 11 41,92 i mγ −=  
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Tabla 7–2-5 (Continuación) 
Caracterización de los medios: 
 
 2: Arenas secas
 
 Permitividad eléctrica: 02·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
4 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 12 2,1199·10 ·c m
−= s  
 Constante de propagación: ( ) 12 0,0133 59, 28i mγ −= +  
 
 3: Cobre  
 Permitividad eléctrica: 0ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
8 110 ·S mσ −=  
 
 Velocidad de propagación: 3 13 9,4870·10 ·c m
−= s  
 Constante de propagación: 5 13 5,9607·10 mγ −=  
 
 4: Arenisca seca  
 Permitividad eléctrica: 06·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
7 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 14 1,2239·10 ·c m s
−=  
 Constante de propagación: 14 102,7 i mγ −=  
 
 5: Granito seco  
 Permitividad eléctrica: 05·ε ε=  
 Permeabilidad magnética: 0μ μ=  
 Conductividad eléctrica: 
 
8 110 ·S mσ − −=  
 
 Velocidad de propagación: 8 15 1,3407·10 ·c m s
−=  
 Constante de propagación: 7 15 7,6974·10 mγ − −=  
 
 
 Velocidad de propagación promedio: 
 
 
8 11, 4761·10 ·mc m
−= s  
 
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 399 
 
Tabla 7–2-5 (Continuación) 




 Coeficiente de reflexión: 12 0,1716 0,0002r i= − +  
 Coeficiente de transmisión ascendente: 12 0,8284 0,0002t i= +  
 Coeficiente de transmisión descendente: 21 1,1716 0,0002t i= −  
 Posición: 0 X LX≤ ≤ , 0 Y LY≤ ≤ , 0,10Z m=  
 
 23  
 Coeficiente de reflexión: 23 1,0000 0,0000r i= − +  
 Coeficiente de transmisión ascendente: 23 0,0000 0,0000t i= +  
 Coeficiente de transmisión descendente: 32 2,0000 0,0000t i= −  
 Posición: 0,6531X m= , 0,8367Y m= , 0,48Z m=  
 
 24  
 Coeficiente de reflexión: 24 0,2679 0,0002r i= − −  
 Coeficiente de transmisión ascendente: 24 0,7321 0,0002t i= −  
 Coeficiente de transmisión descendente: 42 1,2679 0,0002t i= +  
 Posición: 0 0,3061X m≤ ≤ , 0 0,6531Y m≤ ≤ , 0,50Z m=
 
 25  
 Coeficiente de reflexión: 25 0,2251 0,0002r i= − −  
 Coeficiente de transmisión ascendente: 25 0,7749 0,0002t i= −  
 Coeficiente de transmisión descendente: 52 1,2251 0,0002t i= +  
 Posición: 
0 0,3061X m≤ ≤ , 0,6735 Y LY≤ ≤ , 0,80Z m=
0,3265m X LX≤ ≤ , 0 Y LY≤ ≤ , 0,80Z m=  
 
 32  
 Coeficiente de reflexión: 32 1,0000 0,0000r i= −  
 Coeficiente de transmisión ascendente: 32 2,0000 0,0000t i= −  
 Coeficiente de transmisión descendente: 23 0,0000 0,0000t i= +  
 Posición: 0,6531X m= , 0,8367Y m= , 0,52Z m=  
 
 45  
 Coeficiente de reflexión: 45 0,0455 0,0000r i= −  
 Coeficiente de transmisión ascendente: 45 1,0455 0,0000t i= −  
 Coeficiente de transmisión descendente: 54 0,9545 0,0000t i= +  
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(2) SECCIÓN DE ÍNDICES 
 
 
El modelo consta de varios reflectores plano-paralelos y dos difractores puntuales. La 













             45 
23   32 
Figura 7–2-9: SECCIÓN DE ÍNDICES correspondiente al modelo tridimensional realista. Junto a 
cada reflector se muestra el índice asociado. 
 
 
7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 401 
 
(3) DISTRIBUCIÓN DE REFLECTIVIDAD 
 
 
La DISTRIBUCIÓN DE REFLECTIVIDAD determinada mediante la aplicación del algoritmo se 




0,1000 0,1389r i= − −  
 
       0,0565 0,2063r i= − −
 
            0,0007 0,0081r i= − +
 
0,8520 0,04385r i= − +
              0,0527 0,1540r i= − −  
          0,0272 0,0050r i= −  
       0,0002 0,0047r i= +
   0,0008 0,0001r i= − −
0,0075 0,2565r i= − +  
 
             0,0073
          
0,0091r i= − +
 
0,0005 0,0001r i= − +
    0,0012 0,0405r i= −
0,0023 0,0029r i= −  
Figura 7–2-10: DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente al modelo tridimensional 
realista. Junto a cada reflector se muestra la reflectividad aparente, en el caso en que las partes 
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(4) SECCIÓN MEDIDA 
 
 
La descripción de la SECCIÓN MEDIDA obtenida se detalla en la Tabla 7–2-6: 
 
 
Tabla 7–2-6: Descripción de la SECCIÓN MEDIDA correspondiente al modelo tridimensional 
realista. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  
 Espaciado entre trazas: 
 
 
0,043EX m=  
0,043EY m=  
 
 Número de muestras por traza: 76PET =  
 Tiempo de muestreo: 919,760·10LT s−=  




7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 403 
 
 



















Figura 7–2-11: SECCIÓN MEDIDA obtenida mediante la aplicación del algoritmo correspondiente 
al modelo tridimensional realista. 
(a) Perfil por el plano 0,00X m= .  
(b) Logaritmo decimal del valor absoluto de (a). 
(c) Perfil por el plano 0,49X m= .  
(d) Logaritmo decimal del valor absoluto de (c). 
(e) Perfil por el plano 0,65X m= .  
(f) Logaritmo decimal del valor absoluto de (e). 
(g) Perfil por el plano 1,00X m= .  
(h) Logaritmo decimal del valor absoluto de (g). 
(i) Perfil por el plano 0,00Y m= .  
(j) Logaritmo decimal del valor absoluto de (i). 
(k) Perfil por el plano 0,84Y m= .  
(l) Logaritmo decimal del valor absoluto de (k). 
(m) Perfil por el plano 1,00Y m= .  
(n) Logaritmo decimal del valor absoluto de (m). 
(ñ) Corte por el plano .  
(o) Logaritmo decimal del valor absoluto de (ñ). 
94,5·10t s−=
(p) Corte por el plano .  
(q) Logaritmo decimal del valor absoluto de (p). 
97,3·10t s−=
 






















































7.2. – Aplicación del algoritmo para la resolución del Problema Directo en 3-D 413 
 
 
Figura 7–2-12: Trazas representativas de la SECCIÓN MEDIDA obtenida mediante la aplicación 
del algoritmo correspondiente al modelo tridimensional realista.  
De arriba abajo las trazas corresponden a: 
Traza en 0,00X m= .  
Traza anterior a la ruptura en 0,31X m= .  
Traza posterior a la ruptura en 0,31X m= .  
Traza correspondiente a los difractores en 0,65X m= .  
Traza en 1,00X m= . 
En todos los casos la coordenada Y  es 0,84Y m= . 
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(5) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 85,9982 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• La SECCIÓN MEDIDA correspondiente al caso tridimensional presenta 
características análogas a las correspondientes al caso bidimensional, en lo que 
refiere a: 
o La geometría de la señal. 
o Localización de la señal en los ejes de posición horizontal y tiempo 
doble de recorrido. 
o Amplitud y fase de la señal. 
• En los perfiles que no pasan por la vertical de los difractores puntuales, 
próximos a ellos o a los bordes de los reflectores, aparecen señales 
correspondientes a los efectos laterales causados por éstos, con características 
análogas a las arriba expuestas. 
 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y 
discusión de los principales resultados obtenidos. 
 
Equation Section (Next) 
 
 7.3. Aplicación del algoritmo para la resolución del Problema Inverso  
 en dos dimensiones 
 
 
En esta Sección se aplica el algoritmo para la resolución del Problema Inverso a los 
radargramas obtenidos en la §7.1 para la resolución del Problema Directo a diversos modelos 
bidimensionales sencillos: 
 
• Un difractor puntual. 
• Una superposición de capas plano-paralelas sobre un semiespacio infinito. 
• Modelo realista. 
 
En todos los casos se aplicará el algoritmo a la SECCIÓN MEDIDA determinada con el 
algoritmo para la resolución del Problema Directo (DISTRIBUCIÓN MEDIDA), comparándose los 
resultados obtenidos con la DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente (Cf. nota al pie 
en la Introducción del presente Capítulo). En los casos en que sea pertinente, se obrará de forma 
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7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 417 
7.3.1. Un difractor puntual 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
obtenidas en la §7.1.1, mostradas en la Figura 7–1-3, comparándose con la DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondiente, mostrada en la Figura 7–1-2. 
 
 
(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–3-1: 
 
 
Tabla 7–3-1: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo bidimensional 
constituido por un único difractor puntual. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  




 Número de muestras por traza: 445PED =  
 Longitud de muestreo: 5, 29LD m=  
 Espaciado entre muestras: 0,012ED m=
 
 
La comparación de la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD se muestra en las figuras 7–3–1 y 7–3–2. 
 
 





7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 419 
 
(c)  
Figura 7–3-1: Comparación entre la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo bidimensional constituido por un 
único difractor puntual. 
(a) Valor absoluto de la DISTRIBUCIÓN MEDIDA.  
(b) Valor absoluto de la DISTRIBUCIÓN ESPERADA.   
(c) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD. 
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Figura 7–3-2: Traza representativa de la DISTRIBUCIÓN MEDIDA, DISTRIBUCIÓN ESPERADA y 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo bidimensional constituido por un 
único difractor puntual. 
Se representa, frente a la coordenada de profundidad  (m), las trazas correspondientes al 
valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo), al valor absoluto de la DISTRIBUCIÓN ESPERADA 
(verde) y al valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
 
7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 421 
 
(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 28,8852 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• Tanto la DISTRIBUCIÓN MEDIDA como la DISTRIBUCIÓN ESPERADA presentan 
las características geométricas esperables: El resultado de aplicar el algoritmo 
correspondiente al Problema Inverso a una hipérbola es un objeto puntual. 
Éstos no se encuentran nítidamente definidos, pues quedan unas ramas 
espurias que no convergen al punto. 
• El objeto puntual se encuentra localizado en la posición horizontal y vertical 
que se observa en la DISTRIBUCIÓN DE REFLECTIVIDAD dentro del margen de 
error asumible por su naturaleza discreta. 
• Las amplitudes en la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA 
difieren de las correspondientes a la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
En los modelos estudiados en las Subsecciones siguientes se obtienen resultados análogos. 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión 
de los principales resultados obtenidos. 
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7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 423 
7.3.2. Superposición de capas plano-paralelas sobre un semiespacio infinito 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
obtenidas en la §7.1.2, mostradas en la Figura 7–1-7, comparándose con la DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondiente, mostrada en la Figura 7–1-6. 
 
 
(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–3-2: 
 
 
Tabla 7–3-2: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo bidimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  




 Número de muestras por traza: 463PED =  
 Longitud de muestreo: 3,91LD m=  
 Espaciado entre muestras: 0,008ED m=
 
 
La comparación de la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD se muestra en las figuras 7–3–3 y 7–3–4. 
 
 





7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 425 
 
(c)  
Figura 7–3-3: Comparación entre la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo bidimensional constituido por dos 
capas plano-paralelas sobre un semiespacio infinito. 
(a) Valor absoluto de la DISTRIBUCIÓN MEDIDA.  
(b) Valor absoluto de la DISTRIBUCIÓN ESPERADA.   
(c) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
 
426 Capítulo 7 – Aplicación de los algoritmos a datos sintéticos 
 
 
Figura 7–3-4: Traza representativa de la DISTRIBUCIÓN MEDIDA, DISTRIBUCIÓN ESPERADA y 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo bidimensional constituido por dos 
capas plano-paralelas sobre un semiespacio infinito. 
Se representa, frente a la coordenada de profundidad  (m), las trazas correspondientes al 
valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo), al valor absoluto de la DISTRIBUCIÓN ESPERADA 
(verde) y al valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
 
7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 427 
 
(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 27,0378 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• Tanto la DISTRIBUCIÓN MEDIDA como la DISTRIBUCIÓN ESPERADA presentan 
las características geométricas esperables: El resultado de aplicar el algoritmo 
correspondiente al Problema Inverso a un conjunto de planos horizontales es 
un conjunto de planos horizontales. Éstos no se encuentran nítidamente 
definidos, sino que las DISTRIBUCIONES son no nulas en algunos puntos 
previos y posteriores al máximo. 
• Los planos se encuentran localizados en la posición horizontal que se observa 
en la DISTRIBUCIÓN DE REFLECTIVIDAD dentro del margen de error asumible 
por su naturaleza discreta. 
• Las amplitudes en la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA 
difieren de las correspondientes a la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
Estos resultados son análogos a los obtenidos en el resto de Subsecciones. Los resultados 
conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión de los 
principales resultados obtenidos. 
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7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 429 
7.3.3. Modelo realista 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA obtenida en la §7.1.3, 
mostrada en la Figura 7–1-11, comparándose con la DISTRIBUCIÓN DE REFLECTIVIDAD 
correspondiente, mostrada en la Figura 7–1-10. 
 
 
(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–3-3: 
 
 
Tabla 7–3-3: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo bidimensional 
realista. 
Caracterización del perfil: 
  
 Número de trazas: 350PEX =  
 Longitud: 15,00LX m=  




 Número de muestras por traza: 467PED =  
 Longitud de muestreo: 3,69LD m=  
 Espaciado entre muestras: 0,008ED m=
 
 
La comparación de la DISTRIBUCIÓN MEDIDA con la DISTRIBUCIÓN DE REFLECTIVIDAD se 








Figura 7–3-5: Comparación entre la DISTRIBUCIÓN MEDIDA con la DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondientes al modelo bidimensional realista. 
(a) Valor absoluto de la DISTRIBUCIÓN MEDIDA.  
(b) Logaritmo decimal del valor absoluto de (a). 
(c) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD.  
(d) Logaritmo decimal del valor absoluto de (c). 
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Figura 7–3-6: Trazas representativas de la DISTRIBUCIÓN MEDIDA y DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondientes al modelo bidimensional realista. 
De arriba abajo corresponden a: 
Inicio del perfil.  
Traza correspondiente a los difractores en 9,71X m= .  
Final del perfil. 
En todos los casos se representa, frente a la coordenada de profundidad  (m), las trazas 
correspondientes al valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo) y al valor absoluto de la 
DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
 
7.3. – Aplicación del algoritmo para la resolución del Problema Inverso en 2-D 433 
 
(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 13,3769 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, pueden resaltarse las 
siguientes características generales: 
 
• Tanto la DISTRIBUCIÓN MEDIDA como la DISTRIBUCIÓN ESPERADA presentan 
las características geométricas esperables: El resultado de aplicar el algoritmo 
correspondiente al Problema Inverso a un conjunto de hipérbolas y planos 
horizontales es un conjunto de objetos puntuales y planos horizontales. Éstos 
no se encuentran nítidamente definidos, sino que en los objetos puntuales 
quedan unas ramas espurias que no convergen al punto, y las DISTRIBUCIONES 
son no nulas en algunos puntos previos y posteriores a los máximos de los 
planos. 
• Tanto los objetos puntuales como los planos se encuentran localizados en la 
posición horizontal y vertical que se observa en la DISTRIBUCIÓN DE 
REFLECTIVIDAD dentro del margen de error asumible por su naturaleza 
discreta. 
• Las amplitudes en la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA 
difieren de las correspondientes a la DISTRIBUCIÓN DE REFLECTIVIDAD. 
 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y 
discusión de los principales resultados obtenidos. 
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Equation Section (Next) 
 
 7.4. Aplicación del algoritmo para la resolución del Problema Inverso  
 en tres dimensiones 
 
 
En esta Sección se aplica el algoritmo para la resolución del Problema Inverso a los 
radargramas obtenidos en la §7.2 para la resolución del Problema Directo a diversos modelos 
tridimensionales sencillos: 
 
• Un difractor puntual. 
• Una superposición de capas plano-paralelas sobre un semiespacio infinito. 
• Modelo realista. 
 
En todos los casos se aplicará el algoritmo a la SECCIÓN MEDIDA determinada con el 
algoritmo para la resolución del Problema Directo (DISTRIBUCIÓN MEDIDA), comparándose los 
resultados obtenidos con la DISTRIBUCIÓN DE REFLECTIVIDAD correspondiente (Cf. nota al pie 
en la Introducción del presente Capítulo). En los casos en que sea pertinente, se obrará de forma 
análoga con los resultados analíticos (DISTRIBUCIÓN ESPERADA). 
 
 
7.4.1. Un difractor puntual 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
obtenidas en la §7.2.1, mostradas en la Figura 7–2-3, comparándose con la DISTRIBUCIÓN DE 
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(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–4-1: 
 
 
Tabla 7–4-1: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo tridimensional 
constituido por un único difractor puntual. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  






 Número de muestras por traza: 84PED =  
 Longitud de muestreo: 1,07LD m=  
 Espaciado entre muestras: 0,013ED m=
 
 
La comparación de la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 









Figura 7–4-1: Comparación entre la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo tridimensional constituido por un 
único difractor puntual. 
(a) Perfil del valor absoluto de la DISTRIBUCIÓN MEDIDA por el plano 0,49X m= .  
(b) Perfil del valor absoluto de la DISTRIBUCIÓN MEDIDA por el plano .  0,49Y = m
(c) Perfil del valor absoluto de la DISTRIBUCIÓN ESPERADA por el plano 0,49X m= .  
(d) Perfil del valor absoluto de la DISTRIBUCIÓN ESPERADA por el plano .  0,49Y = m
(e) Perfil del valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por el plano 0,49X m= . 
(f) Perfil del valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por el plano . 0,49Y m=
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Figura 7–4-2: Traza representativa de la DISTRIBUCIÓN MEDIDA, DISTRIBUCIÓN ESPERADA y 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo tridimensional constituido por un 
único difractor puntual. 
Se representa, frente a la coordenada de profundidad  (m), las trazas correspondientes al 
valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo), al valor absoluto de la DISTRIBUCIÓN ESPERADA 
(verde) y al valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
 
7.4. – Aplicación del algoritmo para la resolución del Problema Inverso en 3-D 441 
 
(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 73,9930 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, puede resaltarse el 
hecho de que las DISTRIBUCIONES correspondientes al caso tridimensional presentan 
características análogas a las correspondientes al caso bidimensional, en lo que refiere a: 
 
• La geometría de las DISTRIBUCIONES. 
• Localización de los objetos en los ejes de posición horizontal y vertical. 
• Amplitudes en las DISTRIBUCIONES. 
 
En los modelos estudiados en las Subsecciones siguientes se obtienen resultados análogos. 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión 
de los principales resultados obtenidos. 
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7.4. – Aplicación del algoritmo para la resolución del Problema Inverso en 3-D 443 
7.4.2. Superposición de capas plano-paralelas sobre un semiespacio infinito 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA y la SECCIÓN ESPERADA 
obtenidas en la §7.2.2, mostradas en la Figura 7–2-7, comparándose con la DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondiente, mostrada en la Figura 7–2-6. 
 
 
(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–4-2: 
 
 
Tabla 7–4-2: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo tridimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  






 Número de muestras por traza: 90PED =  
 Longitud de muestreo: 0,95LD m=  
 Espaciado entre muestras: 0,011ED m=
 
 
La comparación de la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD se muestra en las figuras 7–4–3 y 7–4–4. 
 





7.4. – Aplicación del algoritmo para la resolución del Problema Inverso en 3-D 445 
 
(c)  
Figura 7–4-3: Comparación entre la DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA con la 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo tridimensional constituido por dos 
capas plano-paralelas sobre un semiespacio infinito. 
(a) Perfil del valor absoluto de la DISTRIBUCIÓN MEDIDA por los planos 0,75X m= e 
0,25Y m= . 
(b) Perfil del valor absoluto de la DISTRIBUCIÓN ESPERADA por los planos 0,75X m= e 
0,25Y m= . 
(c) Perfil del valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por los planos 0,75X m=  
e . 0,25Y m=
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Figura 7–4-4: Traza representativa de la DISTRIBUCIÓN MEDIDA, DISTRIBUCIÓN ESPERADA y 
DISTRIBUCIÓN DE REFLECTIVIDAD correspondientes al modelo tridimensional constituido por dos 
capas plano-paralelas sobre un semiespacio infinito. 
Se representa, frente a la coordenada de profundidad  (m), las trazas correspondientes al 
valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo), al valor absoluto de la DISTRIBUCIÓN ESPERADA 
(verde) y al valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
 
7.4. – Aplicación del algoritmo para la resolución del Problema Inverso en 3-D 447 
 
(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 81,5214 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, puede resaltarse el 
hecho de que las DISTRIBUCIONES correspondientes al caso tridimensional presentan 
características análogas a las correspondientes al caso bidimensional, en lo que refiere a: 
 
• La geometría de las DISTRIBUCIONES. 
• Localización de los objetos en los ejes de posición horizontal y vertical. 
• Amplitudes en las DISTRIBUCIONES. 
 
Estos resultados son análogos a los obtenidos en el resto de Subsecciones. Los resultados 
conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y discusión de los 
principales resultados obtenidos. 
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7.4.3. Modelo realista 
 
 
En esta Subsección se aplica el algoritmo a la SECCIÓN MEDIDA obtenida en la §7.2.3, 
mostrada en la Figura 7–2-11, comparándose con la DISTRIBUCIÓN DE REFLECTIVIDAD 
correspondiente, mostrada en la Figura 7–2-10. 
 
 
(1) Aplicación del algoritmo 
 
 
La descripción de la DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 7–4-3: 
 
 
Tabla 7–4-3: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al modelo tridimensional 
realista. 
Caracterización del cubo: 
  
 Número de trazas: 50PEX =  50PEY =  
 Longitud: 
1,00LX m=  
1,00LY m=  






 Número de muestras por traza: 56PED =  
 Longitud de muestreo: 1, 44LD m=  
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La comparación de la DISTRIBUCIÓN MEDIDA con la DISTRIBUCIÓN DE REFLECTIVIDAD se 





































Figura 7–4-5: Comparación entre la DISTRIBUCIÓN MEDIDA con la DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondientes al modelo tridimensional realista. 
(a) Valor absoluto de la DISTRIBUCIÓN MEDIDA por el plano 0,65X m= .  
(b) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por el plano 0,65X m= . 
(c) Valor absoluto de la DISTRIBUCIÓN MEDIDA por el plano 0,31X m= .  
(d) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por el plano 0,31X m= . 
(e) Valor absoluto de la DISTRIBUCIÓN MEDIDA por el plano 0,84Y m= .  
(f) Valor absoluto de la DISTRIBUCIÓN DE REFLECTIVIDAD por el plano . 0,84Y m=
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Figura 7–4-6: Trazas representativas de la DISTRIBUCIÓN MEDIDA y DISTRIBUCIÓN DE 
REFLECTIVIDAD correspondientes al modelo tridimensional realista. 
En todos los casos se representa, frente a la coordenada de profundidad  (m), las trazas 
correspondientes al valor absoluto de la DISTRIBUCIÓN MEDIDA (rojo) y al valor absoluto de la 
DISTRIBUCIÓN DE REFLECTIVIDAD (azul). 
D
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(2) Caracterización y comparación de resultados 
 
 
El tiempo medio de cómputo para este modelo es de 30,7225 s. 
 
A la vista de los resultados expuestos en las figuras del punto anterior, puede resaltarse el 
hecho de que las DISTRIBUCIONES correspondientes al caso tridimensional presentan 
características análogas a las correspondientes al caso bidimensional, en lo que refiere a: 
 
• La geometría de las DISTRIBUCIONES. 
• Localización de los objetos en los ejes de posición horizontal y vertical. 
• Amplitudes en las DISTRIBUCIONES. 
 
Los resultados conjuntos serán discutidos en la Sección 7.5, dedicada a la exposición y 
discusión de los principales resultados obtenidos. 
 
Equation Section (Next) 
 
 7.5. Recapitulación 
 
 
En esta Sección se exponen, a modo de compilación, los principales resultados obtenidos en 
el presente Capítulo. 
 
 
A la vista de los resultados expuestos en las §§ 7.1 y 7.2, pueden resaltarse las siguientes 
características generales correspondientes a la resolución del Problema Directo: 
 
• Los radargramas sintetizados mediante este algoritmo presentan las 
características geométricas esperables: Las señales correspondientes a 
difractores puntuales son hipérbolas y las correspondientes a reflectores plano-
paralelos son planos horizontales. 
• En todos los casos las señales correspondientes a las múltiples son observadas. 
Así mismo, en el caso tridimensional, en los perfiles que no pasan por la 
vertical de los difractores puntuales, próximos a ellos o a los bordes de los 
reflectores, aparecen señales correspondientes a los efectos laterales causados 
por éstos.  
• Las posiciones de los vértices de las hipérbolas y los planos no se encuentran 
nítidamente definidas, sino que las señales son no nulas en algunos puntos 
previos y posteriores al máximo. Así mismo, las amplitudes y fases de estas 
señales difieren de las que se obtienen en la resolución analítica. 
• Aun teniendo en cuenta los aspectos arriba señalados, las hipérbolas y los 
planos se encuentran localizados en la posición horizontal y tiempo doble de 
recorrido que se obtiene en la resolución analítica del Problema Directo, 
dentro del margen de error asumible por la naturaleza discreta de la SECCIÓN 
MEDIDA. 
 
A la vista de los resultados expuestos en las §§ 7.3 y 7.4, pueden resaltarse las siguientes 
características generales para la resolución del Problema Inverso: 
 
• La DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA presentan las 
características geométricas esperables: El resultado de aplicar el algoritmo a 
un conjunto de hipérbolas y planos horizontales es un conjunto de hipérbolas y 
planos horizontales. 
• Las posiciones de los objetos no se encuentran nítidamente definidas, sino que 
en los objetos puntuales quedan unas ramas espurias que no convergen al 
punto, y las DISTRIBUCIONES son no nulas en algunos puntos previos y 
posteriores a los máximos de los planos. 
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• Así mismo, las amplitudes de DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN 
ESPERADA difieren de las correspondientes a la DISTRIBUCIÓN DE 
REFLECTIVIDAD. 
• Aun teniendo en cuenta los aspectos arriba señalados, los objetos puntuales y 
los planos se encuentran localizados en la posición horizontal y vertical que se 
observa en la DISTRIBUCIÓN DE REFLECTIVIDAD, dentro del margen de error 
asumible por su naturaleza discreta. 
 
Las características obtenidas son inherentes a la metodología empleada (Stolt, 1978; Stolt y 
Weglen, 1985; Stolt, 1996; Stolt, 2002; Baradello et al., 2004), apareciendo referidas en la 
literatura diferentes estrategias metodológicas, mucho más complejas, para obtener un mayor 
ajuste de las amplitudes (Zeng et al., 1995; Stolt, 1996; Slob, 2003; Guitton, 2004). Así mismo, 
en el caso de la resolución del Problema Inverso, las características obtenidas son inherentes al 
propio proceso de inversión (Haizhong y Xiaojian, 1997; Bitri y Grandjean, 1998; Hermance, 
2001), siendo causadas las ramas espurias por componentes submigradas o sobremigradas (Pérez 
Gracia, 2001, §7.6.2). 
Es importante señalar que estas características se encuentran en consonancia con los 
resultados expuestos en la §3.3.1 del Capítulo 3, dedicado al diseño de los algoritmos, y en los 
Capítulos 4 y 5, dedicados al formalismo de la transformada de Fourier y las metodologías de 
interpolación en la misma. La falta de nitidez en la posición de las señales se debe a que éstas 
deberían ser asignadas a muestras con un tiempo doble de recorrido que no se encuentran 
presentes en la SECCIÓN MEDIDA (Cf. §4.5), efecto que se ve incrementado por la metodología 
empleada para la interpolación en el espectro filtrado (Cf. §§5.2 y 5.3). Esto, a su vez, redunda 
en la alteración de la amplitud y fase de los máximos, pues la energía asociada a éstos se 
distribuye en un intervalo amplio. 
Dadas estas características, es de esperar que sea posible realizar análisis cualitativos de los 
datos de campo, así como análisis cuantitativos en lo que respecta a la geometría, aunque no será 
posible extraer conclusiones de carácter cuantitativo en lo que respecta a amplitudes y fases. 
 
Los tiempos medios de cómputo para los modelos expuestos en el presente Capítulo se 
muestran en la Tabla 7–5-1: 
 
 





Problema Directo Problema Inverso
2D 18,5032 28,8852  
Difractor puntual 
 3D 82,8182 73,9930 
2D 27,9177 27,0378  
Superposición de capas plano-paralelas 
 3D 102,4582 81,5214 
2D 25,9936 13,3769  
Realista 
 3D 85,9982 30,7225 
 
 
Estos tiempos son suficientemente cortos como para que la metodología resulte 
operacionalmente eficiente. 
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En la resolución del Problema Directo no han sido tenidas en cuenta las reflexiones 
múltiples entre la antena y la superficie. Sería posible obtenerlas mediante la introducción en la 
posición 0Z =  de un reflector ficticio asociado a la antena, con un valor del coeficiente de 
transmisión descendente  y unos valores del coeficiente de reflexión  y coeficiente de 
transmisión ascendente  apropiados. Con objeto de simplificar las figuras, los modelos 
tratados en el presente Capítulo no contenían este reflector ficticio, lo cual no supone pérdida de 




En todos los casos ha sido empleada como referencia una única frecuencia. Los resultados 
obtenidos con otras frecuencias no difieren significativamente de los mostrados en el presente 
Capítulo, siendo éste un aspecto presente en la literatura (Bitri y Grandjean, 1998).  
La frecuencia se encuentra presente en esta metodología en la agrupación de parámetros 
electromagnéticos ( )f ω  expuesta en (3.2.17), de la cual dependen funcionalmente el resto de 
magnitudes. En el rango de variación de los parámetros electromagnéticos en los materiales de 
interés, en el rango de variación de la frecuencia en que opera el geo-radar, toma valores 
( ) 2f ω ? , con independencia de la frecuencia, lo que justifica este resultado. 
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Equation Section 1 
 
 7.A. Anexo: 
 Resolución analítica del Problema Directo en dos dimensiones 
 
 
En este Anexo se resuelve el Problema Directo en diversos modelos bidimensionales 
sencillos: 
 
• Un difractor puntual. 
• Una superposición de capas plano-paralelas sobre un semiespacio infinito. 
 
Para ello se emplea un procedimiento análogo al desarrollado en la §6.B del Capítulo 6, 
teniendo en consideración que las señales emitida y recibida no se encuentran necesariamente en 
la dirección de la normal a la superficie. La dirección de los rayos reflejados y transmitidos se 




460 Capítulo 7 – Aplicación de los algoritmos a datos sintéticos 
7.A.1. Un difractor puntual 
 
 
Este modelo está constituido por un difractor puntual, inmerso en una matriz homogénea. 








Tabla 7–A-2: Descripción del modelo constituido por un difractor puntual. 
Caracterización del perfil: 
  
 Longitud: LX  
Caracterización de la matriz: 
  
 Velocidad de propagación: ac  
 Velocidad de propagación promedio:8 mc  
 Constante de propagación: aγ  
Caracterización del difractor puntual: 
  
 Coeficiente de reflexión: abr  
 Posición: abX X= , abZ Z=  
 
 
                                                          
8 En este caso, al haber un único medio, la velocidad promedio coincidirá con la velocidad de propagación en 
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Para cada posición [ ]0,X LX∈  a lo largo del perfil se registra en la antena receptora una 
única señal. En la resolución del Problema Directo debe considerarse la distancia desde el punto 
al difractor, dada por: 
( ) ( )* 2ab ab2Z X X X Z= − +   (7.A.1) 
La coordenada  asociada a esta distancia viene dada por:  D
( ) ( ) ( )* *m
a
cD X Z X Z X
c
= = *   (7.A.2) 
Así pues, la reflectividad aparente y el tiempo doble de recorrido correspondiente a la señal 
recibida en cada posición a lo largo del perfil correspondientes a este modelo vienen dadas por: 
( ) ( )
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7.A.2. Superposición de capas plano-paralelas sobre un semiespacio infinito 
 
 
Este modelo está constituido por dos capas plano-paralelas, superpuestas a un semiespacio 
infinito. 




















Figura 7–A-2: Planteamiento del Problema Directo para el modelo constituido por dos capas 
plano-paralelas sobre un semiespacio infinito. 
 
 
Tabla 7–A-3: Descripción del modelo constituido por dos capas plano-paralelas sobre un 
semiespacio infinito. 
Caracterización del perfil: 
  
 Longitud: LX  
Caracterización de los medios: 
  
 Velocidades de propagación: ,a bc c  
 Constantes de propagación: ,a bγ γ  
 Velocidad de propagación promedio: mc  
Caracterización de los reflectores: 
  
 Coeficientes de reflexión: ,ab bcr r  
 Coeficiente de transmisión ascendente: abt  
 Coeficiente de transmisión descendente: bat  
 Posiciones: 
Reflector : ab abZ Z=  
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En este modelo se distinguen:  
 
• Onda : Es la onda que, partiendo del emisor, atraviesa el medio  hasta 
alcanzar el reflector , donde es reflejada. Atravesando nuevamente el 
medio a  es registrada en el receptor. 
0 0a a
ab
• Ondas : Son las ondas que, partiendo del emisor, atraviesan el 
medio a  hasta alcanzar el reflector , donde son transmitidas. Atraviesan el 
medio  hasta alcanzar el reflector , donde son reflejadas. Un número 
entero  de veces atraviesan nuevamente el medio b  hasta alcanzar el 
reflector , donde son reflejadas, atravesando nuevamente el mismo medio 
hasta alcanzar el reflector , donde son reflejadas. Atravesando nuevamente 
el medio  hasta alcanzar el reflector , donde son transmitidas, y 
atravesando nuevamente el medio  son registradas en el receptor. 
























  (7.A.4) 
Así pues, las reflectividades aparentes y los tiempos dobles de recorrido correspondientes a 
cada onda vienen dadas por: 
( )






· · · · ·
a ab





ab bc ab bc baa ba
r e r






= − ·t  (7.A.5) 
( )


























Aplicación de los algoritmos 





Hay ocasiones en las que es posible extraer suficiente información, bien de los datos brutos 
bien tras un pequeño procesado, como para que sea innecesario aplicarles un proceso de 
inversión. En otras ocasiones, tras el procesado, quedan señales que no es posible identificar 
como difracciones o reflexiones en objetos en la vertical del perfil, o como efectos laterales. 
En estos casos la aplicación de los algoritmos aquí desarrollados permite discriminar estas 
situaciones ya que, en el caso tridimensional, las señales laterales convergen a elementos 
situados en las posiciones reales, y el caso bidimensional las señales laterales son submigradas o 
sobremigradas. 
 
En este octavo Capítulo se discute la aplicación de los algoritmos diseñados en el 
Capítulo 3, con la implementación descrita en el Capítulo 6, a datos de campo, atendiendo a los 
resultados descritos en el Capítulo 7, correspondientes a la aplicación de los mismos a datos 
sintéticos. 
El presente Capítulo se encuentra dividido en tres secciones dedicadas, respectivamente: 
 
• A las características que deben presentar los registros para adecuarse a las 
aproximaciones y simplificaciones de diseño e implementación. 
• A las técnicas de procesado más indicadas para la adecuación de los registros 
a las anteriormente expuestas aproximaciones y simplificaciones. 
• A la aplicación de los resultados anteriores a datos de campo, así como a la 
exposición y discusión de los principales resultados obtenidos. 
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 8.1. Características de los registros 
 
 
La aplicabilidad de los algoritmos, bien los correspondientes a la resolución del Problema 
Inverso sobre los datos de campo, bien los correspondientes a la resolución del Problema 
Directo en modelos propuestos para su posterior comparación con los mismos, se ve supeditada, 
en primer lugar, a la adecuación de los registros a las limitaciones de diseño debidas a las 
sucesivas aproximaciones y simplificaciones realizadas en el desarrollo de los algoritmos, 
recogidas en la §3.3.1 y aquí reexpuestas: 
 
1. Los medios que constituyen la región subsuperficial son lineales, homogéneos 
e isótropos. 
2. Los reflectores están constituidos por elementos difractores puntuales. 
3. La superficie está definida por un plano horizontal. 
4. El emisor y el receptor son coincidentes. 
5. Las derivadas parciales respecto a las coordenadas relativas receptor–emisor 
son despreciables frente al resto. 
6. Los parámetros electromagnéticos de los medios sólo varían con la 
coordenada de profundidad. 
7. La permeabilidad magnética μ  se asume igual a la permeabilidad magnética 
del vacío, 0μ μ=  
8. La permitividad eléctrica ε  y la conductividad eléctrica σ  se aproximan por 
unos valores promedio, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas, ω , de tal forma 
que se verifique (3.2.10), y la velocidad de propagación promedio resultante 
 sea tal que se verifique mc ( )2 1mc c ?  en promedio sobre la SECCIÓN (esto 
es, la velocidad cuadrática media). 
 
De éstas, las aproximaciones 2 y 8 son aproximaciones básicas de diseño, y la 5 es una 
aproximación de carácter numérico. El resto de aproximaciones puede agruparse en torno a los 
siguientes efectos bien diferenciados: 
 
• Naturaleza de la región subsuperficial: Aproximaciones 1, 3, 6 y 7. 
• Modalidad de operación: Aproximación 4. 
• Naturaleza de la radiación: Segunda parte de la aproximación 8 (referida a 
la pulsación de las ondas electromagnéticas). 
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En segundo lugar, en el caso de la resolución del Problema Inverso, dada la implementación 
de los algoritmos expuesta en el Capítulo 6, debe tenerse en cuenta: 
 
• Los registros deben contener trazas y muestras equiespaciadas (Cf. la 
definición de las coordenadas en la §6.1.2). 
• Los algoritmos no implementan la eliminación de ondas múltiples 
(Cf. §6.B.2). 
 
Estos aspectos, tanto los correspondientes a la fase de diseño como a la implementación de 
los algoritmos, serán descritos en detalle en las siguientes Subsecciones. Las técnicas de 




8.1.1. Naturaleza de la región subsuperficial 
 
 
A la naturaleza de la región subsuperficial hacen referencia las aproximaciones 1, 3, 6 y 7, 
donde se expresa que: 
 
• La superficie está definida por un plano horizontal. 
Esta aproximación, como se expone en la §3.2.2.1, tiene sentido en muchas 
aplicaciones en las que emisor y receptor se mueven sobre una superficie plana 
o poco curvada (suelo asfaltado u hormigonado, paredes, etc.), no siendo así 
cuando se mueven sobre superficies rugosas o con ondulaciones muy 
pronunciadas. En estos últimos casos, este efecto habrá de ser eliminado en la 
fase de procesado de los registros. 
• Los medios que constituyen la región subsuperficial son lineales, homogéneos 
e isótropos, asumiéndose que la permeabilidad magnética μ  es igual a la 
permeabilidad magnética del vacío, 0μ μ= . 
Esta aproximación es adecuada en la mayoría de casos prácticos. 
• Los parámetros electromagnéticos de los medios sólo varían con la 
coordenada de profundidad. 
Esta aproximación, junto a la aproximación 4 de la página anterior, conllevan a 
la limitación de realizar únicamente estudios en regiones constituidas por 
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8.1.2. Modalidad de operación 
 
 
A la modalidad de operación hace referencia la aproximación 4, donde se expresa que el 
emisor y el receptor son coincidentes. 
Esta aproximación conlleva la limitación de considerar únicamente la modalidad 
monoestática, o bien a limitarse a aquellos estudios en los que la profundidad de exploración es 
mucho mayor que la distancia relativa emisor–receptor. En otro caso, sería preciso tener en 
cuenta este efecto en la fase de procesado de los registros. 
 
 
8.1.3. Naturaleza de la radiación 
 
 
A la naturaleza de la radiación hace referencia la segunda parte de la aproximación 8, donde 
se expresa que se considera un valor característico de la pulsación de las ondas 
electromagnéticas, ω , lo cual es equivalente a suponer que el emisor es una fuente de radiación 
monocromática. 
Esta aproximación carece de sentido físico, y habrá de ser solventada en la fase de 
procesado de los registros. 
 
 
8.1.4. Trazas y muestras equiespaciadas 
 
 
Como ha sido anteriormente mencionado, los algoritmos para la resolución del Problema 
Inverso requieren que los registros contengan trazas y muestras equiespaciadas. 
En lo que refiere a las trazas, el espaciado entre trazas dependerá de la velocidad de arrastre 
de la antena sobre la superficie, siendo éste uniforme en el caso en que ésta también lo sea. En el 
caso en que la velocidad de arrastre no sea uniforme, la situación habrá de ser solventada en la 
fase de procesado de los registros. 
En lo que refiere al muestreo temporal, ésta es una característica inherente al proceso de 
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8.1.5. Ondas múltiples 
 
 
Como ha sido anteriormente mencionado, los algoritmos para la resolución del Problema 
Inverso no implementan la eliminación de ondas múltiples. 
Esto conlleva la limitación de estudiar registros sin señales correspondientes a múltiples, o 




 8.2. Procesado de los registros 
 
 
En el caso en que los registros no se adecuen a las limitaciones de diseño e implementación 
expuestas en la Sección anterior, debe realizarse una fase de procesado de los mismos, previa a 
la aplicación de los algoritmos. 
Existen diversas publicaciones donde los autores exponen las técnicas de procesado 
empleadas en los registros de geo-radar, así como sus características, siendo las más relevantes: 
 
• Aplicación de ganancias (Hugenschmidt et al., 1998; Overmeeren, 1998; 
Pipan et al., 1999; Grandjean et al., 2000; Grandjean y Durand, 2000). 
• Remuestreo en el eje espacial (Hugenschmidt et al., 1998; Grandjean et al., 
2000). 
• Filtros temporales (Hugenschmidt et al., 1998; Overmeeren, 1998; Pipan et al., 
1999; Grandjean et al., 2000; Grandjean y Durand, 2000; Dascalu y Franti, 
2003). 
• Filtros espaciales (Overmeeren, 1998; Pipan et al., 1999; Grandjean y Durand, 
2000; Heinckle et al., 2004). 
• Corrección estática (Hugenschmidt et al., 1998; Overmeeren, 1998; Grandjean 
et al., 2000; Grandjean y Durand, 2000; Green et al., 2003; Heincke et al., 
2004). 
• Eliminación de la señal de fondo (Brunzell, 1998; Halman et al., 1998; 
Dascalu y Franti, 2003; Grandjean y Durand, 2000). 
• Deconvolución (Green et al., 2003; Roth et al., 2003; Xia et al., 2003; Heincke 
et al., 2004). 
• Migración (Hugenschmidt et al., 1998; Grandjean et al., 2000; Grandjean y 
Durand, 2000; Moran et al., 2000; Witten, 2002). 
• Superposición de trazas (Pipan et al., 1999; Green et al., 2003). 
 
Las técnicas de procesado más indicadas para la adecuación de los registros a las 
aproximaciones y simplificaciones de diseño e implementación expuestas en la Sección anterior 
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8.2.1. Superficie no horizontal 
 
 
En los casos en que la superficie no pueda considerarse horizontal, tal como se mencionó en 
la §3.2.2.1, es posible efectuar un filtrado espacial o una corrección estática por la topografía. 
En el caso en que la antena se desliza por una superficie irregular, se introduce un ruido de 
fondo de alta frecuencia, que puede ser eliminado mediante la aplicación de un filtro espacial 
pasa baja (Cf. §2.4.3). 
En el caso en que la superficie presenta una cierta topografía, es posible corregir este efecto 
mediante la aplicación de una corrección estática (Cf. §2.4.5). 
 
 
8.2.2. Estratificaciones con reflectores planos no horizontales o curvados 
 
 
En el caso de estratificaciones con reflectores planos no horizontales o curvados, la 
aplicación de los algoritmos no está justificada, al no adecuarse a las limitaciones anteriormente 
expuestas. No obstante, es de esperar que en el caso de reflectores inclinados con pequeños 
buzamientos, o reflectores curvados con pequeñas curvaturas, los resultados obtenidos no sean 
en exceso incorrectos, debiéndose tener siempre en cuenta este hecho en la fase de interpretación 
de los resultados. 
 
 
8.2.3. Emisor y receptor no coincidentes 
 
 
En los casos en que emisor y receptor no sean coincidentes, bien porque no se opera en la 
modalidad monoestática, bien porque la profundidad de exploración sea comparable o inferior 
que la distancia relativa emisor–receptor, es posible, tal como se mencionó en la §3.2.2.1, 
efectuar una superposición de trazas (Cf. §2.4.8), bajo la consideración de que las secciones 
obtenidas serán equivalentes a las secciones normales, o bien una corrección por el NMO 
(Cf. §2.4.9). 
En lo que refiere a la superposición de trazas, este proceso puede realizarse bien en la etapa 
de adquisición (preprocesado), bien con posteridad a la misma. En cualquier caso, dado que se 
produce un decremento de la resolución horizontal, debe emplearse una velocidad de arrastre de 
la antena suficientemente baja como para que la superposición de trazas no suponga una pérdida 
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8.2.4. Emisor no monocromático 
 
 
Como ha sido mencionado anteriormente, en ninguno de los casos podrá considerarse al 
emisor como una fuente monocromática de radiación electromagnética. 
El procesado adecuado a esta situación es la aplicación de un filtro temporal pasa banda 
(Cf. §2.4.4), con el que seleccionar un rango de frecuencias suficientemente estrecho como para 
que el contenido frecuencial del registro se aproxime lo más posible a la condición de 
monocromaticidad. En cualquier caso, es conveniente realizar un estudio de frecuencias previo y 
posterior a la misma, con objeto de comprobar que se ha realizado correctamente y no ha sido 
perdida información útil. 
Un procesado inadecuado sería la deconvolución del registro por la forma de la onda (Cf. 
Figura 2–2–2) pues, debido a la dispersión de frecuencias (Cf. §1.2.3.1) y a la diferente 
atenuación de las ondas en función de su frecuencia (Cf. §1.2.1), la forma del pulso cambia 
conforme se propaga en el interior de la subsuperficie, en función de los materiales por los que 
es transmitido. Así pues, sería preciso realizar la deconvolución de cada señal presente en los 
registros por la forma de la onda correspondiente, quedando descartada la operación automática. 
 
 
8.2.5. Trazas no equiespaciadas 
 
 
Como ha sido mencionado anteriormente, en el caso en que la velocidad de arrastre de la 
antena sobre la superficie no sea uniforme los registros no contendrán trazas uniformemente 
espaciadas. 




8.2.6. Ondas múltiples. Clutter 
 
 
Las ondas múltiples, a los efectos de los algoritmos implementados para la resolución del 
Problema Inverso, constituyen un ruido cuyo tratamiento puede enmarcarse entre los diseñados 
para el tratamiento genérico del clutter. 
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Se refiere con el término de clutter (literalmente “desperdicios”) al conjunto de señales no 
deseadas presentes en los registros (González y Marcello, 2002, Capítulo 5; Daniels, 2004, 
§2.4). Las fuentes de clutter son diversas, encontrándose referidas en la literatura:1
 
• Clutter originado por reflexiones múltiples (Weglein et al., 1997; Landa et al., 
1999; Youn y Zhou, 2001; Álvarez y Larner, 2004; Nobes et al., 2005; Sava y 
Guitton, 2005). 
• Clutter originado por reflexiones múltiples entre la antena y la superficie 
(George y Altshuler, 1998; Salvati et al., 1998; Merwe y Gupta, 2000; Sagués 
et al., 2001; Karlsen et al., 2001; Kempen y Sahli, 2001; Kolba y Jouny, 2003; 
Kovalenko y Yoarovoy, 2003; Sai y Ligthart, 2003; Yarovoy, 2003; Yarovoy 
et al., 2003; Zhao et al., 2003; Hu y Zhou, 2004). 
• Clutter originado por raíces u otras intrusiones en la subsuperficie 
(El-Shenawee y Rappaport, 2002). 
• Clutter originado por reflexiones externas o efectos de borde (Pérez Gracia, 
2001, §§17.2 y 17.3; Daniels, 2004, §7.10). 
• Clutter doppler, originado por el desplazamiento de aviones desde los que se 
adquieren los datos de campo (Jaffer et al., 2005). 
 
En la literatura se encuentran diversas metodologías para la eliminación de las señales 
clutter de los registros, entre ellas: 
 
• Caracterización empírica del clutter (George y Altshuler, 1998; Salvati et al., 
1998; Pérez Gracia, 2001, §17.4). 
• Modelado en el dominio frecuencial (Merwe y Gupta, 2000; Hu y 
Zhou, 2004). 
• Eliminación mediante técnicas interferométricas (Sagués et al., 2001). 
• Atenuación de múltiples (Weglein et al., 1997; Landa et al., 1999; Álvarez y 
Larner, 2004; Sava y Guitton, 2005). 
                                                          
1 El más referido en la literatura es el correspondiente a las reflexiones múltiples entre la antena y la 
superficie, en especial en las aplicaciones correspondientes a la detección de minas y armamento enterrado. 
La mayoría de tecnologías en uso o propuestas para ello padecen de una tasa de falsas alarmas 
inaceptablemente alta, como consecuencia de la incapacidad de discriminación entre las señales procedentes 
del armamento y el clutter (George y Altschuler, 1998). De hecho, el contenido de señal útil en los registros 
dirigidos a este objetivo se estima en 5-7%, mientras que el contenido de señal clutter se estima en 16-20% 
(El-Shenawee y Rappaport, 2002). 
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• Caracterización del clutter mediante métodos estadísticos:2 
o Simulación Monte Carlo (El-Shenawee y Rappaport, 2002; Yarovoy, 
2003). 
o Modelos MA (Kovalenko y Yoarovoy, 2003; Sai y Ligthart, 2003; 
Yarovoy et al., 2003). 
o Modelos ARMA (Kempen y Sahli, 2001; Kolba y Jouny, 2003). 
o Modelos markovianos (Zhao et al., 2003). 
o Matriz de covarianza del espectro de potencia (Jaffer et al., 2005). 
o Correlación entre los campos correspondientes a la propagación de 
las ondas en sentido descendente y ascendente (Youn y Zhou, 2001). 
o Análisis de Componentes Principales (Karlsen et al., 2001). 
 
En su aplicación a las ondas múltiples, estas metodologías permiten su identificación y 
eliminación parcial, aunque sin asignar su energía a la primaria que les corresponde, lo que 
conlleva un inevitable deterioro de la señal. 
En cualquiera de los casos, tal como ha sido expuesto en la §6.2.B, la eliminación de 
múltiples es una tarea complicada, pues no son completamente separables de las señales 
primarias de acuerdo con criterios como periodicidad o espectro (Yarovoy, 2003; Nobes et al., 
2005), y es requerido un modelado preciso de la propagación de las ondas, con una 
determinación exacta tanto de los tiempos de recorrido como de las amplitudes (Youn y Zhou, 
2001). 
                                                          
2 Un estudio detallado de los procedimientos estadísticos referidos puede encontrarse en: 
 
• Series temporales (Pérez, 2001): 
o Modelos no paramétricos (Aznar y Trívez, 1993a). 
o Modelos paramétricos (Uriel Jiménez, 1985; Aznar y Trívez, 1993b). 
• Métodos estocásticos: Procesos de Markov, entre otros (Aznar y Trívez, 1993b, Cinlar, 1975). 
• Métodos de Monte Carlo (Tarantola, 1987; Scheid y Lorencez, 1991; Sen y Stoffa, 1995). 
• Métodos multivariantes: Análisis de la matriz de covarianza y análisis de componentes principales, 
entre otros (Pérez, 2001; Johnson y Wichern, 2002). 
 





 8.3. Aplicación a datos de campo 
 
 
En esta Sección se aplica el algoritmo para la resolución del Problema Inverso en dos 
dimensiones a datos de campo extraídos de campañas de prospección con geo-radar realizadas 
en agosto de 2004 en la huerta del Monasterio de El Paular (Rascafría, Madrid) y en septiembre 
de 2003 en el castro de “El Ceremeño” (Herrería, Guadalajara).3
En el primer caso se estudia un perfil en el que se encuentra presente una señal y sus 
múltiples, correspondientes a la difracción en los bordes de un muro de granito enterrado. En el 
segundo caso se estudia un perfil más complejo, en el que se encuentra presente un conjunto de 
varias señales y sus múltiples, correspondientes a las difracciones en los bordes de varias 
cimentaciones enterradas. 
Tras la descripción del equipo empleado, en cada caso se describe el emplazamiento donde 
fueron adquiridos los datos y se exponen los resultados obtenidos en los procesados previos a la 
aplicación del algoritmo y tras la aplicación del mismo, finalizándose con la caracterización de 
los resultados obtenidos. 
 
 
8.3.1. Descripción del equipo de geo-radar 
 
 
El geo-radar empleado es un modelo Zond-12c, comercializado por Radar Systems, Inc. El 
equipo se acompaña con un conjunto de antenas, de frecuencias 100 MHz, 500 MHz, 900 MHz 
y 2 GHz. 
En los estudios referidos, tras realizar pruebas con las antenas de diferentes frecuencias, se 
eligió emplear la antena de 900 MHz. 
Para el procesado se emplea el software Prism2 de Radar Systems, Inc. (Grigoriev y 
Zelenkov, 2004), realizándose tres tratamientos: Remuestreo en el eje espacial, filtrado espacial 
pasa baja y filtrado temporal pasa banda. 
 
 
                                                          
3 Dada la falta de ajuste en amplitudes y fases, únicamente se realizará un análisis cualitativo de los datos de 
campo (Cf. §7.5). 
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8.3.2. Aplicación en la huerta del Monasterio de El Paular (Rascafría, Madrid) 
 
 
8.3.2.1.    Localización del emplazamiento de estudio 
 
 
El Monasterio de El Paular se encuentra situado en el término municipal de Rascafría 
(Madrid), en la carretera hacia Cotos y Navacerrada. En la actualidad El Paular alberga, en el 
recinto de lo que fue Cartuja, dos entidades perfectamente diferenciadas: un monasterio de 
Monjes Benedictinos (constituido por la zona monasterial denominada la “monjía” más la iglesia 
y anexos) y el Hotel Santa María de El Paular (constituido por la primitiva “frailía” y la 
hospedería). 
La historia del Monasterio de El Paular da comienzo a finales del siglo XIV cuando, en 
1390, Enrique II de Trastamara, en su lecho de muerte, arrepentido por haber causado el 
incendio de un convento de esta orden durante sus campañas francesas, decide la fundación de 
un monasterio de cartujos, indicando a su hijo Juan I el lugar de la primitiva ermita de Santa 
María del Paular, que fue llamada posteriormente Capilla de los Reyes y hoy es la Capilla de 
Nuestra Señora de Montserrat.  
Juan I comienza la construcción y añade, en 1403, un pequeño palacio de retiro con la 
dirección del arquitecto Rodrigo Alonso. Durante la época de los Reyes Católicos el arquitecto 
Juan Guas construye el atrio de la iglesia, las portadas gótico-isabelino y, posiblemente, el 
retablo de alabastro del presbiterio de la capilla del Sagrario. 
En el siglo XVIII se reforma la capilla del Sagrario y se ejecuta el Transparente, obra de 
Francisco Hurtado Izquierdo. A mediados de este siglo, un violento terremoto (el terremoto de 
Lisboa de 1755) causó graves daños en la torre, teniendo que ser reedificada desde el segundo 
cuerpo, y en el resto del edificio, en el que hubo que cambiar el artesonado de las naves de la 
iglesia por una bóveda de cañón al más puro estilo rococó de fines del siglo XVIII. 
Como resultado de esta constante evolución, en el conjunto se concentran cuatro estilos muy 
importantes del arte español: gótico, barroco, renacimiento y flamenco. 
La desamortización de 1835 provoca la decadencia y abandono de la Cartuja, que es vendida 
a particulares. En 1876 es declarada Monumento y en 1954 es cedida en parte a la Orden de 
Benedictinos, siendo el resto utilizado como Hotel. 
Es de señalar especialmente su huerta, donde se reúnen diversos elementos de arquitectura, 
escultura, obras hidráulicas y el propio elemento hortense. Se pueden destacar los estanques, 
distribuidos a lo largo de toda la huerta, así como la casa de labranza. 
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Figura 8–3-1: Vista lateral del Monasterio de El Paular. 
Equation Section (Next)Equation Section (Next) 
 
 
8.3.2.2.    Perfil estudiado 
 
 
La descripción técnica del registro bruto correspondiente al perfil objeto del estudio se 
detalla en la Tabla 8–3-1: 
 
 
Tabla 8–3-1: Características técnicas del registro bruto correspondiente a la huerta del 
Monasterio de El Paular. 
Caracterización del perfil: 
  
 Número de trazas: 174PEX =  
 Longitud: 
 
15,00LX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  
 Espaciado entre muestras: 90,098·10ET s−=  
Caracterización de la antena: 
  






60dB , cuadrática. 
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Figura 8-3-2: Mapa de color en tonos de gris del registro bruto correspondiente a la huerta del 
Monasterio de El Paular (el blanco corresponde al valor mínimo, el negro al máximo). El eje de 
ordenadas expresa el tiempo doble de recorrido, en nanosegundos, y el eje de abscisas el número 
de traza. Las líneas verticales muestran la distancia desde el inicio del perfil, en metros. En 
amarillo se indica la señal a analizar. 
 
 
El material presente en la subsuperficie es sedimentario (material de relleno), y presenta las 
características de homogeneidad que son requeridas para la aplicación de los algoritmos. En la 
Figura 8-3-2 puede apreciarse, entre otras, la presencia de una señal y sus múltiples entre los 
metros 3 y 4, originada por la difracción en los bordes de un muro de granito como el mostrado 
en la Figura 8–3-3. 
Ésta será la señal que se analizará en esta Subsección, siendo el objetivo del procesado la 
adecuación del registro a las limitaciones de diseño e implementación expuestas en las 
Secciones anteriores, para posteriormente aplicar sobre él el algoritmo para la resolución del 
Problema Inverso en dos dimensiones con objeto de lograr la convergencia de las señales 
analizadas a elementos puntuales. 
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Figura 8–3-3: Codo de muro (cortesía de Juan José Cano). Las señales marcadas en la Figura 





8.3.2.3.    Procesado 
 
 
El objetivo de las técnicas de procesado expuestas en la presente Subsección es la 
adecuación del registro a las limitaciones de diseño e implementación expuestas en las 
Secciones anteriores. Se realizan tres tratamientos: Remuestreo en el eje espacial, filtrado 
espacial pasa baja y filtrado temporal pasa banda. 
 
 
(1) Interpolación en el eje espacial 
 
 
En este registro las marcas de posición no se encuentran equiespaciadas. Con objeto de 
situarlas a las distancias correctas, se realiza una interpolación del mismo en el eje espacial. 
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Tabla 8–3-2: Características técnicas del registro correspondiente a la huerta del Monasterio de 
El Paular tras la interpolación en el eje espacial. 
Caracterización del perfil: 
  
 Número de trazas: 169PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,089EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  





El registro resultante se muestra en la Figura 8–3-4: 
 
 




            
Figura 8–3-4: Mapa de color en tonos de gris del registro correspondiente a la huerta del 
Monasterio de El Paular tras la interpolación en el eje espacial (el blanco corresponde al valor 
mínimo, el negro al máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en 
nanosegundos, y el eje de abscisas el número de traza. Las líneas verticales muestran la 
distancia desde el inicio del perfil, en metros. En amarillo se indica la señal a analizar. 
 
 
En este registro interpolado las marcas de posición se encuentran equiespaciadas. Como 
resultado del procesado, el número de trazas se ha reducido a 169PEX = . 
 
 
(2) Filtrado espacial pasa baja 
 
 
Con objeto de reducir el efecto de la rugosidad de la superficie en el registro, se realiza un 
filtrado espacial pasa baja. Para ello se emplea una ventana de 3 trazas de longitud, valor que se 
elige como aquel que maximiza el suavizado del registro, minimizando la pérdida de resolución. 
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Tabla 8-3-3: Características técnicas del registro correspondiente a la huerta del Monasterio de 
El Paular tras el filtrado espacial pasa baja. 
Caracterización del perfil: 
  
 Número de trazas: 169PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,089EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  










            
Figura 8–3-5: Mapa de color en tonos de gris del registro correspondiente a la huerta del 
Monasterio de El Paular tras el filtrado espacial pasa baja (el blanco corresponde al valor 
mínimo, el negro al máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en 
nanosegundos, y el eje de abscisas el número de traza. Las líneas verticales muestran la 
distancia desde el inicio del perfil, en metros. En amarillo se indica la señal a analizar. 
 
 
En este registro filtrado el efecto de la rugosidad de la superficie ha sido reducido. 
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(3) Filtrado temporal pasa banda 
 
 
Con objeto de reducir el contenido frecuencial en el registro a una banda estrecha, en torno a 
la frecuencia mayoritaria, se realiza un filtrado temporal pasa banda. Como paso previo se 





       
Figura 8–3-6: Espectro de potencia normalizado de la región del registro correspondiente a la 
huerta del Monasterio de El Paular que contiene la señal objeto de estudio, previo al filtrado 
temporal. El eje de abscisas expresa la frecuencia, en MHz. 
 
 
Los rasgos característicos del espectro se exponen en la Tabla 8–3-4: 
 
 
Tabla 8–3-4: Rasgos característicos del espectro del registro correspondiente a la huerta del 
Monasterio de El Paular. 
Densidad espectral del 
espectro normalizado 0,50 0,75 1,00 0,75 0,50 
Frecuencia (MHz) 208 278 362 403 487 
 
 
El filtro se elige tomando como valores para los ceros las frecuencias correspondientes a los 
valores de densidad espectral de 0,50, y como valores para los unos las frecuencias 










       
Figura 8-3-7: Respuesta en frecuencias del filtro temporal correspondiente a la huerta del 
Monasterio de El Paular. El eje de abscisas expresa la frecuencia, en MHz. 
 
 




Tabla 8-3-5: Características técnicas del registro correspondiente a la huerta del Monasterio de 
El Paular tras el filtrado temporal pasa baja. 
Caracterización del perfil: 
  
 Número de trazas: 169PEX =  
 Longitud: 15,00LX m=  
 Espaciado entre trazas: 
 
0,089EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  





El registro resultante de la aplicación del filtro se muestra en la Figura 8–3-8: 
 
 




            
Figura 8–3-8: Mapa de color en tonos de gris del registro correspondiente a la huerta del 
Monasterio de El Paular tras el filtrado temporal pasa banda (el blanco corresponde al valor 
mínimo, el negro al máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en 
nanosegundos, y el eje de abscisas el número de traza. Las líneas verticales muestran la 
distancia desde el inicio del perfil, en metros. En amarillo se indica la señal a analizar. 
 
 
En este registro filtrado el contenido frecuencial se ha simplificado notablemente. El 






       
Figura 8–3-9: Espectro de potencia normalizado de la región del registro correspondiente a la 
huerta del Monasterio de El Paular que contiene la señal objeto de estudio, tras el filtrado 
temporal. El eje de abscisas expresa la frecuencia, en MHz. 
 
 
Al comparar las figuras 8–3–5 y 8–3–8 se observa cómo en el nuevo registro filtrado las 
componentes frecuenciales fuera de la banda de interés han sido atenuadas, y aquellas que 
contienen la información de interés permanecen. 
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8.3.2.4.    Resolución del Problema Inverso 
 
 
El algoritmo para la resolución del Problema Inverso en dos dimensiones se aplica al 
registro anterior. Para ello se selecciona como valor de la pulsación de las ondas 
electromagnéticas el valor correspondiente al máximo de la densidad espectral expuesto en la 
Tabla 8–3-4, y para los parámetros electromagnéticos promedio los valores 08·mε ε= , 
0mμ μ=  y  (compatibles con el ajuste de las hipérbolas de difracción en las 
figuras previas), que son los que producen una mejor convergencia de la señal.  
210 ·m S mσ −= 1−
 
El tiempo medio de cómputo para este registro es de 7,3872 s.4 La descripción de la 
DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 8–3-6: 
 
 
Tabla 8–3-6: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente a la huerta del 
Monasterio de El Paular. 
Caracterización del perfil: 
  
 Número de trazas: 169PEX =  
 Longitud: 15,00LX m=  




 Número de muestras por traza: 511PED =  
 Longitud de muestreo: 2,65LD m=  
 Espaciado entre muestras: 0,005ED m=
 
 
La DISTRIBUCIÓN MEDIDA resultante se muestra en la Figura 8–3-10, donde se aprecia cómo 
la señal ha convergido a elementos puntuales, asociados a la reflexión primaria y a las 
reflexiones múltiples entre la antena y la superficie. 
 
                                                          
4 Los tiempos referidos han sido determinados en la ejecución en la máquina descrita en la Introducción del 
Capítulo 7. 
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Figura 8–3-10: Mapa de color en tonos de gris de la DISTRIBUCIÓN MEDIDA correspondiente a la 
huerta del Monasterio de El Paular (el blanco corresponde al valor mínimo, el negro al 
máximo). El eje de ordenadas expresa la coordenada D  y el eje de abscisas la distancia al 
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8.3.3. Aplicación en el castro de El Ceremeño (Herrería, Guadalajara) 
 
 
8.3.3.1.    Localización del emplazamiento de estudio 
 
 
Los celtíberos fueron los pueblos prerromanos de estirpe celta que habitaron, en los siglos 
anteriores al cambio de era, la región de la Celtiberia cuyos límites se extendían desde el valle 
medio del Ebro hasta el río Duero, quedando incluido en ella el norte de la provincia de 
Guadalajara, ocupado en parte por el Señorío de Molina de Aragón, donde se ubica el 
yacimiento arqueológico de "El Ceremeño". 
Este poblado fortificado o "castro" fue descubierto casualmente por vecinos de la localidad 
de Herrería (Guadalajara) durante los años 1980 y, a lo largo de varias campañas, se han 
realizado excavaciones arqueológicas en extensión, dirigidas por la Dra. M.Luisa Cerdeño 
Serrano (Departamento de Prehistoria de la Universidad Complutense de Madrid), que han 
ampliado notablemente nuestros conocimientos sobre la cultura celtibérica. 
Su gran interés estriba en que ha conservado las estructuras defensivas y domésticas de dos 
momentos sucesivos de ocupación. El primer asentamiento se ha fechado en el siglo VI a. C. y 
fue destruido por un incendio sobre cuyas cenizas se volvieron a asentar sus habitantes, hasta el 
definitivo abandono del lugar presumiblemente en torno al siglo IV a. C. 
El poblado es un pequeño recinto de unos 2000 m2 ubicado sobre un cerro testigo en la vega 
del río Sauco, lo que le confiere una buena posición estratégica tanto desde el punto de vista 
tanto económico como defensivo, reforzado este último por una espectacular muralla de piedra 
que rodea su perímetro. En el interior se disponen las viviendas, rectangulares y adosadas entre 
si, a lo largo de dos calles paralelas que atraviesan el espacio interior de este a oeste, siguiendo 
el modelo habitual de muchos poblados meseteños durante la Edad del Hierro. 
Las viviendas hasta ahora descubiertas tienen un tamaño que oscila entre los 30 y los 50 m2 
y constan de dos o tres estancias interiores: el vestíbulo, la gran habitación central donde se 
situaba el hogar y la despensa al fondo donde se guardaban las provisiones. En ellas se han 
encontrado algunas vasijas de almacenamiento que contenían diferentes productos, como trigo, 
cebada, mijo y bellota, indicadores de los productos básicos de su alimentación. 
Aparte de la interesante información obtenida sobre los aspectos urbanos y domésticos, 
también comenzamos a saber algo sobre las costumbres funerarias de los habitantes de El 
Ceremeño puesto que en 1997 fue descubierta la necrópolis, o lugar donde enterraban a sus 
muertos y en la actualidad está siendo objeto de estudio. 
Otra de las características singulares del castro de El Ceremeño ha sido el buen estado de 
conservación general en que se encontraban sus estructuras de piedra que ha permitido acometer 
su consolidación y puesta en valor, tras ser declarado Bien de Interés Cultural, para que pueda 
ser visitado por el gran público como muestra importante de nuestro común Patrimonio 
Arqueológico. La explicación y comprensión de las ruinas visitables se completa con un 
pequeña Exposición/Centro de Visitantes instalado muy cerca del yacimiento, en los locales del 
Ayuntamiento de Herrería. 
 
 













Figura 8-3-11: Vista aérea y detalles del castro de “El Ceremeño” (Herrería, Guadalajara)  
(Panel superior, vista aérea cortesía de M.Luisa Cerdeño; panel inferior, vistas de detalle, 
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8.3.3.2.    Perfil estudiado 
 
 
La descripción técnica del registro bruto correspondiente al perfil objeto del estudio se 
detalla en la Tabla 8–3-7: 
 
 
Tabla 8–3-7: Características técnicas del registro bruto correspondiente al castro de El 
Ceremeño. 
Caracterización del perfil: 
  
 Número de trazas: 430PEX =  
 Longitud: 
 
26,00LX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  
 Espaciado entre muestras: 90,098·10ET s−=  
Caracterización de la antena: 
  











El registro bruto se muestra en la Figura 8–3-12: 
 
 




            
Figura 8–3-12: Mapa de color en tonos de gris del registro bruto correspondiente al castro de El 
Ceremeño (el blanco corresponde al valor mínimo, el negro al máximo). El eje de ordenadas 
expresa el tiempo doble de recorrido, en nanosegundos, y el eje de abscisas el número de traza. 
Las líneas verticales muestran la distancia desde el inicio del perfil, en metros. En amarillo se 
indican las señales a analizar. 
 
 
Análogamente a lo que ocurría en el ejemplo expuesto en la Subsección anterior, el material 
presente en la subsuperficie es sedimentario, y presenta las características de homogeneidad que 
son requeridas para la aplicación de los algoritmos. En la Figura 8–3-12 puede apreciarse, entre 
otras, la presencia de varias señales y sus múltiples, originada por la difracción en los bordes de 
cimentaciones enterradas. Éstas serán las señales que se analizará en esta Subsección, siendo el 
objetivo del procesado la adecuación del registro a las limitaciones de diseño e implementación 
expuestas en las Secciones anteriores, para posteriormente aplicar sobre él el algoritmo para la 
resolución del Problema Inverso en dos dimensiones con objeto de lograr la convergencia de las 
señales analizadas a elementos puntuales. 
La disposición de las cimentaciones en la región subsuperficial es análoga a la que se 
muestra en el panel superior y en la vista inferior derecha del panel inferior en la Figura 8-3-11, 
donde se observan cimentaciones a dos alturas (correspondientes a dos niveles de ocupación), 
cuyos arranques no son en todos los casos coincidentes (lo que origina el espaciado irregular y el 
aspecto complejo de las señales indicadas en la Figura 8–3-12). El perfil que se estudia en esta 
Subsección, se localiza en la Figura 8–3-13. 
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Figura 8–3-13: Proceso de adquisición de datos. El perfil mostrado en la Figura 8–3-12 es 





8.3.3.3.    Procesado 
 
 
El objetivo de las técnicas de procesado expuestas en la presente Subsección es la 
adecuación del registro a las limitaciones de diseño e implementación expuestas en las 
Secciones anteriores. Se realizan tres tratamientos: Remuestreo en el eje espacial, filtrado 
espacial pasa baja y filtrado temporal pasa banda. 
 
 
(1) Interpolación en el eje espacial 
 
 
En este registro las marcas de posición no se encuentran equiespaciadas. Con objeto de 
situarlas a las distancias correctas, se realiza una interpolación del mismo en el eje espacial. 
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Tabla 8–3-8: Características técnicas del registro correspondiente al castro de El Ceremeño tras 
la interpolación en el eje espacial. 
Caracterización del perfil: 
  
 Número de trazas: 415PEX =  
 Longitud: 26,00LX m=  
 Espaciado entre trazas: 
 
0,063EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  










            
Figura 8–3-14: Mapa de color en tonos de gris del registro correspondiente al castro de El 
Ceremeño tras la interpolación en el eje espacial (el blanco corresponde al valor mínimo, el 
negro al máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en nanosegundos, y 
el eje de abscisas el número de traza. Las líneas verticales muestran la distancia desde el inicio 
del perfil, en metros. En amarillo se indican las señales a analizar. 
 
 
En este registro interpolado las marcas de posición se encuentran equiespaciadas. Como 
resultado del procesado, el número de trazas se ha reducido a 415PEX = . 
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(2) Filtrado espacial pasa baja 
 
 
Con objeto de reducir el efecto de la rugosidad de la superficie en el registro, se realiza un 
filtrado espacial pasa baja. Para ello se emplea una ventana de 3 trazas de longitud, valor que se 
elige como aquel que maximiza el suavizado del registro, minimizando la pérdida de resolución. 




Tabla 8-3-9: Características técnicas del registro correspondiente al castro de El Ceremeño tras 
el filtrado espacial pasa baja. 
Caracterización del perfil: 
  
 Número de trazas: 415PEX =  
 Longitud: 26,00LX m=  
 Espaciado entre trazas: 
 
0,063EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  





El registro resultante se muestra en la Figura 8–3-15: 
 
 




            
Figura 8–3-15: Mapa de color en tonos de gris del registro correspondiente al castro de El 
Ceremeño tras el filtrado espacial pasa baja (el blanco corresponde al valor mínimo, el negro al 
máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en nanosegundos, y el eje de 
abscisas el número de traza. Las líneas verticales muestran la distancia desde el inicio del perfil, 
en metros. En amarillo se indican las señales a analizar. 
 
 
En este registro filtrado el efecto de la rugosidad de la superficie ha sido reducido. 
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(3) Filtrado temporal pasa banda 
 
 
Con objeto de reducir el contenido frecuencial en el registro a una banda estrecha, en torno a 
la frecuencia mayoritaria, se realiza un filtrado temporal pasa banda. Como paso previo se 





       
Figura 8–3-16: Espectro de potencia normalizado de la región del registro correspondiente al 
castro de El Ceremeño que contiene la señal objeto de estudio, previo al filtrado temporal. El eje 
de abscisas expresa la frecuencia, en MHz. 
 
 
Los rasgos característicos del espectro se exponen en la Tabla 8–3-10: 
 
 
Tabla 8–3-10: Rasgos característicos del espectro del registro correspondiente al castro de El 
Ceremeño. 
Densidad espectral del 
espectro normalizado 0,50 0,75 1,00 0,75 0,50 
Frecuencia (MHz) 208 278 362 403 487 
 
 
El filtro se elige tomando como valores para los ceros las frecuencias correspondientes a los 
valores de densidad espectral de 0,50, y como valores para los unos las frecuencias 








       
Figura 8-3-17: Respuesta en frecuencias del filtro temporal correspondiente al castro de El 
Ceremeño. El eje de abscisas expresa la frecuencia, en MHz. 
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Tabla 8-3-11: Características técnicas del registro correspondiente al castro de El Ceremeño 
tras el filtrado temporal pasa baja. 
Caracterización del perfil: 
  
 Número de trazas: 415PEX =  
 Longitud: 26,00LX m=  
 Espaciado entre trazas: 
 
0,063EX m=  
 
 Número de muestras por traza: 512PET =  
 Tiempo de muestreo: 950·10LT s−=  










            
Figura 8–3-18: Mapa de color en tonos de gris del registro correspondiente al castro de El 
Ceremeño tras el filtrado temporal pasa banda (el blanco corresponde al valor mínimo, el negro 
al máximo). El eje de ordenadas expresa el tiempo doble de recorrido, en nanosegundos, y el eje 
de abscisas el número de traza. Las líneas verticales muestran la distancia desde el inicio del 
perfil, en metros. En amarillo se indican las señales a analizar. 
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En este registro filtrado el contenido frecuencial se ha simplificado notablemente. El 






       
Figura 8–3-19: Espectro de potencia normalizado de la región del registro correspondiente al 
castro de El Ceremeño que contiene la señal objeto de estudio, tras el filtrado temporal. El eje de 
abscisas expresa la frecuencia, en MHz. 
 
 
Al comparar las figuras 8–3–14 y 8–3–17 se observa cómo en el nuevo registro filtrado las 
componentes frecuenciales fuera de la banda de interés han sido atenuadas, y aquellas que 
contienen la información de interés permanecen. 
 
 
8.3.3.4.    Resolución del Problema Inverso 
 
 
El algoritmo para la resolución del Problema Inverso en dos dimensiones se aplica al 
registro anterior. Para ello se selecciona como valor de la pulsación de las ondas 
electromagnéticas el valor correspondiente al máximo de la densidad espectral expuesto en la 
Tabla 8–3-10, y para los parámetros electromagnéticos promedio los valores 08·mε ε= , 
0mμ μ=  y  (compatibles con observaciones de una campaña anterior de 
calicateo eléctrico en corriente continua y con el ajuste de las hipérbolas de difracción en las 
figuras previas), que son los que producen una mejor convergencia de la señal. 
210 ·m S mσ −= 1−
                                                          
 
El tiempo medio de cómputo para este registro es de 24,3080 s.5 La descripción de la 
DISTRIBUCIÓN MEDIDA obtenida se detalla en la Tabla 8–3-12: 
 
5 Los tiempos referidos han sido determinados en la ejecución en la máquina descrita en la Introducción del 
Capítulo 7. 
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Tabla 8–3-12: Descripción de la DISTRIBUCIÓN MEDIDA correspondiente al castro de El 
Ceremeño. 
Caracterización del perfil: 
  
 Número de trazas: 415PEX =  
 Longitud: 26,00LX m=




 Número de muestras por traza: 502PED =  
 Longitud de muestreo: 2,60LD m=  
 Espaciado entre muestras: 0,005ED m=
 
 
La DISTRIBUCIÓN MEDIDA resultante se muestra en la Figura 8–3-20, donde se aprecia cómo 
las señales marcadas en amarillo han convergido a elementos puntuales, asociados a las 
reflexiones primaria y a las múltiples entre la antena y la superficie. Debido a la poca 
profundidad de las estructuras, éstas se encuentran solapadas con las reflexiones múltiples entre 
la antena y la superficie. 
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Figura 8–3-20: Mapa de color en tonos de gris de la DISTRIBUCIÓN MEDIDA correspondiente al 
castro de El Ceremeño (el blanco corresponde al valor mínimo, el negro al máximo) y detalle. El 
eje de ordenadas expresa la coordenada D  y el eje de abscisas la distancia al origen, ambas en 
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8.3.4. Caracterización de los resultados 
 
 
En esta Sección se han presentado dos casos, de diferentes características: un perfil con una 
señal correspondiente a un muro y otro perfil con múltiples señales correspondientes a distintas 
cimentaciones a diferentes profundidades. En el primer caso, en contraposición al segundo, la 
profundidad del muro es suficientemente grande como para que la señal llegue a un tiempo tal 
que no se superponga al paquete de múltiples entre la antena y la superficie, por lo que es más 
fácilmente identificable. 
A la vista de los resultados anteriormente expuestos, cabe concluir que el algoritmo para la 
resolución del Problema Inverso produce, una vez adecuados a las limitaciones de diseño e 
implementación del mismo, los resultados esperables en su aplicación sobre datos de campo: 
Hace converger las hipérbolas de difracción a elementos puntuales de tal forma que, en la 
DISTRIBUCIÓN MEDIDA final, las hipérbolas que quedan no están asociadas a difracciones en 
elementos subsuperficiales con la velocidad de propagación empleada en el algoritmo. 
Los resultados obtenidos podrán ser mejorados a medida que aumente la correspondencia 
entre las características de los algoritmos y su implementación y las de los radargramas. Así 
mismo, la eliminación de las reflexiones múltiples permitiría limpiar los registros y obtener 
resultados más claros. 
Las posiciones obtenidas de los reflectores son utilizables en la fase de interpretación, lo 






Discusión general y conclusiones 





En este noveno Capítulo se recopilan y discuten los principales resultados obtenidos en los 
capítulos precedentes. En él se incluye la discusión general de las cuatro vertientes 
fundamentales que se tratan en esta Tesis Doctoral: diseño, implementación, resultados 
numéricos y tratamiento de datos de campo; la exposición de las conclusiones finales y las 
futuras líneas de investigación. 
El presente Capítulo se encuentra dividido en seis Secciones dedicadas, respectivamente: 
 
• Al análisis de las características de diseño de los algoritmos, debidas a las 
sucesivas aproximaciones y simplificaciones realizadas en su desarrollo. 
• Al análisis de las características debidas a su implementación. 
• Al análisis de las características de carácter numérico, detectadas en la 
aplicación de los algoritmos a datos sintéticos. 
• A las características en el procesado de los registros. 
• A la exposición de las conclusiones finales. 
• A las líneas de investigación abiertas y los futuros trabajos a realizar. 
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 9.1. Características de diseño 
 
 
Las características de diseño son debidas a las sucesivas aproximaciones y simplificaciones 
realizadas en el desarrollo de los algoritmos, recogidas en la §3.3.1 y aquí reexpuestas: 
 
1. Los medios que constituyen la región subsuperficial son lineales, homogéneos 
e isótropos. 
2. Los reflectores están constituidos por elementos difractores puntuales. 
3. La superficie está definida por un plano horizontal. 
4. El emisor y el receptor son coincidentes. 
5. Las derivadas parciales respecto a las coordenadas relativas receptor–emisor 
son despreciables frente al resto. 
6. Los parámetros electromagnéticos de los medios sólo varían con la 
coordenada de profundidad. 
7. La permeabilidad magnética μ  se asume igual a la permeabilidad magnética 
del vacío, 0μ μ= . 
8. La permitividad eléctrica ε  y la conductividad eléctrica σ  se aproximan por 
unos valores promedio, mε  y mσ  respectivamente, y se considera un valor 
característico de la pulsación de las ondas electromagnéticas, ω , de tal forma 
que se verifique (3.2.10), y la velocidad de propagación promedio resultante 
 sea tal que verifique mc (c c n promedio sobre la SECCIÓN (esto es, 
la velocidad cuadrática media). 
)2 1m ?  e
 
 
En la primera Subsección se analizará cada una de estas aproximaciones individualmente. 
Como podrá apreciarse, las aproximaciones que suponen restricciones importantes pueden 
agruparse en torno a diferentes efectos bien diferenciados, que serán tratados con mayor detalle 
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9.1.1. Análisis individual de las aproximaciones 
 
 
En el análisis individual de cada una de estas aproximaciones cabe señalarse: 
 
• Las aproximaciones 1, 2, 7 y 8 son aproximaciones básicas de diseño, 
mientras que la aproximación 5 es una aproximación numérica. Ninguna de 
ellas afecta negativamente a los resultados posteriores, pese a lo cual habrían 
de ser objeto de un estudio más detallado. 
En algunos casos poco frecuentes, tal vez sí sea necesario considerar 
expresamente la falta de linealidad, homogeneidad o isotropía de los medios; o 
bien la no correspondencia de la permeabilidad magnética con la del vacío. En 
ellos sería necesario emplear modelos apropiados para los parámetros 
electromagnéticos de los medios (Cf. §1.3). 
La aproximación de que los reflectores están constituidos por elementos 
difractores puntuales conlleva el que la interferencia de las hipérbolas de 
difracción únicamente coincida con la reflexión en el caso en que los reflectores 
sean planos horizontales. 
• La aproximación 3 no supone una restricción importante pues, tal como se 
mencionó en las §§3.2.2.1 y 8.2.1, siempre será posible efectuar un filtrado 
espacial o una corrección estática por la topografía para tenerlo en 
consideración. 
• La aproximación 4 sí constituye una restricción importante. Tal como se 
mencionó en la §3.2.2.1, obliga a trabajar en modalidad monoestática, o bien a 
restringirse a aquellos estudios en que la profundidad de exploración es mucho 
mayor que la distancia relativa receptor–emisor, o en los casos en que se 
efectúe un stacking previo al tratamiento de los datos de campo. 
Podría eliminarse iniciando el desarrollo de los algoritmos con el expuesto en la 
§3.B, realizándose un trazado de rayos general en la determinación de las ondas 
reflejadas múltiples. 
• La aproximación 6 no supone una restricción importante pues, tal como se 
expone en la §3.3.1, al considerarse en el desarrollo de los algoritmos la 
existencia simultánea de un único emisor y un único receptor, ambos 
coincidentes, únicamente tendrá sentido considerar modelos constituidos por 
estratificaciones horizontales que incluyan difractores puntuales. No obstante, 
en el caso en que la aproximación 4 fuera eliminada, la argumentación 
expuesta en la §3.3.1 perdería su validez, y esta sexta aproximación debería 
ser eliminada. 
En este caso sería preciso redefinir la tercera transformación expuesta en la 
§3.2.2.3, modificándose el cambio de variables (3.2.18) de tal forma que se 
consideraran los posibles cambios laterales en los parámetros 
electromagnéticos. Así mismo, en la determinación de las ondas reflejadas 
múltiples (Cf. §6.B) sería necesario realizar un trazado de rayos general. 
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• La segunda parte de la aproximación 8 (referida a la pulsación de las ondas 
electromagnéticas) carece de sentido físico pues, tal como se expone en las 
§§2.3.2.6 y 2.3.4.1, el emisor no es una fuente monocromática, sino que la 
radiación se emite en un cierto intervalo de frecuencias. 
Los resultados podrían mejorarse expresando la señal emitida como 
superposición de frecuencias discretas, efectuando la computación para cada 
una de ellas y superponiendo los registros así obtenidos. 
 
 
9.1.2. Emisor y receptor coincidentes 
 
 
La cuarta aproximación conlleva la restricción de considerar únicamente la modalidad 
monoestática, o bien a restringirse a aquellos estudios en que la profundidad de exploración es 
mucho mayor que la distancia relativa receptor–emisor, o a efectuar un stacking previo al 
tratamiento de los datos de campo. 
Como se ha mencionado anteriormente, esta aproximación podría eliminarse iniciando el 
desarrollo de los algoritmos con el desarrollo más general expuesto en la §3.B, continuándose 
con las transformaciones expuestas en la §3.2.2, con la modificación propuesta en la siguiente 
Subsección. Así mismo, en la determinación de las ondas reflejadas primarias y múltiples sería 
preciso realizar un trazado de rayos general, considerando diferentes ángulos de emisión, 
determinándose los ángulos de emergencia de cada reflector en función del ángulo de incidencia 
y determinándose la reflectividad aparente para cada onda viajera en función de dichos ángulos 
(Cf. §1.2.2). 
Puede apreciarse que, mientras que en el desarrollo expuesto en la §3.2.3 la transformada de 
Fourier de la SECCIÓN MEDIDA tiene tres grados de libertad, en el desarrollo más general 
expuesto en la §3.B ésta tiene cinco grados de libertad.1 Este incremento en el número de 
variables, sumado a la necesidad de considerar emisiones en diversos ángulos y la necesidad de 
determinar los ángulos de incidencia y emergencia de cada onda en cada reflector, supondría un 




9.1.3. Modelos constituidos por estratificaciones horizontales que incluyan 
 difractores puntuales 
 
 
Esta restricción tiene su origen en la aproximación 4, siendo posible considerar modelos que 
contengan reflectores planos inclinados o curvados en el caso en que esta aproximación sea 
eliminada, tal como se expone en la §3.3.1. Consecuentemente, sería necesario considerar 
                                                          
1 El número de grados de libertad puede reducirse en el caso de algunas modalidades de operación, por sus 
características geométricas. Así, por ejemplo, en la modalidad CMP (Cf. §2.5.2) la posición del centro del 
dispositivo es constante, y en la modalidad en que una antena permanece fija mientras la otra se separa de ella 
a lo largo de una línea recta el centro del dispositivo se encuentra situado en el punto medio entre ambas. 
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posibles cambios laterales en los parámetros electromagnéticos, lo que entraría en contradicción 
con la aproximación 6. 
En estas condiciones sería preciso redefinir la tercera transformación expuesta en la 
§3.2.2.3, modificándose el cambio de variables (3.2.18) de tal forma que se consideraran los 
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Donde la integral de línea en la definición de la nueva variable  se realiza a lo largo del 
camino  recorrido por las ondas electromagnéticas, 
d
L ( )c c= r  representa la velocidad de 
propagación de las ondas electromagnéticas en el medio, dependiente de la posición r , y  
representa una velocidad de propagación promedio, que habrá de ser definida de forma 
conveniente. 
mc
La integral habría de evaluarse en la fase de determinación de las ondas reflejadas primarias 
y múltiples (Cf. §6.B), en la cual se realizaría un trazado de rayos general, tal como se mencionó 






En lo que refiere a las antenas emisora y receptora, las aproximaciones 4 y 6, y la segunda 
parte de la aproximación 8, implican que no sea considerado ni el contenido frecuencial de la 
señal ni su diagrama de radiación. 
No se considera el contenido frecuencial de la señal pues en la aproximación 6 se considera 
el emisor como una fuente de radiación monocromática. Como se ha mencionado anteriormente, 
esta aproximación carece de sentido físico, pues la radiación se emite en un cierto intervalo de 
frecuencias. 
Así mismo, la consideración de que la propagación de las ondas electromagnéticas se 
produce únicamente en la dirección de la vertical, debida a las aproximaciones 4 y 7, es 
equivalente a considerar que el diagrama de radiación de las antenas toma el valor unidad en 
dicha dirección y es idénticamente nulo en el resto, lo cual no se corresponde con la realidad 
(Cf. §2.3.2.3). 
El contenido frecuencial de la radiación podría tenerse en cuenta considerando que la señal 
está constituida por la superposición de distintas componentes monocromáticas. El registro final 
se obtendría mediante la superposición de los registros obtenidos aplicando los algoritmos a 
cada una de estas componentes, asignando un peso a cada uno en función de la contribución de 
la componente correspondiente al espectro de frecuencia de la señal. 
Otro posible tratamiento sería la convolución (en el Problema Directo) o deconvolución (en 
el Problema Inverso) del registro por la forma de la onda. Éste habría de realizarse de forma 
cuidadosa pues, debido a la dispersión de frecuencias y a la diferente atenuación de las ondas en 
función de su frecuencia, la forma del pulso cambia conforme se propaga en el interior de la 
subsuperficie, en función de los materiales por los que es transmitido. Así pues, sería preciso 
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realizar la convolución o deconvolución de cada señal presente en los registros por la forma de 
la onda correspondiente, quedando descartada la operación automática. 






      ⇓ 
(c)  
Figura 9–1-1: Convolución de la SECCIÓN MEDIDA correspondiente al modelo bidimensional 
constituido por dos capas plano-paralelas sobre un semiespacio infinito, y la forma de la onda 
electromagnética radiada. 
(a) Traza representativa de la SECCIÓN MEDIDA (Cf. Figura 7-1-8 (a)).  
(b) Forma de la onda electromagnética radiada (Carcione, 1998, expresión analítica (13) con 
frecuencia central 900cf MHz= ). . 
(c) Traza resultado de la convolución de (a) y (b). 
La relación entre figuras es (a) ∗  (b) = (c). 
En todos los casos en el eje de abscisas se representa en tiempo doble de recorrido (ns). 
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Así mismo, el diagrama de radiación de las antenas habría de tenerse en cuenta en el trazado 
de rayos general que se efectuaría en la determinación de las ondas reflejadas primarias y 
múltiples, multiplicándose la reflectividad aparente obtenida para cada onda viajera por los 
valores del diagrama de radiación de las antenas emisora y receptora, evaluados ambos en las 
direcciones de emisión y recepción. 
 
Equation Section (Next) 
 
 9.2. Características en la implementación 
 
 
Una de las características positivas de la programación en MATLAB es la posibilidad de 
construir programas ejecutables, que puedan ser usados en máquinas que no tengan instalado 
este lenguaje. 
 
Las restricciones impuestas por la implementación de los algoritmos, recogidas en parte en 
la §8.1, son aquí reexpuestas: 
 
• En la resolución del Problema Directo, las SECCIONES DE ÍNDICES deben estar 
definidas en puntos igualmente espaciados en cada una de las 
direcciones horizontales y en la vertical (Cf. la definición de las 
coordenadas en la §6.1.2). 
• En la resolución del Problema Inverso las SECCIONES MEDIDAS deben 
contener trazas y muestras equiespaciadas (Cf. la definición de las 
coordenadas en la §6.1.2). 
• Los algoritmos para la resolución del Problema Inverso no implementan la 
eliminación de ondas múltiples (Cf. §6.B.2). 
 
Estas restricciones pueden agruparse en torno a dos efectos bien diferenciados, que serán 
tratados en las siguientes Subsecciones. 
 
 
9.2.1. Definición de las SECCIONES 
 
 
Los algoritmos implementados suponen que las SECCIONES DE ÍNDICES se encuentran 
definidas en puntos igualmente espaciados en cada una de las direcciones horizontales y en la 
vertical, y las SECCIONES MEDIDAS contienen trazas y muestras equiespaciadas. 
En lo que refiere a las SECCIONES DE ÍNDICES ésta no supone restricción alguna, pues ésta es 
la forma natural de definirlas. 
En lo que refiere a las SECCIONES MEDIDAS, el muestreo temporal presenta esta 
característica de forma inherente, dependiendo el muestreo espacial de la velocidad de arrastre 
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9.2.2. Eliminación de ondas múltiples en el Problema Inverso 
 
 
Como ha sido mencionado anteriormente, las ondas múltiples no son eliminadas en la 
resolución del Problema Inverso debido a la dificultad que este tipo de procesado, por sí sólo, 
conlleva. 
La implementación de la eliminación de ondas múltiples en el Problema Inverso pasa por la 
elección de un modelo apropiado y una estimación ajustada de los parámetros que lo definen. 
Para ello, podrían ser empleadas las técnicas de procesado de la señal clutter que se refieren en 
la §8.2.6. 
 
Equation Section (Next) 
 
 9.3. Características de carácter numérico 
 
 
Estas características han sido detectadas en la aplicación de los algoritmos a datos sintéticos, 
recogidas en la §7.5, y son aquí reexpuestas. 
Las características generales correspondientes a la resolución del Problema Directo son: 
 
• Los radargramas sintetizados mediante este algoritmo presentan las 
características geométricas esperables: Las señales correspondientes a 
difractores puntuales son hipérbolas y las correspondientes a reflectores plano-
paralelos son planos horizontales. 
• En todos los casos las señales correspondientes a las múltiples son observadas. 
Así mismo, en el caso tridimensional, en los perfiles que no pasan por la 
vertical de los difractores puntuales, próximos a ellos o a los bordes de los 
reflectores, aparecen señales correspondientes a los efectos laterales causados 
por éstos.  
• Las posiciones de los vértices de las hipérbolas y los planos no se encuentran 
nítidamente definidas, sino que las señales son no nulas en algunos puntos 
previos y posteriores al máximo. Así mismo, las amplitudes y fases de estas 
señales difieren de las que se obtienen en la resolución analítica. 
• Aun teniendo en cuenta los aspectos arriba señalados, las hipérbolas y los 
planos se encuentran localizados en la posición horizontal y tiempo doble de 
recorrido que se obtiene en la resolución analítica del Problema Directo, 
dentro del margen de error asumible por la naturaleza discreta de la SECCIÓN 
MEDIDA. 
 
Las características generales correspondientes a la resolución del Problema Inverso son: 
 
• La DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN ESPERADA presentan las 
características geométricas esperables: El resultado de aplicar el algoritmo a 
un conjunto de hipérbolas y planos horizontales es un conjunto de hipérbolas y 
planos horizontales. 
• Las posiciones de los objetos no se encuentran nítidamente definidas, sino que 
en los objetos puntuales quedan unas ramas espurias que no convergen al 
punto, y las DISTRIBUCIONES son no nulas en algunos puntos previos y 
posteriores a los máximos de los planos. 
• Así mismo, las amplitudes de DISTRIBUCIÓN MEDIDA y la DISTRIBUCIÓN 
ESPERADA difieren de las correspondientes a la DISTRIBUCIÓN DE 
REFLECTIVIDAD. 
• Aun teniendo en cuenta los aspectos arriba señalados, los objetos puntuales y 
los planos se encuentran localizados en la posición horizontal y vertical que se 
observa en la DISTRIBUCIÓN DE REFLECTIVIDAD, dentro del margen de error 
asumible por su naturaleza discreta. 
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Tal como se mencionó en la §7.5, las características obtenidas son inherentes a la 
metodología empleada y, en el caso de la resolución del Problema Inverso, al propio proceso de 
inversión. Estas características se encuentran en consonancia con los resultados expuestos en la 
§3.3.1 del Capítulo 3, dedicado al diseño de los algoritmos, y en los Capítulos 4 y 5, dedicados 
al formalismo de la transformada de Fourier y las metodologías de interpolación en la misma. 
 
Las restricciones pueden agruparse en torno a dos efectos bien diferenciados, que serán 
tratados en las siguientes Subsecciones. La presente Sección finaliza con una última Subsección 
dedicada a otras consideraciones de carácter numérico. 
 
 
9.3.1. Resolución espacial de las señales 
 
 
La falta de nitidez en la posición de las señales está causada a que éstas deberían ser 
asignadas a muestras con un tiempo doble de recorrido que no se encuentran presentes en la 
SECCIÓN MEDIDA (Cf. §4.5). 
Este efecto es inevitable, dada la naturaleza discreta de la SECCIÓN MEDIDA, y únicamente 
puede ser minimizado incrementando el número de muestras y decrementando el espaciado en 
los ejes de coordenadas D , en la DISTRIBUCIÓN DE REFLECTIVIDAD, y de tiempos dobles de 
recorrido, en la SECCIÓN MEDIDA. Esto supondría un notable incremento del tamaño de las 
matrices que definen la DISTRIBUCIÓN DE REFLECTIVIDAD y SECCIÓN MEDIDA (Cf. §6.1.3), lo 
cual requeriría una mayor potencia de cálculo y supondría un notable incremento del tiempo de 
cálculo. 
Así mismo, el efecto anteriormente referido se ve incrementado por la metodología 
empleada para la interpolación en el espectro filtrado (Cf. §§5.2 y 5.3). Esto podría evitarse 
empleando otro tipo de funciones interpoladoras distintas de los splines cúbicos propuestos en la 
presente Tesis Doctoral (Cf. §5.3), o empleando otro tipo de metodologías de cálculo de 
transformadas de Fourier. 
 
 
9.3.2. Amplitud y fase de las señales 
 
 
El efecto expuesto en el apartado anterior redunda en la alteración de la amplitud y fase de 
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9.3.3. Otras consideraciones 
 
 
Otras consideraciones de carácter numérico, referidas a la aplicación de los algoritmos 
correspondientes al Problema Directo a modelos sintéticos, son expuestas a continuación. 
 
 
9.3.3.1.    Reflexiones múltiples entre la antena y la superficie en la resolución del 
     Problema Directo en modelos sintéticos 
 
 
Tal como ha sido anteriormente mencionado, con objeto de simplificar las figuras y sin 
pérdida de generalidad, en la aplicación de los algoritmos correspondientes al Problema Directo 
a modelos sintéticos no han sido tenidas en cuenta las reflexiones múltiples entre la antena y la 
superficie. 
Estas reflexiones podrían ser obtenidas mediante la introducción en la posición  de 
un reflector ficticio asociado a la antena, con un valor del coeficiente de transmisión 
descendente  y unos valores del coeficiente de reflexión  y coeficiente de transmisión 






9.3.3.2.    Frecuencia empleada en la resolución del Problema Directo 
     en modelos sintéticos 
 
 
Tal como ha sido anteriormente mencionado, en la aplicación de los algoritmos 
correspondientes al Problema Directo a modelos sintéticos ha sido empleada como referencia en 
todos los casos una única frecuencia. 
Los resultados obtenidos con otras frecuencias no difieren significativamente de los 
mostrados, siendo éste un aspecto presente en la literatura (Cf. §7.5). 
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Equation Section (Next) 
 
 9.4. Procesado de los registros 
 
 
En el caso en que los registros no se adecuen a las restricciones de diseño e implementación 
expuestas en la Sección anterior, debe realizarse una fase de procesado de los mismos, previa a 
la aplicación de los algoritmos. 
Es preciso realizar un procesado muy cuidadoso de los registros, pues un tratamiento 




524 Capítulo 9 – Discusión general y conclusiones 
 
Equation Section (Next) 
 
 9.5. Conclusiones finales 
 
 
En esta Tesis Doctoral se diseña una metodología para el modelado de registros de geo-radar 
eficiente en términos de potencia y tiempo de cálculo. Ésta metodología es completa, en el 
sentido en que incluye tanto el efecto de la difracción como la presencia de reflexiones 
múltiples, así como efectos laterales en problemas tridimensionales. 
Para el desarrollo de estos algoritmos ha sido empleada una novedosa metodología híbrida 
del filtrado de Fourier y el trazado de rayos, implementándose algoritmos para la resolución 
numérica del Problema Directo y el Problema Inverso en dos y tres dimensiones, proponiéndose 
una metodología para el adecuado tratamiento de los datos de campo. El filtrado de Fourier es 
una metodología basada en la resolución de la Ecuación de Ondas en el dominio frecuencial, por 
lo que la difracción es tratada en forma natural. Las reflexiones múltiples son obtenidas en la 
resolución del Problema Directo mediante la introducción, previa a la resolución de la Ecuación 
de Ondas, de una colección de reflectores ficticios asociados a cada reflexión múltiple, que son 
determinados mediante un procedimiento análogo al trazado de rayos. 
Ésta es una metodología novedosa, que permite aprovechar los aspectos positivos de las 
técnicas que la constituyen: la aparición de la difracción y los efectos laterales en los problemas 
tridimensionales, del filtrado de Fourier; las reflexiones múltiples, del trazado de rayos; todo ello 
sin que se requiera una gran potencia de cómputo y con un razonablemente pequeño tiempo de 
cálculo, lo que le hace ser válida como herramienta de carácter práctico. 
En la aplicación de los algoritmos a datos sintéticos, tanto en dos como en tres dimensiones, 
se obtienen resultados que presentan las características geométricas esperables: en la resolución 
del Problema Directo aparecen hipérbolas de difracción como señales originadas por difractores 
puntuales, señales múltiples, efectos laterales en los problemas tridimensionales, etc.; en la 
resolución del Problema Inverso las hipérbolas de difracción convergen a objetos puntuales, 
desaparecen las ramas asociadas a los efectos laterales, etc. 
Los elementos característicos (vértices de las hipérbolas de difracción, planos asociados a 
reflexiones) se encuentran localizados en las posiciones correctas (coordenadas de posición en el 
plano horizontal y tiempo doble de recorrido en el Problema Directo, coordenadas de posición 
en el plano horizontal y coordenada D  en el Problema Inverso), dentro del margen de error 
asumible por la naturaleza discreta de la Sección Medida y la Distribución Medida. 
La disponibilidad de una herramienta fiable para la resolución del Problema Directo es de 
gran utilidad a la hora de plantear el uso del geo-radar ya que, en los casos en que se pretende 
localizar estructuras conocidas, permite determinar la tipología de las señales que se han de 
detectar en los radargramas.  
La aplicación de los algoritmos a datos de campo hace converger las hipérbolas de 
difracción a elementos puntuales de tal forma que, en la DISTRIBUCIÓN MEDIDA final, las 
hipérbolas que quedan no están asociadas a difracciones en elementos subsuperficiales con la 
velocidad de propagación empleada en el algoritmo. 
Los resultados obtenidos podrán ser mejorados a medida que aumente la correspondencia 
entre las características de los algoritmos y su implementación y las de los radargramas. Así 
mismo, la eliminación de las reflexiones múltiples permitiría limpiar los registros y obtener 
resultados más claros. 
En todos los casos la aplicación de los algoritmos no requiere una gran potencia de cómputo, 
requiriéndose un tiempo de cálculo razonablemente pequeño, lo que hace que esta metodología 
sea válida como herramienta de carácter práctico, incluso en máquinas que no tengan MATLAB 
instalado. 
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Equation Section (Next) 
 
 9.6. Futuros trabajos: Líneas de investigación abiertas 
 
 
A la vista de los resultados expuestos en las §§ 9.1, 9.2 y 9.3, la continuación natural de esta 
Tesis Doctoral se orientaría en las siguientes direcciones: 
 
• Modificación en el diseño de los algoritmos: 
o Eliminación de la restricción de emisor y receptor coincidentes. 
o Consideración de los cambios laterales en los parámetros 
electromagnéticos. 
o Consideración del contenido multifrecuencial de la señal, constituida 
por la superposición de distintas componentes monocromáticas. 
• Modificación en la implementación de los algoritmos: 
o Realización de un trazado de rayos general, que tenga en cuenta los 
cambios laterales de los parámetros electromagnéticos y el diagrama 
de radiación de las antenas. 
o Eliminación de las reflexiones múltiples en la resolución del 
Problema Inverso. 
• Modificación en el desarrollo numérico: 
o Mejora de los resultados cuantitativos, bien modificándose la 
metodología para la interpolación del espectro, bien implementando 
otro tipo de metodología de cálculo de transformadas de Fourier. 
 
Estas modificaciones, pese a conllevar un incremento de la complejidad de los algoritmos y 
de la potencia y tiempo de cálculo, redundarían en un mejor ajuste en amplitudes y fases de los 
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