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Sissejuhatus
Ka¨esolevas to¨o¨s ka¨sitletakse funktsioonide la¨hendamist kuupsplainidega. Nagu vo˜ib
lugeda to¨o¨st [1], veel ku¨llalt hiljuti kasutasid insenerid paindlike joonlaudu, et
to˜mmata siledaid ko˜verad la¨bi etteantud punktide. Selliseid joonlaudu nimetati
”splainideks”, sealt tuli ka matemaatikasse so˜na splain. Splainde kasutamine inter-
poleerimiseks on va¨ga populaarne, sest suure interpolatsiooniso˜lmede arvu korral
polu¨noomidega interpoleerimine ei ole va¨ga praktiline. Na¨iteks interpoleerimisel
Newtoni interpolatsioonipolu¨noomiga on selle aste ainult u¨he vo˜rra va¨iksem, kui
interpolatsiooniso˜lmede arv. Kuupsplainidega intepoleerimise kohta vo˜ib pikemalt
lugeda na¨iteks raamatutest [1] ja [9].
Kuupsplainidega interpoleerimist on varasemalt uuritud mitmes bakalauruseto¨o¨s
(vt na¨iteks [4], [8]), kuid kuupsplaine, kus splaini teise tuletise va¨a¨rtused on raja-
punktides vo˜rdsed nulliga, ei ole nendes ka¨sitletud.
Kuupsplaini defineerimiseks jaotatakse lo˜ik [a, b] ko˜igepealt osalo˜ikudeks vo˜rgu ∆
abil, mis koosneb punktidest a = x0 < x1 < ⋅ ⋅ ⋅ < xN = b, kus N on etteantud natu-
raalarv. Seeja¨rel no˜utakse, et lo˜igul [a, b] kaks korda pidevalt diferentseeruv funkt-
sioon S∆ oleks igal osalo˜igul [xj−1, xj], j = 1,2, . . . ,N , kolmandat ja¨rku polu¨noom.
Niisugust funktsiooni S∆ nimetatakse kuupsplainiks.
To¨o¨ esimeses osas (peatu¨kid 1-2) konstrueerime kuupsplaini, mis rahuldab tingi-
musi S∆(xj) = f(xj), j = 0,1, . . . ,N vo˜rgul ∆, mille u¨heseks ma¨a¨ramiseks no˜uame
lisaks, et see rahuldaks rajatingimusi S′′∆(x0) = S′′∆(xN) = 0. Esitame funktsiooni
S∆ suuruste Mj ∶= S′′∆(xj), j = 0,1, . . . ,N , kaudu ning na¨itame, et selline splain on
vaadeldavate rajatingimuste korral u¨heselt ma¨a¨ratud.
Peatu¨kis 3 leiame hinnangud suurustele
max
x∈[a,b] ∣S∆(x) − f(x)∣ , maxx∈[a,b] ∣S′∆(x) − f ′(x)∣ , maxx∈[a,b] ∣S′′∆(x) − f ′′(x)∣ ,
kus f on neli korda pidevalt diferentseeruv funktsioon.
Peatu¨kis 4 uurime kuupsplaini S∆ ma¨a¨rava lineaarse vo˜rrandisu¨steemi maatrik-
si po¨o¨rdmaatriksi leidmist sel juhul, kui osalo˜igud [xj−1, xj] (j = 1,2, . . . ,N) on
vo˜rdse pikkusega.
Viimases peatu¨kis (peatu¨kk 5) toome kolm numbrilist na¨idet, et demonstreerida
funktsioonide la¨hendamist peatu¨kis 2 konstrueeritud kuupsplainidega.
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1. Kuupsplaini definitsioon
Olgu meil antud lo˜ik [a, b], kus a, b ∈ R ning a < b. Vo˜tame naturaalarvu N ≥ 3 ja
jaotame lo˜igu [a, b] punktide xj ∈ [a, b] abil N osalo˜iguks [xj−1, xj] nii, et xj−1 < xj,
j = 1,2, . . . ,N . Hulka
∆∶= {x0, x1, . . . , xN ∣a = x0 < x1 < ... < xN = b} , (1.1)
nimetatakse vo˜rguks lo˜igul [a, b]. Punkte x0, x1, ..., xN nimetatakse vo˜rgu ∆ so˜lme-
deks.
Otsime lo˜igul [a, b] kaks korda pidevalt diferentseeruvat funktsiooni S∆, mis igas
osalo˜igus [xj−1, xj] on kuuppolu¨noom.
Definitsioon 1. Lo˜igul [a, b] ma¨a¨ratud funktsiooni S∆ = S∆(x), mis rahuldab
tingimusi
(i) S∆ on kuuppolu¨noom igas osalo˜igus [xj−1, xj], kus j = 1,2, . . . ,N ehk
S∆(x) = αj + βj(x− xj−1)+ γj(x− xj−1)2 + δj(x− xj−1)3, x ∈ [xj−1, xj], αj, βj,
γj, δj ∈ R,
(ii) S∆ ∈ C2[a, b], see ta¨hendab, et funktsioon S∆ on lo˜igul [a, b] kaks korda
pidevalt diferentseeruv,
nimetatakse vo˜rgule ∆ vastavaks kuupsplainiks.
Olgu vo˜rgul ∆ ette antud funktsiooni f = f(x) va¨a¨rtused f0, f1, . . . , fN , fj ∶= f(xj),
j = 0,1, . . . ,N .
Definitsioon 2. Kuupsplaini S∆, mis rahuldab ja¨rgmisi tingimusi
S∆(xj) = fj, j = 0,1, ...,N, (1.2)
nimetatakse vo˜rgu ∆ so˜lmedes va¨a¨rtusi f0, f1, . . . , fN interpoleerivaks kuup-
splainiks.
Tingimusi (1.2) nimetatakse interpolatsioonitingimusteks.
Kuna meil on N osalo˜iku ning igas osalo˜igus me vajame S∆(x) ma¨a¨ramiseks 4
parameetrit (αj, βj, γj, δj), siis kokku tuleb ma¨a¨rata 4N parameetrit. Seejuures
paneme ta¨hele ja¨rgmist.
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• Tuletiste S(k)∆ (k = 0,1,2) pidevus siseso˜lmedes x1, x2, . . . , xN−1 annab meile
3 (N − 1) lisatingimust.
• Interpolatsioonitingimused (1.2) annavad veel N + 1.
See ta¨hendab, et lisaks tingimustele (1.2) on kuupasplaini S∆ kordajate leidmiseks
vaja ette anda veel kaks lisatingimust. Edasi hakkame vaatlema juhtu, kus no˜uame,
et M0 = 0, MN = 0. Teisi juhte saab vaadata na¨iteks raamatust [9], lk 97.
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2. Kuupsplaini esitus
2.1 Su¨steemi koostamine
Valime lo˜igu [a, b], kus a, b ∈ R, a < b ning fikseerime naturaalarvu N ≥ 3.
Ta¨histame Mj ∶= S′′∆(xj), j = 0,1, ...,N ning vo˜tame M0 = 0, MN = 0. Dife-
rentseerides kaks korda definitsiooni 1 punktis (i) antud avaldist, saame vo˜rduse
S′′∆(x) = 2γj + 6δj(x − xj−1), x ∈ [xj−1, xj].
Tingimustest S′′∆(xj−1) = Mj−1 ja S′′∆(xj) = Mj saame ja¨rgmise vo˜rrandisu¨steemi
kordajate αj ja βj ma¨a¨ramiseks:
{ Mj−1 = 2γj,
Mj = 2γj + 6δj(xj − xj−1).
Su¨steemi lahendiks on { γj = 12Mj−1,
δj = Mj−Mj−16(xj−xj−1) . (2.1)
Ja¨relikult splaini S∆ teist ja¨rku tuletis lo˜igus [xj−1, xj] avaldub kujul
S′′∆(x) =Mj−1xj − xhj +Mj x − xj−1hj , (2.2)
kus hj = xj − xj−1. Interpolatsioonitingimustest S∆(xj−1) = fj−1, S∆(xj) = fj ning
seosest (2.1) saame
{ fj−1 = αj,
fj = αj + βjhj + Mj+2Mj−16 h2j , (2.3)
kus αj ja βj on otsitavad. Su¨steemi (2.3) lahendiks on
{ αj = fj−1,
βj = fj−fj−1hj − Mj+2Mj−16 hj.
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Seega
S∆(x) =fj−1 + fj − fj−1
hj
(x − xj−1) − Mj + 2Mj−1
6
hj(x − xj−1) + 1
2
Mj−1(x − xj−1)2
+ Mj −Mj−1
6(xj − xj−1)(x − xj−1)3 =Mj (x − xj−1)36hj + (fj − Mjh2j6 ) x − xj−1hj−2Mj−1
6
h2j + 2Mj−16 hj(xj − x) + fj−1hj (xj − x) + 12Mj−1 (hj − (xj − x))2−Mj−1
6hj
(hj − (xj − x))3 , x ∈ [xj−1, xj], j = 1,2, . . . ,N,
ehk
S∆(x) =Mj (x − xj−1)3
6hj
+Mj−1 (xj − x)3
6hj
+ (fj − Mjh2j
6
) x − xj−1
hj
+(fj−1 − Mj−1h2j
6
) xj − x
hj
, x ∈ [xj−1, xj], j = 1,2, . . . ,N. (2.4)
Kuupsplaini S∆ definitsioonis no˜utakse, et see oleks kaks korda pidevalt diferent-
seeruv lo˜igul [a, b]. Kuna S∆ on igas osalo˜igus [xj−1, xj], j = 1,2, . . . ,N , kuup-
polu¨noom, siis piisab no˜uda S∆ ja tema esimese ja teise tuletise S′∆ ja S′′∆ pidevust
ainult punktides x1, x2, . . . , xN−1.
Alustame S′′∆ pidevuse uurimisest. Selleks kirjutame va¨lja S′′∆ u¨hepoolsed piirva¨a¨rtused
punktis xj, j = 1,2, . . . ,N − 1, seose (2.2) abil. Saame
lim
x→xj−S′′∆(x) = limx→xj−(Mj−1xj − xhj +Mj x − xj−1hj ) =Mj xj − xj−1hj =Mj hjhj=Mj,
lim
x→xj+S′′∆(x) = limx→xj+(Mj xj+1 − xhj +Mj+1x − xjhj+1 ) =Mj xj+1 − xjhj+1 =Mj hj+1hj+1=Mj,
mis u¨tleb, et S′′∆ on pidev punktides x1, x2, . . . , xN−1. Analoogiliselt saab na¨idata,
et S∆ on pidev punktides x1, x2, . . . , xN−1.
Avaldisest (2.4) ja¨reldub, et iga x ∈ [xj−1, xj], j = 1,2, . . . ,N , korral funktsiooni S∆
tuletis S′∆ avaldub kujul
S′∆(x) =Mj (x − xj−1)22hj −Mj−1 (xj − x)22hj + fj − fj−1hj − Mj −Mj−16 hj. (2.5)
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Vo˜rdusest (2.5) saame tuletise S∆ u¨hepoolsed piirva¨a¨rtused punktis xj:
lim
x→xj−S′∆(x) =hj6 Mj−1 + hj3 Mj + fj − fj−1hj ,
lim
x→xj+S′∆(x) = − hj+13 Mj − hj+16 Mj+1 + fj+1 − fjhj+1 .
Tuletise S′∆(x) pidevuseks lo˜igul [a, b] peavad kehtima vo˜rdused
hj
6
Mj−1 + hj + hj+1
3
Mj + hj+1
6
Mj+1 = fj+1 − fj
hj+1 − fj − fj−1hj , j = 1,2, . . . ,N. (2.6)
Samasuste (2.6) lihtsustamiseks toome sisse ja¨rgmised ta¨histused:
λj = hj+1
hj + hj+1 , µj = 1 − λj, j = 1,2, ...,N − 1.
Kirjutame vo˜rdused (2.6) kujul
µjMj−1 + 2Mj + λjMj+1 = 6(fj+1 − fj)/hj+1 − (fj − fj−1)/hj
hj+1 + hj , j = 1,2, ...,N − 1,
(2.7)
ehk maatrikskujul
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 λ1 0 . . . 0 0 0
µ2 2 λ2 . . . 0 0 0
0 µ2 2 . . . 0 0 0⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 . . . 2 λN−3 0
0 0 0 . . . µN−2 2 λN−2
0 0 0 . . . 0 µN−1 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
M1
M2
M3⋮
MN−3
MN−2
MN−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d1
d2
d3⋮
dN−3
dN−2
dN−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.8)
kus M1,M2, . . . ,MN−1 on otsitavad ja
dj = 6(fj+1 − fj)/hj+1 − (fj − fj−1)/hj
hj+1 + hj , j = 1,2, ...,N − 1.
2.2 Domineeriva peadiagonaaliga maatriksid
Toome sisse mo˜ned abimo˜isted ja -tulemused, mida hakkame edaspidi kasutama.
Definitsioon 3. Ruutmaatriksit A = (aij)ni,j=1 nimetatakse domineeriva peadia-
gonaaliga maatriksiks, kui∣aii∣ >∑
j≠i ∣aij ∣ , i = 1,2, . . . , n.
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Definitsioon 4. Ruutmaatriksit A = (aij)ni,j=1 nimetatakse regulaarseks, kui te-
ma determinant ei ole null.
Lause 1. Domineeriva peadiagonaaliga maatriks on regulaarne.
To˜estus. Lause 1 to˜estuse vo˜ib leida raamatust [9].
Lemma 1. Olgu antud lineaarne vo˜rrandisu¨steem
∑
j
aijxj = bi, i = 1,2, . . . , n,
kus A = (aij)ni,j=1 on domineeriva peadiagonaaliga maatriks ning x1, x2, . . . , xn ot-
sitavad. Ta¨histame
q∶= min
i
(∣aii∣ −∑
j≠i ∣aij ∣) > 0.
Siis vo˜rrandisu¨steem on u¨heselt lahenduv ning kehtib hinnang
max
j
∣xj ∣ ≤ 1
q
max
i
∣bi∣ . (2.9)
To˜estus. Lausest 1 tuleneb esimese va¨ite to˜estus, to˜estame nu¨u¨d hinnangu (2.9):
1
q
max
i
∣bi∣ = 1
q
max
i
∣∑
j
aijxj∣ ≥ 1
q
max
i
(∣aiixi∣ − ∣∑
j≠i aijxj∣)
≥ 1
q
max
j
∣xj ∣ (∣aii∣ − ∣∑
j≠i aij∣) ≥ maxj ∣xj ∣ .
2.3 Olemasolu ja u¨hesus
Na¨itame, et suurused Mj, j = 1,2, . . . ,N − 1, on vo˜rrandisu¨steemiga (2.8) u¨heselt
ma¨a¨ratud. Selleks esitame su¨steemi (2.8) maatrikskujul
AM = d,
kus
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 λ1 0 . . . 0 0 0
µ2 2 λ2 . . . 0 0 0
0 µ2 2 . . . 0 0 0⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 . . . 2 λN−3 0
0 0 0 . . . µN−2 2 λN−2
0 0 0 . . . 0 µN−1 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.10)
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M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
M1
M2
M3⋮
MN−3
MN−2
MN−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, d =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d1
d2
d3⋮
dN−3
dN−2
dN−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Paneme ta¨hele, et maatriksA on domineeriva peadiagonaaliga, sest iga j = 1,2, . . . ,N−
1 korral ∣λj ∣ + ∣µj ∣ = hj+1hj+hj+1 + 1 − hj+1hj+hj+1 = 1 < 2, seega Lause 1 po˜hjal maatriks A
on regulaarne ehk su¨steem (2.8) on u¨heselt lahenduv. Sellest ja¨reldub, et suurused
Mj, j = 1,2, . . . ,N − 1, ja koos sellega ka splain kujul (2.4) on u¨heselt ma¨a¨ratud.
2.4 Su¨steemi lahendamine
Su¨steemi (2.8) lahendamiseks leidub efektiivne algoritm (vt [1]). Vaatleme lineaar-
set vo˜rrandisu¨steemi, mis on su¨steemiga (2.8) sarnase u¨lesehtiusega, st su¨steemi
kujul
b1x1 + c1x2 = d1,
a2x1 + b2x2 + c2x3 = d2,
a3x2 + b3x3 + c3x4 = d3,
. . . . . . . . . . . . . . . . . . . . .
an−1xn−2 + bn−1xn−1 + cn−1xn = dn−1,
anxn−1 + bnxn = dn,
(2.11)
kus x1, x2, . . . , xn otsitavad ning ai, bi, ci, di ∈ R. Esimese sammuna elimineerime
su¨steemi (2.11) teisest vo˜rrandist tundmatuga x1 liidetava. Teiseks sammuks on
kolmandast vo˜rrandist tundmatud x2 sisaldava liidetava elimineerimine. Ja¨tkates
analoogiliselt kuni viimase vo˜rrandini viime su¨steemi (2.11) kujule
xk = qkxk+1 + uk, k = 1,2, . . . , n − 1,
xn = un, (2.12)
kus
pk = akqk−1 + bk, q0 = 0,
qk = −ck
pk
,
uk = dk − akuk−1
pk
, u0 = 0.
Su¨steemist (2.12) saame lihtsalt leida otsitavad x1, x2, . . . , xn.
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3. Veahinnangud
Selles peatu¨kis leiame hinnangud interpoleeriva kuupsplaini S∆, tema tuletise S′∆
ja tema teise tuletise S′′∆ jaoks. Alustame meie arutelu u¨he abitulemuse to˜estusega.
Lemma 2. Olgu f ∈ C4[a, b] ning olgu vo˜rgul ∆ = {x0, x1, . . . , xN ∣a = x0 < x1 < ... <
xN = b} va¨a¨rtusi fj = f(xj), j = 0,1, . . . ,N , interpoleeriv kuupsplain S∆ esitatud
kujul (2.4), kus Mj = S′′∆(xj). Rahuldagu kuupsplain S∆ rajatingimusi M0 =MN =
0. Siis kehtib hinnang
max
j=0,1,...,N ∣Mj − f ′′(xj)∣ ≤ max{∣f ′′(x0)∣ , 14Ch2, ∣f ′′(xN)∣} , (3.1)
kus
h = max
j=1,2,...,N hj = maxj=1,2,...,N(xj − xj−1), C = maxx∈[a,b] ∣f (4)(x)∣ .
To˜estus. Olgu meil f ∈ C4[a, b] ning rahuldagu kuupsplain S∆ rajatingimusi M0 =
MN = 0. Ta¨histame
rj ∶=Mj − f ′′(xj), j = 0,1, . . . ,N.
Paneme ta¨hele, et r0 = −f ′′(x0) ja rN = −f ′′(xN). Asendades Mj = rj + f ′′(xj)
vo˜rrandisu¨steemi (2.7), saame
µjrj−1 + 2rj + λjrj+1 = d˜j, j = 1,2, . . . ,N − 1, (3.2)
kus
d˜j = dj − µjf ′′(xj−1) − 2f ′′(xj) − λjf ′′(xj+1), j = 1,2, . . . ,N − 1, (3.3)
ning
dj = 6(fj+1 − fj)/hj+1 − (fj − fj−1)/hj
hj+1 + hj , j = 1,2, ...,N − 1.
Paneme ta¨hele, et vo˜rrandisu¨steemi (3.2) maatriks on domineeriva peadiagonaa-
liga, seega Lause 1 po˜hjal leidub su¨steemil u¨hene lahend.
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Hindame nu¨u¨d suurusi d˜j, j = 1,2, . . . ,N−1. Selleks esitame f(xj−1), f(xj+1), f ′′(xj−1)
ja f ′′(xj+1) Taylori valemi po˜hjal punktis xj ja¨a¨kliikmega integraalkujul (vt [6], lk
224):
f(xj−1) =f(xj) − f ′(xj)hj + f ′′(xj)
2
h2j − f ′′′(xj)6 h3j − ∫ xjxj−1 f (4)(t)6 (xj−1 − t)3dt,
f(xj+1) =f(xj) + f ′(xj)hj+1 + f ′′(xj)
2
h2j+1 + f ′′′(xj)6 h3j+1+ ∫ xj+1
xj
f (4)(t)
6
(xj+1 − t)3dt,
f ′′(xj−1) =f ′′(xj) − f ′′′(xj)hj − ∫ xj
xj−1 f
(4)(t)(xj−1 − t)dt,
f ′′(xj+1) =f ′′(xj) + f ′′′(xj)hj+1 + ∫ xj+1
xj
f (4)(t)(xj+1 − t)dt.
Asendades need avaldised vo˜rdustesse (3.3), saame
d˜j = 6f(xj)
hj+1(hj+1 + hj) + 6f ′(xj)hj+1 + hj + 3λjf ′′(xj) + λjf ′′′(xj)hj+1+ ∫ xj+1
xj
f (4)(t)
hj+1(hj+1 + hj)(xj+1 − t)3dt − 6f(xj)hj+1(hj+1 + hj)− 6f(xj)
hj(hj+1 + hj) + 6f(xj)hj+1(hj+1 + hj) − 6f ′(xj)hj+1 + hj + 3µjf ′′(xj) − µjf ′′′(xj)hj+1− ∫ xj
xj−1
f (4)(t)
hj(hj+1 + hj)(xj−1 − t)3dt − µjf ′′(xj) + µjf ′′′(xj)hj+ µj ∫ xj
xj−1 f
(4)(t)(xj−1 − t)dt − 2f ′′(xj) − λjf ′′(xj) − λjf ′′′(xj)hj+1
− λj ∫ xj+1
xj
f (4)(t)(xj+1 − t)dt.
Arvestades, et λj = hj+1hj+hj+1 ja µj = hjhj+hj+1 saame d˜j kirjutada kujul
d˜j = 1
hj+1 + hj ∫ xj+1xj f (4)(t)((xj+1 − t)3hj+1 − hj+1(xj+1 − t))dt
+ 1
hj+1 + hj ∫ xjxj−1 f (4)(t)(hj(xj−1 − t) − (xj−1 − t)3hj )dt, j = 1,2, . . . ,N − 1.
Teeme lo˜igul [xj−1, xj] muutujavahetuse t = xj−1 + hjτ ning lo˜igul [xj, xj+1] muu-
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tujavahetuse t = xj + hj+1τ . Siis
d˜j = 1
hj+1 + hj ∫ 10 f (4)(xj + hj+1τ)((hj+1 − hj+1τ)3hj+1 − hj+1(hj+1 − hj+1τ))hj+1dτ
+ 1
hj+1 + hj ∫ 10 f (4)(xj−1 + hjτ)(hj(−hjτ) − (−hjτ)3hj )hjdτ.
= h3j+1
hj+1 + hj ∫ 10 f (4)(xj + hj+1τ) ((1 − τ)3 − (1 − τ))dτ
+ h3j
hj+1 + hj ∫ 10 f (4)(xj−1 + hjτ) (τ 3 − τ)dτ, j = 1,2, . . . ,N − 1.
Hindame nu¨u¨d d˜j absoluutva¨a¨rtust:
∣d˜j ∣ ≤ h3j+1
hj+1 + hj ∣∫ 10 f (4)(xj + hj+1τ) ((1 − τ)3 − (1 − τ))dτ ∣
+ h3j
hj+1 + hj ∣∫ 10 f (4)(xj−1 + hjτ) (τ 3 − τ)dτ ∣
≤ h3j+1
hj+1 + hjC ∣∫ 10 (−2τ + 3τ 2 − τ 3))dτ ∣ + h3jhj+1 + hjC ∣∫ 10 (τ 3 − τ)dτ ∣
=1
4
C
h3j+1
hj+1 + hj + 14C h3jhj+1 + hj = 14Ch3j+1 + h3jhj+1 + hj = 14C (hj+1 + hj)(h2j+1 − hj+1hj + h2j)hj+1 + hj=1
4
C(h2j+1 − hj+1hj + h2j).
Paneme ta¨hele, et kui hj ≥ hj+1, siis
h2j+1 − hj+1hj + h2j ≤ h2j+1 − h2j+1 + h2j = h2j ≤ h2.
Kui hj ≤ hj+1, siis
h2j+1 − hj+1hj + h2j ≤ h2j+1 − h2j + h2j = h2j+1 ≤ h2.
Ja¨relikult ∣d˜j ∣ ≤ 1
4
Ch2, j = 1,2, . . . ,N − 1.
Kuna 2−λj−µj = 1, saame su¨steemi (3.2) muutujate r1, r2, . . . , rN−1 jaoks hinnangu
max
j=1,2,...,N−1 ∣rj ∣ ≤ maxj=1,2,...,N−1 ∣d˜j ∣ .
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Ja¨relikult lemma 1 po˜hjal
max
j=0,1,...,N ∣rj ∣ ≤ maxj=1,2,...,N−1{∣f ′′(x0)∣ , d˜j, ∣f ′′(xN)∣} .
Seega oleme saanud, et kehtib hinnang
max
j=0,1,...,N ∣Mj − f ′′(xj)∣ ≤ max{∣f ′′(x0)∣ , 14Ch2, ∣f ′′(xN)∣} .
Paneme ta¨hele, et kui lemma 1 puhul f ′′(x0) = f ′′(xN) = 0, siis hinnang (3.1) saab
kuju
max
j=0,1,...,N ∣Mj − f ′′(xj)∣ ≤ 14Ch2. (3.4)
Teoreem 1. Olgu f ∈ C4[a, b] ning olgu vo˜rgul ∆ = {x0, x1, . . . , xN ∣a = x0 < x1 <
... < xN = b} va¨a¨rtusi fj = f(xj), j = 0,1, . . . ,N , interpoleeriv kuupsplain S∆
esitatud kujul (2.4), kus Mj = S′′∆(xj). Rahuldagu kuupsplain S∆ rajatingimusi
M0 =MN = 0, ning eeldame, et f ′′(x0) = f ′′(xN) = 0. Siis kehtivad veahinnangud
max
x∈[a,b] ∣S∆(x) − f(x)∣ ≤38Ch4,
max
x∈[a,b] ∣S′∆(x) − f ′(x)∣ ≤38Ch3,
max
x∈[a,b] ∣S′′∆(x) − f ′′(x)∣ ≤38Ch2,
kus
h = max
j=1,2,...,N hj = maxj=1,2,...,N(xj − xj−1), C = maxx∈[a,b] ∣f (4)(x)∣ .
To˜estus. Esimesena leiame hinnangu suurusele S′′∆(x) − f ′′(x), kui x ∈ [a, b]. Kui
x ∈ [xj−1, xj], j = 1,2, . . . ,N , siis (2.2) po˜hjal
S′′∆(x) =Mj−1 + Mj −Mj−1hj (x − xj−1).
Teisendame suurust S′′∆(x) − f ′′(x), x ∈ [xj−1, xj], eesma¨rgiga kasutada hinnangut
(vt [7], lk 74)
∣f ′′(xj−1)(1 − x − xj−1
hj
) + f ′′(xj)x − xj−1
hj
− f ′′(x)∣ ≤ 1
8
Ch, x ∈ [xj−1, xj]. (3.5)
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Saame
S′′∆(x) − f ′′(x) =Mj−1 + Mj −Mj−1hj (x − xj−1) − f ′′(x)=Mj−1 (1 − x − xj−1
hj
) +Mj x − xj−1
hj
− f ′′(xj−1)(1 − x − xj−1
hj
)
− f ′′(xj)x − xj−1
hj
+ f ′′(xj−1)(1 − x − xj−1
hj
) + f ′′(xj)x − xj−1
hj
− f ′′(x)
=(Mj−1 − f ′′(xj−1))(1 − x − xj−1
hj
) + (Mj − f ′′(xj))x − xj−1
hj
+ f ′′(xj−1)(1 − x − xj−1
hj
) + f ′′(xj)x − xj−1
hj
− f ′′(x). (3.6)
Seose (3.6) ja hinnangute (3.4) ja (3.5) kohaselt iga x ∈ [xj−1, xj], j = 1,2, . . . ,N ,
korral
∣S′′∆(x) − f ′′(x)∣ ≤ ∣(Mj−1 − f ′′(xj−1))(1 − x − xj−1hj ) + (Mj − f ′′(xj))x − xj−1hj ∣
+ ∣f ′′(xj−1)(1 − x − xj−1
hj
) + f ′′(xj)x − xj−1
hj
− f ′′(x)∣
≤(1 − x − xj−1
hj
+ x − xj−1
hj
) max
j=0,1,...,N ∣Mj − f ′′(xj)∣ + 18Ch2≤3
8
Ch2.
Ja¨relikult oleme na¨idanud, et
max
x∈[a,b] ∣S′′∆(x) − f ′′(x)∣ = maxj=1,2,...,N maxx∈[xj−1,xj] ∣S′′∆(x) − f ′′(x)∣ ≤ 38Ch2. (3.7)
Ta¨histame
h(x)∶= S∆(x) − f(x), x ∈ [a, b], j = 1,2, . . . ,N.
Paneme ta¨hele, et h(xj) = 0, j = 0,1, . . . ,N . Rolle’i teoreemi kohaselt (vt [2] lk
217) leiduvad punktid ξj ∈ (xj−1, xj), nii, et h′(ξj) = 0, j = 1,2, . . . ,N . Kuna
h′(x) = S′∆(x) − f ′(x), x ∈ [xj−1, xj], j = 1,2, . . . ,N,
siis S′∆(ξj) = f ′(ξj), j = 1,2, . . . ,N . Ja¨relikult x ∈ [xj−1, xj] korral
S′∆(x) − f ′(x) = ∫ x
ξj
(S′′∆(t) − f ′′(t))dt,
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millest hinnangu (3.7) abil saame x ∈ [xj−1, xj] jaoks
∣S′∆(x) − f ′(x)∣ ≤∫ x
ξj
∣S′′∆(t) − f ′′(t)∣dt ≤ 38Ch2∫ xξj dt ≤ 38Ch3.
Kokkuvo˜ttes oleme na¨idanud, et
max
x∈[a,b] ∣S′∆(x) − f ′(x)∣ = maxj=1,2,...,N maxx∈[xj−1,xj] ∣S′∆(x) − f ′(x)∣ ≤ 38Ch3. (3.8)
Leiame lo˜petuseks hinnangu ka suurusele S∆(x) − f(x), kus x ∈ [xj−1, xj], j =
1,2, . . . ,N . Kuna S∆ on funktsiooni f va¨a¨rtusi f0, f1, . . . , fN interpoleeriv kuupsplain,
siis
S∆(xj) = f(xj), j = 0,1, . . . ,N.
Ja¨relikult
S∆(x) − f(x) = ∫ x
xj−1(S′∆(t) − f ′(t))dt, x ∈ [xj−1, xj].
Viimasest seosest ja hinnangust (3.8) ja¨reldub, et x ∈ [xj−1, xj] korral
∣S∆(x) − f(x)∣ ≤∫ x
xj−1 ∣S′∆(t) − f ′(t)∣dt ≤ 38Ch3∫ xxj−1 dt ≤ 38Ch4.
Seega oleme na¨idanud, et
max
x∈[a,b] ∣S∆(x) − f(x)∣ = maxj=1,2,...,N maxx∈[xj−1,xj] ∣S∆(x) − f(x)∣ ≤ 38Ch4. (3.9)
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4. U¨htlase vo˜rgu juhtum
Selles peatu¨kis leiame maatriksi (2.10) po¨o¨rdmaatriksi juhul, kui xj − xj−1 = h iga
j = 1,2, . . . ,N korral. See peatu¨kk po˜hineb raamatul [1].
Olgu meil lo˜igul [a, b] antud vo˜rk ∆, mille korral
h∶= xj − xj−1 = b − a
N
, j = 1,2, . . . ,N.
Sellist vo˜rku ∆ nimetatakse u¨htlaseks vo˜rguks lo˜igul [a, b]. Kui me eelda-
me, et meil on tegemist u¨htlase vo˜rguga, siis me saame leida maatriksi (2.10)
po¨o¨rdmaatriksi vahetu aruteluga.
Toome sisse n-ndat ja¨rku determinandi
Dn(λ)∶=
RRRRRRRRRRRRRRRRRRRRRRR
2 λ 0 ⋯ 0 0 0
1 − λ 2 λ ⋯ 0 0 0⋯
0 0 0 ⋯ 1 − λ 2 λ
0 0 0 ⋯ 0 1 − λ 2
RRRRRRRRRRRRRRRRRRRRRRR
, n = 2,3, . . . , (4.1)
kus λ ∈ R on suvaline muutuja. Ta¨histame
D−1(λ) = 0, D0(λ) = 1 ja D1(λ) = 2.
Arendame determinandi (4.1) viimase rea ja¨rgi, saame
Dn(λ) =∑
j
(−1)n+janjmnj = (−1)n+n−1(1−λ)mn,n−1+(−1)n+n2Dn−1(λ), n = 2,3, . . . ,
kus anj asub n-ndas reas ja j-ndas veerus ning mnj on elemendile anj vastav
ta¨iendmiinor. Vaatleme ta¨iendmiinorit mn,n−1 la¨hemalt:
mn,n−1 =
RRRRRRRRRRRRRRRRRRRRRRR
2 λ 0 ⋯ 0 0 0
1 − λ 2 λ ⋯ 0 0 0⋯
0 0 0 ⋯ 1 − λ 2 0
0 0 0 ⋯ 0 1 − λ λ
RRRRRRRRRRRRRRRRRRRRRRR
= (−1)n−1+n−1λDn−2(λ) = λDn−2(λ),
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kus n = 2,3, . . . . Ja¨relikult λ ∈ R korral
Dn(λ) = 2Dn−1(λ) − λ(1 − λ)Dn−2(λ),
millest saame rekurrentse vo˜rrandi
Dn(λ) − 2Dn−1(λ) + λ(1 − λ)Dn−2(λ) = 0, n = 2,3, . . . . (4.2)
Vo˜rrandile (4.2) vastav karakteristlik vo˜rrand on
q2 − 2q + λ(1 − λ) = 0.
Viimase karakteristliku vo˜rrandi lahendid on 1+(1−λ+λ2)1/2 ja 1−(1−λ+λ2)1/2,
millest (vt [5])
Dn(λ) = c1 [1 − (1 − λ + λ2)1/2]n + c2 [1 + (1 − λ + λ2)1/2]n , n = 2,3, . . .
Kordajad c1 ja c2 leiame lineaarsest vo˜rrandisu¨steemist
{ c1 + c2 = D0(λ),
c1 [1 − (1 − λ + λ2)1/2] + c2 [1 + (1 − λ + λ2)1/2] = D1(λ).
Viimase su¨steemi lahendid on
c1 = −1 − (1 − λ + λ2)1/2
2(1 − λ + λ2)1/2 , c2 = 1 + (1 − λ + λ2)1/22(1 − λ + λ2)1/2 .
Kokkuvo˜ttes oleme leidnud, et
Dn(λ) = [1 + (1 − λ + λ2)1/2]n+1 − [1 − (1 − λ + λ2)1/2]n+1
2(1 − λ + λ2)1/2 , n = 1,2,3, . . . (4.3)
Kuna meil on tegemist u¨htlase vo˜rguga, siis
λj = hj+1
hj + hj+1 = h2h = 12 , j = 1,2, . . . ,N − 1,
millest ja¨reldub, et (4.3) saab kuju
Dn = (1 +√3/2)n+1 − (1 −√3/2)n+1√
3
, n = 1,2, . . . (4.4)
Ja¨relikult avaldub maatriksi (2.10) determinant ∣A∣ kujul
∣A∣ =DN−1 = 2DN−2 − 1
4
DN−3. (4.5)
Maatriksi (2.10) po¨o¨rdmaatriksi A−1 = (a˜ij)N−1i,j=1 elementide ma¨a¨ramiseks toome
sisse algebralise ta¨iendi mo˜iste (vt na¨iteks [3]).
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Definitsioon 5. Olgu A = (aij) n-ndat ja¨rku ruutmaatriks. Suurust Aij = (−1)i+jmi,j(i, j ∈ {1,2, . . . , n}), kus mij on elemendile aij vastav ta¨iendmiinor, nimetatakse
maatriksi A elemendi aij algebraliseks ta¨iendiks.
Teoreem 2. Kui n-ndat ja¨rku ruutmaatriks A = (aij) on regulaarne, siis
A−1 = 1∣A∣
⎛⎜⎜⎜⎝
A11 A21 . . . An1
A12 A22 . . . An2
. . . . . . . . . . . .
A1n A2n . . . Ann
⎞⎟⎟⎟⎠ , (4.6)
kus Aij on maatriksi A elemendi aij algebraline ta¨iend ning ∣A∣ on maatriksi A
determinant.
To˜estus. Teoreemi to˜estuse vo˜ib leida raamatust [3].
Teoreemi 2 po˜hjal saame po¨o¨rdmaatriksi A−1 elementide a˜ij leidmiseks ja¨rgmised
seosed:
a˜ij = (−1)i+jDN−1−jDi−12j−i∣A∣ , kui 1 ≤ i ≤ j ≤ N − 1,
a˜ij = (−1)i+jDN−1−iDj−12i−j ∣A∣ , kui 1 ≤ j ≤ i ≤ N − 1. (4.7)
Kuna suurused Mi, i = 1,2, . . . ,N − 1, ma¨a¨ratakse su¨steemist (2.7), siis
Mi = N−1∑
j=1 a˜ijdj, i = 1,2, . . . ,N − 1.
U¨htlase vo˜rgu korral
dj = 3
h2
(fj−1 − 2fj + fj+1) , j = 1,2, . . . ,N − 1,
ja¨relikult iga i = 1,2, . . . ,N − 1 korral
Mi = 3
h2
N−1∑
j=1 a˜ij (fj−1 − 2fj + fj+1) = 3h2 [a˜i1f0 + (a˜i2 − 2a˜i1) f1
+ N−2∑
j=2 (a˜i,j−1 − 2a˜ij + a˜i,j+1) fj + (a˜i,N−2 − 2a˜i,N−1) fN−1 + a˜i,N−1fN]. (4.8)
Ta¨histame
r∶= 1 + √3
2
, s∶= 1 − √3
2
, σ∶= − 1
2r
= −2s = −(s
r
) 12 .
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Seose (4.4) kohaselt
Dn = rn+1 − sn+1
r − s , Dn−1rn = 1 − σ2n2 + σ .
Seega, kui 1 ≤ i ≤ j ≤ N − 1, siis
a˜ij =σj−i [Di−1/ri−1] [DN−1−j/rN−1−j]∣A∣ /rN−2 = σj−i [Di−1/ri] [DN−1−j/rN−j] rN−2r−2DN−1=σj−i(1 − σ2i)(1 − σ2N−2j)(2 + σ)(1 − σ2N) . (4.9)
Paneme ta¨hele, et seostest (4.7) ja¨reldub, et kui 1 ≤ j ≤ N − 1, 1 ≤ i ≤ N − 1, siis
kehtib a˜ij = a˜ji.
Kokkuvo˜ttes oleme na¨idanud, et u¨htlase vo˜rgu korral on vo˜imalik seoste (4.8) ja
(4.9) abil leida suurused Mi, i = 1,2, . . . ,N − 1, mis on vo˜rrandisu¨steemi (2.8)
lahendiks.
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5. Numbrilised na¨ited
Toome nu¨u¨d numbrilised na¨ited konkreetsete funktsioonide kuupsplainidega inter-
poleerimisest.
5.1 Na¨ide 1
Olgu interpoleeritav funktsioon antud eeskirjaga
f(x) = sinx − cosx, x ∈ [5pi
4
,
9pi
4
] . (5.1)
Kuna
f ′′(x) = cosx − sinx, x ∈ [5pi
4
,
9pi
4
] ,
siis funktsioon f on lo˜igul [5pi4 , 9pi4 ] koosko˜las interpoleeriva splaini S∆ rajatingi-
mustega M0 =MN = 0.
Olgu lo˜igul [5pi4 , 9pi4 ] antud u¨htlane vo˜rk ∆, mille korral h = a−bN = piN , N ≥ 3, N ∈ N.
Funktsiooni (5.1) interpoleeriva kuupsplaini (kujul (2.4)) ja selle teist ja¨rku tuleti-
se (kujul (2.2)) konstrueerimiseks leiame alguses funktsiooni f va¨a¨rtused vo˜rgu ∆
so˜lmedes ehk suurused fj = f(xj), j = 0,1, . . . ,N . Ja¨rgmisena ma¨a¨rame suurused
Mj, j = 1,2, . . . ,N −1 lahendades su¨steemi (2.8) Pythoni paketi NumPy sisefunkt-
siooni numpy.linalg.solve(a, b) abil.
Joonistel 5.1 ja 5.2 on esitatud funktsiooni (5.1), selle teist ja¨rku tuletise, funkt-
siooni (5.1) interpoleeriva kuupsplaini S∆ ja kuupsplaini teise tuletise S′′∆ graafikud
koos funktsiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes juhul, kui N = 4.
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Joonis 5.1: Funktsiooni (5.1) ja teda interpoleeriva kuupsplaini graafikud koos
funktsiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes (funktsiooni f ja kuupsplaini graafikud
langevad peaaegu kokku).
Joonis 5.2: Funktsiooni (5.1) teist ja¨rku tuletise ja teda interpoleeriva kuupsplaini
teise tuletise graafikud koos funksiooni teist ja¨rku tuletise va¨a¨rtustega vo˜rgu ∆
so˜lmedes.
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Ja¨rgmistes tabelites on toodud suuruste
εN ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S∆(xkj) − f(xkj)∣ , N = 2i, i = 2,3, . . . ,11,
ε′′N ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S′′∆(xkj) − f ′′(xkj)∣ , N = 2i, i = 2,3, . . . ,11
arvulised va¨a¨rtused, kus xkj = xj + kh10 , k = 0,1, . . . ,10, j = 0,1, . . . ,N − 1. Lisaks
on toodud ka jagatised εNε2N ja
ε′′N
ε′′2N . Kuna funktsiooni f neljandat ja¨rku tuletise
absoluutne va¨a¨rtus ei u¨leta lo˜igul [5pi4 , 9pi4 ] suurust 1.4143, siis teoreemi 1 po˜hjal
saame ja¨rgmised teoreetilised hinnangud:
max
x∈[ 5pi
4
, 9pi
4
] ∣S∆(x) − f(x)∣ ≤0.5303625h4,
max
x∈[ 5pi
4
, 9pi
4
] ∣S′′∆(x) − f ′′(x)∣ ≤0.5303625h2.
Toodud hinnangute po˜hjal on alust arvata, et suhted εNε2N ja
ε′′N
ε′′2N peaksid la¨henema
vastavalt arvudele 16 ja 4, kui N kasvab.
N Teoreetiline viga εN εNε2N
4 0.2018 1.5047 × 10−03 16.8588
8 1.2612 × 10−02 8.9255 × 10−05 16.2273
16 7.8825 × 10−04 5.5003 × 10−06 16.0576
32 4.9266 × 10−05 3.4254 × 10−07 16.0144
64 3.0791 × 10−06 2.1389 × 10−08 16.0036
128 1.9244 × 10−07 1.3365 × 10−09 15.9926
256 1.2028 × 10−08 8.3571 × 10−11 15.8392
512 7.5179 × 10−10 5.2762 × 10−12 8.9871
1024 4.6984 × 10−11 5.8700 × 10−13 0.6095
Tabel 5.1:
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N Teoreetiline viga ε′′N ε′′Nε′′2N
4 0.3271 7.4086 × 10−02 4.0560
8 8.1784 × 10−02 1.8266 × 10−02 4.0151
16 2.0446 × 10−02 4.5493 × 10−03 4.0038
32 5.1115 × 10−03 1.1362 × 10−03 4.0010
64 1.2779 × 10−03 2.8399 × 10−04 4.0002
128 3.1947 × 10−04 7.099 × 10−05 4.0001
256 7.9867 × 10−05 1.7748 × 10−05 4.0000
512 1.9967 × 10−05 4.4370 × 10−06 3.9999
1024 4.9917 × 10−06 1.1093 × 10−06 3.9922
Tabel 5.2:
Tabelitest 5.1 ja 5.2 on na¨ha, et na¨ite 1 korral saadud tulemused on koosko˜las
teoreetiliste hinnangutega.
5.2 Na¨ide 2
Olgu interpoleeritav funktsioon antud eeskirjaga
f(x) = cos 3x + 9
2
x2 − 2x, x ∈ [0,2pi] . (5.2)
Kuna
f ′′(x) = 9 − 9 cos(3x), x ∈ [0,2pi] ,
siis funktsioon f on lo˜igul [0,2pi] koosko˜las teda interpoleeriva splaini S∆ rajatin-
gimustega M0 =MN = 0.
Olgu lo˜igul [0,2pi] antud u¨htlane vo˜rk ∆, mille korral h = a−bN = 2piN , N ≥ 3, N ∈ N.
Funktsiooni (5.2) interpoleeriva kuupsplaini (kujul (2.4)) ja selle teist ja¨rku tuleti-
se (kujul (2.2)) konstrueerimiseks leiame alguses funktsiooni f va¨a¨rtused vo˜rgu ∆
so˜lmedes ehk suurused fj = f(xj), j = 0,1, . . . ,N . Ja¨rgmisena ma¨a¨rame suurused
Mj, j = 1,2, . . . ,N −1 lahendades su¨steemi (2.8) Pythoni paketi NumPy sisefunkt-
siooni numpy.linalg.solve(a, b) abil.
Joonistel 5.3 ja 5.4 on esitatud funktsiooni (5.2), selle teist ja¨rku tuletise, funkt-
siooni (5.1) interpoleeriva kuupsplaini S∆ ja kuupsplaini teise tuletise S′′∆ graafikud
koos funktsiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes juhul, kui N = 4.
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Joonis 5.3: Funktsiooni (5.2) ja teda interpoleeriva kuupsplaini graafikud koos
funksiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes.
Joonis 5.4: Funktsiooni (5.2) teist ja¨rku tuletise ja teda interpoleeriva kuupsplaini
teise tuletise graafikud koos funksiooni teist ja¨rku tuletise va¨a¨rtustega vo˜rgu ∆
so˜lmedes.
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Ja¨rgmistes tabelites on toodud
εN ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S∆(xkj) − f(xkj)∣ , N = 2i, i = 2,3, . . . ,11,
ε′′N ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S′′∆(xkj) − f ′′(xkj)∣ , N = 2i, i = 2,3, . . . ,11
arvulised va¨a¨rtused, kus xkj = xj + kh10 , k = 0,1, . . . ,10, j = 0,1, . . . ,N − 1. Lisaks
on toodud ka jagatised εNε2N ja
ε′′N
ε′′2N . Kuna funktsiooni neljandat ja¨rku tuletise ab-
soluutne va¨a¨rtus ei u¨leta lo˜igul [0,2pi] suurust 81, siis teoreemi 1 po˜hjal saame
teoreetilised hinnangud
max
x∈[0,2pi] ∣S∆(x) − f(x)∣ ≤30.375h4,
max
x∈[0,2pi] ∣S′′∆(x) − f ′′(x)∣ ≤30.375h2.
Toodud hinnangute po˜hjal on alust arvata, et suhted εNε2N ja
ε′′N
ε′′2N peaksid la¨henema
vastavalt arvudele 16 ja 4, kui N kasvab.
N Teoreetiline viga εN εNε2N
4 184.9251 2.2520 9.0360
8 11.5578 2.4923 × 10−01 18.5810
16 0.7224 1.3413 × 10−02 16.8764
32 4.5148 × 10−02 7.9479 × 10−04 16.2167
64 2.8217 × 10−03 4.9010 × 10−05 16.0560
128 1.7636 × 10−04 3.0524 × 10−06 16.0141
256 1.1022 × 10−05 1.9061 × 10−07 16.0036
512 6.8890 × 10−07 1.1910 × 10−08 15.8603
1024 4.3056 × 10−08 7.5096 × 10−10 15.2376
Tabel 5.3:
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N Teoreetiline viga ε′′N ε′′Nε′′2N
4 74.9473 10.825 2.6081
8 18.7368 4.1506 3.8419
16 4.6842 1.0803 3.7345
32 1.1711 2.8929 × 10−01 3.6199
64 0.2928 7.9918 × 10−02 3.9058
128 7.3191 × 10−02 2.0461 × 10−02 3.9765
256 1.8298 × 10−02 5.1456 × 10−03 3.9941
512 4.5744 × 10−03 1.2883 × 10−03 3.9985
1024 1.1436 × 10−03 3.2219 × 10−04 3.9997
Tabel 5.4:
Tabelitest 5.3 ja 5.4 on na¨ha, et na¨ite 2 korral saadud tulemused on koosko˜las
teoreetiliste hinnangutega.
5.3 Na¨ide 3
Olgu interpoleeritav funktsioon antud eeskirjaga
f(x) = sin(√3x) − cos(x), x ∈ [0,2pi] . (5.3)
Kuna
f ′′(x) = cos(x) − 3 sin(√3x), x ∈ [0,2pi] ,
siis funktsioon f ei ole lo˜igul [0,2pi] koosko˜las teda interpoleeriva splaini S∆ raja-
tingimustega M0 =MN = 0, sest f ′′(0) = 1 ja f ′′(2pi) = 3.9809.
Olgu lo˜igul [0,2pi] antud u¨htlane vo˜rk ∆, mille korral h = a−bN = 2piN , N ≥ 3, N ∈ N.
Funktsiooni (5.3) interpoleeriva kuupsplaini (kujul (2.4)) ja selle teist ja¨rku tuleti-
se (kujul (2.2)) konstrueerimiseks leiame alguses funktsiooni f va¨a¨rtused vo˜rgu ∆
so˜lmedes ehk suurused fj = f(xj), j = 0,1, . . . ,N . Ja¨rgmisena ma¨a¨rame suurused
Mj, j = 1,2, . . . ,N −1 lahendades su¨steemi (2.8) Pythoni paketi NumPy sisefunkt-
siooni numpy.linalg.solve(a, b) abil.
Joonistel 5.5 ja 5.6 on esitatud funktsiooni (5.3), selle teist ja¨rku tuletise, funkt-
siooni (5.1) interpoleeriva kuupsplaini S∆(x) ja kuupsplaini teise tuletise S′′∆(x)
graafikud koos funktsiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes juhul, kui N = 4.
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Joonis 5.5: Funktsiooni (5.3) ja teda interpoleeriva kuupsplaini graafikud koos
funksiooni va¨a¨rtustega vo˜rgu ∆ so˜lmedes.
Joonis 5.6: Funktsiooni (5.3) teist ja¨rku tuletise ja teda interpoleeriva kuupsplaini
teise tuletise graafikud koos funksiooni teist ja¨rku tuletise va¨a¨rtustega vo˜rgu ∆
so˜lmedes.
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Ja¨rgmistes tabelites on toodud
εN ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S∆(xkj) − f(xkj)∣ , N = 2i, i = 2,3, . . . ,11,
ε′′N ∶= max
j=0,1,...,N−1
k=0,1,...,10 ∣S′′∆(xkj) − f ′′(xkj)∣ , N = 2i, i = 2,3, . . . ,11
arvulised va¨a¨rtused, kus xkj = xj + kh10 , k = 0,1, . . . ,10, j = 0,1, . . . ,N − 1. Lisaks on
toodud ka jagatised εNε2N ja
ε′′N
ε′′2N .
N εN
εN
ε2N
4 7.1329 × 10−01 4.8965
8 1.4567 × 10−01 4.6069
16 3.1621 × 10−02 4.1523
32 7.6152 × 10−03 4.0380
64 1.8859 × 10−03 4.0095
128 4.7035 × 10−04 4.0024
256 1.1752 × 10−04 4.0006
512 2.9375 × 10−05 4.0001
1024 7.3436 × 10−06 4.0000
Tabel 5.5:
N ε′′N ε′′Nε′′2N
4 4.0273 1.0116
8 3.9809 1
16 3.9809 1
32 3.9809 1
64 3.9809 1
128 3.9809 1
256 3.9809 1
512 3.9809 1
1024 3.9809 1
Tabel 5.6:
Kuna na¨ite 3 korral ei ole teoreemi 1 eeldused ta¨idetud, siis teoreetilised hinnangud
ei pruugi kehtida. Tabelitest 5.5 ja 5.6 na¨emegi, et see on nii: vead va¨henevad
tunduvalt aeglasemalt, kui na¨idetes 1 vo˜i 2.
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Lisa
# −∗− coding : u t f −8 −∗−
import numpy as np
import matp lo t l i b . pyplot as p l t
import s c ipy . opt imize as sc
a=5∗np . p i /4
b=9∗np . p i /4 #ot spunk t i d
n=4 #osa l o˜ i kude arv
def f ( x ) : #in t e r p o l e e r i t a v f unk t s i oon
return np . s i n ( x )−np . cos ( x )
def df ( x ) : #funk t s i o on i t e i s t j a¨ rku t u l e t i s
return −np . s i n ( x )+np . cos ( x )
def d4f ( x ) : #funk t s i o on i ne l j anda t j a¨ rku
t u l e t i s e a b s i l u u t v a¨a¨ r t u s e vastandv a¨a¨ r t u s
return −np . abs (np . s i n ( x )−np . cos ( x ) )
def S(N, x ) : #in t e r p o l e e r i v kuupsp la in
h=(b−a ) /N #osa l o˜ i kude p i kkus
X=np . l i n s p a c e ( a , b ,N+1) #s o˜ lmed
Y=f (X) #funk t s i o on i v a¨a¨ r t u s ed s o˜ lmedes
A=np . z e r o s ( (N−1 ,N−1) ) #korda j a t e maatr iks
d=np . z e r o s (N−1) #va b a l i i g e
for j in range ( len (d) ) :
A[ j ] [ j ]=2
i f not j==len (d) −1:
A[ j ] [ j +1]=0.5
A[ j ] [ j −1]=0.5
d [ j ]=6∗((Y[ j +2]−Y[ j +1]) /h−(Y[ j +1]−Y[ j ] ) /h) /(2∗h)
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A[0 ] [ −1 ]=0
M=np . z e r o s (N+1) #kordajad
M[1: −1]=np . array (np . l i n a l g . s o l v e (A, d) )
try :
for j in range (1 ,N+1) :
i f X[ j −1]<=x and x<=X[ j ] :
return (M[ j ] / ( 6∗h) ) ∗(x−X[ j −1 ] ) ∗∗3+(M[ j−1]/(6∗h) ) ∗(X[ j ]−x ) ∗∗3+(Y[ j ] −(M[ j ]∗h∗∗2)
/6) ∗(x−X[ j −1 ] ) /h+(Y[ j −1] −(M[ j −1]∗h∗∗2)
/6) ∗(X[ j ]−x ) /h
else :
continue
except :
l i s t =[]
for k in x :
i f b==k :
l i s t . append ( (M[ −2 ]/ (6∗h) ) ∗(b−k )∗∗3+Y[ −1 ]∗ ( k−X[ −2 ] ) /h+(Y[ −2] −(M[ −2 ]∗h∗∗2) /6) ∗(b−k ) /h
)
break
for j in range (N+1) :
i f X[ j −1]<=k and k<X[ j ] :
l i s t . append ( (M[ j ] / ( 6∗h) ) ∗(k−X[ j −1 ] )
∗∗3+(M[ j −1]/(6∗h) ) ∗(X[ j ]−k ) ∗∗3+(Y[ j
] −(M[ j ]∗h∗∗2) /6) ∗(k−X[ j −1 ] ) /h+(Y[ j−1] −(M[ j −1]∗h∗∗2) /6) ∗(X[ j ]−k ) /h)
else :
continue
return np . array ( l i s t )
def dS(N, x ) : #in t e r p o l e e r i v a kuup sp l a i n i
t e i s t j a¨ rku t u l e t i s
h=(b−a ) /N #osa l o˜ i kude p i kkus
X=np . l i n s p a c e ( a , b ,N+1) #s o˜ lmed
Y=f (X) #funk t s i o on i v a¨a¨ r t u s ed s o˜ lmedes
A=np . z e r o s ( (N−1 ,N−1) ) #korda j a t e maatr iks
d=np . z e r o s (N−1) #va b a l i i g e
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for j in range ( len (d) ) :
A[ j ] [ j ]=2
i f not j==len (d) −1:
A[ j ] [ j +1]=0.5
A[ j ] [ j −1]=0.5
d [ j ]=6∗((Y[ j +2]−Y[ j +1]) /h−(Y[ j +1]−Y[ j ] ) /h) /(2∗h)
A[0 ] [ −1 ]=0
M=np . z e r o s (N+1) #kordajad
M[1: −1]=np . array (np . l i n a l g . s o l v e (A, d) )
try :
i f x==a or x==b :
return 0
for j in range (1 ,N+1) :
i f X[ j −1]<=x and x<=X[ j ] :
return M[ j ] ∗ ( x−X[ j −1 ] ) /h+M[ j −1 ]∗ (X[ j ]−x ) /h
else :
continue
except :
l i s t =[]
for k in x :
i f b==k :
l i s t . append (0)
break
for j in range (N+1) :
i f X[ j −1]<=k and k<X[ j ] :
l i s t . append (M[ j ] ∗ ( k−X[ j −1 ] ) /h+M[ j −1 ]∗ (X
[ j ]−k ) /h)
else :
continue
return np . array ( l i s t )
def viga (N) : #in t e r p o l e e r i v a kuup sp l a i n i
v i ga
x=np . l i n s p a c e ( a , b ,10∗N+1)
vaartused=S(N, x )
return np . amax(np . abso lu t e ( vaartused − f ( x ) ) )
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def dviga (N) : #in t e r p o l e e r i v a kuup sp l a i n i
t e i s t j a¨ rku t u l e t i s e v i ga
x=np . l i n s p a c e ( a , b ,10∗N+1)
vaartused=dS(N, x )
return np . amax(np . abso lu t e ( vaartused −df ( x ) ) )
t=np . l i n s p a c e ( a , b , 200 )
s=S (4 , t )
ds=dS (4 , t )
c=np . l i n s p a c e ( a , b , n+1)
ax = p l t . gca ( ) #t e l j e s t i k
ax . sp i n e s [ ’ r i g h t ’ ] . s e t_co lo r ( ’ none ’ )
ax . sp i n e s [ ’ top ’ ] . s e t_co lo r ( ’ none ’ )
ax . xax i s . s e t_t i ck s_pos i t i on ( ’ bottom ’ )
ax . sp i n e s [ ’ bottom ’ ] . s e t_pos i t i on ( ( ’ data ’ , 0 ) )
ax . yax i s . s e t_t i ck s_pos i t i on ( ’ l e f t ’ )
ax . sp i n e s [ ’ l e f t ’ ] . s e t_pos i t i on ( ( ’ data ’ , 0 ) )
p l t . x t i c k s ( [ 0 , np . p i /2 , np . pi , 3∗np . p i /2 , 2∗np . p i ] ,
[ r ’ $0$ ’ , r ’ $\ p i /2$ ’ , r ’ $\ p i$ ’ , r ’ $3\ p i /2$ ’ , ’ $2\
pi$ ’ ] )
p l t . xl im ( −1 ,b+1)
p l t . x l ab e l ( ’ x ’ )
p l t . y l ab e l ( ’ y ’ )
p l t . p l o t ( t , f ( t ) , ’ k− ’ , l a b e l=r ’ $ f ( x )=\s i n (x )−\cos ( x ) $ ’ )
p l t . p l o t ( t , s , ’ k−− ’ , l a b e l=’ Kuupsplain ’ )
p l t . p l o t ( c , f ( c ) , ’ ko ’ , l a b e l=’ Funkts iooni ␣va¨ a¨ r tused ␣ s o˜ lmedes ’
)
p l t . l egend ( )
p l t . f i g u r e ( )
ax = p l t . gca ( ) #t e l j e s t i k
ax . sp i n e s [ ’ r i g h t ’ ] . s e t_co lo r ( ’ none ’ )
ax . sp i n e s [ ’ top ’ ] . s e t_co lo r ( ’ none ’ )
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ax . xax i s . s e t_t i ck s_pos i t i on ( ’ bottom ’ )
ax . sp i n e s [ ’ bottom ’ ] . s e t_pos i t i on ( ( ’ data ’ , 0 ) )
ax . yax i s . s e t_t i ck s_pos i t i on ( ’ l e f t ’ )
ax . sp i n e s [ ’ l e f t ’ ] . s e t_pos i t i on ( ( ’ data ’ , 0 ) )
p l t . x t i c k s ( [ 0 , np . p i /2 , np . pi , 3∗np . p i /2 , 2∗np . p i ] ,
[ r ’ $0$ ’ , r ’ $\ p i /2$ ’ , r ’ $\ p i$ ’ , r ’ $3\ p i /2$ ’ , ’ $2\
pi$ ’ ] )
p l t . xl im ( −1 ,b+1)
p l t . x l ab e l ( ’ x ’ )
p l t . y l ab e l ( ’ y ’ )
p l t . p l o t ( t , df ( t ) , ’ k− ’ , l a b e l=r ’ $ f ’ ’ ( x )=\cos ( x )−\ s i n (x ) $ ’ )
p l t . p l o t ( t , ds , ’ k−− ’ , l a b e l=’ Kuupspla ini ␣ t e i s t ␣ j a¨ rku␣ t u l e t i s ’
)
p l t . p l o t ( c , df ( c ) , ’ ko ’ , l a b e l=’ Funkts ioon i ␣ t e i s t ␣ j a¨ rku␣
t u l e t i s e ␣va¨ a¨ r tused ␣ s o˜ lmedes ’ )
p l t . l egend ( )
p l t . show ( )
en=np . z e r o s (10) #kuupsp l a i n i vead j u h t u d e l N=4 ,8 , . . . , 2048
den=np . z e r o s (10) #kuupsp l a i n i t e i s t j a¨ rku t u l e t i s e vead
j u h t u d e l N=4 ,8 , . . . , 2048
for i in range (2 ,2+ len ( en ) ) :
en [ i −2]= viga (2∗∗ i )
den [ i −2]=dviga (2∗∗ i )
print ( ’ Kuupspla ini ␣vead␣ juhtude l ␣N=4 ,8 , . . . , 2 048 ’ )
print ( en )
print ( ’ Kuupspla ini ␣ vigade ␣ j a g a t i s e d ␣ juhtude l ␣N=4 ,8 , . . . , 2 048
’ )
for i in range (1 , len ( en ) ) :
print ( ( en [ i −1 ] ) /( en [ i ] ) , ’N=’+str (2∗∗ ( i +1) ) )
print ( ’ Kuupspla ini ␣ t e i s t ␣ j a¨ rku␣ t u l e t i s e ␣vead␣ juhtude l ␣N
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=4 ,8 , . . . , 2 048 ’ )
print ( en )
print ( ’ Kuupspla ini ␣ t e i s t ␣ j a¨ rku␣ t u l e t i s e ␣ vigade ␣ j a g a t i s e d ␣
juhtude l ␣N=4 ,8 , . . . , 2 048 ’ )
for i in range (1 , len ( en ) ) :
print ( ( en [ i −1 ] ) /( en [ i ] ) , ’N=’+str (2∗∗ ( i +1) ) )
C=−sc . minimize ( d4f , 7∗np . p i /4 , bounds=[(a , b ) ] ) . fun [ 0 ]#
funk t s i o on i ne l j anda t j a¨ rku t u l e t i s e maksimaalne v a¨a¨ r t u s
( a b s o l u u t s e l t )
print ( ’ Kuupspla ini ␣ t e o r e e t i l i n e ␣hinnangud␣ juhtude l ␣N
=4 ,8 , . . . , 2 048 ’ )
for i in range (2 ,2+ len ( en ) ) :
print (3∗C∗ ( ( ( b−a ) /(2∗∗ i ) ) ∗∗4) /8 , ’N=’+str (2∗∗ i ) )
print ( ’ Kuupspla ini ␣ t e i s t ␣ j a¨ rku␣ t u l e t i s e ␣ t e o r e e t i l i n e ␣
hinnangud␣ juhtude l ␣N=4 ,8 , . . . , 2 048 ’ )
for i in range (2 ,2+ len ( en ) ) :
print (3∗C∗ ( ( ( b−a ) /(2∗∗ i ) ) ∗∗2) /8 , ’N=’+str (2∗∗ i ) )
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