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Abstract
In the last ten years, research interests in various aspects of the Wire Arc Additive
Manufacturing (WAAM) processes have grown exponentially. More recently, efforts to
integrate an automatic quality assurance system for the WAAM process are increasing.
No reliable online monitoring system for the WAAM process is a key gap to be filled for
the commercial application of the technology, as it will enable the components produced
by the process to be qualified for the relevant standards and hence be fit for use in critical
applications in the aerospace or naval sectors. However, most of the existing monitoring
methods only detect or solve issues from a specific sensor, no monitoring system
integrated with different sensors or data sources is developed in WAAM in the last three
years. In addition, complex principles and calculations of conventional algorithms make
it hard to be applied in the manufacturing of WAAM as the character of a long
manufacturing cycle. Intelligent algorithms provide in-built advantages in processing and
analysing data, especially for large datasets generated during the long manufacturing
cycles. In this research, in order to establish an intelligent WAAM defect detection system,
two intelligent WAAM defect detection modules are developed successfully. The first
module takes welding arc current / voltage signals during the deposition process as inputs
and uses algorithms such as support vector machine (SVM) and incremental SVM to
identify disturbances and continuously learn new defects. The incremental learning
module achieved more than a 90% f1-score on new defects. The second module takes
CCD images as inputs and uses object detection algorithms to predict the unfused defect
during the WAAM manufacturing process with above 72% mAP. This research paves the
path for developing an intelligent WAAM online monitoring system in the future.
Together with process modelling, simulation and feedback control, it reveals the future
opportunity for a digital twin system.
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Abbreviation
AM

additive manufacturing

AI

artificial intelligence

CCD

charge-coupled device camera

CNN

Convolutional neural network

DED

direct energy deposition

IR

Infrared radiation

PBF

Power bed fusion

RBF

Radial Basis Function kernel

SVM

Support vector machine

TD

Torch distance

TS

Travel speed

T-SNE

T-distributed Stochastic Neighbor Embedding

WAAM

Wire arc additive manufacturing

WFS

Wire feed speed

YOLO

You only look once
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Chapter 1 Introduction
1.1 Background
Additive Manufacturing
Additive manufacturing (AM) has increasingly attracted attention from the
manufacturing industry in the past decades due to its ability to manufacture complex
three-dimensional components. The most common metal AM processes are powder bed
fusion (PBF) technology and direct energy deposition (DED) technology. PBF techniques
use thin layers of very fine powders dispersed and packed tightly on a platform. The
particles in each layer are then fused using a laser beam or binder. Following layers of
powder are rolled on top of the preceding layers and fused together until the final 3D
component is constructed. A vacuum then removes the excess powder, and if necessary,
further processes such as coating, sintering or infiltration are carried out. DED works by
focusing an energy source (laser or electron beam) on a small substrate area while
simultaneously melting a feedstock material (powder or wire). Following the movement
of the laser beam, the melted material is deposited and fused into the melted substrate and
hardened [1]. Based on the feedstock, DED can be further categorised into power and
wire. Powder-DED offers higher dimensional accuracy that can produce a part with 0.05
mm accuracy in the fusion direction, while even better accuracy in the vertical direction
[2]. At the same time, raw powder material wasting and slower deposition rate are
disadvantages of powder DED. Wire-DED, also known as wire arc additive
manufacturing (WAAM), offers a higher raw material deposition rate and low process
time and cost, and provide excellent mechanical properties, controlled microstructure and
precise composition control [3]. Because of these advanced characteristics, WAAM
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attracted a lot of attention since 2015, resulting in a huge number of achievements both
in academic research and commercial applications.
Wire Arc Additive Manufacturing

Figure 1-1. Trends of publications on different keywords from Scopus.
Due to the major advantages of high deposition rate and low capital and running cost,
WAAM attracted significant interest and was rapidly developing in the last five years.
Figure 1-1 shows the increasing research outcomes on WAAM from 2013 to 2021.
Specifically, WAAM is becoming a reliable alternative to the fabrication of large metal
components [4]. Large components made of different materials such as the titanium alloys
in aerospace [5, 6], and nickel aluminum bronzes in marine applications [7] have been
investigated in the last several years. In addition, much work has been published across
21

many different aspects of the technology in the academic research domain, such as
process planning, material property improvements, and process control. Liu, et al. [8]
summarise the research topics in the last several years as well as potential research areas
in the future. To enable a fully automated WAAM system, Ding, et al. [9] proposed a
systematic strategy featuring a series of algorithms, including 2D path planning [10], bead
modelling [11], and multi-directional slicing algorithms [12]. The majority of research
tends to focus on material properties for various metals such as titanium alloys [13],
aluminum alloys [14], steels [15], and nickel-based alloys [16]. A comprehensive review
of material characteristics is provided by Wu, et al. [17]. Other research efforts investigate
methods to improve geometric accuracy [18-20], surface roughness [21], and internal
stress build-up [22] in deposited WAAM components. Although lots of achievements had
been published in different research areas, there were still some issues and challenges that
limit the development of WAAM.

Figure 1-2. Current status and future trend of WAAM research.
22

Challenges of WAAM
Nevertheless, many challenges remain to be addressed due to the overall complexity of
the multi-faceted WAAM process [23]. Defects arising during the welding processes,
such as voids, humps, and arc instability, can lead to deficiencies in the part quality and
properties, as well as quality-related rejections of parts, resulting in extra costs, material
waste, and machine capacity constraints, which will limit the commercial applications of
WAAM, particularly in critical applications found in the naval and aerospace sectors.
With this in mind, developing reliable digital systems to monitor the WAAM processes
and predict defects becomes necessary. These systems will be invaluable to the eventual
qualification of WAAM components in their relevant industries. As the most popular
research topic in the last three years, machine learning provided lots of advanced and
novel methods to solve legacy and tricky issues in WAAM.
Machine Learning Algorithms
With the advancement in computational power, it is possible to use machine learning
algorithms to recognize and identify the interrelation between vast volumes of cyber data
and the physical world. In this regard, machine learning (ML) algorithms are increasingly
being used to enable computer-assisted defect detection by automatically classifying the
manufacturing data. Various machine learning algorithms, including clusters, decision
trees, support vector machines (SVM) and convolution neural networks (CNN), have
been applied to correlate sensor data with the WAAM process conditions. Wu, et al. [24]
used an unsupervised learning network (specifically, a Kohonen network) to cluster
abnormal disturbances in welding current and voltage data to achieve a recognition rate
above 92%. With the increases in computer hash rate, supervised learning algorithms
have attracted increased interest in industrial and academic research. Sumesh, et al. [25]
23

and Sumesh, et al. [26] developed approaches making use of decision trees and SVM to
detect porosity, lack of fusion and burn-through defects in a traditional gas metal arc
welding (GMAW) process with approximately 80 percent classification accuracy. In
recent years, machine learning algorithms based on neural network architectures have
emerged to the forefront of machine learning technologies. Tang, et al. [27] developed a
vision-based neural network and SVM for WAAM defect detection. Their seven-layer
CNN reported a 95% detection accuracy for defects such as surface porosity, humping,
depression and undercut. Likewise, Xia, et al. [28] utilized a commercial CNN (i.e.
ResNet) to identify defects such as incomplete penetration, burn through, misalignment
and undercut at an accuracy above 98%.
Research about image processing and object detection provide many practical and fast
algorithms for actual manufacturing applications. Object detectors such as region CNN
(R-CNN) [29], single shot detector (SSD) [30], YOLO [31], and their derivatives Faster
R-CNN [32], Cascade R-CNN [33], deconvolutional single shot detector (DSSD) [34]
and YOLOv3 [35] all get proved on objects detection tasks with high accuracy. Recently,
the welding domain started applying various algorithms and object detectors, helping
technicians recognize weld bead locations and identify weld defects. Kim, et al. [36]
applied an extraction and noise removal algorithm to handle locations of multiple
occluded weld seams from arbitrary directions. Meanwhile, they successfully dealt with
complex weld seams without complete silhouette from a single view direction. Zou, et al.
[37] proposed a mixed object detector combined sequence multifeature combination
network (SMFCN) and recurrent neural network (RNN) to detect continuous weld seams
images under a significant amount of noise. A tiny YOLOv3 model combined with image
augmentation is selected to realize weld seam positions after comparing with the
performance of Faster R-CNN, YOLOv2, and YOLOv3 [38]. Another interesting
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application of YOLOv3 in the weld discipline is presented by Dai, et al. [39]. The
positions and quality of spot welds on the automobile’s body are detected accurately by
a modified YOLOv3. Meanwhile, the lightweight network MobileNetV3 replaced the
backbone network of YOLOv3 achieving a fast detection speed. Based on the previous
research work, popular object detectors attained reliable detection results and fast
detection speed both in beads location and defect detection in the last several years [39,
40].
Consequently, the selection of machine learning algorithms is greatly dependent on the
type of data: SVM is suitable to process data, while CNN and YOLOs are appropriate for
images. Therefore, to develop an online monitoring system integrating different sensors,
modular programming can be a great way to develop this system.
Modular Intelligent WAAM Monitoring System
In this context, ML methods are then a possibility to evaluate large amounts of WAAM
data almost in real-time and to identify complex non-linear relationships between WAAM
defects and the manufacturing process. However, due to the different characteristics of
defects, different sensors are required to obtain defect data, which will generate different
data types, such as digital data and CCD images. Therefore, various machine learning
methods are required to analyse different data types. A modular system is created to
integrate multiple sensors and machine learning methods into a complicated, intelligent
system to address this problem.
Thereinto, a multi-sensor monitoring system provides data resources for AI algorithms
and applications. Common sensor signals in WAAM include electrical signals (current
and voltage), images from the CCD camera, thermal history (inter-pass temperature), and
geometry profile from a laser scanner. Then, different modules used for the integration
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system will be developed to process data from different sensors, predicting various
defects.

1.2 Objectives
This research aims to create modules for an intelligent online WAAM defect monitoring
system that can easily be extended to include other in-situ sensor modalities, including
electrical signals and a CCD camera. Paired with machine learning, convolutional neural
networks and deep learning, the intelligent modular framework transforms these human
involvement WAAM processes into smart manufacturing processes.
1. Develop a control software to integrate sensor data from different sources. Data
sources include an electrical signal collection box (voltage and current), a CCD
camera, a laser scanner and a thermal camera.
2. Construct an intelligent algorithm to process electrical time-series data and detect
certain manufacturing defects.
3. Promote the algorithm constructed above and develop an incremental learning model
to adapt future defects automatically.
4. Integrate the concepts of image processing computer vision and deep CNN to
propose an efficient model to classify different malicious defects.
5. Propose a vision detector that combines the concepts of object detection-computer
vision and WAAM to detect the defects by processing the geometrical anomalies
from top-view images.
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1.3 Contributions
This research is built on the concepts of data-driven machine learning and computer
vision, which are prevalent technologies because of the capacities of monitoring, and the
ability to detect causal relationships of WAAM defects. Two intelligent modules for the
WAAM defect detection system are developed in this research using two primary sensors
to identify the different defects. Figure 1-3 illustrates the significant contributions of this
research. Electrical signals are studied using SVM, incremental SVM. Images from the
WAAM process used ResNet (deep CNN) and YOLOv3 to achieve defect monitoring
and modular work.

Figure 1-3. Main contributions and achievements of this research.

Contributions about the modular work are summarised below:
Electricity signal modular
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Initially, several welding severe events are investigated by SVM using electrical signals:
no shielding gas, rusty plate, and normal welding. After carefully tuning the
hyperparameters of SVM, 99.95% accuracy is achieved when identifying no shielding
gas in the welding. Furthermore, about 85% of signals from rusty plates can be identified
successfully. This experiment proves the feasibility of using machine learning algorithms
to accomplish classification work in WAAM with high efficiency and accuracy.
Then an improvement of the SVM identification is further developed. The model trained
above can only identify abnormal welding environments, but an intelligent model used to
detect defects is expected to automate the WAAM process. In addition, the static
intelligent model can only classify two types of abnormal events, but the real welding
environments contain far more situations rather than only two simple abnormal situations.
Therefore, an incremental learning SVM used to identify different defects is developed
and proved in this work.
A dynamic model has been developed via an incremental SVM algorithm to percept
different defects by electrical signals. This model learns some knowledge about arc on,
arc off, and normal welding initially, and then a new type of defect data (weld pool shift)
is put into the dataset. After ephemeral confusions, the model adapts the new defect data
and then provides reliable predictions regarding all defect types. This work provides a
thread on training dynamic models which can learn new defects incrementally while
keeping the previous knowledge to a great extent.
Vision modular
Works focused on the image is separated into two different aspects: image classification
and object detection. ResNet is the deep CNN selected for the image classification.
Different image types, including good welding, unfused welding, part edges, and surface
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pores, are input into ResNet18, and after 30 epoch iterations, 91.7% average accuracy is
achieved from the neural network. After the calibration and pixel adjustments, the
classification results of the different welding defects are demonstrated on the input image,
providing amounts of information on the defect locations.
Nevertheless, it can be argued that training a defect detector provides more utility than a
defect classifier since defect boundary boxes from a defect detector also indicate the
location of defects. A good defect detector can identify the locations of defects with some
straightforward optimizations. YOLOv3 is a famous object detector used for object
detection. This work tries to apply YOLOv3 in WAAM to detect the component location
and surface infusion during manufacturing. Three different components composed of
right, obtuse and acute angles are fabricated to extend the training dataset's size. After
specific numbers of training and careful hyperparameters tuning, a model with 72% mAP
is achieved for the detection, which has a 100% accuracy on component identification
and 53% precision on surface unfused detection. This work reveals the feasibility of
applying cutting-edge and novel object detection algorithms on WAAM. It is proved that
algorithms designed for object detections in real world can also be used to precept real
WAAM manufacturing processes after slight architectural design adjustments.
Summary
In conclusion, this research work focuses on deploying a future intelligent defect
detection system via these four modular works:
1. Using SVM to classify different welding environments conditions: no shielding gas,
rusty plate, and normal welding, achieving more than 95% accuracy in classification.
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2. Using incremental SVM to learn the new and potential defects adaptively. More than
90% f1-score is achieved from the model. In addition, the incremental model has the
potential to learn new defects revealed during manufacturing processes in the future.
3. Deep CNN (ResNet18) is applied to classify the different welding defects and
conditions, more than 90% accuracy is achieved after training, and an intuitionistic
demonstration is accomplished to show defect locations.
4. An object detector based on YOLOv3 is developed to identify unfused anomalies
and locations of WAAM components. 72% mAP is achieved for the two types of
data, with 100% accuracy in detecting locations of components
In the longer term, the modular intelligent defect detection systems with sophisticated
machine learning-enabled prediction features providing real-time defect detection will
create new possibilities to bring a WAAM revolution, which will transform WAAM into
a more dependable and commercially viable technique.
1.4 Thesis outline
This chapter introduces the research background and contributions of the research work.
In Chapter 2, followed by this chapter, a literature review is concluded. Specifically, a
review of common WAAM defect types, defect detection technologies, and retrospect
about machine learning algorithms are summarised in Chapter 2.
Chapter 3 introduces a multi-sensor integration system, which integrates multiple sensors
within a single system, and achieves sensor control and data acquisition via this system.
Sensors including electrical signals, thermal camera, laser scanner, and CCD camera are
integrated into this multi-sensor system.
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Chapter 4 concludes the SVM prediction model used for classifying different welding
environments. Details about the SVM algorithm are introduced in this chapter. Then a
dimensionality reduction tool called T-SNE is used for visualizing the distributions of
different data in different environments.
Chapter 5 introduces the application of incremental learning SVM in WAAM electrical
signals. This model percepts some simple defects and conditions initially, and with the
increasing number of defects in future work, the model can adapt to different defects
dynamically.
Chapter 6 trains a model based on deep CNN (ResNet18) to identify different defect
images. The trained ResNet18 can identify images with unfused defect, component edge,
and right welding patches within acceptive error ranges.
Chapter 7 uses YOLOv3 to achieve defect detections on a global image. The unfused
defect can be detected accurately after some small modifications to the parameter settings.
Chapter 8 summarises the research work and prospects the future work, especially in
applying machine learning and developing a digital twin system in WAAM.
To make the structure clear, Figure 1-4 gives the whole structure of the dissertation.
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Figure 1-4. Graphic structure of the dissertation.
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Chapter 2 Literature review
Although WAAM is an economic fabricating way in large scale components with stable
mechanical properties and complex geometrical shape, the defects enveloped in a
component is still the main issue limiting industrial manufacturing. Due to defects may
be formed for many different reasons, such as poor path strategies, poor welding
parameter setup, thermal distortion caused by heat accumulation, environments influence
and other mechanical problems [41], developing a defects monitoring and detection
system is urgent. This part will review common defects in WAAM components, defects
testing and detection techniques, and current states of artificial algorithms applied in
detecting defects in AM.

Figure 2-1 Relationship between defects and material, manufacturing process. a.
Cracking [42]. b. Porosity [43]. c. Distortion induced by residual stress [44]. d.
Delamination [45]. e. Poor surface finishing [46].
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2.1 Common defects of WAAM components
The stability of mechanical property of components is an important estimation standard
before being utilized in actual manufacturing environments. Defects generated during the
WAAM process always conduce to failure and reduce the life cycle of components. Like
the welding process, common defects during the WAAM process include cracks, porosity,
and residual stress, which induce heat distortion, delamination, and poor surface finish [4,
41]. Table 2-1 concludes the common defects in WAAM components and the causes of
every defect. Figure 2-1 illustrates the relationship of different defects between material
and process. A defect such as porosity is related to material and fabrication processes
since circular porosity mainly depends on the material, and a snatchy porosity is induced
by an imperfect manufacturing process plan. Surface finishing is mainly depending on
poor path planning and other manufacturing processes. Residual stress cannot be entirely
avoided in WAAM components due to the limitation of the manufacturing process,
though modifying the process parameters and some post-process treatments can reduce
the distortion and other negative influence of residual stress.
Cracks generated in WAAM components include solidification and grain boundary
cracks [47]. Solidification cracks are always generated at the interface of solidified area
and melting pool. Too much heat input provide strong stress on the interface, if the loaded
thermal stress exceed the material tolerance or the solidified grains obstruct the flow of
liquid metal, solidification cracking will occur [47]. Grain boundary cracking always
generate along the grain boundaries due to the variation between boundary morphology
and prospective phase precipitate formation or dissolution [48]. Some alloy materials,
especially bimetal ones, are predisposed to cracking during the fabrication process.
Various chemical properties and solubilities provide the condition of cracking. For
example, nickel alloy 625 has been reported that liquid film at terminal solidification
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would result in solidification cracking [49].
Table 2-1 In-situ monitoring and detection technologies applied in AM
Sensors

Signals

Defects Detected

Electrical Sensor

Arc voltage
Arc current

Porosity
External
painted)

CCD/CMOS Camera

Layer width, height
Welding pool profile

Geometry accuracy
Deformation
Surface defects

Infrared Thermal Camera
Pyrometer

Thermal condition
Thermal history

Abnormal thermal distribution
Porosity

Acoustic Sensor

Sound intensity

Material discontinuities
Surface defects (lack of gas)
Porosity, crack, slag

Spectrometer

Spectrum intensity

External environments (rusty, oil,
air puffing)
Disturbances of welding process

environments

(gas,

Porosity is a common defect in WAAM components since porosity would evolve to other
defects such as under extreme working environments, which would weaken mechanical
properties. Thus, it is necessary to minimize or eliminate the existence of pores within
components. Generally, porosity is classified as raw material induced and processinduced porosity [17, 47]. Hydrocarbon in impurities and contaminations from feedstock
and substrate surface will be assimilated into the welding pool, generating pores after
solidification. The solubility of hydrocarbon in the liquid phase metal is always larger
than solid-phase metal, thus gaseous hydrocarbon escapes from terminal solidification
metal, inducing porosities in the process [50]. Bai, et al. [51] reported the generation of
pores using 2319 aluminium alloy material due to the solubility difference of liquid and
solid aluminium metal [51]. Process induced porosity is always irregular. Poor path
planning and unstable welding process are the main reasons for process-induced porosity.
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A novel and practical path planning strategy was demonstrated in 2015 [10], which could
avoid the generation of porosity due to poor path planning compared with traditional
WAAM path planning. Some paper demonstrated useful methods to minimize the
porosity during the manufacturing process. Composite tape winding technology could
decrease pores significantly under correct process parameters [52]. Almost all porosities
generated during the process could be eliminated under winding pressure between 1200
to 1500 N and heating temperature between 100 and 115 °C. Inter-layer cold working,
heat treatment and inter-layer rolling could eliminate the pores produced by aluminium
alloy [43]. In addition, a modified arc mode in cold metal transfer (CMT) process was
found useful in decreasing porosity for aluminium and copper alloy. CMT pulse advanced
(CMT-PADV) was found that this process could fabricate walls with no porosity inside
by controlling the heat input [53].
Residual stress is the stress that remains within the components after removing external
loading. Distortion, loss of geometrical accuracy and deterioration of mechanical
properties are caused by residual stress remaining in a component [17]. However, residual
stress is impractical to avoid entirely due to the thermal stress provided during the process
of WAAM. Thus, reducing the negative influence of residual stress is the main issue in
the WAAM process. Finite element model of the residual stress distribution is built by
Ding, et al. [54]. It was found that residual stress in the previous layers have little
influence on future layers. Residual stress will redistribute after the removal of clampers,
the stress on the top of wall has lower value than interface of wall and substrate [54]. For
bulk WAAM components, complex manufacturing path and multi-layers stacking would
increase the accumulation of the residual stress on the bottom of components, thus correct
path planning strategies and heat controlling could avoid significant deformation caused
by residual stress [55]. Lots of process parameters are related to residual stress, however,
36

a lack of residual stress controlling from these parameters have not been investigated.
Fortunately, some post-process treatments such as post-process heat treatment, inter-pass
cold rolling [56] and inter-pass cooling [57, 58], can control the negative influence from
residual stress [17].
Delamination is a result of insufficient heat input, which induce inadequate metal melting
or lack of re-melting of preceding solid layers. The consequence of delamination is
macroscopic and cannot be repaired by post-processing. To eliminate the possibility of
delamination, pre-process treatment like pre-heating of substrate is recommended.
Surface finish is mainly depends on deposition of lots of weld beads in parallel and the
area of overlapping [41]. Since the existence of parabola-similar curve of welding bead,
it is important to modelling the overlapping model of weld beads to minimize the surface
roughness. A parabola single bead model was built after series of single-bead experiments
validation for different wire speed and torch distance [59]. Recently, some multi-bead
overlapping models were built to minimize the surface roughness and optimize the
WAAM component quality. Aiyiti, et al. [60] have found that larger width and height
ratio obtained smaller surface roughness and better mechanical properties such as tensile
strength and elongation of the parts [60]. The profiles produced by the multi-layer
overlapping process have been analysed using a laser scanner and a multi-bead tangent
overlapping model was demonstrated in 2015 [61]. This model could predict the critical
centre distance and stabling the deposition process, which provided important
information for optimising surface roughness and path planning in WAAM.
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Table 2-2 Non-destructive techniques applied in AM
Non-destructive Testing Techniques (NDT)
NDT Technique

Detecting Principal

Defects Detected

X-ray

Electromagnetic
radiation

Cracks, porosity;
Defects inside affect transmission
of radiation

Computed
Tomography (CT)

Electromagnetic
radiation

Cracks, porosity, surface
roughness;
Defects in deep locations

Ultrasonic

Mechanical vibration

Cracks, porosity, lack of fusion

Eddy Current

Electromagnetic
induction

Crack, porosity;
Defects both in surface and
subsurface

Thermography

Electromagnetic
radiation

Crack, porosity, surface
discontinues;
Defects caused by irregular heat
flow

Acoustic emission

Mechanical vibration

Cracks

2.2 Defect detection techniques
Since the WAAM process is sensitive to the process parameters settings during the
manufacturing thus, to assure the quality of additive manufacturing components,
detection techniques, including in-situ methods and offline non-destructive technologies,
are developed. In-situ techniques use sensors to achieve online monitoring to detect
defects and through open or close loop controlling to minimize defects. Table 2-1
concludes the in-situ methods and sensors applied in AM, including electrical sensors
(current, voltage sensors), CCD camera, complementary metal oxide semiconductor
(CMOS) camera, infrared thermal camera and pyrometers, acoustic sensors and
spectrometer. Non-destructive testing techniques utilized in AM to detect defects contains
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X-ray, computed tomography, ultrasonic, electromagnetic, thermography and other
techniques such as acoustic [45]. Table 2-2 is the review table conclude from Lopez, et
al. [45]. In the following part, in-situ methods and non-destructive techniques will be
reviewed respectively.

Figure 2-2 Geometry measurement algorithm from Xiong, et al. [20].

2.2.1 Non-destructive testing techniques
NDT offers lots of testing methods to detect and predict flaws in materials or components
without destroying any structure and geometries. However, some parts characters such as
complex geometry, surface roughness, high fabrication temperature and unknown deep
defect location may limit the utilizations of NDT methods [45]. Table 2-2 is the
conclusion of common NDT techniques, detecting principals and defects detected by each
technique are listed.
X-ray and other X-ray based radiographic testing methods (X-ray backscatter) use
electromagnetic radiation to achieve the defects detection inside of materials.
Electromagnetic radiation can detect deep and embedded defects, though it may
unsensitive to defects perpendicular to radiation direction and small defects. Babot, et al.
[62] detected an artificial crack with 0.02 mm in thickness and 2 mm in depth under 4
mm steel plate with X-ray emitted by industrial 320 kV tube. Smaller artificial cracks
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with 0.05 mm width were detected, and 0.025 mm width crack could be discovered by
increasing the intensity of irradiation X-ray [63]. A titanium alloy component fabricated
by GTAW process was examined for internal structure using high resolution 3D X-ray
tomography method [64]. Based on the porosities detected inside of component, it was
found that the stability of wire feed speed could reduce both size and appearance of
porosity inside of component.
CT is a reliable method to build a 3D model indicating the locations and sizes of defects
in the component. Lots of X-ray images are taken around rotation axis and then gathered
together to reconstruct the model [45]. CT is a method based on X-ray imaging, thus it
could identify deep defects similar as X-ray, while this method is not appropriate for online monitoring and detecting since the long-time consuming. The possibility of using CT
scanning as a quality control method in laser additive manufacturing (LAM) was proved
by Karme, et al. [65]. It was found that the surface roughness was higher on the interior
of tubular stainless-steel sample, and the distributions of pores were split significant into
two groups based on CT scanning images. A Ti–6Al–4V component was fabricated by
electron beam melting (EBM), IR images were taken during the fabrication process to
monitor the seeds of defects, while CT scanning validate the pores in component [66].
According to the study by Mireles, et al. [66], CT scanning is competent to detecting the
pores smaller than 600 μm. Recent studies used CT to detect porosities ranging from
10μm to 60μm [67].
Ultrasonic based non-destructive method detects the presences and locations of flaws by
mechanical vibration produced from ultrasonic. Conventional pulse-echo ultrasonic
testing method transmit high frequency sound wave to material, and the defects could be
identified by analysing the reflection sound wave received [45]. An automatic defect
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classification in ultrasonic and neural networks was developed in 2010 [68]. Four types
of defects such as porosity, lack of fusion, tungsten inclusion and non-defect could be
identified at 94% accuracy after the training with back propagation algorithm. However,
ultrasonic testing method requires surface treatment before applying the method, and it
cannot be used in temperature higher than 300 degrees, typically. Thus, laser ultrasonic,
which use laser to induce ultrasonic pulse and then transmit to material, then receiving
the reflection ultrasonic and analysing the displacement of pulse ultrasonic to identify
defects, was widely used in studies. Laser ultrasonic was proved to potentially inspection
method for flaws on-line for laser powder deposition by Cerniglia, et al. [69]. Around 0.1
mm diameter defects could be detected near the surface of Inconel component, and lager
flaws up to 0.8mm deep could be identified with no mistake. Further investigation
detecting defects with size from 100 µm and depth up to 700 µm have been detected using
laser ultrasonic in laser metal deposition [70].
Eddy current is produced in metal material by magnetic field from alternating electrical
current, due to the disturbance caused by inner defects, the eddy current was changed,
reflecting to the impedance of coil, implying the presences of defects [45]. However, eddy
current testing method is based on the eddy current induced inside of material, hence only
conductivity materials are allowed for this technique. Eddy current could be used to
evaluate the electrical conductivity of components, which has an inverse relation with
hardness. Since crystal defect determine the hardness of component, measurement of
conductivity is potential to evaluate the surface and harness with further advantage of a
non-destructive method [71]. Both surface and subsurface defects could be identified
using eddy current detector (ECD), with a detection depth of 1.2 mm and size of 0.2 mm
or larger [72]. Nevertheless, the main adversity for eddy current is the requirement of
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surface roughness. It is difficult to separate noise from rough surface with flaws inside
[73].
Thermography observe or/and deliver electromagnetic radiation to achieve online or
offline defect testing. Infrared thermography is suitable for in-situ process monitoring
since it tracks the heat flow history of the manufacturing process, and subsurface defects
such as crack and porosity could be detected by disturbance of heat flow history. IR
camera monitoring has been reviewed in the part of in-situ quality monitoring methods.
Laser thermography generate external heat energy by high energy laser source and deliver
to component with analysing of temperature distribution to identify surface discontinuous
and subsurface defects [45]. The laser thermography technique was used for on-line
detecting for micro flaws in AM component by Montinaro, et al. [74]. Finite element
analyses (FEA) were applied to determine the redistribution of surface temperature due
to local thermal barriers caused by the subsurface holes. The result of FEA guided the
parameter tuning of interest region used for thermograms processing. Pores around 0.5
mm diameter and depth within 1.3 mm could be determined using laser thermography
method.
Acoustic emission (AE) method uses piezoelectric sensor on the specimen surface to
receive elastic waves emitted from crack inside of material. This offline technique could
be used to detect flaws inside of material and determine the location of cracks. Strantza,
et al. [75] utilized various NDT techniques to evaluate the structure and location of cracks
inside of component. It was found that AE located the crack in Ti6Al4V component
fabricated by SLM successfully. Moreover, AE was applied during component static
loading and final fracture warning, which acquired satisfied results. AE used for crack
propagation monitoring in notched and unnotched Ti6Al4V component in SLM was
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demonstrated [76]. Main AE signal parameters, such as cumulative events, hits, duration,
were assessed and evaluated for sensitivity to damage propagation.

2.2.2 In-situ quality monitoring methods
Electrical parameters such as welding current and voltage determine the heat input of
welding process. However, oscillations and some instantaneous irregular shapes of
electrical parameters collected from welding process can imply the generation of defects
such as porosity in the process. By evaluating the arc current power spectral density and
analysing through linear discriminant analysis (LDA), porosity could be predicted at
about 70% [77]. Wei, et al. [77] proved that defects could be monitored and predicted by
arc current and voltage, though further works need to do to improve the accuracy of
prediction. A method extracting voltage features in gas touch argon welding (GTAW)
both in time and frequency domain are developed in 2013. Voltage power spectrum
density (PSD) was extracted in frequency domain, and then divided into five frequency
bands to analyse the correlation with defects. Lack of penetration, burn through and
defects due to lack of gas could be detected by this algorithm [78]. A decision tree
algorithm was generated to classify the porosity, burn-through defects by analysing the
current and voltage signals [25].
CCD camera, CMOS camera and high speed camera offer visual monitoring during
manufacturing, and mostly, CCD camera is used to monitor geometry of welding pool.
Xiong and Zhang [79] developed an online bead geometry measurement algorithm used
in gas metal arc welding (GMAW). Figure 2-2 is the developed algorithm to calculate the
geometry size of welding bead. Through Gaussian filter, Sobel operator and Hough
transformation, welding pool features were extracted and applied to detect weld bead
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geometry [79]. A further demonstration using the geometry measurement method to
achieve closed-loop control of variable layer width for thin wall is published by Xiong,
et al. [20]. CCD camera was used to provide geometric features and combined with the
k-nearest neighbour (KNN) based on contour curve feature (CC-KNN) to perform
effectively quality monitoring [80]. An industrial CMOS camera was used to obtain
surface image of welding layers for arc welding additive manufacturing [27]. Porosity,
hump, depression, and undercutting defects can be detected using a seven-layer
convolution neural network (CNN).
Infrared thermal camera (IR) and pyrometer / thermometer are non-contact techniques to
measure the thermal input and the change of thermal state of WAAM process. Surface
emissivity of welding bead influence the accuracy of thermal detection. However, due to
process of solidify liquid metal to solidified state, which change the surface emissivity
rapidly, thus it is necessary to offer accurate emissivity during the welding process. Two
methods to control the surface emissivity are applied and both of them provided accurate
surface temperature cycles [81]. Furthermore, thermal camera has been utilized in
manufacturing monitoring to detect defects in WAAM. Sreedhar, et al. [82] had
demonstrated an online monitoring defect identification system of TIG welding process
based on IR camera. Thermal images of defect-free and non-defect welding part had
significant distinct features. The minimum size of pore, 0.6mm × 0.4mm could be
detected by thermal images, and over 80% defects on the circumference of tank could be
determined through thermal images. In powder AM, such as selective laser melting
(SLM), has applied thermal camera to identify lack of fusion defects for AlSi10Mg
specimens, with 82% total success rate [83]. Surface temperature measurements were
used to identify the thermal signatures on surfaces. As shown in Figure 2-3, significant
anomaly could be detected from the image obtained by IR camera and image processing.
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3D part was built layer by layer, the position of defects was shown by 1 standard deviation
fluctuation of mean temperature.

Figure 2-3. a. Anomaly detected by IR camera. b. defect detected in image postprocessing. c. 3D spatial positions of lack of fusion inside of part, thermal irregular with
higher irradiance than average irradiance. d. Lower than average irradiance [83].

Acoustic sensor is a non-contact, non-destructive method to monitor and detect the
welding process. Due to the sensitivity to the abnormal welding process, it has been
applied widely in WAAM monitoring. It was proved that acoustic emission collected
from the acoustic sensor could identify defects including cracking, porosity, and slagging
in carbon steel weld joints [84]. The occurrence and types of defects could be identified
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by level and frequency of acoustic emission waveform collected, and acoustic emission
energy, root mean square (RMS) value, peak amplitude are the key parameters of acoustic
emission to identify defects based on Droubi, et al. [84]. An acoustic sensor was combined
with a machine learning algorithm for shielded metal arc welding (SMAW) of carbon
steel plates by Sumesh, et al. [85]. The lack of fusion and burn through defects could be
classified at accuracy on 88.69% through a random forest algorithm. It was proved that
sound signatures offer insights into the welding condition and can effectively achieve
quality monitoring.
Arc light spectrum indicates the stability of the welding process, disturbances influencing
welding process could be reflected by arc light emission. By monitoring the welding arc
light spectrum in gas tungsten arc welding (GTAW) process, different disturbance factors
including rust, oil film, cross air puffing and the variation of welding speed could produce
significant features in corresponding spectrum range [86]. Arc light intensity was used to
check the influence of disturbance caused by additional filler metal in the welding grove,
and obvious changes of spectrum waveform could be detected by system, which
corresponding to the disturbance zone [87]. A non-destructive system was developed by
collecting emission spectrometry to evaluate the electronic temperature, achieving defects
(grease, oxidation, slag, porosity, lack of penetration) detecting in gas metal additive
manufacturing[88].

2.3 Development of deep CNN and object detection algorithms
In the last decade, deep convolution neural network (CNN) has been verified to be a
preeminent solution applied in both image classification and object detection because of
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its adequate accuracy and fast speed in extracting 2D static image features. Compared to
image classification, object detection is more pragmatic in real physical life, though it is
a more challenging task that requires accurate localization of objects. The vision
community promoted object detection methods rapidly, object detectors such as region
CNN (R-CNN) [29], single shot detector (SSD) [30], YOLO [31], and their derivatives
Faster R-CNN [32], Cascade R-CNN [33], deconvolutional single shot detector (DSSD)
[34] and YOLOv3 [35] all get proved on objects detection tasks with high accuracy.
Recently, the welding domain started applying various algorithms and object detectors
helping technicians recognize weld bead locations and identify weld defects. Kim, et al.
[36] applied an extraction and noise removal algorithm to handle locations of multiple
occluded weld seams from arbitrary directions. Meanwhile, they successfully dealt with
complex weld seams without complete silhouette from a single view direction. Zou, et al.
[37] proposed a mixed object detector combined sequence multifeature combination
network (SMFCN) and recurrent neural network (RNN) to detect continuous weld seams
images under super-strong noise. A simplified YOLOv3 model combined with image
augmentation is selected to realize weld seam positions after comparing with the
performance of Faster R-CNN, YOLOv2, and YOLOv3 [38]. Another interesting
application of YOLOv3 in the weld discipline is presented by Dai, et al. [39]. The
positions and quality of spot welds on the automobile’s body were detected accurately by
a modified YOLOv3. Meanwhile, the lightweight network MobileNetV3 replaced the
backbone network of YOLOv3 achieving a quick detection speed. Based on the previous
research work, popular object detectors received reliable detection results and quick
detection speed both in beads location and defect detection in the last several years.
However, training a defect detector is more practical than a position detector since the
locations of defect boundary boxes indicate the the positions of weld seams [39, 40]. A
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good defect detector can be used to identify the locations of weld seams with some simple
optimizations. Figure 2-4 is the performance comparison of popular object detectors.
YOLOv3 has an obviously advantage on detection speed, which is an important feature
for online real-time detection. Thus, in this attempt, we selected YOLOv3 for object
detections.

Figure 2-4 Popular object detectors performance comparison.

2.3.1 Deep CNN
R-CNN [29] is a typical two-stage region-based convolution network detector. R-CNN
uses selective search to extract around 2000 region proposals, and each region proposal
is warped into a fixed pixel size (227 × 227) to be compatible with CNN architecture.
CNN computes features for each region proposal, these features will be fed into a linear
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support vector machine (SVM) to identify a specific class, followed by a linear regression
model to predict and modify detection windows. R-CNN achieves excellent object
detection accuracy based on region proposal, but each region proposal’s features need to
be extracted by CNN and saved to disk effects slow detection speed and expensive
training cost. Fast R-CNN [89] is developed to solve these drawbacks by sharing
computation for proposals. Fast R-CNN keeps using selective search to find out region
proposals, but it feeds the whole image into CNN to get a global feature map. Each
proposal maps the feature map, and the mapped sub-feature will get a fixed size through
a pooling layer, then the fixed-size feature map is transferred to a feature vector through
fully connected layers. These changes share the convolution result from CNN, avoid
repeated computation for region proposals, which attain 25 × faster than R-CNN. Faster
R-CNN [32] focuses on optimizing the method of selecting region proposals. Both RCNN and fast R-CNN determine region proposal by selective search, but Faster R-CNN
trains a neural network, defined as region proposal network (RPN), to find all region
proposals. Firstly, Faster R-CNN put input images into the CNN and get feature maps.
Then a pre-trained RPN extracts the proposals from feature maps and unites the proposals
information with the feature maps to get useful feature information, following by using
linear classifiers and linear regressions to predict objects. Based on Faster R-CNN, lots
of region-based algorithms arise in order to improve the performance and speed of object
detection, for instance, Libra R-CNN [90] and Cascade R-CNN [33].

2.3.2 Object detection algorithms
YOLO series are powerful one-stage object detection algorithms compatible with
accuracy and speed. In 2016, YOLO [31] was first published. YOLO [31] divided a 224
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× 224 image to 7 × 7 grid, then used a single convolutional network to output a 7 × 7 ×
30 tensor, which composes of 2 boundary boxes details (𝑥, y coordinates and w, h of box
and 1 confidence score for each box) and probabilities for 20 classes, and finally predict
if an object existed in each grid. But the limitations of YOLO are obvious: significant
localization errors compared with Fast R-CNN; low recall compared with two-stage
algorithms; not sensitive to small objects. YOLOv2 [91] was developed to solve these
issues via batch normalization, high resolution classifier, anchor boxes convolution, etc.
In addition, YOLOv2 proposed a new network architecture called Darknet-19, which has
19 convolutional layers and 5 max-pooling layers. Darknet-19 performed 91.2% accuracy
on ImageNet, which is better than the backbone network from YOLO (88%). The output
tensor of YOLOv2 was 13 × 13 × 125 (suppose 5 prediction boundary boxes, and each
boundary box gets 4 box parameters, 1 confidence score and 20 classes probabilities).
YOLOv3 [35] improved the prediction performance incrementally, especially raises the
accuracy of small objects detection because of shortcut connections. The backbone of
YOLOv3 is modified to Darknet-53, which has 53 convolution layers and 23 residual
blocks. Another innovation of YOLOv3 is using three different scaled output tensors (13
× 13, 26 × 26, and 52 × 52) to predict different sized objects by 3 anchor boxes for each
scaled output tensor. YOLOv3 has significant advantages both on accuracy and speed
when the intersection of union (IOU, will be explained later) was set to 0.5.

2.4 Summary and conclusion
In the review work above, along with the introduction in Chapter 1, all important
backgrounds and literature are reviewed and presented. From the above literature survey,
the following conclusions are drawn.
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1. Although lots of efforts have been put into the research of WAAM, the quality of
the WAAM component is still a legacy unsolved issue that limits the commercial
applications of WAAM.
2. Some non-destructive methods such as X-ray, computed tomography, ultrasonic
and thermography provided some potential defect detection ways to keep the
quality of the WAAM components, but the cost of devices and time are the main
deficiencies limiting the spread of these methods. In addition, defect detection
after the manufacturing process is meaningless as it is hard to repair the
component if defects are found within the component.
3. At the same time, methods such as the monitoring of thermal cycle, electrical
signals, and acoustic signals offer some in-situ ideas for quality monitoring.
Meanwhile, the promotion of CNN and deep learning provide new ideas and ways
for the detection of defects, especially for the dataset composed of images. These
methods indeed provide useful ways to monitor the quality of the WAAM
component online, but the lack of integration made these methods can only work
for certain types of defects.
4. Therefore, to obtain a system ensuring the quality of the WAAM process from
various aspects, an integrated online monitoring system is necessary to be
designed and developed.
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Chapter 3 A multi-sensor integration system
Based on the reviews from previous literature, electrical signals containing information
about the abnormal events that happened before and during the welding process, such as
arc extinguishment, as well as some defects due to the unstable welding arc (detailed in
Chapter 5). Meanwhile, the thermal camera monitors the welding process by detecting
regional abnormal temperatures, thus any thermal defects such as cracks, unfused and
thermal distortion can be identified by the thermal camera. After each layer’s fabrication,
the CCD camera can record the existence of some surface defects such as unfused which
will result in voids after several layers’ accumulations. Therefore, three different signals
– electrical signals, thermal images, and CCD images – will be used as data sources to
monitor the whole manufacturing process (from the beginning to the end), which is an
ideal signal integration for the development of online defect detection system.
To collect the in-process data, a preliminary sensor-integrated monitor system based on
the LabVIEW platform is developed. Figure 3-1 is the communications between real
welding and the developed LabVIEW system. The data of each welding seam is collected
by the electrical signals system automatically. Synchronously, the cost of material will be
calculated based on different materials, welding parameters, and the time cost of the
welding. Figure 3-2 is the GUI of the LabVIEW sensors system. This LabVIEW system
integrates electrical signals system, material cost system, thermal monitoring system,
laser scanner system, and CCD camera system. Briefly, the electrical signals system
collects current and voltage signals for each welding bead. Some online analysis for the
raw data is performed and demonstrated in the LabVIEW front panel. The material cost
system is synergetic with the electrical signals system, which calculates the cost of
materials. The thermal monitoring system communicates with Optris PI 400i thermal
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camera. The temperature on each pixel is measured and returned to the control PC through
the control of LabVIEW. Laser scanner system communicates with the laser scanner, and
collects the point cloud data to the PC, to rebuild the surface of the physical world (such
as welding seams). CCD camera system takes photos or videos by the movements of the
robot, and transfers images and videos to control PC synergistically. In the following
sections, systems will be introduced in detail, respectively.

53

Figure 3-1. The communications of the LabVIEW sensors system and real welding
process.

Figure 3-2. GUI of the LabVIEW sensors system including electrical signals system,
material cost system, thermal system, laser scanner system, and CCD camera system.

3.1 Electrical signals system
The electrical signals system collects welding currents and voltages during the welding
process. The control process and work sequence of the LabVIEW program are shown in
Figure 3-3. Firstly, to monitor the activations of IO ports, the LabVIEW program connects
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to the robot controller in prior. The indicator will be activated once the connection is
successful. Before the welding starts, the destination path is expected to be checked in
advance. Once the welding starts, the electrical signals will be collected automatically.
Raw data of the electrical signals will be saved to the destination path as a CSV file. The
details of the collection box are demonstrated in Figure 3-4. The principle of the data
acquirision system is the Hall effect. All the raw data is collected and processed by a NI
USB 6008 board.

Figure 3-3. Work sequence of the electrical signal collection system.
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Figure 3-4. The data acquisition system (a) robot and rotate table (b) Fronius welder (c)
self-built welding signal measurement box to (d) NI USB 6008 board to (e) LabVIEW
control system.

Some online data process methods are embedded in the LabVIEW program, as shown in
Figure 3-3. Process methods including statistic calculations (mean, maximum, minimum,
standard deviation) and power fast Fourier transfer are applied to data every second. All
methods are provided by LabVIEW embedded functions. In addition, the online analysis
data files are saved to the same destination path as raw data.

3.2 Material cost system
The material cost system calculates the material consumptions synergistically with the
activation of electrical signals collection. It is worth mentioning that this cost system is
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not controlled individually. This calculation system is an affiliated system with electrical
signals system. Before the welding process, the parameters of welding wires need to be
input into the cost system. Required parameters are shown in Figure 3-5. The cost of each
welding seam will be added to the system totally to calculates the total cost of the entire
manufacturing process. The clear button expects to be clicked once the entire
manufacturing process is completed.

Figure 3-5. Work sequence of the material cost system.
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3.3 Thermal monitoring system
The thermal monitoring system cooperates with the Optris 400 PI thermal camera, which
measures the temperature of the welding range by emitted infrared energy of objects.
Through standardized palettes, the temperature of a measurement area is shown as a
thermal image, which is accessible by LabVIEW.
Details about the design of the thermal monitoring system are shown in Figure 3-6. Firstly
the LabVIEW program needs to connect with the robot to achieve data transfer and robot
control. Then a technician needs to connect with the thermal camera manually. To
guarantee the accuracy of the measured temperature, important parameters such as
emissivity and transmissivity are required to be convinced and input to the system. Errors
of temperature come from errors of emissivity and transmissivity. After the presetting of
the thermal parameters, a record of the thermal history can be recorded and saved as a
video to the disk. Time series temperature data can be exported as CSV files individually
using the software PIX connect. In addition, the LabVIEW program can export the
temperature on each pixel for each video frame, which achieves data export with the
change of time.
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Figure 3-6. Work sequence of the thermal monitoring system.

3.4 Laser scanner system
The laser scanner system connects with a Micro-epsilon laser scanner, trying to use the
LabVIEW program to communicate with the laser scanner. Figure 3-7 is an illustration
of the work process of a laser scanner. The robot with an installed laser scanner is
controlled by a preset program, moving along a single direction. As shown in Figure 3-7,
with the robot movement along X axis, the laser scanner scans the pattern of the
component with the preset frequency and saves the data to the defined path.
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Figure 3-7. Brief illustration of the laser scanner work process.

Figure 3-8 is the LabVIEW control tab and work sequence using the laser scanner.
Normally, the scan frequency is set as 25 Hz, which means that the laser scanner returns
25 CSV files each second. Once the robot starts moving, the laser scanner scans profiles
at the preset frequency. With the movement of the robot, the laser scanner can scan the
whole shape along the movement path. Two different scan modes are completed in the
LabVIEW program: auto and manual. When the auto mode is selected and the ‘save files’
button is activated, the laser scanner stops once the robot completes the movement. If the
manual mode is selected, the laser scanner saves profiles with the preset frequency unless
the ‘save files’ button is deactivated, regardless of the robot movements. Other advanced
settings about the laser scanner (completed by the Micro-epsilon) can be accessed by the
‘advanced setting’ button.
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Figure 3-8. Work sequence of the laser scanner system.

3.5 CCD camera system
Similar to the laser scanner system, the CCD camera is fixed on the robot, thus, the
movement of the camera is determined by the robot. The work process of the CCD camera
is illustrated in Figure 3-9. Normally the robot moves to the same position on the X-Y
plane, but with the rise of the manufacturing component, the CCD camera will be moved
upwards gradually to guarantee the image qualities.
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Figure 3-9. Illustration of CCD camera work process.

Figure 3-10. Work sequence of the CCD camera system.
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Figure 3-10 is the work process of the LabVIEW control tab. In this camera system, the
CCD camera is used to take videos for the component. The photos can be extracted frame
by frame later by image processing. Parameters such as exposure time, gain, color
enhancement and white balance can be set through the LabVIEW front panel to acquire
excellent image qualities. By clicking the ‘Save AVI’ button, the camera starts taking
videos automatically. Two working modes are designed in this system: auto and manual.
Auto mode interrupts the recording process once the robot completes movements. Manual
mode will record continuously until the ‘Save AVI’ button is deactivated by technicians.

3.6 Summary and conclusion
In conclusion, this LabVIEW system is developed to obtain data from different sensors,
including electrical signals, thermal images, laser scanner profiles and CCD images. This
LabVIEW system supports the development of an online defect detection system. From
the hardware side, this system integrated different sensors into a controlling system, avoid
multiple control software working at the same time in a single operation system, and
reduced the risks of abnormal program crash on the desktop.
Furthermore, due to the types of data from different sensors being quite different, a
method that can process multiple types of data is expected since an integrated online
defect detection system is expected finally. In addition, with the accumulation of time,
the sizes of datasets increase rapidly. Thus, machine learning is an ideal method. Different
algorithms which are suitable for different data types can be integrated into one system
by simply using different code modules. In the meantime, the capability of adapting large
size of the datasets attracted the author’s attention. Accordingly, all data from different
sensors will be processed by different machine learning algorithms.
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From Chapter 4, the designs and the completion of a modular defect detection system
using different sensors (electrical signals and CCD camera, respectively) will be
introduced in detail. The selection of different machine learning algorithms to process the
data will be introduced and explained as well.
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Chapter 4 Identification of Welding Conditions using
electrical signals by SVM
4.1 WAAM system

Figure 4-1. Illustration of WAAM execution and data collection system. (a) Control PC.
(b) ABB IRC5 controller. (c) Welding machine (TransPuls Synergic 5000 CMT welder)
(d) IRB 2600ID – 15/1.85 robot. (e) Welding torch. (f) Welding beads. (g) Current and
voltage feedback collection box.

All welding beads and parameter settings herein are performed on WAAM robotic system
established in the University of Wollongong. Figure 4-1 illustrates the WAAM robotic
system. Personal computer (PC) (a) ABB RobotStudio interface is used to program the
welding paths, welding speed and torch distance of robot through ABB IRC5 controller
(b). ABB IRB 2600ID – 15/1.85 robot (d) is utilized to execute the path planning and
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implement the movements of the welding torch, as shown in (e). A programmable CMT
welding machine (c) is TransPuls Synergic 5000 CMT welder, used to control the welding
process parameters, including the supply of voltage, current, and wire feed speed. (f) is a
sample of welding beads investigated in this study. Single beads under three welding
conditions, good, rusty and no shielding gas provided are implemented to collect arc
current and voltage signals. A data collection box (g) is used to measure the current and
voltage between the wire feedstock and welding mild steel plate, as known as arc current
and arc voltage.
4.2 Data collection
In the WAAM system utilized above, welding current and voltage are measured and
collected from the current and voltage box, which integrated current and voltage sensor
interior. The welding machine supplies the power to the wire feedstock, current flow
through workpiece through welding torch and form metal deposition for every welding
bead, then flow through sensors connected to the ground cable, as shown in Figure 4-1
(g).
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Figure 4-2 Three welding defect types in this study. For further work, we classify three
defects as three defect classes: (a) Welding beads on good condition, class 0. (b) Welding
beads on rusty plate, class 1. (c) Welding beads without shielding gas, class 2.

In this investigation, the material of welding feedstock is mild steel, which is 0.9 mm in
diameter. The material of the welding substrate is mild steel, and the surface rust is
removed by angle grinding. Shielding gas contains 80% argon and 20% carbon dioxide.
Welding beads are deposited under three different welding conditions: good welding
condition, rusty plate and no shielding gas provided. Figure 4-2 is a demonstration of
welding beads sample under three different conditions. Figure 4-2 (a) is welding beads
under good condition, which have a smooth surface and no significant surface defects on
beads. Figure 4-2 (b) is welding beads on rusty plates. The defect type under this
condition is undercutting and deposition discontinuous. During the welding process, a
significant unstable deposition rate is performed on the rusty plate, which induced ruffly
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surface finishing. Rusts on the mild steel plate raise the resistance between feedstock and
plate, causing rapid arc voltage and current vibrations locally. Due to irregular
distribution of rust, the metal deposition rate varies randomly, generating ruffly surface
character on welding bead. Figure 4-2 (c) is welding beads without shielding gas supply.
Severe surface defects, including vast pores and poor surface finishing, are induced in
welding samples. Typically, shielding gas creates a local inert gas protection area, which
isolates the welding pool and atmosphere, avoiding the chemical reaction experienced by
heated metal and air elements like oxygen and nitrogen. Shielding gas assures that air
elements and chemical reaction do not mar the quality of welding bead. Welding bead
without shielding gas create unstable and poor bead modeling, thus no shielding gas is a
welding condition with severe and abundant defects, forbidding the utilization of bead.
For further classification in machine learning algorithm, three welding conditions, as
shown in Figure 4-2 (a), (b) and (c), are defined as class 0, 1 and 2.

Table 4-1 Parameters settings of trials
Condition

WFS (m/min)

TS (mm/s)

TD (mm)

Good welding

3, 4, 5, 6

5, 10

20

Rusty plate

3, 4, 5, 6

5, 10

20

No shielding gas

3, 4, 5, 6

5, 10

20

Process parameters are listed in Table 4-1. Three welding conditions are welded within
the same parameter settings. 50 mm length single welding bead is designed and executed
in trials. Wire feed speed various from 3 m/min to 6 m/min, while welding torch travel
speed determined in this study is 5 mm/s and 10 mm/s. Every wire feed speed collocates
with a travel speed provides 24 different parameter sets for welding beads. In this trial, to
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cover all possible vibrations and unknown environments, we repeated 10 welding beads
on a single parameter set. Thus 240 welding beads were investigated in total. Torch
distance is designed as a constant value in trials, which is controlled independently in
ABB RobotStudio interface. To collect the electrical data, every single welding bead was
sampled with 2000 Hz frequency by LABVIEW, and every welding bead was saved into
an individual CSV file containing time series, current and voltage signals.

4.3 Methodology
This work is an application of mature current and voltage process algorithms (PDD, CFD,
PSD), novel T-SNE and support vector machine (SVM) algorithms applied in WAAM
quality assurance system. As shown in Table 4-2, arc and voltage PSD in time and
frequency domains could detect surface pores [77], burn through, lack of penetration and
lack of shielding gas [78], and PDD of current and voltage could identify pores inside of
welding beads [92] and extremely welding conditions such as welding plates overlapping
[24]. Average arc time and short circuit time extraction detect the welding plates
contaminated by oil or painting [93]. These algorithms are mature enough to monitor the
quality of welding beads and adequate to be integrated into the quality assurance system,
thus, in this section, we focus on the development of a machine learning method.

Table 4-2 Mature algorithms in current and voltage processing.
Defects

Methods

Surface porosity

Arc current power spectral density (PSD) and linear
discriminant analysis (LDA)
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Porosity in welding beads

Probability density distribution (PDD) and control chart
on voltage and current

Burn through

Voltage power spectral density (PSD) analysis in time

Lack of penetration

and frequency domain

Lack of gas
Welding plates overlap

Probability density distribution (PDD) of voltage

Welding plates gap

Class frequency distribution (CFD) of voltage

Varying feedspeed
Welding plate with oil

Average arc time and short circuit time feature extraction

Welding plate with painted

Localized Minimum and Maximum (LMM)

T-SNE is a method used to visualize high-dimensional data, which converts similarities
between data points to joint probabilities and minimizes the Kullback-Leibler divergence
between the joint probabilities of the low-dimensional embedding and the highdimensional data. It has been proved that T-SNE is better than existing visualization
techniques at creating a single map revealing high-dimensional data at related lowdimensional manifolds [94]. SVM is a series of supervised learning methods for
classification, regression and outlier detection. In this paper, the C-support vector
classification (SVC) is used to achieve multiclass classification. Figure 4-3 is a flowchart
of this quality assurance system using machine learning methods in this work, containing
raw data processing, feature extraction, training and testing processes. It should be noted
that all machine learning processes such as data processing, model training, defect
prediction are developed using scikit-learn [95].
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Figure 4-3 Flowchart of machine learning process completed in this work. (a) Raw data
collection on WAAM system. (b) Example of current and voltage for a single welding
bead. (c) A patch of current and voltage signals. (d) Window rolling in processing arc
electrical signals. (e) Every window was taken to extract 15 statistical features, forming
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a training/testing feature matrix. (f) (g) Feature matrix was inputted into T-SNE and SVM
algorithms to determine data distribution and identify conditions.

4.3.1 Training data and test data split for T-SNE and SVM
Each welding bead contains lots of electrical signal details collected in raw data, which
may reflect the existence of defects. Figure 4-3 (a) is the raw data collection system from
WAAM system, as mentioned in Figure 4-1. Figure 4-3 (b) is an overview of raw current
and voltage signals from a good condition welding sample. Figure 4-3 (c) is a patch of
raw electrical signal, containing all execution processes in CMT welding. The first step
is the peak current phase, which provides a constant arc voltage and pulse current to heat
the wire material to form a liquid metal droplet. Secondly, to inhibit the formation of
globular transfer, the arc current drops rapidly, which is defined as the current background
phase. The last step is short circuit phase. Wire feedstock with liquid metal on the front
is directly fed to the substrate plate, which induces a short circuit with a relatively high
and strong current flowing through. A liquid metal bridge between wire material and
welding pool is formed instantaneously, in the meanwhile, the short circuit current is
reduced to a low level, and the return signal for wire feedstock is activated and transfer
to the wire feeder, which fractures the liquid bridge and transfer the liquid metal into
welding pool [96]. These small patches of electrical signals contain deposition details
during the welding process. Thus, welding signals are divided into small patches to
acquire detail welding information.
In order to ensure the training data used in model training contains all welding parameter
sets and providing sufficient information for welding bead, 240 welding beads are split
into training set and test set at ratio of 3:1, indicating that 180 welding beads are split to
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training database, while 60 samples are defined as test database used for modeling testing.
For every group of parameters set, 2 or 3 whole welding beads are chosen to test set
randomly. For example, 2 welding beads are chosen randomly for parameter set at 3
m/min wire feed speed and 5 mm/s travel speed, and 3 welding beads are chosen
stochastically at 4 m/min wire feed speed and 5 mm/s travel speed. 20 welding beads are
chosen randomly on each welding condition, respectively.
4.3.2 Statistical feature extraction and data preprocessing
Machine learning methods require features extracted from raw data for classification.
Statistical features, such as mean and variance, containing information statistically
describing the raw data can represent each data sample. In order to reduce the complexity
of raw data, we extract 12 statistical features for each welding bead.
Rolling windows are used to intercept features for a welding bead. In this study, every
welding bead is divided into 100 windows without overlapping. Figure 4-3 (d) is a patch
of current and voltage signals, demonstrating a window rolling. All data in a single
window is defined as a welding segment, and every welding segment extracts 12 features
as 12 elements for a feature vector. 12 features include maximum current, minimum
current, mean current, variance of current, standard deviation of current, root mean square
current, and similar features extracted on voltage. Besides, welding speed, travel speed
and torch distance are considered extra features in the feature vectors. Thus, 15 features
are extracted from every window form a feature vector. Therefore, every single welding
bead is represented by 100 feature vectors, containing 15 statistical features, as shown in
Figure 4-3 (e). Generally, 180 welding beads in the training database are represented by
a feature matrix shaped as 18000 × 15, and a 6000 × 15 feature matrix represents 60 test
databases. Every welding segment is given a label as one of three welding conditions
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(label 0, 1, 2 correspondings to good, rusty and no shielding gas, respectively) shown in
Figure 4-2. Besides, we sampled 2000 windows randomly from training database as a
validation set to evaluate the training model. Thus, training database is modified to 16000
× 15, and validation database is shaped to a 2000 × 15 feature matrix.
Since RBF kernel in SVM assumes that all features of the data are centered around zero
and have variance in the same order, if a feature has a variance larger than other features,
it may dominate the objective function and make the SVM algorithm unable to learn from
other features correctly, therefore, data standardization is implemented before applying
to T-SNE and SVM. By removing the mean and scaling data to unit variance, every
statistical feature is standardized independently on databases. The SVM model training
process is trained based on a training database retaining data characters, including the
mean and variance. SVM model should not have any information from validation or
testing data, thus, same mean and scaling from training data are transformed to validation
and test databases. We tuned the hyperparameters (e.g. learning rate) based on the
prediction accuracy of validation database, and test data are used to evaluate the
generalization performance of this model.

4.3.3 T-Distributed stochastic neighbor embedding (T-SNE)
Stochastic neighbor embedding (SNE) [97] is a method to visualize high dimension
datapoints by converting them to low dimensions. However, SNE is inferior in allowing
convex optimization, and it may cost extra computation time and expensive computation
cost to optimize the parameter values [94]. T-SNE is a new technique presented by
Maaten and Hinton [94], focusing on alleviating the impedance of cost function
optimization on SNE, referred to as ‘crowding problem’. Both algorithms convert
74

similarities between datapoints to joint probabilities and attempt to minimize the
Kullback-Leibler divergence between the joint probabilities of the low-dimensional
embedding and the high-dimensional data.
Similar to SNE, T-SNE starts calculating similarities, represented by conditional
probability converted by Eudilidean distance between high dimension datapoints. The
similarity of datapoints 𝑥! with 𝑥" is the conditional probability 𝑝!|# , which is defined in
Equation 4-1.

𝑝!|#

exp(−‖𝑥# − 𝑥! ‖$ /2𝜎#$ )
=
∑%&# exp (−‖𝑥# − 𝑥% ‖$ /2𝜎#$ )

4-1

where ‖𝑥# − 𝑥! ‖$ is the square of Euclidean distance between 𝑥! and 𝑥" . 𝜎" is the variance
of the Gaussian that is centered on datapoint 𝑥" . 𝜎" evaluates the number of neighbors
roughly around 𝑥" , thus a large 𝜎" is appropriate for dense distribution and small value for
sparse distribution. Hyperparameter perplexity is introduced to quantify the effective
number of neighbors around points, and typically, T-SNE works well for perplexity varies
from 5 to 50. Similarly, datapoint 𝑥" has conditional probability 𝑝"|! with datapoint 𝑥! , as
defined in Equation 4-2. In T-SNE, 𝑝"|" is set to zero because we only care about pairwise
similarities.

𝑝#|! =

exp(−‖𝑥! − 𝑥# ‖$ /2𝜎!$ )
∑%&! exp (−‖𝑥! − 𝑥% ‖$ /2𝜎!$ )

4-2

Then a joint probabilities 𝑝"! is defined in Equation 4-3 in order to overcome the problem
caused by outlier datapoints [94].
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𝑝#! =

𝑝!|# + 𝑝#|!
2𝑛

4-3

The low-dimensional map employs a Student t-distribution with one degree of freedom
to evaluate similarity represented by a joint probability 𝑞"! . Here, low dimensional
datapoints 𝑦" and 𝑦! map datapoints 𝑥" and 𝑥! in high dimension. Joint probability 𝑞"! is
defined in Equation 4-4.

(1 + ‖𝑦# − 𝑦! ‖$ )'(
𝑞#! =
∑%&) (1 + ‖𝑦% − 𝑦) ‖$ )'(

4-4

To measure the fidelity between high dimensional joint probability distribution 𝑝 and low
dimensional distribution 𝑞 , a single Kullback-Leibler divergence (KL-divergence)
requires to be minimized through gradient descent. A single KL-divergence is defined in
Equation 4-5, and Equation 4-6 is the gradient of KL-divergence (derived in Maaten and
Hinton [94]).

𝐶 = 𝐾𝐿(𝑃‖𝑄) = = = 𝑝#! log
#

!

𝑝#!
𝑞#!

𝛿𝐶
= 4 =(𝑝#! − 𝑞#! ) (𝑦# − 𝑦! )(1 + ‖𝑦# − 𝑦! ‖$ )'(
𝛿𝑦#

4-5

4-6

!

If we sample initial low dimensional solution as 𝒴 (&) = {𝑦( , 𝑦) , … , 𝑦* } from
𝒩(0, 10+, 𝐼), we update low dimensional datapoints by Equation 4-7,

𝒴 (+) = 𝒴 (+'() + 𝜂

𝛿𝐶
+ 𝛼(𝑡)(𝒴 (+'() − 𝒴 (+'$) )
(+'()
𝛿𝒴

4-7
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where hyperparameter 𝜂 is the learning rate. In order to speed up the optimization and
avoid poor local minima, a relative momentum term is added to identify the direction of
gradient in every iteration, which is defined as 𝛼(𝑡). After 𝑇 times iterations in Equation
4-7, high dimensional datapoints are mapped into low dimensional datapoints and
achieve dimensionality reduction visualization.

4.3.4 Support vector machine (SVM)

Figure 4-4 Illustration of SVM algorithm. (a) Lots of different hyperplanes could separate
datapoints in two classes. (b) Illustration of margin and support vectors.

SVM is a discriminative classifier by defining a hyperplane to categorizes datapoints in
different classes. In two-dimensional space, a hyperplane is simplified to a line classifying
datapoints in two parts of space. Figure 4-4 (a) illustrates various lines in two-dimensional,
separating two different types of data. Intuitionally, the red line in Figure 4-4 (a) is the
most robust line for the datapoints disturbance than other separating lines. In sample space,
the hyperplane is described by a linear function, defined in Equation 4-8.
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𝑤-𝑥 + 𝑏 = 0

4-8

where 𝑤 = (𝑤( ; 𝑤) ; … ; 𝑤- ) is the normal vector of the hyperplane, and 𝑏 is the shift of
the hyperplane with original point. We use (𝑤, 𝑏) to represent the hyperplane in Equation
4-8. Distance between any datapoint and hyperplane is determined as Equation 4-9.

|𝒘- 𝒙 + 𝑏|
𝑟=
‖𝒘‖

4-9

As shown in Figure 4-4, for dataset 𝐷 = {(𝒙( , 𝑦( ), (𝒙) , 𝑦) ), … , (𝒙. , 𝑦. )}, 𝑦" ∈ {−1, +1},
datapoints on the above of the hyperplane correspond to 𝑦" = +1, while 𝑤 / 𝑥 + 𝑏 > 0 ,
and similarly, datapoints on the below of hype-rplane indicate 𝑦" = −1 and 𝑤 / 𝑥 + 𝑏 <
0, implying Equation 4-10.

𝑦# (𝒘- 𝒙# + 𝑏) ⩾ 1,

𝑖 = 1,2, … , 𝑚

4-10

where 𝑚 is the number of samples in the dataset. Datapoints closest to the hyperplane
ensure 𝑦" (𝒘/ 𝒙" + 𝑏) = 1 , which are defined as support vectors. Thus, the distance
between the two support vectors in different data types is 𝛾, defined as margin, shown in
Equation 4-11.

𝛾=

2
‖𝒘‖

4-11

The maximum margin is the hyperplane which is most robust, thus maximum 𝛾, or
minimum ‖𝒘‖) need to be determined equivalently, as shown in Equation 4-12,
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1
𝑚𝑖𝑛 ‖𝒘‖$
𝒘,0 2

4-12

subject to constraints

𝑦# (𝒘- 𝒙# + 𝑏) ⩾ 1,

4-13

𝑖 = 1,2, … , 𝑚

However, a low-dimensional hyperplane cannot separate data points in the original data
space on some specific data point distribution. Thus a high-dimensional space is required
for separation datapoints, and luckily, datapoints in low-dimensional space must be
separated in high-dimensional space by a hyperplane if the original space is finitedimensional. Let 𝜙(𝒙) represent the reflection from low-dimensional to highdimensional space, and similarly, the hyperplane is defined as Equation 4-14.

𝑓(𝒙) = 𝒘- 𝜙(𝒙) + 𝑏

4-14
(

Thus, similar to Equation 4-12, a robust hyperplane indicates 𝑚𝑖𝑛 ) ‖𝒘‖) , subjects to the
𝒘,2

constraints

𝑦# (𝒘- 𝜙(𝒙# ) + 𝑏) ⩾ 1,

𝑖 = 1,2, … , 𝑚

4-15

In order to solve this minimize problem, Lagrange multiplier method is utilized to get the
(

dual problem of 𝑚𝑖𝑛 ) ‖𝒘‖) , as shown in Equation 4-16,
𝒘,2

1

1
𝐿(𝒘, 𝑏, 𝜶) = ‖𝒘‖$ + = 𝛼# (1 − 𝑦# (𝒘- 𝜙(𝒙# ) + 𝑏))
2

4-16

#2(
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where 𝛼" is the Lagrange multiplier. By letting the partial derivative of 𝐿(𝒘, 𝑏, 𝜶) with 𝒘
and 𝑏 equal to zero and substituting into Equation 4-16 eliminating 𝒘 and 𝑏, the dual
(

problem of 𝑚𝑖𝑛 ) ‖𝒘‖) is shown in Equation 4-17,
𝒘,2

1

1

1

1
𝑚𝑎𝑥 = 𝛼# − = = 𝛼# 𝛼! 𝑦# 𝑦! 𝜙(𝒙# )- 𝜙(𝒙! )
3
2
#2(

4-17

#2( !2(

1

𝑎𝑡 𝒘 = = 𝛼# 𝑦# 𝜙(𝑥# )

4-18

#2(

where 𝜶 = (𝛼( ; 𝛼) ; … ; 𝛼. ) and 𝛼" ⩾ 0 . Calculating 𝜙(𝒙" )/ 𝜙(𝒙! ) is expensive since
both 𝜙(𝒙" ) and 𝜙(𝒙! ) are high-dimensional reflections from original datapoints space,
thus kernel function is introduced to avoid this complicated calculation, which is defined
in Equation 4-19.

𝜅(𝒙# , 𝒙! ) = ⟨𝜙(𝒙# ), 𝜙(𝒙! )⟩ = 𝜙(𝒙# )- 𝜙(𝒙! )

4-19

Thus Equation 4-18 is rewritten as Equation 4-20.
1

1

1

1
𝑚𝑎𝑥 = 𝛼# − = = 𝛼# 𝛼! 𝑦# 𝑦! 𝜅(𝒙# , 𝒙! )
3
2
#2(

4-20

#2( !2(

Then we can get the math expression of the hyperplane base on Equation 4-18
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1

𝑓 (𝒙) = 𝒘- 𝜙(𝒙) + 𝑏 = = 𝛼# 𝑦# 𝜅 (𝒙, 𝒙𝒊 ) + 𝑏

4-21

#2(

Standard kernel functions including the linear kernel, polynomial kernel, Gaussian kernel,
Laplace kernel and sigmoid kernel. In this research, we utilized the Gaussian kernel as
the kernel function in the hyperplane in defect classification. Equation 4-22 is the
expression of Gaussian kernel in SVM,

‖𝒙# − 𝒙! ‖$
𝜅(𝒙# , 𝒙! ) = 𝑒𝑥𝑝 (−
) = 𝑒𝑥𝑝 (−𝛾 ‖𝒙# − 𝒙! ‖$ )
$
2𝜎

4-22

(

where 𝛾 = )3! is regards as a hyperparameter in SVM model. The hyperplane discussed
above targets on separate datapoints clusters entirely, which is specified as hard margin,
but in actual classification tasks, it is hard to split whole datapoints entirely. Thus, some
classification errors are tolerated in extend to solve this problem, defined as soft margin.
A loss term is added in Equation 4-12 to evaluate the degree of samples out of the
constraints of Equation 4-13, as determined in Equation 4-23,
1

1
𝑚𝑖𝑛
‖𝒘‖$ + 𝐶 = ℓ𝑜𝑠𝑠 (𝑦# (𝒘- 𝒙# + 𝑏) − 1)
𝒘,0
2

4-23

#2(

where ℓ𝑜𝑠𝑠 (𝑦" (𝒘/ 𝒙" + 𝑏) − 1) is the loss function such as hinge loss, exponential loss,
logistic loss, to evaluates the degree of wrong classification datapoints. A hinge loss is
chosen in this model training. 𝐶 is determined as a hyperparameter inside of SVM model.
Generally, hyperparameters 𝛾 and 𝐶 are required to be determined in the SVM model
training in order to improve the ability of generalization on the test set.
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4.4 Results and discussion
The classification performances are discussed in this section. The raw data collected from
the data collection box (Figure 4-1 (g)) is split into training and test sets, and 15 features
are extracted from training, validation, and test windows. To investigate whether
datapoints on three type welding conditions have various data distributions, test data are
imported into T-SNE to visualize the distribution of datapoints in low-dimensional space
with various hyperparameters (perplexity and learning rate) settings. In this study, PCA
initial embedding is utilized to reduce the dimension of original datapoints space. An
SVM model is developed by training datapoints and then validated by validation set to
classify three welding conditions. The best combination of hyperparameters is determined
through optimizing the validation set, and then test datapoints are used to determine the
generalization ability of SVM model, as described in Section 4.4.2.

4.4.1 TSNE
The analysis of test set by T-SNE is demonstrated in Figure 4-5. Different combinations
of perplexity and learning rates are investigated here and separation results are
demonstrated in Figure 4-5. Three types of datapoints are shown in the separation result.
Every number shown in Figure 4-5 is a datapoints in the test set, welding condition 0
(good condition), 1 (rusty plate), and 2 are represented by red 0, blue 1 and green 2,
respectively. The number of iterations, as defined in Equation 4-7, is set to 2000.
Significantly, the datapoints of no shielding gas could be separated from the other two
types of defects even with low perplexity and learning rate, which indicates that current
and voltage signals of no shielding gas have apparent variations. As defined in Equation
4-1 and 4-2, perplexity relates the number of the nearest neighbors for a datapoint. Thus
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more considerable perplexity leads to more nearest neighbors and less sensitivity to small
datapoints structure. As shown in Figure 4-5, the same learning rate with larger perplexity
makes the distribution of data cluster sparser (every column), enhancing the visualization
performance on different welding conditions. Also, the raising perplexity influences the
visualization results of a good condition and rusty plate. Low perplexity offers poor
visualization performance, as shown at perplexity at 5. All data distribute as a ball on the
low-dimensional space, though welding beads with no shielding gas has a distinct
distribution with other two types of welding condition. Learning rate depends on the step
of low-dimensional datapoints update from the previous gradient in every iteration
(Equation 4-7), and the typical learning rate varies from 10 to 1000 in T-SNE. In Figure
4-5, with the increasing learning rate, the boundaries of defects 0 and 1 are clear.
Nevertheless, the effects of increasing learning rates are not as significant as raising
perplexity.
T-SNE dimension reduction proves that these three welding conditions have different
signal distributions from a low-dimensional perspective, though datapoints of welding
signals on good condition and rusty plate have overlapping distribution to some extent.
Visualization in low-dimensional space confirmed that signals of welding conditions have
different distributions in high-dimensional space, and generally, SVM could be used to
classify these three different conditions.
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Figure 4-5. T-SNE effects with various perplexity and epsilon (learning rate) values.
Perplexity ranges from 5 to 50, learning rate various from 10 to 500. Both of perplexity
and learning rate varies linearly in determined space.

4.4.2 SVM
After the data visualization of T-SNE, it was found that window features extract from
current and voltage signals have different distributions for three welding conditions, thus
typically, these three different welding conditions could be separated by SVM algorithm.
The training feature matrix is inputted into SVM model to train a classification model,
and then hyperparameters are tuned by improving validation accuracy. Finally, the test
set is inputted to predict the windows on every welding bead.
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From Equation 4-22 and 4-23, 𝛾 in Gaussian kernel and 𝐶 within loss function term are
hyperparameters influencing the performance of SVM model. 𝛾 in Equation 4-22 scales
the difference between datapoints. If 𝛾 is an extremely large value, even if the two
datapoints are quite similar, kernel function still get small value, specifically, if 𝒙" is a
support vector, this support do not have a significant effect in classifying this datapoint
𝒙! . Therefore, large 𝛾 allows SVM model to have ability to capture complex data
structure. However, high 𝛾 usually improves the possibility of overfitting. On the other
hand, small 𝛾 has a large influence in classifying datapoints with support vector, which
reduce the possibility of overfitting, while may risk not getting the right hyperplane. From
Equation 4-23, the 𝐶 parameter tells the SVM optimization how much you want to avoid
misclassifying each training example, low 𝐶 allows the optimizer look for a hyperplane
with large margin value, thus the hyperplane misclassifies more datapoints, reducing the
accuracy of validation set. Conversely, large 𝐶 indicates a hyperplane with a small margin,
which always improves the accuracy of classification.
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Figure 4-6 Heatmap of validation accuracy as a function of 𝛾 and 𝐶 . (a) Validation
accuracy as 𝛾 varies from 0.001 to 1.0 linearly, 𝐶 varies from 0.1 to 10000 linearly. (b) 𝛾
varies from 0.001 to 1.0 linearly, 𝐶 varies from 1.0 to 10000 linearly. (c) 𝛾 varies from
0.001 to 1.0 linearly, 𝐶 varies from 10 to 10000 linearly. (d) 𝛾 varies from 0.001 to 0.6
linearly, 𝐶 varies from 10 to 10000 linearly.
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Figure 4-6 is the heatmap of various hyperparameter settings. 400 validation accuracy
points are encoded as colours with the hot colormap varying from dark red to bright
yellow. Rough gamma range (𝑥 axis) and 𝐶 range (𝑦 axis) are investigated in Figure 4-6
(a). Low validation accuracies are obtained when values of 𝐶 are smaller than 2, while
validation accuracy varies from 0.7 to 0.85, implying hyperplane with too large margin
value is obtained with these hyperparameter settings. For further model improvement, we
diminish the range of 𝐶 from Figure 4-6 (b) to (c). As shown in Figure 4-6 (c), if the value
of 𝛾 is too small (𝛾 = 0.001), the validation accuracy increasing with the raising of 𝐶,
revealing that the SVM model could not find the best hyperplane boundaries efficiently.
However, SVM model with too large 𝛾 values (𝛾 > 0.6 shown in Figure 4-6 (c)) is
unstable with the raising of 𝐶. The decreasing validation accuracy of SVM with larger 𝛾
(𝛾 > 0.6) and 𝐶 (𝐶 > 545) reflecting the overfitting on training set, while large 𝛾 (𝛾 >
0.6) with small 𝐶 (𝐶 < 60) could not find appropriate hyperplane and margin to classify
datapoints. Thus, as shown in Figure 4-6 (d), the range of 𝛾 is reduced from 0.001 to 0.6
to realize the prediction results accurately. It was found that the best validation accuracy
is about 90% at around 𝛾 = 0.064 and 𝐶 = 3396.8 relatively.
As discussed in section 4.3, every welding bead is separated to 100 windows and in test
set, 20 individual welding beads in every welding condition are selected, implying 2000
windows for every welding conditions. Based on the hyperparameters tuning result, we
chose 𝛾 = 0.064 and 𝐶 = 3396.8 to SVM model. This SVM model has an average 94.2%
accuracy on training set and an average 91.1% accuracy on validation set. Figure 4-7 (a)
and (b) are the confusion matrix and prediction details in every welding condition
obtained from SVM model applying on test set. Average 90.25% prediction accuracy is
achieved on the test set, indicating a good generalization ability on this SVM model. 85.8%
welding windows are classified correctly for welding beads in the good welding condition,
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and 85% welding windows in rusty plate welding condition are categorized automatically.
For welding beads without shielding gas providing, almost all welding windows are
classified correctly, and the accuracy reaches 99.95%. This result is consistent with the
low-dimensional visualization from T-SNE. In T-SNE, welding condition without
shielding gas has different data distribution with other two welding conditions, and
consistently, it could be classified entirely with other welding conditions in SVM. For
current and voltage datapoints in good condition and rusty plate, SVM reaches about 85%
classification accuracy. Figure 4-8 demonstrates the prediction details for every welding
bead from SVM model. Every welding bead has 100 window patches in the test set, and
from Figure 4-8 (c), 20 welding beads without shielding gas are predicted correctly
entirely.
From Figure 4-8 (a) and (b), the window prediction results for welding beads on good
condition and rusty condition are not as good as no shielding gas condition. Some
misclassification windows reduce the accuracy of SVM model. Strict incorrect windows
tolerance is set with the prediction results. If more than 30 bead windows are predicted
into an incorrect welding condition, then we regard this bead as a wrong classification.
Figure 4-8 (d) is the prediction results with thresholds of incorrect windows at 30. Though
the threshold is extremely inflexible, the prediction result is acceptable, with 16 welding
beads are classified correctly in good condition, while 18 correct classification welding
beads on rusty plate and 20 correct identification on no gas condition.
Therefore, typically, SVM model could detect different welding conditions based on
current and voltage signals with high prediction accuracy. It proved that SVM algorithm
could be used to monitor the common faulty welding conditions in practical
manufacturing.
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Figure 4-7 (a) Confusion matrix of test accuracy at 𝛾 = 0.064 and 𝐶 = 3396.8. (b)
Prediction details of every window in welding beads.

Figure 4-8 (a) (b) (c) Prediction results of 100 welding beads windows for every welding
bead on good, rusty and no gas conditions, respectively. (d) The number correct and
incorrect prediction beads if the number of wrong prediction window threshold is set to
30.
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Chapter 5 Incremental defect detection using electrical signals
Electrical signals, namely the welding current and voltage, produced from a controlled
dip transfer welding process are the core datasets used by the defect detection system
presented in this work. A software pipeline was designed to identify certain features
(which can indicate the presence of a defect) of this welding signal data and then present
them clearly and concisely to the user. Figure 5-1 provides an overview of the data
processing system in flowchart form.

Figure 5-1. Process flowchart of the defect monitoring and incremental learning system.

After collection of the welding signal data, some pre-processing must be performed to
condition it for use. Conventional methods of processing data such as this involve the use
of a rolling window to split the dataset into smaller portions. Each portion, or window, is
then processed individually for feature identification. Bai, et al. [93] use a high-pass filter
to identify and segment anomalies in welding current signals, where a window of 1024
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samples’ width is used to find the local maximum and minimum values. Sumesh, et al.
[25] extracted statistical features including mean, median, mode, skewness and kurtosis.
These features are introduced into a decision tree to ultimately identify certain defects.
Wu, et al. [24] made use of probability density distributions (PDDs) and class frequency
distributions (CFDs) as features for data analysis.
In our approach, high-frequency data is first collected and a Savitzky-Golay filter [98] is
used to eliminate excess noise, and rolling window is applied to segment the data into
batches of suitable size for analysis. Details of this process is presented in detail in the
section 5.1.1 below.
The next step in the process is feature extraction. A statistical analysis of the welding
current and voltage data is performed and certain statistical features are identified and
extracted from each window. A novel algorithm then evaluates the extracted features and
provides an overall score to each data window. These analyses are performed in the
Python programming language via the use of commonly available (and open source)
statistical analysis programming libraries. Further details of this analysis are presented in
section 5.1.2 below.
Once the feature extraction is complete, we can move onto training the incremental
learning model that will ultimately be used to identify defects from welding signal data.
In this work, a linear SVM is used as the basis for the incremental learning model. In the
training phase, physical welding trials are performed whilst the welding signal data is
collected. After each weld seam is deposited, a technician inspects the deposited seam for
defects, if any are noted, the corresponding section of welding signal data is highlighted
by the operator and assigned with a tag denoting the defect type. This process is assisted
by an interactive software graphical user interface (GUI), which streamlines and
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simplifies this process. The incremental nature of this model means that the more seams
that are input during the training phase, the more robust the model will be at identifying
defects in future welding processes. Details of this training phase, and the software GUI
developed to automate this process, are presented in section 5.1.4 below.

5.1 Methodology
5.1.1 Data collection and pre-processing
Current and voltage signals from the WAAM process are collected by a high-frequency
sampling system that is developed in-house. This sampling hardware makes use of Halleffect sensors and high-frequency data acquisition devices to measure current and voltage
levels as they pass through the welding circuit towards the ground, as shown in Figure
5-2 (a). Favourable system performance is observed with sampling frequencies above
2000Hz. This signal data is collected by data acquisition hardware and passed on to the
control computer. A software system analyses this data and presents results to the user.
Algorithmic details and operation of this software, including the various stages of data
pre-processing, feature extraction, scoring and machine-learning will now be presented
over the remaining sections of this chapter.
Before the feature extraction phase can commence, pre-processing to remove noise and/or
irrelevant data is required. Some data is deemed useless to the analysis; for example, when
current and voltage levels are both equal to zero before and after the weld seam due to
communication delays between the welding and robotic systems. Simple filtering
methods are used to remove these lags. Figure 5-2 (b) shows this raw data after filtering.
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Excess noise in the data is addressed via a Savitzky-Golay filter [98]. The general trends
of these data must be preserved throughout this filtering process while the subtle
deviations from nominal welding signals (which indicate the presence of a defect) are not
ignored. The Savitzky-Golay filter is a digital filter designed for smoothing data. It fits
successive datasets, whose length is defined by the window length, with lower order
polynomials by linear least square regression. In this work, the Savitzky-Golay filter
window length and polynomial order are set to 3 and 1, respectively.
After filtering, the welding current and voltage datasets are normalized to the range of 0
to 1. Then, a rolling window is used to split the normalized data into sections containing
100 samples (shown in Figure 5-2 (c)). No overlap between neighboring windows in this
work. If the final data window contains data less than 100 samples, the pipeline will resample this final window to 100 samples with data taken from the previous window.
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Figure 5-2. (a) data acquisition. (b) raw data of a single weld bead. (c) rolling windows
split data into data pieces and then (d) each data piece will be extracted to 24 features as
a representation of a data window.

5.1.2 Feature extraction
Fronius’ proprietary implementation of the controlled dip transfer welding process is
named Cold Metal Transfer (CMT). The CMT process involves three cyclic phases [96]:
A peak current phase, a background phase and the short-circuiting phase. The peak
current phase provides a large heat input and melts the consumable tip, producing
liquified metal droplets. During this phase, current and voltage both achieve their peak
values. The background phase follows, which rapidly reduces the current and voltage
levels to avoid the phenomena of globular metal transfer [99]. This phase persists as the
consumable tip is fed towards the base plate; once contact is made, the short-circuit phase
is triggered. During the short-circuit phase, the liquified droplet at the tip of the
consumable is transferred to the weld pool predominantly through forces generated via
surface tension. Once complete, the welding control system initiates a process wherein
the welding wire is withdrawn from the pool to return back to the start of the cycle. Based
on one complete cycle of these phases, eleven statistical features of the current data can
be extracted. Voltage data is extracted in similar fashion to the current data and they are
combined together, giving 22 features that can be identified in each data window. These
features are listed in Table 5-1 below and are also represented visually in Figure 5-3.
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Table 5-1. Eleven key statistical features relating to collected voltage and current data.
Time Domain

Frequency Domain

1. Window mean

7. Number of peaks counted in the window

2. Window standard deviation

8. Mean of peak width

3. Window maximum value

9. Standard deviation of peak width

4. Window minimum value

10. Mean distance between neighbouring peaks

5. Mean of the peak values

11. Standard deviation of neighbor peak distance

6. Standard deviation of peak values

Figure 5-3. Visual representation of target statistical features on (a) current signal and (b)
voltage signal. Numbered features are listed in Table 5-1.
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In addition to these eleven statistical features, time is also an important factor in the
analysis, primarily to assist with the identification of arc-on and arc-off events. However,
system dependant time delays and variance in weld bead lengths (i.e., arc-on time)
complicate the incorporation of time features into the machine learning model. To address
this, time data for each window is scaled from 0 to 1 and each window is then affixed
with a corresponding timestamp. This timestamp is used as the 23rd feature in the feature
matrix presented in section 2.4 below.
The 24th and final statistical feature for a given window is an overall score calculated for
the data contained within it. Details of this calculation is presented in the following
section.

5.1.3 Score evaluation algorithm
To simplify the overall statistical feature analysis process, an evaluation algorithm
summarises and provides an overall score (i.e. a single number) to the identified features
in a given window. Figure 5-4 provides an overview of the approach via pseudocode. The
data from an individual welding pass is gathered and then split into 𝑁 individual windows
via a rolling window method. A statistical analysis is performed for each data window to
identify and evaluate 23 statistical features (summarised in Table 2-1). These statistical
features will eventually be used to detect the presence of defects. Once done, a matrix of
shape (𝑁, 23) (shown in Figure 5-2 (d)) can be constructed; the columns representing the
statistical features, whilist rows represent the individual windows. The values for each
statistical feature are determined and input into their corresponding elements of the matrix.
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Once the matrix is filled, the mean value 𝜇 and standard deviation 𝜎 of each column are
calculated. Then, each element in the matrix is given a score relating to its fluctuation
from these values. Based on the analysis of the defective data, we found that the range
[ −𝜎, 𝜎 ] and [ −1.5𝜎, 1.5𝜎 ] are suitable limits to distinguish normal data, defective
tendency data, and abnormal data. Other feature data also has a similar distribution with
most normal data located within the range [𝜇 − 𝜎, 𝜇 + 𝜎], and defective data always
distribute outside of 1.5𝜎. Thus, in this work, two normal fluctuation ranges are defined
to provide scores:
𝜇 − 𝜎 < 𝑑𝑎𝑡𝑎_𝑒𝑙𝑒𝑚𝑒𝑛𝑡 < 𝜇 + 𝜎

5-1

𝑑𝑎𝑡𝑎_𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝜖 [𝜇 − 1.5𝜎, 𝜇 − 𝜎] 𝒐𝒓 [𝜇 + 𝜎, 𝜇 + 1.5𝜎]

5-2

where 𝜇 is the average value and 𝜎 is the standard deviation of the column of data element
lies in. If a data element satisfies Equation 5-1, the element is assigned a score of 1, while
the data that falls in Equation 5-2 receives a score of 0.6. Data falls outside of 1.5𝜎 gets
0.1 marks. Therefore, for every data window, a row-vector containing 23 elements is
generated. The mean of these 23 values is calculated for each row and inserted as a new
column at the end of the feature matrix, giving it a final shape (𝑁, 24). If the mean value
for each row is greater than 0.65, the data in the given window is regarded as ‘normal’
(i.e. defect-free) welding data, otherwise, the row is assigned with a defect label manually,
which is used in the next phase of the analysis: The incremental learning model.
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Figure 5-4. Algorithm used to evaluate a final score for a single data window based on
feature values.

5.1.4 Training and incremental learning
A linear SVM model is used to identify defects in collected welding signal data. It is
necessary to note that the SVM model used in Chapter 4 is nonlinear (Gaussian kernel)
while the model in this chapter is linear. The main reason for this change is the technical
limitation in the incremental learning process. A nonlinear model is hard to be fitted in
the incremental learning process, which results in this change. Before the model can be
applied to this task, model training must be performed. This training phase involves a
degree of human interaction, however, this process is streamlined via the creation of an
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interactive training GUI, shown in Figure 5-5 below, to simplify and speed up this process.
This training process is done in conjunction with physical welding trials. Once a trial weld
seam is deposited, the welding current/voltage data collected during the process is
uploaded into the GUI and displayed to the operator. A technician then inspects the weld
for the presence of any defects. If any defects are identified, the operator measures the
position of the defect and matches the weld data via the time stamp. Then the operator
can select the corresponding welding signal data using a colored bounding box, as shown
in Figure 5-5. These bounding boxes can then be labeled with their corresponding defect,
and these segments of data are then automatically isolated by the software and used as
inputs to the training model.

Figure 5-5. A GUI to assist with the SVM model training task.
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Here, a linear SVM is used as the heart of the defect identification routines. An SVM is
a discriminative classifier that uses a hyperplane to categorize data points into different
classes. A hyperplane is simplified to a line that divides data points into two parts of space
in two-dimensional space. Each window is a vector with 24 features in this work, which
means that a given data window distributes over a 24-dimensional space. A stochastic
gradient descent (SGD) optimizer is used in the training process to obtain a robust SVM
model. Mathematical details of the SGD procedure will now be introduced.
For the dataset 𝐷 = {(𝒙( , 𝑦( ), (𝒙) , 𝑦) ), … , (𝒙* , 𝑦* )}, the goal of the training process is to
determine

a

linear

score

function 𝑓(𝑥) = 𝑤 / 𝑥 + 𝑏 with

parameters 𝑤 =

(𝑤( ; 𝑤) ; … ; 𝑤* ) and the distance shift 𝑏 ∈ 𝐑. To solve the model parameters 𝑤 and 𝑏, a
regularized training error is given as
*

1
𝐸(𝑤, 𝑏) = h 𝐿j𝑦" , 𝑓(𝑥" )k + 𝛼𝑅(𝑤)
𝑛
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where 𝐿 is the loss function that calculates the error between prediction and truth value.
𝑅 is a regularization function that helps avoid model overfitting. 𝛼 is a hyperparameter
that restrains the strength of regularization function.
Several trials with different 𝛼 were tested to find out the best 𝛼. In the trials, the value of
𝛼 varied from 0.0001 to 10, expanding by a factor of 10 each time. The results revealed
that when 𝛼 is smaller than 0.005, the model overfitted the dataset easily. On the contrary,
when 𝛼 is larger than 0.1, the algorithm would fit the dataset at a slow speed (3.7 times
slower or even slower) or even cannot fit the dataset. Furthermore, 20 random values

100

between 0.005 and 0.1 are tested, but similar results were obtained. Thus, in this work, 𝛼
is set to 0.01. The loss function 𝐿 uses ‘hinge’ loss:
𝐿 j𝑦" , 𝑓(𝑥" )k = 𝑚𝑎𝑥j0, 1 − 𝑦" 𝑓(𝑥" )k
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and 𝑅 is selected as L2 norm function.
.

1
𝑅(𝑤): = h 𝑤!) =∥ 𝑤 ∥))
2
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From a theoretical view, this learning process is a convex optimization problem, and we
are trying to find the best fit for 𝑤 and 𝑏 through the SGD optimizer. The SGD algorithm
updates 𝑤 for each training example by updating rule
𝜕𝑅(𝑤) 𝜕𝐿(𝑤 / 𝑥" + 𝑏, 𝑦" )
𝑤 ← 𝑤 − 𝜂 p𝛼
+
r
𝜕𝑤
𝜕𝑤
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where 𝜂 is the learning rate controlling the step size on every update. In this work, 𝜂 is
designed as a gradually decaying learning rate, which is given by

𝜂(5) =

1
𝛼(𝑡& + 𝑡)

5-7

where 𝑡 is the time step (total time step = the number of samples × the number of
iterations), 𝑡& is determined based on a heuristic proposed by Shalev-Shwartz, et al. [100].
Incremental learning in this work is achieved by continuously feeding new data into the
previous model. Initially, the model is only partially trained, however as additional
datasets are sampled, the previous model will be continually updated as it retains previous
knowledge. To evaluate the feasibility of the incremental learning model, three measures
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are calculated to qualify the performance of the model: Precision, recall and F1 score,
listed below:
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑡𝑝/(𝑡𝑝 + 𝑓𝑝)
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𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑝/(𝑡𝑝 + 𝑓𝑛)
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𝐹1 = 2 ∗ (precision ∗ recall) / (precision + recall)
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5.2 Experiments
To validate to effectiveness of the proposed system, a test component was manufactured
through a conventional WAAM process. The WAAM electrical signals system, outlined
in section 3.1 above, is used to stream real-time process voltage and current data to the
control computer. The various stages of data pre-processing, statistical feature analysis,
scoring evaluation and incremental learning (methodologies for which are outlined in 5.1)
were performed to provide the user with a measure of the quality of the WAAM welding
process conducted. Details of the experimental setup used, along with results of the
analysis are now presented over the remainder of the section.

5.2.1 Experimental setup
A conventional WAAM system was used to deposit a test component (a tetrahedron-like
structure, shown in Figure 5-6 (a)). The WAAM system setup used, shown in Figure 5-7,
consists of a control PC (Figure 5-7 (a)), an ABB robotic system (Figure 5-7 (b), (d)), a
Fronius TransPuls Synergic 5000 CMT welder (Figure 5-7 (c), (e)), and a weld process
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current and voltage Hall effect box (Figure 5-7 (g)). For these experiments, the current
and voltage signal sampling frequency is set to 2500 Hz.

Figure 5-6 (a) 3D model of the tetrahedron structure. (b) path planning: outline is defined
as a trapezoid shape filled with single beads. (c) a photo demonstrates the shift of the
welding pool during the welding process. (d) the component after surface machining, the
area with lack of fusion is zoomed in.
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Figure 5-7 WAAM system (a) PC controller. (b) (d) ABB robot system: IRC5 controller
and IRB2600 robot. (c) (e) Fronius welder (TransPuls Synergic 5000 CMT welder) and
weld torch. (f) actual workpiece. (g) self-build high-frequency current and voltage
collection box.

The control PC has software which generates the WAAM process plan to deposit the
component, including robotic motion generation and synchronized welding control.
Parameters for the weld process are listed in Table 5-1. The shielding gas consisted of >80%
Argon and 15-20% carbon dioxide. An AWS ER706-S (1.2mm diameter) mild steel wire
consumable was used in these experiments. Synergic control of the weld parameters was
used, meaning that current and voltage values used are automatically determined by the
CMT pre-sets stored in the Fronius weld controller: Welding voltage and current levels
are effectively determined from the wire feed and travel speed rates (shown in Table 5-2).

Table 5-2. Parameter settings for the tetrahedron component (CMT process)
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Welding path

WFS (m/min)

TS (m/min)

Outer perimeter

4.0

0.22

Inner beads

4.3 / 4.5

0.22

5.2.2 Data collection, processing, and model training
To test the incremental learning model on a conventional WAAM process, data relating
to 60 different weld beads were collected during the deposition of the test component. In
addition, data captured from a separate welding trial of 15 weld beads with different
welding parameter sets (3 m/min, 4.5 m/min and 6 m/min) were added in order to improve
the generalization of the complete dataset.

Figure 5-8. The training process completed in the work.
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To demonstrate the capability of the system to correctly identify defects and adapt to a
new defect that is input to the learning model, this case study is split across two tests.
First, the incremental learning system was trained to identity two deviations from normal
welding behaviour, namely the arc-on and arc-off phases of the welding process. The
training process in shown in Figure 5-8. Then, a new welding defect, weld-pool shift, was
input to the incremental learning system to test its ability to adapt and identify the new
defect. In this work, ‘weld pool shift’ refers to the dynamic narrowing of the weld pool,
which typically occurs due to oxides and other impurities present in (or on the surface of)
the mild steel welding consumable, the base plate or, most commonly, the previously
build layer underneath the weld pool. These impurities typically cause unstable arc
conditions which lead to fluctuations in the weld pool’s shape. In addition, the uneven
surface presented by the previously built layer is also a significant contributing factor to
these weld pool shifts. Defects that result from these weld pool shifts are typically related
to poor geometrical accuracy and lack of fusion between successive welding layers, which
is often revealed after surface machining, as seen in Figure 5-6 (c) and (d).
These tests focus on 60 weld seams performed during the depositions of the test
component. After the deposition process for each seam was complete, seam quality was
examined by a welding technician. If any defect was observed, the corresponding signal
data was highlighted and labelled in the software GUI presented in Figure 5-5. No defects,
outside of the arc-on and arc-of phases, were observed in 31 of the welding seams, which
we will term the ‘Group A’ seams. In the remaining 44 seams, which we will denote as
the ‘Group B’ seams, weld pool shift defects were detected by visual inspection.
The first test focussed on the ‘Group A’ seams. Of this group of 31 seams, 22 randomly
selected seams were used for training the incremental learning model. The remaining 9
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seams were used for testing the performance of the trained model. At this stage of testing,
only the arc-on and arc-off phases were considered as defects for the learning system.
The training process was performed iteratively, welding signal data from seams were
added one-by-one and after each addition, the model was applied to the test data set (i.e.
the group of 9 seams). After each iteration of this process, performance of the model is
stored and compared to previous iterations; this process continues until the model
performance fails to improve. This cycle represents one epoch of the training process. To
ensure the models ability to identify different defect types, a training time of 100 epoch
was used. For the ‘Group A’ seams, the welding time is around 40 seconds, generating
approximately 15000 feature arrays for the test process
Once this first test was complete, a second test, which involved the incorporation of a
new and more challenging defect into the incremental learning model was conducted. The
model from the ‘Group A’ tests was retained, and new data from the ‘Group B’ seams
was added. The same iterative training process was used and 31 of the 44 ‘Group B’
seams (featuring weld pool shift defects) were randomly selected for training the
incremental learning model. Once done, the newly trained model was validated by
applying it to the remaining 13 seams (around 22000 feature arrays in total) to test
whether it was able to successfully identify the weld pool shift defects that are present. In
this secondary training process, the epoch time was increased to 250 to account for the
more challenging scenario presented. Results of the training process and also the accuracy
of the final model are presented in the section below. The whole training and updating
processes are displayed in Figure 5-9.
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Figure 5-9. Flowchart of the whole training and updating processes.

5.3 Results and discussions
5.3.1 Feature extraction and scoring
The statistical feature identification routines outlined in section 2.3 were applied to the
‘Group A’ and ‘Group B’ datasets collected during the manufacture of the tetrahedronlike test component. In this case study, only defects relating to weld-pool shift, arc-on and
arc-off are targeted. Some of the defects identified in the signal data are depicted in Figure
5-10 below. As shown, the mean value of the electrical signals, the number of peaks
within the data window, the average distance between peaks, and the average distance's
standard deviation provide good indicators to distinguish between normal welding data
and defective data for our current set of defects.
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Figure 5-10. Examples of statistical features extracted from window data: (a) mean values
of current and voltage windows. (b) the number of peak counts in current and voltage
windows. (c) average distance and (d) standard deviation of peak distance of current and
voltage.

The feature analysis is able to use the mean signal value (Figure 5-10 (a)) to distinguish
between the arc-on, arc-off and normal welding data segments, since the power used
during the arc-on phase is greater than during the normal welding phase and the arc-off
phase features a lower power. For the detection of weld pool shift, current data features a
significant drop as the shape of the welding pool narrows, as shown in Figure 5-10 (a).
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The number of peaks in a data window corresponds to the frequency of the welding
process. However, during the weld pool shift, it is observed that this frequency decreases
(Figure 5-10 (b)), which matches the changes in the mean value of the current and voltage
within a window. Through this data analysis, both mean current and voltage value and
the number of peaks in a window are clear indicators to identify weld pool shift defect,
and these data oscillations indicate that the existence of arc impurities disturb the CMT
welding process cycle. As shown in Figure 5-10 (c) and Figure 5-10 (d), rapid increases
in current and voltage peak distances were observed during phases of weld pool shift. The
increase of the average value of current and voltage peak distances indicates that the
frequency of the CMT process is reduced when the weld pool shift happens during the
welding process, which is consistent with the number of peaks found within a data
window (Figure 5-10 (b)).
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Figure 5-11 (a) a real welding photo displays the weld pool shift defect. (b) the
corresponding final score. (c) the 23-dimensional feature data (with no score) distribution
after PCA reduction. (d) the 24-dimensional feature data (with score) distribution after
PCA reduction.

Different statistical features have different responses to the occurrence of defects. The
mean value and the number of peaks found in the data window are reduced when weld
pool shift occurs, whilst the average distance and standard deviation of the average
distance increase. This is reflected by the score evaluation algorithm presented in section
2.4, which summarizes all fluctuations from the 24 statistical features when it calculates
its final score. Figure 5-11 (a) and (b) demonstrate the relationship between the physical
weld bead and the final calculated score. A correct and clear match between the final
score and real welding defects is evident, indicating the final score is a reliable indicator
for identifying a potential defect in a given weld (or lack thereof). Data with a score lower
than 0.65 is correctly identified as defective data. Thus, we can regard this final score
could as a feature with high defect correlativity.
Additional analysis of the effectiveness of the scoring algorithm is presented in Figure
5-11 (c) and (d). A principal component analysis (PCA) was used to reduce the
dimensionality of the statistical feature data extracted across the 24 categories. In Figure
5-11 (c), the distribution is shown without the final score feature attached (i.e. only 23
features included), and in Figure 5-11 (d), this final scoring feature was included. We can
observe a more tightly packed distribution when this final score feature is included, and
in addition, the boundaries between the different defects are more pronounced. This

111

further demonstrates the importance of the final score feature in correct identification of
defective weld signal data.

5.3.2 Incremental learning system
After the feature extraction and score evaluation stages, a single weld bead is represented
by a feature matrix. This matrix contains features with variational tendencies that can
denote a defect occurring in the welding process.

Figure 5-12. Feature data distribution after PCA reduction of (a) WFS = 3 m/min (b)
WFS = 4.5 m/min (c) WFS = 6 m/min
To begin testing this incremental learning system, the ‘Group A’ dataset containing the
signal data from 31 weld seams is fed into the initial SVM model. This dataset consists
of solely of the raw electrical signal data for each seam, and the defect labels assigned to
them during the feature extraction phase. At this stage of the analysis, the model is
expected to identify potential defects in the arc-on and arc-off phases alone. Figure 5-12
provides a feature distribution of the different wire feed speeds (3 m/min, 4.5 m/min and
6 m/min) after a dimensional reduction via PCA is performed. It is worth noting that each
figure features a similar distribution despite the differences in wire feed speed, indicating
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that the different bead profiles resulting from different wire feed speed beads can be fed
into the same model for training. After 100 training iterations, the model performance is
measured by the recall, precision and F1 score metrics (outlined in equations 8, 9 and 10).
Figure 5-13 presents the confusion matrix between predicted and actual defects after
training. It is observed that the model performed well, above 98% accuracy, in classifying
the arc-on and arc-off phases under normal welding conditions.

Figure 5-13 (a) Confusion matrix of normal and defect data: Arc-on and arc-off on the
test dataset. (b) Recall, precision, and F1 score of the normal, arc-on and arc-off data on
validation dataset.

Once the ‘Group A’ tests were complete, a more challenging test of the ‘Group B’ datasets,
including a new defect type (weld pool shift), was conducted. 31 seams were selected
randomly from ‘Group B’ to train the model. The remaining 13 seams were used to
evaluate the model performance over the training process incrementally. The incremental
learning stage was set to 250 epoch; the evolution of the training process is shown
graphically in Figure 5-14.
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Figure 5-14 Recall, precision and F1 score for (a) normal (b) arc-on (c) arc-off (d) weld
pool shift data during the training process on the test dataset.
As shown in Figure 5-14, the model struggles initially to adapt to the new defect type; in
early iterations of the training phase the model has some difficultly with detecting the
normal (Figure 5-14 (a)) and arc-off (Figure 5-14 (c)) datasets. It’s ability to identify the
arc-on phase drops initially (around 5% on the F1 score), however within 100 training
iterations it recovers (Figure 5-14 (b)). These trends tend to match the feature data
distribution shown in Figure 5-11 (d). Points relating to weld pool shift (green points in
Figure 5-11 (d)) do not have obvious and clear boundaries with normal data and arc-off
data, while the weld pool shift data has a clear boundary with arc-on data. This suggests
the ability of the system to identify normal and arc-off data is affected somewhat by the
introduction of weld pool shift data into the model.
The system’s ability to detect weld pool shifts in the dataset improves gradually with the
increase of training iterations (Figure 5-14 (d)), and after 250 iterations, the model can
identify weld pool shift data at more than 80%. Figure 5-15 presents the confusion matrix
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and metrics for data identification. A high recall value indicates that the model can
identify all types of defects, while precision gives reliability when the model is making
predictions. In this work, F1 score is used as it provides a good balance between these
precisions and recall metrics. As shown in Figure 5-15, the F1 score is higher than 90%
for each class, which suggests that the model features reliable prediction and
identification abilities for these four types of defects in the model.
These results demonstrate the incremental learning model’s ability to integrate and adapt
to new defect types. Once the training phase is complete, it can reliably make predictions
regarding all defect types. Some ephemeral confusions may be associated with data sets
from previous iterations of the training process, however, by increasing the number of
iterations in the training phase, the model is able to overcome them.

Figure 5-15 (a) Confusion matrix of four types of data. (b) Recall, precision and F1 score
of different types of data.
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Chapter 6 Defect detection using image classification method
6.1 Methodology
6.1.1 ResNet
ResNet is a huge change in the CNN architectures. Architectures before ResNet such as
AlexNet [101], VGG [102] and GoogleNet [103], all have unexpected degradation
problems when the networks getting deeper, bringing saturation of prediction accuracies.
The unexpected degradation problem impeded the development of deeper CNN
architectures. ResNet solved this degradation problem by optimizing the residual
mapping [104], expanding the deep learning architecture to 152 layers. In addition, the
high accuracy achieved in the ImageNet datasets proved the outstanding classification
ability of deep convolution neural networks on image identification. Figure 6-1 [104] is
the architectures of ResNets with different hidden layers. For the 18 and 34 layers
ResNets, the calculations only involve 3 × 3 convolution layers, while for networks
deeper than 50 layers, 3 × 3 convolution layers are warped by 1 × 1 convolution layers.
This structure is defined as bottleneck. In our research, due to the small size of our training
dataset, a large neural network is hard to be converged. Thus, ResNet 18 is selected as
the target network for the WAAM defect classification.
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Figure 6-1. Architecture of ResNet: 18 layers, 34 layers, 50 layers, 101 layers and 152
layers.

6.2 Experiments
6.2.1 Fabrications
In this work, three different shapes components are designed and fabricated: squareshaped, hyperbolic-shaped and quatrefoil-shaped compoent, as shown in Figure 6-2.
Each component has 10 layers, and one photo is taken for each layer by the CCD camera
module in the LabVIEW program. Thus, 30 photos are obtained in total in this work, and
nine photos are split into the test dataset, and the rest photos are put into the training and
validation datasets.

117

Figure 6-2. Three shapes components in this work: square-shaped, hyperbolic-shaped,
and quatrefoil-shaped.

The weld technique used in the manufacture is CMT. The shielding gas used for the
manufacture is >80% argon with <20% carbon dioxide. Welding parameters for
manufactures are shown in Table 6-1.
Table 6-1. Welding parameters for three shapes components.
Square-shaped (exteriorinterior)

Hyperbolic-shaped
(exterior-interior)

Quatrefoil-shaped
(exterior-interior)

Layer

WFS(m/min)

TS
(m/min)

WFS
(m/min)

TS
(m/min)

WFS
(m/min)

TS
(m/min)

1

7-6.5-6.5-7

0.4

6.5-6-6-6.5

0.4

6.5-6-6-6.5

0.4

2-4

6-5.5-5-6

0.4

6-5.5-5.5-6

0.4

6-6-5-6

0.4

5

5-6-6-5

0.4

5.5-6-6-5.5

0.4

5.5-6-6-5.5

0.4

6-7

5.5-6-6-5.5

0.4

5.5-6-5.5-5.5

0.4

5.5-6-5.5-5.5

0.4

8

5.5-6.5-6.5-5.5

0.4

5.5-6-6-5.5

0.4

6-6-5.5-6

0.4

9

5.5-5-5-5.5

0.4

5-6-6-5

0.4

5.5-6-6-5.5

0.4

10

5.5-6-6-5.5

0.4

5-5.5-5.5-5

0.4

5.5-6-5-5.5

0.4

6.2.2 Image acquirement, patching and labeling
The developed CCD camera module in LabVIEW program is used to obtain photos for
different shapes components. The CCD camera takes 30 photos in total, and each photo
has 1936 × 1216 pixels. As shown in Figure 6-2, every single photo contains base plate,
good welding patches, and some defect patches, thus it was hard to give the right label
for a global photo if the raw photo is transferred directly into the CNN model. Image
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patches are used to train the CNN algorithm. Generally, every photo is split into small
grids, and each grid has a single label such as good welding, plate, unfused. Figure 6-3
demonstrates the square patches method for the hyperbolic-shaped component. It is worth
mentioning that the dimension of a square patch (grid) is 64 × 64 pixels since this patch
dimension includes enough details of defects. A small patch size such as 32 × 32 pixels
can hardly include all defect features, while a large patch size (128 × 128 pixels) includes
too many redundant details other than a single defect. Then each photo is cropped to 64
× 64 patches, and each patch is given to a specific label manually to describe the single
patch.
Table 6-2 describes defect types in photos and corresponding colour codes used to imply
the defect type. After labelling all patches from 21 photos, the training database included
6553 patches in total, composed of 4213 plate patches, 309 good patches, 1511 edge
patches, and 510 unfused patches. The validation dataset includes 1328 plate patches, 118
good patches, 502 edge patches, and 177 unfused patches. Nine photos from layer 2, 5, 7
of each component are regarded as the test dataset, which imitates the actual input in the
future application. Every patch is scaled to 224 × 224 pixels and then transfer to ResNet18.
In addition, a full connect layer with five dimensions is used to replace the 1000
dimensions full connect layer provided in the ResNet18 (Figure 6-1) and then transfer to
softmax function to calculate the probability of corresponding defect classes (described
in Table 6-2).
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Figure 6-3. a Illustration of photo patching. b c Detail patches, which are labelled
manually to unfuse, good, edge and plate.

Table 6-2. Descriptions of defect types for all patches and the color codes used in the
ResNet 18.
Defect

Description

Color Code

Good

No obvious defects are shown in the patch.

Green

Plate

Base plate of the component.

Gray

Edge

The border of the manufactured component with base

Yellow

plate.
Unfused

Obvious black gaps between two beads, caused by

Blue

poor path planning and bad welding overlapping
parameters setting.
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6.3 Results and discussions
During the training of the ResNet, it is computationally expensive if we train all weights
and biases of ResNet 18 through the depth of the neural network. Transfer learning
provides the feasibility to use the weights of convolution layers pre-trained in [104]. All
weights before the five-dimensional full connect layer are preset as trained in the
ImageNet dataset. Thus, only five-dimensional full connect layer and softmax layer
weights are preset randomly in the modified ResNet 18. However, all weights, including
the pre-trained weights in the low-level architecture, are updated and backward during
the training process. Training and validation datasets are divided into ‘mini-batch’ subsets
containing 64 patch images in every batch. Every training mini-batch is fed into the model
and calculated the loss by CrossEntropyLoss. Then the stochastic gradient descent (SGD)
with momentum term is used to optimize the weights based on this batch. An epoch is
defined once the optimizer works through the entire dataset. After the hypermeters tuning,
the learning rate is set to 0.0663, and the epoch number is set as 30. Figure 6-4 shows the
training and validation accuracies with the increasing of iteration number. Obvious
improvements are witnessed both in the training and validation dataset.

Figure 6-4. Training and validation accuracies with the iteration of ResNet 18.
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Table 6-3 is the confusion matrix of the validation dataset acquired from ResNet 18. The
average accuracy of the whole prediction achieved more than 91%. For the defect
detection tasks, average accuracy could not reflect the practicability of the model, thus
the recall and precision of the model for every class of defect are provided in Table 6-3.
High recall guarantees all the defects could be detected in confident while mistaking other
types to this defect (reduce precision). Therefore, optimizing recall with precision is
expected for every type of defect identification. Based on the confusion matrix in Table
6-3, both plate and edge features achieved high robustness. However, the recognition of
good and unfused patches are not enough for future applications. Figure 6-5 is the
prediction results for 9 photos taken during the manufacturing process. Most plate, edge,
and unfused patches are classified correctly, although there are some classification
mistakes occasionally based on the prediction result. Following are the main reasons for
the misclassification of good and unfused (as shown in Figure 6-5):
•

Good patches confused with plate is mainly because of the light reflection from a
light source. No enough good feature samples in the dataset is also a nonnegligible
reason (Figure 6-3 d).

•

Unfused images are easily confused with edge patches since both of them have
obvious black borders in the patches (Figure 6-3 b).
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Table 6-3. Confusion matrix of ResNet prediction result on the validation dataset.

Ground Truth Label

Prediction label
Edge

Good

Plate

Unfused

Recall

Edge

462

9

13

18

92.0319 %

Good

8

97

7

6

82.2034 %

Plate

16

6

1381

1

98.3618 %

Unfused

24

5

0

148

83.6158 %

Precisio
n

86.8421
%

65.5405
%

98.4319
%

76.2887
%

91.6996 %
(Accuracy
)

Figure 6-5. The classification results from ResNet18
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Chapter 7 Defect detections for WAAM by Object Detection
7.1 Methodology: YOLOv3 algorithm
7.1.1 Backbone
Different from YOLO and YOLOv2, YOLOv3 develops a new network to perform
feature extraction. The backbone of YOLOv3, Darknet-53, is a hybrid architecture
composed of Darknet-19 [91] and residual block [104]. In Darknet-53, 53 convolutional
layers and 23 residual blocks reduce the shape of an input image (416 × 416) to three
feature maps: 13 × 13, 26 × 26, 52 × 52. Then YOLOv3 uses a feature pyramid network
to merge the smaller feature map with the large feature map. Specifically, the feature map
after Darknet-53 and five convolutional calculations will be up-sampled and then
concatenated with the 26 × 26 feature map. Then a 26 × 26 × 255 output, including all
class information and boundary box information, is obtained through a series of
convolution layers. Similarly, the 26 × 26 feature map is further merged with the 52 × 52
feature map. Thus, through the merge operation, three different outputs (13 × 13 × 255,
26 × 26 × 255, 52 × 52 × 255) are obtained at the end of the network. Figure 7-1 is the
whole architecture of YOLOv3. Darknet-53 is regarded as a backbone to extract image
feature maps.
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Figure 7-1. Architecture of YOLOv3
7.1.2 Loss function
YOLOv3 used mean squared error and binary cross entropy to evaluate errors between
targets and outputs. From the source code of YOLOv3 [35], only error for boundary box’s
width and height uses mean squared error, while other errors including (𝑥, y) coordinates
of boundary box, the confidence of object and non-object, and the probability on class
identification all use binary cross entropy error. In this paper, to facilitate algorithm
optimization, we use mean squared error for box’s information (𝑥, y, and w, h) and binary
cross entropy error for other parameters. Equation 7-1 is the loss function we used in our
training:
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where the first two terms are localization loss, terms 3 and 4 represent the confidence loss,
and the last term indicates the classification loss. 𝜆coord and 𝜆noobj are constants giving
weights to the loss terms. We set 𝜆coord = 1 and 𝜆noobj = 100 in this paper. In YOLOv3,
every grid cell receives three prediction boxes based on the sizes of anchor boxes,
meaning that 𝐵 is three. 𝑆 is the number of grid cells, which is the feature map’s shape
obj

noobj

(for 13 × 13 feature map, 𝑆 is 13). 𝟙"! and 𝟙"!

state if this grid cell is responsible for

obj

the object or not. 𝟙"! equals 1 if the (𝑖, 𝑗) cell contains and be responsible for the object.
obj

noobj

Otherwise, 𝟙"! equals 0. 𝟙"!

is 1 if there is no object shown in the grid cell (𝑖, 𝑗) or the

grid cell is not responsible for the object. Parameters such as 𝑥" , 𝑦" , 𝑤" , ℎ" , 𝐶" and 𝑝" (𝑐)
correspond to 𝑥, y coordinates, width and height of prediction boundary box, prediction
confidence, and class probabilities. 𝑥‡" , 𝑦‡" , 𝑤
‰ " , ℎ‹" are the ground truth of the labeled boxes.
𝐶Ž" and 𝑝̂" (𝑐) are the confidence of the cell’s responsibility (which is always 1) and class
probability. This loss function tactfully manipulates all losses to a single equation,
simplifying the individual optimization processes facing different loss functions.

126

7.1.3 Anchors
Anchor box [32] is the prior knowledge from ground truth boxes of the training dataset.
It deduces the truth box’s dimensions through the K-means algorithm. However, instead
of Euclidean distance, the intersection of union (IOU) between boundary boxes and
centroids is used as the optimization criterion. With this prior knowledge, the trained
model predicts the sizes of boundary boxes in targeted, improving the model’s training
convergence rate. The preset of anchor box to the model solves the issue of multi-scaled
objects. In YOLOv3, nine anchor boxes with different dimensions are preset for training
and sorted into three groups by size. For instance, three minimum-sized anchor boxes are
used as the prior knowledge to predict three boxes for every grid cell in the 13 × 13 feature
map. The predicted boundary box having the largest IOU with the ground truth box is
regarded as the output boundary box. Similar predictions and calculations are designed
for 26 × 26 and 52 × 52 feature maps, which are designed to precept middle- and smallsized objects, respectively. The nine anchors of YOLOv3 on the COCO dataset [105] are:
(10 × 13), (16 × 30), (33 × 23), (30 × 61), (62 × 45), (59 × 119), (116 × 90), (156 × 198),
(373 × 326).

7.1.4 Boundary box
Through the pre-set of anchor boxes, every prediction box acquires the best sizes via prior
knowledge from anchor boxes. YOLOv3 bonds the anchor boxes’ size and prediction
boxes’ size via Equation 7-2 and 7-3:
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𝑏F = 𝐴F 𝑒 5"

7-2

𝑏G = 𝐴G 𝑒 5#

7-3

where 𝑏F and 𝑏G are the width and height of the final rescaled boundary box. 𝑡F and 𝑡G
are the original width and height of the prediction, while 𝐴F and 𝐴G are the scaled anchor
box’s dimensions. Parameter 𝐴F and 𝐴G are scaled proportionally as the scaled ratio of
the feature map (1/32, 1/16, 1/8 for 13 × 13, 26 × 26, 52 × 52 feature maps, respectively).
As shown in Figure 7-2, the final prediction box’s dimensions will be bonded with the
anchor box’s sizes and scaled into an object area. The center of the boundary box is
calculated by Equation 7-4 and 7-5:
𝑏H = 𝜎(𝑡H ) + 𝑐H

7-4

𝑏I = 𝜎j𝑡I k + 𝑐I

7-5

where (𝑡H , 𝑡I ) is the original prediction of the boundary box central coordinates, and (𝑐H ,
𝑐I ) is the left corner coordinates of the grid cell. 𝑏H and 𝑏I are the adjusted coordinates
of the boundary box center. As the redpoint displayed in Figure 7-2, the coordinate of the
grid cell is (𝑐H , 𝑐I ) = (3, 2). 𝜎 is the sigmoid function, which is used to limit the prediction
coordinates to absolute coordinates within (0, 1), guaranteeing the center of the boundary
box stays within the grid cell.
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Figure 7-2. Illustration of boundary box parameters

As previously described in the ‘Anchor’ section, every grid cell in a feature map receives
three boundary boxes of different sizes. After the calculation (Equation 7-2 to 7-5),
YOLOv3 outputs four coordinate parameters ( 𝑏H , 𝑏I , 𝑏H , 𝑏I ) and one confidence
parameter for each boundary box. To select the best and most reliable boundary box, two
criteria are designed:
1) Confidence threshold. Confidence is the parameter used to show the confidence of an
object exists or not. The boundary box with a confidence lower than the pre-set threshold
is discarded.
2) Non-maximum suppression (NMS) threshold. NMS is a technique used to remove
redundant boundary boxes. It is evaluated by IOU (Equation 7-6). Boundary boxes having
IOU larger than the NMS threshold will be removed, avoiding using multiple boundary
boxes to indicate the same object.
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𝐼𝑂𝑈 =

𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑏𝑜𝑥 𝑎𝑛𝑑 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥
𝑢𝑛𝑖𝑜𝑛 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑏𝑜𝑥 𝑎𝑛𝑑 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥

7-6

7.2 Experiments
7.2.1 Experimental setup
A conventional WAAM system is used to deposit three train components and three test
components. The setup of the WAAM system is shown in Figure 7-3. It consists of a
control PC (Figure 7-3 (a)), an ABB robotic system (Figure 7-3 (b), (d)), a Fronius
TransPuls Synergic 5000 CMT welder (Figure 7-3 (c), (e)), a weld process current and
voltage collection system (Figure 7-3 (g)), and a national instrument USB 6008 board
(Figure 7-3 (h)).
The control PC has software that uses Rapid codes to control robotic movements and
synchronize welding parameter settings. The shielding gas consists of >80% Argon and
15-20% carbon dioxide. BOC 4043 aluminum MIG wire is used in these fabrications.
Synergic mode controls the weld parameters, meaning that the welder automatically
determines current and voltage values through pre-stored programs in the Fronius weld
controller.
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Figure 7-3. The setup of the WAAM system in this experiment. (a) PC controller. (b) (d)
ABB robot system: IRC5 controller and IRB2600 robot. (c) (e) Fronius welder (TransPuls
Synergic 5000 CMT welder) and weld torch. (f) actual workpiece. (g) self-build highfrequency current and voltage collection box. (h) NI USB 6008 board.

7.2.2 Dataset construction
Three different shape components are designed and built to contain as many WAAM
conditions as possible to train an effective object detection model. Three components,
square-shaped, hexagon-shaped, and star-shaped components, are built in sequence,
trying to reveal the WAAM potential defects when manufacturing right angle, obtuse
angle, and acute angle, respectively. Figure 7-4 is the illustration of the welding paths. In
the manufacturing process, clockwise and anticlockwise welding orders are used
commutatively (for instance, the first layer of square component is clockwise (Figure 7-4
(a)) while the second layer is anticlockwise (Figure 7-4 (b))). Grey spots in Figure 7-4
label some positions where defects are likely to appear. The primary defects at these
positions are surface voids because the distance between two nodes is too large for the
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width of welding beads. Unfused between the welding beads is another defect shown in
the manufacturing process, generated by an excessive wide overlapping distance between
weld paths. In addition, the posture of the robot was kept the same for the whole
manufacturing process for each component, which means that only the height of the robot
changes for different layers’ fabrication. But the posture of the robot will have slightly
different for different welding paths in a single layer.

Figure 7-4. Path planning for three components of different shapes: square, hexagon, and
star.

Figure 7-5 shows the physical WAAM components. After each layer’s manufacturing,
photos are taken for the whole layer. Three components with 30 layers respectively are
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built in advance (Figure 7-5 (a) - (c)), and these photos are cropped and used in the
training dataset. 51 photos are used in the training dataset in total, and 17 photos are
selected into the validation dataset. Since different photo contains different numbers of
anomaly samples, 1646 anomaly boxes are included in the training dataset, and 602
anomaly boxes in the validation dataset. To increase the number of defects on global
photos, we decreased the width of welding beads on purpose. Figure 7-6 illustrates the
whole data preparation process for the training dataset. On the other hand, we used the
appropriate wire feed speed and travel speed for the components in the test dataset (Figure
7-5 (d) - (f)), simulating the real manufacturing parameters and conditions. Every
component for test dataset contains 12 commutative welding layers, each of which has
several angles of global photos to demonstrate the layer’s defects. 146 photos are stored
in the test dataset. The welding parameters, wire feed speed (WFS), and travel speed (TS)
for test components are shown in Table 7-1. Furthermore, every photo has two types of
labels: component and anomaly, and each photo has one component label generally.
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Figure 7-5. Three welding components demonstration. From (a) – (c) and (d) – (f) are
square, hexagon, and star components, respectively.

Figure 7-6. The data preparation process for the training dataset.

Table 7-1. Components for test dataset’s welding parameters
Square (exterior-interior) Hexagon (exterior-interior) Star (exterior-interior)
Layer

WFS

TS

WFS

TS

WFS

TS

1

6-5-5-6

0.5

6-5-5-6

0.5

6-5-5-6

0.5

2

6-5-6-6

0.5

6-5-6-6

0.5

6-6-5-6

0.5

3

6-5-5-6

0.5

6-5-5-6

0.5

6-5-5-6

0.5

4

5-5.5-5.5-5

0.5

5-5.5-5.5-5

0.5

5-5.5-5.5-5

0.5

5

5-6-6-5

0.5

5-6-6-5

0.5

5.5-6-6-5.5

0.5

6

5.5-6-6-5.5

0.5

5-5.5-5.5-5

0.5

5.5-6-6-5.5

0.5

7

5.5-6-6-5.5

0.5

5-5.5-5.5-5

0.5

5.5-6-6-5.5

0.5

8

6-6.5-6.5-6

0.5

5.5-6-6-5.5

0.5

6-6.5-6.5-6

0.5

9

5.5-6-6-5.5

0.5

5-5.5-5.5-5

0.5

5.5-6-6-5.5

0.5

10

5.5-6-6-5.5

0.5

5-5-5-5

0.5

5.5-6-6-5.5

0.5

11

5-6-6-5

0.5

5-5-5-5

0.5

5.5-6-6-5.5

0.5

12

5.5-6-6-5.5

0.5

5.5-6-6-5.5

0.5

5.5-6-6-5.5

0.5
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7.2.3 Anchors
Anchor is prior knowledge about the dimension of objects. Redmon and Farhadi [35]
determined that nine different anchor box dimensions obtain the best performance on the
COCO dataset with 80 object classes. However, in our welding dataset, there are only
two classes (anomaly and component) in the whole dataset. Furthermore, the dimensions
of the anomaly and component boxes are not similar to the objects in the COCO dataset.
Thus, new anchor settings are required for our dataset.
K-means algorithm is used here to find out the clusters of the sizes of the ground truth
boundary boxes. The IOU between the anchor boxes and is used to optimize cluster
centroids. Similar to the anchor sets for the COCO dataset, we keep nine anchors for the
training model. We modified the original COCO dataset’s anchor setting. Due to the size
of the anomaly inside of the photo is small, only the anchor settings for the small object
anchors and the largest anchor size (used for component detection) are modified, as
displayed in
Table 7-2. As shown in
Table 7-2, “1-anchor-change” indicates that we only changed the largest anchor size used
for component prediction. 2-anchor-change to 4-anchor-change modify anchors for small
objects gradually to find out the best anchor setting for our dataset. Finally, 9-anchorchange means that all the training ground truth bounding boxes are clustered into nine
classes and completely replace the original anchor settings. To describe the modifications
succinctly, we named the six different anchor settings from Group ‘A’ to ‘F’, as described
in
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Table 7-2. It is worth mentioning that to determine the modified anchor box’s size, boxes
in the training dataset are first clustered into nine clusters. Then the nine anchors without
the largest anchor size are clustered into 1-3 clusters respectively to obtain the changed
anchor data for Group C to Group E.

Table 7-2. The modified anchor box settings.
original

1-anchor-

2-anchor-

3-anchor-

4-anchor-

9-anchor-

anchors

change

change

change

change

change

1

(10, 13)

(10, 13)

(10, 13)

(10, 13)

(22, 14)

(14, 17)

2

(16, 30)

(16, 30)

(21, 20)

(15, 23)

(15, 23)

(23, 12)

3

(33, 23)

(33, 23)

(33, 23)

(26, 15)

(30, 17)

(12, 24)

4

(30, 61)

(30, 61)

(30, 61)

(30, 61)

(30, 61)

(20, 16)

5

(62, 45)

(62, 45)

(62, 45)

(62, 45)

(62, 45)

(17, 21)

6

(59, 119)

(59, 119)

(59, 119)

(59, 119)

(59, 119)

(32, 14)

7

(116, 90)

(116, 90)

(116, 90)

(116, 90)

(116, 90)

(19, 29)

8

(156, 198)

(156, 198)

(156, 198)

(156, 198)

(156, 198)

(28, 20)

9

(373, 326)

(350, 287)

(350, 287)

(350, 287)

(350, 287)

(350, 287)

Group

A

B

C

D

E

F

Anchor

7.2.4 Training
The training process is separated into two different steps: firstly, train models in a small
number of epochs, and select the best optimizer; secondly, increase the epoch number to
compare the models obtained with different anchor settings, and select the model with the
best performance for the future application.
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This paper compared model performances from different optimizers, including Adadelta,
RMSprop, SGD, and Adam. To select the optimizer having rapid convergence, a large
learning rate and a small epoch number are set in advance, which are 1e-3 and 64,
respectively. Then the best optimizer is trained with a series of small learning rates.
Several different random learning rates between 1e-5 to 1e-3 are compared. With the best
optimizer and learning rate, we increase the iteration number to 128 and compare the
performances on different anchor settings. Lastly, we find out the best model by
comparing the performances in the test dataset.
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7.3 Results and discussions
7.3.1 Training results

Figure 7-7. Training performances (a) total loss; (b) precision; (c) recall with 0.5 IOU;
(d) recall with 0.75 IOU on different optimizers: Adadelta, RMSprop, SGD, and Adam.

To find the best optimizer for our training dataset, we set the number of epochs to a small
number firstly, which is 128, while the learning rate is set to a large value, 1e-3.
Alternative optimizers are Adadelta, RMSprop, SGD and Adam. The training processes
are shown in Figure 7-7. It is found that SGD performs poorly under these hyperparameter
settings. The evaluation criteria such as precision, recall show bad results on our dataset.
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Therefore, SGD is not regarded as a suitable optimizer under these parameter settings for
our task. RMSprop performs not as well as Adadelta. Both precision and recall show
unstable performances during the training. Figure 7-8 is the model performance on the
validation dataset after each epoch. Based on Figure 7-8, generally, the Adam optimizer
performs better than the other three optimizers. Therefore, we select Adam as our
optimizer in the subsequent experiments. After further tuning the learning rate, we found
that the model performs best at the validation dataset when the learning rate is 1.26e-4.

Figure 7-8. Validation performances (a) f1 score; (b) mAP; (c) precision with 0.5 IOU;
(d) recall with 0.5 IOU on different optimizers: Adadelta, RMSprop, SGD, and Adam.
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As shown in Figure 7-8, the results on the validation dataset get better and better with the
increase of epoch number, indicating that 128 epochs are not enough for training a good
prediction model. For further models’ comparisons, 500 is set for the number of epochs
to achieve reliable results. To determine the best anchor setting, we designed and trained
a series of experiments and models to find out the best model for anomaly detection.
Firstly, a model with nine anchors replacement (Group F, as described in
Table 7-2) is trained. For comparisons, a model having the original anchor setting (Group
A in
Table 7-2) is trained. The performance of the validation dataset is shown in Figure 7-9.
The model performance for Group A is always better than that of Group F, especially for
the F1 score and the mAP criterion. It is mainly because the feature maps from YOLOv3
have three different sizes (13 × 13, 26 × 26, and 52 × 52), which are designed to identify
objects of various sizes. However, sizes of the boundary boxes of the anomaly are always
similar, which are located within the small object ranges. Therefore, if we replace all
anchors with small object sizes, the feature maps from YOLOv3 will get confused in
detecting medium- and large-sized objects, performing poorly on our training dataset.
Furthermore, the erratic precision for Group F indicates that the model is not stable and
reliable for defect prediction. Thus, the anchor setting in Group F cannot be used to detect
anomalies in our dataset.
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Figure 7-9. The model performances with anchor setting on Group A and Group F: (a)
F1 score; (b) mAP; (c) precision with 0.5 IOU; (d) recall with 0.5 IOU
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Figure 7-10. Model performances on validation dataset of Group A, B, C, D, E, on (a) F1
score; (b) mAP; (c) precision with 0.5 IOU; (d) recall with 0.5 IOU.
Secondly, the performance of Group A is compared with Group B, C, D, and E. After 500
epochs training, as shown in Figure 7-10, Group E performs not as well as Group A, while
Group B, C, and D all have better performances than Group A. The comparison results
of Group A E, and F imply that too many anchor changes reduce the performance and
stability of the model. Although Group B, C, and D all have better performance than
Group A (based on F1 score and mAP), Group C performs more accurately on the
anomaly prediction than the other two groups roughly within 500 epochs. On the other
hand, Group C and D are not as stable as Group B, since evident ups and downs for Group
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C and D are presented in Figure 7-10. Due to the fluctuation in the performance of Group
D, it is hard to compare its performance with Group B.
In conclusion, the model with Group B’s anchor setting demonstrates the most stable
performance. Anchor settings for Group C and D have obvious fluctuations. However,
within 500 epochs, the performance of Group C is the best compared with Group B and
D. Besides, as shown in Figure 7-10, when the epoch number is set to 500, the model’s
performance improves with the increase of epoch number, especially for the F1 score and
mAP criterion. Group B and D have more obvious tendencies to improve performances
at the end of the 500 epochs, while Group C has a faster convergence rate.
As is discussed above, the best model’s performance cannot be obtained within 500
epochs, especially for Groups B and D. Thus, the epoch number is increased to 1000 for
training. The model’s performance of anchor settings on Groups B, C, and D will be
compared directly on images in the test dataset to determine the best anchor setting. The
performance of the model with anchor settings for Groups A-D will be displayed and
compared in the next section.

7.3.2 Model performances on test images
With the best learning rate mentioned above (1.26e-4), the best four models on anchor
settings of Groups A, B, C, and D within 1000 epochs are selected and compared on the
test dataset. To find out the correct confidence threshold and NMS threshold intervals,
the performance on the validation dataset is compared in advance. Preliminary values for
the confidence threshold vary from 0.3 to 1, and the box with confidence smaller than 0.3
is regarded as a negative sample. Through our comparison, high confidence thresholds
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(larger than 0.7) fail to present the existence of anomalies. Too large NMS thresholds
keep boundary boxes with high intersection areas, resulting in redundant boundary boxes
in predictions. Therefore, in this paper, confidence thresholds are set between 0.4 and 0.7,
and NMS threshold is set as 0.05.
Table 7-3 reports the best model’s performance when we set the confidence thresholds
and the NMS threshold in the determined intervals. NMS threshold of 0.05 indicates that
almost all redundant boundary boxes with intersection areas will be removed after the
NMS algorithm. The original anchor setting (Group A) performs not as well as the other
three groups, which is consistent with the results shown in Figure 7-10. Based on the
results shown in Table 7-3, Groups B, C and D improve at least 5% on the mAP with
respect to the original anchor setting. With the increase of the number of iterations (after
500 epochs), the performances of Groups B and D both achieve better results than that of
Group C. Consistent with the previous discussion, Group C has a quick convergence rate,
resulting in low improvements with the increase of epoch number, while Groups B and
D improve their prediction results on both component and anomaly areas with the
increased training of epoch number. Comparing with Groups B and C, Group D performs
better both on component and anomaly identifications. Group D has a 5.8% improvement
on the component identification compared with the original anchor setting (Group A) and
an 8.9% improvement on anomaly prediction when the confidence threshold is set to 0.4.
There is about a 7.5% improvement on Group D’s mAP when the threshold is set at 0.4
and 0.5 compared with Group A. About 2% mAP rises on Group D relative to Group B
and C from Table 7-3.
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Table 7-3. The four best models (at epoch 988, 795, 942, 947, respectively) performance
on the validation dataset.
Confidence

NMS

Compone

threshold

threshold

nt

0.4

0.05

Origin anchors

0.5

(Group A)

Anomaly

mAP

0.9412

0.4836

0.7124

0.05

0.9412

0.4794

0.7103

0.6

0.05

0.7647

0.4703

0.6175

0.7

0.05

0.5294

0.4541

0.4918

0.4

0.05

1.0000

0.5299

0.7650

1-anchor-change

0.5

0.05

1.0000

0.5273

0.7637

(Group B)

0.6

0.05

0.8235

0.5157

0.6696

0.7

0.05

0.7059

0.4848

0.5954

0.4

0.05

1.0000

0.5264

0.7632

2-anchor-change

0.5

0.05

1.0000

0.5157

0.7579

(Group C)

0.6

0.05

0.9412

0.4990

0.7201

0.7

0.05

0.7647

0.4889

0.6268

0.4

0.05

1.0000

0.5728

0.7864

3-anchor-change

0.5

0.05

1.0000

0.5723

0.7862

(Group D)

0.6

0.05

0.7647

0.5622

0.6635

0.7

0.05

0.6471

0.5432

0.5952
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Figure 7-11 . Best model’s performance on three test components images at 0.5
confidence threshold, respectively, (a) – (c): original anchor setting (Group A); (d) – (f):
1-anchor-change (Group B); (g) – (i): 2-anchor-change (Group C); (j) – (l): 3-anchorchange (Group D).

The four best models are evaluated on the test dataset. Figure 7-11 are the results for the
best models of Group A – D at a 0.5 confidence threshold. Some obvious missing
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anomalies are notified in Figure 7-11. The best model of the original anchor setting
(Group A) performs appropriately on both anomaly and component. However, the
accuracy of anomaly detection and the size of boundary boxes are the main issues of the
original anchor setting. Some anomalies are not detected in Figure 7-11 (a) to (c),
resulting in the drop of mAP. Besides, the prior knowledge of anchor size is not used in
this group, bringing inconsistent anomaly boundary box sizes (as shown in Figure 7-11
(a) – (c)). The performance results are consistent with the evaluation data in Table 7-3:
the models from Groups B, C and D identify component boxes in the right positions, and
the performance of anomaly detection on Group D is the best, followed by Group B and
then Group C. However, it is worth mentioning that the boundary boxes in Groups B and
C (Figure 7-11 (d) – (i)) have acceptable dimensions for the component prediction, while
the boundary boxes in Group D are too large for components. An abrupt and significant
drop (23.5% from Table 7-3) of component identification accuracy happens when the
confidence threshold increases from 0.5 to 0.6, indicating that a too-large box size is
improper.
Next, models from Groups B and C are candidate models for future applications. Further
identification results on the test dataset are shown in Figure 7-12. For the model with only
1-anchor-change, the prediction for anomalies is acceptable when the confidence
threshold is 0.4 (Figure 7-12 (a) – (c)). Most of the unfused parts are identified and
marked within boundary boxes (around 53% accuracy). The model with a 0.5 confidence
threshold (Figure 7-12 (d) – (f)) removes some low confidence boundary boxes, resulting
in missing some real anomaly parts. Similar results for 2-anchor-change models are
shown in Figure 7-12 (g) – (l). The high confidence threshold deletes some boxes with
right anomalies inside. When comparing the 1-anchor-change model and 2-anchorchange model, the size of the component box is always larger in the 2-anchor-changes
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model than the 1-anchor-change model, sometimes even exceeds the size of the image
dimension.
Therefore, the model with 1-anchor-change and a 0.4 confidence threshold is selected
lastly as the best prediction model for anomalies and component identifications. Based
on the data in Table 7-3, the precision on component prediction achieves 100% precision,
while anomaly prediction receives 53% accuracy, with a 76.5% mAP globally.

148

Figure 7-12. Performances comparisons on 1-anchor-change and 2-anchor-change: (a) –
(c): 1-anchor-change at confidence threshold 0.4; (d) – (f): 1-anchor-change at confidence
threshold 0.5; (g) – (i): 2-anchor-changes at confidence threshold 0.4; (j) – (l): 2-anchorchange at confidence threshold 0.5.

7.4 Case Study
In order to determine the model performance on different shapes, an eight-layer
component with right angles, obtuse angles, and acute angles is fabricated subsequently.
Welding parameters are consistent from the first layer to the last layer: wire feed speed is
designed to 5.5 m/min, and the travel speed of the robot is 0.5 m/min. The shielding gas
used in this case study is 100% Argon. The welding technique for this component is
CMT-pulse. Figure 7-13 illustrates the component structure, path planning and prediction
results. Similar to previous components manufacture processes, this component is
manufactured clockwise and anticlockwise commutatively, as shown in Figure 7-13 (a) (b). Figure 7-13 (c) is the photo of the component after eight layers’ manufacture.
As discussed above, the 1-anchor-change model is the best model for defect detection in
our dataset. Therefore, in this case, the 1-anchor-change model is used to determine the
performance for different shapes under 0.4 confidence. Figure 7-13 (d) - (f) are prediction
results from the model. As shown in Figure 7-13 (d) - (f), although the shape of the
component differs from our training dataset, most of the unfused defects are detected
accurately by the model. However, there are still some mistakes when identifying
component edges and unfused defects. For example, in Figure 7-13 (e) and (f), the model
misjudges component edges to unfused defects several times.
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Nevertheless, the mistakes of the model when predicting unfused defects are acceptable.
When predicting the existence of defects, a model that predicts normal parts to defective
parts incorrectly is always better than a model that misses possible defects. For the
detection of the component, the model has inaccurate predictions. The model only
recognizes the component in Figure 7-13 (d), indicating that the model can still identify
components with different shapes with low accuracy. One main reason causing low
accuracy in component identification is the small training dataset, especially for the
component samples (less than 1000).

Figure 7-13. Illustrations of the component and the detection results: (a) - (b): Path
plannings and component dimensions. (c) Real photo after eight-layer manufacture. (d) (f): The detection results using the pre-trained best 1-anchor-change model.
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Chapter 8 Summary and future work
8.1 Summary
The work mentioned in the previous chapters takes the first step towards integrating
machine learning in WAAM process monitoring. In addition, this work provides several
different data processing and defect detection modules used for future developments of a
digital twin system. Firstly, a LabVIEW-based sensor integration system is developed to
collect data from different data resources, including electrical signals, CCD camera, laser
scanner, and IR camera. Then, the electrical signals and CCD camera photos are
performed using different machine learning methods. Next, an SVM model is trained to
classify different welding conditions, such as normal welding, rusty plate, and no
shielding gas provided. An incremental SVM model is trained then to provide an adaptive
model that learns different defects incrementally with the increase in data size. This
incremental learning model provides a practical module for future WAAM development,
especially for the future WAAM digital twin system. Next, a deep CNN (ResNet) is
trained to classify different defects for the photos from the CCD camera. In order to make
the model more practical, an object detection module based on YOLOv3 is developed to
identify different defects. This defect detection work provides the possibility of future
integration of a digital twin system. The details of the work are listed below:

8.1.1 Electrical signals classification by SVM
SVM is used to determine the feasibility applying machine learning to process WAAM
welding data. The proposed model classifies three different welding environments: no
shielding gas, rusty plate, and normal welding. The data source used in this work is
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electrical signals: current and voltage signals. The SVM will treat current and voltage
data from the real welding, find out the difference between different situations and then
achieve a high classification rate. After careful tuning on the hyperparameters of SVM,
99.95% accuracy is achieved when classifying no shielding gas. 85% weld seams on rusty
plate can be identified correctly in this work. This work reveals the feasibility using
machine learning in WAAM. Although this work cannot identify defects during the
welding process, it can be used as a prior check before the WAAM manufacturing to
avoid abnormal events such as the fusion of impurities from rusts and the interruptions of
protective shielding gas.

8.1.2 Adaptive defect identifications module using incremental learning on SVM
An incremental learning SVM model is trained to create a novel adaptive model which
learns new defects with very limited human interactions. When new defect data are put
into the dataset, the model learns the new features from the new defect labels, and then
updates parameters to make sure it has perceptions for the new defect. In this study, two
types of defective data and normal welding data can be identified initially, then the new
defect data, defined as weld pool shift, is put into the weld dataset. After the confusion in
short time, the incremental learning model learns the feature of the new defect data, and
then identifies the new defect with high accuracy while keeping the memory about the
previous defect types. This work proves the capacity training an incremental learning
model, which learns the new defective data incrementally, provides the feasibility of
using a defect identification model for long-term purpose.
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8.1.3 Camera photos processed by a deep CNN: ResNet
This work uses deep CNN firstly to classify different defect types in WAAM. As a famous
deep CNN, ResNet is selected as a neural network used for defect classifications.
Different defect types, including good welding, unfused welding, and part edges, are
trained in the neural network. The trained model performs around 92% average accuracy
for the classification works after small amounts of iterations. With the calibration on real
photos, the identified image patches are displayed with different color representations,
providing the information of defect locations.

8.1.4 Defect detection module using YOLOv3 to process camera photos
This module is prepared for the future development of a digital twin system. The
YOLOv3 is integrated in this work to achieve defect detection. Surface unfused welding
beads are detected accurately after the model training. This work involves different
welding geometries, including right, obtuse and acute angles. Another case study is also
provided in this work, which reveals that the trained model can adapt to different shapes
of components, although the training dataset does not have similar shape components.
This work reveals the feasibility of applying cutting-edge and novel object detection
algorithms on WAAM and provides a practical module for future WAAM integration
system development.
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8.1.5 Discussion
In summary, the whole research work presents both hardware and soft algorithm
development for defect detection in the WAAM process. The main contribution is the
application of the state-of-the-edge ML tools in the WAAM engineering domain. Two
key modules, based on support vector machine (SVM) and CCD image processing
algorithms for defect classification and recognition are developed in this research. This
work is a preparation for an intelligent WAAM online monitoring system to be developed
in the future. Perspectives on the integration with processing modelling, closed-loop
control, and even digital twin.
Critically, some improvements are expected for a mature online defect detection system.
Firstly, the performances of the deep classification model (Chapter 6) and object detection
model (Chapter 7) are expected to be improved. More data or images should be prepared
and trained to strengthen the model. Though it is hard to prepare and collect data in the
real WAAM manufacturing process, it is still an unavoidable task in the future. Secondly,
the incremental learning model needs more defect types to provide more reliable
decisions to technicians.

8.2 Future work
8.2.1 Model and algorithm optimizations
Two main modules require improvements and optimizations both in accuracy and
detection speed.
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Firstly, the incremental learning model for electrical signal detection expects more
defective data types to expand the detection range. However, with the expansion of the
defect types, features for the previous ones will be forgotten (catastrophic forgetting).
Thus, a balance between extracting features from new knowledge and keeping the stable
perception of the previous knowledge is required in the future, especially when the size
of the dataset becomes huge. A possible method to avoid catastrophic forgetting is
provided by Rebuffi, et al. [106]. They introduce a representation learning step that uses
representations from previous data combinates with new data to avoid catastrophic
forgetting. This method is proved on CIFAR-10 and ImageNet ILSVRC 2012 datasets
that the model learns incrementally over a long time. An idea for referring to this method
is to conclude a representation file containing the previous data features. Then, once a
new class is introduced into the model, the representation file will be extended and
prepared for the next new class training.
Secondly, the YOLOv3 module needs to be improved continuously. Currently, the
YOLOv3 model achieves around 53% precision in detecting the unfused defect. More
data is expected to expand the training dataset to determine the huge amount of
parameters in YOLOv3. Data augmentation is also another helpful way to expand our
dataset. Vertical flip, horizontal flip, blur, and noise increase are helpful and reliable ways
to expand the training dataset. However, more experiments and photos from different
component shapes are expected to improve the accuracy quickly and robustly. Other
algorithms such as transformers are also great ways to replace the YOLOv3 since
YOLOv3 focuses on improving response speed while reducing detection accuracy.
Nevertheless, comparisons are required both on detection speed and detection accuracies
before replacing YOLOv3 with other algorithms.
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8.2.2 Digital twin system
With the developments of WAAM, intelligent manufacturing, and industrial 4.0, a digital
twin system is expected in the future to guide the automatic WAAM manufacturing
process and monitor the whole process. Recently, some companies, including Simens,
Toshiba, Emerson etc. are trying to develop software to process data from different
resources and provide useful and helpful advice for manufacturing processes.
The future development of WAAM expects a digital twin system integrating different
sensors, including electrical signals, camera, laser scanner, and IR camera. Different
methods are required to process different data from different resources. The system shall
process the different information and integrate it into a final decision to advise a
technician. In addition, the simulation for WAAM is also a potential area providing
information to the digital twin system.
With the integration of different sensors, the computation efficiency, and the applicability
of real-time prediction in the digital twin scenario are potential research areas. The
synchronization of different signals, ways to process different sub-decisions from
different sensors, and how to reduce the computation costs are interesting research topics
in the digital twin area.
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