Despite mounting evidence to the contrary, credit migration matrices, used in many credit risk and pricing applications, are typically assumed to be generated by a simple Markov process. Based on empirical evidence we propose a parsimonious model that is a mixture of (two) Markov chains, where the mixing is on the speed of movement among credit ratings. We estimate this model using credit rating histories and show that the mixture model statistically dominates the simple Markov model and that the differences between two models can be economically meaningful. The non-Markov property of our model implies that the future distribution of a firm's ratings depends not only on its current rating but also on its past rating history. Indeed we find that two firms with identical current credit ratings can have substantially different transition probability vectors. We also find that conditioning on the state of the business cycle or industry group does not remove the heterogeneity with respect to the rate of movement. We go on to compare the performance of mixture and Markov chain using out-of sample predictions.
Introduction
In the study of credit rating dynamics of firms, it is very convenient to assume that the ratings process is time homogeneous Markov. The credit migration or transition matrix, which characterizes past changes in credit quality of these firms, is then all that is needed to generate forecasts of the credit asset portfolio distribution in the future. Moreover, in the continuous time homogeneous
Markov framework the objective is to estimate a generator matrix which is used to compute the credit transition matrix, allowing for forecasts over any time horizon.
Against this convenience is mounting evidence of non-Markovian behavior of the rating process.
Altman and Kao (1992), Carty and Fons (1993) , Altman (1998) This paper considers a different type of non-Markov behavior than discussed in the extant literature and proposes a non-Markov model which is a generalization of a continuous time homogeneous Markov chain. A continuous time homogeneous Markov chain has the property that durations in states (spells) follow an exponential distribution. An exponential distribution has a constant hazard function which implies that the plot of the integrated hazard function against time is a straight line. We show that this property is violated for credit rating dynamics, albeit differently for different ratings. Firms with the same rating migrate at different speeds, a feature which is not admitted in the Markov model.
Motivated by these empirical findings we propose a new model for the ratings migration process, namely a mixture of two independent continuous time homogeneous Markov chains. The two Markov chains differ only in their implied migration speed, specifically in the rates with which they exit the states; they have the same embedded transition probability matrix. 1 The model assumes that there are two subpopulations of firms, each moving according to its own Markov chain. It implies that a duration in a state is generated by one or the other of the two exponential 1 Given that the jump from state x occurs, the probability that it is to state y is the same for both chains. The proposed model captures observed heterogeneity in the rate of movement, but is not intended to capture ratings drift per se. distributions so that the observed durations in a given state come from a mixture of two exponential distributions. This is a nontrivial generalization of the basic Markov migration model: instead of forcing all firms of a given rating to migrate at the same speed regardless of their rating experience to date, the mixture process allows for rich and nuanced migration behavior across firms which all have the same rating today (but arrived at that rating in different ways).
We estimate the mixture model with corporate credit rating histories from Standard & Poor's spanning 1981 to 2002 using an algorithm developed in Frydman (2005) . We show that the mixture model not only statistically dominates the simple Markov model but that the differences between two models can be economically meaningful; for the CCC rating, pricing differences of the mixture model can range from 30% to 57% relative to the value implied by the Markov model. The nonMarkov property of our model implies that the future distribution of a firm's ratings depends not only on its current rating but also on the past history of its ratings. Thus, unlike in a Markov model, all firms with a particular current rating are not assigned the same future distribution of ratings. This paper's contribution is twofold, one methodological and the other empirical. Our methodological contribution to the approach developed in Frydman (2005) consists of deriving explicit expressions for a firm's future ratings distribution conditional on past information. We show how this distribution differs depending on the available information which has particular relevance for practitioners. One may know the entire history, only a subset (say the last five years), or just the current rating.
We find that, under our model, two firms with identical current credit ratings can have substantially different future distributions of ratings. We show that firm specific transition probabilities can vary a lot, a source of heterogeneity which is obscured by the Markov approach. This is further illustrated using a bond pricing example.
Despite this predicted variation, it remains an open question whether the simplicity of the Markov model results in markedly worse out-of-sample performance. With this in mind we conduct out-of-sample forecast evaluations of the Markov against the mixture model. Although the literature has recently proposed and developed some alternatives to the standard Markov model, to our knowledge we are the first to conduct systematic out-of-sample forecast evaluations. We find that the one year out-of-sample average error rate is about 4% lower for the mixture than for the Markov model. 2 Our findings of the Markov model's robust performance is consistent with recent work by Kiefer and Larson (2006) who find that for typical forecast horizons, say one or two years, credit rating dynamics can be adequately modeled as a Markov chain, albeit based only on in-sample analysis. Conditioning on industry or state of the business cycle does not alter the basic results.
Credit ratings and consequently credit migrations find wide applications in finance. These include bond pricing models like Jarrow and Turnbull (1995) and Jarrow, Lando, and Turnbull (1997), credit derivative pricing models like Kijima and Komoribayashi (1998) and Acharya, Das, and Sundaram (2002) , as well as credit portfolio models such as CreditMetrics by Gupton, Finger and Bhatia (1997) . This topic also has significant policy relevance given the pending new banking regulation around the New Basel Capital Accord where capital requirements are driven in part by ratings migration (BIS 2005) .
The plan for the remainder of the paper is as follows: Section 2 defines a Markov mixture model, discusses its estimation from continuous credit ratings histories and derives some of its probabilistic properties. In Section 3 we provide a synopsis of the data set, discuss the estimation results, and compare a mixture model with a simple Markov model empirically, in and out-of-sample, and in terms of economic implications. Section 4 provides some concluding remarks.
Markov Mixture Modeling
Firms may take on one of 17 credit ratings, including +/-modifiers, as well as the default (D) rating, and withdrawn or not rated (N R) state. A rating may be withdrawn for innocuous reasons such as debt retirement, or more interesting (but unobservable) reasons such as deteriorating firm quality. Sample size considerations lead us to group firms into the 7 ratings which exclude the +/-modifiers for a total of 9 states which may be visited. They are, from best credit quality to worst:
AAA, AA, A, BBB, BB, B, and CCC. The available migration data among 7 ratings and the N R state are essentially continuous; the changes in ratings are recorded up to a calendar day. Further details of the data set as well as discussion of the N R state are given below in Section 3 A continuous time-homogeneous Markov chain has the property that durations in states (spells) have an exponential distribution. A well known property of an exponential distribution is that it has a constant hazard function which implies that the plot of the integrated hazard function against time is a straight line. In Figure 1 we display Nelson-Aalen cumulative hazard plots for each rating, along with their 95% confidence interval. The straight line is the implied cumulative hazard for an exponential distribution, i.e. under the null of a Markov chain. It is clear that the CCC rating is most inconsistent with the constant hazard rate assumption. The Nelson-Aalen plots also show that the exponential assumption may be violated for the A rating.
Motivated by the empirical findings we propose a mixture of two Markov chains as a more appropriate model for bond ratings migration dynamics first considered in Frydman (2005) . 3 Because of data availability and the by now well known advantages of using the continuous time rate of movement among states and is briefly summarized in Section 2.1 below.
It is useful to bear in mind that the migration matrix, however derived or estimated, describes through its diagonal elements the migration speed of the firms. The stylized fact that these matrices tend to be diagonally dominant means that most of the time there is no migration at all. The key distinguishing feature of the mixture process considered here is the presence of two underlying Markov processes which differ in their implied migration speed, one slow and one fast. While the generator of each Markov chain is fixed, a given firm's predicted migration may change over its (rated) life as a result of the change in the probability that a firm is a slow (or equivalently a fast) regime firm. The change in probability is driven, in turn, by the rating history of a firm.
The Mixture Process
More formally, the mixture process is a continuous time stochastic process X = {X(t), t > 0} with state space R = {1, 2, ..., w}, representing the different credit ratings, which, conditional on the initial state, is a mixture of two continuous Markov chains, X Q = {X Q (t), t > 0} and X G = {X G (t), t > 0}, with generators G and Q, respectively. These generators are related by
The discrete mixing distribution on these Markov chains is defined conditionally on the initial state.
For the initial state i, there is a separate mixing distribution,
that is, s i is the proportion of firms with initial rating i that evolve according to X G , and 1 − s i is the proportion evolving according to X Q . As the firm ages, its likelihood of being driven by the G or Q regime changes depending on its rating experience or history. We describe this evolution in more detail in Section 2.2 below.
Generator Q is a matrix with entries q ij satisfying
and these entries have a probabilistic interpretation: 1/(−q ii ) is the expected length of time that X Q remains in state i, and q ij /q i is the probability that when a transition out of state i occurs, it is to state j, i 6 = j ∈ R. Thus, it follows from (1) that X Q and X G in general differ in the rates at which they leave the states (i.e., q i 6 = g i ), but both chains, when leaving state i, have the same probability distribution for entering state j, given by q ij /q i = g ij /g i , j 6 = i. Thus, depending on whether γ i = 0, 0 < γ i < 1, γ i = 1, or γ i > 1, the realizations of X G never move out of state i, move out of state i at a lower, the same rate or at a higher rate, respectively, than those generated by X Q . If γ i = 0, 1 ≤ i ≤ w, the model reduces to a particular two-component mixture known in the literature as a mover-stayer model (see Frydman 1985, and Kadam 2004) . If γ i = 1, 1 ≤ i ≤ w, the mixture process collapses to a simple Markov chain. In our application below, G is the slow regime while Q is the fast one.
The EM algorithm for the maximum likelihood estimation of mixture parameters from a set of continuously observed rating histories is presented in Frydman (2005) . That algorithm estimates the set of parameters (s i , γ i , q i , 1 ≤ i ≤ w). Denoting the MLEs of these parameters by (ŝ i ,γ i ,q i , 1 ≤ i ≤ w), the off-diagonal entries in the Q matrix are then estimated bŷ
where N ij is the total number of i → j transitions for all rating histories in a sample (i.e. aggregated over all firms) and N i = P j6 =i N ij . The ML estimate of G is obtained from the relationship in (1). The transition matrices P Q (t), P G (t) of Markov chains X Q and X G are given by P Q (t) = exp(tQ) and P G (t) = exp(tG), t ≥ 0, respectively, and the transition probability matrix of the mixture process over a time period (0, t) is given by
where S = diag(s 1 , s 2 , ..., s w ). The MLE of transition matrices can be evaluated by plugging in the MLEs of G, Q and S.
An important feature of our model specifically and of Markov mixture models generally is that in contrast to the Markov process, the distribution of the future state of a mixture process X, conditional on its current state does depend on its past history. This ability to capture some path dependence in the data is key not just for our application but for applications in economics and finance more broadly.
Prediction
We now discuss probabilistic implications of the Markov mixture which were not treated in Frydman (2005) . We derive the explicit expression for the conditional distribution of a future state of X and illustrate its dependence on the past history of the process in special cases. Namely we consider prediction under full information on the rating history and two cases with limited or partial information: only the current rating is known and both the current and the initial ratings are known. Whether the forecasts from the more nuanced mixture process beat the Markov model in an out-of-sample contest is discussed in Section 3.4.
Full Information
Suppose that at time t the process is in state i, and we want to compute the conditional distribution of X, say, one period from now:
where I t− is available information about realization of X up to time t − . Clearly, under a Markov assumption the information contained in I t− would be irrelevant for the computation of (3). However, under a mixture assumption, past available information, contained in I t− , does matter for assessing future behavior of a process currently in state i. Set I i,t = I t− ∪ {X(t) = i}, namely all previous and current information about X. The probability of being in state j in period t + 1, conditional on all information up to period t (this includes the rating in period t, denoted here by i, as well as the rating history or path) is given by (see Appendix A for details)
where p G ij and p Q ij are entries in P G (1), P Q (1), respectively. We refer to (4) as the basic forecasting equation. Thus, the distribution of a given state one period later is a convex combinaton of one period transition probabilities of Markov chains. The weight P (X G | I i,t ) is the probability of X evolving according to X G based on the information in I i,t . The set I t− may represent the complete information about the past, partial information or may be empty. In the last case we only know that at present time t the firm has rating i but have no other information on its rating history.
In Appendix A we show that in the case of complete information, that is, when I t− = {X(s), 0 ≤ s ≤ t−}, or equivalently, I i,t ≡ {X(s), 0 ≤ s ≤ t}, the weight, P (X G | I i,t ), is given by
where i 0 is the initial state, and
are the likelihoods of observing the realization I i,t under X G and X Q respectively, conditional on initial state i 0 . To compute these likelihoods we use the following information derived from the observed realization I i,t :
that is n kj are the transition counts from state k to state j for a particular firm with history I i,t .
With this information the likelihood functions are
We see from (6) that the probability in (4) is realization-specific: two realizations currently in state i have different probability distributions of a future state unless they have identical transition counts (n kj ), total times in states (τ k ), and initial states.
Limited Information: Current Rating
In the second case we assume no information is available other than the current state and the age of the firm so that I t− = ∅. The appropriate weight for this example is
and is equal to (see Appendix A),
where
, and π j = P (X(0) = j) is the initial distribution of X. Note that s i (t) is the probability that a realization in state i at time t evolves according to X G , so that s i (0) = s i . The corresponding one period transition probability in this example is
It is clear from (8) that the migration probability depends only on the current rating i (and, of course, on the age of the firm, t). Putting conditional probabilities in (8) into a matrix gives a period (t, t + 1), i.e. (t + 1) st period transition matrix of the mixture process in the form
where, as before, P G ≡ exp(G) and P Q ≡ exp(Q), and S(t) is the diagonal matrix with entries
. This example shows that a one-period transition matrix of a mixture process changes over time measured on the age scale of a realization.
Limited Information: Initial and Current Rating
In our final case we assume that, in addition to the current state, we may also know the initial state of the realization. In this case the weight can be obtained from (7) by setting π i 0 = 1 to get
.
The realization-specific transition probability distribution given by (4) and (5), and the agespecific transition matrices in (9) as well as other quantities of interest can be easily estimated by substituting maximum likelihood estimates for the true values of the parameters. In the next section we estimate a mixture of Markov chains as well as the related quantities for modeling credit ratings migration.
Data, Estimation, and Results
A rating by a credit rating agency represents an overall assessment of an obligor's creditworthiness.
There is some disagreement between the rating agencies about what exactly is assessed. Whereas S&P evaluates an obligor's overall capacity to meet its financial obligation, and is hence best thought of as an estimate of probability of default, Moody's assessment is said to incorporate some judgment of recovery in the event of loss (Cantor and Packer 1995, BIS 2000 4 ).
Our data set of S&P ratings histories, CreditPro V. 7.0, is similar to the one used in Jafry and
Schuermann (2004) withdrawn ratings, and 1,024 defaults of which 820 were from a rating, for an average default rate of 1.30%. If we exclude the withdrawn ratings the average default rate is 1.50%.
Transitions are infrequent: 20% of the firms had no transitions at all in the sample from 1981 -2002. Another 36% experienced only one transition, and only 10% of firms had more than three transitions. Since transition intensities, and therefore transition probabilities, are estimated using transition counts, off-diagonal entries will likely be estimated with low precision given so little variation in the data. This poses a challenge to more complex models, as well as to any attempts at conditioning on external factors such as industry or the state of the business cycle.
Estimating and comparing the models
We begin by estimating Markov and two-regime mixture models at the whole rating level meaning that rating modifiers (+/-) are ignored. Credit ratings CCC through C are grouped into CCC; this is customary, largely because of limited sample size. Including rating modifiers and all C-subgrades 4 See especially Annex I.B in BIS (2000).
would increase the migration matrix from 9 × 9 to 21 × 21. We do, however, include the 'not rated' or 'rating withdrawn' category as a state, denoted by N R. For what follows we restrict our sample through year-end 2002, where the number of unique U.S. domiciled obligors is 6,455; the remaining three years will be used for out-of-sample forecast evaluation in Section 3.4. The last column in Table 1 (we return to the other columns later) contains the number of firm years by rating. Thus, for example, the AA state was visited for a total of about 6,306 firm-years and the N R state was visited most frequently: 24,430 firm-years, about one-third of the total.
Transitions to N R may be due to any of several reasons, including expiration of the debt, calling of the debt, etc. Unfortunately, however, the details of individual transitions to N R are not known. In particular, it is not known whether any given transition to N R is "benign" or "bad."
Bad transitions to N R occur, for example, when a deterioration of credit quality known only to the bond issuer (debtor) leads the issuer to decide to bypass an agency rating. Carty (1997), using
Moody's data from 1920 to 1996, claims that only 1% of all rating withdrawals may have been due
to deteriorating credit quality. Our analysis supports this view. Transitions to N R were preceeded by fewer prior down-migrations than transitions to any other category, though the differences are not statistically significant. Certainly there is no evidence of unusual credit deterioration prior to a transition to N R. Table 1 summarizes the parameter estimates for the final mixture model and reports the initial distribution of firms by rating. The second column contains the initial mixing proportions for the model. These proportions will change over time according to (7) on the age (not calendar time)
scale. All firms that have initial rating AAA or CCC are driven entirely by regime G as s AAA and s CCC both equal one. The fourth column denoted 1/q i gives the expected duration (in years) in rating i under regime Q while the fifth column denoted 1/ (q i · γ i ) gives the expected duration in i under regime G. It turns out that the G regime is slower or stickier than the Q regime for most ratings. This can also be seen by looking at the third column denoted
We conduct a number of likelihood ratio tests to test various versions of the mixture against the Markov model. We state the null hypothesis in terms of the constraints on the gamma parameters and test it against the alternative hypothesis that the data follow an unconstrained mixture model.
All tests are based on the likelihood ratio statistic, which under the null is asymptotically χ 2 distributed with degrees of freedom equal to the number of constraints imposed by a null hypothesis.
We first test the Markov chain (the null hypothesis specifies all gammas to be one) against the Tables 2a and 2b we show the one-year Markov and mixture (for the second year 5 ) migration matrices, and in Tables 2c and   2d we show the one-year migration matrices for the two regimes, P G ≡ exp(G) and P Q ≡ exp(Q). 6 The diagonal entries, denoting no migration, are bolded for clarity. Comparing first the Markov with the mixture matrices, Tables 2a and 2b, the differences are small with the exception of the CCC and N R states where, for example, the staying probability p CCC is 39.54% for the Markov model and 52.73% for the mixture. The G regime dominates the Q in the mixture with an estimated 74.6% of firms moving according to regime G. 7
The differences are more marked when comparing the migration matrices of the two regimes, Tables 2c and 2d , especially for those ratings where the value of γ i is most different from one, namely for AAA and CCC. For example, the one-year probability of default (PD) for CCC-rated firms is 32.50% under the G regime but 65.56% under the Q regime. For this rating the G regime is the slowest of all ratings (same the N R state) at γ CCC = 0.216, suggesting that firms which do not start in this state but are downgraded to it, i.e. the so-called "fallen angels," do not stay long; two-thirds move quickly to the default state. This helps also to explain the large differences in one-year PDs between the cohort and duration (Markov) methods for the At the other end of the credit spectrum, the default likelihood for an AAA-firm is more than 60 times higher in the Q (0.387%) than in the G regime (0.006%) and is, in fact, one and a half times as large as the default probability for a BBB-rated firm, at 0.258%, in the Q regime. The likelihood of exiting the N R state for a firm governed by the G regime is much smaller (1 − 0.9906 = 0.94%) 5 Since no firm starts in category N R, we do not estimate the initial proportion s for N R (see Table 2 ). Thus, in the first year transition matrix the entries in the N R row are not defined. However, we do have an estimate of this proportion, see (7), for any later time. In order to compare the entries in the N R row of the Markov and mixture transition matrices, we display the second year transition matrix (i.e. the matrix in (9) when t = 1). However, it turns out that the mixture transition matrices change little with respect to age. 6 The last row is trivially the unit vector, needed to make the matrix square, and has been omitted in the tables. 7 The estimated overall proportion of histories (0.746) moving according to regime G was computed by weighing the estimated mixing proportions by the initial distribution (see Table 1 ).
than for the Q regime (1−0.8992 = 10.08%), so over time the fraction of N R governed by G should increase. Indeed it does: about 75% in year 1 to over 85% by year 10, as can be computed using (7).
However, many other cells are very similar or nearly identical. For example, p BBB→AAA = 0.03% for both the G and Q regime. This makes clear the difficulties in casually comparing high dimensional objects such as credit migration matrices. We therefore make use of the scalar metric developed by Jafry and Schuermann (2004) in obtaining a measure of migration "size" which we briefly describe here.
Jafry and Schuermann (2004) propose a metric for comparing migration matrices based on singular values. Let P be the migration matrix of dimension w, and define the mobility matrix P = P − I, where I is an identity matrix of dimension w, i.e. the static (no migration) matrix.
Subtracting the identity matrix from the migration matrix leaves only the dynamic part of the original matrix, which reflects the "magnitude" of the matrix in terms of the implied mobility. The final metric M SV D is simply the average of the singular values ofP :
where λ i are the eigenvalues ofP 0P . Jafry and Schuermann (2004) show that M SV D approximates the average migration probability in P and satisfies several criteria for metrics M proposed in the literature including monotonicity (larger off-diagonal probabilities should yield larger values of M ) and distribution discriminatory (the metric M should be more sensitive to far than to near migrations).
Denote P M to be the Markov migration matrix and recall that P (t) is the mixture model migration matrix for the t th year, with P A and P Q the two regime migration matrices. Then M SV D (P M 
Firm-specific migration vectors
The mixture approach allows one to estimate firm or firm-history specific migration vectors. What is the range of one-year migration vectors across all firms of a given rating, say A? We compute the one-year migration vector for all firms in our sample at the end of the sample period, namely December 31, 2002, conditional on the rating history available for each firm. These computations are done with the basic forecasting equation (4) using the full-information weights in (5). The variation and range of those migration probabilities is rather substantial and is summarized in Table 3 . The range from min to max in particular can be dramatic for the important default state.
For example, the one-year ahead PD for A-rated firms ranges from 0.020% to 0.130%. While the relative difference is large, the absolute difference is not. This changes when we move down the rating spectrum towards the speculative grades. For instance, the default probability for B-rated firms ranges from 4.160% to 6.230%. This is non-trivial since more firms were "born" with this rating than with any other rating (column 7 in Table 1 ). Moreover, about half of the corporate bond high yield market is rated B (including B+ and B−, of course). 8 For the CCC-rated firms the range is 32.50% to 60.90%!
The minima and maxima should broadly correspond to one of the underlying Markov mixture matrices, i.e. P G and P Q , shown in Tables 2c and 2d respectively. For example, the maximum staying probability for AAA is 89.40% which corresponds to the G-regime staying probability for that rating; similarly for the AA rating. However, the maximum upgrade to A probability computed for BBB-rated firms, p BBB→A at 4.14%, corresponds to the Q-regime. Thus one regime does not necessarily correspond to either the mimimum or maximum migration probability. Perhaps the best illustration of this regime mixing is the B-rating (Table 3 ). The maxima for the upgrade probabilities p B→AAA through p B→BBB correspond to the Q-regime, while the maximum probabilities p B→BB , p B→CCC and p B→N R correspond to the G-regime. The reverse is broadly true for the minima.
The CCC rating state seems more unusual than the others as it exhibits the most significant variation in migration vectors across firms. Firms "born" as CCC firms have a longer average duration (1.6 years) than firms downgraded into CCC (about 3 1 2 months). This is consistent with evidence presented by the rating agencies. For instance, Mah and Verde (2004) at Fitch find that an issuer rated CCC or lower that had been downgraded the previous year had a nearly 60% probability of defaulting the subsequent year.
Industry and business cycle effects
There is ample evidence of industry and business cycle effects (Nickell, Perraudin and Varotto 2000, Bangia et al. 2002) , and so we go on to condition on both dimensions and estimate industry and recession/expansion specific models. Specifically we estimate both mixture and Markov models for each of six industries and for recessions and expansions, where the latter uses the NBER business cycle dates. 9 We use the M SV D metric to compare the conditional mixture and Markov matrices. 8 As of April 2004, the B rating made up about 54% of the Merrill Lynch U.S. high yield index by number of issuers and about 45% by amount outstanding. For the BB rating it was 26% (33%) by issuers (amount) and for the CCC (and lower) rating 20% (21%). The total size of the high yield market as measured by the Merrill Lynch U.S. high yield index was around $580bn. 9 Originally we had classified firms into seven industries, but the EM algorithm for the mixture model failed to converge for the Services sector due to a total lack of firms with an initial rating of AAA.
For business cycle dating, see http://www.nber.com/cycles/cyclesmain.html.
We also provide the percentage of firms moving according to the Q (fast) regime. The results are summarized in Table 4 . We evaluate forecast performance by subtracting the forecast probability of the rating which the firm assumes in period T + 1 from one. To take an example, suppose a firm is in state (rating) i = BBB at the end of the sample period T (2002). Under the Markov model the prediction vector can be taken directly from Table 2a . Suppose that in the following year, T + 1 (2003), the firm is still rated BBB, and the Markov model predicted this would occur with probability 0.8372, so that the forecast error is small, namely 1 − 0.8372 = 0.1628. Mixture predictions are generated using all the information available through the end of the sample period with equation (4) and will differ depending on the firm's rating history.
Under a Markov mixture process, there is an alternative way of generating migration predictions.
With each estimated mixture model is associated an estimated proportion of firms that move according to the fast regime (and slow regime). For instance, we know from Section 3.1 that in our intitial sample ending in 2002, 74.6% of firms move according to regime G, the slow regime, and therefore 25.4% move according to the fast regime, Q. If we knew that a given firm is a fast regime firm at year-end 2002, we would naturally use the fast regime transition matrix, P Q ≡ exp(Q), to predict next year's ratings, and similarly for a slow regime firm. We clearly don't know precisely which firms are fast regime firms and which are slow regime firms, but we do know the the probability that a firm belongs to the G regime at time t, which is given by the full information weight P (X G | I i,t ) in (5). We thus sort on this weight and assign the bottom N Q (t) firms to the The results are summarized in Table 5a . We report the average one-year out-of-sample forecast In Section 3.3 we presented estimates of industry and business cycle conditional models and found the differences to be modest. One would naturally expect the differences in out-of-sample forecast performance to be similarly modest. We test this hypothesis by producing one-year (2003) out-of-sample forecasts by industry and compare the conditional Markov and mixture models to each other as well as to the simplest model of all, the overall or unconditional Markov matrix. The results are summarized in Table 5b . For the mixture model we present average forecast errors for both the weighting and the cut-off method.
Two things stand out in the table. First, consistent with the previous forecast discussion, the mixture model using the cut-off approach has the best overall performance. It does better in five of six industries, and does nearly equally well for the sixth (Communication, Electric & Gas, average forecast error 0.6% worse). Second, it is tough to beat the simplest model of all, the overall or unconditional Markov matrix as can be seen in the last column of Table 5b where we compare the average error of mixture cut-off to the overall Markov matrix. While the industry-specific mixture model using cut-offs nearly always does better, at best the forecast improvement is 8.1% (for the Finance, Insurance & Real Estate sector).
To make use of the business cycle regime model specifications involves a conditional forecast:
first a forecast of which regime the economy will be in, and conditional on this prediction the actual migration forecast. In Table 5c we show the one-year out-of-sample average error assuming that 2003 would have been either an expansion or a recession. Since the U.S. economy was in an expansion in 2003, we would expect the expansion-specific models to do better. That is indeed the case. For instance, the average error using the expansion Markov matrix was 15.76% while it was 16.06% using the recession matrix. Note that the expansion error is the same as using the unconditional Markov matrix; see Table 5a . When comparing Markov and mixture results we see the same pattern as with the unconditional specifications: mixture does better using the cut-off approach and only marginally better using the weighting approach. It turns out that the proportion of firms moving according to the faster Q regime was 0.231 for those alive during expansions and 0.352 for those alive during recessions.
Financial impact of mixture models
It is one thing to show that the mixture model dominates the Markov model statistically; but does it matter economically? By way of illustration, we take fictitious three-year coupon paying corporate bonds (coupons are paid once a year), one per rating category, and compute their value at the end of one year using three different transition vectors. The baseline is, of course, the vector given by the Markov model. This is compared to the vector implied by the maximum and minimum staying probability from the mixture model, denoted by V1 and V2 in Table 6 , which turns out to be the same as the max/min default probability for a given rating. We also present the price under the G or Q regime which would be used under the cut-off decision rule. Since the N R rating is not priced, we follow the conventional approach and re-allocate p N R proportionately across the other ratings which assumes that transition to N R are non-informative (Carty 1997 ).
We take the credit spreads and risk-free rate (proxied by the 10Y U.S. constant maturity Treasury rate) that prevailed on March 23, 2004 , and assign coupons so that pricing does not depart too significantly from par = 100. The forward rate is derived in the standard way using the expectations hypothesis (see Saunders and Allen 2002) . In the event of default we assume a 40% recovery rate on par. The results are summarized in Table 6 Overall the most significant differences to the Markov model come about when pricing is done using the much faster Q regime. What stands out in particular is the difference in pricing for the CCC rating where the pricing under the Q regime is 28.22% lower than implied by the Markov model. Even under the mixture model using the weighting the differences are stark: they range from a 24.43% discount to a 5.95% premium. The difference is noticably less for the other rating categories, though it still exceeds one percentage point (discount) for the B category. To be sure, this is merely illustrative, and different term structures of credit spreads would generate different valuations, some higher, some lower.
Concluding Remarks
We have presented a method for generating firm or rating history specific transition vectors using an alternative to the popular Markov approach to estimating credit transitions, namely Markov mixture models. The mixture model we estimate contains two regimes, one slow, one fast. These regimes are not directly observable but, for a given firm conditional on its rating history, we are able to compute the likelihood of the firm belonging to a given regime. With that likelihood we can then classify the firm to an appropriate regime.
The mixture model proposed here statistically dominates the Markov chain and is able to capture some of the empirical regularities exhibited by the data, such as a decreasing hazard rate of time in a rating. We showed that an out-of-sample one year prediction error rate is about 4% lower for the mixture compared to the Markov model. Indeed we find that two firms with identical current credit ratings can have substantially different future ratings distributions.
We also found that conditioning on the state of the business cycle or industry group does not remove the heterogeneity with respect to the rate of movement. Fitting the mixture model to these subgroups leads to qualitatively similar conclusions. Those factors do not seem to be at play here, but rather there is a more subtle ratings history dependence. In this paper we have proposed a particular modeling approach which captures this dependence.
A Appendix
We first derive the basic forecasting equation in a slightly more general form than stated in (4). Let p G ij (s) denote the i, j th entry in the transition probability matrix P G (s) and similarly for p B ij (s).
Lemma: For any two times τ > t,
Proof :
where the first equality follows by the law of total probability, the second by the property of conditional probability, and the last one by the Markov property of X G and X Q .
The equation in (4) is obtained by setting τ = t + 1 and p G ij = p G ij (1) . In (11) the weight P (X G | I i,t ) depends on the information I i,t . Below we derive this weight under two different scenarios.
In the first scenario with full information, I i,t = {X(s), 0 ≤ s ≤ t}, and the weight is
which is (5).
When the information set is restricted to the current rating, I i,t = {X(t) = i}, the weight becomes
which gives (7). In the above two derivations we used the property of conditional probability and the law of total probability. Table 5a : Average one-year out-of-sample forecast errors in percent; last column is three-year out-ofsample prediction. For a given prediction year, say 2003, all information through year-end of the prior year, say 2002, is used. "Markov" uses the simple Markov model to generate rating predictions; "Mixture (weighting)" is the Markov mixture model using the full information weights given by equation (4), while "Mixture (cut-off)" assigns a proportion of firms as belonging to the fast (Q) regime, where the firms are sorted on the full information weight. Table 6 : Bond pricing example. Example of pricing two bonds, V1 and V2, using Markov and mixture models, as well as based on the G and Q regime alone using the cut-off. We assume a 40% recovery rate and use the credit spreads and risk-free rate (proxied by the 10Y U.S. constant maturity Treasury rate) that prevailed on March 23, 2004 , and assign coupons so that pricing does not depart too significantly from par = 100. V1 and V2 were chosen to correspond to the maximum and minimum migration to default probability of the firm-specific migration vectors respectively. S&P U.S. corporate obligor histories, 1981-2002.
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