Abstract. In this paper, we are concerned with the global wellposedness of 3-D inhomogeneous incompressible Navier-Stokes equations (1.2) in the critical Besov spaces with the norm of which are invariant by the scaling of the equations and under a nonlinear smallness condition on the isentropic critical Besov norm to the fluctuation of the initial density and the critical anisotropic Besov norm of the horizontal components of the initial velocity which have to be exponentially small compared with the critical anisotropic Besov norm to the third component of the initial velocity. The novelty of this results is that the isentropic space structure to the homogeneity of the initial density function is consistent with the propagation of anisotropic regularity for the velocity field. In the second part, we apply the same idea to prove the global wellposedness of (1.2) with some large data which are slowly varying in one direction.
Introduction
In this paper, we consider the global wellposeness to the following 3-D incompressible inhomogeneous Navier-Stokes equations with initial data in the critical Besov spaces and with the third component of the initial velocity being large:
(1.1)        ∂ t ρ + div(ρu) = 0, (t, x) ∈ R + × R 3 , ∂ t (ρu) + div(ρu ⊗ u) − µ∆u + ∇Π = 0, div u = 0, ρ| t=0 = ρ 0 , ρu| t=0 = ρ 0 u 0 , where ρ, u = (u 1 , u 2 , u 3 ) stand for the density and velocity of the fluid respectively, Π is a scalar pressure function. Such system describes a fluid which is obtained by mixing two immiscible fluids that are incompressible and that have different densities. It may also describe a fluid containing a melted substance.
In [19] , O. Ladyženskaja and V. Solonnikov first addressed the question of unique resolvability of (1.1). More precisely, they considered the system (1.1) in bounded domain Ω with homogeneous Dirichlet boundary condition for u. Under the assumption that u 0 belongs to W 2− 2 p ,p (Ω) with p greater than d, is divergence free and vanishes on ∂Ω and that ρ 0 is C 1 (Ω), bounded and away from zero, then they proved
• Global well-posedness in dimension d = 2;
• Local well-posedness in dimension d = 3. If in addition u 0 is small in W Similar results were obtained by R. Danchin [14] in R d with initial data in the almost critical Sobolev spaces. In general, the global existence of weak solutions with finite energy was established by P.-L. Lions in [20] (see also the reference therein, and the monograph [6] ). H. Abidi, G. Gui and the last author established in [3] the large time decay and stability to any given global smooth solutions of (1.1).
When the initial density is away from zero, we denote by a def = 1 ρ − 1, and then (1.1) can be equivalently formulated as (1.2)        ∂ t a + u · ∇a = 0, (t, x) ∈ R + × R 3 , ∂ t u + u · ∇u + (1 + a)(∇Π − µ∆u) = 0, div u = 0, (a, u)| t=0 = (a 0 , u 0 ).
Notice that just as the classical Navier-Stokes system (which corresponds to a = 0 in (1.2)), the inhomogeneous Navier-Stokes system (1.2) also has a scaling. Indeed if (a, u) solves (1.2) with initial data (a 0 , u 0 ), then for ∀ ℓ > 0, (1.3) (a, u) ℓ def = (a(ℓ 2 ·, ℓ·), ℓu(ℓ 2 ·, ℓ·)) and (a 0 , u 0 ) ℓ def = (a 0 (ℓ·), ℓu 0 (ℓ·)) (a, u) ℓ is also a solution of (1.2) with initial data (a 0 , u 0 ) ℓ .
It is easy to check that the norm of B [13] and [14] , which corresponds to the celebrated results by Fujita and Kato [16] devoted to the classical Navier-Stokes system, and was improved by H. Abidi and the second author in [2] (R d ) for p, q satisfying some technical assumptions. H. Abidi, G. Gui and the last author removed the smallness condition for a 0 in [4, 5] . Notice that the main feature of the density space is to be a multiplier on the velocity space and this allows to define the nonlinear terms in the system (1.1). Recently, R. Danchin and P. Mucha proved in [15] a more general wellposedness result of (1.1) by considering very rough densities in some multiplier spaces on the Besov spaces B −1+ Motivated by [18, 22, 24] concerning the global wellposedness of 3-D incompressible anisotropic Navier-Stokes system with the third component of the initial velocity field being large, the last two authors relaxed in [23] the smallness condition in [2] so that (1.2) still has a unique global solution (see Theorem 1.1 below for details). We emphasize that the proof in [23] used in a fundamental way the algebraical structure of (1.2). The first step is to obtain energy estimates on the horizontal components of the velocity field on the one hand and then on the vertical component on the other hand. Compared with [18, 22, 24] , the additional difficulties with this strategy are that: there appears a hyperbolic type equation in (1.2) and due to the appearance of a in the momentum equation of (1.2), the pressure term is more difficult to be handled. We remark that the equation on the vertical component of the velocity field is a linear equation with coefficients depending on the horizontal components of the velocity field and a. Therefore, the equation on the vertical component does not demand any smallness condition. While the equations on the horizontal components of the velocity field contain bilinear terms in the horizontal components and also terms taking into account the interactions between the horizontal components and the vertical one. In order to solve this equation, we need a smallness condition on a and the horizontal component (amplified by the vertical component) of the initial data. The purpose of this paper is to prove the global wellposedness of (1.2) with initial data, a 0 , u 0 = (u h 0 , u 3 0 ), satisfying some nonlinear smallness condition on the critical isentropic Besov norm to a 0 and the critical anisotropic Besov norm to u h 0 which have to be exponentially small in contrast with the critical anisotropic Besov norm to u 3 0 . Then we apply the same idea to prove the global wellposedness of (1.2) with some large data which are slowly varying in one direction.
Before going further, we recall the functional space framework we are going to use. As in [9] , [12] and [21] , the definitions of the spaces we are going to work with requires anisotropic dyadic decomposition of the Fourier variables. Let us recall from [7] that 4) where ξ h = (ξ 1 , ξ 2 ), Fa and a denote the Fourier transform of the distribution a, χ(x) and ϕ(τ ) are smooth functions such that
Notations In all that follows, we shall denote
The following theorem was proved by the last two authors in [23] :
[. There exist positive constants c 0 and C 0 such that, for any
the system (1.2) has a unique global solution (a, u) in the space
We want to prove here an anisotropic version of the above theorem. Let us define the anisotropic Besov space that we are going to use. 
Moreover, there holds
We emphasize that for any given function a, φ in the Schwartz space S(R 3 ), any p in ]3, 4[, Theorem 1.2 implies the global wellposedness of (1.2) with initial data of the form
for 0 < δ < 1 2 , and ε, ε 0 being sufficiently small. Indeed it is well-known that
which tends to 0 when ε tends to 0. Hence Theorem 1.2 implies that (1.2) with initial data (a ε 0 , u ε 0 ) has a unique global solution (a ε , u ε ).
(2) In the case when δ = 0 in (1.9), the homogeneity of the initial density a ε 0 could be much larger. In fact, it follows from the same line as the proof of part (1) that (1.2) with the data
and
also has a unique global solution for ε 0 , a 0
and ε being sufficiently small. Theorem 1.2 also ensures the global wellposedness of (1.2) with data of the form:
0 (x h , εx 3 )) for any smooth divergence free vector field u 0 = (u h 0 , u 3 0 ) and with ε, a 0
, for some p in ]3, 4[ being sufficiently small. Notice that the authors [10] proved the global existence of smooth solutions to 3-D classical Navier-Stokes system for some large data which are slowly varying in one direction. The main idea behind the proof in [10] is that the solutions to 3-D Navier-Stokes equations slowly varying in one space variable can be well approximated by solutions of 2-D Navier-Stokse equation. Yet just as the classical 2-D Navier-Stokes system, 2-D inhomogeneous Navier-Stokes equations is also globally wellposed with general initial data (see [14, 19] for instance). This motivates us to study the global wellposedness of (1.2) with large data which are slowly variable in one direction and which do not satisfy the nonlinear smallness condition (1.6).
Theorem 1.3. Let σ be a real number greater than 1/4 and a 0 a function of
B 3 p p ∩ B −1+ 3for some p in ]3, 4[ and q in ] 3 2 , 2[. Let v h 0 = (v 1 0 , v 2 0 ) be a
horizontal, smooth divergence free vector field on R 3 , belonging, as well as all its derivatives, to
we assume that for any α in
. Then there exists a positive ε 0 such that if ε ≤ ε 0 , the initial data
Remark 1.2. (1) With v h
0 being given by Theorem 1.3 and w 0 a smooth divergence free vector field on R 3 , I. Gallagher and the first author proved in [10] that there exists a positive ε 0 such that if 0 < ε ≤ ε 0 , the classical Navier-Stokes system (which corresponds to a = 0 in (1.2)) with the initial data
(2) G. Gui, J. Huang and and the last author proved in [17] similar global wellposedness result for (1.2) with initial data a ε 0 (x) = ε δ 0 a 0 (x h , εx 3 ) and initial velocity given by (1.11) provided that a 0 ∈ W 1,p ∩ H 2 for some p ∈ (1, 2) and δ 0 > 1 p . We should point out that one difficulty in [17] is to derive L ∞ (R + ; B 1 p ) estimate for the solution a of the free transport equation in (1.2). Toward this, the authors in [17] assumed more regularities for a 0 and then use an interpolation argument to get this estimate. The advantage of the argument used in the proof of Theorem 1.3 is that: as observed from the proof of Theorem 1.2, the isentropic regularities of a is matched with the anisotropic regularities of u, so that we can still work this problem in the scaling invariant spaces, which leads to the improvement of the index σ > The organization of this paper is as follows:
In the second section, we prove some lemmas using Littlewood-Paley theory in particular a lemma of product, a lemma which explains how to compute the pressure in the case when a is small in B 3 p p and a lemma of propagation for the transport equation which takes into account some anisotropy.
In the third section, we prove Theorem 1.2.
In the forth section, we prove Theorem 1.3 Let us complete this section by the notations of the paper: Let A, B be two operators, we denote [A; B] = AB − BA, the commutator between A and B. For a b, we mean that there is a uniform constant C, which may be different on different lines, such that a ≤ Cb. We denote by (a|b) the
2 ) will be a generic element of
. For X a Banach space and I an interval of R, we denote by C(I; X) the set of continuous functions on I with values in X, and by C b (I; X) the subset of bounded functions of C(I; X). For q ∈ [1, +∞], the notation L q (I; X) stands for the set of measurable functions on I with values in X, such that t −→ f (t) X belongs to L q (I).
Some estimates related to Littlewood-Paley analysis
As we shall frequently use the anisotropic Littlewood-Paley theory, and in particular anisotropic Bernstein inequalities. For the convenience of the readers, we first recall the following Bernstein type lemma from [12, 21] :
If the support of a is included in
To consider the product of a distribution in the isentropic Besov space with a distribution in the anisotropic Besov space, we need the following result which allows to embed isotropic Besov spaces into the anisotropic ones. 
We separate the above sum into two parts, depending on whether k < j or k ≥ j and we shall only detail the first case (the second one is identical). We notice that if k < j,
Then we infer from the fact that t > 0 j∈Z k<j
And the result follows.
In order to obtain a better description of the regularizing effect of the transport-diffusion equation, we will use Chemin-Lerner type spaces L λ T (B s p,r (R 3 )) (see [7] for instance). To study product laws between distributions in the anisotropic Besov spaces, we need to modify the isotropic para-differential decomposition of Bony [8] to the setting of anisotropic version. We first recall the isotropic para-differential decomposition from [8] : let a and b be in
In what follows, we shall also use the anisotropic version of Bony's decomposition for both horizontal and vertical variables.
As an application of the above basic facts on Littlewood-Paley theory, we present the following product laws in the anisotropic Besov spaces.
, and
Proof. We first get by applying Bony's decomposition (2.1) in both horizontal and vertical variables that
In what follows, we shall detail the estimates to some typical terms above, the other cases can be followed along the same line. Note that σ 1 + σ 2 > 0, we get, by applying Lemma 2.1, that
The same estimate holds for T h T v (a, b) and T hT v (a, b).
Along the same lines, we obtain
The same estimate holds forT h T v (a, b) andT hT v (a, b). Finally applying Lemma 2.1 once again and using the fact that s 1 + s 2 > 0, σ 1 + σ 2 > 0, gives rise to
The same estimate holds for R h T v (a, b) and R hT v (a, b). This together with (2.2) completes the proof of Lemma 2.3.
As an application of the laws of product, we state a lemma which will describe the way how to compute the pressure in the case when a is small. Lemma 2.4. Let p ∈ (1, 4) , we consider a function a such that a Applying now the operator ∇∆ −1 to this identity implies that 
As ∇∆ −1 div is a homogenenous Fourier multiplier of degree 0, the lemma is proved. Now, we are going the prove a lemma which is a variation about the classical propagation lemma for regularity of index less than 1.
Then, the unique solution a of
satisfies, for any tin [0, T ] and λ large enough,
Proof. The proof of this lemma basically follows from that of Proposition 3.1 in [23] . The novelty of our observation here is that the L 1 T (Lip(R 3 )) estimate of the convection velocity enables us to propagate the B 3 p p regularity for (2.3) when p > 3. As both the existence and uniqueness of solutions to (2.3) essentially follows from the estimate (2.4) for some appropriate approximate solutions to (2.3). For simplicity, here we just present the a priori estimate (2.4) for smooth enough solutions of (2.3). In this case, thanks to (2.3), we have
Applying ∆ j to the above equation and then taking L 2 inner product of the resulting equation with |∆ j a λ | p−2 ∆ j a λ , we obtain
While as divu = 0, we get, by using Bony's decomposition (2.1),
and a standard commutator's argument, that
Then we deduce from (2.5) that
Applying the classical estimate on commutator (see [7] for instance) leads to
Similarly we get, by applying Lemma 2.1, that
On the other hand, as p > 3 and ∇a ∈ L ∞ T (B 3 p −1 p ), applying Lemma 2.1 once again gives rise to
, so that
.
It follows from the same lines that
As a consequence, we obtain
Substituting the above estimates into (2.6) and taking summation for j in Z, we arrive at
Taking λ ≥ 2C in the above inequality, we conclude the proof of (2.4).
Following the same line to the proof of Lemma 2.5, we can also prove the following Lemma, which will be used in the proof of Theorem 1.3 in Section 4. and a vector field u in
Proof. Notice once again that the proof of Lemma 2.6 basically follows from (2.7), we shall only detail the proof of (2.7) for smooth enough solutions to (2.3). Indeed it follows from the proof of (2.6) that
We get by using the classical commutator's estimate (see [7] for instance) that
The same estimate holds for |j ′ −j|≤4
Whereas applying Bernstein's Lemma and using the fact that s < 1 yields
As a consequence, we arrive at
which gives rise to
Applying Gronwall inequality leads to (2.7).
The proof of Theorem 1.2
We shall only prove that if (a 0 , u 0 ) is a smooth initial data satisfying the smallness condition (1.6) then the associated solution of (a, u) of (1.2) satisfies (1.8), which implies a global control of the L 1 in time with value in L ∞ for the gradient of u. With this estimate, it is standard to prove the L ∞ (R
) for the velocity field (see [1, 2, 23] for instance). In order to prove the existence part of Theorem 1.2, we regularize the initial data and then pass to the limit. These technical details are omitted. The uniqueness part of Theorem 1.2 follows from Theorem 1 of [15] .
Let us denote by T ⋆ the maximal time of existence of the solution (a, u) of (1.2) associated with the smooth initial data (a 0 , u 0 ). Let us consider T + defined by
where c 0 will be chosen small enough later on.
We want first to estimate g L 1
As in Lemma 2.5, we define
This will allow to make the term µa λ ∆u 3 integrable thanks to Lemma 2.5. Notice that taking space divergence to the momentum equation of (1.2) gives div g(a, u) = 0, Lemma 2.4 implies that
Let us estimate the righthand side term. The key point to the estimation is that it does not contain any terms which are quadratic with respect to u 3 . If (j, k) is in {1, 2} 2 , we have, thanks to law of product of Lemma 2.3,
Because p < 4, law of product of Lemma 2.3 and div u = 0 implies that
The term ∂ 3 (u 3 ) 2 , which is the only possible quadratic term, is equal to −2u 3 div h u h thanks to divergence free condition. As above, we have
Laws of product of Lemma 2.3 together with Lemma 2.2 gives
Lemma 2.4 and Estimates (3.3)-(3.6) gives, for any positive λ,
Let us first estimate u 3 . As u 3 satisfies
we get, by using (3.7) with λ = 0, that
After summation, this gives
By interpolation, we have
Using the induction hypothesis (3.1) and Cauchy -Schwartz inequality, we get
Thus, if c 0 is small enough in (3.1), we get
The estimate on u h is different. Because of the term µa∆u 3 which has no chance to be small and which appears in the equation of u h , we need to use conjugating with an exponential weight. Let us point out that u λ is the solution of
Let us consider any subinterval
Using the induction hypothesis (3.1) and Cauchy-Schwarz inequality, this gives
By interpolation, this gives
The
Thus, two constant C 0 and C 1 exist such that, if the interval I satisfies (3.9)
then we have
Now let us decompose the interval [0, T ] into intervals such that the smallness condition (3.9) is satisfied. Let us define the sequence (t j ) 0≤j≤N such that t 0 = 0, t N = T ,
which implies that the number of intervals N satisfies
Now let us prove by induction that, for any j ≤ N , we have
For j = 1, it is simply (3.10) applied with I = [0; t 1 ]. Now, let us assume (P j ) for j ≤ N − 1. Applying (3.10) with
The induction hypothesis (P j ) implies that
which gives obviously (P j+1 ) and thus (P N ). Because of (3.11), this gives
On the other hand, notice from Lemma 2.1 that
, for λ large enough, we get, by applying Lemma 2.5 with
Thus as long as ζ T /µ is chosen sufficiently small, the induction hypothesis (3.1) leads to (3.13)
Substituting (3.13) into (3.12) gives rise to
for λ large enough and T ≤ T + . While thanks to (3.2), one has
for some sufficiently large constant C ′′ 1 . This together with (3.8) implies that
We now claim that T + = ∞ if the initial data (a 0 , u 0 ) satisfies (1.6). Otherwise, we infer from (3.14) that
In particular if we choose η in (1.6) is so small that η ≤
which contradicts with the induction hypothesis (3.1), and which in turn shows that T + = ∞ under the assumption (1.6). Furthermore, (3.8) and (3.14) ensures (1.8) . This completes the proof of Theorem 1.2. Step 1. Construction of the approximate solutions. As in [10, 17] , we denote (v h , Π 0 ) to be the global smooth solution of the following 2-D Navier-Stokes system depending on a parameter y 3 :
Here and in what follows, we always denote
Then as in [10] and [17] , we define the approximate solutions (v ε app (t, x), Π ε app (t, x)) as
where
Step 2. The estimate of the error between the true solution and the approximate ones. Let
To solve (4.5) 
with F ε 1 given by (4.3) and
We shall follow the same line of the proof of Theorem 1.2 to construct the global solution of (4.8). Namely, we shall first estimate a ε in the isentropic Besov spaces With these estimates, we repeat the argument at the beginning of Section 3 to construct the unique global solution of (1.2) with data (1.10).
Technical Lemmas.
For simplicity, we shall neglect the subscript ε in the rest of this section. Let us first recall Lemma 3.2 and inequality (4.7) of [17] . ≤ C v 0 ε. 
Similarly as q is in ]1, 2[, 1 − 2 q > 0 so that one has a∂
It follows the same line that
, and a∇Π app L 1
Whereas applying Lemma 2.3 twice leads to
from which, Lemma 2.1 and Lemma 4.1, we conclude the proof of (4.10).
4.3.
The proof of Theorem 1.3. It follows from the argument in Subsection 4.1 that we only need to solve (4.8) globally for ε sufficiently small in order to prove Theorem 1.3. Given data (1.10), it is well-known that (1.2) has a unique local solution (a, u) on (0, T * ) for some T * > 0. Without loss of generality, we may assume that T * is the lifespan of (a, u). Of course, the solution (a ε , w ε , Q ε ) of (4.8) entails this lifespan T * . Similar to the proof of Theorem 1.2 in Section 3, we denote
for some sufficiently small positive constant δ, which will be chosen later on.
We also define
