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In this paper, we consider subset deletion diagnostics for fixed effects (coefficient
functions), random effects and one variance component in varying coefficient mixed
models (VCMMs). Some simple updated formulas are obtained, and based onwhich, Cook’s
distance, joint influence and conditional influence are also investigated. Besides, since
mean shift outlier models (MSOMs) are also efficient to detect outliers, we establish an
equivalence between deletion models and MSOMs, which is not only suitable for fixed
effects but also for random effects, and test statistics for outliers are then constructed.
As a byproduct, we obtain the nonparametric ‘‘delete = replace’’ identity. Our influence
diagnostics methods are illustrated through a simulated example and a real data set.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Since not all the observations in a data set play an equal role in determining estimators, tests and other statistics, it is
important to detect influential observations in data analysis. To identify anomalous observation(s), various approaches have
been proposed in the literature, including deletion diagnostics, MSOMs and local influence analysis.
For linear models (LMs), [1] used case deletion to identify influential observations and defined a distance that is now
termed as Cook’s distance in the literature, to measure the effect of removing one observation on estimator or fitted value.
Besides, [2,3], among others, studied diagnostics for generalized linear models. Smoothing methods which allow for a
nonparametric relationship to be estimated at least for some of the predictors were also considered. For instance, [4–6].
Someworks have been done for correlated data. For example, [7,8] discussed LMs; [9,10] considered linearmixedmodels
(LMMs). Haslett and Dillane [11] proved a ‘delete = replace’ identity in LMs and applied it to deletion diagnostics for
estimators of variance components. Xiang, Tse and Lee [12] investigated generalized linear mixed models.
However, except that [13] studied influence diagnostics and outlier tests for semiparametric mixed models (SMMs),
to the best of our knowledge, there are few references about influence analysis when the nonparametric part appears in
correlated data. As an extension of LMMs, VCMMs can be usedmore reasonably to represent underlying covariate effects by
representing these covariate effects by smooth but otherwise arbitrary functions of time, with random effects used tomodel
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the correlation induced by among-subject andwithin-subject variation. In practice, varying coefficientmodels (VCMs) other
than VCMMs have been studied in the literature such as [14–17]. Zhang [18] first introduced generalized varying coefficient
mixedmodels (GVCMMs) for longitudinal data and considered testingwhether the coefficient function is polynomial or not.
Except for this, little is found about VCMMs. Its influence analysis is certainly of interest and becomes the target of the paper.
The following points are worth to mentioning.
• Compared with [13], where, given the smoothing parameter and the covariance matrix of Gaussian responses, deletion
diagnostics for fixed effects was considered, we investigate influence diagnostics for fixed effects, random effects and
the deletion updated formula for the variance component in VCMMs. Furthermore, the normality assumption on the
distribution of the involved variables, which is commonly assumed in the literature of mixed models, can be avoided.
• For LMs [19], a broader class of parametric models [20], and SMMs [13], the equivalence, of the estimators for fixed
effects, between the subset deletion model and the MSOM has been established. In this paper, we first show that the
same phenomenon holds not only for the estimators of fixed effects but also for the predictors of random effects. More
than this, we establish the equivalence between the estimators of the indicator parameters inMSOMs and the conditional
residual predictors in deletion models. Our methods can also be used to other mixed models, such as SMMs, to obtain
the equivalence.
• Under the normality assumption on randomeffects and errors, the intuitive ‘‘delete= replace’’ identity for nonparametric
cases is also established from another perspective.
The rest of the paper is organized as follows. In Section 2, we present two kinds of estimating the coefficient functions and
of predicting the random effects in VCMMswith general random errors. The updated formulas of subset deletion diagnostics
for fixed effects, random effects and the variance component are developed in Section 3. The intuitive ‘‘Delete = Replace’’
identity in nonparametric cases is obtained. Moreover, Cook’s distance, joint influence and conditional influence based on
these updated formulas are also investigated. In Section 4, we present another diagnosticmethod—MSOMs and show a close
connection to deletion diagnostics. The methods are illustrated through a simulated data set and a real data set in Section 5.
All the proofs for the theorems are postponed in the Appendix. Throughout the paper, we shall use letters in bold to denote
matrices and vectors.
2. VCMM and estimation
In this section, we present the VCMM and related estimators and predictors. The VCMM under study is as
yij =
p∑
l=1
x(l)ij βl(tij)+ zijτbi + ij (j = 1, . . . , ni; i = 1, . . . ,m) (1)
where yij is the response for the ith subject at time point tij; bi having mean zero and covariance σ 2b Di, are independent
qi × 1 vectors of random effects with covariates zij; βl(·)(l = 1, . . . , p) that are associated with covariates x(l)ij , are twice-
differentiable smooth arbitrary functions on some finite interval.
For the sake of convenience, we rewrite model (1) in a matrix form. Denote the subject-specific vectors by X(l)i = diag
(x(l)i1 , . . . , x
(l)
ini
), Zi = (zτi1, . . . , zτini)τ , Yi, and i are defined similarly. Let t0 = (t01 , . . . , t0r )τ be the vector of ordered
distinct values of the time points {tij : j = 1, . . . , ni; i = 1, . . . ,m} with r being the number of distinct time points,
βl = (βl(t01 ), . . . , βl(t0r ))τ (l = 1, . . . , p) and β = (βτ1, . . . ,βτp)τ . Let Nl(1 ≤ j ≤ p) be the incidence matrix mapping {tij}
to t0, we have (βl(t11), . . . , βl(tmnm))
τ = Nlβl, for 1 ≤ l ≤ p. Write N = diag(N1, . . . ,Np), and similarly for Z. Let Y, b and 
denote the vectors obtained from stacking up them subject-specific vectors of the symbol, for instance, b = (bτ1, . . . , bτm)τ .
Besides, let X = (X(1), . . . ,X(p)) and X˜ = XN.
Thus, model (1) can be rewritten as
Y = X˜β + Zb+ . (2)
The covariance matrix of b is equal to σ 2b D with D = diag(D1,D2, . . . ,Dm). D is assumed to be given and the covariance
matrix of the randomerror vector  is assumed to beσ 2 Rwith a givenR and anunknownσ
2
 . The assumptions are identical to
those in Crainiceanu and Ruppert [21]. In this paper, σ 2b /σ
2
 and σ
2
b or σ
2
 are assumed to be known. For notational simplicity,
σ 2b /σ
2
 D is still denoted by D. Thus, the covariance matrix of Y is σ
2
 Vwith V = R+ ZDZτ . Note that in the form, although it
seems a linear model, for every observation, there is an unknown parameter βij = β(tij). In other words, it is of course not a
parametric model at all. We write it in a linear structure only for convenience of presentation for the later development in
the following sections. In the next section, we use a nonparametric estimation procedure to estimate the unknowns in the
model.
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2.1. Penalized generalized least squares (PGLS)
Motivated by Robinson [22] and Fung et al. [13], we develop the estimator of β and the predictor of b by minimizing
L(β, b; Y) = (Y− X˜β − Zb)τR−1(Y− X˜β − Zb)+ bτD−1b+
p∑
j=1
λj
∫
β ′′j (t)
2dt
= (Y− X˜β − Zb)τR−1(Y− X˜β − Zb)+ bτD−1b+ βτλKβ. (3)
Here, λ = diag(λ1Ir , λ2Ir , . . . , λpIr) with λl (l = 1, 2, . . . , p) being smoothing parameters and Ir being a r-dimensional
identity matrix, K = diag(K1, . . . ,Kp) with K1 ≡ · · · ≡ Kp being the non-negative definite smoothing matrices given in
equation (2.3) of [23].
Technically, (3) resembles the partial spline models, but with the partial terms Zb penalized. Differentiating expression
(3) with respect to β and b yields the estimating equations(
X˜
τ
R−1X˜+ λK X˜τR−1Z
Z˜
τ
R−1X˜ ZτR−1Z+ D−1
)(
β
b
)
=
(
X˜
τ
R−1Y
ZτR−1Y.
)
(4)
Given smoothing parameters λ1, . . . , λp and the covariance matrix V, the solutions of the above equations can be easily
obtained as
βˆ = HβY, with Hβ = (X˜τV−1X˜+ λK)−1X˜τV−1, (5)
bˆ = HbY, with Hb = DZτV−1(In − X˜Hβ). (6)
Consequently, the fitted value of Y is Yˆ = X˜βˆ + Zbˆ = HYwhere
H = X˜Hβ + ZHb = In − RV−1 + RV−1H¯, (7)
with H¯ = X˜Hβ = X˜AλX˜τV−1 which is the marginal smoothing matrix of model (2), Aλ = (X˜τV−1X˜ + λK)−1, and the
residuals ˆ = Y − X˜βˆ − Zbˆ = (In − H)Y. Besides, Cov(βˆ) = σ 2 (Aλ − AλλKAλ) that is asymptotically equivalent to the
covariance CovB(βˆ) = σ 2 Aλ. In fact, if we assume aGaussian prior onβwhose log-density function is of the form−βτλKβ/2
and when β is given and Y is also normally distributed, the Bayesian covariance of βˆ is σ 2 Aα ≡ σ 2 (X˜
τ
V−1X˜ + αK) where
α = σ 2 λ. According to [23], little is lost when α is replaced by λ.
Given smoothing parameters λ1, λ2, . . . , λp and the covariance matrix V, the estimator of σ 2 is defined as
σˆ 2l =
(Y− X˜βˆ)τV−1(Y− X˜βˆ)
tr(In − H¯)
. (8)
(8) is obtained by the idea of GLS and the relationship between the sum of squared residuals and the relevant degrees of
freedom in [24]. In the case of LMMs, tr(In− H¯) = n− Rank(X) and then (8) is reduced to the ordinary GLS estimator of the
variance component σ 2 .
2.2. Alternative estimation in normal cases
According to the connection between LMMs and smoothers,when the randomeffects and the randomerrors are normally
distributed, we can provide another estimation method for VCMMs.
Following [25], we can write βl as a one-to-one linear transformation
βl = Tlδl + Blγ l, l = 1, 2, . . . , p
where δl and γ l are respectively vectors with dimensions 2 and r−2, Bl = Ll(Lτl Ll)−1, and Ll is a r× (r−2) full-rankmatrix
satisfying that Kl = LlLτl and Lτl Tl = 0. Denote T = diag(T1, . . . , Tp), and similarly for B; δ = (δl, . . . , δp)τ , and similarly for
γ . Thus, K = LLτ and LτT = 0. When βˆl(·) are cubic splines, b and  are normally distributed, model (2) can be written as a
modified linear mixed model,
Y = X˜Tδ+ X˜Bγ + Zb+ , (9)
where δ is the regression coefficient, and (bτ , γτ )τ are mutually independent random effects with b being normally dis-
tributed as N(0, σ 2 D), and γ having N(0, σ
2
 Dγ ), Dγ = diag(λ−11 Ir , λ−12 Ir , . . . , λ−1p Ir). These assumptions are similar to
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[25]. Then Dγλ = Ipr and under model (9), the best linear unbiased estimator (BLUE) of δ and the best linear unbiased
predictors (BLUPs) of γ and b are, respectively,
δˆ = (Tτ X˜τV−1∗ X˜T)−1Tτ X˜
τ
V−1∗ Y ≡ HLδY;
γˆ = DγBτ X˜τV−1∗ (Y− X˜Tδˆ) ≡ HLγ ,
bˆ
L = DZτV−1∗ (Y− X˜Tδˆ) ≡ HLbY, (10)
where V∗ = V+ X˜BDγBτ X˜τ . Thus, from model (9), the BLUP of β is
βˆ
L = Tδˆ+ Bγˆ ≡ HLβY. (11)
In fact, βˆ = βˆL and bˆ = bˆL which is a direct consequence of the following theorem.
Theorem 1. Under the normality assumption on the random effects and random errors in model (2), we have
Hβ = HLβ , Hb = HLb.
Hence, the estimator of σ 2 can be also defined as
σˆ 2m = (Y− X˜βˆ)τV−1(Y− X˜βˆ)/n, (12)
which is the maximal likelihood estimator (MLE).
3. Influence diagnostics
In this section, we first present deleted estimators/predictors of β, σ 2 and b, and then propose influence diagnostics.
3.1. Estimation and predication under subset deletion
For an arbitrary partition P = {ai : ∑ki=1 ai = n} of the observations, correspondingly Y(P ) = (Yτa1 , . . . , Yτak)τ , X˜(P ) =
(X˜
τ
a1 , . . . , X˜
τ
ak)
τ and Z(P ) = (Zτa1 , . . . , Zτak)τ . Let βˆ(ai), σˆ 2(ai) and bˆ(ai) be the estimators of β, σ 2 and the predictor of b using
the data without the observation subset {Yai , X˜ai , Zai} respectively. Clearly, it would be very time consuming to compare
them with β, σ 2 and b for any partition P if there were not a simple formula.
In the following analysis, without loss of generality, we partition the matrices regarding the aith subset omitted as the
first subset, i.e. i = 1, and then denote a1 by a for notational simplicity. Then
X˜ =
(
X˜a
X˜(a)
)
, Z =
(
Za
Z(a)
)
, Y =
(
Ya
Y(a)
)
, and H¯ =
(
H¯aa H¯a(a)
H¯(a)a H¯(a)
)
.
Similarly, we can get the blocks for the matrices R, V and V∗. Besides, let Va·(a) = Vaa − Va(a)V−1(a)V(a)a, and similarly for
Ra·(a). Furthermore, 0 denotes a zeromatrix whose dimension is obvious from the context and just for convenience, the total
number of elements in the deleted subset a is also denoted by awhich can be seen from the content.
3.1.1. PGLS deletion estimation/prediction
According to the PGLS idea in Section 2.1, we can get the following deletion formulas.
Theorem 2. Given smoothing parameters λ and V in model (2), we have
βˆ(a) = HβY∗ = βˆ − AλX˜τV−1Eae˜(a), (13)
bˆ(a) = HbY∗ = bˆ− DZτV−1(In − H¯)Eae˜(a), (14)
σˆ 2m(a) =
1
n− a {nσˆ
2
m + res(a,λ)}
≈ 1
n− a {nσˆ
2
m − e˜τ(a)(V−1a·(a) − V−1a·(a)X¯aAλX¯τaV−1a·(a))e˜(a)}, (15)
σˆ 2l(a) =
tr(In − H¯)σˆ 2l + res(a,λ)
tr{Ia − H¯(a)}
, (16)
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where Y∗ = (Y∗a τ , Yτ(a))τ with Y∗a defined in (26),
Ea = (Ia, 0)τ is an n× a matrix,
e˜(a) = (Ia − H¯aa + Va(a)V−1(a) H¯(a)a)−1(Ia − Va(a)V−1(a))(In − H¯)Y
= (EτaV−1(In − H¯)Ea)−1EτaV−1(In − H¯)Y
= (EτaR−1(In − H)Ea)−1EτaR−1ˆ, (17)
X¯a = Va·(a)EτaV−1X˜ = X˜a − Va(a)V−1(a) X˜(a),
H¯(a) = X˜(a)(X˜τ(a)V−1(a) X˜(a) + λK)X˜
τ
(a)V
−1
(a) ,
res(a,λ) = e˜τ(a)Eτa (V−1X˜AλX˜
τ
V−1X˜AλX˜
τ
V−1,−V−1)Eae˜(a) + 2Yτ (In − H¯)τV−1X˜AλX˜τV−1Eae˜(a). (18)
In the following analysis, we will find that this theorem is very useful for various approaches.
3.1.2. Nonparametric ‘‘Delete = Replace’’ Identity
This subsection presents us an intuitive formula about deleted estimator/predictor from another perspective.It also
shows the relationship of the ‘‘delete= replace’’ identity between LMs andVCMMs. The following theorem states the results.
Theorem 3. Suppose that the conditions of Theorem 1 hold. Then when the smoothing parameters λ in model (2) are fixed, we
have
βˆ
L
(a) = HβY∗ and bˆ
L
(a) = HbY∗
where Y∗ = (Y∗a τ , Yτ(a))τ with Y∗a defined in (26).
From this theorem, (13) and (14),we can see that a similar ‘‘delete= replace’’ identity holds in nonparametric cases. Actually,
Y∗a is the best linear unbiased prediction ofYa givenY
∗
a inmodel (9).Wewill prove this conclusion in the Appendix.Moreover,
according to Theorems 1 and 3, βˆ(a) = βˆ
L
(a) and bˆ(a) = bˆ
L
(a).
3.2. Influence diagnostics
In this section, Cook’s distance is used to measure the influence of removing a subset of observations for estimating
the nonparametric components (see, [5,6]) and predicting the random effects (see, [10]). Although two estimators of the
variance component σ 2 are proposed in our paper, to avoid the unnecessary repetition, we only take σˆ
2
l into account for the
influence analysis in this subsection.
3.2.1. Influence on coefficient functions estimators
From Theorem 2, the generalized Cook’s distance for the nonparametric component β can be defined as
CDa(β) = {(βˆ − βˆ(a))τ (σˆ 2lAλ)−1(βˆ − βˆ(a))}/tr(H¯)
= e˜
τ
(a)V
−1
a·(a)X¯aAλX¯
τ
aV
−1
a·(a)e˜(a)
σˆ 2ltr(H¯)
= e˜
τ
(a)E
τ
aV
−1X˜AλX˜
τ
V−1Eae˜(a)
σˆ 2ltr(H¯)
. (19)
Large values of CDa(β) indicate that the observations of the subset a are influential when estimating β. For case deletion
diagnostics, (19) is reduced to
CDl(β) =
dτl V
−1X˜AλX˜
τ
V−1dle˜2(l)
σˆ 2ltr(H¯)
.
When model (1) is reduced to ordinary linear model, (19) is the same as Cook’s distance [1] for regression parameters in
linear models. If there is only a coefficient function to which the covariate is always 1, (19) becomes the Cook’s distance
obtained by Kim [5] in nonparametric regression models. In [1,5], there is only one unknown variance component. Thus,
our result (19) does extend Cook’s distance to nonparametric correlated cases. Furthermore, if σˆ 2l is replaced by σˆ
2
m, (19)
becomes the extension of [10] in the normal response case.
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3.2.2. Influence on random effect prediction
The influence on the random effects is also measured by the generalized Cook’s distance, which is the squared distance
from the complete data predictor of the random effects to the subset deleted predictor, relative to the variance σ 2 D of the
random effects. Theorem 2 yields that
CDa(b) = (bˆ− bˆ(a))τD−1(bˆ− bˆ(a))/σˆ 2l
= e˜
τ
(a)E
τ
a (In − H¯)τV−1ZDZτV−1(In − H¯)Eae˜(a)
σˆ 2l
. (20)
Similarly, large values of CDa(b) indicate that the observations of the subset a deserve further consideration in predicting
the random effects. For case deletion, (20) becomes
CDl(b) = (dτl (In − H¯)τV−1ZDZτV−1(In − H¯)dl)e˜2(l)/σˆ 2l.
3.3. Joint influence and conditional influence
According to Lawrance [26], if the above diagnostics measure is combinedwith joint influence and conditional influence,
it will make the influence diagnosticsmore effective. The idea of joint influence is to consider the influence from the deletion
of two or more subsets simultaneously; the conditional influence is to consider the influence measure before and after the
deletion of other subset observations. In our paper, these two kinds of influence are also measured by Cook’s distance.
In the following, let βˆ(a1a2) and bˆ(a1a2) be the estimator ofβ and the predictor of b respectively after removing two subsets
a1 and a2. Correspondingly, CDa1a2(β), CDa1a2(b) denote the joint Cook’s distance of the coefficient functions and the random
effects respectively by removing two subsets a1 and a2. CDa1|a2(β) and CDa1|a2(b) are their Cook’s distances respectively for
the subset a1 after prior removal of the subset a2 from thewhole dataset. Besides, e˜(a1a2) is the conditional residual prediction
that is identical to e˜(a) except that Ea is replaced by Ea1a2 .
3.3.1. Joint influence
The joint influence of the subsets a1 and a2 on the coefficient functions can be assessed by using
CDa1a2(β) = {(βˆ − βˆ(a1a2))τ ˆCovB(βˆ)−1(βˆ − βˆ(a1a2))}/tr(H¯),
and from Theorem 2, this formula can be rewritten as
CDa1a2(β) =
e˜τ(a1a2)E
τ
a1a2V
−1X˜AλX˜
τ
V−1Ea1a2 e˜(a1a2)
σˆ 2ltr(H¯)
where Ea1a2 =
(
Ia1+a2
0
)
is an n× (a1 + a2)matrix. If CDa1a2(β) > CDa2(β), the subset a1 is said to have an enhancing effect
relative to subset a2 when β is estimated. When CDa1a2(β) and CDa2(β) are large but CDa1(β) is small, a swamping effect of
the subset a1 by the subset a2 can be inferred. More details about these terms refer to Lawrance [26].
Similarly, the joint influence for the random effects can be written as
CDa1a2(b) =
(bˆ− bˆ(a1a2))τD−1(bˆ− bˆ(a1a2))
σˆ 2l
= e˜
τ
(a1a2)E
τ
a1a2(In − H¯)τV−1ZDZτV−1(In − H¯)Ea1a2 e˜(a1a2)
σˆ 2l
.
If CDa1a2(b) > CDa2(b), the subset a1 is said to have an enhancing effect relative to the subset a2 when the random effects b
is predicted; a swamping effect of the subset a1 by the subset a2 is inferred if CDa1a2(b) and CDa2(b) are large but CDa1(b) is
small.
3.3.2. Conditional influence
We adopt the approach suggested by Haslett [8] and develop the conditional influence measure both for the coefficient
functions and the random effects in model (1).
From Theorem 2, when e˜(a2|a1) ≡ (e˜(a1a2) − (Ia10)τ e˜(a1)), we have
βˆ(a1) − βˆ(a1a2) = (βˆ − βˆ(a1a2))− (βˆ − βˆ(a1))
= AλX˜V−1Ea1a2 e˜(a2|a1).
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The conditional influence for the coefficient functions can be defined as
CDa2|a1(β) = (βˆ(a1) − βˆ(a1a2))τ ˆCovB(βˆ(a1))−1(βˆ(a1) − βˆ(a1a2))/tr(H¯)
= (βˆ(a1) − βˆ(a1a2))
τ (X˜
τ
(a1)V
−1
(a1)
X˜(a1) + λK)(βˆ(a1) − βˆ(a1a2))
σˆ 2ltr(H¯)
= e˜
τ
(a2|a1)E
τ
a1a2V
−1X˜Aλ(A−1λ − X˜
τ
V¯−1(a1)X˜)AλX˜
τ
V−1Ea1a2 e˜(a2|a1)
σˆ 2ltr(H¯)
where V¯−1(a1) =
(
0 0
0 V−1
(a1)
)
.DefineMa2|a1(β) =
CDa2 |a1 (β)
CDa2 (β)
masking factor as ameasure ofmasking or boosting of the subset a2
by the subset a1 for the coefficient functions. WhenMa2|a1(β) > 1, it is a masking; when 0 ≤ Ma2|a1(β) ≤ 1, it is a boosting.
As for the random effects, since
bˆ(a1) − bˆ(a1a2) = DZτV−1(In − H¯)Ea1a2 e˜(a2|a1),
we have
CDa2|a1(b) =
(bˆ(a1) − bˆ(a1a2))τD−1(bˆ(a1) − bˆ(a1a2))
σˆ 2l
= e˜(a2|a1)E
τ
a1a2(In − H¯)τV−1ZDZτV−1(In − H¯)Ea1a2 e˜(a2|a1)
σˆ 2l
.
We then have the masking factor Ma2|a1(b) =
CDa2 |a1 (b)
CDa2 (b)
of the random effects. Similarly if Ma2|a1(b) > 1, it is a masking of
the subset a2 by the subset a1 for the random effects b; and if 0 ≤ Ma2|a1(b) ≤ 1, it is a boosting of the subset a2 by the
subset a1 for the random effects b.
Remark 1. Our diagnostics is conditional on the smoothing parametersλ and the variance component σ 2 that are estimated
from the full dataset,whichwould be affected by outliers. Besides, after removing a subset of the observations, the smoothing
parameters may have a change, which would be possible to have an effect on the estimation of β and the prediction of b.
However, our numerical analyses show that the simplified approach conditional on λ and σ 2 is still useful and effective. But
the theoretical verification about the effects of outliers on the smoothing parameters deserves further study.
4. Mean shift outlier model and outlier test
In this section, we investigate another diagnostic method, that is, using MSOMs (see [19]) to study outliers, and
establishing the relationship between the two methods proposed in Section 3 and this section.
For the observations of the subset a, the following MSOM is considered:
Y = X˜β + Zb+ Eaφ + ε (21)
where Ea is defined in Theorem 2 and φ is an a-vector of unknown parameters to indicate whether the observations of the
subset a are outliers. An outlier test can be formulated as a test of the null hypothesis that φ = 0.
Let β˜a, b˜a and φ˜a be the PGLSEs for model (21). We have the following theorem.
Theorem 4. The PGLSEs of (β, b) under model (2)without the observations in the subset a is the same as the estimator of β and
the predictor of b under model (21), that is,
βˆ(a) = β˜a, bˆ(a) = b˜a.
Furthermore, the estimator of φ is equal to the conditional residual predictor (see, [7]):
φ˜a = e˜(a).
This theorem indicates that not only the estimators of the fixed effects but also the predictions of the random effects
are equivalent between the two kinds of models for VCMMs. Another interesting thing is that the indicator parameter φ
in MSOMs plays a similar role as the conditional residuals in residual analysis (see [7]). Actually, our results can also be
extended to handle other mixed models, such as SMMs.
The covariancematrix of φ˜a under the null hypothesis is Cov(˜φa) = σ 2 (EτaV−1(In− H¯)Ea)−1EτaV−1(In− H¯)V(In− H¯)τV−1
Ea(Eτa (In− H¯)τV−1Ea)−1 that can be rewritten as Cov(˜φa) = σ 2 (EτaR−1(In−H)Ea)−1EτaR−1(In−H)V(In−H)τR−1Ea(Eτa (In−
H)τR−1Ea)−1. It is asymptotically equivalent to its Bayesian covariance
CovB(˜φa) = σ 2 (EτaV−1(In − H¯)Ea)−1.
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Fig. 1. Smoothing parameters selected from observations with/without outliers. (The number in the parentheses in Fig. 1 denotes the number of the
same dot.)
Thus, under the null hypothesis that φ = 0, we can use the following test statistic
Ta =
(e˜τ(a)E
τ
aV
−1(In − H¯)Eae˜(a))(tr(In − H¯)− a)
a(σˆ 2ltr(In − H¯)− e˜τ(a)EτaV−1(In − H¯)Eae˜(a))
to test for outlying observations with F(a, ro − a), where ro is the nearest integer to tr(In − H¯), as a reference distribution
when the response variables are subject to a normal distribution. Under the normality assumption, a plot of Ta may be used
to screen outliers. A Bonferroni bound can be used to obtain a conservative cut-off point to identify outliers.
When VCMMs are reduced to general linear models, the covariance cov(˜φa) coincides with the variance var(e˜(a)) in [8].
Furthermore, when VCMMs are reduced to LMs that [19, p. 30], considered, our test statistic Ta becomes the statistic t2I
discussed by them. Besides, our test statistic is different from Ti that was used in SMMs by Fung et al. [13] in which their
test was approximated by a χ2 random variable because all the variance components were assumed to be given. In single
case diagnostics, it becomes
var(φ˜i) = σ 2
dτi V
−1(In − H¯)V(In − H¯)τV−1di
(dτi V
−1(In − H¯)di)2
and correspondingly its Bayesian variance is var(φ˜i) = σ 2 (dτi V−1(In − H¯)di)−1. According to the relationship between
F-distribution and t-distribution, we can use the following test statistic
ti = (d
τ
i V
−1(In − H¯)di(tr(In − H¯)− 1))1/2e˜(i)
(Yτ (In − H¯)τV−1(In − H¯)Y− dτi V−1(In − H¯)die˜2(i))1/2
and use the t(ro− 1)-distribution as the reference distribution. This result coincides with (2.2.15) of [19] who investigated
the linear regression for the single case diagnostics.
Remark 2. Under the null hypothesis of no outlier, the estimators of σ 2 and λ will not change much when a subset of
observations are removed. Thus, the outlier test uses estimators of σ 2 and λ from the full data.
5. Numerical analysis
In this section, two examples are used to illustrate the effectiveness of our diagnostics. We also compare the simplified
conditional diagnostics with the full scale adaptive diagnostics which was defined in Remark 1. All the simulations are
investigated in the cases where the smoothing parameters are selected with and without outliers respectively. In the
following, when the ith subject is removed, the corresponding Cook’s distance is denoted by CD[i] for simplicity.
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Fig. 2. The fitted curves where real lines ‘‘-’’ : real curves, dotted lines ‘‘. . . ’’ estimated without outliers, ‘–’: estimated by observations with outliers
but smoothing parameter selected without outliers, ‘-.’ both with outliers. (Without outliers, λ1 = 1, λ2 = 0.07; with outliers, λ1outerlier = 0.04,
λ2 outerlier = 0.04).
5.1. The example with simulated data
Consider a simulated datasetwith twooutliers and four leverage points forced in. The dataset is from the followingVCMM
with p = 2 and qi ≡ 1 in model (1),
yij = x(1)ij β1(tij)+ x(2)ij β2(tij)+ zijbi + ij, j = 1, . . . , ni; i = 1, . . . ,m. (22)
where m = 20, ni − 1 ∼ Poisson(2), and tij ∼ U(0, 1). Besides, x(1)ij ≡ 1, x(2)ij = tij + eij with eij ∼ N(0, 0.49) and zij ∼
Bino(1, 3/4). The two coefficient functions are assumed to be β1(t) = cos(t) and β2(t) = 2(t − 0.3)2+ 5t + 1 respectively.
The random effects bi ∼ N(0, 0.25), and the error term ij ∼ N(0, 0.10). The smoothing parameters are selected by the gen-
eralized cross validation (GCV). According to the estimation method developed in the paper, we have λ10 = 1, λ20 = 0.07,
and σˆ 2em = 0.0993 and σˆ 2el = 0.1078.
Before we proceed, we change the responses at cases (i, j) with i = 2, j = n2 and i = 19, j = n19 by subtracting 2.5 but
adding 2.5 for the later case, and altered X (1) values for subject 2 (cases i = 2, j = 1, . . . , n2) by adding 0.20. In this case,
our method gives λ1 = 1, λ2 = 1 and σˆ 2em = 0.2505 and σˆ 2el = 0.2697.
Fig. 1 shows that outliers have an effect on the estimate of smoothing parameters by 10 simulations, and Fig. 2 investigates
this effect on the estimate of coefficient functions. As expected, the fitted curves by observations without outliers are the
best, the second are those with smoothing parameters selected without outliers but observations with outliers, the third
are the fitted curves by observations with outliers.
Given these, we investigate influence analysis both when smoothing parameters are selected without outliers (figures
on the left hand side in the following simulations) and when those with outliers(figures on the right). More specially, they
are as follows.
Fig. 3 reports case deletion diagnostics formodel (22). Case 6 and case 56 are outliers and the second subject has leverages.
Fig. 3 (1)(2) and (3)(4) report respectively the Cook’s distance CD(β) for the estimators of the coefficient functions and CD(b)
for the randomeffects. All indicate that cases 6 and 56 are outliers and case 6 aremore influential than case 56 because case 6
belongs to the second subject which has leverages. Fig. 3(7)(8) show that our simplified approach is a good approximation to
the adaptive approach by plotting the logarithmof the Cook’s distance for the estimators of the coefficient functions obtained
by our conditional approach and the adaptive approach. The outlier screening in Fig. 3 (5)(6) is successful in identifying both
outliers. In this simulation, a conservative cut-off value for a level 5 percent test is taken as t0.05/2n = −3.5366.
Turning to the subset deletion, we assess the influence of each subject on the estimator of β and plot CD[i](β), CD[i](b) in
Fig. 2 (1)(3) and (2)(4), which denote the Cook’s distance of β and b respectively after removing the observations of the ith
subject. From Fig. 4, we see that the second subject is highly influential both for estimating the coefficient functions and for
predicting the random effects; the 19th subject also has influence because it includes an outlier. Furthermore, Fig. 4(2)(4)
show that the diagnostics with the smoothing parameters selected from the observations with outliers are effective and are
the same as Fig. 4(1)(3).
For assessment of joint influence, we evaluate CD[2i](β) and CD[2i](b), and compare with the corresponding values of
CD[i](β) and CD[i](b), see Fig. 5 for the simulation results. Fig. 5(2)(4) show that all the subjects except subject 19 have an
enhancing effect relative to subject 2 both for the coefficient functions and the random effects, as CD[2i](β) > CD[i](β) and
CD[2i](b) > CD[i](b) for all i 6= 2 and i 6= 19. Besides, the conditional Cook’s distances CD[i]|[2](β) and CD[i]|[2](b) are next
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Fig. 3. Case deletion diagnostics for the simulated data.
computed upon the prior removal of the second subject. Fig. 5 (2) indicate that all the subjects are masked by subject 2
when estimating β, and Fig. 5 (4) shows that it is a masking of subjects 7,10,11,20 by subject 2 while predicating the random
effects in this simulation. Moreover, Fig. 5 (1) (3) are the same as Fig. 5 (2)(4) except the difference of the joint influence of
subject 19 while estimating β.
5.2. The CD4 data
Consider the CD4 dataset that was considered by Wu and Chiang [15]. The dataset here came from the Multi-Center
AIDS Cohort Study. It contains the HIV status of 283 homosexual men who were infected with HIV during the follow-up
period between 1984 and 1991. All the individuals were scheduled to have their measurements made at semi-annual visits,
but because many individuals missed some of their scheduled visits and the HIV infections happened randomly during the
study, there are unequal numbers of repeated measurements and different measurement times per individual. The number
of repeatedmeasurements per subject ranged from 1 to 14, with amedian of 6 and amean of 6.4205. The number of distinct
measurement time points was 59.
For j = 1, . . . , ni, tij is the time in years of the jth measurements of the ith individual after HIV infection, and yij the
ith individual’s CD4 percentage at time tij, x
(1)
ij equal to 1 if the ith individual always smokes cigarettes and 0 if he never
smokes cigarettes. For a clear biological interpretation of the coefficient functions, we define x(2)ij to be the ith individual’s
centred age at HIV infection, obtained by subtracting the sample average age at infection from the ith individual’s age at
infection. Similarly, x(3)ij , the ith individual’s centred pre-infection CD4 percentage, is computed by subtracting the average
pre-infection CD4 percentage of the sample from the ith individual’s actual pre-infection CD4 percentage. We consider the
following VCMM
yij = β0(tij)+ x(1)ij β1(tij)+ x(2)ij β2(tij)+ x(3)ij β3(tij)+ zτij bi + ij, (23)
where ij has the variance σ 2; zij = tij is associated with the independent random effect part bi, which has mean zero and
covariance matrix σ 2Ini(i = 1, 2, . . . ,m = 283).
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Fig. 4. Subset diagnostics for the simulated data.
Fig. 5. Joint Cook’s distance and Cook’s distance for the simulated data: Dots, small circles and star denote Cook’s distance, joint Cook’s distance and
conditional Cook’s distance respectively.
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Fig. 6. Case deletion diagnostics for real data: (1) Cook’s distance for the estimator of β , (2) Cook’s distance for the predicate of b, (3) Standardized adjusted
residuals for outlier detection: . . . , Bonferroni bounds, (4) Comparison of two approaches.
The generalized Cook’s distance for the coefficient functions, the random effects and the outlier tests are plotted
in Fig. 4(1)–(3) under case deletion. Fig. 4(4) compares the log cook’s distances of β under case deletion, one is
conditional on the estimator of (σ 2,λ) and the other uses the adaptive estimator of (σ 2,λ). Fig. 4 (1) shows that all
the CDl(β) are quite small in magnitude, indicating a small effect on the estimator of β by any single observation.
Fig. 4 (2) indicates that case 1009 may have some effect as far as leverage is concerned and the cases around it
may also need some investigations. The standardized adjusted residuals Ta are plotted in Fig. 4 (3). On the basis
of the conservative Bonferroni bound 3.5498, we can find two outliers: case 968 and case 970 from subject 153.
Fig. 4(4) indicates that our conditional diagnostic is a good approximation to the full scale analysis using the adaptive
estimator of (σ 2,λ).
We assess the influence of each subject in Fig. 5. Fig. 5 (1), (2), (3), (4) respectively depict CD[i](β), CD[i](b), the comparison
between our conditional diagnostics and the adaptive method by considering the log Cook’s distance for fixed effects β and
the random effects b respectively. Since not all ni are identical, the Bonferroni bounds are different for different subjects.
Therefore, the outlier test in this case is not plotted in Fig. 5. All the Cook’s distances for the fixed effects in Fig. 5 (1) are
small except that subjects 167 and 229 are relatively large. Fig. 4 (3) indicates that subject 153 is an outlier, and Fig. 5(2)
shows that subject 153 is relatively large but not themost influential on the predictor of the random effects b. This indicates
some degree of robustness of our analysis. Fig. 5(3), (4) further show that our diagnostic method is a good approximation to
the adaptive method.
Since subject 153 may be an outlier subject, for assessing the joint influence and the conditional influence,
we evaluate CDi,153(β) and CDi|153(β); and CDi,153(b) and CDi|153(b), and compare with the corresponding CD[i](β)
and CD[i](b) respectively in Fig. 6(1)(2)(3)(4). Evidently, it shows an enhancing effect by subject 153 with other
subjects while both estimating the fixed effects β and predicating the random effects b, as CDi,153(β) > CD[i](β)
and CDi,153(b) > CD[i](b) for all i 6= 153. The conditional Cook’s distance CDi|153 is computed upon
the prior remove of subject 153. Fig. 6(2) and the values that CDiβ |153(β) < CD[iβ ](β) for iβ = 116, 135, 171, 174, 216, 229,
261, 276, 281, 282 show that the influence of subjects iβ decreases after deletion of subject 153. It suggests
that subjects iβ has been boosted by subject 153 while estimating the fixed effects β. Besides, Fig. 6(4) and
the Cook’s distances show that CDib|153(b) < CDib(b), for ib = 4, 5, 16, 24, 25, 30, 35, 39, 49, 52, 61, 62,
64, 65, 67, 72, 78, 95, 113, 118, 139, 142, 153, 167, 171, 174, 180, 190, 194, 201, 212, 218, 231, 233, 259, 266, and then
subjects ib have been boosted by subject 153. These findings have important implications for further inference (see Figs. 7
and 8).
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Fig. 7. Subject deletion diagnostics: (1) Cook’s distance for the estimator ofβ , (2) Cook’s distance for the predicate of b, (3) Cook’s distance for the estimator
of β with conditional and adaptive λ and σ 2 , (4) Cook’s distance for the predicate of bwith conditional and adaptive λ and σ 2 .
Fig. 8. Joint Cook’s distance and Conditional Cook’s distance for the CD4 data: dots, small circles and star denote Cook’s distance, joint Cook’s distance and
conditional Cook’s distance respectively.
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Appendix
Proof of Theorem 1. Denote A22 = Tτ X˜τV−1∗ X˜T, then
HLβ = TA−122 Tτ X˜V−1∗ + BDγBτ X˜
τ
V−1∗ (In − X˜TA−122 Tτ X˜
τ
V−1∗ ).
To prove Hβ = HLβ first. It is identical to HβV∗ = HLβV∗, that is
AλX˜
τ
V−1V∗ = TA−122 Tτ X˜+ BDγBτ X˜
τ − BDγBτ X˜τV−1∗ X˜TA−122 Tτ X˜
τ
. (24)
If we recall V∗, and note that KT = 0, BτT = 0 and λLDγ = L, (24) is equivalent to (Ipr − LBτ )(Ipr − X˜V−1∗ X˜TA−122 Tτ )X˜
τ = 0.
Thus, we only need to prove that Ipr − X˜τV−1∗ X˜TA−122 Tτ belongs to the space spanned by the column vectors of the matrix L,
denoted byµ(L), which is the orthogonal complement space ofµ(T) spannedby the columns ofT according to the definitions
of L and T. This is true because Tτ (Ipr − X˜V−1∗ X˜TA−122 Tτ ) = 0.
Then to verify Hb = HLb. Recalling Hb, HLb and Hβ = HLβ , we only need to verify X˜BDγBτ X˜
τ
V−1(In − X˜THδ) = (In +
X˜BDγBτ X˜
τ
V−1)X˜BHγ . It is true because Hγ = DγBτ X˜τV−1∗ (In − X˜THδ). 
Proof of Theorem 2. Recall the partition notation of X˜, Z, Y,R,V,Ra·(a) and Va·(a) in Section 3.1. Let Y∗a = X˜aβˆ(a) + Zabˆ(a) +
Ra(a)R−1(a)(Y(a) − X˜(a)βˆ(a) − Z(a)bˆ(a)), and Y∗τ = (Y∗a τ , Y(a)τ ). By the definition of βˆ(a) and bˆ(a), for any smoothing functions
βl(t) (l = 1, . . . , p) and random effects b, we have
(Y∗ − X˜β − Zb)τR−1(Y∗ − X˜β − Zb)+ bτD−1b+
p∑
l=1
λl
∫
β ′′l (t)
2dt
≥ (Y(a) − X˜(a)β − Z(a)b)τR−1(a)(Y(a) − X˜(a)β − Z(a)b)+ bτD−1b+
p∑
l=1
λl
∫
β ′′l (t)
2dt
= (Y∗ − X˜βˆ(a) − Zbˆ(a))R−1(Y∗ − X˜βˆ(a) − Zbˆ(a))+ bˆ
τ
(a)D
−1bˆ(a) +
p∑
l=1
λl
∫
β ′′l(a)(t)
2dt.
It follows that (βˆ(a), bˆ(a))minimizes L(β, b; Y∗) and then
βˆ(a) = HβY∗ = βˆ − AλX˜τV−1Ea(Ya − Y∗a),
bˆ(a) = HbY∗ = bˆ− DZτV−1(In − H¯)Ea(Ya − Y∗a). (25)
We can get that
Y∗a = X˜aβˆ(a) + Va(a)V−1(a)(Y(a) − X˜(a)βˆ(a)). (26)
To verify it, we only need to show that
bˆ(a) = DZτ(a)V−1(a)(Y(a) − X˜(a)βˆ). (27)
Note that {∂L(β, b; Y(a))/∂b}|(β=βˆ(a),b=bˆ(a)) = 0. (27) is equivalent to (Zτ(a)R−1(a)Z(a) + D−1)DZτ(a) = Zτ(a)R−1(a)V(a) which is
obvious.
According to (25), proving (13) and (14) is identical proving Ya − Y∗a = e˜(a). Note that
Ya − Y∗a = (Ia − Va(a)V−1(a))
(
Ya − X˜aβˆ(a)
Y(a) − X˜(a)βˆ(a)
)
= (Ia − Va(a)V−1(a))(In − H¯)Y+ (H¯aa − Va(a)V−1(a) H¯(a)a)(Ya − Y∗a).
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we have Ya − Y∗a = (Ia − H¯aa + Va(a)V−1(a) H¯(a)a)−1(Ia − Va(a)V−1(a))(In − H¯)Y which is e˜(a) defined in (17). Furthermore,
because Va·(a)(Ia 0)V−1H¯Ea = H¯aa− Va(a)V−1(a) H¯(a)a, we also have e˜(a) = (EτaV−1(In− H¯)Ea)−1Eτa (In− H¯)Y, and similarly for
e˜(a) = (EτaR−1(In − H)Ea)−1EτaR−1ˆ.
Note that
(Y(a) − X˜(a)βˆ(a))τV−1(a)(Y(a) − X˜(a)βˆ(a)) = (Y− X˜βˆ(a))τ
(
0 0
0 V−1(a)
)
(Y− X˜βˆ(a)).
(15) and (16) can be derived easily. 
Proof of Theorem 3. Denote Y∗L = (Y∗a Lτ , Y(a)τ )τ and then Y∗a L = X˜aTδˆ(a) + V∗a(a)V−1∗(a)(Y(a) − X˜(a)Tδˆ(a)), which is the BLUP
of Ya given Y(a) under model (9). Applying the linear ‘‘delete = replace’’ identity (see, [11]), we have βˆL(a) = HLβY∗L and
bˆ
L
(a) = HLbY∗L. It is sufficient to verify Y∗a L = Y∗a by Theorem 1. Note that
Y(a) = X˜(a)Tδ+ X˜(a)Bγ + Z(a)b+ .
Then βˆ(a) = Tδˆ(a)+Bγˆ (a) with γˆ (a) = DγBτ X˜τ(a)V−1∗(a)(Y(a)− X˜(a)Tδˆ(a)). Besides, noting that V∗a(a) = Va(a)+ X˜aBDγBτ X˜
τ
(a), we
only need to show that
V−1∗(a) = V−1(a)(I(a) − X˜(a)BDγBτ X˜
τ
(a)V
−1
∗(a)). (28)
It can be verified by postmultiplying V∗(a) and premultiplying V(a) in (28). 
Proof of Theorem 4. By definition, (βˆ(a), bˆ(a))minimizes
L(a)(β, b) = (Y(a) − X˜(a)β − Z(a)b)τR−1(a)(Y(a) − X˜(a)β − Z(a)b)+ bτD−1b+
p∑
l=1
λl
∫
β′′l (t)
2dt,
and (β˜a, b˜a, φ˜)minimizes
L˜a(β, b,φ) = (Y− X˜β − Zb− Eaφ)τR−1(Y− X˜β − Zb− Eaφ)+ bτD−1b+
p∑
l=1
∫
β′′l (t)
2dt.
Differentiating L˜(β, b,φ)with respect to φ yields the solution
φ˜(β, b) = (EτaR−1Ea)−1EτaR−1(Y− X˜β − Zb),
plugging it into L˜a and noting that R−1a·(a)(Ia − Ra(a)R−1(a)) = EτaR−1, we have L(a)(β, b) = L˜a(β, b,φ(β, b)). From this, the
first conclusion follows. Then, φ˜a = (EτaR−1Ea)−1EτaR−1(Y− X˜βˆ(a) − Zbˆ(a)) = e˜(a). 
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