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Only a few classes of square order planes are known. These are generalized 
Andre planes (including Hall planes), flag transitive planes, Hering’s planes and 
Walker’s planes. A new class of planes of order 5”, where r is an odd natural 
number, is constructed and the translation complements of the corresponding planes 
have been determined. The translation complements divide the sets of distinguished 
points into 4 orbits of lengths 1, 1, 5’- 1, and 5”- 5’ and it is of order 
5’(5’ - 1)2 if r f 1. In the particular case of r = 1, the translation complement 
divides the set of distinguished points into two orbits of lengths 6 and 20 and it is 
of order 480. 
1. INTRODUCTION 
The known classes of square order planes are (a) generalized Andre planes 
(including Hall planes) [2], (b) flag transitive planes [4], (c) Hering’s planes 
131, and (d) W a lk er’s planes [7]. The orbit structures induced by the trans- 
lation complements on the sets of distinguished points are known in all the 
planes. The aim of this article is to construct a new class of translation 
planes of order 5*‘, where r is an odd natural number and to determine their 
translation complements. It is observed that the translation complement of 
any plane of this class divides the set of distinguished points into 4 orbits of 
lengths 1, 1, 5’- 1, and 5” - 5’ and it is of order 5’(5’- I)’ if r # 1. If 
r = 1, it divides the set of distinguished points into two orbits of lengths 6 
and 20 and it is of order 480. 
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2. DESCRIPTION OF THE CLASS OF PLANES 
This class of planes is constructed through l-spread sets [ 1, p. 2201 over 
GF(57, where r is an odd natural number. We define a set of matrices 
M(a, b) over GF(5’) as follows: 
a E GF(5’), 
a, b E GF(5’), b f 0, 
where f(a, b) = 4u’bF’ + 3ube2 + 2b-3 and g(u, 6) = 4u + 3b-‘. Let 
F = s?f u 28 u {M(O, O)}, where M’ = {M(u, O)( a E GF(5’), a f 0) and 
9 = (M(u, b)lu, b E GF(5’), b # O}. Obviously, P contains 52’ matrices 
including the zero matrix M(0, 0) and the identity matrix M(1, 0). We now 
show that M(u, b) - M(p, q) is nonsingular for all M(u, b), M(p, q) E V’, 
and Mb, b) f Mb, 4) and claim that @ is a l-spread set over GF(5’) 
[ 1, pp. 2201. It is clear that every matrix in &’ U 9 is nonsingular. If 
M(u, b), M(p, q) E ~3 and M(u, b) # M(p, q), then M(a, b) - M(p, q) is a 
nonsingular scalar matrix. Let M(u, b) be any matrix of 9. The matrix 
M(u, b) has A2 + 2b-‘I. + 3bm2 as its characteristic polynomial. The 
discriminant of this polynomial is 2b-*, a nonsquare in GF(5’), since 2 is a 
nonsquare in GF(5) and r is an odd natural number. From this we obtain 
that 1’ + 2b-‘ll + 3b-2 is irreducible in GF(5’). This in its turn implies that 
Mb, b) - MA 4) is nonsingular for every M(p, q) E d’. Now, let M(u, b), 
M(p, q) be distinct matrices of 9. If q = b, then a fp and the determinant 
of M(a, b) - Mb 4) is 4(u -p)” # 0 and hence M(u, b) -M(p, q) is 
nonsingular. Suppose q # b and M(a, b) - M(p, q) is singular. Computing 
the determinant of M(u, b) - M(p, q) and equating to zero, we get, u2(b-‘q) 
+ u(2b-‘q + 3p + 3q-‘) + (3b-3q + 2q-2 + 2b-2 + p2bq-l + 
2bpq-’ + 3bqM3 + 3pb-‘) = 0. This quadratic in a has a solution in GF(5’) 
only if its discriminant 2qe2(qb-’ - 1)4 is a square in GF(5’). This is not 
possible since 2 is not a square in GF(5’) and qb- ’ # 1. Hence 
M(u, b) - M(p, q) is nonsingular if M(u, b) # M(p, q). Thus V is a l-spread 
set over GF(5”) [ 1, p. 2201. 
We give here, some properties of matrices of 9 which will be used in the 
sequel: 
(1) Two matrices M(u, b), M(p, q) E 9 have the same characteristic 
polynomial if and only if b = q. 
(2) Any matrix M(u, b) E .9 has the characteristic polynomial 
A2 + 2bK’,I + 3be2, which is independent of a. Further, the traces of M(u, b) 
and (M(u, b))-’ are distinct from zero. 
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(3) If b E GF(.5’), b # 0, then there are matrices M and N in ~8 such 
that the traces of M and N-’ are both equal to b. 
Let 
LW@, b)) = {(P> 9, r, s>lp, q E GF(5’), (r, s) = (P, s) iM(a, b), 
Wa,b)Eg’) 
and 
L(a) = {(O,O, r, s)/Y, s E GF(5’)) 
be 2-dimensional subspaces of V(4, 5’), the 4-dimensional vector space over 
GF(5’). The incidence structure with L(M(a, b)), M(a, b) E 97, L(co) and 
their cosets in the additive group of V(4, 5’) as lines and the vectors of 
V(4, 57 as points and inclusion as incidence relation is the translation 
(afline) plane 71 of order 5*‘, whose translation complement is now deter- 
mined. Obviously, z is non-Desarguesian since %Y is not closed under matrix 
addition [ 1, p. 2201. In what follows, by a collineation, we mean a 
collineation of 71 which belongs to the translation complement of 71. It is well 
known that any nonsingular linear transformation on V(4, 5’) induces a 
collineation of x if and only if it permutes subspaces L(M(a, b)), 
M(a, b) E C!?‘, and L(co) among themselves. From this we get the following 
criterion: A 4 X 4 matrix (g $), where P, Q, R, and S are 2 x 2 matrices 
over GF(5’), induces a collineation of K if and only if the following 
conditions are satisfied: 
(i) If R is nonsingular, then R -‘S E @. If R is singular, then R is the 
zero matrix and S is nonsingular. 
(ii) For ME @?‘, if (P + MR) is nonsingular, then (P + MR)-’ 
(Q + MS) E %Y. If (P + MR) is singular, then (P -t MR) is the zero matrix 
and (Q + MS) is nonsingular. 
Every matrix (” ’ ,, al ), where a E GF(57, a # 0 and I is the 2 x 2 identity 
matrix, satisfies conditions (i) and (ii) and therefore induces a collineation of 
7~ called a scalar collineation. The group of all scalar collineations is denoted 
by S. 
3. SOME COLLINEATIONS OF TC 
In this section, we find all collineations of 7t that fix the lines L(oo) and 
L(M(0, 0)). Such a collineation is induced by a matrix (“, i ), where A, 
B E GL(2, 57, satisfying the condition that for each matrix ME g’, there 
exists a matrix NE g such that: 
A-‘MB=N. (3.1) 
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By taking M = M(a, 0) E &’ in (3.1) we get that A -‘BM(a, 0) E g’, for all 
a E GF(5’). An inspection of matrices of 9 shows that 2M & 9 for any 
ME 9. This implies that A -‘B E ~2, so that the condition 
A-‘B&f@, 0) E V, f or all a E GF(5’), a # 0, is satisfied. 
Let A = (z z), P = (i ,9), Q = (‘0’ z) be 2 x 2 matrices over GF(5’), 
where a f 0, c # 0. Straightforward computations result in the relations: 
A - rM(a, 0) A = M(a, 0) for all a E GF(5 ‘), (3.2) 
If M(p, q) E 9, then A-‘M(p, q)A =M(p + a-‘bq, q) E .d, (3.3) 
PeLM(u, 0) Q = M(ac-‘, 0) for all a E GF(5’), (3.4) 
If M(p, q) E 3, then P-‘M(I), q) Q = M(pC’, cq) E 28, (3.5) 
The relations (3.2)-(3.5) imply that the matrices (f “,) and (i E) satisfy 
the condition (3.1) for all a, b and c E GF(5’), u # 0, c # 0 and therefore 
induce collineations of 71. 
Let 
H= 1 (; A”) ;A= (; s ),u,bEGF(5’),u+O( 
and 
Here, H and K are subgroups of the translation complement and are of 
orders 5r(5r - 1) and (5” - l), respectively. Obviously, the group H fixes the 
lines L(co) and L(M(a, 0)) for all a E GF(5’). Let q be a fixed nonzero 
element of GF(5’) and L, = {L(M(u, q))lu E GF(5’)). The relation (3.3) 
implies that the group H is transitive on each set L, for q E GF(5’), q # 0. 
Similarly, using relations (3.2)--(3.5) we may conclude that the group 
G = (H, K) fixes the lines L(co) and L(M(0, 0)) and is transitive on the sets 
x= (L(M(a, O))IM(u, 0) Ed} and Y= (L(M(u, b))IM(u, b) E .4%1}. We 
now show that G is indeed the group of all collineations which fix the lines 
L(m) and L((M(O, 0)). 
LEMMA 3.1. If a collineution fixes the lines L(a), L(M(0, 0)), 
L(M( 1, 0)), and L(M(0, l)), then it is a scalar collineution. 
Proof Any collineation which fixes the lines L(a), L(M(0, 0)). 
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L(M(l,O)), and L(M(0, 1)) is of the form q= (i i), BE (X(2, 5’J 
satisfying: 
M(0, 1) B = BM(0, 1). (3.6) 
For each matrix ME g, there exists a matrix NE P such 
that B-‘MB = N. (3.7) 
Taking B = (z 2) and solving the simultaneous equations obtained from 
(3.6) we get the general form of B as B = (;b .,“,,) for all a, b E GF(5’). 
From these possible matrices B, we have to choose those nonsingular 
matrices which satisfy the condition (3.7). Let B = (i i). Taking 
M= M(O,2) E %Y in (3.7) we find that N = (j :) @ %Y. This shows that 
(i i) is not a collineation if B = (ij). Suppose B = ( & 1 jj6) and 
M(O,g) E A??, then BP’M(O,p) B = (t, i), where u = k(3bp--7 + 2bp + 
b2p + 4b2p-I), v = k(3b2p-3 +p + bp + 2bp-’ + 4b2p + b2p+), w = 
k(2p-3 + b2p + bp-‘), x = k(2pm3b + 3bp + 3p-’ + 4b’p + 4bp-‘), where 
k= (3b2 + 3b + 1))‘. If B-‘M(O,p) B E 3, then M(O,p) and B-‘M(O,p) B 
are matrices from 9 having the same characteristic polynomial. Therefore 
v =p. Simplifying the equation v=p we get bp-3(p’ + 4) 
((3 + b)p2 + 2b) = 0. This equation shows that for any b # 0, there are at 
most 4 values of p E GF(5’) such that B-‘M(O,p) B may be an element of 
A?. But A? contains 5” - 1 > 4 elements of the type M(O,p), if Y # 1. This 
shows that p does not induce a collineation if b # 0, Y # 1. If Y = 1, then 
bpp3(p2 + 4)((3 + b)p2 + 2b) = 0 yields solutions p = 1, 2, 3 and 4 only if 
b = 3 and therefore B = (ii). However, B-‘M(0, 2) B = (i:) 6? p, even 
though M(0, 2) E q. Thus, even in the case r = 1, v, does not induce a 
collineation. If b = 0, then v, is a scalar collineation. Thus we have proved 
that ( ;b a!3b) does not induce a collineation if b # 0 and a = 1. The other 
matrices are, merely scalar multiples of these matrices. Hence, only scalar 
collineations fix the lines L(m), L(M(0, 0)), L(M(1, 0)), and L(M(0, 1)). 
Thus the group of all collineations which fixes L(m), L(M(O,O)), 
L(M( 1, 0)), and L(M(0, 1)) is S. 
LEMMA 3.2. The collineation group H is the group of all collineations 
thatfixes the lines L(m), L(M(0, 0)), and L(M(1, 0)). 
Proof: Let H’ be the group of all collineations that fixes L(a), 
L(M(0, 0)), and L(M(1, 0)). Obviously, H’ consists of mappings of the form 
(i i), for some A E GL(2, 5’), satisfying the condition that A -‘MA E 9 
whenever M E 9. This implies that M and A -‘MA have the same charac- 
teristic polynomial whenever ME 9, and this implies that L., is invariant 
under H’, for any p E GF(5’), p # 0. We have already noted that H c H’ 
and H is transitive on L,. Therefore H’ acts transitively on L,, . Now taking 
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p = 1, using the transitivity of H’ on L, , we get a coset decomposition of H’ 
as 
where the union runs over all p E GF(5’) and xP is a collineation which fixes 
L(a), L(WO, O>>, and L(Wl, O>>, and maps L(M(0, 1)) onto L(M(p, l)), 
since S is the group of all collineations fixing L(W), L(M(0, 0)), L(M( 1, 0)), 
and L(M(0, 1)). It may be noted that xP can be selected from H. This shows 
that H’ = (S, H); but S c H. Therefore H’ = H. 
THEOREM 3.3. The group G of all collineations that fixes L(W) and 
L(M(O,O)) is (H, K) and it is of order 5’(5’ - 1)‘. 
ProoJ Any collineation that fixes L(a) and L(M(0, 0)) is of the form 
a= ({ i), where A, B E GL(2, 5’) and B = M(a, 0)A for some 
a E GF(5’), a f 0, satisfying the condition that the mapping ~1: N + 
A - ‘NAM(a, 0) is a one-to-one from F onto F. Obviously, if N E .d’, then 
A-‘NAM(a, 0) E ,&: this implies that X is invariant under G. But K c G 
acts transitively on X. Then, G is therefore transitive on X. The subgroup H 
fixes L(m), L(M(0, 0)), and L(M(1, 0)). Therefore a coset decomposition of 
G by H may be given as 
G=() Hx,, 
where the union runs over all a E GF(5’), a # 0 and x, is a collineation 
fixing L(W), L(M(0, 0)) and mapping L(M( 1,0)) onto L((M(a, 0)). Here, x, 
may be taken from K. Therefore G = (H, K) and obviously it is of order 
5’(5’ - 1)‘. Hence the theorem. 
It is shown in the rest of this article that if r # 1, then G is the translation 
complement of 71 and it divides the distinguished points into 4 orbits of 
lengths 1, 1, 5’- 1, and 5” - 5’. 
We now give a simple and useful necessary condition for the existence of a 
certain type of collineation in a translation plane. 
LEMMA 3.4. Let %Y’ be a (n - l)-spread set defined over GF(q), where 
q =p”, p a prime, p > 2, and s is a natural number. Let rc’ be a translation 
plane associated with 0’. Further suppose that %?” satisfies the condition 
that: 
IfME g’, then --ME g’. (3.8) 
Then : 
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(1) If there exists a collineation which fixes L(a) and moves 
L(M(0, 0)) onto L(N) or moves L(N) onto L(W) and L(a) otito L((M(O,O)), 
where L(N) # L(M(0, 0)), then M + NE ‘Z’, for all ME 5Y’. 
(2) rf there exists a collineation which fixes L(M(0, 0)) and moves 
L(c0) onto L(N) or moves L(N) onto L(M(0, 0)) and L(M(0, 0)) onto L(W), 
where L(N) #L(W), then (M-’ + N-l)-’ E 59’ for all ME SY’, 
M # M(O, 0). 
ProoJ: Suppose p is a collineation which fixes L(co) and moves 
L(M(0, 0)) onto L(N). Further suppose that /I moves L(M(1, 0)) onto L(P) 
for some P E %?‘. Obviously, P # N. Then p is of the form 
where A E GL(n, q) satisfying the condition that for each L E %’ there exists 
ME C?Y’ such that: 
(M-N)(P-lv)-’ =K’LA. (3.9) 
Let M, L E 5Y’ and satisfy (3.9). Then by condition (3.8) the matrix 
-L E @‘. Let Q E %Y’ be the matrix satisfying: 
(Q-N)(P-N)-’ =A-‘(-L)A. (3.10) 
Adding (3.9) and (3.10) and simplifying we get that -A4 + 2N= Q E %“. 
We may state this as: 
IfMEg’, then -M+2NEg’. (3.11) 
Since -M + 2N E %?’ implies that M - 2N E V’. Thus we get the condition: 
MEs7’ implies M - 2N E g’. (3.12) 
Repeatedly applying (3.12) and noting that -2 is a generator of the additive 
group of GF(p) we get the condition: 
MESF’ implies M + NE 57’. (3.13) 
Suppose y is a collineation which sends the line L(N) onto L(a), L(a) 
onto L(M(O,O) and L(M(O,O)) onto L(P) for some PE B’, then 
y = ( -kla “,‘) for some A E GL(n, q), satisfying the condition that for each 
matrix L E @‘, L. # M(0, 0) there exists a matrix ME @’ such that: 
(I-MN-‘)=A(PL-‘)A-‘. (3.14) 
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If L E @‘, then -L E V’, and from (3.14) we get that there exists a matrix 
Q E %?’ such that: 
(I- QN-‘)=AP(-L-‘)A-‘. (3.15) 
Adding (3.14) and (3.15) and simplifying we get that -M $ 2N= Q E F’. 
Repeating the arguement as before, we complete the proof of the first part of 
the lemma. The second part of the lemma may be proved by considering the 
l-spread set F’-’ = {M-’ j M E g’, M # M(0, 0)} U {M(O, 0)). 
LEMMA 3.5. If Y f 1, then no collineation of 71 interchanges the lines 
L(m) and L(M(0, 0)). 
Proof. If 0 is a collineation interchanging the lines L(m) and 
L(M(O,O)), then it is of the form u = (,” t), for some A, B E GL(2, 5’) 
satisfying the condition that for each M E 97 and M # M(0, 0), there exists a 
matrix N CZ P such that: 
A-‘M-‘B = N. (3.16) 
Taking M = M(a-‘, 0), a E GF(5’): a # 0 in (3.16) we get that 
A-‘BM(a, 0) E’Z. This is possible only if A-‘B E ~2. Therefore (3.16) 
becomes A -‘MAM(b, 0) = N. From the form of (T, we may conclude that the 
set X of lines is invariant under the group of all collineations which 
interchange L(m) and L(M(0, 0)), and therefore Y is invariant under the 
same group. The group G fixes L(cQ) and L(M(0, 0)) and is transitive on Y. 
Suppose u maps L(M(0, 1)) onto L(N) for some NE 2. There exists a 
collineation rj E G which sends the line L(N) onto the line L(M(0, 1)). Then 
ay is a collineation which interchanges L(m) and L(M(0, 0)) and fixes 
L(M(0, 1)). Therefore, without any loss of generality we may suppose that u 
interchanges L(m) and L(M(0, 0)) and fixes L(M(0, 1)). Then matrix A 
must satisfy the condition that A-‘M(0, l)AM(b, 0) = M(0, 1). This is 
possible only if b = 3. From this, we get that A -‘(ii) A = M(0, 1). Taking 
A = (: i), a, b, c, d E GF(5’) and solving the simultaneous equations 
obtained from (ii) A = AM(0, l), we get the general form of A as 
A=( 3a$6 :U). Let A= (:A) and M=M(l, l)EP?, then A-‘[M(l, l)]-’ 
AM(3,O) = ($ @ %?. This shows that u is not a collineation if A = (ii). 
Suppose A = ( 3+‘3b i ), where b E GF(5’). Let M = M(0, 4). The matrix 
3 [M(O, q)] - ’ has AZ + 2qk + 3q2 as its characteristic polynomial, since 
M(0, q) has A2 + 2q-‘I. + 3q-* as its characteristic polynomial. If 
A-‘3[M(O,q)]-‘AE9, then Ap13[M(0,q)]-‘A=M(p,q-‘) for some 
p E GF(5’), in view of the definition of matrices in 9. Simple compu- 
tation gives A-‘3[M(O, q)]-‘A = (‘;), where u = (2bq + 2b2q-’ + 4q”) 
(2b* + 2b +4)-l. Equating u to 4-l we get q4 = 1. This shows that the 
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mapping r~ works for only 4 matrices M(0, q) for q = 1, 2, 3, and 4. Since 
r # 1, there are more than 4 matrices of the type M(0, q) E ,A?. This implies 
that u cannot be a collineation of 71 if A = ( 3:36 i ) for all b E GF(5’). Thus, 
r~ is not a collineation if a = 0, b = 1, or a = 1 and b E GF(5’), rf 1 in 
A=( 3a T 36 ,“, ). The remaining mappings obtained from the other values of a 
and b are merely the scalar multiples of the mappings already considered 
and therefore do not induce collineations of z Hence the lemma is proved. 
LEMMA 3.6. Let r# 1. Then: 
(i) No collineation of TC fixes one of the lines L( co) and L(M(0, 0)), 
and moves the other. 
(ii) No collineation of 71 moves one of the lines L(a) and L(M(0, 0)) 
onto the other. 
Proof: Let M be a matrix from 9, which has the trace 3a, a # 0. Such a 
matrix certainly exists in %F. Let N = M(a, 0) E &‘, then M + N # M(0, 0) 
and has trace 0, and therefore does not belong to g. Similarly, we take 
ME 9 such that M-’ has trade 3bK’ and N=M(b, 0). Then 
M-’ t N-’ # M(0, 0) and has trace 0, and therefore, (M-’ + N-l)-’ also 
has trace 0 and consequently (M-’ + N-r)-’ & g. The lemma now follows 
from Lemmas 3.4 and 3.5. 
THEOREM 3.7. Every collineation of zfixes lines L(o3) and L(M(0, 0)), 
ifrf 1. 
ProoJ By Lemma 3.6, any collineation must fix both the lines L(w) and 
L(M(O,O)) or move both the lines onto two lines distinct from L(w) and 
L&V, 0)). 
Suppose one of the lines L(w) and L(M(0, 0)) is mapped onto a line in X 
and the other onto a line in Y by a collineation 6. There exists a collineation 
v E H which fixes a line in X and moves every line in Y. Then 6$’ fixes 
one of the lines L(a) and L(M(0, 0)) an moves the other, a contradiction. d 
Suppose L(m) and L(M(0, 0)) are both mapped onto lines in X or in Y. 
Transitivity of G on X and Y ensures the existence of a collineation which 
sends L(M(O,O)) onto L(a), a contradiction. Thus every collineation of 71 
fixes L(w) and L(M(0, 0)), if r # 1. 
Collecting the results in Theorems 3.3 and 3.7, we get 
THEOREM 3.8. If r # 1, then G is the translation complement and it 
divides the set of distinguished points into 4 orbits of lengths 1, 1, 5’ - 1, 
and 52’ - 5’. Further, it is of order 5’(5’ - 1)‘. 
We now show that the plane n of order 52’, r + I is distinct from any 
other known planes. Hering and Walker’s planes have two orbits of 
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distinguished points [6, p. 2091, the flag transitive planes have only one orbit 
and a generalized Andre plane of order 5” (which includes the Hall planes) 
has a collineation of order (5’ + 1). The plane 71 of order 5 2r, r # 1 has four 
orbits and does not posses a collineation of order 5” + 1. This makes it 
distinct from all the known planes of order 5”. 
In the case, r = 1, we find that the translation complement of n contains 
collineations which map the lines L(co) and L(M(0, 0)) onto lines in X, thus 
inducing two orbits of length 6 and 20 and it is of order 480. Even in this 
case the plane 7c is distinct from the planes of Hering and Hall. The details 
will appear elsewhere [5]. 
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