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ABSTRACT
Soil moisture is a key component of water balance models. Physically, it is a nonlinear function of parameters
that are not easily measured spatially, such as soil texture and soil type. Thus, several studies have been
conducted on the estimation of soil moisture using remotely sensed data and data mining techniques such as
artificial neural networks (ANNs) and support vector machines (SVMs). However, all models developed based
on these techniques are limited to site-specific applications where they are trained and their parameters are
tuned. Moreover, since the system of non-linear equations produced by and conducted in the machine learning
process are not accessible to researchers, each application of these machine learning approaches must repeat these
training steps for any new study area. The fact that the results of this machine learning, black box approach
cannot be easily transferred to different locations for extraction of soil moisture estimates is frustrating, and
it can lead to inaccurate comparisons between methods or model performance. To overcome the Black-box
issue, this study employed a powerful technique called genetic programming (GP), which is a combination of an
evolutionary algorithm and artificial intelligence, to simulate soil moisture at different levels using high-resolution,
multispectral imagery acquired with an unmanned aerial vehicle (UAV). The output of this approach is either
a linear or nonlinear empirical equation that can be used by others. The performance of GP was compared
with ANN and SVM modeling results. Several sets of high-resolution aerial imagery captured by the Utah State
University AggieAir UAV system over two experimental pasture sites located in northern and southern Utah were
used for this soil moisture estimation approach. The inputs used to train these models include the reflectance for
the visible, near-infrared (NIR), and thermal bands. The results show (1) the performance of GP versus ANN
and SVM and (2) the master equation provided by GP, which can be used in other locations and applications.
Keywords: Soil moisture, Machine learning, High-resolution imagery, Support vector machine, Neural network,
Genetic programming, AggieAir, UAV
1. INTRODUCTION
Soil moisture is recognized as a key state variable that affects hydrological responses by controlling infiltration,
runoff, and percolation (Ali et al. 20151), and it has a variety of applications in drought, flood, and irrigation
management (Srivastava et al. 20132). Sometimes soil moisture is called “memory of precipitation” in meteo-
rological processes or “memory of irrigation” in agricultural studies since it is a variable immediately affected
by precipitation and irrigation. In agriculture, accurate estimation of soil water content can help with irrigation
scheduling and yield prediction (Gill et al. 20063). However, producing a soil moisture map using in-situ mea-
surements is a challenging task due to the large spatial and temporal variability. Hence, various empirically and
physically-based models have been used to simulate, predict, or downscale soil moisture using remotely-sensed
data.
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Gill et al. (20063) applied a support vector machine (SVM) and an artificial neural network (ANN) to
predict ground soil moisture on the Little Washita River Experimental Watershed using soil moisture sensors
and meteorological data. Results showed that SVM could simulate soil moisture data up to 89% accuracy in
terms of correlation coefficient, while ANN’s accuracy was up to 74%. Wu et al. (20074) applied SVM and
ANN to predict timeseries of soil water content in the Purple Hilly region. The analysis of timeseries generated
by SVM and ANN showed that SVM predictions performed better than the ANN model. Liu et al. (20085)
combined SVM and ANN and presented a novel hybrid model for soil water content prediction. In this hybrid
model, ANN was responsible for classifying input space into different feature clusters for SVM, which is then
used as the main regression model. The proposed model showed improved performance compared to individual
SVM and ANN models. Liu et al. (20106) introduced a coupled data assimilation model to predict soil water
content at different soil layers by merging SVM and the ensemble Kalman filter (EnKF). They found that EnKf
can significantly improve the performance of SVM (up to 15% in terms of The correlation coefficient). Zaman et
al. (20127) used remotely sensed optical and thermal data to train SVM and a relevant vector machine (RVM)
for topsoil moisture estimations. Pasolli et al. (20118) presented an experimental analysis to show the capability
of SVM in soil moisture content estimation using remotely-sensed data at field scale. The analysis of the results
confirmed the effectiveness of SVM for soil moisture estimation problems. Morellos et al. (20169) evaluated four
different regression models to predict soil moisture content by means of a portable VIS-NIR spectrophotometer.
The models evaluated were principal component regression, partial least squares regression, least squares-support
vector machines (LS-SVM) and Cubist, with LS-SVM outperforming the other three methods. Hassan-Esfahani
et al. (201510) evaluated the performance of ANN on surface soil moisture estimates using high-resolution imagery
captured by AggieAir UAVs. Several vegetation indices, along with visual spectrum (RGB bands), near-infrared,
infrared and thermal bands, were used as ANN input variables. Fifty soil moisture samples collected in the field
were considered for training and testing the ANN model. In terms of R2, ANN accuracy was reported at 77%.
As evidenced in the review, traditional regression models are not able to model soil water content because
it is a nonlinear function with several parameters that are not easily measured in the field. Thus, research
is mostly focused on evaluation of machine learning models that are developed for both linear and nonlinear
problems. Additionally, they can simply handle many inputs by adjusting the weighting vectors assigned for
each of the inputs. Machine learning models have been a priority, but producing soil water content at the spatial
scale requires spatial remotely-sensed input datasets. However, most studies have focused on the application of
network-based machine learning models (e.g., SVM and ANN) for soil moisture prediction, and the performance
of evolutionary-based models such genetic programming (GP) is still untouched. One of the disadvantages of
network-based methods is that the trained network is not transferable, particularly between two platforms or
two programming languages. In addition, studies in which soil moisture content is simulated or predicted using
UAV high-resolution imagery are mostly limited to one flight due to flight costs. In these studies, the variation
of soil moisture is too low, and machine learning performances is valid solely for a specific small range of soil
moisture variation.
To overcome this limitation and show the performance of an evolutionary-based model, GP, which is a
combination of an optimization algorithm and artificial intelligence, is employed in this study to simulate soil
moisture using several high-resolution multi-spectral UAV imagery capture by the Utah State University AggieAir
UAV system over two experimental pasture sites located in northern and southern Utah. The training inputs
were reflectance for the visible, near-infrared (NIR), and thermal bands, and the output of the models was the
soil moisture measured by accurate sensors at three different soil depths (near surface, medium, and deep layers).
The results show the performance of GP versus ANN and SVM models for soil water content simulation.
2. METHODS AND MATERIALS
2.1 Study Areas
To evaluate the performance of three different machine learning techniques (SVM, ANN, and GP) on simulation of
soil water content at three different soil layers using UAV imagery, two different Utah State University experiment
pasture sitesin northern and southern Utah are considered as the study area (Fig 1). The pasture sites contained
primarily tall fescue. The field experiments included 20 50 x 20 m plots, with 4 replications of 5 irrigation levels.
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Figure 1. Two USU field experiment pasture sites located in northern (close to Lewiston city) and southern (close to
Panguitch city) Utah. Red dots and yellow shape files are showing the location of soil moisture sensors along with their
1-m buffer, respectively.
Fig 1 shows the study areas along with the locations of Acclima TDR-315L soil moisture sensors installed in
the experimental field. The TDR-315L is a true waveform digitizing Time Domain Reflectometer that estimates
soil permittivity and water content from the propagation time of an electromagnetic impulse conveyed along
its waveguide. It has an ultra-fast rise time step function generator, a waveform digitizer (200 GSPS) and a
picosecond-resolution time base (5ps). Since it is a true time domain device, its readings are not impacted by
soil electrical conductivity and compaction. It uses the standard SDI-12 interface and is compatible with all data
recorders that are version 1.3 compliant. Red dots indicate soil moisture sensors and yellow shape files show a
1-m buffer around each sensor. The mean values of each multi-spectral band from UAV imagery for each buffer
are extracted using a Python script. These values are considered as the input matrix into the machine learning
methods.
Five sets of high-resolution imagery were acquired over the experimental fields (Table 1) using UAVs developed
by the AggieAir team at USU. All of the images have 5 bands: Red, Green, Blue, near-infrared (NIR), and
Thermal, but the last one has a virtual Red-Edge band as well. Also, the point cloud of each image was provided
by the AggieAir team. The elevation of the first two flights was 400 m above the ground, and the images were
captured using a fixed wing UAV (Fig 2). The elevation of the last three flights was 120 m, and the images
were captured using a multi-rotor vertical take-off and landing (VTOL) UAV (Fig 2). For all flights, LAI was
measured with a LAI-2200C sensor, elevation of ground control points was collected using high-accuracy real-
time kinematic (RTK) GPS. Image resolution was 0.1 m for the first and second flights and 0.02 m for the last
three flights.
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Table 1. Date, times, locations, UAV elevations, and the bands’ name of AggieAir multispectral UAV imagery
Date Flight Time Location UAV elevation (agl) meters Bands
20170618 12:07-12:40 Lewiston 400 RGBNIR Thermal
20170822 10:20-10:41 Lewiston 400 RGBNIR Thermal
20171017 10:33-10:45 Lewiston 120 RGBNIR Thermal
20180814 13:26-13:36 Lewiston 120 RGBNIR Thermal
20180912 11:17-11:22 Panguitch 120 RGBNIR Red Edge Thermal
Figure 2. (a) Lewiston flights with a fixed-wing AggieAir UAV, (b) Lewiston flights with a VTOL AggieAir UAV, and (c)
Panguitch flight with a VTOL AggieAir UAV
2.2 Methods
In this section, the theory of SVM, ANN, and GP as used to simulate soil moisture at different soil layers is
described briefly.
2.2.1 Support Vector Machine: SVM
Vapnik (199511) presented a new machine learning method called support vector machine (SVM) for classification,
regression, and clustering analysis. Since the regression version of the SVM model is used in this study, the
support vector regression (SVR) model is described. In a linear-fitted problem, SVR, tries to fit Eq. (1) over
training datasets.
y = f(x) = wT × x+ b , (1)
in which, y = a vector of output, f(x) = a linear regression function of input vectors, w = weighting vector, x
= vector of input variables, T = the transpose sign, and b = bias. In Eq. (1), output and inputs are known
based on the training datasets separated from entire datasets. Therefore, the goal is to find w vector and b by
minimizing an error function. Vapnik (199812) presented Eq. (2) as an objective function and named it the
epsilon intensive (e-intensive) function.
|y − f(x)|=
{
0 if |y − f(x))|≤ κ
|y − f(x))|−κ = ξ otherwise
}
, (2)
in which, κ = permitted error threshold so that an error less than κ is zero and an error greater than κ is actual
absolute error minus permitted error (ξ). Therefore, the e-intensive function is an absolute error function that is
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intensive to a range of bias. This range is defined by users based on a κ threshold. The magnitude of κ depends
on the magnitude of output and the object of the study. For instance, it cannot be 1 km when the maximum
of output value is 10 m. In addition to the e-intensive function, Vapnik (199812) added a regularization term
( 12 ||w||
2) to avoid over-fitting (Aboutalebi, 201813) and a penalty coefficient (C) to adjust the weight of the






subject to |yi − f(xi))| − κ < ξi.
(3)
Although SVM was first presented for linear regression problems, it can be used for non-linear problems by
means of a non-linear kernel function (K(x, xi)). Kernel functions are developed to transfer inputs in a space
where inputs are linearly related to outputs. Radial Basis Function (RBF) and logarithm functions are popular
kernel functions used in most machine learning methods. Therefore, Eq. (1) can change to Eq. (4) if outputs
are non-linearly modeled with a vector of inputs.
y = f(x) = wT ×K(x, xi) + b. (4)
The regression form of SVM has three parameters that need to be defined by users before executing: κ, C,
and kernel function parameter (such as γ in RBF). Most researchers use a trial-error approach to tune SVR
parameters. In complex problems, specifically when there are a high number of possible input parameters,
the speed of SVR decreases significantly. Several approaches to decrease the size of the input matrix can help
overcome this issue. For instance, Aboutalebi et al. (201514) coupled SVM with an evolutionary optimization
algorithm called a non-dominated sorting genetic algorithm (NSGAII) to automatically tune SVR parameters
and to add an input selection feature. The superiority of SVR-NSGAII compared to the original SVR form
has been demonstrated in several case such as hydrograph routing (Ref.15), water quality monitoring (Ref.16),
pollution in a river-reservoir system (Ref.17). However, since the input matrix to simulate soil moisture content is
set to multi-spectral imagery band values, and having a fair comparison between SVR and ANN, the traditional
form of SVR is employed in the current study.
2.2.2 Artificial Neural Network: ANN
ANN is a machine learning method that, similar to SVM, relates inputs to output using a linear function (Eq. 1),
and by substituting kernel functions in Eq. 1, ANN can be used as a nonlinear regression model (Eq. 4). However,
two major differences exist between SVM and ANN. The first is related to the objective function defined for
ANN. As opposed to SVM and its specific objective function (e-intensive function), the ANN objective function
is defined by users. RMSE, R2, and absolute error are popular objective functions considered in ANN to find
weighting vectors (w) and bias (b). The second difference is related to the network structure of ANN versus
SVM. In SVM, only one middle layer (usually called the hidden layer) with one neuron exist. In contrast, the
number of hidden layers along with their neurons in ANN is a user-defined parameter (Fig 3). Increasing the
number of hidden layers and neurons leads to increasing computation time and network complexity. Despite
recommendations for the number of hidden-layers and neurons, most ANNs have only one hidden layer, and the
number of neurons is defined by a trial and error process. In this study, an ANN with one hidden layer is used
to simulate soil moisture records in different layers of soil.
2.2.3 Genetic Programming: GP
Genetic Programming (GP) is a machine learning method inspired by the genetic algorithm (GA). In contrast
to ANN and SVM output, which is a trained network, the output of GP is a trained equation that researchers
can simply use. Similar to GA (Fig 4), GP uses a searching process to solve optimization problems. It starts
with many possible solutions in the form of chromosomes, in which each gen could be a function (sin, log, cos,
and exp), a operator (+,-, /), an input variable (x1,..,xn) or a number (1, 2, 3, ..., n).
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Figure 3. Schematic components of SVM (one hidden layer and one neuron) and ANN (one hidden layer and 3 neurons)
Figure 4. A graphical visualization of the various stages of GA
In iteration 1, chromosomes are generated by a random initial solution. Then an objective function (e.g.
RMSE) for each chromosome is calculated based on the output of chromosomes and training datasets. These
chromosomes are sorted for the next iterations. In subsequent iterations, chromosomes must be updated. Each
chromosome can be modified in each iteration of the search process using cross-over and mutation functions.
Cross-over is responsible for interpolation between two chromosomes, and mutation is designed for extrapolation.
In each iteration, if the stopping criteria (e.g. number of iterations <1e6) is satisfied, GP will stop, and the
first among the sorted chromosomes, which is a fitted linear or nonlinear equation, is reported. Fig 5 shows the
evolving process for one chromosome after one iteration using mutation and cross-over functions.
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Figure 5. A graphical visualization of the various stages of GP
3. RESULTS AND DISCUSSION
3.1 Soil Moisture Records
As shown in Fig 1, Acclima TDR-315L (true waveform digitizing Time Domain Reflectometer) soil moisture
sensors are installed at 10 locations in each pasture site. These sensors provide hourly soil moisture content
(% by volume) at three different soil depths: 15 cm, 45 cm, and 76 cm. A timeseries of soil moisture content
recorded by one of these sensors in the Lewiston field area is shown in Fig 6.
Figure 6. A timeseries of soil moisture content at three different soil depths recorded by sensor 252 in the Lewiston pasture
site
At the UAV flight time (Table 1), we found no missing/outlier record except one that is removed from the
entire dataset. Therefore, at each flight time, the values for soil moisture at the different soil layers for each
sensor is extracted and considered as an output matrix in the machine learning techniques.
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3.2 Evaluation of soil water content versus each band of UAV imagery
Fig 7 allows us to assess possible correlations between soil water content from installed sensors and the mean
values of each band from multi-spectral UAV imagery (R, G, B, etc.) for each 1-m buffer.
Figure 7. Scatter plots showing the relationship between soil water content at different soil layers and each band of
AggieAir UAV imagery
As shown in Fig 7, soil moisture cannot be modeled with the information from one band. In terms of R2,
the strongest relationship in near surface, middle, and deepest layer are for thermal, Red, and NIR bands,
respectively. However, the maximum R2 is less than 40%, which is not enough to present a reliable model.
Increasing the soil layer depth increases the relationship between soil moisture and visible bands; however, the
correlation between soil moisture and the thermal band decreases in deeper soil layers. The low values reported
for R2 show that simple linear regression models cannot be useful for simulating or predicting soil water content
at different soil layers. Therefore, machine learning methods, which are able to find a linear and non-linear
function between several inputs and an outputs, are employed to overcome the issues related to low R2 values.
It should be mentioned that the red edge information is removed from the analysis due to insufficient red edge
values and soil moisture records (9 records only in the last flight).
3.3 The performance of SVM, ANN, and GP in simulation of soil moisture records
In this study, original versions of SVM and ANN that are built-in models in MATLAB software are used
to estimate soil water content with information from multi-spectral AggieAir UAV imagery. To assess the
performance of GP, we use Eureqa software (Ref.18 and Ref.19) and execute GP with the same inputs for ANN
and SVM. 70% of the records are randomly selected for training machine learning models and 30% are considered
for testing the models. SVM and ANN are executed using default parameters in MATLAB’s built-in function.
For GP, in addition to constant, addition, subtraction, multiplication, and division, sin, cos, power, exponential,
and square root function are considered in formula building-blocks. Fig 8 shows the simulated soil moisture from
SVM, ANN, and GP versus the observed ones.
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Figure 8. Scatter plots showing the simulated soil water content from machine learning methods versus that observed
from soil moisture sensors
As shown in Fig 8, GP outperformed ANN and SVM in estimation of soil moisture in all soil layers except
the middle layer. At the middle soil depth, the performance of ANN and GP is similar. In the deepest soil layer,
GP performed very well compared to ANN and SVM, and the agreement of both GP and SVM with observed
records increases in deeper soil layers. In terms of R2, GP, ANN, and SVM can estimate soil water content on
average at the different soil layers with 74%, 66%, and 55%, respectively, which shows the superiority of GP
over ANN and SVM. According to the results and due to the low accuracy of SVM in terms of R2 in the surface
layer, employing SVM to produce surface soil moisture at the spatial scale is not recommended. For the middle
layer, although the accuracy of GP is higher than ANN when considering R2, the uncertainty of ANN results
appears to be lower than for GP. For the deepest layer, the GP performance (R2=82%) is significantly higher
than ANN (R2=66%) and SVM (R2=64%).
As discussed, the trained ANN and SVM networks are not transferable in a practical mode, which prevents
reproducible results. However, GP provides a master equation that can be easily transferable among researchers.
The GP master equations for the current study are shown in Eq. (5) – Eq. (7).
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SM1 = 1390.5544 ∗G+ 84.7259 ∗N + 0.9102 ∗ Thermal + 889.1360/Thermal
+94546.6195 ∗B2 − 114.8553− 57592.6512 ∗G ∗B − 78026.9360 ∗N ∗B2
(5)
SM2 = 16.3772 + 38.9839 ∗N − 0.7653 ∗N ∗ Thermal − 3.4282 ∗ sin(202210.9482 ∗N)
−6.0288 ∗ sin(sin(5.8336 + 212321.8258 ∗N)− 9.5490 ∗B ∗ Thermal)
(6)
SM3 = 38.0639 + 1388.4115 ∗B ∗N +−0.0570 ∗ sin(634.0062 ∗G+ 3.4110 ∗N)/(R ∗N)
−29.9377 ∗N − 253.0933 ∗G− 4.7097 ∗ sin(2744257.0988 ∗B)
(7)
in which, SM1, SM2, and SM3 are soil water content at 15 cm, 45 cm and 76 cm below the surface soil layer.
although the empirical equations found by GP are complex, they can be easily evaluated in different case studies
using a simple spread sheet.
4. CONCLUSION
In this study, the performance of three different machine learning methods (GP, ANN, and SVM) for estimating
soil moisture at different soil layers using AggieAir UAV multi-spectral imagery is presented. We found that,
among five UAV imagery bands, the NIR and thermal bands were more correlated to soil moisture content. With
increasing soil depth, the performance of machine learning technique increases, particularly the GP and SVM
accuracy. The performance of GP and ANN were similar at surface and middle soil depths. The agreement
between SVM and observed results was very low in the surface soil layer. The accuracy of GP at 76 cm below
the soil surface layer was significantly higher than ANN and SVM. In addition to superiority of GP compared
to ANN and SVM in terms of R2, the output of GP is a transferable equation that can be used and tested by
researchers in different case studies.
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