Since the invention of space-time coding numerous algebraic methods have been applied in code design. In particular algebraic number theory and central simple algebras have been on the forefront of the research.
I. INTRODUCTION
The performance of a lattice code in the Gaussian channel can be reduced to the considerations of Hermite constant and kissing number. In principle capacity results can be used to derive information of achievable Hermite constants and kissing numbers. However, for a given lattice in C n , with a given n, these results can not be expected to give, for example, tight bounds for Hermite constants. This is due to the asymptotic nature of the classical ergodic capacity results. Performance of codes with relatively small length is strictly bounded away from capacity.
In the case of fading channels the situation is considerably different. In particular, codes with limited length can achieve the diversity-multiplexing tradeoff bounds. Therefore there is hope that results considering DMT can be transformed into non-trivial mathematical statements considering lattice codes with limited length.
In this paper we are giving some examples how the information theoretic DMT-bounds can be turned into statements of spread of determinants in matrix lattices and how these mass formulas can then be used to analyze unit groups of orders of Q(i)-central division algebras. The results considering unit groups are not new or the best possible. For the state of the art we refer the reader to the recent and highly non-trivial methods used to analyze arithmetic groups in [7] and [6] . In particular these articles provide methods to give a better version of Proposition 4.6.
II. BASIC DEFINITIONS
Let us now consider a slow fading channel where we have n t transmit and n r receiving antennas and where the decoding delay is T time units. The channel equation can be now written as
is the channel matrix whose entries are independent identically distributed (i.i.d.) zero-mean complex circular Gaussian random variables with the variance 1, and N ∈ M nr×T (C) is the noise matrix whose entries are i.i.d. zero-mean complex circular Gaussian random variables with the variance 1. Here X ∈ M nt×T (C) is the transmitted codeword and SN R presents the signal to noise ratio. In order to shorten the notation we denote SN R with ρ. Let us suppose we have coding scheme where for each value of ρ we have a code C(ρ) having |C(ρ)| matrices in M n×T (C). The rate R(ρ) is then log (|C(ρ))|/T . Let us suppose that the scheme fulfills the constraint
We then have the following definition from [3] . Definition 2.1: The scheme is said to achieve spatial multiplexing gain r and diversity gain d if the data rate lim ρ→∞ R(ρ) log(ρ) = r and the average error probability lim ρ→∞ log(P e (ρ)) log(ρ) = −d.
The optimal tradeoff curve d * (r) is achieved by the piecewise-linear function connecting (r, d * (r)), r = 0, . . . , min(n, m), where d * (r) = (m − r)(n − r), and where r is the multiplexing gain.
Let us now consider a coding scheme based on a kdimensional lattice L inside M n×T (C) where for a given positive real number R the finite code is
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The following lemma is a well known result from basic lattice theory.
Lemma 2.2: Let L be a k-dimensional lattice in M n×T (C) and
where c is some real constant and |f (R)| ∈ o(R (k−1/2) ).
In particular it follows that we can choose real numbers K 1 and K 2 so that
If we then consider a coding scheme where the finite codes are sets
we will get a correct number of codewords for each ρ level and the sets C L (ρ rT /k ) clearly do fulfill the average energy constraints (1) expected in the DMT-analysis (note that here we have not yet added the √ ρ needed in the channel equation.
Here and in the following we simply forget the term 1 nt in the channel equation as it is irrelevant in DMT calculations.
If we have that | det(X)| ≥ b, for all nonzero X ∈ L and for some constant b, we say that the lattice L has non-vanishing determinant (NVD) property [5] .
III. DIVERSITY AND MULTIPLEXING GAIN TRADE-OFF AND UPPER AND LOWER BOUNDS FOR DETERMINANT SUMS OVER MATRIX LATTICES
Let us suppose that we have a k-dimensional lattice L ⊆ M n (C). The finite codes attached to the spherical coding scheme are then C L (ρ rn/k ) = ρ −rn/k L(ρ rn/k ).
In the following and in the rest of the paper we always suppose that we do not include determinant of the zero matrix to the sum.
Let us now suppose that we have n r receiving antennas. By considering the error probability of transmitting an arbitrary codeword X ∈ C L (ρ rn/k ) and using the union bound together with PEP based determinant inequality [2] , we get the following bound for average error probability for code C L (ρ rn/k )
where we have used the knowledge of the lattice structure of the code L. In order to take into account that we are considering differences between codewords we also took the sum over a ball with double radius. We now have
and we can see that the deciding factor here is the sum term on right.
To simplify the situation, we will be considering sums
Le us now suppose that we have a k-dimensional NVDlattice L in M n (C). Let us first give some easy upper and lower bounds for the asymptotic behavior of the sums
Minkowski inequality gives us that
We then have that
The right side of this equality is now essentially the beginning of the Epstein's zeta-function of the lattice L. The asymptotic behavior of this function is well known and we therefore have
On the other hand, let us now consider the worst case and suppose that |det(X) = 1| for all nonzero X ∈ L (remember we are working with NVD-lattices). In this case we have
where N is a constant independent of R and where the last inequality follows from (2) .
We can now conclude that
Let us now consider the situation where L is a 2n 2dimensional lattice in M n (C).
In the following proposition we will use the Landau symbol O.
Proposition 3.1: Let us suppose that we have a 2n 2dimensional NVD-lattice L in M n (C) and that 2|n. We then have that
for any n r ≥ n and positive . Proof: Let us use the previously mentioned coding scheme for the lattice L. Just as previously, the union bound gives us that
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The optimal diversity-multiplexing gain given by Zheng and Tse, however, gives us that for integer values of r we have that P e . ≥ ρ −(n−r)(nr−r) .
(For dotted notation see [3] ). It follows that S L (2ρ r/2n ) can not be bounded by
for any positive , for integer values of r. We can now see that the maximum value of ρ −(r 2 −nr+ ) is achieved when r = n/2. We then have that
can not be bounded by any ρ n 2 /4− . When we set ρ 1/4 = R, we got that S L (R) can not be bounded with R n 2 − for any positive .
We can now see that the for 2n 2 -dimensional lattices there exists arbitrarily large values of R such that S L (R) ≥ R n 2 − , for any . The most interesting thing here is that no matter how large n r we choose this result is valid. We also see that in some sense the behavior of the sum is almost the worst possible.
IV. SOME RESULTS ON THE UNIT GROUP OF AN ORDER IN
Let us suppose that we have a degree n cyclic extension E/Q(i) with Galoi's group G(E/Q(i)) =< σ >.
We can now define a cyclic algebra
where u ∈ D is an auxiliary generating element subject to the relations xu = uσ(x) for all x ∈ E and u n = γ ∈ F * . Let us now suppose that D is a division algebra. We can consider D as a right vector space over E and every element a = x 0 +ux 1 +· · ·+u n−1 x n−1 ∈ D has the following representation as a matrix ψ(a) =
Definition 4.1: A Z-order Λ in D is a subring of D, having the same identity element as D, and such that Λ is a finitely generated module over Z and generates D as a linear space over Q.
A simple and easily describable order is the natural order
where O E is the ring of algebraic integers in E. This reveals that we can consider that the ring O E is a subring of the ring Λ nat , in particular from the form of the cyclic representation (4) we can see that ψ(O E ) is a sublattice of ψ(Λ) consisting of diagonal elements.
From our perspective the most important properties of these Z-orders are the following. If Λ is an Z-order in a division algebra D, then ψ(Λ) is 2n 2 -dimensional NVD lattice in M n (C), with |det(X)| ≥ 1, for all the nonzero elements X in ψ(Λ).
The unit group Λ * of an order Λ consists of elements x ∈ Λ such that there exists an y ∈ Λ, such that xy = 1. We refer to the unit group of an order Λ by Λ * .
The unit group O * E of the ring of algebraic integers O E is very well known and has simple structure. However, this is not the case for the group Λ * . In most cases it is extremely mystical [9] .
Lemma 4.1: The group O * E is a normal subgroup of a unit group Λ * of a any order Λ that includes O E .
where the last equality follows from the fact that Galois group operates bijectively on the unit group O * E . As all the elements of D are linear combinations of these elements we can see that O * E is indeed a normal group inside Λ * . Due to the normality of the group O * E , we can for example consider the number of elements [Λ * : O * E ] in the factor group Λ * /O * E . In this section we are using the simple results concerning sums of matrix lattices derived from DMT and we will prove that
The main idea of our proof is to compare the number of elements of ψ(Λ * ) ⊂ M n (C) and ψ(O * E ) ⊂ M n (C) inside a hypersphere of radius R. We will see that ψ(O * E ) is not "dense" enough to be a subgroup of finite index in ψ(Λ * ).
B. Density of units in O *

E
Let us suppose that we have an index n division algebra D = (E/Q(i), σ, γ). As previously described in (4) if we now restrict the mapping ψ to the elements of O E , we get an
The ring of algebraic integers O E has a Z-basis W = {w 1 , . . . , w 2n } and therefore
is a 2n-dimensional lattice of matrices in M n (C). For each nonzero element a ∈ O K , we have that |det(ψ(a))| ≥ 1.
The unit group O * E of the ring O E consists of such elements u ∈ O E , that |det(ψ(u))| = 1.
The following lemma is an elementary corollary from well known results. We will skip the proof. We then have that
This result proves that the units inside O E are not particularly dense in the lattice ψ(O E ). If we consider the lattice ψ(O E ) we have that ψ(O E ) ∩ B(R) has roughly R 2n elements. The same hypersphere B(R) on the other hand has only roughly log(R) n−1 units.
C. Density of the group Λ *
In this section the main main result is Proposition 4.6, but we need first some results and concepts. Let us suppose that we have an index n Q(i)-central division algebra D and that Λ is an order in D. The (left) zeta-function [8] of the order Λ is
where s > 1 and I Λ is the set of left ideals of Λ. The fact that we need from this function is that it is indeed a converging series [10] .
The result that will connect this sum to our matrix lattice considerations is the following
Lemma 4.3: [4] Let us suppose that A and B are invertible matrices in M n (C) and that a 1 ≥ · · · ≥ a n are the eigenvalues of AA † and b 1 ≤ · · · ≤ b n are the eigenvalues of BB † . We then have that
Lemma 4.4: Let us suppose that we have a Q(i)-central division algebra D with index n and that Λ is an order inside D. If x ∈ Λ, where ||ψ(x)|| F ≤ R, is a non-zero element we have that
Proof: Let us suppose that the eigenvalues of ψ(x)ψ(x) † are λ 1 , . . . , λ n . The condition ||ψ(x)|| F ≤ R then gives us that λ i ≤ R 2 ∀i. We also have that |λ 1 | · · · |λ n | ≥ 1. It now follows that
Let us now suppose that u is such a unit that ||ψ(ux)|| F = ||ψ(u)ψ(x)|| F ≤ R and let u 1 ≥ · · · ≥ u n be the eigenvalues of ψ(u)ψ(u) † . According to Lemma 4.3 we then have that
Combining equation (6) and ||ψ(u)ψ(x)|| F ≤ R now gives us that ||ψ(u)|| F ≤ R n . Proposition 4.5: Let us suppose that we have a Q(i)-central index n division algebra D and that Λ is a Z-order in D. We then have
where M is independent of R.
Proof: The sum ||ψ(a)|| F ≤R,a∈Λ 1 |det(ψ(a))| 2nnr can be written as
where X is some collection of elements x i ∈ Λ, ||ψ(x i )|| F ≤ R, such that each generate a separate ideal. The numbers A i present the number of elements inside B(R) each generating the same ideal x i Λ. We then see that
is a part of the zeta-function of the order Λ at point n r ≥ 2. Therefore it is always bounded by some constant M independent of R.
From the ideal theory of orders we have that if Λx k = Λx k , then x k and x k must differ by a unit. Therefore we can now apply Lemma 4.4 that gives us that for all A i we have A i ≤ |ψ(Λ * ) ∩ B(R n )|. It follows that
where M is a constant independent of R.
Let us now combine this result with Proposition 3.1. Proposition 4.6: Let us suppose that Λ is an order in an index n = 2m Q(i)-central division algebra D. We then have that
for any . Proof: We have that ψ(Λ) is a 2n 2 -dimensional lattice in M n (C). According to Proposition 3.1 we therefore have that
for any positive . On the other hand Proposition 4.5 gives us that
for some constant independent of R. It then follows that
This simply means that we can find arbitrarily big R such that hypersphere B(R) with radius R in M n (C) has close to R n elements of ψ(Λ * ). On the other hand ψ(Λ) has approximately R 2n 2 elements inside the same hypersphere. While the number of units is small compared to the whole number of points of the lattice, it is still remarkably larger than in the case of number fields where it is in class (logR) n−1 .
D. A proof that [Λ * : O * E ] = ∞ In this section we are finally giving the proof for the claimed result. We now have the estimates for the number of elements in ψ(Λ * ) and ψ(O * E ) inside a hypersphere with radius R in M n (C). Now we only need some simple results before the finale.
Lemma 4.7: Let us suppose that X is a set of matrices in M n (C) and that A is an invertible matrix in M n (C). If f is such a function that where K is a constant independent of R. However, this is a contradiction against Proposition 4.6.
V. DISCUSSION
While the results considering unit groups are not new, the route we used is surprising. We began with the diversity multiplexing-gain bounds given by Zheng and Tse, which led to some simple results concerning determinantial sums over matrix lattices and to statement that a unit group of an order is quite "dense". The density result was then applied to derive algebraic results of this group.While some steps where technical the only deep step was taken first.
The lower bound for asymptotic error probability in the diversity-multiplexing gain tradeoff is coming from the outage probability of the Rayleigh faded multiple antenna channel. What is needed here is the capacity expression for a MIMO channel and the knowledge of the probability density function of singular values of some random matrices. The final statements of DMT are then gotten by cleverly choosing correct level of approximation that allows one to calculate needed probabilities, but which still gives us nontrivial information of the behavior of the error probabilities of codes in MIMO channel.
It appears as a lucky accident that we can derive totally algebraic statement from such probabilistic results. It is likely that there exists a more direct and probably more effective way to connect these two areas, but as now the connection appear as mystery.
