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Abstract: This paper derives a set of easy-to-use tools designed to simplify calculations with birdtrack op-
erators comprised of symmetrizers and antisymmetrizers. In particular, we present cancellation rules allowing
one to shorten the birdtrack expressions of operators, and propagation rules identifying the circumstances
under which it is possible to propagate symmetrizers past antisymmetrizers and vice versa. We exhibit the
power of these simplification rules by means of a short example in which we apply the tools derived in
this paper on a typical operator that can be encountered in the representation theory of SU(N) over the
product space V ⊗m. These rules form the basis for the construction of compact Hermitian Young projection
operators and their transition operators addressed in companion papers [1, 2].
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1 Introduction
In the 1970’s Penrose [3, 4] developed a graphical method of dealing with objects typically encountered in
the representation theory of semi-simple compact Lie groups, as is used in QFT. This new formalism was
subsequently applied in a collaboration with MacCallum [5]. It is clear from Penrose’s work that these
graphical tools found their inspiration in Feynman diagrams and thus allow visually intuitive calculations of
quantities in the QCD context, since SU(N) is the gauge group of QCD.
Penrose’s graphical formalism obtained a more modern treatment by Cvitanovic´ [6] in early part of the 21st
century. It is Cvitanovic´ who dubbed the diagrams birdtracks.
Birdtracks are gaining in their popularity as a computational tool for a modern treatment of group theory, in
particular the representation theory of semi-simple Lie groups, and their applications to QFT. There however
do not exist any practical tools that allow the easy manipulation of birdtracks in the literature. The authors
suspect that this is the reason why birdtracks are not yet as widely used as they ought to be. This paper
aims to narrow this gap by providing several easy-to-use rules that greatly simplify dealing with birdtrack
operators.
We will lay our focus on operators that are derived from Young projection operators [7], and the simplification
rules presented in this paper are thus best suited for such operators. The reason for this is the authors’ interest
in the applications of these tools in a QCD context where factorization invariably involves color singlet
projections of Wilson line correlators (see e.g. [8–11] for a varied set of fields with possible applications).
Since SU(N) is the gauge group of QCD, Young projection operators come into play through the theory of
invariants, which relates the irreducible representations of SU(N) over V ⊗n to the Young tableaux of size n,
see [12, 13] and other standard textbooks. However, the lack of Hermiticity of Young projection operators
disqualifies them from the application to QCD calculations [14].
Keppeler and Sjo¨dahl made a first step towards overcoming this problem in [15], where they present an
iterative algorithm to construct Hermitian versions of Young projection operators in the birdtrack formal-
ism. However, the KS-operators soon become unwieldy and thus impractical to work with in automated
calculations owing to computing time and memory resources necessary in their construction and application.
Using the simplification rules presented in this paper, the KS-operators can be simplified drastially; an
example of this is given in Figure 5.2.
This direct application, however, is not where these simplification rules exhaust their usefulness. Further
applications are presented in a list of companion papers:
1. In [1] we present an alternative construction algorithm for Hermitian Young projection operators, which
directly leads to significantly more compact and explicitly Hermitian expressions of the operators.
2. The simplification rules are a crucial prerequisite for an algorithm that allows us to construct transi-
tion operators between (Hermitian) Young projection operators corresponding to equivalent irreducible
representations of SU(N) [2] and an orthogonal basis for the algebra of invariants on V ⊗m.
3. This orthogonal basis can then be used to form a basis for the singlet states necessary to determine
all color neutral Wilson line correlators [14] which find direct applications in many branches of QCD.
First applications (in a context that can be covered with direct calculations) can be found in [8, 16].
In this paper, we present two classes of simplification rules, they form the foundation for all three companion
papers:
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1. rules that determine whether certain symmetrizers or antisymmetrizers can be cancelled from an oper-
ator (section 3), and
2. rules describing when it is possible to propagate sets of (anti-) symmetrizers through certain parts of
the operator (section 4).
Each result in these sections is accompanied by an example. In section 5, Fig. 5.2, we exhibit the applicability
of these rules.
Before we set out to describe the simplification rules, we need to lay the groundwork by summarizing the
conventions used in this paper in the following section.
2 Notation, conventions and known results
There exists a multitude of (sometimes contradicting) nomenclature and conventions in the literature with
regards to Young tableaux, birdtracks, and related objects. This section serves to clarify the conventions
used in this paper, as well as to collect a list of previously known results that are needed for this paper.
2.1 Tableaux
Consider an arrangement of m boxes filled with unique integers between 1 and k (for k ≥ m) for example,
1 10 3
6 5 4
7
9 2 8
. (1)
In this paper, we will refer to such a construct as a semi-standard irregular tableau. In particular, the term
“semi-standard” will refer to the requirement that each number appears at most once within a tableau. A
special case of such a tableau is a Young tableau, in which we require k = m and the boxes to be top-aligned
and left-aligned, as well as the numbers in the boxes to increase within each row from left to right and within
each column from top to bottom, see [13, 17, 18] and many other standard textbooks.1 For example
1 3 5 6
2 4 7
8
(2)
is a Young tableau of size 8. In this paper, we shall denote a Young tableau by an upper case Greek letter,
usually Θ or Φ, and a semi-standard irregular tableau by Θ˜ or Φ˜. Furthermore, we will denote the set of all
Young tableaux of size n by Yn.2 For example,
Y3 :=
 1 2 3 , 1 23 , 1 32 , 12
3
 . (3)
1In some references, the presently described tableau may also be referred to as a standard Young tableau, for example [17, 18].
2The size of the set Yn is finite for any integer n, as is shown in [19].
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For a particular Young tableau Θ ∈ Yn, we refer to Θ(m) ∈ Yn−m (for m < n) as the ancestor tableau of Θ m
generataions back if Θ(m) is obtained from Θ by removing the boxes n , n−1 . . . n−m from Θ. For example,
if
Θ :=
1 2 4 5
3 6 8
7 9
and Φ :=
1 2 4 5
3
, (4)
then Φ is the ancestor tableau of Θ four generations back and we write Φ = Θ(4).
In this paper, we will need another kind of tableau, namely the amputated tableau, as is described in the
following definition:
Definition 1 (Amputated Tableaux) Let Θ˜ be a tableau.3 Furthermore, let R be a particular row in Θ˜
and C be a particular column in Θ˜. Then, we form the column-amputated tableau of Θ˜ according to the
row R, ˜Θc [R], by removing all columns of Θ˜ which do not overlap with the row R. Similarly, we form the
row-amputated tableau of Θ˜ according to the column C, ˜Θr [C], by removing all rows of Θ˜ which do not
overlap with the column C.
It should be noted that if Θ˜ is semi-standard, then ˜Θc [R] and ˜Θr [C] will also be semi-standard. As an
example, consider the semi-standard irregular tableau
Θ˜ =
1 2 3 4
6 5
7 8
, (5)
where we have marked the row R := (1, 2, 3, 4) in yellow, and the column C := (3, 6)t in green. Then, the
column- and row-amputated tableaux according to R and C respectively are given by
˜Θc [R] =
1 2 3 4
6 5
7
,
where the column (8)t was removed since it does not have an overlap with the row R = (1, 2, 3, 4), (1, 2, 3, 4)∩
(8)t = ∅,4 and
˜Θr [C] = 1 2 3 4
6 5
,
where the row (7, 8) was removed from Θ˜, as it does not have an overlap with the column C = (3, 6)t,
(3, 6)t ∩ (7, 8) = ∅.
2.2 Birdtracks
As is clear by the title of this paper, we aim to provide simplification rules for birdtrack operators. In par-
ticular, this paper focuses on operators comprised of symmetrizers and antisymmetrizers. In this section, we
3We do not require Θ˜ to be a Young tableau for this definition, a more general kind of tableau (e.g. a semi-standard irregular
tableau) will suffice.
4Where we transferred the familiar set-notation to rows of tableaux.
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give a short overview of the birdtrack notation [6] and its correspondence to Young projection operators [13].
For a more extensive introduction to birdtracks, readers are referred to [6], which also serves as the main
resource for this section.
For each semi-standard tableau Θ˜ (be it irregular or Young), one may construct the corresponding sets of
symmetrizers SΘ˜ and antisymmetrizers AΘ˜
5 – this is in fact a generalization to the standard construction
principle of symmetrizers and antisymmetrizers corresponding to Young tableaux [6, 7, 13]. Each rowR of the
tableau will correspond to a symmetrizer over the numbers appearing in R, and each column C corresponds
to an antisymmetrizer over the numbers in C. For example, the symmetrizer over elements 1 and 2, S12,
corresponds to the tableau
1 2 . (6)
This symmetrizer S12 is given by
1
2 (id + (12)), where id is the identity and (12) denotes the transposition
swapping elements 1 and 2. For example, S12 acts on a tensor T
ab as
S12T
ab =
1
2
(
T ab + T ba
)
. (7)
Graphically, we denote the symmetrizer S12 =
1
2 (id + (12)) as
S12 =
1
2
(
+
)
. (8)
This operator is read from right to left,6 as it is viewed to act as a linear map from the space V ⊗V into itself.
In this paper, the elements of Sn (the permutation group of n objects) and linear combinations thereof will
always be interpreted as elements of Lin (V ⊗n) (the space of linear maps over V ⊗n). Following [6], we will
refer to the permutations of Sn as the primitive invariants (of SU(N) over V
⊗n), and thus denote the real
subalgebra of Lin (V ⊗n) that is spanned by these primitive invariants by API (SU(N), V ⊗n) ⊂ Lin (V ⊗n).
Following [6], we denote a symmetrizer over an index-set N , SN , by an empty (white) box over the index
lines in N . Thus, the symmetrizer S12 is denoted by . Similarly, an antisymmetrizer over an index-set
M, AM, is denoted by a filled (black) box over the appropriate index lines. For example,
A12 = corresponds to the tableau
1
2
, (9)
since antisymmetrizers correspond to columns of tableaux. It should be noted that (sets of) (anti-) sym-
metrizers are Hermitian with respect to the canonical scalar product on V ⊗m (inherited from V ), that is,
S†
Θ˜
= SΘ˜ and A
†
Θ˜
= AΘ˜ . (10)
This is easiest seen in the birdtrack formalism where Hermitian conjugation (with respect to the canonical
scalar product) of an operator A corresponds to flipping A about its vertical axis and reversing the arrows
(followed, in general by complex conjugation, which plays no role in the real algebra API (SU(N), V ⊗m) of
interest to us here) [6].
5If the tableau Θ˜ consists of m boxes filled with unique integers between 1 and k for k > m, we will draw an empty index
line for each integer ≤ k not appearing in the tableau Θ˜ in birdtrack notation.
6This is no longer strictly true for birdtracks representing primitive invariants of SU(N) over a mixed product V ⊗m⊗(V ∗)⊗n,
where V ∗ is the dual vector space of V . A more informative discussion on this is out of the scope of this paper; readers are
referred to [6].
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For each tableau Θ˜, one can then define an operator Y¯Θ˜ as the product of SΘ˜ and AΘ˜
Y¯Θ˜ := SΘ˜AΘ˜ ; (11)
this is in fact the generalization of Young operators [6, 7, 13] (c.f. eq. (13)) to semi-standard tableaux. As
an example, the operator corresponding to the tableau (5) is given by
Θ˜ =
1 2 3 4
6 5
7 8
−→ Y¯Θ˜ = . (12)
As already alluded to in the previous paragraph, Young projection operators are merely a special kind of
the operators discussed so far, namely that where Θ˜ = Θ is a Young tableau. One aspect that makes Young
projection operators special is that there exists a unique constant αΘ 6= 0 such that7
YΘ := αΘ · SΘAΘ︸ ︷︷ ︸
=Y¯Θ
(13)
is idempotent; the object YΘ is referred to as the Young projection operator corresponding to Θ. For an
operator Y¯Θ˜ corresponding to a semi-standard irregular tableau Θ˜, it is not necessarily true that a non-zero
constant c can be found that would yield YΘ˜ := c · Y¯Θ˜ idempotent.8 Therefore, we adapt the following
notation: Y¯Θ˜ shall denote the operator corresponding to a (semi-standard irregular or Young) tableau Θ˜
according to (11), while the symbol YΘ will refer to the unique Young projection operator corresponding to
Θ that is furnished with the appropriate constant αΘ yielding YΘ to be idempotent, c.f. eq. (13).
Let us now summarize the most important properties of Young projection operators [7, 13]:
1. Idempotency : The Young projection operator YΘ corresponding to a Young tableau Θ in Yn satisfies
YΘ · YΘ = YΘ for all n. (14a)
2. Orthogonality : If Θ and Φ are two Young tableaux in Yn, then the corresponding Young projection
operators YΘ and YΦ are mutually orthogonal as projectors,
YΘ · YΦ = δΘΦYΘ for n = 1, 2, 3, 4 , (14b)
and more generally (for all n) if Θ and Φ have different shapes.
3. Completeness: The Young projection operators corresponding to all Young tableaux in Yn sum up do
the identity operator on V ⊗n,∑
Θ∈Yn
PΘ = 1n for n = 1, 2, 3, 4 (14c)
but not beyond.
7αΘ is a combinatorial constant involving the Hook length of the tableau Θ [6, 17, 18].
8This is easiest seen by means of an example: It can be verified via direct calculation that the operator corresponding to
1 2 3
6 5
4
is not a projection operator.
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Generalizations of the Young projection operators that remove the restrictions on n on the latter two of
these three properties allow one to fully classify the irreducible representations of SU(N) over V ⊗n via Young
tableaux in Yn [6, 12, 20, 21]. All these generalization build on the generally valid idempotency property of
Young projectors, which will also be the only property we will rely on in this paper.
The Hermitian conjugate of a Young projection operator (13) is given by9
Y †Θ = (αΘ · SΘ AΘ)† = α†Θ ·A†Θ S†Θ = αΘ ·AΘ SΘ . (15)
In general, sets of symmetrizers and antisymmetrizers corresponding to a Young tableau do not commute,
[SΘ,AΘ] 6= 0 (16)
implying that Young projection operators are not Hermitian; the lack of Hermiticity of Young projection
operators and the implications thereof is discussed in [1].
As a last example, we construct the birdtrack Young projection operator corresponding to the following
Young tableau
Θ =
1 3 4
2 5
. (17)
Since YΘ must be comprised of symmetrizers corresponding to the rows of Θ and antisymmetrizers corre-
sponding to the columns of Θ, we find that
YΘ = 2︸︷︷︸
αΘ
·S134S25A12A35, (18)
where αΘ = 2 ensures the idempotency of YΘ. In birdtrack notation, this Young projection operator becomes
YΘ = 2︸︷︷︸
αΘ
· ︸ ︷︷ ︸
Y¯Θ
, (19)
where we have used the bar-notation introduced previously, c.f. eqs. (11) and (13). The benefit of the bar-
notation is that it allows one to ignore additional scalar factors: Let O be a birdtrack operator comprised of
symmetrizers and antisymmetrizers. Then, O¯ denotes the graphical part of O only, and we have that
ω · O¯ = O¯ but ω ·O 6= O (20)
for any non-zero scalar ω.
In expression (19) for YΘ we were able to draw the two symmetrizers underneath each other since they are
disjoint, and similarly for the two antisymmetrizers. In fact, the symmetrizers (resp. antisymmetrizers)
corresponding to a semi-standard tableau will always be disjoint, since each number can occur at most once
by the definition of semi-standard tableaux.
Any operator O ∈ Lin (V ⊗n) can be embedded into Lin (V ⊗m) for m > n in several ways, simply by letting
the embedding act as the identity on (m− n) of the factors; how to select these factors is a matter of what
one plans to achieve. The most useful convention for our purposes is to let O act on the first n factors and
9Using the fact that αΘ is a real constant, see [6, 17, 18] and other standard textbooks.
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operate with the identity on the remaining last (m − n) factors. We will call this the canonical embedding.
On the level of birdtracks, this amounts to letting the index lines of O coincide with the top n index lines of
Lin (V ⊗m), and the bottom (m− n) lines of the embedded operator constitute the identity birdtrack of size
(m− n). For example, the operator Y¯ 1 2
3
is canonically embedded into Lin
(
V ⊗5
)
as
↪→ . (21)
Furthermore, we will use the same symbol O for the operator as well for its embedded counterpart. Thus,
Y¯ 1 2
3
shall denote both the operator on the left as well as on the right hand side of the embedding (21).
Lastly, if a Hermitian projection operator A projects onto a subspace completely contained in the image
of a projection operator B, then we denote this as A ⊂ B, transferring the familiar notation of sets to the
associated projection operators. In particular, A ⊂ B if and only if
A ·B = B ·A = A (22)
for the following reason: If the subspaces obtained by consecutively applying the operators A and B in any
order is the same as that obtained by merely applying A, then the subspaces onto which A and B project
not only need to overlap (as otherwise A · B = B · A = 0), but the subspace corresponding to A must be
completely contained in the subspace of B - otherwise the last equality of (22) would not hold.
Hermiticity is crucial for these statements: since we have seen that sets of symmetrizers and anitsymmetrizers
individually are Hermitian, (22) does hold for such sets: a symmetrizer SN can be absorbed into a symmetrizer
SN ′ , as long as the index set N is a subset of N ′, and the same statement holds for antisymmetrizer [6]. For
example,
= = . (23)
Thus, by the above notation, SN ′ ⊂ SN , if N ⊂ N ′. Or, as in our example,
⊂ . (24)
In this sense, eq. (24) is a simplification rule in its own right, as it allows us to “cancel” (anti-) symmetrizers
that can be absorbed into longer (anti-) symmetrizers. In particular, (24) implies that the image of any (anti-)
symmetrizer is contained in the image of its ancestor (anti-) symmetrizers!10 This nested inclusion of ancestor
operators breaks down for the standard Young projection operators whenever they are not Hermitian [1], as
for example
4
3
·︸ ︷︷ ︸
Y 1 3
2
· ︸︷︷︸
Y 1
2
=
4
3
· = 4
3
· (25)
but
︸︷︷︸
Y 1
2
· 4
3
·︸ ︷︷ ︸
Y 1 3
2
=
4
3
· 6= 4
3
· , (26)
10Where we transfer the nomenclature of ancestor-tableaux to the corresponding (anti-) symmetrizers.
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which can be verified by direct calculation. On the other hand, the image of a Hermitian Young projection
operators is contained in the images of its ancestor Hermitian projectors [1].
The direction of the arrow on the index lines of the birdtrack encode whether the line acts on the vector
space V (arrow pointing from right to left) or its dual V ∗ (arrow pointing from left to right) [6]. In this
paper, we will only consider birdtracks acting on a space V ⊗m (never on the dual) and thus only encounter
birdtracks with arrows pointing from right to left. To reduce clutter, we will therefore suppress the arrows
and (for example) simply write
when we mean . (27)
We are now in a position to discuss the main result of this paper: We describe two classes of simplification
rules for birdtrack operators O comprised of symmetrizers and antisymmetrizers, namely
1. Cancellation rules: These describe a set of rules to cancel certain symmetrizers and antisymmetrizers
within an operator O. The usefulness of these rules is that they can make a long expression significantly
shorter, and thus more practical and less computationally expensive to work with. These rules are
described in section 3.
2. Propagation rules: These describe the circumstances under which it is possible to commute a particular
symmetrizer through a (set of) antisymmetrizer(s), and vice versa. These rules can be used to create
a situation in which the cancellation rules (see part 1) can be used, or to make certain features of a
particular operator O (for example its Hermiticity) explicit. These rules can be found in section 4.
These simplification rules come into their own when they are applied to birdtrack operators in group-theoretic
calculations. For examples, we extensively used these rules in our papers on a compact construction of
Hermitian Young projection operators [1] and transition operators [2]. A further example is given in section 5
(Fig. 5.2).
3 Cancellation rules
3.1 Cancellation of wedged Young projectors
We begin by presenting two main cancellation rules, Theorem 1 and Corollary 2. The benefit of these rules
is that they can be used to shorten the birdtrack-expressions of certain operators (sometimes inducing a
constant factor), and thus make the resulting expression more useful for practical calculations.
Theorem 1 (cancellation of wedged Young projectors) Consider an operator O consisting of an al-
ternating product of altogether four symmetrizers and anti-symmetrizers, with the middle pair being propor-
tional to a Young projection operator
O = AΦ1 SΘ AΘ SΦ2 = AΦ1 Y¯Θ SΦ2 (28)
such that SΘ ⊃ SΦ2 and AΘ ⊃ AΦ1 i.e. SΘSΦ2 = SΦ2 = SΦ2SΘ and AΘAΦ1 = AΦ1 = AΦ1AΘ (c.f.
eq. (22)). Then, we can drop Y¯Θ while acquiring a scalar factor 1/αΘ:
AΦ1 Y¯Θ SΦ2 =
1
αΘ
AΦ1 SΦ2 . (29)
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Corresponding cancellations apply if all symmetrizers are exchanged for antisymmetrizers and vice versa.
Using YΘ instead Y¯Θ removes the constant. The form presented here is that usually encountered in practical
calculations.
Before looking at a general proof for this statement, we will develop the strategy for it through an example.
To this end take O to be
O = ︸ ︷︷ ︸
AΦ1
︸︷︷︸
SΘ
︸ ︷︷ ︸
AΘ
︸ ︷︷ ︸
SΦ2
. (30)
The central sets of symmetrizers and antisymmetrizers correspond to the Young tableau
Θ =
1 2
3
, (31)
embedded into Lin
(
V ⊗5
)
. The inclusion criterion can be verified in multiple ways:
• Thinking in terms of image inclusions we note that SΘ ⊃ SΦ2 (since SΘ = {S12} ⊃ {S125} = SΦ2) and
and AΘ ⊃ AΦ1 (since AΘ = {A13} ⊃ {A13,A24} = AΦ1)
• Equivalently, in terms of birdtracks we see that
︸︷︷︸
SΘ
︸ ︷︷ ︸
SΦ2
= ︸ ︷︷ ︸
SΦ2
= ︸ ︷︷ ︸
SΦ2
︸︷︷︸
SΘ
and ︸ ︷︷ ︸
AΦ1
︸ ︷︷ ︸
AΘ
= ︸ ︷︷ ︸
AΦ1
= ︸ ︷︷ ︸
AΘ
︸ ︷︷ ︸
AΦ1
. (32)
Let us explore how the cancellation of eq. (29) comes about in example (30): First note that due to eq. (32)
we may rewrite O as
O = ︸ ︷︷ ︸
AΦ1
︸︷︷︸
SΘ
︸︷︷︸
AΘ
︸︷︷︸
SΦ2
eq.
====
(32)
=
( )
︸ ︷︷ ︸
Y¯ †Θ
( )
︸ ︷︷ ︸
Y¯ †Θ
.
AΦ1 → AΦ1AΘ SΦ2 → SΘSΦ2
(33)
Idempotency of YΘ implies Y¯
†
ΘY¯
†
Θ = 1/αΘY¯
†
Θ so that
O = 1αΘ ·
eq.
====
(32)
1
αΘ
· ︸︷︷︸
AΦ1
︸︷︷︸
SΦ2
.
AΦ1AΘ → AΦ1
SΘSΦ2 → SΦ2
(34)
The calculation exhibits a clear three step pattern that immediately furnishes the general proof:
1. Factor SΘ from SΦ2 and AΘ from AΦ1 to generate Y¯
†
ΘY¯
†
Θ (this is possible since SΘ ⊃ SΦ2 and AΘ ⊃ AΦ1
as required by the Theorem)
O = AΦ1 AΘ SΘ AΘ SΘ SΦ2 ,
AΦ1 → AΦ1AΘ SΦ2 → SΘSΦ2
Y¯ †Θ Y¯
†
Θ
(35)
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2. use idempotency of YΘ so simplify Y¯
†
ΘY¯
†
Θ = 1/αΘY¯
†
Θ
O = 1αΘ · AΦ1 AΘ SΘ SΦ2 ,
Y¯ †Θ
(36)
3. reabsorb SΘ into SΦ2 and AΘ into AΦ1
O = 1αΘ · AΦ1 AΘ SΘ SΦ2 = 1αΘ · AΦ1 SΦ2 .
AΦ1AΘ → AΦ1
SΘSΦ2 → SΦ2
(37)
In some applications one finds the ingredients of Theorem 1 embedded into chains of Young projectors [1, 15],
we thus explicitly formulate the following Corollary:
Corollary 1 (cancellation of wedged ancestor-operators) Consider two Young tableaux Θ and Φ such
that they have a common ancestor tableau Γ. Let YΘ, YΦ and YΓ be their respective Young projection operators,
all embedded in an algebra that encompasses all three. Then
YΘYΓYΦ = YΘYΦ . (38)
This Corollary immediately follows from Theorem 1 since the product YΘYΓYΦ will be of the form
YΘYΓYΦ = αΘαΓαΦ · SΘ AΘ SΓ AΓ SΦ︸ ︷︷ ︸
O
AΦ , (39)
where the marked factor constitutes O as defined in equation (28) in Theorem 1.
3.2 Cancellation of factors between bracketing sets
In this section, we present another cancellation Theorem that allows us to significantly shorten certain
operators. The results presented here follow immediately from a result given in [13, Lemma IV.5], which
we paraphrase here in Lemma 1. Before we can give [13]’s result, we need to define horizontal and vertical
permutations of a Young tableau:
Definition 2 (horizontal and vertical permutations) Let Θ˜ be a semi-standard (Young or irregular)
tableau such that n is the largest integer appearing in Θ˜. Then, hΘ˜ shall denote the subset of all permutations
in Sn that only operate within the rows of Θ˜; i.e. that do not swap numbers across rows. We call this the set
the horizontal permutations of Θ˜. Similarly, we define the set of vertical permutations of Θ˜, vΘ˜, to be the
subset of permutations in Sn that only operate within the columns of Θ˜, i.e. those that do not swap numbers
across columns.
By definition of semi-standard tableaux (which requires each integer to appear exactly once within the tableau
Θ˜), it is clear that
hΘ˜ ∩ vΘ˜ = {id} , (40)
where id is the identity permutation in Sn.
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For example, if
Θ =
1 3
2 5
4
, (41)
then
hΘ = {id, (13), (25), (13)(25)} (42)
and
vΘ = {id, (12), (14), (24), (124), (142), (35), (12)(35), (14)(35), (24)(35), (124)(35), (142)(35)} . (43)
With these definitions we can restate Lemma IV.5 of [13]:
Lemma 1 (Tung’s Lemma IV.5) Let Θ ∈ Yn be a Young tableau and let ρ be a (linear combination of)
permutation(s) in Sn. If ρ satisfies
hΘρvΘ = sign(vΘ)ρ (44)
for all hΘ ∈ hΘ and for all vΘ ∈ vΘ, then ρ is proportional to the Young projection operator corresponding
to Θ,
ρ = λ · YΘ. (45)
Furthermore, if we write ρ as a sum of permutations,
ρ =
∑
σ∈Sn
aσσ, (46)
where the aσ are constants, then λ is proportional to the coefficient of the identity in the series expansion of
ρ,
λ =
HΘ
bO
aid , (47)
where HΘ denotes the hook length of Θ [17, 18] and bO is the product of (length of (anti-) symmetrizer)! for
all symmetrizers and antisymmetrizers in O [6].
The last statement is not included in the original version shown in [13], but follows from the proof presented
there.
It should be noted that in [13], symmetrizers and antisymmetrizers are not normalized: for example, we
define S12 :=
1
2 (id+(12)) while [13] defines S12 := id+(12). Thus, the constant bO arises in our statement of
the Lemma 1, but is not present in [13]. Furthermore, [13]’s statement of this Lemma compares the algebra
element ρ with the irreducible symmetrizer eΘ, which differs from YΘ by the constant HΘ, (keeping in mind
the different normalizations of symmetrizers and antisymmetrizers used in this paper and in [13]). This leads
to the constant HΘ in our rendition of the Lemma.
Lemma 1 immediately gives rise to the following special case:
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Corollary 2 (Cancellation of parts of the operator) Let Θ ∈ Yn be a Young tableau and M an element
of the algebra of primitive invariants ∈ API (SU(N), V ⊗n). Then, there exists a (possibly vanishing) constant
λ such that
O := SΘ M AΘ = λ · YΘ . (48)
If furthermore the operator O is non-zero, then λ 6= 0.
Imagine that M is exclusively constructed as a product of symmetrizers and antisymmetrizers as will be the
case in our applications. Then Θ ∈ Yn and M ∈ API (SU(N), V ⊗n) ensures that AΘ is (in birdtrack parlance)
the longest set of antisymmetrizers in O, and SΘ is the longest set of symmetrizers in O. This is illustrated
by the following example:
O := ︸ ︷︷ ︸
SΘ
︸ ︷︷ ︸
M
︸ ︷︷ ︸
AΘ
where Θ :=
1 2 5
3 4
. (49)
This observation is a key element in recognizing where eq. (48) is applicable.
Proof of Corollary 2: From the definition of horizontal and vertical permutations (Definition 2) it is clear
that
hΘSΘ = SΘ for all hΘ ∈ hΘ
AΘvΘ = sign(vΘ)AΘ for all vΘ ∈ vΘ ,
where sign(ρ) denotes the signature of the permutation ρ.11 Since O := SΘ M AΘ (eq. (48)), it immediately
follows that, for all hΘ ∈ hΘ and all vΘ ∈ vΘ
hΘO = vΘ SΘ M AΘ
SΘ
OvΘ = SΘ M AΘ vΘ
sign(vΘ)AΘ
= SΘ M AΘ = sign(vΘ) SΘ M AΘ
= O = sign(vΘ)O .
More compactly, these conditions become
hΘOvΘ = sign(vΘ)O for all hΘ ∈ hΘ and vΘ ∈ vΘ. (50)
However, according to Lemma 1 [13, Lemma IV.5], relation (50) holds if and only if O is proportional to the
Young projection operator YΘ; that is, there exists a constant λ such that
O = λ · YΘ . (51)
From this, it follows immediately that λ 6= 0 if and only if O 6= 0, thus establishing our claim.
One of the main cases of interest is a situation where the structure of O (and thus M) is such that we know
from the outset that it is nonzero. One such condition is that none of the antisymmetrizers contained in O
may exceed the length N – if this occurs we refer to it as a dimensional zero. We will re-visit this scenario
at the end of this section.
Two further conditions ensuring O 6= 0 are presented below, conditions 1 and 2 (condition 3 is a combination
of conditions 1 and 2). We do not claim that the conditions given in this section represent an exhaustive list
of cases yielding O 6= 0, but rather that these cases occur most commonly in practical examples, [1, 2].
11sign(ρ) is ±1 depending on whether ρ decomposes into an even or odd number of transpositions. Tung in [13] means the
same when he writes (−1)sign(ρ).
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Condition 1 (inclusion of (anti-) symmetrizers) Let O be of the form (48), O = SΘ M AΘ, and M be
given by
M = AΦ1 SΦ2 AΦ3 SΦ4 · · · AΦk−1 SΦk , (52)
such that AΦi ⊃ AΘ for every i ∈ {1, 3, . . . k − 1} and SΦj ⊃ SΘ for every j ∈ {2, 4, . . . k}. Then O is a
non-zero element of API (SU(N), V ⊗n) ⊂ Lin (V ⊗n).
Proof: The operator O = SΘ M AΘ with M given in (52) is defined to be a product of alternating sym-
metrizers and antisymmetrizers. In particular, the outermost sets of symmetrizers and antisymmetrizers, SΘ
and AΘ respectively, correspond to a Young tableau Θ. By the definition of Young tableaux, this implies that
each symmetrizer in SΘ has at most one common leg with each antisymmetrizer in AΘ (this is the underlying
reason why Y¯Θ = SΘAΘ 6= 0). Furthermore, since SΦj ⊃ SΘ for every j ∈ {2, 4, . . . k} and AΦi ⊃ AΘ for
every i ∈ {1, 3, . . . k − 1}, the same applies for every other (not necessarily neighbouring) pair SΞi and AΞj
occurring in O. This guarantees that the operator O as defined in (52) is non-zero.
As an example of condition 1 consider the operator
O = ︸ ︷︷ ︸
SΘ
︸ ︷︷ ︸
AΦ1
︸︷︷︸
SΦ2
︸ ︷︷ ︸
AΘ
. (53)
In O, the sets SΘ and AΘ correspond to the Young tableau
Θ :=
1 2 5
3 4
. (54)
The inclusion conditions are AΦ1 = {A13} ⊃ {A13,A24} = AΘ and SΦ2 = {S12,S34} ⊃ {S125,S34} = SΘ.12
Then, according to Corollary 2, we may cancel the wedged sets AΦ1 and SΦ2 at the cost of a non-zero
constant κ,
Q = κ · ︸ ︷︷ ︸
SΘ
︸ ︷︷ ︸
AΘ
= κ · Y¯Θ . (55)
The simplication is noteable and nontrivial. It is useful in all situations where the end result is simple enough
and we have an external criterion to constrain the product of any of the unknown proportionality factors κ
acquired in the possible repeated application of Corollary 2.
A second way of constructing non-zero operators is by relating symmetrizers and antisymmetrizers of different
Young tableaux with a permutation. To this end, we require the following definition.
Definition 3 (tableau permutation) Consider two Young tableaux Θ,Φ ∈ Yn with the same shape. Then,
Φ can be obtained from Θ by permuting the numbers of Θ; clearly, the permutation needed to obtain Φ from
Θ is unique. Denote this permutation by ρΘΦ,
Θ = ρΘΦ(Φ) ⇐⇒ Φ = ρ−1ΘΦ(Θ) = ρΦΘ(Θ) . (56)
12In this particular case, one can even notice that the set AΦ2 corresponds to the ancestor tableau Θ(2) and the set SΦ3
corresponds to the ancestor tableau Θ(1) of Θ. Hence, Q can be written as Q = SΘAΘ(2)SΘ(1)AΘ.
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To construct ρΘΦ explicitly, write the Young tableau Θ and Φ next to each other such that Θ is to the left of
Φ and then connect the boxes in the corresponding position of the two diagrams, such as
Θ→ ← Φ. (57)
Write two columns of numbers from 1 to n next to each other in descending order; the left column represents
the entries of Θ and the right column represents the entries of Φ. Connect the entries in the left and the
right column in correspondence to (57). The resulting tangle of lines is the birdtrack corresponding to ρΘΦ
and thus determines the permutation.
As an example, the permutation ρΘΦ between the tableaux
Θ =
1 2
3
and Φ =
1 3
2
(58)
is given by
Θ→ 1 2
3
1 3
2
← Φ =⇒ ρΘΦ = . (59)
Let Θ and Φ be two Young tableaux of the same shape and construct the permutation ρΘΦ. Furthermore,
consider a general operator KΘ comprised of sets of (anti-) symmetrizers which can be absorbed into SΘ and
AΘ respectively, and let HΦ be an operator comprised of sets of (anti-) symmetrizers which can be absorbed
into SΦ and AΦ respectively. Except for isolated examples, the product KΘ · HΦ vanishes.13 However, it
turns out that
HΦ · ρ−1ΘΦ︸︷︷︸
ρΦΘ
KΘρΘΦ 6= 0 for all Θ,Φ ∈ Yn for all n . (60)
To better understand this, we accompany the general argument with an example: Consider the Young
tableaux
Θ =
1 3 5
2 4
6
and Φ =
1 2 6
3 5
4
. (61)
The permutation ρΘΦ as defined in Definition 3 is given by
ρΘΦ = . (62)
For a general Young tableau Ψ ∈ Yn, we denote the irregular tableau that is obtained from Ψ by deleting
the boxes with entries a1 up to am (m ≤ n) by Ψ \ {a1, . . . am}. Even though Ψ \ {a1, . . . am} is not a
13This is true since the product of (most!) Young projection operators corresponding to different Young tableaux of the same
shape in Yn vanishes [13, 20].
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Young tableau in general, it remains semi-standard. Thus, the (anti-) symmetrizers in the sets SΨ\{a1,...am}
and AΨ\{a1,...am} are disjoint and the sets themselves individually remain Hermitian projection operators.
These sets can further be absorbed into SΨ and AΨ respectively since SΨ\{a1,...am} is merely the set of
symmetrizers SΨ with the legs a1 up to am deleted, and similarly for AΨ\{a1,...am}. Thus, they satisfy the
absorbtion relations
SΨ\{a1,...am}SΨ = SΨ = SΨSΨ\{a1,...am} and AΨ\{a1,...am}AΨ = AΨ = AΨAΨ\{a1,...am} , (63)
this is easiest seen via the birdtracks corresponding to the semi-standard irregular tableau Ψ \ {a1, . . . am}.
A quick look at our example elucidates how equation (63) comes about in general: In (61), we may remove
boxes from Θ at will – consider for example
Θ Θ Θ︷ ︸︸ ︷
1 3 5
2 4
6
︷ ︸︸ ︷
1 3 5
2 4
6
︷ ︸︸ ︷
1 3 5
2 4
6
1 5
2 4︸ ︷︷ ︸
1 3
2︸ ︷︷ ︸
1 3 5
4
6︸ ︷︷ ︸
. (64)
Θ \ {3, 6} Θ \ {4, 5, 6} Θ \ {2}
It is clear from this list that only some of the resulting tableaux will be Young tableaux, most will not. Using
the tableaux (64), we construct an operator KΘ consisting of (anti-) symmetrizers which can be absorbed
into SΘ and AΘ,
KΘ := SΘ\{3,6}AΘ\{2}SΘAΘSΘ\{2}AΘ\{3,6}SΘ\{4,5,6}
= . (65)
Conjugating the operator KΘ by the permutation ρΘΦ yields
︸︷︷︸
ρΦΘ
︸ ︷︷ ︸
KΘ
︸︷︷︸
ρΘΦ
; (66)
Each of the sets of (anti-) symmetrizers in (66) corresponds to one of the tableaux
Φ Φ Φ︷ ︸︸ ︷
1 2 6
3 5
4
︷ ︸︸ ︷
1 2 6
3 5
4
︷ ︸︸ ︷
1 2 6
3 5
4
1 6
3 5︸ ︷︷ ︸
1 2
3︸ ︷︷ ︸
1 2 6
5
4︸ ︷︷ ︸
. (67)
Φ \ {2, 4} Φ \ {4, 5, 6} Φ \ {3}
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The tableaux in (67) are obtained by superimposing the tableaux in (64) on Φ in a cookie cutter fashion.
By construction, all the SΦ\{b1,...bm} (resp. AΦ\{b1,...bm}) can be absorbed into SΦ (resp. AΦ), as claimed in
eq. (63).
The pattern is completely general and in no way restricted to the particular example used to demonstrate it.
Let us summarize:
Condition 2 (relating (anti-) symmetrizers across tableaux) Let O be of the form O = SΘ M AΘ,
eq. (48). Let Θ,Φ ∈ Yn be two Young tableaux with the same shape and construct the permutation ρΘΦ
between the two tableaux according to Definition 3. Furthermore, let DΘ be a product of symmetrizers and
antisymmetrizers, each of which can be absorbed into SΘ and AΘ respectively. If M is of the form
M = ρΦΘDΘ ρΘΦ , (68)
then the operator O is non-zero.
It immediately follows that a combination of conditions 1 and 2 also renders the operator O non-zero:
Condition 3 (combining conditions 1 and 2) Let O be an operator of the form O = SΘ M AΘ and let
M be given by
M = M (1) M (2) · · ·M (l), (69)
such that for each M (i) either condition 1 or 2 holds; this implies that each (anti-) symmetrizer in M can be
absorbed into SΘ or AΘ respectively. Then O is nonzero.
Dimensional zeroes: Let us conclude this section with a short discussion on how the operator O becomes
dimensionally zero. Since in either of the three conditions presented in this section all sets of antisymmetrizers
in M can be absorbed into AΘ,
AjAΘ = AΘ = AΘAj , (70)
for every Aj in M , it follows immediately that the antisymmetrizer in O that contains the most legs (i.e. the
“longest” antisymmetrizer in O) must be part of the set AΘ, as otherwise eq. (70) could not hold. Thus, O is
not dimensionally zero if AΘ is not dimensionally zero. Furthermore, since YΘ ∝ SΘAΘ, it suffices to require
that N is large enough for the Young projection operator YΘ to be non-zero to ensure that the operator O
in any of the conditions 1–3 is not dimensionally zero. Thus, in cancelling parts of the operator O (to give it
the structural form of YΘ), one does not remove any indication of it being dimensionally zero: dimensional
zeroes of O occur exactly when YΘ is zero.
The cancellation rules given in this section are of enormous practical use as they allow us to shorten birdtrack
operators, often significantly so. In particular, we use Corollary 2 in the construction of compact Hermitian
Young projection operators [1] and the construction of transition operators [2].
4 Propagation rules
In this section, we will present propagation rules that allow us to propagate certain symmetrizers through sets
of antisymmetrizers, and vice versa. These rules are particularly useful to make the Hermiticity of certain
birdtrack operators visually explicit. We demonstrate their effectiveness in [1] and with a specific example in
our conclusions, see Fig. 5.2.
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The structure of our proof of these propagation rules has been strongly inspired by an example presented
in the Appendix of Keppeler and Sjo¨dahl’s (KS) paper on Hermitian Young projection operators [15]. In
this example, KS clearly realized that symmetrizers sometimes can be propagated through sets of antisym-
metrizers, and vice versa, by “swapping” appropriate sets of antisymmetrizers around; however, the general
conditions under which this is possible were not identified by KS, and a proof is also not present in [15].
Theorem 2 (propagation of (anti-) symmetrizers) Let Θ be a Young tableau and O be a birdtrack op-
erator of the form
O = SΘ AΘ SΘ\R, (71)
in which the symmtrizer set SΘ\R arises from SΘ by removing precisely one symmetrizer SR. By definition
SR corresponds to a row R in Θ such that
SΘ = SΘ\RSR = SRSΘ\R . (72)
If the column-amputated tableau of Θ according to the row R,  Θc [R], is rectangular, then the symmetrizer
SR may be propagated through the set AΘ from the left to the right, yielding
O = SΘ AΘ SΘ\R = SΘ\R AΘ SΘ , (73)
which implies that O is Hermitian.14 We may think of this procedure as moving the missing symmetrizer SR
through the intervening antisymmetrizer set AΘ. Eq. (72) immediately allows us to augment this statement
to
SΘ AΘ SΘ\R = SΘ\R AΘ SΘ = SΘ AΘ SΘ . (74)
If the roles of symmetrizers and antisymmetrizers are exchanged, we need to verify that the row-amputated
tableau  Θr [C] with respect to a column C is rectangular to guarantee that
AΘ SΘ AΘ\C = AΘ\C SΘ AΘ = AΘ SΘ AΘ . (75)
This amounts to moving the missing antisymmetrizer AC through the intervening symmetrizer set SΘ.
To clarify the statement of the Propagation-Theorem 2, consider for example the operator O
O :=
︸︷︷︸
SΘ
︸ ︷︷ ︸
AΘ
︸︷︷︸
SΘ\R
, (76)
where the Young tableau Θ is
Θ =
1 2 3
4 5
6 7
. (77)
The operator (76) meets the conditions laid out in Theorem 2: The sets SΘ and SΘ\R differ only by one
symmetrizer, namely SR = S67, which corresponds to the row (6, 7) of the tableau Θ. Indeed, we find that
the amputated tableau Θc [(6, 7)] is rectangular,
 Θc [(6, 7)] =
1 2
4 5
6 7
, (78)
14Recall the Hermiticity of (sets of) (anti-) symmetrizers, eq. (10).
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where we have highlighted the row corresponding to the symmetrizer S67 in blue. We therefore may commute
the symmetrizer S67 from the left of O to the right in accordance with the Propagation-Theorem 2,
O := = . (79)
Furthermore, if we factor the symmetrizer S67 out of the set SΘ (i.e. if we write SΘ = S67SΘ) before
commuting it through, we obtain
O := =
Thm. 2
===== = . (80)
We thus kept S67 on both sides of the operator, making the Hermiticity of O explicit.
Having understood the statement of the Propagation-Theorem 2, we will foreshadow the strategy of the proof
(which is given in section 4.1). Consider the operator
P := , (81)
which satisfies all conditions posed in the Propagation-Theorem 2. It thus immediately follows from the
Theorem that
= = . (82)
We would however like to show how this comes about explicitly, thus alluding to the strategy used in the
proof of Theorem 2. In particular, we will use a trick originally used by Keppeler and Sjo¨dahl in the appendix
of [15].
We begin by factoring a transposition out of each symmetrizer on the left; this will not alter the operator P
in any way since
= = . (83)
We thus have that
1
P = = , (84)
2
where we have marked the top and bottom antisymmetrizer in P as 1 and 2 respectively. It is important
to notice that these two antisymmetrizers would be indistinguishable if it weren’t for the labelling. We may
thus exchange them (paying close attention to which line enters and exits which antisymmetrizer), without
changing the operator P,
1 2
1 ↔ 2
======= . (85)
2 1
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We have thus effectively commuted the transpositions marked in red through the set of antisymmetrizers
from the left to the right. We may now absorb the transposition on top into the right symmetrizer,
= . (86)
We therefore showed that
P = = . (87)
It now remains to add up the two different expressions of P found in (87), and multiply this sum by a factor
1/2,
1
2
(
+
)
︸ ︷︷ ︸
= = P
=
1
2
(
+
)
. (88)
However, since
1
2
(
+
)
= , (89)
equation (88) simply becomes
P = . (90)
Performing the above process in reverse then yields
P = = = , (91)
as desired. That this strategy can be applied to the operator (76) can be seen via factoring out a symmetrizer
of length 2 from each symmetrizer,
O = = .
=: O˜
factor factor
(92)
The part marked O˜ in (92) can now be dealt with exactly as in the previous example, allowing one to commute
the symmetrizer S67 from the left to the right. It remains to reabsorb the extra symmetrizers to obtain the
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desired result (80),
O = = = .
absorb absorb
(93)
In particular, the ability to factor out an operator O˜ within O is encoded in the requirement that the
amputated tableau Θc [R] be rectangular, as is discussed in section 4.1.3.
More generally, if Θ = Θ˜ is a semi-standard irregular tableau, then the following set of conditions on the
amputated tableau will determine whether certain symmetrizers can be propagated through antisymmetrizers
and vice versa:
Theorem 3 (generalized propagation rules) A form of the Propagation-Theorem 2 holds also if Θ = Θ˜
is a semi-standard irregular tableau:
SΘ˜ AΘ˜ SΘ˜\R = SΘ˜\R AΘ˜ SΘ˜ = SΘ˜ AΘ˜ SΘ˜ (94)
if all rows in ˜Θc [R] have equal lengths and
AΘ˜ SΘ˜ AΘ˜\C = AΘ˜\C SΘ˜ AΘ˜ = AΘ˜ SΘ˜ AΘ˜ (95)
if all columns in ˜Θr [C] have equal lengths.
Requiring the amputated tableaux to have rows (resp. columns) of equal lengths rather than them being
rectangular allows for the fact that ˜Θ (for Θ˜ being a semi-standard irregular tableau) may contain disjoint
pieces – this cannot happen for Young tableaux.15
The proof of Theorem 2 only has to be altered in minor ways to become a proof of the generalized Propagation-
Theorem 3. These alterations are given in section 4.2.
As an example of Theorem 3, consider the semi-standard irregular tableau
Θ˜ =
1 2 3 4
7 5 6
8 9
with corresponding operator Y¯Θ˜ = , (96)
cf. eq. (12). Θ˜ is neither a Young tableau nor does it uniquely specify Y¯Θ˜ as we could swap 3 and 4 around
and still obtain an appropriate tableau for Y¯Θ˜. Let us now consider the operator
O =
︸︷︷︸
SΘ˜
︸ ︷︷ ︸
AΘ˜︸ ︷︷ ︸
Y¯Θ˜
︸︷︷︸
SΘ˜\R
, (97)
15It should be noted that missing boxes within a row/column reduce its length, for example the first row of the tableau
1 2 3
4 5
has length 3 but the second row only has length 2, thus corresponding to symmetrizers of length 3 and 2 respectively.
21
where we would like to commute the symmetrizer SR = S89 from the left set SΘ˜ to the right set SΘ˜\R. This
symmetrizer corresponds to the row (8, 9) in Θ˜,
Θ˜ =
1 2 3 4
7 5 6
8 9
; (98)
all rows in the column-amputated tableau of Θ˜ according to the row (8, 9) have equal lengths
˜Θc [(8, 9)] =
1 2
5 6
8 9
. (99)
Thus, by Theorem 3 we may propagate the symmetrizer S89 from the left to the right, yielding
O = = = . (100)
The reason why the propagation rule also works in this general case is because an operator O˜ can be identified
within O in a similar way as was done in (92), see section 4.2.
4.1 Proof of Theorem 2 (propagation rules)
In this section, we provide a proof for eq. (74) of the Propagation-Theorem 2,
O = SΘ AΘ SΘ\R = SΘ AΘ SΘ = SΘ\R AΘ SΘ . (101)
The proof of eq. (75) (i.e. where the operator O is of the form O := AΘ SΘ AΘ\C) only changes in minor
ways; these differences are discussed in section 4.1.4.
The steps of the proof given in the present section can become rather abstract; we therefore chose to accom-
pany it with several schematic drawings for clarification.
The strategy of this proof will be as follows: We start by understanding what the conditions posed in
Theorem 2 (in particular the requirement that the amputated tableau be rectangular) imply for the operator
O. Then, we use a trick originally given in [15] to propagate the constituent permutations of the symmetrizer
SR through the set AΘ to the right of O; we recall that each symmetrizer is by definition the sum of its
constituent permutations,
SR =
1
length(SR)!
∑
ρ
ρ , (102)
where ρ are the constituent permutations of SR, for example
︸︷︷︸
S123
=
1
3!
(
︸︷︷︸
id
+ ︸︷︷︸
(12)
+ ︸︷︷︸
(13)
+ ︸︷︷︸
(23)
+ ︸︷︷︸
(123)
+ ︸︷︷︸
(132)
)
. (103)
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The operators resulting from this propagation-process will then be summed up in the appropriate manner16
to recombine to the symmetrizer SR on the right hand side of O, yielding the desired result. Let us thus
begin:
Let O := SΘAΘSΘ\R be an operator as stated in the Propagation-Theorem 2, and let the sets SΘ and SΘ\R
only differ by one symmetrizer, SR, with SR corresponding to the row R in the Young tableau Θ. We will
represent O schematically as
O =
...
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
, (104)
where we used the fact that SΘ = SΘ\RSR, eq. (72).
4.1.1 Unpacking the Theorem conditions:
For the amputated tableau Θc [R] to be rectangular, we clearly require all columns that overlap with the row
R to have the same length. However, this is equivalent to saying that every row in Θ other than row R has
to have length greater than or equal to length(R): Suppose R′ is a row in Θ with length(R′) < length(R).
Hence, by definition of Young tableaux, the row R′ is situated below the row R. Furthermore, by the left-
alignedness of Young tableaux, this means that all the columns that overlap with R′ also overlap with R;
let us denote this set of columns overlapping with the row R′ by CR′ . In addition, there will be at least one
column that overlaps with R but does not overlap with R′, since length(R) > length(R′); let us denote this
column by C. Schematically, this situation can be depicted as
︸ ︷︷ ︸
CR ′
R
R ′
C
. (105)
It then follows by the top-alignedness of Young tableaux that C is strictly shorter than the columns in the
set CR′ , as is indicated in (105). This poses a contradiction, as we need all columns that overlap with R to
be of the same length for the tableau  Θc [R] to be rectangular. Hence, there cannot be a row in Θ whose
length is strictly less than the length of R.
Let CR denote the set of columns overlapping with the row R. Since R is established to be (one of) the
shortest row(s) in Θ, the top-alignedness and left-alignedness conditions of Young tableaux imply thus that
every other row in Θ also overlaps with every column in CR.
In the language of symmetrizers, the discussion given above can be formulated as:
1. SR (corresponding to the row R of Θ) is the shortest symmetrizer in the set SΘ.
2. Each leg of SR enters an antisymmetrizer in AΘ of equal length; let us denote this subset of antisym-
metrizer by A′SR (this set of antisymmetrizers correspond to the set of columns CR).
3. Each symmetrizer in SΘ has one common leg with each antisymmetrizer in A
′
SR (since each row in Θ
overlaps with each column in CR).
16Similar to what was done in the example (88).
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4. Since, by the assumption of the Propagation-Theorem, SΘ\R and SΘ only differ by the symmetrizer
SR, this means that each symmetrizer in the set SΘ\R has a common leg with each antisymmetrizer
in the set A′SR .
4.1.2 Strategy of the proof:
In this proof, we will use the fact that the symmetrizer SR by definition is the sum of all permutations of
the legs over which SR is drawn. If SR has length k, then this sum will consist of k! terms, and there will be
a constant prefactor 1/k!; this was exemplified in (103). In particular, if λ is a particular permutation in the
series expansion of SR, then we will show that O = Oλ, where Oλ is defined to be the operator O with the
permutation λ added on the right side in the place where SR would be; schematically drawn, we will show
that
O =
...
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R ?
=
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
λ
=: Oλ . (106)
Since the constituent permutations of a symmetrizer over a subset of factors in V ⊗n form a sub-group
of Sn [13], it immediately follows that every constituent permutation of SR can be written as a product
of constituent transpositions of SR.17 It thus suffices to show that (106) holds for λ being a constituent
transposition of SR (i.e. that we may propagate a transposition from the left symmetrizer SR to the right),
as then any other permutation can be produced by the successive propagation of transpositions.
4.1.3 Propagating transpositions:
The technique used to permute transpositions through the set of antisymmetrizers, as described in the
previous paragraph, was inspired by an example presented in the Appendix of [15].
Suppose the set A′SR introduced in condition 2 of the previous discussion contains n antisymmetrizers. Then,
by observations 1-4, the length of SR will be exactly n, and each other symmetrizer in SΘ (and thus also
each symmetrizer in SΘ\R) will have length at least n. We may then factor “the symmetrizer SR” (i.e. a
symmetrizer of length n) out of each symmetrizer in the sets SΘ and SΘ\R,
SR→
AΘ\
A′SR
...
...
SΘ AΘ SΘ\R
factor SR−−−−−−→
SR→
AΘ\
A′SR
...
...
...
...
...
...
...
...
...
...
...
...
...
SΘ AΘ SΘ\R
factor SR factor SR
, (107)
where we lumped together the antisymmetrizers A′SR and the rest (AΘ \ A′SR). We will denote the left
set of SR’s (which were factored out of SΘ) by {SR}l, and the right set of SR’s (which were factored out
17A proof that any permutation in Sn can be written as the product of transpositions can be found in [22] and other standard
textbooks.
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of SΘ\R) by {SR}r, see Figure 4.1. From now onwards, we will focus the part of the operator O that is
highlighted blue in Figure 4.1.
SR→
O˜
AΘ\
A′SR
...
...
...
...
...
...
...
...
...
...
...
...
...
SΘ AΘ SΘ\R
{SR }l A′SR {SR }r
Figure 4.1: This diagram schematically depicts the operator O, (104), with a symmetrizer SR factored out
of each symmetrizer in SΘ and SΘ\R. The left set of SR’s will be denoted by {SR}l, and the right set of
SR’s by {SR}r. In this proof, we will focus on the part of the operator that is highlighted in blue. This part
will be denoted by O˜.
The significance of the operator O˜ in Fig. 4.1: The left part of O˜, namely {SR}l · A′SR , by itself
corresponds to a rectangular tableau, as each symmetrizer has the same length and each antisymmetrizer
has the same length. This will be important, since we will need O˜ to stay unchanged under a swap of any
pair of antisymmetrizers in A′SR in order to commute the constituent permutations of SR (in analogy to
what was done in example (85) – this will become evident below). Note that O˜ would not stay unchanged
under such a swap if the antisymmetrizers in A′SR had different length’s and would thus be distinguishable.
In particular, the operator O˜ corresponds to the amputated tableau  Θc [R], which is indeed rectangular by
requirement of the Propagation-Theorem 2. This requirement therefore translates into the ability of finding
an operator O˜ within the operator O, thus allowing the necessary propagation of permutations.
Suppose that SΘ contains exactly m symmetrizers (hence SΘ\R contains (m−1) symmetrizers). Then {SR}l
will contain m symmetrizers and {SR}r contains (m− 1) symmetrizers.
Furthermore, since each symmetrizer in {SR}l has a common leg with each of the n antisymmetrizer in A′SR ,
we may choose the kth leg exiting each symmetrizer in {SR}l to enter the kth antisymmetrizer in A′SR .18
18We may always choose to order index legs this way, since, within a symmetrizer, we may re-order index lines at will without
changing the symmetrizer.
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We may schematically draw this, as
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
...
1
2
m
m+1
m+2
2m
(n−1)m+1
(n−1)m+2
n ·m
...
; (108)
In (108), we have labelled the index lines for clarity; from Figure 4.1 it however should be noted that the ith
index in the above graphic is not necessarily the ith index line in the operator O. The part of the operator
O highlighted in blue in Figure 4.1, operator O˜, can then be represented as
O˜ =
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
...
︸ ︷︷ ︸
{SR}l
...
1
2
︸ ︷︷ ︸
A′SR
...
︸︷︷︸
{SR}r
, (109)
where the last symmetrizer in the set {SR}l is the symmetrizer SR which we eventually wish to commute
through to the right. In (109), we labeled the first and the second antisymmetrizer of the set A′SR by 1
and 2 respectively for future reference.
As previously stated, we strive to commute constituent transpositions (ij) of the symmetrizer SR ∈ {SR}l
through the set of anti-symmetriers A′SR to the right set {SR}r. We achieve this goal in the following
way: We first factor the transposition (ij) out of each symmetrizer in {SR}l. By doing so, the ith leg
of each symmetrizer now enters the jth antisymmetrizer and vice versa; all the other legs stay unchanged.
We may now “remedy” this change by swapping the ith and jth antisymmetrizer, similar to what we did in
example (85). For instance, if i = 1 and j = 2, we factor the transposition (12) out of each of the symmetrizers
of {SR}l,
O˜ =
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
... ...
1
2
...
, (110)
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and then swap the first and second antisymmetrizer, which are marked as 1 and 2 respectively. The key
observation to make is that the antisymmetrizers 1 and 2 would be indistinguishable if it weren’t for the
labeling. Thus, the set A′SR remains unchanged even when the swap between antisymmetrizers i ( 1 ) and j
( 2 ) is carried out. This trick of swapping identical antisymmetrizers was initially used by KS in an example
in the appendix of [15].
After we swapped the two antisymmetrizers, the ith leg of each symmetrizer in {SR}l once again enters the
ith antisymmetrizer and same is true for the jth leg. However, now the legs exiting the ith antisymmetrizer
A′SR enter the symmetrizers in {SR}r in the jth position, and the legs exiting the jth antisymmetrizer enter
the symmetrizers in {SR}r in the ith position. Thus, we have effectively commuted the transpositions (ij)
past the set A′SR ,
O˜ =
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
... ...
2
1
...
. (111)
All but one of the propagated transpositions (ij) can then be absorbed into the symmetrizers of the set
{SR}r. The bottom transposition will remain, as there is no symmetrizer in the set {SR}r to absorb this
transposition,
O˜ =
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
... ...
2
1
...
. (112)
We then re-absorb the sets {SR}l and {SR}l into SΘ and SΘ\R respectively. This clearly leaves the trans-
position (ij) un-absorbed. Thus, we have shown that
O =
...
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
=
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
λ
= Oλ (113)
for λ = (ij) being a transposition. We can repeat the above procedure with any constituent tranposition of
SR.
If λ is a constituent permutation (not necessarily transposition) of SR, we can also propagate λ to the
right hand side, since any such permutation λ can be written as a product of constituent transpositions;
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propagating the permutation λ then corresponds to successively propagating the constituent transpositions
through to the right, yielding
O˜ =
1
2
n
n+1
n+2
2n
(m−1)n+1
(m−1)n+2
m ·n
... ...
...
λ
(114)
for any constituent permutation λ of SR.
In order to obtain the missing symmetrizer on the right, it remains to add up all the terms Oλ – since SR is
assumed to have length n there will be exactly n! such terms. By relation (113), we know that each of these
terms is equal to O, yielding the following sum,
1
n!
n!∑
1

...
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
︸ ︷︷ ︸
O
 =
1
n!
∑
λ∈Sn

...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
λ︸ ︷︷ ︸
Oλ
 . (115)
The left hand side of the above equation merely becomes n!n!O = O. The right hand side yields the desired
symmetrizer,19 such that
O = SΘ AΘ SΘ =
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
SR
, (116)
where we used the fact that SΘ = SΘ\RSR = SRSΘ\R by assumption of Theorem 2 (c.f. eq. (72)). In
particular, using the fact that O as given in (116) is clearly Hermitian, O† = O,20 we find that
O =
...
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
=
...
...
...
...
SΘ\R
SR
AΘ
SΘ\R
SR
=
...
...
...
...
...
SΘ\R
AΘ
SΘ\R
SR
= O†, (117)
as required.
4.1.4 Propagating antisymmetrizers:
The proof of the Propagation-Theorem 2 for an operator Q of the form Q := AΘSΘAΘ\C is very similar to
the proof given for the operator O, however there are some differences on which we wish to comment here: If
we want to propagate an antisymmetrizer AC corresponding to a column C in Θ from AΘ to AΘ\C , we first
19This was already exhibited in example (88).
20By the Hermiticity of (sets of) (anti-) symmetrizer, see (10).
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check that the amputated tableau Θr [C] is rectangular. If so, we are able to isolate an operator Q˜ within Q
in the same way as we did for O˜ within O, see Figure 4.1, where
Q˜ := {AC}l S′AC {AC}r . (118)
When we propagate a transposition (ij) from the left to the right of Q˜, we need to tread with care as
this will induce a factor of (−1); this factor however will be vital in the recombination-process where we
recreate the antisymmetrizer AC by summing constituent permutations: Suppose the set {AC}l contains m
antisymmetrizers, then the set {AC}r contains (m − 1) antisymmetrizers. If we now factor a transposition
(ij) out of each antisymmetrizer in {AC}l on the left of Q˜, we obtain a factor of (−1)m. Swapping the
ith and jth symmetrizers will not induce an extra minus-sign, but absorbing the transpositions into the
antisymmetrizers in the set {AC}r will produce an extra factor of (−1)m−1. Thus, for each transposition
we commute through, we obtain a factor of (−1)2m−1 = −1, which is the signature of a transposition. In
particular, each permutation λ (consisting of a product of transpositions) will induce a pre-factor of sign(λ)
when commuted through, yielding
Q˜ = sign(λ)Q˜λ. (119)
However, since an antisymmetrizer is by definition the sum of its constituent permutations weighted by their
signatures, for example,
=
1
3!
(
− − − + +
)
, (120)
equation (119) is exactly what we need in order to be able to reconstruct the antisymmetrizer AC on the
right of the operator Q˜ by summing up the terms sign(λ)Q˜λ. Re-absorbing {AC}l into AΘ and {AC}r into
AΘ\C yields the desired eq. (75).
4.2 Proof of Theorem 3 (generalized propagation rules)
Let Θ˜ be a semi-standard irregular tableau and let O be an operator of the form
O = SΘ˜ AΘ˜ SΘ˜\R , (121)
where R denotes a particular row in Θ˜. Having gone through the proof of Theorem 2, it is clear that the
symmetrizer SR can be propagated through the set AΘ˜ if the following conditions are met:
1. Each leg in SR needs to enter an antisymmetrizer of the same length to perform the swapping procedure
described in section 4.1.3. Call the set of antisymmetrizers sharing legs with SR A′SR . If SR has length
n, then A′SR contains exactly n antisymmetrizers.
2. The remaining symmetrizers in O may have
• 0 legs in common with the antisymmetrizers in A′SR , i.e. they are not affected by swapping the
antisymmetrizers in A′SR and thus do not contribute to O˜ (c.f. section 4.1.3), or
• n legs in common with the antisymmetrizers in A′SR (one with each antisymmetrizer) in order to
be able to absorb any permutation arising from swapping the antisymmetrizers in A′SR .
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The requirement that ˜Θc [R] only contains rows of equal length ensures that the above conditions are met:
Differently to Young tableaux, if Θ˜ is a semi-standard irregular tableau then removing columns in order to
form ˜Θc [R] may remove whole rows in the process, for example
Θ˜ =
5 1
7 2 3 6
4 8
−→ ˜Θc[(4, 8)] 7 2
4 8
, (122)
where the row (5, 1) was removed. However, the symmetrizers corresponding to such rows have no common
legs with the antisymmetrizers in A′SR , as is evident from the example (S51 shares no legs with A74 and
A28). This is also due to the fact that Θ˜ is semi-standard, thus not allowing any of its entries to occur more
than once.
Hence, the only symmetrizers that share index legs with the antisymmetrizers in A′SR are those corresponding
to the rows of Θ˜ which have not been fully deleted (although maybe in part) in ˜Θc [R]. Let us denote the set
of these symmetrizers by S′SR . The requirement that each row in ˜Θc [R] has the same length ensures each
symmetrizer in S′SR shares exactly one leg with each antisymmetrizer in A
′
SR and thus has length ≥ n (this
was already argued in section 4.1.1).
Thus, all conditions required to perform the propagating procedure already explained in sections 4.1.2 and
4.1.3 are met, allowing us to propagate SR through A′SR at will,
O = SΘ˜ AΘ˜ SΘ˜\R = SΘ˜ AΘ˜ SΘ˜ = SΘ˜\R AΘ˜ SΘ˜ . (123)
The proof for symmetrizers and antisymmetrizers exchanged follows similar steps and is thus left as an
exercise to the reader.
5 Conclusion
We have established two classes of rules which allow us to simplify and manipulate birdtrack operators. The
first such class are the cancellation rules, Theorem 1 and Corollary 2, allowing us to shorten the birdtrack
expression of an operator. The simplification reached in this process is often very significant, as is exemplified
in Figure 5.2. Shorter expressions of operators are desirable, as they are more practical to work with in that
they allow for faster automated computation. Furthermore, short expressions offer a visual assessment of
their action, making them more intuitive to work with.
The second class of rules are propagation rules, Theorems 2 and 3. Their use lies in the ability to make
Hermitian birdtrack operators explicitly symmetric, thus exposing their innate Hermiticity. Since birdtracks
are a graphical tool designed to make working with them more intuitive, it is desirable to visually expose the
inherent properties of the birdtrack operators.
To illustrate how powerful these simplification rules are we show their effect on the Hermitian KS projector [15]
associated with the Young tableau
Φ :=
1 2 4 7
3 6
5 8
9
. (124)
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The recursive KS algorithm leads to Hermitian Young projection operator PΦ, with P¯Φ being of impressive
length: It contains 127 sets of symmetrizers and antisymmetrizers and its Hermiticity is not visually apparent,
see Figure 5.2. The cancellation rules achieve a tremendous simplification: the result contains only 13 sets.
Furthermore, multiple applications of the propagation rules can be used to translate this into an explicitly
symmetric form.
Cancellation rules
Propagation rules
Figure 5.2: For a size comparison, this figure shows the birdtrack arising from the iterative KS-construction
in the top line, the much shortened version arising from the cancellation rule in the second line, and the
explicitly symmetric version achieved via the propagation rules in the third line.
In fact, the shorter, explicitly symmetric result can be constructed directly, without first constructing the
KS-operator and then applying the cancellation rules; we provide the tools to do so in a separate paper [1].
The algorithm allowing us to do this is the MOLD-algorithm [1]. When used to construct the Hermitean
Young projection operators in Mathematica, the reduction in computational cost is impressive: On a modern
laptop, the final result shown in Fig. 5.2 is obtained approximately 18600 times faster than the KS-equivalent
even before simplification rules are implemented to shorten the result. Thus, the MOLD construction offers
a significant improvement over the KS construction. The proof of the MOLD algorithm relies heavily on the
manipulation rules laid out in this paper.
Augmenting the Hermitean Young projection operators with transition operators yields an alternative basis
of the algebra of invariants of SU(N) over V ⊗m [2]. The construction algorithm of the transition operators
again is built upon the simplification rules presented in this paper. With a basis for API (SU(N), V ⊗m)
consisting of projection and transition operators, one can construct a mutually orthogonal, complete basis for
the singlet states of SU(N) over V ⊗m⊗(V ∗)⊗m (and more generally over V ⊗m⊗(V ∗)⊗n) [14]. These singlets
are directly applicable to QCD, as they are needed to form Wilson line correlators used in the JIMWLK-
framework [8] as well as a modern treatment of jet-evolution equations (see e.g. [9]), the infrared structure
of QCD in form of gluon exchange webs (see e.g. [10]), GPD’s and TMD’s (see e.g. [11]). The references
here only serve to mark a specific reference point we find intriguing and are by no means exhaustive: In fact,
almost every branch of QCD in which the factorization Theorems apply makes use of Wilson line correlators
and any attempt at completeness would be futile.
Besides their physics applications (which is the most appealing quality to the authors of this paper), birdtracks
are also immensely useful in the study of the representation theory of semi-simple Lie groups, as is exhibited
in [1, 6, 15, 23]. With the recent interest in Hermitian Young projection operators, birdtracks thus promise
interesting further developement in this branch of mathematics. It is hoped that the simplification rules given
here encourage the use of birdtracks as a viable tool for calculation.
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