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CATEGORICAL ACTIONS ON
UNIPOTENT REPRESENTATIONS I.
FINITE UNITARY GROUPS.
O. DUDAS, M. VARAGNOLO, E. VASSEROT
Abstract. Using Harish-Chandra induction and restriction, we construct a cate-
gorical action of a Kac-Moody algebra on the category of unipotent representations
of finite unitary groups in non-defining characteristic. We show that the decategori-
fied representation is naturally isomorphic to a direct sum of level 2 Fock spaces.
From our construction we deduce that the Harish-Chandra branching graph co-
incide with the crystal graph of these Fock spaces, solving a recent conjecture of
Gerber-Hiss-Jacon. We also obtain derived equivalences between blocks, yielding
Broue´’s abelian defect groups conjecture for unipotent ℓ-blocks at linear primes ℓ.
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Introduction
Let G = G(Fq) be a finite reductive group. The irreducible representations of G
over fields of characteristic ℓ ∤ q fall into Harish-Chandra series, which are defined
in terms of Harish-Chandra induction RGL and restriction
∗RGL from proper Levi
subgroups L ⊂ G. Therefore the classification of the irreducible representations (up
to isomorphism) can be reduced to the following two problems.
(a) Classification of the cuspidal irreducible representations.
(b) Determination of the endomorphism algebra of representations obtained by
Harish-Chandra induction of cuspidal representations.
This was achieved by Lusztig in [43] when ℓ = 0 but it remains open for representa-
tions in positive characteristic for most of the finite reductive groups. By results of
Geck-Hiss-Malle [24], we know however that the algebras EndG(R
G
L (V )) occuring in
(b) have a structure of (extended) Hecke algebras of finite type, only the parameters
of the deformation are unknown in general.
When G is a classical group, e.g., GLn(q), GUn(q), Sp2n(q)... it turns out that
most of the structure of EndG(R
G
L (V )) does not depend on the representation V .
This suggests to rather study the endomorphism algebra End(RGL ) of the Harish-
Chandra induction functor RGL rather than the endomorphism algebra of the induced
representation. This was already achieved in [8] for G = GLn(q). In this series of
papers we aim at extending Chuang-Rouquier’s framework to other classical groups.
In this paper we will focus on the case of finite unitary groups GUn(q). We will
work with both ordinary representations (characteristic zero) and modular represen-
tations in non-defining characteristic (characteristic ℓ ∤ q). More precisely, the field
of coefficients R of the representations will be an extension of either Qℓ or Fℓ. Using
the tower of inclusion of groups · · · ⊂ GUn(q) ⊂ GUn+2(q) ⊂ · · · one can form the
abelian category
UR =
⊕
n>0
GUn(q) -umod
of unipotent representations of the various finite unitary groups. Furthermore, under
mild assumption on ℓ, we can modify the Harish-Chandra induction and restriction
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functors to obtain a adjoint pair (E, F ) of functors on UR. The functor F corresponds
to a Harish-Chandra induction from GUn(q) to GUn+2(q) whereas E corresponds to
the restriction. Note that only specific Levi subgroups are considered, and we must
work with a variation of the usual Harish-Chandra theory (the weak Harish-Chandra
theory) introduced in [27].
In this framework, problem (a) amounts to finding the modules V such that EV =
0 and problem (b) is about the structure of EndG(F
mV ) for such cuspidal modules
V . As mentioned before, most of the structure of this endomorphism algebra is
already contained in End(Fm). In §4.2, we construct natural transformations X of
F and T of F 2 where X should be thought of as a Jucys-Murphy element and T
satisfies a quadratic relation with eigenvalues q2 and −1. This endows End(Fm)
with a morphism from an affine Hecke algebra Hq
2
m of type A
(1)
m−1 with parameter
q2. Back to our original problem, the evaluation at a cuspidal module V provides a
natural map Hq
2
m −→ EndG(FmV ). Then, we prove that this map induces a natural
isomorphism between EndG(F
mV ) and the quotient of Hq
2
m by the ideal generated
by the relation of X on FV if V is an unipotent representation in characteristic
zero (see Theorem 4.12). In that case, V is the unique cuspidal representation of
GUn(q) with n = t(t+1)/2 for some t > 0 and the eigenvalues of X on FV are Qt =
{(−q)t, (−q)−1−t}. The result was already proved in [32] but with some ambiguity on
the eigenvalues of X . We remove that ambiguity by using the structure of unipotent
blocks with cyclic defects.
Having proved that the eigenvalues of X are powers of −q, we can form a Lie
algebra g corresponding to the quiver with vertices (−q)Z and arrows given by mul-
tiplication by q2. When working in characteristic zero, g is isomorphic to two copies
of slZ, whereas in positive characteristic ℓ it will depend on the parity of e, the order
of (−q) modulo ℓ. When e is even (linear prime case), it is a subalgebra of (ŝle/2)⊕2
whereas it isomorphic to ŝle when e is odd (unitary prime case). Our main result is
that E and F induce a categorical action of g on UR (see Theorems 4.15 and 4.25,
and §1.3.2 for the definition of categorical actions).
Theorem A. The representation datum (E, F,X, T ) given by Harish-Chandra in-
duction and restriction endows UR with a structure of categorical g-module.
Let E =
⊕
Ei and F =
⊕
Fi be the decomposition of the functors into generalized
i-eigenspaces for X . Then {[Ei], [Fi]}i∈(−q)Z act as the Chevalley generators of g on
the Grothendieck group [UR] of UR and many problems on UR have a Lie-theoretic
counterpart. For example,
• weakly cuspidal modules correspond to highest weight vectors;
5• the decomposition of UR into Harish-Chandra series corresponds to the decom-
position of the g-module [UR] into a direct sum of irreducible highest weight
modules,
• the parameters of the ramified Hecke algebras EndG(FmV ) are given by the
weight of [V ],
• the blocks of UR, or equivalently the unipotent ℓ-blocks, correspond to the weight
spaces for the action of g (inside a Harish-Chandra series if e is even).
Such observations were already used in other situations (for symmetric groups, cy-
clotomic rational double affine Hecke algebras or cyclotomic q-Schur algebras, etc).
For this dictionnary to be efficient one needs to determine the g-module structure
on [UR]. This is done in §4.5 by looking at the action of [Ei] and [Fi] on the basis
of [UR] formed by unipotent characters (if char(R) = 0) or their ℓ-reduction (if
char(R) = ℓ). On this basis the action can be made explicit, and we prove that there
is a natural g-module isomorphism
[UR]
∼−→
⊕
t>0
F(Qt)
between the Grothendieck group of UR and a direct sum of level 2 Fock spaces F(Qt),
each of which corresponds to an ordinary Harish-Chandra series (see Corollary 4.21).
Through this isomorphism, the basis of unipotent characters (or their ℓ-reduction) is
sent to the standard monomial basis.
Our original motivation for constructing a categorical action of g on UR comes
from a conjecture of Gerber-Hiss-Jacon [27], which predicts an explicit relation be-
tween the Harish-Chandra branching graph and the crystal graph of the Fock spaces⊕
t>0F(Qt). See also [28]. Using our categorical methods and the unitriangularity of
the decomposition matrix we obtain a complete proof of the conjecture (see Theorem
4.41).
Theorem B. Assume e > 1 is odd. Then the Harish-Chandra branching graph
coincides with the union of the crystal graphs of the Fock spaces F(Qt).
Note that the construction of these crystal graphs depend on the choice of a charge,
which is made explicit in §4.7 and which indeed differs slightly from the charge used
in [27]. Note also that the proof is based on the following two basic ingredients :
• a unicity statement for crystals of perfect bases which seems to be new (Propo-
sition 1.14),
• a particular choice of partial order on the basis elements of the Fock space which
comes for the representation theory of rational double affine Hecke algebras and
uses the main theorem in [48].
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A similar result can be deduced when e is even. However, in that case, the situation
is already well-understood by work of Gruber-Hiss [29] on classical groups. The case
where e is odd (unitary primes) is considered as more challenging and Theorem B is
the first major result in that direction since the case of GLn(q) was solved by Dipper-
Du [13]. This solves completely the problem of classification of irreducible unipotent
modules for unitary groups mentioned at the beginning of the introduction. More
precisely, there are two notions of Harish-Chandra series for unipotent modules in
non defining positive characteristic. Our work describes the weak Harish-Chandra
series. Another categorical construction can be used in order to get the usual (non
weak) Harish-Chandra series, by adapting some technics from [50]. We mention it
very briefly in a conjectural form in §5 in order that the paper remains of a reasonable
length. We will come back to this elsewhere.
By the work of Chuang-Rouquier, categorical actions also provide derived equiva-
lences between weight spaces. In our situation, these weight spaces are exactly the
unipotent ℓ-blocks and we obtain many derived equivalences between blocks with
the same local structure. Together with Livesey’s construction of good blocks in the
linear prime case, we deduce a proof of Broue´’s abelian defect group conjecture (see
Theorem 4.38).
Theorem C. Assume e > 2 is even. Then any unipotent ℓ-block of a unitary group
with abelian defect group is derived equivalent to its Brauer correspondent.
Many results and construction can be applied to other classical groups. This will
be the purpose of a subsequent paper.
The paper is organized as follows. In Section 1 we set our notations and recall the
definition of categorical actions. We also record several applications for later use,
including the existence of perfect bases and the construction of derived equivalences.
In Section 2 we introduce the Fock spaces, which are certain the level l representations
of Kac-Moody algebras. They have a basis given by charged l-partitions, and a crystal
graph which can be defined combinatorially. In Section 3 we recall standard results
on unipotent representations of finite reductive groups in non-defining characteristic.
Section 4 is the core of our paper. We define a representation datum on the category
of representations, which is then shown to induce a categorical action on unipotent
modules. We give two main applications of our construction, solving the recent
conjecture of Gerber-Hiss-Jacon, and Broue´’s abelian defect groups conjecture for
unipotent ℓ-blocks of unitary groups at linear primes ℓ. In the last section, we sketch
a strategy towards the determination of the usual (non weak) Harish-Chandra series
using the action of a Heisenberg algebra.
Acknowledgements. We are grateful to P. Shan for helpful discussions concerning
the material in §5.
71. Categorical representations
Throughout this section, R will denote a noetherian commutative domain (with
unit).
1.1. Rings and categories. An R-category C is an additive category enriched over
the tensor category of R-modules. All the functors F on C will be assumed to be
R-linear. Given such functor, we denote by 1F or sometimes F the identity element
in the endomorphism ring End(F ). The identity functor on C will be denoted by
by 1C . A composition of functors E and F is written as EF , while a composition
of morphisms of functors (or natural transformations) ψ and φ is written as ψ ◦ φ.
We say that C is Hom-finite if the Hom spaces are finitely generated over R. Since
C is additive, it is an exact category with split exact sequences. If the category C
is abelian or exact, we denote by [C ] the complexified Grothendieck group and by
Irr(C ) the set of isomorphism classes of simple objects of C . The class of an object
M of C in the Grothendieck group is denoted by [M ]. An exact endofunctor F of C
induces a linear map on [C ] which we will denote by [F ].
Assume that C is Hom-finite. Given an objectM ∈ C we set H (M) = EndC (M)op.
It is an R-algebra which is finitely generated as an R-module. Consider the adjoint
pair (EM ,FM) of functors given by
FM = HomC (M,−) : C −→ H (M) -mod,
EM = M ⊗H (M) − : H (M) -mod −→ C .
Let add(M) ⊂ C be the smallest R-subcategory containing M which is closed under
direct summands. Then the functors EM , FM satisfy the following properties :
• EM , FM are equivalences of R-categories between add(M) and H (M) -proj,
• FMEM = 1H (M) -mod,
• if R is a field, M is projective and C is abelian and has enough projectives, then
FM yields a bijection
{L ∈ Irr(C ) | M ։ L} 1:1←→ Irr(H (M)).
Assume now that C = H -mod, where H is an R-algebra with 1 which is finitely
generated and free over R. We abbreviate Irr(H) = Irr(C ). Given an homomorphism
R → S, we can form the S-category SC = SH -mod where SH = S ⊗R H . Given
another R-category C ′ as above and an exact (R-linear) functor F : C → C ′, then F
is represented by a projective object P ∈ C . We set SF = HomSC (SP,−) : SC →
SC ′. Let K be the field of fraction of R, A ⊂ R be a subring which is integrally
closed in K and θ : R → k be a ring homomorphism into a field k such that k
is the field of fractions of θ(A). If kH is split, then there is a decomposition map
dθ : [KH -mod] −→ [kH -mod], see e.g. [25, sec. 3.1] for more details.
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1.2. Kac-Moody algebras of type A and their representations. The Lie al-
gebras which will act on the categories we will study will always be finite sums of
Kac-Moody algebras of type A∞ or A
(1)
e−1. They will arise from quivers of the same
type.
1.2.1. Lie algebra associated with a quiver. Let v ∈ R× and I ⊂ R×. We assume
that v 6= 1 and that I is stable by multiplication by v and v−1 with finitely many
orbits. To the pair (I, v) we associate a quiver I(v) (also denoted by I) as follows:
• the vertices of I(v) are the elements of I;
• the arrows of I(v) are i→ iv for i ∈ I.
Since I is assumed to be stable by multiplication by v and v−1, such a quiver is the
disjoint union of quivers of type A∞ if v is not a root of unity, or of cyclic quivers of
type A
(1)
e−1 if v is a primitive e-th root of 1.
The quiver I(v) defines a symmetric generalized Cartan matrix A = (aij)i,j∈I with
aii = 2, aij = −1 when i→ j or j → i and aij = 0 otherwise. To this Cartan matrix
one can associate the (derived) Kac-Moody algebra g′I over C, which has Chevalley
generators ei, fi for i ∈ I, subject to the usual relations.
More generally, let (XI ,X
∨
I , 〈•, •〉I , {αi}i∈I , {α∨i }i∈I) be a Cartan datum associated
with A, i.e., we assume that
• XI and X∨I are free abelian groups,
• the simple coroots {α∨i } are linearly independant in X∨I ,
• for each i ∈ I there exists a fundamental weight Λi ∈ XI satisfying 〈α∨j ,Λi〉I = δij
for all j ∈ I,
• 〈•, •〉I : X∨I ×XI −→ Z is a perfect pairing such that 〈α∨j , αi〉I = aij.
Let Q∨I =
⊕
Zα∨i be the coroot lattice and PI =
⊕
ZΛi be the weight lattice. Then,
the Kac-Moody algebra gI corresponding to this datum is the Lie algebra generated
by the Chevalley generators ei, fi for i ∈ I and the Cartan algebra h = C⊗ X∨I . An
element h ∈ h acts by [h, ei] = 〈h, αi〉ei. The Lie algebra g′I is the derived subalgebra
[gI , gI ].
Example 1.1. When I = vZ two cases arise.
(a) If I is infinite, then g′I is isomorphic to slZ, the Lie algebra of traceless matrices
with finitely many non-zero entries.
(b) If v has finite order e, then I is isomorphic to a cyclic quiver of type A
(1)
e−1.
We can form X∨ = Q∨⊕Z∂ and X = P⊕Zδ with 〈∂,Λi〉 = 0, 〈∂, αi〉 = δi1
and δ =
∑
i∈I αi. The pairing is non-degenerate, and gI is isomorphic to the
Kac-Moody algebra
ŝle = sle(C)⊗ C[t, t−1]⊕ Cc⊕ C∂.
9An explicit isomorphism sends evi (resp. fvi) to the matrix Ei,i+1 ⊗ 1 (resp.
Ei+1,i ⊗ 1) if i 6= e and e1 (resp. f1) to Ee,1 ⊗ t (resp. E1,e ⊗ t−1). Via this iso-
mophism the central element c corresponds to
∑
i∈I α
∨
i , and the derived algebra
g′I to s˜le = sle(C)⊗ C[t, t−1]⊕ Cc.
When I is infinite, it will be sometimes useful to consider a completion of gI
denoted by gI , which has
∏
Cα∨i ≃ CI as a Cartan subalgebra. This allows to
consider some infinite sums of the generators, such as c =
∑
α∨i which is a central
element in gI . This will not affect the representation theory of gI as we will be
working with integrable representations only (see the following section).
Let S be another commutative domain with unit, and θ : R −→ S be a ring
homomorphism. Then there is a Lie algebra homorphism g′θ(I) −→ g′I defined on the
Chevalley generators by
ei 7−→
∑
θ(j)=i
ej and fi 7−→
∑
θ(j)=i
fj.
Example 1.2. Take R = Zℓ and v ∈ Z×ℓ which is not a root of unity. Assume however
that the image of v in S = Zℓ/ℓZℓ is an e-th root of unity. Then the canonical map
θ : Zℓ −→ Zℓ/ℓZℓ induces a Lie algebra homomorphism s˜le −→ slZ which sends ei to∑
j≡i ej .
To avoid cumbersome notation, we may write g = gI , P = PI , Q
∨ = Q∨I , etc.
when there is no risk of confusion.
1.2.2. Integrable representations. Let V be a g-module. Given ω ∈ X, the ω-weight
space of V is
Vω = {v ∈ V | α∨ · v = 〈α∨, ω〉 v, ∀α∨ ∈ Q∨}.
An integrable g-module V is a g-module on which the action of the Chevalley gener-
ators is locally nilpotent, and which has a weight decomposition V =
⊕
ω∈X Vω. The
set wt(V ) = {ω ∈ X | Vω 6= 0} is the set of weights in V .
We denote byOint the category of integrable highest weight modules, i.e. g-modules
V satisfying
• V =⊕ω∈X Vω and dimVω <∞ for all ω ∈ X,
• the action of ei and fi is locally nilpotent for all i ∈ I,
• there exists a finite set F ⊂ X such that wt(V ) ⊂ F +∑i∈I Z60αi.
Let X+ = {ω ∈ X | 〈α∨i , ω〉 ∈ N for all i ∈ I} be the set of integral dominant
weights. Given Λ ∈ X+, we denote by L(Λ) the simple integrable highest weight
module with highest weight Λ. Then Oint is semisimple, and any object in Oint is a
direct sum of such simple modules.
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1.2.3. Quantized enveloping algebras. Let u be a formal variable and A = C[u, u−1].
Let Uu(g) the quantized enveloping algebra over C(u). Let UA(g) ⊂ Uu(g) be
Lusztig’s divided power version of Uu(g). For each integral weight Λ the module
L(Λ) admits a deformed version Lu(Λ) over Uu(g) and an integral form LA(Λ) which
is the UA(g)-submodule of Lu(Λ) generated by the highest vector |Λ〉. Let Ointu be
the category consisting of the g-modules which are (possibly infinite) direct sums
of Lu(Λ)’s. If Vu ∈ Ointu , then its integral form VA is the corresponding sum of the
modules LA(Λ). It depends of the choice a family of highest weight vectors of the
constituents of Vu.
1.3. Categorical representations on abelian categories. In this section we re-
call from [8, 47] the notion of a categorical action of g. It consists of the data of
functors Ei, Fi lifting the Chevalley generators ei, fi of g, together with an action of
an affine Hecke algebra on (
⊕
Fi)
m.
1.3.1. Affine Hecke algebras and representation data. Let C be an abelianR-category
and v ∈ R×.
Definition 1.3. A representation datum on C is a tuple (E, F,X, T ) where E, F
are bi-adjoint functors C → C and X ∈ End(F )×, T ∈ End(F 2) are endomorphisms
of functors satisfying the following conditions:
(a) 1FT ◦ T1F ◦ 1FT = T1F ◦ 1FT ◦ T1F ,
(b) (T + 1F 2) ◦ (T − v1F 2) = 0,
(c) T ◦ (1FX) ◦ T = vX1F .
This definition can also be formulated in terms of actions of affine Hecke algebras.
Form > 1, the affine Hecke algebra HvR,m is the R-algebra generated by T1, . . . , Tm−1,
X±11 , . . . , X
±1
m subject to the relations
• Type Am−1 Hecke relations for T1, . . . , Tm−1:
(Ti + 1)(Ti − v) = 0,
TiTi+1Ti = Ti+1TiTi+1 and TiTj = TjTi if |i− j| > 1,
• Laurent polynomial ring relations for X±11 , . . . , X±1m :
XiXj = XjXi and XiX
−1
i = X
−1
i Xi = 1,
• Mixed relations:
TiXiTi = vXi+1 and XiTj = TjXi if i− j 6= 0, 1.
Therefore HvR,m contains both a finite dimensional Hecke algebra of finite type Am−1
and a Laurent polynomial ring in m variables. We will also set HvR,0 = R.
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Given (E, F ) a pair of biadjoint functors, and X ∈ End(F ), T ∈ End(F 2), the
tuple (E, F,X, T ) is a representation datum if and only if for each m ∈ N, the map
φFm : H
v
R,m −→ End(Fm)
Xk 7−→ 1Fm−kX1F k−1
Tl 7−→ 1Fm−l−1T1F l−1
is a well-defined R-algebra homomorphism.
Remark 1.4. Transposing an endomorphism of Fm relatively to the adjunction (F,E)
yields a canonicalR-algebra isomorphism End(Em) = End(Fm)op, see e.g., [8, sec. 4.1.2].
Therefore, if (E, F,X, T ) is a representation datum, the morphisms X, T yield mor-
phisms X ∈ End(E), T ∈ End(E2) which induce an R-algebra homomorphism
φEm : H
v
R,m −→ End(Em)op.
1.3.2. Categorical representations. We assume now that R is a field and that C is
Hom-finite. We fix a pair (I, v) as in §1.2 and we denote by g = gI the Lie algebra
associated to that pair.
Definition 1.5 ([47]). A g-representation on C consists of a representation datum
(E, F,X, T ) on C and of a decomposition C =
⊕
ω∈X Cω. For each i ∈ I, let Fi,
Ei be the generalized i-eigenspaces of X acting on F, E respectively. We assume in
addition that
(a) F =
⊕
i∈I Fi and E =
⊕
i∈I Ei,
(b) the action of [Ei] and [Fi] for i ∈ I endow [C ] with a structure of integrable
g-module such that [C ]ω = [Cω],
(c) Ei(Cω) ⊂ Cω+αi and Fi(Cω) ⊂ Cω−αi .
We say that the tuple (E, F,X, T ) and the decomposition C =
⊕
ω∈Y Cω is a
g-categorification of the integrable g-module [C ].
1.4. Outcomes. In Section 4 we will endow the category of unipotent representa-
tions of finite unitary groups with a structure of g-representation. We give here
three main applications of the existence of a categorical action, which we will use in
Sections 4.6 and 4.7 to determine:
(1) the Hecke algebras associated to cuspidal representations,
(2) the branching graph for the parabolic induction and restriction,
(3) derived equivalences between blocks.
Note that for most of the results in this section we will assume that R is a field and
that I is finite. In particular v ∈ R× will be a root of unity.
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1.4.1. Minimal categorical representations. Let m > 0, v ∈ R× and HvR,m be the
affine Hecke algebra as defined in §1.3.1. We fix a tuple Q = (Q1, . . . , Ql) in (R×)l.
The cyclotomic Hecke algebra HQ,vR,m is the quotient of H
v
R,m by the two-sided ideal
generated by
∏l
i=1(X1 −Qi).
Example 1.6. (a) If l = 2, then HQ,vR,m is generated by X1 and {Ti}i=1,...,m−1. Set
T0 = −Q−12 X1 and u = −Q1Q−12 . Then, we have (Ti + 1)(Ti − v) = 0 and (T0 +
1)(T0 − u) = 0. Therefore HQ,vR,m is isomorphic to an Iwahori-Hecke algebra of type
Bm with parameters (u, v).
(b) If q = 1 and Qp = ζ
p−1, then HQ, vR,m = RG(l, 1, m) is the group algebra of the
complex reflection group (Z/lZ)m ⋊Sm.
Assume now that R is a field. Any finite dimensional HQ, vR,m-moduleM is the direct
sum of the weight subspaces
Mν = {v ∈M | (Xr − ir)dv = 0, r ∈ [1, m], d≫ 0}, ν = (i1, . . . , im) ∈ Rm.
Decomposing the regular module, we get a system of orthogonal idempotents {eν ; ν ∈
Rm} in HQ, vR,m such that eνM = Mν for each M . The eigenvalues of Xr are always
of the form Qiv
j for some i ∈ {1, . . . , j} and j ∈ Z. As a consequence, if we set
I =
⋃
Qiv
Z, then eν = 0 unless ν ∈ I. The pair (I, v) satisfies the assumptions of
§1.2 and we can consider a corresponding Kac-Moody algebra gI and its root lattice
QI . Given α ∈ Q+I of height m, let eα =
∑
ν eν where the sum runs over the set
of all tuples such that
∑m
r=1 αir = α. The nonzero eα’s are the primitive central
idempotents in HQ, vR,m.
To the dominant weight ΛQ =
∑l
i=1 ΛQi of gI and any α ∈ Q+I we associate the
following abelian categories:
L (ΛQ) =
⊕
m∈N
H
Q, v
R,m -mod and L (ΛQ)ΛQ−α = eαH
Q, v
R,m -mod .
For any m < n, the R-algebra embedding of the affine Hecke algebras HvR,m →֒ HvR,n
given by Ti 7−→ Ti and Xj 7−→ Xj induces an embedding HQ, vR,m →֒ HQ, vR,n . The R-
algebra HQ,vR,n is free as a left and as a right H
Q, v
R,m-module. This yields a pair of exact
adjoint functors (Indnm, Res
n
m) between H
Q, v
R,n -mod and H
Q, v
R,m -mod. They induce
endofunctors E and F of L (ΛQ) by E =
⊕
m∈NRes
m+1
m and F =
⊕
m∈N Ind
m+1
m .
The right multiplication on HQI,m+1 by Xm+1 yields an endomorphism of the functor
Indm+1m . The right multiplication by Tm+1 yields an endomorphism of Ind
m+2
m . We
define X ∈ End(F ) and T ∈ End(F 2) by X =⊕mXm+1 and T =⊕m Tm+1.
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This construction yields a categorification of the simple highest module L(ΛQ) of
gI . Indeed, a theorem of Kang and Kashiwara implies that this holds in the more
general setting of cyclotomic quiver Hecke algebras of arbitrary type.
Theorem 1.7 ([35], [38]).
(a) The endofunctors E and F of L (ΛQ) are biadjoint.
(b) The tuple (E, F,X, T ) and the decomposition L (ΛQ) =
⊕
ω∈X L (ΛQ)ω is a
gI-categorification of L(ΛQ). 
This categorical representation is called the minimal categorical gI-representation
of highest weight ΛQ.
The gI-modules we are interested in are direct sums of various irreducible highest
weight modules L(ΛQ). This decomposition admits the following categorical coun-
terpart. Let (I, v) as in §1.2, and g = gI be a corresponding Kac-Moody algebra. Let
(E, F,X, T ) be a g-representation on an abelian R-category C . Recall that for any
m > 0 we have an R-algebra homomorphism φFm : H
v
I,m −→ End(Fm)op. Given
an object M in C , it specializes to an R-algebra homomorphism
HvI,m −→ End(FmM)op =: H (FmM).
Proposition 1.8 ([47]). Assume that the simple roots are linearly independent in X.
Let (E, F,X, T ) be a representation of g in a abelian R-category C , and M ∈ Cω.
Assume that EM = 0 and EndC (M) = R. Then
(a) ω ∈ X+ is an integral dominant weight,
(b) if we write ΛQ =
∑
i∈I〈α∨i , ω〉Λi =
∑l
p=1ΛQp for some Q = (Q1, . . . , Ql) ∈ I l
and l > 1, then the map φFm factors to an R-algebra isomorphism
H
Q,v
R,m
∼−→ H (FmM).

In the framework of §4, the functors E and F are the parabolic induction and re-
striction functors. Therefore from Proposition 1.8 we deduce that the endomorphism
algebra of the induction of a cuspidal module is a cyclotomic Hecke algebra whose
parameters are given by the weight of the cuspidal module.
1.4.2. Perfect bases, crystals and branching graphs. We start by a review of Kashi-
wara’s theory of perfect bases and crystals. A good reference is [37], or [36] for a
short review. We will be working with the Kac-Moody algebra g coming from a pair
(I, v) as in §1.2.
Definition 1.9. An abstract crystal is a set B together with maps wt : B → P, εi,
ϕi : B → Z ⊔ {−∞} and e˜i, f˜i : B → B ⊔ {0} for all i ∈ I satisfiying the following
properties:
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(a) ϕi(b) = εi(b) + 〈α∨i ,wt(b)〉 ,
(b) wt(e˜ib) = wt(b) + αi and wt(f˜ib) = wt(b)− αi,
(c) b = e˜ib
′ if and only if f˜ib = b
′, where b, b′ ∈ B, i ∈ I,
(d) if ϕi(b) = −∞, then e˜ib = f˜ib = 0,
(e) if b ∈ B and e˜ib ∈ B, then εi(e˜ib) = εi(b)− 1 and ϕi(e˜ib) = ϕi(b) + 1,
(f) if b ∈ B and f˜ib ∈ B, then εi(f˜ib) = εi(b) + 1 and ϕi(f˜ib) = ϕi(b)− 1.
Note that by (a), the map ϕi is entirely determined by εi and wt. We may therefore
omit ϕi in the data of an abstract crystal and denote it by (B, e˜i, f˜i, εi,wt).
An isomorphism between crystals B1, B2 is a bijection ψ : B1 ⊔ {0} −→ B2 ⊔ {0}
such that ψ(0) = 0 which commutes with wt, εi, ϕi f˜i,, e˜i.
To an abstract crystal we can associate a crystal graph as follows: the vertices
of the graph are indexed by the elements of B and the arrows are b
i−→ b′ for each
b, b′ ∈ B and i ∈ I with b = e˜ib′ (or equivalently b′ = f˜ib). The operators e˜i and f˜i
are thus entirely determined by the graph.
Let Vu be an integrable Uu(g)-module in Ointu . Let VA be an integral form of Vu.
A lower crystal lattice in Vu is a free C[u]-submodule L of VA such that VA = AL,
L =⊕λ∈XLλ with Lλ = L∩(VA)λ and L is preserved by the lower Kashiwara crystal
operators e˜ lwi , f˜
lw
i on Vu. A lower crystal basis of Vu is a pair (L, B) where L is a
lower crystal lattice of Vu and B ⊂ L/uL is a basis such that we have B =
⊔
λ∈XBλ
where Bλ = B ∩ (Lλ/uLλ), e˜ lwi (B), f˜ lwi (B) ⊂ B ⊔ {0} and b′ = f˜ lwi b if and only if
b = e˜ lwi b
′ for each b, b′ ∈ B. A lower global basis of Vu (or, in Lusztig terminology, a
canonical basis) is an A-basis B of VA such that the lattice L =
⊕
b∈BC[u] b and the
basis B = {bmoduL | b ∈ B} of L/uL form a lower crystal basis.
One defines in a similar way an upper crystal lattice, an upper crystal basis and
an upper global basis (or a dual canonical basis) using the upper Kashiwara crystal
operators e˜ upi , f˜
up
i on Vu, see, e.g., [36, def. 4.1,4.2].
If (L, B), (L∨, B∨) are lower, upper crystal bases, then (B, e˜ lwi , f˜ lwi ), (B∨, e˜ upi , f˜ upi )
are abstract crystals. Therefore, the datum of a lower global basis or an upper global
basis determines an abstract crystal.
Let Ei, Fi, u
h with i ∈ I, h ∈ X∨, be the standard generators of Uu(g). There
exists a unique non-degenerate symmetric bilinear form (•, •) on the module Lu(Λ)
with highest weight vector |Λ〉 satisfying
• (|Λ〉, |Λ〉) = 1,
• (Eix, y) = (x, Fiy), (Fix, y) = (x, Eiy), (uhx, y) = (x, uhy),
• (Lu(Λ)λ,Lu(Λ)µ) = 0 if λ 6= µ.
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Any Uu(g)-module in Ointu admits a lower and an upper crystal and global basis. If
(L, B) is a lower crystal basis of Lu(Λ) then the pair (L∨, B∨) such that L∨ = {x ∈
Lu(Λ) | (x,L) ⊂ C[u]} and B∨ is the basis of L∨/uL∨ which is dual to B with respect
to the non-degenerate bilinear form L∨/uL∨ × L/uL → C induced by (•, •), is an
upper crystal basis, see, e.g., [36, prop. 4.4]. Finally, taking a basis element in B to
the dual basis element in B∨ is a crystal isomorphism (B, e˜ lwi , f˜
lw
i )→ (B∨, e˜ upi , f˜ upi )
by [36, lem. 4.3]. Therefore, if B is a lower global basis of Lu(Λ) then the dual
basis B∨ with respect to the non-degenerate bilinear form (•, •) is an upper global
basis and the corresponding abstract crystals (B, e˜ lwi , f˜
lw
i ) and (B
∨, e˜ upi , f˜
up
i ) are
canonically isomorphic.
The crystals that we will consider in this paper all come from particular bases of
gI-modules called perfect bases. Let us define them. Let V ∈ Oint be an integrable
highest weight gI-module. Under this assumption we define, for i ∈ I and x ∈ V
ℓi(x) = max{k ∈ N | eki x 6= 0} = min{k ∈ N | ek+1i x = 0}
with the convention that ℓi(0) = −∞. For each integer k, we also consider the vector
spaces
V 6 ki = {x ∈ V | ℓi(x) 6 k} and V 6 k =
⋂
i∈I
V 6 ki .
Note that V 6 ki = ker e
k+1
i when k > 0. Finally we set V
k
i = V
6 k
i / V
<k
i .
Definition 1.10. A basis B of V is perfect if
(a) B =
⊔
µ∈XI
Bµ where Bµ = B ∩ Vµ,
(b) for any i ∈ I, there exists a map ei : B → B ⊔ {0} such that for any b ∈ B, we
have
(i) if ℓi(b) = 0, then eib = 0,
(ii) if ℓi(b) > 0, then eib ∈ B and eib ∈ C× eib+ V <ℓi(b)−1i ,
(c) if eib = eib
′ 6= 0 for b, b′ ∈ B, then b = b′.
Any g-module in Oint admits a perfect basis. More precisely, we have the following,
see, e.g., [36, sec. 4] for a proof.
Proposition 1.11. If V is an integrable g-module in Oint with a quantum deforma-
tion Vu, then the specialization at u = 1 of an upper global basis of Vu is a perfect
basis of V . 
To any categorical representation we associate a perfect basis as in [49, prop. 6.2].
More precisely, let R be a field (of any characteristic) and consider a g-representation
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on an abelian artinian R-category C . Then, for each i ∈ I we define the maps
E˜i : Irr(C )→ Irr(C ) ⊔ {0}, [L] 7→ [soc(Ei(L))],
F˜i : Irr(C )→ Irr(C ) ⊔ {0}, [L] 7→ [top(Fi(L))].
Proposition 1.12. The tuple
(
Irr(C ), E˜i, F˜i
)
defines a perfect basis of [C ]. 
We now recall how to construct an abstract crystal from a perfect basis. We set
e˜i = ei. For all b ∈ B we set f˜ib = b′ if eib′ = b for some b′ ∈ B, and 0 otherwise.
Then it follows easily from the definition that (B, e˜i, f˜i, ℓi,wt) is an abstract crystal.
In the case where the perfect basis comes from a categorical g-representation, the
corresponding crystal graph is the branching graph of the exact functors Ei, Fi.
More precisely, it is the colored graph with vertices labelled by Irr(C ) and arrows
[L]
i−→[L′] whenever L′ appears in the head of FiL, or equivalently when L appears
in the socle of EiL
′.
We finish this section with two results which will be important to identify the
crystal graph obtained by the categorification with the crystal graph of some Fock
space (see §2.3.2 for the definition of the crystal of a charged Fock space). For each
i ∈ I and k ∈ N, we set B6 k = V 6k ∩B and B6 ki = V 6ki ∩B. For a given i ∈ I and
for b ∈ B, let [b]i be the image of b in V ℓi(b)i . We have the following well-known facts.
Lemma 1.13. Let B be a perfect basis of V ∈ Oint. Let i ∈ I and b, b′ ∈ B.
(a) b = b′ if and only if ℓi(b) = ℓi(b
′) and [b]i = [b
′]i.
(b) B6 k and B6 ki are bases of V
6 k and V 6 ki .
Proof. Let i ∈ I. For each b ∈ B, we set e+i b = e ℓi(b)i b and e+i b = eℓi(b)i b. Note that
eiV
6 k
i ⊂ V <ki . Applying successively the axiom (b)(ii) of perfect bases, we get
eki b ∈ C× e ki b+ V <ℓi(b)−ki , ∀k = 1, 2, . . . , ℓi(b).(1.1)
In particular we have e+i b ∈ C× e+i b and e+i b ∈ B 60i . Furthermore, the axiom (c) of
perfect bases implies that e+i b 6= e+i b′ whenever b 6= b′.
Next, let us prove that B6 ki is a basis of V
6 k
i . It is enough to check that B
6 k
i
spans V 6 ki , which we prove by induction on k. If k < 0 this is obvious. Assume
that k > 0. Given x ∈ V 6 ki , x 6= 0, let xb ∈ C be such that x =
∑
b∈B xb b. Let
ℓ = max{ℓi(b) | xb 6= 0}. It is enough to check that ℓ 6 k. Assume that ℓ > k. By
(1.1), there are elements cb ∈ C× such that
0 = eℓix =
∑
ℓi(b)=ℓ
xb cb e
+
i b.
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However, the elements e+i b such that ℓi(b) = ℓ belong to B
60 and are distinct, hence
linearly independent, yielding a contradiction. Furthermore, since B6 ki is a basis
of V 6 ki for all i ∈ I, we deduce that B6 k =
⋂
B6 ki =
⋂
(B ∩ V 6 ki ) is a basis of
V 6 ki =
⋂
V 6 ki which proves (b).
Now, let us prove that if b, b′ ∈ B are such that ℓi(b) = ℓi(b′) = k and [b]i = [b′]i
in V ki , then we have b = b
′. By (1.1), we have e+i [b]i = e
+
i b ∈ C× e+i b and e+i [b′]i =
e+i b
′ ∈ C× e+i b′. Thus, if [b]i = [b′]i we deduce that e+i b = e+i b′, from which we get
b = b′. 
We deduce the following proposition.
Proposition 1.14. Let B and B′ be perfect bases of V . Assume that there is a
bijection ϕ : B → B′ and a partial order 6 on B such that ϕ(b) ∈ b+∑c>bC c for
each b ∈ B. Then the map ϕ is a crystal isomorphism B ∼→B′.
Proof. For convenience we shall write ℓ′i for the restriction of the map ℓi to the basis
B′ of V .
First observe that ℓ′i ◦ ϕ = ℓi for all i ∈ I. Indeed, by Lemma 1.13(b), the sets
B6ki = {b | b ∈ B, ℓi(b) 6 k} and (B′)6ki = {ϕ(b) | b ∈ B, ℓ′i(ϕ(b)) 6 k} are both
bases of V 6 ki . Since ϕ(b) ∈ b+
∑
c>bC c, we deduce that for all k ∈ Z
ℓ′i(ϕ(b)) 6 k ⇐⇒ ϕ(b) ∈ V 6 ki =⇒ b ∈ V 6 ki ⇐⇒ ℓi(b) 6 k.
Therefore we have ℓi(b) 6 ℓ
′
i(ϕ(b)) and (B
′)6ki ⊂ ϕ(B6ki ) for all k ∈ Z and b ∈ B.
Using ϕ−1 with the order on B′ induced by ≤ and ϕ we get equalities. We also
deduce that ϕ(b) ∈ b+∑cC c where c runs over elements of B satisfying
ℓi(c) 6 ℓi(b) = ℓ
′
i(ϕ(b)), c > b and wt(b) = wt(ϕ(b)) = wt(c).(1.2)
In particular, the map ϕ yields a weight preserving bijection B60 → (B′)60. There-
fore it extends to an automorphism of the g-module V , and in turn, to a crystal
isomorphism ψ : B
∼→B′ such that ψ(b) = ϕ(b) for all b ∈ B6 0 (see [1, thm. 5.37]).
We claim that ϕ = ψ. We will prove it by induction with respect to ℓi. Fix
an element b ∈ B with k := ℓi(b) > 0 for some i ∈ I, and assume that ϕ(c) =
ψ(c), ∀c ∈ B<ki . We have ℓ′i(ϕ(b)) = ℓi(b) = k > 0, hence ei(b), e′i(ϕ(b)) are both
non-zero. Since ψ is a crystal isomorphism, the induction hypothesis applied to
c = ei(b) yields ϕ(ei(b)) = ψ(ei(b)) = e
′
i(ψ(b)). The axiom (c) of perfect bases would
imply that ϕ(b) = ψ(b) if we can show that
ϕ(ei(b)) = e
′
i(ϕ(b)).(1.3)
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Let us prove this equality. We have ℓ′i(ϕ(ei(b))) = ℓi(ei(b)) = k−1 and ℓ′i(e′i(ϕ(b))) =
ℓ′i(ϕ(b))− 1 = k − 1. Therefore by Lemma 1.13(a) it is enough to check that
[ϕ(ei(b))]i = [e
′
i(ϕ(b))]i in V
k−1
i(1.4)
which we shall prove by induction with respect to the order >.
Recall that the map ϕ is unitriangular in the basis B. Therefore the same holds
for ϕ−1 in the basis B′ and we have, by projection to V ki and using (1.2)
[b]i ∈ [ϕ(b)]i +
∑
ℓi(c)=k
c>b
C [ϕ(c)]i.(1.5)
Since eiV
6 k
i ⊂ V <ki , the map ei factors through a linear map ei : V ki −→ V k−1i .
The axiom (b)(ii) of perfect bases implies that ei([b]i) ∈ C× [ei(b)]i in V k−1i . Now,
applying ei to (1.5) yields following relation in V
k−1
i
[ei(b)]i ∈ C× [e′i(ϕ(b))]i +
∑
ℓi(c)=k
c>b
C [e′i(ϕ(c))]i.(1.6)
Assume now by induction that (1.4) holds for any c > b. Then we can rewrite (1.6)
as
[ei(b)]i ∈ C× [e′i(ϕ(b))]i +
∑
ℓi(c)=k
c>b
C [ϕ(ei(c))]i.(1.7)
On the other hand, applying (1.5) to ei(b) instead of b, we also get the following
relation in V k−1i
[ei(b)]i ∈ [ϕ(ei(b))]i +
∑
ℓi(c)=k−1
c>ei(b)
C [ϕ(c)]i.(1.8)
Now, observe that [ϕ(ei(b))]i /∈ C[ϕ(ei(c))]i whenever ℓi(c) = k and c 6= b, by Lemma
1.13(a) and the axiom (c) of perfect bases. Therefore, comparing (1.7) and (1.8), we
get the identity (1.4).
Finally, in the case where b is maximal with respect to ≥, the relation (1.6) becomes
[ei(b)]i ∈ C× [e′i(ϕ(b))]i and therefore (1.7) still holds. Hence (1.4) holds in that case
as well. 
1.4.3. Derived equivalences. Given V an integrable g-module, and i ∈ I one can con-
sider the action of the simple reflection si = exp(−fi) exp(ei) exp(−fi) on V . For each
weight ω ∈ X, this action maps a weight space Vω to Vsi(ω) with si(ω) = ω−〈α∨i , ω〉αi.
If C is a categorification of V , then it restricts to an sl2(C)-categorification in the
sense of Chuang-Rouquier. In particular, the simple objects are weight vectors for
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the categorical sl2(C)-action. Thus, the theory of Chuang-Rouquier can be applied
and [8, thm. 6.6] implies that si can be lifted to a derived equivalence Θi of C .
Theorem 1.15. Assume that R is a field. Let (E, F,X, T ) be a representation of g
in a abelian R-category C , and i ∈ I. Then there exists a derived self-equivalence Θi
of C which restricts to derived equivalences
Θi : D
b(Cω)
∼−→Db(Csi(ω))
for all weight ω ∈ X. Furtermore, [Θi] = si as a linear map of [C ]. 
In the context of §4, each weight space Cω will be a unipotent block of a fi-
nite unitary group. As a consequence of this theorem we will obtain many derived
equivalences between unipotent blocks, in the spirit of Broue´’s abelian defect group
conjecture (see Section 4.6.3).
2. Representations on Fock spaces
Let R be a noetherian commutative domain with unit. As in §1.2, we fix an
element v ∈ R× and a subset I of R× which is stable by multiplication by v and
v−1. We explained in §1.2.1 how one can associate a Lie algebra g = gI to this
data. In this section we recall the construction of (charged) Fock spaces which are
particular integrable representations of g. These will be the representations that we
shall categorify using unipotent representations of finite unitary groups (see §4.4 and
§4.5).
2.1. Combinatorics of l-partitions.
2.1.1. Partitions and l-partitions. A partition of n is a non-increasing sequence of
non-negative integers λ = (λ1 > λ2 > · · · ) whose terms add up to n. We denote
by Pn be the set of partitions of n and by P =
⊔
n Pn be the set of all partitions.
Given a partition λ, we write |λ| for the weight of λ, l(λ) for the number of non-zero
parts in λ and tλ for the transposed partition. We associate to λ = (λ1, λ2, . . . ) the
Young diagram Y (λ) defined by Y (λ) = {(x, y) ∈ Z>0 × Z>0 | y 6 λx}. It may
be visualised by an array of boxes in left justified rows with λx boxes in the x-th
row. If λ, µ are partitions of n then we write λ > µ if for all n > i > 1 we have∑i
j=1 λj >
∑i
j=1 µj. This relation defines a partial order on P called the dominance
order.
An l-partition of n is an l-tuple of partitions whose weights add up to n. We
denote by P ln be the set of l-partitions of n and by P
l =
⊔
n P
l
n the set of all
l-partitions. The Young diagram of the l-partition λ = (λ1, . . . , λl) is the set Y (λ) =⊔l
p=1 Y (λ
p)× {p}. Its weight is the integer |λ| =∑p |λp|.
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2.1.2. Residues and content. We fix Q = (Q1, . . . , Ql) ∈ I l. Let λ be an l-partition
and A = (x, y, p) be a node in Y (λ). The (Q, v)-shifted residue of the node A is the
element of I given by res(A,Q)I = v
y−xQp. Let ni(λ,Q)I be the number of nodes
of (Q, v)-shifted residue i in Y (λ). If λ, µ are l-partitions such that |µ| = |λ| + 1
we write res(µ − λ,Q)I = i if Y (µ) is obtained by adding a node of (Q, v)-shifted
residue i to Y (λ). We denote by addi(λ,Q)I (resp. remi(λ,Q)I) the set of addable
nodes (resp. removable nodes) of (Q, v)-shifted residue i. With n = |λ| we have
addi(λ,Q)I = {A = Y (µ) \ Y (λ) | µ ∈ P ln+1 s.t. res(µ− λ,Q)I = i},
remi(λ,Q)I = {A = Y (λ) \ Y (µ) | µ ∈ P ln−1 s.t. res(λ− µ,Q)I = i}.
A charge of the tuple Q = (Q1, . . . , Ql) is an l-tuple of integers s = (s1, . . . , sl)
such that Qp = v
sp for all p = 1, . . . , l. Conversely, given I ⊂ R× and v ∈ R× as in
§1.2, any ℓ-tuple of integers s ∈ Zl define a tuple Q = (vs1 , . . . , vsl) with charge s.
The s-shifted content of the box A = (x, y, p) is the integer cts(A) = sp + y − x. It
is related to the residue of A by the formula res(A,Q)I = v
cts(A). We will also write
p(A) = p. We will call charged l-partition a pair (µ, s) in P l × Zl.
2.1.3. l-cores and l-quotients. We start with the case l = 1. The set of β-numbers of
a charged partition (λ, d) ∈ P×Z is the set given by βd(λ) = {λu+d+1−u | u > 1}.
The charged partition (λ, d) is uniquely determined by the set βd(λ).
If Q = vd, then the set remi(λ,Q) of removable nodes of (Q, v)-shifted residue i
is the set of integers j /∈ βd(λ) such that i = vj and j + 1 ∈ βd(λ). Removing such
a node has the effect of replacing j + 1 by j. We have an analogue description for
addable nodes. More generally, for any positive integer e, a e-hook of (λ, d) is a pair
(x, x + e) such that x + e ∈ βd(λ) and x 6∈ βd(λ). Removing the e-hook (x, x + e)
corresponds to replacing x + e with x in βd(λ). We say that the charged partition
(λ, d) is an e-core if it does not have any e-hook. This does not depend on d.
Next, we construct a bijection τl : P × Z → P l × Zl. It takes the pair (λ, d) to
(µ, s), where µ = (µ1, . . . , µl) is an l-partition and s = (s1, . . . , sl) is a l-tuple in
Zl(d) = {s ∈ Zl | s1 + · · ·+ sl = d}.
The bijection is uniquely determined by the following relation
βd(λ) =
l⊔
p=1
(
p− l + lβsp(µp)
)
.
See [53] for details.
The bijection τl takes the pair (λ, 0) to (λ
[l], λ[l]), where λ
[l] is the l-quotient of λ
and λ[l] lies in Z
l(0). Since λ is an l-core if and only if λ[l] = ∅, this bijection identifies
the set of l-cores and Zl(0). We define the l-weight wl(λ) of the partition λ to be
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the weight of its l-quotient. Equivalently, it is the number of l-hooks that can be
successively removed from λ to get its l-core. So, if we view λ[l] as the l-core of λ,
we get
wl(λ) = |λ[l]| =
(|λ| − |λ[l]|)/l.
We will mostly consider the bijection τl for l = 2. In particular, a 2-core is either
∆0 = ∅ or a triangular partition ∆t = (t, t − 1, . . . , 1) with t ∈ N. We abbreviate
σt = (∆t)[2], and we write σt = (σ1, σ2). We have
σt =
{(− t/2, t/2) if t is even,(
(1 + t)/2,−(1 + t)/2) if t is odd.(2.1)
For each bipartition µ, let ̟t(µ) denote the unique partition with 2-quotient µ and
2-core ∆t. Thus, the bijection τ2 maps (̟t(µ), 0) to the pair (µ, σt).
2.2. Fock spaces. For a reference for the results presented in this section, see for
example [52], [53]. Let Q = (Q1, . . . , Ql) ∈ I l. It defines an integral dominant
weight ΛQ =
∑l
p=1ΛQp ∈ P+. The Fock space F(Q)I is the C-vector space with
basis {|λ,Q〉I | λ ∈ P l} called the standard monomial basis, and action of ei, fi for
all i ∈ I given by
(2.2) fi(|λ,Q〉I) =
∑
µ
|µ,Q〉I , ei(|µ,Q〉I) =
∑
λ
|λ,Q〉I ,
where the sums run over all partitions such that res(µ − λ,Q)I = i. This endows
F(Q)I with a structure of g
′-module. The Fock space F(Q)I can also be equipped
with a symmetric non-degenerate bilinear form 〈•, •〉I for which the standard mono-
mial basis is orthonormal. To avoid cumbersome notation, we shall omit the subscript
I when not necessary.
It is easy to see that each element of the standard monomial basis is a weight
vector whose weight can be explicitely computed by the formula
α∨i (|λ,Q〉) =
(| addi(λ,Q)| − | remi(λ,Q)|) |λ,Q〉
for i ∈ I. In particular, the vector |∅, Q〉I has weight ΛQ.
Proposition 2.1. The g′-submodule of F(Q) generated by |∅, Q〉 is isomorphic to
L(ΛQ). Furthermore, if I = A∞, then F(Q) = L(ΛQ). 
Using the minimal categorification L (ΛQ) of L(ΛQ), the isomorphism F(Q) =
L(ΛQ) can be made more explicit. To explain this, let us first recall briefly the
definition of the Specht modules. Assume that R has characteristic 0 and contains
a primitive l-th root ζ of 1, so R is a splitting field of the complex reflection group
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G(l, 1, m). Let Irr(RSm) = {φλ | λ ∈ Pm} be the standard labelling of the characters
of the symmetric group. Then
Irr(RG(l, 1, m)) = {Xλ | λ ∈ P lm}
is the labelling of the simple modules such that Xλ is induced from the G(l, 1, |λ1|)×
. . .×G(l, 1, |λl|)-module
φλ(1)χ
0 ⊗ φλ(2)χ1 ⊗ · · · ⊗ φλ(l)χl−1.
Here, we denote by χp the one dimensional module of the |λp|-th cartesian power of
the cyclic group G(l, 1, 1) given by the p-th power of the determinant, see, e.g., [25,
sec. 5.1.3]. Recall that (for every field R) the R-algebra HQ, vR,m is split and that it is
semi-simple if and only if we have, see, e.g., [46, sec. 3.2],
m∏
i=1
(1 + v + · · ·+ vi−1)
∏
a<b
∏
−m<r<m
(vrQa −Qb) 6= 0.
Thus, by Tits’ deformation theorem, under the evaluation v 7→ 1 and Qp 7→ ζp−1,
the labelling of Irr(RG(l, 1, m)) yields a canonical labelling
Irr(HQ, vR,m) = {S(λ)Q,vR | λ ∈ P lm}.
Now, if R is a commutative domain with fraction field K of characteristic 0 as above,
we define theHQ,vR,m-module S(λ)
Q, v
R as in [48, sec. 2.4.3] or [25, sec. 5.3], using S(λ)
Q,v
K
and the dominance order on P lm, and if θ : R → k is a ring homomorphism such
that k is the fraction field of θ(R) we set S(λ)Q,vk = kS(λ)
Q,v
R . Then, we have the
following, see, e.g., [48].
Proposition 2.2. Let R be a field of characteristic 0 which contains a primitive l-th
root of 1. The composition [L (ΛQ)]
∼→ L(ΛQ) → F(Q) obtained from Theorem 1.7
and Proposition 2.1 sends the class of S(λ)Q,vR to the standard monomial |λ,Q〉. 
For each p = 1, . . . , l, let Ip be the subquiver of I corresponding to the subset v
ZQp
of I. We define a relation on {1, . . . , l} by i ∼ j ⇐⇒ Ii = Ij . Let Ω = {1, . . . , l}/ ∼
be the set of equivalence classes for this action. Given p ∈ Ω, we denote by Qp
the tuple of (Qi1 , . . . , Qir) where (i1, . . . , ir) is the set of ordered elements in p. The
decomposition I =
⊔
p∈Ω Ip yields a canonical decomposition of Lie algebras g
′
I =⊕
p∈Ω g
′
Ip
. The corresponding decomposition of Fock spaces is given in the following
proposition.
Proposition 2.3. The map |λ,Q〉I 7−→ ⊗p∈Ω|λp, Qp〉Ip yields an isomorphism of
g′I-modules
F(Q)I
∼−→
⊗
p∈Ω
F(Qp)Ip.
23

2.3. Charged Fock spaces. A charged Fock space is a pair F(s) = (F(Q), s) such
that s ∈ Zl is a charge of Q, that is Q = (vs1, . . . , vsl). Throughout this section, we
will always assume that I is either of type A∞ or a cyclic quiver. For more general
quivers we can invoke Proposition 2.3 to reduce to that case.
2.3.1. The g-action on the Fock space. The action of g′ on F(Q) can be extended to
an action of g when Q admits a charge s. We describe this action in the case where
v has finite order e, and l = 1. In that case I = vZ is isomorphic to the cyclic quiver
A
(1)
e−1 and the charge s is just an integer d ∈ Z such that Q = vd. If we fix the affine
simple root to be α1, then X = P⊕Zδ and X∨ = Q∨⊕Z∂ with δ =
∑
i∈I αi and
∂ = Λ∨1 (see Example 1.1 for more details).
Given l ∈ N, l 6= 0, and s = (s1, . . . , sl) ∈ Zℓ, we define
∆(s, e) =
1
2
l∑
j=1
(
s¯j(1− s¯j/e) + sj(sj/e− 1)
)
,(2.3)
where s¯j is the residue of sj modulo e in [0, e− 1]. Then, we define the action of the
derivation ∂ on F(d) = (F(Q), d) by
∂(|λ,Q〉) = −(n1(λ,Q) + ∆(d, e))|λ,Q〉.
For this action the weight of a standard basis element is
(2.4) wt(|λ,Q〉) = ΛQ −
∑
i∈I
ni(λ,Q)αi −∆(d, e) δ.
Recall from §2.1.3 that to a charged partition (λ, d) we can associate via τe a pair
consisting of an e-partition (the e-quotient) and a e-tuple of integers adding up to d.
When λ is an e-core, we have the following formula.
Lemma 2.4. If τe(λ, d) = (∅, s) with s ∈ Ze(d), then n1(λ,Q) = ∆(s, 1) −∆(d, e).

Consequently, on an e-core λ the action of ∂ is given by multiplication by −∆(s, 1).
We now describe the action of the affine Weyl group of g on F(d). For i ∈ Ir{1},
we denote by αcli = 2Λi − Λiv − Λiv−1 and Λcli = Λi − Λ1 the i-th simple root and
fundamental weight of sle. These (classical) simple roots span the lattice of classical
roots Qcl. It is a sublattice of P of rank e − 1. The affine Weyl group of g is
W = SI ⋉ Q
cl. It acts linearly on X. We will denote by tγ ∈ End(X) the action of
an element γ ∈ Qcl as defined in [34, chap. 6], i.e., for each α ∈ X we set
tγ(α) = α + (α : δ) γ − (α : γ) δ − 1
2
(α : δ)(γ : γ) δ
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where (• : •) is the standard symmetric non-degenerate bilinear form on X×X. For
each tuple s ∈ ZI we consider the element πs =
∑
i∈I(si − siv) Λi. If s ∈ ZI(d), then
πs − ΛclQ ∈ Qcl and we can consider the corresponding operator tπs−ΛclQ ∈ End(X),
from which we can compute the weight of |λ,Q〉, and the action of W as follows.
Proposition 2.5. Let λ and ν be two partitions. Let (λ[e], s) = τe(λ, d) where λ
[e] is
the e-quotient of λ and s ∈ ZI(d).
(a) The weight of |λ,Q〉 equals
wt(|λ,Q〉) = tπs−ΛclQ(ΛQ)− we(λ) δ
where we(λ) = |λ[e]| is the e-weight of λ.
(b) The weights of |λ,Q〉 and |ν,Q〉 are W -conjugate if and only if we(λ) = we(ν).
Proof. Recall that λ[e] denotes the e-core of λ. We have ni(λ,Q) = ni(λ[e], Q)+we(λ)
for each i. Hence, from (2.4) we deduce that the weight of |λ,Q〉 is −we(λ) δ plus
the weight of |λ[e], Q〉.
Now assume that λ is an e-core. Since τe(λ, 0) = (∅, λ[e]), we have τe(λ, d) = (∅, s)
for some tuple s ∈ ZI(d). Hence, the weight of the element |λ,Q〉 in F(d) equals
Λ1 + πs −∆(s, 1) δ = tπs−ΛclQ(ΛQ)(2.5)
by Uglov’s formulas, see e.g., [53, prop. 3.7]. The discussion above implies part (a).
Part (b) is a direct consequence of (a) since W acts trivially on δ. 
In the particular case where the charge is zero (forcing Q to be 1), then s = λ[e] is
the e-core of λ, and the weight of |λ, 1〉 is given by
wt(|λ, 1〉) = tπλ[e] (Λ1)− we(λ) δ.(2.6)
Therefore weight spaces are parametrized by pairs (ν, w) where ν is an e-core and w is
a non-negative integer. The basis element |λ, 1〉 is in the weight space corresponding
to (λ[e], we(λ)). We will see later that these weight spaces correspond to the unipotent
ℓ-blocks of finite unitary groups GUn(q) when e is the order of −q modulo ℓ.
2.3.2. The crystal of the Fock space. We explain here how to associate an abstract
crystal to a charged Fock space F(s). By Proposition 2.3, we can assume that I
is either cyclic or of type A∞. Then, the abstract crystal of F(s) is the abstract
crystal associated with Uglov’s canonical basis of F(s). We assume that the reader
is familiar with [52]. Another good reference is [53].
When I has type A∞, Uglov’s bases coincide with the standard monomial basis
and the discussion is trivial in that case. We will therefore assume that v has finite
order e and I = vZ, so that I has type A
(1)
e−1. Let u be a formal parameter and
A = C[u, u−1]. The g-module F(Q) admits a quantum deformation Fu(s) with an
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A-lattice FA(s), which is a free A-module with basis {|µ, s〉 |µ ∈ P l}. It is equipped
with an integrable representation of UA(g) which is given by the formulas (29), (35),
(36) in [52]. Note that the action of the Chevalley generators ei and fi depends on
the choice of the charge s. The representation of g on F(s) given in §2.3.1 is recovered
by specializing the parameter u to 1.
Uglov has constructed a remarkable A-basis of FA(s) in [52, p. 283]
B+u (s) = {b+u (µ, s) |µ ∈ P l}.
It depends on s and it is a lower global basis for the representation of Uu(g) on Fu(s).
In [52], this basis is denoted by the symbol
G+(sl) = {G+(λl, sl) | λl ∈ P l}.
In order to match Uglov’s parameters with ours, we set q, l, n, sl = u, l, e, s in the
definition of G+(sl) to get our basis B+u (s).
Next, we consider the pairing (•, •) on Fu(s) defined in [53, sec. 4.3]. It is a modified
version of the pairing 〈•, •〉 introduced in §2.2. Then, letB∨u(s) = {b∨u(µ, s) |µ ∈ P l}
be the C(u)-basis of Fu(s) dual to B
+
u (s) relatively to the bilinear form (•, •). By
Kashiwara’s theory of global bases, we deduce that B∨u(s) is an upper global basis of
Fu(s), compare [53, lem. 4.13]. Let B
∨(s) = {b∨(µ, s) |µ ∈ P l} be the specialization
at u = 1 of B∨u(s), with the obvious labeling of its elements. It is a perfect basis of
the usual Fock space F(s) = Fu(s)|u=1 by Proposition 1.11.
Next, we equip the set of l-partitions with the abstract crystal structure B(s) =(
P l, e˜i, f˜i
)
defined in [33]. See [15] for a reformulation closer to our notations. Let
B(s) = {b(µ, s) |µ ∈ P l} be the obvious labeling. The operators e˜i, f˜i are described
in a combinatorial way: we have f˜i(b(µ, s)) = b(γ, s) if and only if γ is obtained from
µ by adding a good i-node. The definition of a good i-node depends on the charge s.
See [53, sec. 3.4.2] for more details.
We will need the following well-known result.
Proposition 2.6. The map b∨(µ, s) ∈ B∨(s) 7−→ b(µ, s) ∈ B(s) is a crystal iso-
morphism.
Proof. The proposition follows from [33]. More precisely, it is proved there that the
formulae (27), (33), (34) in [52] for the action of the quantum group on FA(s) imply
that the pair formed by L(s) =⊕µ∈Pl C[u]|µ, s〉 and the basis {|µ, s〉moduL(s) |µ ∈
P l} of L(s)/uL(s) is a lower crystal basis of Fu(s) and that the assignment |µ, s〉 7→
b(µ, s) is a crystal isomorphism onto B(s). In other words, the abstract crystal asso-
ciated with the lower global basis B+A(s) is canonically isomorphic to B(s), i.e., the
map b+u (µ, s) ∈ B+A(s) 7−→ b(µ, s) ∈ B(s) realizes this isomorphism. To conclude,
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we use the canonical bijections B+u (s) → B∨u(s) → B∨(s) whose composition is an
isomorphim of crystals as well. 
3. Unipotent representations
In this section we record standard results on unipotent representations of finite
reductive groups in non-defining characteristic. A good reference is [7].
3.1. Basics. By an ℓ-modular system we will mean a triple (K,O , k) where K is a
field of characteristic zero, O is a complete discrete valuation ring with fraction field
K, and k is the residue field of O with char(k) = ℓ. When working with representa-
tions of a finite group Γ, we will always assume that (K,O , k) is a splitting ℓ-modular
system for Γ, which means that K and k are splitting fields for all subgroups of Γ.
When Γ comes from an algebraic group in characteristic p, we will in addition assume
that ℓ 6= p. This case is usually referred to as the non-defining characteristic case.
Let R be any commutative domain (with 1) and Γ be a finite group. We will
assume that p is invertible in R and O . Let RΓ denote the group ring of Γ over
R. For any subset S ⊆ Γ such that |S| is invertible in R, let eS be the idempotent
eS = |S|−1
∑
g∈S g in RΓ. If R is not a field, an RG-module which is free as an
R-module will be called an RG-lattice.
The R-module of class functions Γ → R is denoted by R Irr(KΓ) or R Irr(Γ). If
R is a field, this vector space is endowed with the canonical scalar product, 〈−,−〉Γ,
for which the set of irreducible characters Irr(KΓ) of KΓ is an orthonormal basis.
3.2. Unipotent KG-modules. Let G be a connected reductive group over Fq with
a Frobenius endomorphism F : G → G. Fix a parabolic subgroup P of G and
an F -stable Levi complement L of P. We do not assume P to be F -stable. Write
L = LF and G = GF .
Let RG
L⊂P and
∗RG
L⊂P denote respectively the Lusztig induction and restriction
maps from Z Irr(KL) to Z Irr(KG). We will assume that the Mackey formula holds
for RG
L⊂P and
∗RG
L⊂P, which we know for the groups we will focus on later (see [2]
for more details). Under this condition, the Lusztig induction and restriction do not
depend on the choice of the parabolic subgroup P, see [10, chap. 6]. We abbreviate
RG
L⊂P = R
G
L
and ∗RG
L⊂P =
∗RG
L
.
Let T be an F -stable maximal torus of G and let N be the normalizer of T in
G. Fix an F -stable Borel subgroup B of G containing T. Write B = BF , T = TF
and N = NF . The groups B, N form a reductive BN -pair of G with Weyl group
W =WG given byW = N/T. Since B, N are stable by F and G is connected, the
finite groups B, N form a split BN-pair of G whose Weyl group W =W (T ) is given
by W =WF = N/T (see [18, sec. 4] for more details).
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The G-conjugacy classes of F -stable maximal tori of G are parametrized by the
F -conjugacy classes in W. For each w ∈W let Tw be an F -stable maximal tori in
the G-conjugacy class parametrized by w. Under conjugation by some element of G,
the pair (Tw, F ) is identified with the pair (T, wF ). In particular, we have Tw ≃ TwF
and W (Tw) ≃ WwF . The virtual characters RGTw(1) obtained by induction of the
trivial representation of the tori Tw are called the Deligne-Lusztig characters. They
satisfy the following orthogonality relations:
〈RG
Tw
(1) , RG
Tw′
(1)〉G =
{
|WwF | if w and w′ are F -conjugate in W,
0 otherwise.
Definition 3.1. An irreducibleKG-module is unipotent if its character, say χ, occurs
as a constituent of a Deligne-Lusztig character RG
Tw
(1) for some element w ∈ W , i.e.,
if we have 〈χ,RG
Tw
(1)〉G 6= 0.
We denote by KG -umod the full subcategory of KG -mod consisting of the mod-
ules which are sums of irreducible unipotent modules. The objects of this category
are the unipotent KG-modules.
3.3. Unipotent kG-modules and ℓ-blocks. As a result of the lifting of idempo-
tents, the blocks of OG and kG correspond by reduction. Both are usually called
the ℓ-blocks of G. For R = O or k, any block B of RG is of the form B = RG · b,
where b is a central primitive idempotent of RG. The unit b of B is called the block
idempotent of B. We will also call block of RG -mod associated with B the Serre
subcategory generated by the simple modules on which b acts non-trivially. The
ℓ-blocks of G induce a partition of Irr(KG) such that the piece associated with B
is the set of all irreducible characters χ of KG with χ(b) = χ(1). If χ ∈ Irr(KG),
we will write B(χ) ⊆ Irr(KG) for the piece containing χ. When there is no risk of
confusion, we will also call B(χ) an ℓ-block of G.
Definition 3.2. An ℓ-block of OG is unipotent if it contains at least one unipotent
KG-module. A simple kG-module is unipotent if it lies in a unipotent block of kG.
We denote by kG -umod be the Serre subcategory of kG -mod generated by the sim-
ple unipotent kG-modules. It correspond to the sum of unipotent blocks of kG -mod.
The unipotent kG-modules are by definition the objects of this category.
Recall that (K,O , k) is a splitting ℓ-modular system. To this system one can
associate a decomposition map dOG : [KG -mod]→ [kG -mod]. From now on we will
assume that the centre Z(G) of G is connected. Then, by [30], a simple kG-module
is unipotent if and only if it is a constituent of the ℓ-reduction of a unipotent KG-
module, see also [5]. In other words, the classes of unipotent modules are exactly the
image of unipotent characters through the decomposition map. We will denote by
dU : [KG -umod]→ [kG -umod] the restriction of this map to unipotent characters.
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Proposition 3.3 ([20], [22]). Assume ℓ is good for G. Then the map dU is a linear
isomorphism [KG -umod]
∼→ [kG -umod]. 
Given a positive integer f , let Φf be the fth cyclotomic polynomial. A torus
T ⊂ G is a Φf -torus if its order is a power of Φf (q). An F -stable Levi subgroup
L ⊆ G is f -split if L = LF is the centralizer in G of a Φf -torus. A unipotent f -pair
is a pair (L, χ) where L is an f -split Levi subgroup and χ is an irreducible unipotent
KL-module. The pair (L, χ) is f -cuspidal if for every proper f -split Levi subgroup
M ⊆ L we have ∗RL
M
(χ) = 0.
Now assume that f is the smallest positive integer such that ℓ divides qf − 1. In
other words, f is the order of the class of q in k. Under the assumption that ℓ is
good, unipotent ℓ-blocks correspond to f -cuspidal f -pairs (see for example [7, thm.
22.9]).
Proposition 3.4. Assume ℓ is good for G, and ℓ 6= 3 if G has a constituent of
type 3D4. Then there is a bijection between the G-conjugacy classes of unipotent f -
cuspidal f -pairs and the set of unipotent ℓ-blocks of G which takes the class of (L, χ)
to the ℓ-block BL,χ such that the irreducible unipotent characters in BL,χ are exactly
the irreducible constituents of RG
L
(χ). 
3.4. Harish-Chandra series. Assume now that the parabolic subgroup P ⊆ G is
F -stable. In that case the group L is G-conjugate to a standard Levi subgroup of
G. Let RGL and
∗RGL be the corresponding Harish-Chandra induction and restriction
functors from RL -mod to RG -mod. Let P = PF and U = UF , where U ⊂ P is the
unipotent radical of P. Notice that the Harish-Chandra induction is the special case
of Lusztig induction for 1-split Levi subgroups.
The order of U is a power of q, hence it is invertible in R. Thus, for all M ∈
RL -mod, N ∈ RG -mod we have
RGL (M) = RGn · eU ⊗RL M and ∗RGL (N) = eU · RGn ⊗RGn N.
We will say that the functors RGL and
∗RGL are represented by the (RG,RL)-bimodule
RG · eU and the (RL,RG)-bimodule eU · RG respectively.
Here are some well-known basic properties of the functors RGL ,
∗RGL , see for example
[7, prop. 1.5].
(a) RGL ,
∗RGL do not depend on P ,
(b) RGL ,
∗RGL are exact and left and right adjoint to one another,
(c) if L ⊆ M ⊆ G there are isomorphisms of functors RGL = RGMRML and ∗RGL =
∗RGM
∗RGM .
Let R = K or k. An irreducible RG-module E is cuspidal if ∗RGL (E) = 0 for all
standard Levi subgroup L ( G. A cuspidal pair of RG is a pair (L,E) where L is
as above and E ∈ Irr(RL) is cuspidal. Since the group L is uniquely recovered from
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G, E, from now on we may omit it from the notation. Then, the set Irr(RG,E) ⊆
Irr(RG) consisting of the constituents of the top of RGL (E) is equal to the set of
the constituents of the socle of RGL (E) and is called the Harish-Chandra series of
(L,E). The R-algebra H (RG,E) = EndRG(R
G
L (E))
op is its ramified Hecke algebra.
We have the following facts:
(d) the Harish-Chandra series form a partition of Irr(RG),
(e) the functor FRG
L
(E) yields a bijection Irr(RG,E)
1:1←→ Irr(H (RG,E)).
See [31], [24] and [25, thm. 4.2.6, 4.2.9] for details.
The following result is well-known. It follows from the fact that the ℓ-rational
series are stable by Harish-Chandra induction (see for example [3, thm. 10.3] for a
more general statement).
Proposition 3.5. If R = K or k, then the Harish-Chandra induction and restriction
functors preserve the category of unipotent RG-modules.
4. Finite unitary groups
This section is devoted to the construction of categorical actions on the category
of unipotent representations of finite unitary groups GUn(q). It contains the main
results of this paper.
Let R be a commutative domain with unit. Under mild assumptions on R, we
construct in §4.2 a representation datum on the abelian category
RG -mod =
⊕
n>0
GUn(q) -mod
given by Harish-Chandra induction and restriction. It consists of the adjoint pair
(E, F ) of the functors themselves, together with natural transformations X and T
of F and F 2. The construction of the latter are similar to the case of GLn(q) given
in [8], and X should be thought of as a Jucys-Murphy element, whereas T satisfies a
Hecke relation with parameter q2. When R is an extension of Qℓ or Fℓ, the categorical
datum restricts to the category UR of unipotent representations of RG -mod. On this
smaller category, the eigenvalues of X are powers of −q, which hints that the Lie
algebra g that should act on [UR] corresponds to the quiver with vertices (−q)Z and
arrows given by multiplication by q2.
We prove that the representation datum lifts indeed to a categorical action of g
on UR. We start in §4.5 with the case where Qℓ ⊂ R. Then g ≃ (slZ)⊕2 and [UR]
is isomorphic to a direct sum of level 2 Fock spaces, each of which corresponds to
an ordinary Harish-Chandra series. When Fℓ ⊂ R, the category UR is no longer
semisimple but we show in §4.5 a compatibility between weights for the action of g
and unipotent ℓ-blocks which yields our second categorification result. The situation
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depends on the parity of e, the order of −q modulo ℓ. When e is even (linear
prime case), g is a subalgebra of (ŝle/2)
⊕2 and each ordinary Harish-Chandra series
categorifies a level 2 Fock space for g. When e is odd (unitary prime case), g ≃ ŝle
and weight spaces correspond to unipotent ℓ-blocks, which are now transverse to the
ordinary Harish-Chandra series.
For studying the weight space decomposition of [UR] as well as the action of the
affine Weyl group we use the action of a bigger Lie algebra g◦, which comes from
Harish-Chandra induction and restriction for general linear groups. Going from linear
to unitary groups by Ennola duality introduces signs for this action (see Lemma 4.22).
It is to be expected that the action of g◦ on [UR] lifts to an action by triangulated
functors on Db(UR) coming from Lusztig induction, although we will not use it.
We give two main applications of our categorical construction. In §4.6 we use
Chuang-Rouquier’s framework to produce derived equivalences between blocks, from
which we deduce Broue´’s abelian defect conjecture when e is even. Finally, we
show in §4.7 that the crystal graph of the level 2 Fock spaces that we categorified
coincide with the Harish-Chandra branching graph. This solves a recent conjecture
of Gerber-Hiss-Jacon [27] and gives a combinatorial way to compute the modular
Harish-Chandra series and the parameters of the various ramified Hecke algebras.
4.1. Definition. Fix a positive integer n. We equip the reductive algebraic group
GLn = GLn(Fq) with the standard Frobenius map Fq : GLn → GLn, (aij) 7→ (aqij)
given by raising every coefficient to the qth power. The finite general linear group
GLn(q) is given by the fixed points of GLn under Fq. In this section we will work
with a twisted version of this group obtained by twisting the Frobenius map. Let
Jn be the n × n matrix with entry 1 in (i, n − i + 1) and zero elsewhere. We will
often write J = Jn when there is no risk of confusion on the size of the matrices. We
define a new Frobenius map F on GLn, called the twisted Frobenius map, by setting
F = Fq ◦ α where α(g) = J · tg−1 · J for each g ∈ GLn. The finite unitary group
Gn = GUn(q) is then given by
Gn = (GLn)
F = {g ∈ GLn ; F (g) = g}.
Since F 2 = (Fq)
2 we have Gn ⊂ GLn, where we abbreviate GLn = GLn(q2) :=
(GLn)
F 2. By convention we also define G0 = {1} to be the trivial group.
We equip GLn with the standard split BN-pair such that B is the subgroup of
upper triangular matrices and N is the subgroup of all monomial matrices. Since B,
N are stable by F and GLn is connected, the groups B = B
F , N = NF form a split
BN-pair of the finite group Gn. Let T be the diagonal torus in GLn and T = T
F .
Let W = Wn be the Weyl group of GLn and W = Wn be the Weyl group of Gn.
We have W ≃ Sn, and F induces on W the automorphism given by conjugation
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with the longest element w0. We will embed W in Gn using permutation matrices,
so that w0 corresponds to J . We have W = W
F = CW(w0). It is a Weyl group of
type Bm if n = 2m or 2m+ 1.
Let ε1, . . . , εn be the characters of T such that t = diag(ε1(t), ε2(t), . . . , εn(t)). The
roots (resp. simple roots) of GLn are given by {εi − εj | i 6= j} (resp. {εr − εr+1}).
Let sr = (r, r + 1) be the simple reflection in W associated with the simple root
αr = εr − εr+1. The action of F on the roots induces an automorphism σ of the
Dynkin diagram of GLn such that
F ◦ α∨r = qσ(αr)∨ with σ(αr) = αn−r.
For each root α, let Uα and α
∨ ∈ Hom(Gm,GLn) be the corresponding root sub-
group and cocharacter. We also choose an isomorphism uα : Ga
∼→ Uα such that
F (uσ(α)(t)) = uα(−tq). Note that a one-parameter subgroup of T has either (q2− 1)
or (q + 1) elements, and a root subgroup of Gn has either q or q
2 elements.
The standard Levi subgroups Lr,m of Gn are parametrized by pairs (r,m) where
r is a non-negative integer and m = (m1, m2, . . . , ms) is a tuple of positive integers
such that n = r+ 2
∑s
u=1mu. The group Lr,m consists of all matrices of GLn which
belong to Gn and are of block-diagonal type
s∏
u=1
GLmu ×GLr ×
1∏
u=s
GLmu .
Consequently we have a group isomorphism Lr,m ≃ Gr×
∏
uGLmu . If m is a positive
integer we abbreviate Lr,1m = Lr,(1m) and Lr,m = Lr,(m).
4.2. The representation datum on RG-mod. Let R be a commutative domain
with unit. We assume that q(q2 − 1) in invertible in R. Using parabolic induction
and restriction, we show in this section how to construct a representation datum on
RG -mod =
⊕
n∈N
RGn -mod .
Fix a positive integer n. Parabolic (or Harish-Chandra) induction provides functors
between L -mod and Gn -mod for any standard Levi subgroup L = Lr,m ⊂ Gn. Since
we want functors between Gr -mod and Gn -mod we will consider a slight variation
of the usual parabolic induction.
Let 0 6 r < n. We denote by Vr the unipotent radical of the standard parabolic
subgroup Pr,1 ⊂ Gr+2 with Levi complement Lr,1. Let Ur ⊂ Gr+2 be the subgroup
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given by
Ur = Vr ⋊ F
×
q2 =

∗ ∗ · · · · · · ∗
1
...
. . .
...
1 ∗
∗
(4.1)
so that Pr,1 = Vr ⋊ Lr,1 ≃ Ur ⋊Gr. If n− r even, we set Un,r = Un−2 ⋊ · · ·⋊ Ur and
we define en,r = eUn,r to be the corresponding idempotent. In particular, we have
er+2,r = eUr . We embed Gr into the Levi subgroup Lr,1m = Gr×GLm1 in the obvious
way. This yields an embedding Gr ⊂ Gn and functors
Fn,r =RGn · en,r ⊗RGr − : RGr -mod −→ RGn -mod,
Er,n = en,r · RGn ⊗RGn − : RGn -mod −→ RGr -mod .
Note that Fn,r can be seen as the composition of the inflationGr -mod −→ Lr,1m -mod
with the parabolic induction from Lr,1m to Gn.
An endomorphism of the functor Fn,r can be represented by an (RGn, RGr)-
bimodule endomorphism of RGn ·en,r, or equivalently by an element of en,r ·RGn ·en,r
centralizing RGm. Thus, the elements
Xr+2,r = (−q)rer+2,r(1, r + 2) er+2,r, Tr+4,r = q2er+4,r(1, 2)(r + 3, r + 4) er+4,r
define respectively natural transformations of the functors Fr+2,r and Fr+4,r. We set
F =
⊕
r>0
Fr+2,r, X =
⊕
r>0
Xr+2,r, T =
⊕
r>0
Tr+4,r.
Proposition 4.1. The endomorphisms X ∈ End(F ) and T ∈ End(F 2) satisfy the
following relations:
(a) 1FT ◦ T1F ◦ 1FT = T1F ◦ 1FT ◦ T1F ,
(b) (T + 1F 2) ◦ (T − q21F 2) = 0,
(c) T ◦ (1FX) ◦ T = q2X1F .
Proof. The relation (a) comes from the usual braid relations. For (b), we compute
(Tr+4,r)
2 = q4er+4,r(1, 2)(r + 3, r + 4) er+4,r(1, 2)(r + 3, r + 4) er+4,r
= q4er+4,r eV er+4,r,
where V ⊂ Gr+4 is the subgroup consisting of the matrices with diagonal entries
equal to 1 and off-diagonal entries equal to zero, except for the entries (2, 1) and
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(r + 4, r + 3), i.e.
V =

1
∗ 1
. . .
1
∗ 1
 .
The group V is the root subgroup u−α(Fq2) of Gr+4 associated with the negative
root say −α. The corresponding simple reflexion sα is given by the permutation
(1, 2)(r+3, r+4). Let Bα be the (finite) Borel subgroup of upper triangular matrices
in the copy of GL2 in Gr+4 associated with α. We have Bαu−α(t)Bα = BαsαBα if
and only if t 6= 0, so that
q2eBαeU−αeBα = eBα + (q
2 − 1) eBαsαeBα
in RGL2. Now, the image of Bα through the embedding GL2 ⊂ Gr+4 lies in Ur+4,r.
As a consequence,
Ur+4,reV Ur+4,r = q
−2er+4,r + (1− q−2)er+4,r(1, 2)(r + 3, r + 4) er+4,r,
which yields the expected formula
(Tr+4,r)
2 = (q2 − 1) Tr−4 + q2 er+4,r.
Finally, to prove (c) we must compute Tr+4,rXr+2,rTr+4,r. Using the group V
introduced above, it equals
(−q)r+4er+4,reV (1, 2)(r + 3, r + 4)(2, r + 3)(1, 2)(r + 3, r + 4) eV er+4,r,
which simplifies to (−q)r+4er+4,reV (1, r+4) eV er+4,r. Let V ′ =(1,r+4)V ⊂ Ur+4,r. The
only off-diagonal entries which are non-zero in V ′ are the entries (2, r+4), (1, r+3)
which lie at the top right corner
V ′ =

1 ∗
1 ∗
. . .
1
1
 .
By Chevalley’s commutator formula, we have [V ′, V ] ⊂ Ur+2,r. This proves that
eV (1, r + 4) eV er+4,r = (1, r + 4) eV er+4,r.
Finally, by moving eV to the left, we obtain
Tr+4,rXr+2,rTr+4,r = (−q)r+4er+4,r(1, r + 4)er+4,r = q2Xr+4,r+2,
from which (c) follows. 
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Corollary 4.2. The tuple (E, F,X, T ) defines a representation datum on RG -mod =⊕
n∈NRGn -mod. 
The next step will be to show that this categorical datum yields a g-representation
on the full subcategory of unipotent modules of RG -mod (see Theorems 4.15 and
4.25).
Remark 4.3. The reader might argue that we did not check that X was invertible.
Nevertheless, we shall only be working with unipotent modules over a field, in which
case the eigenvalues of X are powers of −q, hence non-zero (see Theorem 4.12). This
will ensure that the restriction of X to this category is indeed invertible.
4.3. The categories of unipotent modules UK and Uk. From now on, we fix
a prime number ℓ such that ℓ ∤ q (q2 − 1), and an ℓ-modular system (K,O , k) with
Qℓ ⊂ K. We will assume that the modular system is large enough, which means
that KGn and kGn are split for all n > 0. One can take for example (K,O , k) =
(Qℓ,Zℓ,Fℓ).
Throughout the following sections, we will denote by d, e and f the order of q2,
−q and q in k. In particular e 6= 1, 2. If e is odd, then d = e and f = 2e; if e is even,
then d = e/2 and either f = e/2 if e ≡ 2 mod 4 or f = e if e ≡ 0 mod 4.
4.3.1. The category UK. Fix a positive integer n. By [44], the irreducible unipo-
tent KGn-modules are labelled by partitions of n. Their character can be directly
constructed from the Deligne-Lusztig characters. Namely, for each w ∈ Sn, fix an
F -stable maximal torus Tw ⊂ GLn in the Gn-conjugacy class parametrized by w,
with the convention that T1 = T. Then the class function
χλ = |Sn|−1
∑
w∈Sn
φλ(ww0)R
GLn
Tw
(1) ∈ ZIrr(KGn)(4.2)
is, up to a sign, an irreducible unipotent character. For each λ we choose a corre-
sponding irreducible KGn-module Eλ. By abuse of notation we will still denote by
Eλ its isomorphism class.
Recall that G0 = {1}. We define the category of unipotent KG-modules by
UK =
⊕
n∈N
KGn -umod .
This category is abelian semisimple. From the previous discussion we have Irr(UK) =
{Eλ}λ∈P , where by convention Irr(KG0) = {E∅}.
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4.3.2. The category Uk. Using the ℓ-modular system we have decomposition maps
dOGn which by Proposition 3.3 restrict to linear isomorphisms
dOGn : [KGn -umod]
∼→ [kGn -umod].
For unitary groups, this map is actually unitriangular with respect to the basis of
irreducible modules and the dominance order.
Proposition 4.4 ([19]). There is a unique labelling {Dλ}λ∈Pn of the unipotent simple
kGn-modules such that
dOGn([Eλ]) ∈ [Dλ] +
∑
ν>λ
Z[Dν ]
where > is the dominance order on partitions of n. 
We define the category of unipotent kG-modules by
Uk =
⊕
n∈N
kGn -umod .
This is an abelian category which is not semi-simple. The isomorphism classes of
simple objects are Irr(Uk) = {Dλ}λ∈P and the decomposition map yields a Z-linear
isomorphism dU : [UK ]
∼→ [Uk]. The following result is a consequence of the unitri-
angularity of this map.
Proposition 4.5. Given a partition λ ⊢ n there is a unique OGn-lattice E˜λ such
that
(a) KE˜λ = Eλ as a KGn-module,
(b) Vλ := kE˜λ is an indecomposable kGn-module with top isomorphic to Dλ,
(c) dU ([Eλ]) = [Vλ].
Proof. By [9, ex. 6.16], any system of orthogonal idempotents of kGn lifts to a system
of orthogonal idempotents of OGn. Let Pλ be the projective cover of Dλ, and let P˜λ
be a lift of Pλ to a projective indecomposable OGn-lattice. By [19], we have
KP˜λ = Eλ ⊕
⊕
µ<λ
E
⊕ dλ,µ
µ with dλ,µ ∈ N.
Let eχ ∈ KG be the idempotent associated with an irreducible KG-character χ. Set
e6=λ =
∑
χ 6≃Eλ
eχ. The OGn-submodule N := P˜λ ∩ e6=λKP˜λ of P˜λ is pure. We define
E˜λ = P˜λ/N. It is an OGn-lattice. The module kE˜λ has a simple top equal to Dλ,
because top(kP˜λ) = Dλ. Furthermore, we have KE˜λ = KP˜λ/e6=λKP˜λ = Eλ.
Now, let us concentrate on the unicity of E˜λ. Let E˜ be an OGn-lattice satisfying
the properties (a), (b) above. Let φ : kE˜ ։ Dλ be the obvious surjective map.
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Since P˜λ is projective, there is a morphism ψ : P˜λ −→ E˜ such that the following
triangle commutes
kP˜λ //
kψ !!❈
❈
❈
❈
❈
❈
❈
❈
Dλ
kE˜.
φ
OO
Since kE˜ has a simple top and the k-algebra kGn is finite dimensional, the map φ
is an essential epimorphism. Thus kψ in onto, and so is ψ by Nakayama’s Lemma.
We are left with proving that Ker(ψ) = N . Since the module E˜ is free over O , it is
enough to check that Ker(Kψ) = e6=λKP˜λ.
To prove this, observe first that since P˜λ is projective and E˜ is free over O , the
O-module HomOGn(P˜λ, E˜) is free and we have
kHomOGn(P˜λ, E˜) = HomkGn(kP˜λ, kE˜) = HomkGn(kP˜λ, Dλ) = k.
We deduce that the O-module HomOGn(P˜λ, E˜) is free of rank 1 and generated by the
map ψ. Consequently
Kψ = K HomOGn(P˜λ, E˜) = HomKGn(KP˜λ, KE˜) = HomKGn(KP˜λ, Eλ)
and the claim is proved. 
Remark 4.6. In the case where Vλ is simple, property (b) is superfluous and Vλ is
automatically isomorphic to Dλ. This is for example true when Eλ is cuspidal (see
[23, thm. 6.10]).
4.3.3. Blocks of Uk. A block of Uk is an indecomposable summand of Uk. Therefore
blocks of Uk correspond to the unipotent blocks of kGn where n runs over N. These
were first obtained in [16], before the general classification was given in [4] (see
Proposition 3.4).
Recall that e is the order of −q modulo ℓ. Given a partition λ, we defined in §2.1.3
its e-core λ[e], its e-quotient λ
[e] and its e-weight we(λ) = |λ[e]|.
Proposition 4.7. The map Eλ 7−→ (λ[e], we(λ)) yields a bijection between unipotent
ℓ-blocks and pairs (s, w) where s ∈ Ze(0) and w ∈ N. 
Recall that ν 7→ ν[e] induces a bijection between e-cores and Ze(0). Given ν
an e-core we will denote by Bν,w or Bν[e],w the unipotent ℓ-block containing all the
unipotent characters Eλ such that ν is the e-core of λ and we(λ) = w. It is a block
of kGn with n = |ν|+ ew.
It also follows from the classification of blocks that when e < ℓ and e 6= 1, the
defect group of Bν,w is an elementary abelian ℓ-group of rank w (see [4]). In particular,
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when w = 0 the module Dλ is simple and projective, isomorphic to Vλ, and when
w = 1 the defect group of Bν,w is a cyclic group. The structure of such blocks was
determined in [17].
4.3.4. The weak Harish-Chandra series. For this section we assume that R is one of
the fields K or k.
Let r,m > 0 and n = r + 2m. The inflation from Gr to Lr,1m yields a equiv-
alence between RGr -umod and RLr,1m -umod, since the Deligne-Lusztig varieties
depend only on the semisimple type of the reductive group. This equivalence inter-
twines the functors En,r, Fn,r with the parabolic restriction and induction
∗RGnLr,1m ,
RGnLr,1m . Therefore working with UR and the functors E and F is the same as work-
ing in the usual framework of unipotent representations and Harish-Chandra induc-
tion/restriction from Levi subgroups. Note however that one does not consider all the
standard Levi subgroups, but only the ones that are conjugate to Lr,1m . Therefore
one needs to consider a slight variation of the usual Harish-Chandra theory.
Definition 4.8 ([27]). Fix a non-negative integer n.
(a) An RGn-module D is weakly cuspidal if
∗RGnL (D) = 0 for any Levi subgroup
L ( Gn which is Gn-conjugated to a subgroup of the form Lr,1m.
(b) A weak cuspidal pair of RGn is a pair which is Gn-conjugated to (Lr,1m , D) for
some n = r+2m and some weakly cuspidal irreducible RGr-module D which is
viewed as a kLr,1m-module by inflation.
(c) The weak Harish-Chandra series WIrr(RGn, D) of RGn determined by the weak
cuspidal pair (L,D) is the set of the constituents of the top of RGnL (D) and it
coincides with the set of the constituents of its socle.
IfD is a unipotent RGn-module, thenD is weakly cuspidal if and only if E(D) = 0.
Moreover, if D is irreducible, the weak Harish-Chandra series coincides with the set
of irreducible constituents in the top of FmD. Therefore it makes sense to define the
weak Harish-Chandra of UR by
WIrr(RG,D) =
⊔
n>r
WIrr(RGn, D).
It is the set of irreducible consituents in the top of F kD for some k > 0 (or equiv-
alently in the socle). As in the case of the usual theory, the weak Harish-Chandra
series of UR form a partition of Irr(UR) (see [27, prop. 2.3] for a proof).
Proposition 4.9. Assume that R = K or k. Then
Irr(UR) =
⊔
WIrr(RG,D)
where the sum runs over the set of isomorphism classes of weakly cuspidal unipotent
irreducible modules D. 
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When R = K, weakly cuspidal unipotent modules coincide with cuspidal modules
and were determined in [42] (see also Corollary 4.11). One of the main result in this
paper is the classification of the weakly cuspidal modules in the case where R = k.
4.4. The g∞-representation on UK. In this section we show how the categorical
datum defined in §4.2 yields a categorical representation on UR in the case where
R = K. This is achieved by translating in our framework the theory of Howlett-
Lehrer on endomorphism algebras of induced representations.
4.4.1. Action of E and F . Since every unipotent character is a linear combination
of Deligne-Lusztig characters − we call such class function a uniform function − it
is well-known how to compute the action of E and F on the category UK .
Lemma 4.10. Let λ be a partition. Then
[E](Eλ) =
∑
µ
Eµ and [F ](Eλ) =
∑
µ′
Eµ′
where µ (resp. µ′) runs over the partitions that are obtained from λ by removing
(resp. adding) a 2-hook.
Proof. By adjunction, it is enough to prove the formula for the restriction functor E.
Let n = |λ| and let L be the standard Levi with LF = L = Ln−2,1. For x ∈ Gn, if xTw
is a maximal torus of L then w is F -conjugate to an element v of the Weyl groupWL
of L (which is isomorphic to Sn−2). In addition, the set L\{x ∈ Gn | xTv ⊂ L}/Tv is
in bijection with WvF/WvF
L
. Thus the Mackey formula [10, thm. 11.13] yields
∗RGnL R
GLn
Tw
(1) =
|WvF |
|WvF
L
|R
L
Tv
(1).(4.3)
Now if w is not F -conjugate to an element of WL, then
∗RGnL R
GLn
Tw
(1) = 0. Using
the fact that w is F -conjugate to v if and only if ww0 is conjugate to vw0, we deduce
from (4.2), (4.3) the following formula for the restriction of the character χλ:
∗RGnL (χλ) =
1
|WL|
∑
v∈WL
φλ(vw0)R
L
Tv
(1).
To conclude, we write φλ(vw0) = φλ(vwL(1, n)), where wL is the longest element
of WL, and we apply the Murnaghan-Nakayama rule for the 2-cycle (1, n). This
gives a decomposition of ∗RGnL (χλ) in terms of the χµ’s, where µ is obtained from λ
by removing a 2-hook. Note that there is no need to worry about the signs in this
formula: ∗RGnL (χλ) is a virtual character but [E](Eλ) is a true character. 
Since the only partitions from which one cannot remove any 2-hook are the trian-
gular partitions, we have the following immediate corollary.
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Corollary 4.11 ([42]). A unipotent KGn module Eλ is weakly cuspidal if and only
if there exists t > 0 such that n = t(t + 1)/2 and λ = ∆t := (t, t− 1, t− 2, . . . , 1).
We will set Et := E∆t . Consequently, the weakly cuspidal pairs are, up to conju-
gation, the pairs (Lr,1m , Et) with r = t(t+ 1)/2. The partition into series is thus
Irr(UK) =
⊔
t∈N
WIrr(RG,Et).
Note that it is proven in [42] that this is also the partition into usual Harish-Chandra
series. However we shall not use this fact.
4.4.2. The Howlett-Lehrer isomorphism. Let r,m be non-negative integers and n =
r + 2m. As mentioned in §4.3.4, the inflation from Gr to Lr,1m yields a equivalence
between KGr -umod and KLr,1m -umod which intertwines the functor Fn,r with the
parabolic induction RGnLr,1m . In particular, we have a canonical isomorphism
H (KGn, Et) := EndKGn(F
m(Et))
op ∼→ EndKGn(RGnLr,1m (Et))op.
Now recall from §1.3.1 that to the categorical datum (E, F,X, T ) is attached a map
φFm : H
q2
K,m → End(Fm). The evaluation of this map at the module Et yields a
K-algebra homomorphism
φK,m : H
q2
K,m → H (KGn, Et), Xk 7→ Xk(Et), Tl 7→ Tl(Et).
By [32], H (KGn, Et) is isomorphic to a Hecke algebra H
Qt, q2
K,m of type Bm with
Qt =
{(
(−q)−1−t , (−q)t) if t is even,(
(−q)t , (−q)−1−t) if t is odd.(4.4)
We show that the previous map provides such an isomorphism.
Theorem 4.12. Let t,m > 0 and n = t(t + 1)/2 + 2m. Then the map φK,m factors
through a K-algebra isomorphism
H
Qt, q2
K,m
∼−→H (KGn, Et).
Proof. Write Qt = (Q1, Q2) and X = X(Et). We must check that the operator X on
F (Et) satisfies the relation
(X − (−q)−1−t)(X − (−q)t) = 0.
Then the invertibility of the morphism HQt, q
2
K,m −→ H (KGn, Et) follows from the
general theory of Howlett and Lehrer. In fact, it is shown in [32] that X satifies the
relation
(4.5) (X − ǫt (−q)−1−t)(X − ǫt (−q)t) = 0.
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for some ǫt = ±1. Therefore we must show that ǫt = 1, which we will do by induction
on t. First observe that the eigenvalues of X2,0 on R
G2
G0
(K) and of X3,1 on R
G3
G1
(K)
are 1, (−q)−1 and −q, (−q)−2 respectively. So the eigenvalues of X(E0), X(E1) on
F (E0), F (E1) are powers of −q. Now fix t > 1 and assume that for all t > s > 0 the
eigenvalues of X(Es) on F (Es) are powers of −q. We will show that the eigenvalues
of X(Et) are also powers of −q using the modular representation theory of unitary
groups.
Recall that K is chosen with respect to an ℓ-modular system (K,O , k). Since the
parametrization of unipotent characters does not depend on ℓ and (E, F,X, T ) are
defined over Z[1/q(q2 − 1)], we can first choose a specific prime number ℓ and prove
that the eigenvalues of X(Et) are powers of −q modulo ℓ. We choose ℓ to be odd
and such that the order of −q in k× is e := 2t− 1.
Fong-Srinivasan determined the repartition of the unipotent characters into ℓ-
blocks, and the structure of the blocks with cyclic defect (see §4.3.3 and [17]). It
follows from their result that the module Et lies in a block with cyclic defect, since
only one e-hook can be removed from ∆t, the corresponding partition.
Let r = t(t− 1)/2. We refer to §2.1 for the combinatorics of partitions and β-sets.
Let β = β0(∆t) be the set of β-numbers of the charged partition (∆t, 0). It equals
β = {t, t−2, . . . ,−t}∪{−t−1,−t−2, . . .}. Only one e-hook can be removed from ∆t,
therefore Et lies in a block with cyclic defect. Removing the e-hook corresponds to
replacing t by t−e = −t+1 in β to obtain the set β = {t−2, t−4, . . . ,−t+2}∪{−t+
1,−t, . . .}. It is exactly the set of β-numbers of the charged partition (∆t−2, 0). From
now on we will assume that all the partitions are charged with the charge 0. Now,
the unipotent characters in the block of Et correspond to the partitions obtained by
adding a e-hook to ∆t−2. In terms of β-sets, they are obtained by replacing x by
x+ e in β, with x ∈ {−3t+4,−3t+6, . . . , t− 4, t− 2} ∪ {−t+1}. We denote by βx
the corresponding β-set. For m = 0, 1, . . . , 2t− 3, let ρm be the unipotent character
of Gr whose partition corresponds to the β-set β2m−3t+4. The unipotent character
Et correspond to β = β−t+1. Let χexc be the sum of the non-unipotent characters in
the block of Et, called exceptional characters.
The Brauer tree of the block is described in [17, sec. 6]. Recall that the vertices in
the Brauer tree are labeled by χexc and the unipotent characters of the block, while
edges are labeled by simple kGr-modules. The simple kGr-module S labels the edge
χ−−−χ′ if and only if S is a composition factor of the ℓ-reduction of both χ and χ′.
The set of the composition factors of the ℓ-reduction of χ is exactly the set of the
labels of the edges adjacent to χ. The parity of x determines on which branch of the
Brauer tree the character lies. The Brauer tree is
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Et
S
χexc
S ′
ρ0 ρ1 ρ2t-4 ρ2t-3
Since Et is weakly cuspidal, i.e. E(Et) = 0, so is S. The character E(ρm) can be
explicitly computed using Lemma 4.10, and the combinatorics on the β2m−3t+4 (see
§2.1 for the effect of removing 2-hooks on a β-set). Two cases arise: if m = 0 (resp.
m = 2t − 3), then E(ρm) is irreducible, and the corresponding β-set is obtained by
changing −3t + 6 to −3t + 4 (resp. 3t − 3 to 3t − 5); otherwise E(ρm) has two
constituents whose β-sets are obtained by changing 2m − 3t + 6 to 2m − 3t + 4 or
2m− t+ 3 to 2m− t+ 1. We deduce that∑(−1)mE(ρm) = 0 in [KGr -mod]. Since
[S ′] =
∑
(−1)mdU ([ρm]) in [kGr -mod], this implies that the kGr-module S ′ is also
weakly cuspidal. Therefore the two composition factors of the ℓ-reduction of the
exceptional characters are weakly cuspidal, which forces the exceptional characters
to be weakly cuspidal as well.
Let χ be one of the exceptionals characters. Since χ is weakly cuspidal, we can
use [32] to show that the operator X(χ) on F (χ) satisfies a quadratic relation and
the product of its eigenvalues equals −q−1. In particular, if one of the eigenvalues
of X(χ) is a power of −q modulo ℓ then so is the other. Now ρ0 is not cuspidal,
because Et is the unique cuspidal unipotent character of KGr. Therefore ρ0 lies in
the Harish-Chandra series Irr(KGr, Es) for some s < t. The induction hypothesis
implies that the parameters of H (KGr, Es) are Qs and (−q)2. Hence the eigenvalues
of X(ρ0) are powers of −q modulo ℓ by (4.4), see §1.4.1. Since the ℓ-reductions of
F (ρ0) and F (χ) share a common composition factor, we deduce that the eigenvalues
of X(χ) are powers of −q modulo ℓ. On the other hand, the ℓ-reduction of Et is
isomorphic to S, which is a composition factor of the ℓ-reduction of χ. Therefore,
the eigenvalues of X(Et) are also powers of −q modulo ℓ.
Finally, since e = 2t− 1 is odd and −q is of order e modulo ℓ, −1 is not a power
of −q ≡ −q−t−1 modulo ℓ. We deduce that the eigenvalues of X(Et) are powers of
−q. 
4.4.3. Parametrization of the weak Harish-Chandra series of UK. LetW (Bm) be the
Weyl group of type Bm, and t0, t1, . . . , tm−1 be the generators corresponding to the
following Dynkin diagram
t0 t1 tm−2 tm−1
Let us first recall the construction of the irreducible characters of W (Bm) (see for
example [26, def. 5.4.4] or [45, sec. I.7]). We denote by σm the linear character of
W (Bm) such that σm(t0) = −1 and σm(ti) = 1 for all i > 0. Given λ ⊢ m a partition
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of m, we write φ˜λ for the inflation to W (Bm) of the irreducible character of Sm
corresponding to λ. Given a, b such that a+ b = m, one can consider the subgroups
Sa ×Sb ⊂ W (Ba)×W (Bb) of W (Bm) where W (Ba)×Sb is a parabolic subgroup
generated by {t0, t1, . . . , ta−1}∪{ta+1, . . . , tm−1}, and W (Ba)×W (Bb) is obtained by
adding the reflection ta · · · t0 · · · ta. The irreducible character of W (Bm) associated
to a bipartition (λ, µ) of m is
Xλ,µ = Ind
W (Bm)
W (B|λ|)×W (B|µ|)
(φ˜λ ⊠ σ|µ|φ˜µ).
For example, X(m),∅ is the trivial character, whereas X∅,(1m) is the signature. We
also have σm = X∅,(m) and more generally Xλ,µ = σmXµ,λ.
By Tits deformation theorem, the evaluation q 7→ 1 yields a bijection
Irr(HQt, q
2
K,m )
1:1←→ Irr(W (Bm))
from which we obtain a canonical labelling of the irreducible representations of
H
Qt, q2
K,m . We write Irr(H
Qt, q2
K,m ) = {S(λ, µ)Qt,q
2
K }(λ,µ)∈P2m , compare §2.2. In [32], Howlett-
Lehrer use a renormalization of (4.5). Setting T0 = −ǫt(−q)−1−tX = (−1)tq−1−tX ,
we have now the quadratic relation
(T0 + 1)(T0 − q2t+1) = 0.
Using this generator instead of X , we obtain the usual presentation for a Hecke
algebra of type Bm with parameters (q
2t+1, q2). The endomorphism of KW (Bm)
which is obtained from the renormalization HQt, q
2
K,m
∼→ H(q2t+1,1), q2K,m at q = 1 is the
identity on Sm but sends t0 to (−1)tt0. Therefore this renormalization sends S(λ, µ)
to S(λ, µ) if t is even, and to S(µ, λ) is t is odd. Combining this observation with
[17, Appendix], we obtain the following parametrization of the unipotent characters
in the series of Et.
Corollary 4.13. Let t,m > 0 and n = t(t+1)/2+2m. Then the map φK,m and the
functor EFm(Et) induce a bijection
WIrr(KGn, Et)
1:1←→ Irr(HQt, q2K,m )
sending Eλ to S(λ
[2])Qt,q
2
K for all partitions λ ⊢ n with 2-core ∆t = (t, t−1, . . . , 1). 
4.4.4. The g∞-representation on UK. The functors E, F preserve the subcategory
UK by Proposition 3.5, hence (E, F,X, T ) yields a representation datum on UK . In
order to extend it to a categorical representation on UK , one should consider the
quiver I(q2) with vertices given by the various eigenvalues of X (which we showed
to be all powers of −q in the proof of Theorem 4.12) and arrows i −→ q2i.
In this section we will view the integer q as an element of K× in the obvious way.
For the construction of Kac-Moody algebras associated to quivers we refer to §1.2.
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Definition 4.14. Let I∞ denote the subset (−q)Z of K×. We define g∞ to be the
(derived) Kac-Moody algebra associated to the quiver I∞(q
2).
To avoid cumbersome notation, we will write for short I∞ = I∞(q
2), and (−)∞ =
(−)I∞ . We denote by {Λi}, {αi} and {α∨i } the fundamental weights, simple roots
and simple coroots of g∞. Here X∞ coincides with P∞ =
⊕
ZΛi. Consequently,
there is a Lie algebra isomorphism (slZ)
⊕2 ∼→ g∞ such that (α∨d , 0) 7−→ α∨−q2d−1 and
(0, α∨d ) 7−→ α∨q2d .
For any t,m, n ∈ N, let (KGn, Et) -mod be the Serre subcategory of UK generated
by the modules Fm(Et) with n = r + 2m and r = t(t+ 1)/2. We define
UK,t =
⊕
n>0
(KGn, Et) -mod .
Then Irr((KGn, Et) -mod) = WIrr(KGn, Et), which implies UK =
⊕
t>0 UK,t by
Proposition 4.9. We can now prove our first categorification result, which says that
UK,t is a g∞-representation which categorifies the Fock space F(Qt)∞.
Theorem 4.15. Let t > 0 and Qt be as in (4.4).
(a) The Harish-Chandra induction and restriction functors yield a representation of
g∞ on UK,t which is isomorphic to L (ΛQt)∞.
(b) The map |µ,Qt〉∞ 7−→ [E̟t(µ)] induces an isomorphism of g∞-modules
F(Qt)∞
∼→ [UK,t].
Proof. Composing the functor EFm(Et) with the algebra isomorphism in Theorem 4.12
and taking the sum over all m ∈ N, we get an equivalence of semi-simple abelian
K-categories Et : L (ΛQt)∞
∼→ UK,t. We claim that it is actually an isomorphism
of representation data. To see this, we first observe that the representation datum
(E, F,X, T ) restricts to a representation datum on UK,t: indeed, by definition UK,t
is stable by F and by the Mackey formula and [27, prop. 2.2] it is also stable by the
adjoint functor E. Therefore to prove our claim we must show that
(i) there are isomorphisms EtE ≃ EEt and EtF ≃ FEt of functors L (ΛQt)∞ →
UK,t,
(ii) the isomorphisms EtF ≃ FEt and EtF 2 ≃ F 2Et intertwine the endomorphisms
EtX , XEt and EtT , TEt.
Note that to prove (i), it is enough to show EtF ≃ FEt, since EtE ≃ EEt will follow
by adjunction.
For the rest of the proof we will write for short Hm := H
Qt,q2
K,m . Set n = r+2m and
r = t(t+ 1)/2. Then the functors
FEFm(Et), EFm+1(Et)F : Hm -mod −→ (KGn+2, Et) -mod
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are both obtained by tensoring with the (KGn+2,Hm)-bimodule F
m+1(Et). More
precisely, the left action of KGn+2 is the same in both cases, while the right action of
Hm comes from the right action of Hm on F
m(Et) and the functoriality of F in the
first case, and from the right action of Hm+1 on F
m+1(Et) and the obvious inclusion
Hm ⊂ Hm+1 in the second case. Assertion (a) follows.
Claim (ii) is obvious. Indeed, given an integer d > 0, let x ∈ Hq2K,d be an el-
ement in the affine Hecke algebra Hq
2
K,d and let M ∈ Hm -mod. Then, we have
F d(M) ∈ Hd+m -mod. The action of x on F dEFm(Et)(X) and on EF d+m(Et)F d(M) are
represented respectively by the action of φF d(x)⊗ 1 on
F d(Fm(Et))⊗Hm M = F d+m(Et)⊗Hd+m Hd+m ⊗Hm M
= F d+m(Et)⊗Hd+m F d(M)
and by the action of 1 ⊗ x on F d(M) in F d+m(Et) ⊗Hd+m F d(M). They obviously
coincide. The claim follows, taking d = 1, x = X or d = 2, x = T .
Now we can finish the proof of the theorem. We equip UK,t with the g∞-representation
which is transferred from the g∞-representation on L (ΛQt)∞ via the equivalence Et.
This proves (a). We deduce that Et induces on the Grothendieck groups a g∞-
module isomorphism L(ΛQt)∞ = [L (ΛQt)∞]
∼→ [UK ]. Then (b) follows from Corol-
lary 4.13 and the g∞-module isomorphism F(Qt)∞ = L(ΛQt)∞ given in Propositions
2.1, 2.2. 
Remark 4.16. (a) The functor F on UK is represented by the sum of bimodules⊕
n∈NKGn+2 en+2,n on which the endomorphism X ∈ End(F ) acts by right multi-
plication by the element ∑
n
(−1)nqnen+2,n (1, n+ 2) en+2,n.
(b) The functor Fi : (KGn, Et) -mod −→ (KGn+2, Et) -mod is the generalized eigenspace
of X ∈ End(F ) associated with the eigenvalue i. For each bipartition µ we have
Fi(E̟t(µ)) =
{
E̟t(ν) if res(ν − µ,Qt)∞ = i,
0 otherwise.
4.5. The ge-representation on Uk. By Proposition 3.5, the representation datum
(E, F,X, T ) on kG -mod induces a representation datum on Uk. Since the abelian
category Uk is not semisimple, to extend the representation datum to a categorical
g-representation one needs to prove that weight spaces of Uk are sums of blocks. This
will be done combinatorially by studying a representation of a bigger Lie algebra g◦,
which is a (−q)-analogue of the action of Harish-Chandra induction and restriction
on unipotent representations of GLn(q). By definition, this action is compatible with
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the decomposition into ℓ-blocks of GLn(q) and one can transfer this property to
unitary groups using the correspondence between GUn(q) and GLn(−q).
4.5.1. The Lie algebras ge and ge,◦. Recall from Theorem 4.12 that the eigenvalues
of X on E and F are all powers of −q. If we denote again by q the image of q under
the canonical map O ։ k, then the eigenvalues of X on kE and kF belong to the
finite set (−q)Z ⊂ k×. This set has exactly e elements, where e is the order of −q in
k×.
Definition 4.17. We define Ie to be the subset (−q)Z of k×. We denote by Ie and
Ie,◦ the finite quivers Ie(q
2) and Ie(−q).
The quivers Ie and Ie,◦ have the same set of vertices, but the arrows in Ie are
the composition of two consecutive arrows in Ie,◦. The quiver Ie,◦ is cyclic, whereas
the quiver Ie is cyclic if e is odd, and is a union of two cyclic quivers if e is even.
Therefore the corresponding Kac-Moody algebras are isomorphic to ŝle or (ŝle/2)
⊕2.
To avoid cumbersome notation, we will write (•)e,◦ = (•)Ie,◦ and (•)e = (•)Ie. We
must introduce ge,◦ and ge such that g
′
e,◦ = [ge,◦, ge,◦] and g
′
e = [ge, ge]. The Chevalley
generators of g′e,◦ and g
′
e are ei,◦, fi,◦ and ei, fi respectively, for i ∈ (−q)Z. It is easy
to see that there exists a morphism of Lie algebras κ : g′e −→ g′e,◦ defined by
κ(ei) = [e−qi,◦, ei,◦] and κ(fi) = [f−qi,◦, fi,◦].
It restricts to a map between the coroot lattices sending α∨i to α
∨
i,◦ + α
∨
−qi,◦
We denote by ge,◦ the Kac-Moody algebra associated with the lattices Xe,◦ =
Pe,◦⊕Zδ◦ and X∨e,◦ = Q∨e,◦⊕Z∂◦, where δ◦ =
∑
αi,◦, ∂◦ = Λ
∨
1,◦ and the pairing
X∨e,◦×Xe,◦ −→ Z is given by
〈α∨j,◦,Λi,◦〉e,◦ = δij , 〈∂◦,Λi,◦〉e,◦ = 〈α∨j,◦, δ◦〉e,◦ = 0, 〈∂◦, δ◦〉e,◦ = 1.
Then ge,◦, g
′
e,◦ are isomorphic to ŝle, s˜le (see Example 1.1).
Let g˜e be the usual Kac-Moody algebra associated with Ie. Its derived Lie sub-
algebra is equal to g′e. Let X˜e and X˜
∨
e be the lattices corresponding to g˜e. If e is
odd, then Ie is a cyclic quiver and g˜e is isomorphic to ŝle. Let α1 be the affine root,
then we have X˜e = Pe⊕Zδ˜ and X˜∨e = Q∨e ⊕Z∂˜ with δ˜ =
∑
αi and ∂˜ = Λ
∨
1 . If e
is even, then Ie is the disjoint union of two cyclic quivers and g˜e is isomorphic to
(ŝle/2)
⊕2. Let α1 and α−q−1 be the affine roots, then we have X˜e = Pe⊕Zδ1 ⊕ Zδ2
and X˜
∨
e = Q
∨
e ⊕Z∂1 ⊕ Z∂2 with δ1 =
∑
j odd α−qj , δ2 =
∑
j even αqj , ∂1 = Λ
∨
−q−1 and
∂2 = Λ
∨
1 . We abbreviate ∂˜ = ∂1 + ∂2 and δ˜ = δ1 + δ2.
The map κ : g′e −→ g′e,◦ may not extend to a morphism of Lie algebra g˜e −→ ge,◦.
For this reason we’ll define ge to be a Lie subalgebra of g˜e containing g
′
e. More
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precisely, we define ge to be Lie subalgebra g
′
e ⊕ C∂ of g˜e, where ∂ is the element
given by ∂ = Λ∨1 + Λ
∨
−q−1. If e is odd, then ∂ = 2∂˜ + h for some coweight h of sle,
hence we have ge = g˜e. If e is even, then ∂ = ∂˜ and ge is strictly smaller than g˜e.
In both cases we can view ge as the Kac-Moody algebra associated with the lattice
X∨e = Q
∨
e ⊕Z∂ above and a lattice Xe = Pe⊕Zδ that we now define. If e is odd we
set δ = δ˜/2, if e is even we set Xe = X˜e/(δ1 − δ2) with δ = δ˜/2. The perfect pairing
X∨e ×Xe −→ Z is induced in the obvious way by the pairing X˜
∨
e × X˜e −→ Z. We
have
〈α∨j ,Λi〉e = δij , 〈∂, αj〉e = δj1 + δj,−q−1, 〈∂,Λ1〉e = 〈α∨j , δ〉e = 0, 〈∂, δ〉e = 1.
This definition of ge ensures that κ extends to a Lie algebra homomorphism ge −→
ge,◦.
Lemma 4.18. There is a well-defined morphism of Lie algebras ge −→ ge,◦ which
extends κ whose restriction to X∨e is given by
κ(α∨i ) = α
∨
i,◦ + α
∨
−qi,◦, κ(∂) = ∂◦.
The restriction κ : X∨e −→ X∨e,◦ has an adjoint κ∗ : Xe,◦ −→ Xe such that
κ∗(Λi,◦) ≡ Λi + Λ−q−1i mod δ, κ∗(δ◦) = δ.
Proof. Recall that i ∈ (−q)Z and that we have already defined the Lie algebra ho-
momorphism κ : g′e −→ g′e,◦ sending ei to κ(ei) = [e−qi,◦, ei,◦]. We set κ(∂) = ∂◦ and
κ(ei) = [e−qi,◦, ei,◦] in ge,◦. By definition of ge we have
[∂, ei] = 〈∂, αi〉e ei = (δi1 + δi,−q−1)ei.
Thus, we have
[κ(∂), κ(ei)] = 〈∂◦, αi,◦ + α−qi,◦〉e,◦ κ(ei) = (δi1 + δi,−q−1)κ(ei) = κ([∂, ei]),
because the weight of κ(ei) in ge,◦ is αi,◦ + α−qi,◦. The same holds for fi instead
of ei. The second claim is an easy computation using the relation 〈κ(h), α◦〉e,◦ =
〈h, κ∗(α◦)〉e for all h ∈ X∨e and α◦ ∈ Xe,◦. 
Remark 4.19. If e is even then 〈∂,Λi〉e = 0, hence κ∗(Λi,◦) = Λi + Λ−q−1i for all i.
4.5.2. Action of g′e on [Uk]. The quotient map O ։ k yields a morphism of quivers
sp : I∞ −→ Ie and a surjective morphism of abelian groups sp : P∞ ։ Pe sending
Λi to Λsp(i). In addition any integrable representation V of g∞ can be “restricted” to
an integrable representation of the derived algebra g′e, where ei ∈ g′e (resp. fi ∈ g′e)
act as
∑
sp(j)=i ej (resp.
∑
sp(j)=i fj). From the definition of the action of g∞ and ge
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on Fock spaces, see (2.2), we deduce that the map |µ,Qt〉∞ 7→ |µ,Qt〉e induces the
following isomorphism of g′e-modules
(4.6) sp : Resg∞g′e F(Qt)∞
∼−→ F(Qt)e.
We show that under the decomposition map, this isomorphism endows [Uk] with a
structure of g′e-module which is compatible with the one coming from the represen-
tation datum.
Proposition 4.20. For each i ∈ Ie, let kEi (resp. kFi) be the generalized i-
eigenspace of X on kE (resp. kF ).
(a) The operators [kEi], [kFi] endow [Uk] with a structure of g
′
e-module.
(b) The decomposition map dU : [UK ] −→ [Uk] is a g′e-module isomorphism
Resg∞g′e [UK ]
∼→ [Uk].
Proof. Recall from §4.2 that the endofunctor F of OG -mod is represented by the
bimodule
⊕
n∈N OGn+2 en+2,n. Under base change from O to K and k, it yields a
functor KF on KG -mod and a functor kF on kG -mod. They are represented by
the bimodules
⊕
n∈NKGn+2 en+2,n and
⊕
n∈N kGn+2 en+2,n respectively. For any OG-
module M we write KM = K ⊗O M and kM = k ⊗O M . The associativity of the
tensor product implies that KF (KM) = K(FM) and kF (kM) = k(FM).
Similarly, the endomorphism X of F which acts by right multiplication by the
element (4.16) yields an endomorphism of KF and of kF . For each i ∈ I∞ (resp.
i ∈ Ie), let KFi (resp. kFi) be the generalized i-eigenspace of X acting on KF (resp.
on kF ). We define KEi and kEi in a similar way. Finally, for i ∈ Ie, we write
Ei = (
⊕
sp(j)=iKEj) ∩ E and Fi = (
⊕
sp(j)=iKFj) ∩ F . Notice that, although the
sums above are a priori infinite sums, they are well-defined as subfunctors of E and
F . Then, we have
(i) E =
⊕
i∈Ie
Ei and F =
⊕
i∈Ie
Fi,
(ii) for each i ∈ Ie, the functors kEi, kFi are isomorphic to the specialization of Ei,
Fi to k.
We deduce that the decomposition map dU : [UK ] −→ [Uk] is a C-linear isomor-
phism which intertwines the operators
⊕
sp(j)=iKEj ,
⊕
sp(j)=iKFj on [UK ] with the
operators kEi, kFi on [Uk] for each i ∈ Ie. 
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We can fit the three isomorphisms written in Proposition 4.20(b), (4.6) and The-
orem 4.15(b) into the following diagram:
Resg∞g′e [UK ]
∼

dU
∼ // [Uk]
✤
✤
✤
✤
Resg∞g′e
(⊕
t∈N
F(Qt)∞
)
sp
∼ //
⊕
t∈N
F(Qt)e.
By composition, we get an explicit description of the g′e-module structure on [Uk].
Corollary 4.21. The map |µ,Qt〉e 7−→ [V̟t(µ)] induces a g′e-module isomorphism⊕
t∈N
F(Qt)e
∼−→ [Uk].

4.5.3. Action of ge on [Uk]. We now define an action of ge on [Uk] by extending the
action from g′e to ge on
⊕
t∈N F(Qt)e. This amounts to defining the action of ∂, or
equivalently to extending the grading from Pe to Xe = Pe⊕Zδ. To this end we shall
use the (level 1) action of ge,◦ on the Fock space F(1)e,◦.
Recall from Lemma 4.18 that κ : ge −→ ge,◦ is a Lie algebra homomorphism
such that ei 7−→ [e−qi,◦, ei,◦], fi 7−→ [f−qi,◦, fi,◦] and ∂ 7−→ ∂◦. Any integrable ge,◦-
representation (resp. g′e,◦-representation) can be “restricted” to an integrable ge-
representation (resp. g′e-representation) through κ. We denote by Res
ge,◦
ge
and Res
g′e,◦
g′e
the corresponding operations.
Lemma 4.22. The map |µ,Qt〉e 7−→ (−1)a(̟t(µ))|̟t(µ), 1〉e,◦ induces an isomor-
phism of g′e-modules ⊕
t∈N
F(Qt)e
∼−→ Resg′e,◦g′e F(1)e,◦
where a is Lusztig’s a-function (see [43, 4.4.2]).
Proof. The map is clearly an isomorphism of vector spaces. We first show the com-
patibility of the action for the Lie algebras coming from the quiver in characteristic
zero. Recall that I∞ = (−q)Z with the action of q2, where q is seen as an element
of K. Let I∞,◦ be the quiver with the same set of vertices, but with arrows given
by multiplication by −q. Let g∞,◦ be the corresponding derived Lie algebra. It is
isomorphic to slZ whereas g∞ is isomorphic to (slZ)
⊕2. As before, we can embed g∞
into g∞,◦ by sending ei to [e−qi,◦, ei,◦] and fi to [f−qi,◦, fi,◦]. Now, the isomorphism in
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the lemma can be deduced from the isomorphism of g∞-modules
(4.7)
⊕
t∈N
F(Qt)∞
∼−→ Resg∞,◦g∞ F(1)∞,◦
using the transitivity of the restriction and (4.6).
We prove the isomorphism (4.7) using the explicit description of the action of the
Chevalley generators on Fock spaces in terms of β-sets. Fix t > 0 and µ a bipartition.
Let λ = ̟t(µ), i.e., we have τ2(λ, 0) = (µ, σt). Given i = (−q)j , we want to compare
the action of fi on |µ,Qt〉∞ and [f−qi,◦, fi,◦] on |λ, 1〉∞,◦. Let β be the set of β-numbers
of the charged partition (λ, 0).
First, we consider the right hand side of (4.7). We distinguish four cases:
Case 1. If j /∈ β, then one can add an i-node neither on |λ, 1〉 nor on f−qi,◦|λ, 1〉 (if
the later is 6= 0), therefore [f−qi,◦, fi,◦]|λ, 1〉 = 0.
Case 2. If j, j + 2 ∈ β, then one can add a (−qi)-node neither on fi,◦|λ, 1〉 nor on
|λ, 1〉, therefore [f−qi,◦, fi,◦]|λ, 1〉 = 0.
Case 3. If j, j + 1 ∈ β and j + 2 /∈ β, then [f−qi,◦, fi,◦]|λ, 1〉 = −fi,◦f−iq,◦|λ, 1〉 =
−|λ′, 1〉 where λ′ is obtain by adding first an (−qi)-node, then an i-node. The charged
β-set of (λ′, 0) is obtained from β by changing j to j + 2.
Case 4. If j ∈ β and j +1, j+2 /∈ β, then [f−qi,◦, fi,◦]|λ, 1〉 = f−qi,◦fi,◦|λ, 1〉 = |λ′′, 1〉
where λ′′ is obtain by adding first an i-node, then an (−qi)-node. The charged β-set
of (λ′′, 0) is again obtained from β by changing j to j + 2.
Now, we consider the left hand side of (4.7). Let σt = (σ1, σ2) be the 2-core of λ.
By definition, the bipartition µ is the unique bipartition whose charged β-sets satisfy
β = β0(λ) = (−1 + 2βσ1(µ1)) ⊔ 2βσ2(µ2).
By Proposition 2.3, the Fock space F(Qt)∞ is identified with the tensor product of
the level 1 Fock spaces F(−q−1(q2)σ1)∞ ⊗ F((q2)σ2)∞. If j is odd, then i = (−q)j =
−q−1(q2)(j+1)/2 and the action of fi on |µ1,−q−1(q2)σ1〉∞ corresponds to changing
(j + 1)/2 to (j + 1)/2 + 1 in βσ1(µ1). If j is even, then i = (q
2)j/2 and fi acts on
|µ2, (q2)σ2〉∞ by changing j/2 to j/2 + 1. Using the previous equality of β-sets, this
amount to changing j to j + 2 in β. This proves that the action of fi on |µ,Qt〉∞
and [f−qi,◦, fi,◦] on |λ, 1〉∞,◦ coincide up to a sign.
Finally, it remains to see that in the case (3) the difference a(λ′) − a(λ) is odd,
whereas in the case (4) the difference a(λ′′)− a(λ) is even. This is a staightforward
computation using the formula for the a-function given in [43, 4.4.2]. 
We can now define the action of ∂ on
⊕
t∈NF(Qt)e and [Uk]. To do that, consider
the Fock space F(1)e,◦ as a charged Fock space for the charge s = 0. This endows
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F(1)e,◦ with an integrable representation of ge,◦ as in §2.3.1. Consequently, by Corol-
lary 4.21 and Lemma 4.22 we can endow
⊕
t∈N F(Qt)e, and therefore [Uk], with an
integrable representation of ge such that the maps
|µ,Qt〉e 7→ [Vλ] 7−→ (−1)a(λ)|λ, 1〉e,◦
with λ = ̟t(µ) induce ge-module isomorphisms
(4.8)
⊕
t∈N
F(Qt)e
∼−→ [Uk] ∼−→ Resge,◦ge F(1)e,◦.
Remark 4.23. The map [Vλ] 7−→ (−1)a(λ)|λ, 1〉e,◦ also endows [Uk] with a structure of
ge,◦-module, but which does not come from Harish-Chandra induction and restriction.
On the other hand, this would be the case if we were working with finite linear groups
instead of unitary groups. In that case, the Fock space one should consider would
be F(1) with the level 1 action of the Kac-Moody algebra associated with the quiver
qZ(q). Using the analogy between GLn(−q) and GUn(q) which interwines (at the
level of characters) Harish-Chandra induction with the 2-Harish-Chandra induction
(see [4, sec. 3]), one could expect that the action of ge,◦ on [Uk] comes from some
the truncation of induction and restriction functors coming from Deligne-Lusztig
varieties. Note that these functors are no longer exact but only triangulated which
explains the appearance of signs in the formulae for the action of ei,◦ and fi,◦ on the
standard basis elements |λ, 1〉e,◦.
4.5.4. The ge-action on Uk. From Corollary 4.21 and (4.8), we know that the rep-
resentation datum on Uk yields an integrable representation of ge on [Uk]. In order
to show that it endows Uk with a structure of categorical ge-representation, it only
remains to prove that there is a decomposition of the category into weight spaces.
To this end, we show that unipotent characters lying in the same ℓ-block have the
same weight.
Lemma 4.24. Let λ and µ be partitions of n. If Vµ, Vλ belong to the same block of
kGn then [Vλ], [Vµ] have the same weight for the action of ge.
Proof. Recall that [Uk] is isomorphic to Res
ge,◦
ge
F(1)e,◦ as a ge-module by (4.8). Here,
the restriction is obtained through the map κ : ge −→ ge,◦ defined in Lemma 4.18.
In particular, we have the following equality of weights in Xe
(4.9) wt([Vλ]) = κ
∗(wt(|λ, 1〉e,◦)).
The indecomposable modules Vλ, Vµ lie in the same block of kGn if and only if the
unipotent character Eλ, Eµ lie in the same ℓ-block. Now, by Propositions 2.5, 4.7
this is equivalent to the weights of |λ, 1〉e,◦ and |µ, 1〉e,◦ to be equal. The lemma
follows from (4.9). 
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From the lemma we deduce that the classes of the simple modules [Dλ] are also
weight vectors. Indeed, they are linear combination of [Vµ]’s in the same block,
therefore with the same weight. Given ω ∈ Xe, we define Uk,ω to be the Serre
subcategory of Uk generated by the simple modules Dλ such that [Dµ] has weight ω.
From Lemma 4.24 we deduce that
Uk =
⊕
ω∈Xe
Uk,ω
and we obtain our second and main categorification theorem for the unipotent rep-
resentations of finite unitary groups.
Theorem 4.25. The representation datum (E, F, T,X) associated with Harish-Chandra
induction and restriction and the decomposition Uk =
⊕
ω∈Xe
Uk,ω yields a categori-
cal representation of ge on Uk. Furthermore, the map |µ,Qt〉e 7−→ [V̟t(µ)] induces a
g′e-module isomorphism
⊕
t∈NF(Qt)e
∼→ [Uk]. 
4.6. Derived equivalences of blocks of Uk. In this section we apply the categor-
ical techniques of [8] to produce some derived equivalences between blocks of Uk. In
the linear prime case (when e is even), we use the existence of good blocks [40] to
deduce Broue´’s abelian defect group conjecture for finite unitary groups.
Recall that d, e and f denote respectively the order of q2, −q and q modulo ℓ.
4.6.1. Characterization of the blocks of Uk. Recall that we proved in Lemma 4.24
that each weight space of Uk is a union of blocks of Uk (or equivalently unipotent
blocks of kG -mod). Here we investigate which block can occur in a given weight
space. More precisely, we show that each weight space (resp. each weight space on
a Harish-Chandra series) is indecomposable when e is odd (resp. when e is even).
Throughout this section, we will denote by ωλ,◦ the weight of |λ, 1〉e,◦ for the action
of ge,◦ on F(1)e,◦ and by ωλ the weight of [Vλ] for the action of ge on [Uk]. Recall
from (2.5), (2.6) that
(4.10)
ωλ,◦ = tπλ[e] (Λ1,◦)− we(λ)δ◦
=Λ1,◦ + πλ[e] −∆(λ[e], 1)δ◦ − we(λ)δ◦
where λ[e] is the e-core of λ, and we(λ) = |λ[e]| is its e-weight. Using Proposition
4.7, this shows that ωλ,◦ characterizes the ℓ-block in which Vλ lies. In other words, ℓ-
blocks correspond to weight spaces for the action of ge,◦ on F(1)e,◦. Since the equality
(4.9) gives
ωλ = κ
∗(ωλ,◦),
we are left with computing the different weights that can appear in (κ∗)−1(ωλ). We
shall start with the case where e is odd.
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Lemma 4.26. Assume e is odd. Let λ, ν be partitions. Then ωλ,◦ = ων,◦ if and only
if ωλ = ων.
Proof. Since ωλ = κ
∗(ωλ,◦), it is enough to show that κ
∗ : Xe,◦ −→ Xe is injective.
With e being odd, we have 2α∨i,◦ =
∑
j(−1)jκ(α∨(−q)j i) for each i, hence 2Q∨e,◦ ⊆
κ(Q∨e ). If κ
∗(α◦) = 0 then 0 = 〈κ(X∨e ), α◦〉e,◦ = 〈κ(Q∨e ) +Z∂◦, α◦〉e,◦. We deduce that
〈X∨e,◦, α◦〉e,◦ = 0, hence α◦ = 0. 
We now assume that e is even. Then κ∗ is no longer injective, therefore weight
spaces of Uk might contain several blocks in general. However, one can show that κ
∗
is injective on weights coming from partitions with the same 2-core.
Lemma 4.27. Assume e is even. Let λ, µ be partitions. Then ωλ,◦ = ων,◦ if and
only if ωλ = ων and λ[2] = ν[2].
Proof. If ωλ,◦ = ων,◦ then the partitions λ and ν have the same e-core. With e being
even, they also have the same 2-core.
We now prove the converse. An easy computation shows that the kernel of κ∗ is
spanned by the weight
∑e−1
j=0(−1)jΛ(−q)j ,◦. In particular, if ωλ = ων then ωλ,◦ − ων,◦
lies in Pe,◦. Therefore by (4.10), this difference equals πs =
∑
i∈Ie
(si−s−qi)Λi,◦ where
s = λ[e] − ν[e]. Since κ∗(πs) = 0, we deduce from the formulas in Lemma 4.18 that
si = sq2i for all i ∈ Ie. On the other hand, since λ[2] = ν[2] then by Lemma 4.32
below we must have
∑
j odd s−qj = 0 and
∑
j even sqj = 0. This proves that s = 0,
thus πs = 0 and therefore ωλ,◦ = ων,◦. 
Assume e is even. Given t ∈ N and ω ∈ Xe, we define Uk,t (resp. Uk,t,ω) to be
the Serre subcategory of Uk generated by simple modules Dλ where λ has a 2-core
equal to ∆t = (t, t − 1, . . . , 1) (resp. with in addition ωλ = ω). With e being even,
any pair of partitions with the same e-core have the same 2-core, therefore Uk,t is a
direct summand of Uk. From the previous lemmas and the characterization of blocks
of Uk (see Proposition 4.7) we get the following more precise result.
Proposition 4.28. Let ω ∈ Xe.
(a) If e is odd, then the category Uk,ω is an indecomposable summand of Uk.
(b) If e is even, then the category Uk,t,ω is an indecomposable summand of Uk,t and
Uk for all t ∈ N. 
Remark 4.29. The indecomposable categories in (a) and (b) are both equal to the
unique block Bν,w of Uk such that ω = ων,◦ − w δ. We will call ω the degree of the
block Bν,w.
When e is even [Uk,t] is spanned by the classes [Vλ] where the 2-core of λ is the
triangular partition ∆t. In particular, [Uk,t] is stable by the action of [Ei] and [Fi],
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and since Uk,t is a direct summand of Uk, the category Uk,t itself is stable by Ei and
Fi. This allows to refine Theorem 4.25 into the following result when e is even.
Corollary 4.30. Assume e is even, and let t ∈ N. The Harish-Chandra induction
and restriction functor yield a representation of ge on Uk,t which categorifies F(Qt)e.

4.6.2. Action of the affine Weyl group. In this section we study the action of the affine
Weyl group of ge on the weight spaces of Uk and Uk,t with a view to understanding
the action on unipotent blocks. As above, the results will depend on the parity of e.
We start with the case where e is even. To avoid cumbersome notation we fix t
and we write Q = Qt = (Q1, Q2). Recall from (2.1) that σ = (∆t)[2] = (σ1, σ2) is
given by
σ =
{(− t/2, t/2) if t is even,(
(1 + t)/2,−(1 + t)/2) if t is odd,
so that we have Q = (−q−1q2σ1 , q2σ2) by (4.4).
In §4.5.1 we defined ge as a subalgebra of g˜e := ge,1 ⊕ ge,2 where each ge,p is
isomorphic to ŝle/2. The derived Lie algebras of ge, g˜e coincide, but the derivation
∂ of ge is equal to (∂1, ∂2) = (Λ
∨
−q−1 ,Λ
∨
1 ). Recall also that the Lie algebra ge,1 is
generated by ∂1 = Λ
∨
−q−1 and ei, fi for i ∈ (−q)−1+2Z, whereas ge,2 is generated by
∂2 = Λ
∨
1 and ei, fi for i ∈ q2Z. For each p = 1, 2, the Fock space F(Qp)e,p can be
endowed with an action of ge,p. To do so, in order to define the action of ∂p, we
must fix a charge, see §2.3.1. First, observe that the bijection φ : (−q)p−2+2Z → q2Z
such that φ(i) = i(−q)2−p identifies the quiver associated with ge,p with the quiver
q2Z(q2), and that φ(Qp) = q
2σp . Thus, we can fix the charge to be σp. Consequently,
there is a well-defined action of g˜e on F(Q1)e,1 ⊗ F(Q2)e,2.
Proposition 4.31. Assume e is even. Then the linear map such that |µ,Q〉e 7−→
|µ1, Q1〉e,1 ⊗ |µ2, Q2〉e,2 is an isomorphism of ge-modules
F(Q)e
∼−→ Resg˜ege
(
F(Q1)e,1 ⊗ F(Q2)e,2
)
.
Proof. The map is an isomorphism of g′e-modules by Proposition 2.3 (recall that the
derived algebras of ge and g˜e coincide). Therefore we are left with comparing the
action of the derivation ∂ on the elements |µ,Q〉e and |µ1, Q1〉e,1 ⊗ |µ2, Q2〉e,2.
First, we compute the action of ∂ on |µ,Q〉e. Set λ = ̟t(µ). By (4.8), the weight
of |µ,Q〉e is ωλ. By Lemma 4.18 and (2.4), we get
〈∂, ωλ〉e = 〈∂, κ∗(ωλ,◦)〉e = 〈κ(∂), ωλ,◦〉e,◦ = 〈∂◦, ωλ,◦〉e,◦ = −n1(λ, 1).
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Now, we compute the action of ∂ on |µ1, Q1〉e,1⊗|µ2, Q2〉e,2. The embedding ge →֒ g˜e
sends ∂ to (∂1, ∂2), therefore the δ-part of the weight of |µ1, Q1〉e,1 ⊗ |µ2, Q2〉e,2 is
−n−q−1(µ1, Q1)−∆(σ1, e/2)− n1(µ2, Q2)−∆(σ2, e/2).
Since e is even, removing an e-hook to λ amounts to removing an e/2-hook to µ1 or
to µ2. Since (−q) has order e and q2 has order e/2, this has the effect of substracting
1 to n1(λ, 1) and to n−q−1(µ
1, Q1) + n1(µ
2, Q2). Therefore to prove the equality
between δ-weights we can assume that λ is an e-core. In that case both µ1 and µ2
are e/2-cores and we use the following technical lemma together with Lemma 2.4 to
conclude. 
Lemma 4.32. Let µ = (µ1, µ2) be a bipartition and λ = ̟t(µ). Let s = (si)i∈Ie =
λ[e], s
1 = (s−qj )j odd and s
2 = (sqj )j even. Then, we have
(a) τe/2(µ
p, σp) ∈ Pe/2 × {sp} for p = 1, 2,
(b) we(λ) = we/2(µ
1) + we/2(µ
2).

From Proposition 4.31 we deduce that the action of the affine Weyl group We of
ge on F(Q)e can be read off from the action of We,1 ×We,2 on F(Q1)e,1 ⊗ F(Q2)e,2.
We have the following partition of weights into orbits under We.
Proposition 4.33. Assume e is even. Let λ, ν be partitions. The weights ωλ and
ων are conjugate under We if and only if λ[2] = µ[2] and we(λ) = we(µ).
Proof. Since each [Uk,t] is stable by ge, the partitions λ and µ must have the same 2-
core in order to be conjugate underWe. We will therefore assume that λ[2] = µ[2] = σt
and we denote by µ and γ the bipartitions such that λ = ̟t(µ) and ν = ̟t(γ).
We write Xe,1 = Pe,1⊕Z δ1 and Xe,2 = Pe,2⊕Z δ2. Recall that Xe is the quotient
of the lattice X˜e = Xe,1⊕Xe,2 by the line spanned by δ1 − δ2. To avoid cumber-
some notation, we will write ω˜µ, ω˜γ for the weights of |µ1, Q1〉e,1 ⊗ |µ2, Q2〉e,2 and
|γ1, Q1〉e,1⊗|γ2, Q2〉e,2 in X˜e and ωµ, ωγ for their image in Xe. Notice that, by Propo-
sition 4.31, the weights ωλ, ων are conjugate under We if and only if ωµ, ωγ are
conjugate under We,1 ×We,2.
Now, by Proposition 2.5 we have
ω˜µ ∈ We,1(ΛQ1) +We,2(ΛQ2) + we/2(µ1)δ1 + we/2(µ2)δ2,
ω˜γ ∈ We,1(ΛQ1) +We,2(ΛQ2) + we/2(γ1)δ1 + we/2(γ2)δ2.
In particular, the weights ω˜µ, ω˜γ are conjugate under We,1 ×We,2 if and only if
we/2(µ
1)δ1 + we/2(µ
2)δ2 = we/2(γ
1)δ1 + we/2(γ
2)δ2
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in X˜e. Now, if we(λ) = we(ν) then we/2(µ
1) + we/2(µ
2) = we/2(γ
1) + we/2(γ
2) by
Lemma 4.32, hence there is an integer m such that the weights ω˜µ, ω˜γ +m(δ1 − δ2)
are conjugate under We,1 ×We,2. We deduce that the weights ωµ, ωγ are conjugate
under We,1 ×We,2, hence ωλ, ων are conjugate under We.
Conversely, assume that ωλ, ων are conjugate underWe or, equivalently, that ωµ, ωγ
are conjugate underWe,1×We,2. This means that there exist w ∈ We,1×We,2 andm ∈
Z such that w(ω˜µ) = ω˜γ+m(δ1−δ2). Ifm is negative, we can add−m e/2-hooks to µ1
and to γ2 to obtain bipartitions µ′ and γ′ such that ω˜µ′ = ω˜µ−mδ1 and ω˜γ′ = ω˜γ−mδ2.
Since w acts trivially on δ1 and δ2, we now have w(ω˜µ′) = ω˜γ′ . By Proposition 2.5, we
deduce that we/2((µ
′)1) = we/2((γ
′)1) and we/2((µ
′)2) = we/2((γ
′)2). In particular, we
have we/2((µ
′)1)+we/2((µ
′)2) = we/2((γ
′)1)+we/2((γ
′)2), and the same equality holds
for µ and γ. This proves that we(λ) = we(ν) by Lemma 4.32. The same argument
applies when m is nonnegative by adding hooks to µ2 and γ1. 
We now turn to the case where e is odd. Let ρ◦ =
∑
Λcli,◦ ∈ Qcle,◦ be the sum of
the classical fundamental weights. For each α◦ ∈ Xe,◦ and w ∈ We,◦, we abbreviate
w • α◦ = w(α◦ + ρ◦)− ρ◦.
Proposition 4.34. Assume e is odd. Let λ, ν be partitions. The weights ωλ and ων
are conjugate under We if and only if λ[e] ∈ SIe • ν[e] + 2Ze and we(λ) = we(ν).
Proof. Let W
(2)
e,◦ be the subgroup of We,◦ which is equal to SIe ⋉ 2Q
cl
e,◦ under the
isomorphism We,◦ = SIe⋉Q
cl
e,◦. Similarly, let g
(2)
e,◦ be the Lie subalgebra of ge,◦ which
is equal to sle(C)⊗ C[t2, t−2]⊕ Cc⊕ C∂ under the isomorphism ge,◦ = ŝle and let π
be the Lie algebra automorphism of ge,◦ which takes x ⊗ tn to x ⊗ tn−ht(α) for each
α-root vector x ∈ sle(C). The embedding κ : ge → ge,◦ defined in Lemma 4.18 yields
an embedding κ : We → We,◦.
Lemma 4.35. We have
(a) κ(ge) = π(g
(2)
e,◦),
(b) κ(We) = (1,−ρ◦) ·W (2)e,◦ · (1, ρ◦).
By Lemma 4.26, we must characterize the pairs {λ, ν} such that ωλ,◦ and ων,◦ are
We-conjugate in Xe,◦. By (4.10) and Proposition 2.5, we deduce that ωλ,◦ and ων,◦ are
We-conjugate if and only if tπs+ρ◦(Λ1,◦)−we(λ) δ◦ and tπu+ρ◦(Λ1,◦)−we(ν) δ◦ areW (2)e,◦ -
conjugate, where we abbreviate s = λ[e] and u = ν[e]. We have we(λ) = we(ν) if and
only if tπs+ρ◦(Λ1,◦)− we(λ) δ◦ and tπu+ρ◦(Λ1,◦)− we(ν) δ◦ are We,◦-conjugate. Hence
ωλ,◦ and ων,◦ areWe-conjugate if and only if we(λ) = we(ν) and πs ∈ SIe •πu+2Qcle,◦.
The proposition is proved. 
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Proof of the lemma. It is enough to prove claim (a). Let κ˜ = π−1 ◦κ. We must prove
that κ˜(ge) = g
(2)
e,◦. The inclusion κ˜(ge) ⊆ g(2)e,◦ is obvious. Let us concentrate on the
reverse inclusion.
Let g
(0)
e,◦ be the Lie subalgebra of ge,◦ which is equal to sle(C) under the isomorphism
ge,◦ = ŝle. First, we consider the root vectors κ˜(ei) of ge,◦ as i runs over the set Ie.
If i = 1 or −q−1 then κ˜(ei) is of the form x ⊗ t3−e where x is a root vector of g(0)e,◦
whose weight has height 2 − e, else it is of the form y ⊗ t2 where y is a root vector
of g
(0)
e,◦ whose weight has height 2. Now, it is easy to see that all root vectors of
g
(0)
e,◦ associated with the negative simple roots can be decomposed as the Lie bracket
of one vector of the first type and (e − 3)/2 vectors of the second type. A similar
result holds for the root vectors of g
(0)
e,◦ associated with the (positive) simple roots, by
considering the fi’s instead of the ei’s. This implies that g
(0)
e,◦ is contained into κ˜(ge).
To conclude, observe that the Lie algebra g
(2)
e,◦ is generated by g
(0)
e,◦ and any vector
κ˜(ei) of the second type mentioned above. 
4.6.3. Derived equivalences of blocks of Uk. Now that we know the orbits of the
affine Weyl group on the weight spaces of [Uk] (hence on the blocks of Uk), we can
apply Proposition 4.28 and the work of Chuang and Rouquier [8] to produce derived
equivalences between blocks of Uk in the same We-orbit.
The following definition is taken from [40] for e even and from [41] for e odd.
Definition 4.36. Let ν = (s(−q)i) ∈ ZIe be an e-core and w > 0. The unipotent
block Bν,w is a good block if for every i = 0, . . . , e−2 we have s(−q)i 6 s(−q)i+2+w−1.
We will say that two unipotent blocks are We-conjugate (or conjugate under We)
if the corresponding weight spaces in Uk (or Uk,t when e is even) are We-conjugate.
Lemma 4.37. Any unipotent block is We-conjugate to a good block.
Proof. Let λ be a partition and w = we(λ). Assume first that e is even. Let ν
be any other partition such that we(λ) = we(ν). Write λ[e] = (s(−q)i) and ν[e] =
(t(−q)i). By Lemma 4.32, the partitions λ, µ have the same 2-core if and only if∑
sq2i −
∑
s−q2i+1 =
∑
tq2i −
∑
t−q2i+1 . In such case, Proposition 4.33 ensures that
the degrees of the blocks Bλ[e],w and Bν[e],w are We-conjugate. If one chooses for ν
the partition with e-core t(−q)i = s(−q)i + ⌊i/2⌋(w − 1), then Bν[e],w is a good block.
If e is odd, let ν be any partition with we(ν) = we(λ). Let εi = 0 if sq2i+2 − sq2i
is even, and 1 otherwise. We choose for ν the partition with e-core ν[e] = (tqi)
such that tq2i = s1 + 2i(w − 1) + ε0 + · · · + εi−1. Then Bν[e],w is a good block, and
tq2i − sq2i = 2i(w− 1)+ s1− sq2 + sq2 − · · ·− sq2i + ε0+ · · ·+ εi−1 is even. We deduce
from Proposition 4.34 that the the blocks Bλ[e],w and Bν[e],w are We-conjugate. 
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Together with the results of Livesey [40] on the structure of good blocks in the
linear prime case, we deduce that Broue´’s abelian defect group conjecture holds for
unipotent blocks when e is even.
Theorem 4.38. Assume e is even. Let B be a unipotent block of Gn over k or O,
and D a defect group of B. If D is abelian, then B is derived equivalent to the Brauer
correspondent of B in NGn(D).
Proof. Let B′ be a good block which is We-conjugate to B. By [8, thm. 6.4], the
blocks B and B′ are derived equivalent. Now it follows from [40, Theorem 7.1] that
any good block is derived equivalent to its Brauer correspondent. 
Remark 4.39. Let B be any block of a finite general unitary group. Then, by the
Jordan decomposition [3, The´ore`me B], the block B is Morita equivalent to a direct
product of unipotent blocks of unitary groups GUm(q
r) with r odd and linear groups
GLn(q
s) with s even. However, it is not yet proven that this Morita equivalence
preserves the local structure of the blocks. If it were the case, then Theorem 4.38
would hold for any block of Gn.
4.7. The crystals of UK and Uk. In this section we show how to compare the
crystal of the categorical representations UK and Uk (which are related to Harish-
Chandra induction and restriction) with the crystals of the Fock spaces related to
[UK ] and [Uk]. This solves the main conjecture of Gerber-Hiss-Jacon [27] and gives
a combinatorial way to compute the (weak) Harish-Chandra branching graph and
the Hecke algebras associated to the weakly cuspidal unipotent modules.
4.7.1. Crystals and Harish-Chandra series. Recall that to any categorical representa-
tion one can associate a perfect basis, and hence and abstract crystal (see Proposition
1.12). In the previous section we constructed a categorical action on the categories
of unipotent representations over K (denoted by UK) and over k (denoted by Uk).
From these two categorical representations we get:
(a) an abstract crystalB(UK) =
(
Irr(UK), E˜i, F˜i
)
with the canonical labeling Irr(UK) =
{[Eλ] | λ ∈ P}. Since the representation of g∞ on UK is the direct sum of its
representation on the subcategories UK,t for each t ∈ N, we deduce that B(UK)
is the direct sum of the abstract crystals B(KG,Et) =
(
Irr(KG,Et), E˜i, F˜i
)
,
(b) an abstract crystalB(Uk) =
(
Irr(Uk), E˜i, F˜i
)
with the canonical labeling Irr(Uk) =
{[Dλ] | λ ∈ P}.
By contruction of E and F , these crystals are related to the (weak) Harish-Chandra
series, as stated in the following proposition.
Proposition 4.40. Let R = K or k, and I = (−q)Z ⊂ R×.
(a) D ∈ Irr(UR) is weakly cuspidal if and only if E˜iD = 0 for all i ∈ I.
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(b) If M,N ∈ Irr(UR), then N appears in the head of F (M) if and only if there
exists i ∈ I such that N ≃ F˜iM .
(c) If D ∈ Irr(UR) is weakly cuspidal, then
WIrr(RG,D) = {F˜i1 · · · F˜im(D) | m ∈ N, i1, . . . , im ∈ I}.
In other words, the (uncolored) crystal graph associated with B(UR) coincides with
the weak Harish-Chandra branching graph, and its connected components with the
weak Harish-Chandra series.
Proof. Assertions (a) and (b) follow from the definition of E˜i and F˜i and the fact
that E =
⊕
Ei and F =
⊕
Fi.
Let D be a cuspidal unipotent RGr-module. Since the Fi’s are exact functors, we
have Fi1 · · ·Fim(D)։ F˜i1 · · · F˜im(D) which shows that F˜i1 · · · F˜im(D) ∈WIrr(kGn, D).
Therefore to prove (c) it is enough to show that given n = r + 2m we have
WIrr(kGn, D) ⊂ {F˜i1 · · · F˜im(D) | i1, . . . , im ∈ I}.
We argue by induction on m. Let M ∈WIrr(kGn+2, D). Then Fm+1(D) maps onto
M . Thus there is a vertex i ∈ I such that FiFm(D) maps onto M . Since Fi is
exact we deduce that there is a composition factor N of Fm(D) such that FiN maps
onto M , i.e., such that F˜iN = M . The module N lies in a weak Harish-Chandra
series WIrr(RGn, E) for some weakly cuspidal module E. Since F and therefore Fi
preserves the series, we must have E ≃ D (using Proposition 4.9). By induction on
m, one can write N = F˜i1 · · · F˜im(D), hence M = F˜iN = F˜iF˜i1 · · · F˜im(D). 
Note that by [42], the ordinary Harish-Chandra series and weak Harish-Chandra
series on unipotent modules coincide when R = K.
4.7.2. Comparison of the crystals. Throughout this section we will assume that e,
the order of (−q) modulo ℓ is odd. Recall from §4.5.2 that [Uk] is isomorphic to a
direct sum of Fock spaces F(Qt)e where t runs over N and Qt = (Q1, Q2) is defined
by
Qt =
{(
(−q)−1−t , (−q)t) if t is even,(
(−q)t , (−q)−1−t) if t is odd.
To any charged Fock space one can associate an abstract crystal, see §2.3.2. We now
show how to choose the charge for each F(Qt)e so that the crystal will coincide with
the Harish-Chandra branching graph. Recall from (2.1) that
σt =
{(− t/2, t/2) if t is even,(
(1 + t)/2,−(1 + t)/2) if t is odd.
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Now, we define
(4.11) st = (s1, s2) = −1
2
(e+ 1, 0) + σt,
so that with the assumption on e we have Qp = q
2sp for each p = 1, 2. In other words
st is a charge for F(Qt)e with respect to q
2. We denote by B(st)e the correspond-
ing abstract crystal of F(Qt)e, with the canonical labeling B(st)e = {b(µ, st) |µ ∈
P
2, t ∈ N}. Finally, we set Be =
⊔
t∈NB(st)e.
We can now prove our main theorem, which compares the crystal Be with the
abstract crystal coming from the categorical action of ŝle on Uk.
Theorem 4.41. Assume that e is odd. The map b(µ, st) 7→ [D̟t(µ)] is a crystal
isomorphism Be
∼→ B(Uk).
Proof. Recall from Proposition 1.12 that the set B(Uk) = {[Dλ] | λ ∈ P} is a
perfect basis of [Uk]. Further, the discussion in §2.3.2 implies that the family
B∨e :=
⊕
t∈NB
∨(st) is a perfect basis of
⊕
t∈NF(Qt)e which comes with a canon-
ical labeling B∨e = {b∨(µ, st) |µ ∈ P2, t ∈ N}. Finally, by Proposition 2.6 the map
b∨(µ, st) 7→ b(µ, st) is a crystal isomorphism B∨e ∼→ Be.
Hence, we must prove that the bijection ϕ : B(Uk) → B∨e such that [D̟t(µ)] 7→
b∨(µ, st) is a crystal isomorphism. Since both bases are perfect, by Proposition 1.14,
it is enough to prove that there is a partial order ≻ on the set of partitions such that,
under the C-linear isomorphism
⊕
t∈NF(Qt)e
∼→ [Uk] in (4.8) which maps |µ,Qt〉e to
[V̟t(µ)] for each µ, t, we have
b∨(µ, st) = ϕ([D̟t(µ)]) ∈ [D̟t(µ)] +
∑
̟u(γ)≻̟t(µ)
C [D̟u(γ)].
To do so, we use the main result of [48] to show that one can take ≻ to be
the dominance order. Given a positive integer d, and elements κ, s1, . . . , sl ∈ C,
let Os,κ{d} be the category O of the rational double affine Hecke algebra of type
G(l, 1, n) with parameters κ and s = (s1, . . . , sl). The parameters are normalized
as in [48, sec. 6.2.1]. The category Os,κ{d} is a highest weight category. We will
abbreviate Os,κ =
⊕
d∈N O
s,κ{d}, where Os,κ{0} is the category of finite dimensional
vector spaces. Let ∆(µ)s,κ and T (µ)s,κ be the standard and the tilting module with
lowest weight µ ∈ P l. To characterize the highest weight structure on Os,κ we must
fix a partial order >s,κ on the set of l-partitions such that
(T (µ)s,κ : ∆(γ)s,κ) 6= 0⇒ µ >s,κ γ.
There are several choices for this order. From now on we will assume that s ∈ Zl
and κ = −e with e a positive integer. Then, we choose the same order as in [48,
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sec. 6.2.2], following an idea of [14]. More precisely, recall the combinatorics of l-
partitions in §2.1. If A, B are boxes of Young diagrams of l-partitions, then we write
A >s B if we have ct
s(A) < cts(B) or if cts(A) = cts(B) and p(A) > p(B). We’ll
abbreviate c˜t(A) = cts(A) − ep(A)/l. Then, we define the partial order on P l by
setting µ >s,−e γ if and only if there are orderings Y (µ) = {An} and Y (γ) = {Bn}
such that An >s Bn for all n. Note that, since −e < 0, if µ >s,−e γ and Y (µ) = {An}
and Y (γ) = {Bn} are as above, then we have c˜t(An) 6 c˜t(Bn) for all n.
For each p = 1, 2, . . . , l we set Qp = u
s where u = exp(2
√−1π/e). We consider
the charged Fock space F(s) = (F(Q), s) of ŝle. It is equipped with the Uglov
canonical basis B+(s) = {b+(µ, s) |µ ∈ P l}. Now, set s⋆ = (−sl, · · · ,−s2,−s1)
and µ⋆ = (tµl, . . . , tµ2, tµ1) where tλ denotes the transposed partition of λ. By [48,
thm. 7.3] there is a C-linear isomorphism [Os
⋆,−e]
∼→ F(Q) such that
[∆(γ⋆)s
⋆,−e] 7→ |γ,Q〉, [T (µ⋆)s⋆,−e] 7→ b+(µ, s)
from which we deduce that
b+(µ, s) ∈ |µ,Q〉+
∑
µ⋆>s⋆,−eγ
⋆
C |γ,Q〉.
Using the transpose and the fact that γ⋆ >s⋆,−e µ
⋆ if and only if µ >s,−e γ we obtain
(4.12) b∨(µ, s) ∈ |µ,Q〉+
∑
µ>s,−eγ
C |γ,Q〉.
Now, we consider the particular case where e is odd and s = st for some t ∈ N as
in (4.11). The following holds.
Lemma 4.42. Assume that the positive integer e is odd. For all bipartitions µ, γ
we have µ >st,−e γ ⇒ ̟t(γ) > ̟t(µ), where > is the dominance order.
Proof. Let λ = ̟t(µ) and ν = ̟t(γ). By construction, the charged β-sets of λ and
µ are related by
β0(λ) = {2u− 1 | u ∈ βσ1(µ1)} ⊔ {2u | u ∈ βσ2(µ2)}.
In order to compare λ and ν we will compare the numbers of elements in the sets
{A ∈ Y (λ) | ct(A) > j} and {B ∈ Y (ν) | ct(B) > j} and invoke [14, lem. 4.2]. To
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this end we proceed as in [14, p. 814] by computing, for all integer j
♯{A ∈ Y (λ) | ct(A) > j} =
∑
k∈Z
k>j
♯{u ∈ β0(λ) | u > k + 1}+ aj
=
∑
k∈Z
2k>j
(
♯{u ∈ βσ1(µ1) | u > k + 1}+ ♯{u ∈ βσ2(µ2) | u > k + 1}
)
+
∑
k∈Z
2k+1>j
(
♯{u ∈ βσ1(µ1) | u > k + 2}+ ♯{u ∈ βσ2(µ2) | u > k + 1}
)
+ aj
=
∑
k∈Z
2k>j
♯{A ∈ Y (µ1) | ct(A) = k − σ1}
+
∑
k∈Z
2k>j
♯{A ∈ Y (µ2) | ct(A) = k − σ2}
+
∑
k∈Z
2k+1>j
♯{A ∈ Y (µ1) | ct(A) = k − σ1 + 1}
+
∑
k∈Z
2k+1>j
♯{A ∈ Y (µ2) | ct(A) = k − σ2}+ aj,t,
where the integers aj and aj,t are constants which depend only on j and t. Next,
assume that e is odd. Recall from (4.11) that s1 = σ1 + d and s2 = σ2 with d =
−(e + 1)/2. Now, we identify Y (µ) with Y (µ1) ⊔ Y (µ2). We deduce that
♯{A ∈ Y (λ) | ct(A) > j} = ♯{A ∈ Y (µ1) | cts1(A) > ⌈j/2⌉+ d}
+ ♯{A ∈ Y (µ2) | cts2(A) > ⌈j/2⌉}
+ ♯{A ∈ Y (µ1) | cts1(A) > ⌈(j − 1)/2⌉+ d+ 1}
+ ♯{A ∈ Y (µ2) | cts2(A) > ⌈(j − 1)/2⌉}+ aj,t.
In particular, we get
♯{A ∈ Y (λ) | ct(A) > j} = ♯{A ∈ Y (µ1) | c˜t(A) > ⌈j/2⌉ − e− 1/2}
+ ♯{A ∈ Y (µ2) | c˜t(A) > ⌈j/2⌉ − e}
+ ♯{A ∈ Y (µ1) | c˜t(A) > ⌈(j − 1)/2⌉ − e+ 1/2}
+ ♯{A ∈ Y (µ2) | c˜t(A) > ⌈(j − 1)/2⌉ − e}+ aj,t.
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Finally, since e is odd and ctst(A) is an integer we can remove the symbols ⌈•⌉ and
we obtain
♯{A ∈ Y (λ) | ct(A) > j} = ♯{A ∈ Y (µ) | c˜t(A) > j/2− e− 1/2}
+ ♯{A ∈ Y (µ) | c˜t(A) > j/2− e}+ aj,t.
Now, assume that µ >st,−e γ. Then we can choose orderings Y (µ) = {An} and
Y (γ) = {Bn} such that c˜t(An) 6 c˜t(Bn) for all n. We deduce that for all integer j
we have
♯{A ∈ Y (ν) | ct(A) > j} > ♯{A ∈ Y (λ) | ct(A) > j},
from which we deduce that ν > λ (for the dominance order) by [14, lem 4.2]. 
Proof of Theorem 4.41. Continued. From the lemma above together with (4.12) we
deduce that
b∨(µ, st) ∈ |µ,Qt〉e +
∑
̟t(γ)>̟t(µ)
C |γ,Qt〉e.
Hence, under the identification of [Uk] with
⊕
t∈NF(Qt)e we obtain
b∨(µ, st) ∈ [V̟t(µ)] +
∑
̟t(γ)>̟t(µ)
C [V̟u(γ)].
On the other hand, by Proposition 4.4 we have
[Dλ] ∈ [Vλ] +
∑
ν>λ
C [Vν].
Therefore one can use Proposition 1.14, to deduce that the map [D̟t(µ)] 7→ b∨(µ, st)
is a crystal isomorphism B(Uk)
∼→ B∨e . 
As a direct consequence of this theorem and Proposition 4.40, the unipotent mod-
ule D̟t(µ) in Uk is weakly cuspidal if and only if we have E˜i(b(µ,Qt)) = 0 for all
i ∈ Ie.
Remark 4.43. Our choice for the charge st differs (by a sign) from the choice used
by Gerber-Hiss-Jacon in [27].
Remark 4.44. When e is even and t > 0, the category Uk,t categorifies the level 2
Fock space F(Qt)e by Corollary 4.30. It has a tensor product decomposition into
level 1 Fock spaces F(−q−1q2σ1)e ⊗ F(q2σ2)e. Here, we view q as an element of k.
One can therefore construct an abstract crystal of F(Qt)e out of the crystals of
the charged level 1 Fock spaces (F(q2σ1), σ1), (F(q
2σ2), σ2) under the identification
F(Qt)e = F(q
2σ1)⊗F(q2σ2) in §4.6.2. This crystal coincides with the crystal B(Uk,t)
coming from the categorification.
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Remark 4.45. By Theorem 4.15, the category UK,t categorifies the level 2 Fock space
F(Qt)∞. It has a tensor product decomposition into level 1 Fock spaces F(−q−1q2σ1)∞⊗
F(q2σ2)∞. Here, we view q as an element of K. One can therefore construct an
abstract crystal of F(Qt)∞ out of the crystals of the charged level 1 Fock spaces
(F(q2σ1), σ1), (F(q
2σ2), σ2) under the identification F(Qt)∞ = F(q
2σ1) ⊗ F(q2σ2) as-
sociated with the map (−q)p−2+2Z → q2Z such that i 7→ i(−q)2−p for each p = 1, 2.
This crystal coincides with the crystal B(UK,t) coming from the categorification.
4.7.3. Corollaries. As a byproduct of our main theorem, we obtain a proof of the
conjectures of Gerber-Hiss-Jacon stated in [27].
Corollary 4.46. Assume that e is odd. The modules Dλ and Dν lie in the same
weak Harish-Chandra series if and only if the corresponding vertices of the abstract
crystal Be belong to the same connected component. In particular, if this holds then
λ and ν have the same 2-core.
Proof. Let µ, γ be bipartitions and t, u be non-negative integers such that λ = ̟t(µ)
and ν = ̟u(γ). Then by Proposition 4.40 and Theorem 4.41, the vertices b(µ, st)
and b(γ, su) of the abstract crystal Be lie in the same connected component. This
implies t = u. 
Corollary 4.47. Assume that e is odd and that λ is a partition of n. If Dλ is weakly
cuspidal, then its ℓ-block contains a cuspidal simple KGn-module (not necessarily
unipotent). In particular, if this holds then λ is a 2-core.
Proof. It follows from the combination of [27, sec. 5.5, thm. 7.6] and the crystal
isomorphism given in Theorem 4.41. 
Let r > 0, m > 0 and n = r + 2m. Recall from §1.3.1 that there is k-algebra
homomorphism
φk,m : H
q2
k,m −→ EndkGn(Fm)op.
As in Theorem 4.12, one can show that the evaluation at a weakly cuspidal module
is a Hecke algebra of type Bm.
Corollary 4.48. Let λ be a partition of r > 0 such that Dλ is weakly cuspidal. Let
(t, t − 1, . . . , 1) be the e-core of λ. Then for m > 0 and n = r + 2m, the map φk,m
factors to an algebra isomorphism
H
Qt, q2
k,m
∼−→H (kGn, Dλ).
Proof. We first compute the weight of [Dλ]. By Corollary 4.47, the e-core of λ is a
2-core ∆t = (t, t− 1, . . . , 1) for some t > 0. Then from Proposition 2.5 and (4.9) we
deduce that the projection to Pe of the weights ωλ and ω∆t are equal. By Lemma 4.22
and (4.8) we deduce that this projection equals ΛQt . We can now invoke Proposition
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1.8 for Dλ: we have EDλ = 0 since Dλ is weakly cuspidal, and EndUk(Dλ) = k
since Dλ is simple and k is a splitting field for Gr. This shows that φk,m induces the
expected isomorphism. 
Remark 4.49. Corollary 4.46 proves Conjecture 5.4 in [27, sec. 5.4]. Corollary 4.47
proves Conjecture 5.5 in [27, sec. 5.4]. Corollary 4.48 generalizes the argument in [21,
prop. 5.21], in the particular case of the unitary group, and it proves the conjecture
in [28, §5].
5. The representation of the Heisenberg algebra on Uk
Every cuspidal kGn-module is weakly cuspidal. Therefore, every Harish-Chandra
series in Irr(Uk) is partitioned into weak Harish-Chandra series. Proposition 4.40
and Theorem 4.41 yield a complete (combinatorial) description of the partition of
Irr(Uk) in weak Harish-Chandra series, which coincides with the decomposition of
[Uk] for the action of ge. In this section we propose a conjectural generalization to
Harish-Chandra series by endowing Uk with an extra action of a Heisenberg algebra.
Throughout this section we will assume that e, the order of −q modulo ℓ is odd,
and hence equal to d, the order of q2 modulo ℓ.
5.1. The q-Schur algebra. Fix some arbitrary integers m > n > 0. Assume that
R is one of the fields K or k, where (K,O , k) is an ℓ-modular system as in §3.1. In
particular q ∈ R×. Let v be a formal variable and A = R[v, v−1]. Let UA(glm) be
Lusztig’s divided power version over A of the quantized enveloping algebra of glm.
Definition 5.1. The q-Schur algebra SqR,m,n over R is the quotient algebra ofUA(glm)
by the ideal generated by the element v − q and the annihilator ideal of the n-fold
tensor power of the natural module of UA(glm).
Let Λ+(m) ⊆ Zm be the set of dominant weights. Since m > n we have a canonical
inclusion of the set of partitionsPn of n into Λ
+(m). For each dominant weight λ, the
irreducible Uv(glm)-module of highest weight λ has an integral form LA(λ) which is a
module forUA(glm). If λ is a partition of n, this module factors through the quotient
S
q
R,m,n. This yields a complete set of non-isomorphic irreducible S
q
R,m,n-modules
Irr(SqR,m,n) = {LR(λ) | λ ∈ Pn}.
There is a natural notion of tensor product of two UA(glm)-modules coming from
the comultiplication of the Hopf algebraUA(glm). For n1+n2 = n, the tensor factors
through a bifunctor
• ⊗ • : SqR,m,n1 -mod×SqR,m,n2 -mod −→ SqR,m,n -mod .
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5.2. The cuspidal algebra. Recall thatGLn denotes the finite linear group GLn(q
2)
over the field with q2 elements and that R = K or k. Let PR,n := RGLn/Bn be the
RGLn-module arising from the permutation representation of GLn on the cosets of
a Borel subgroup Bn.
Definition 5.2. The unipotent cuspidal algebra is the quotient algebraCR,n of RGLn
by the annihilator ideal IR,n of PR,n.
The R-algebra CR,n is actually a quotient algebra of the unipotent block of RGLn,
by which we mean the sum of blocks corresponding to the irreducible constituents of
the module PR,n. Therefore, the pull-back of modules by the quotient map RGLn ։
CR,n gives a fully faithful functor hn : CR,n -mod→ RGLn -umod . We will view the
category CR,n -mod as a subcategory of RGLn -umod. Then, we have a canonical
identification
Irr(CR,n) = Unip(RGLn).
First, set R = K. The set of unipotent characters of KGLn is
Unip(KGLn) = {ρλ | λ ∈ Pn},
where ρλ is given by the following formula
ρλ =
1
|Sn|
∑
w∈Sn
φλ(w)R
GLn
Tw
(1)
and Tw runs over the set of the GLn-conjugacy classes of Fq2-stable maximal tori in
GLn. Note that unlike the case of finite unitary groups, the class function ρλ is a
true character (compare with the virtual character χλ defined in §4.3.1).
Now, consider the case R = k. Let dOGLn : [KGLn -mod] → [kGLn -mod] be the
decomposition map. Dipper showed in [11, 12] that there is a unique labeling
Unip(kGLn) = {Sλ | λ ∈ Pn}
such that dOGLn(ρλ) = [Sλ] modulo
⊕
µ>λ Z [Sµ].
Finally, the Harish-Chandra induction relative to the subgroup GLn1 × GLn2 of
GLn yields a bifunctor
• ⊙ • : CR,n1 -mod×CR,n2 -mod −→ CR,n -mod .
We have the following result, due to Takeuchi [51]. See [6, sec. 3.5, thm. 4.2a] for a
formulation closer to ours.
Proposition 5.3 ([51]). For each m > n, there is an equivalence of abelian categories
β : Sq
2
R,m,n -mod
∼→ CR,n -mod such that
(a) β intertwines the bifunctors ⊗ and ⊙,
(b) β(LK(
tλ)) = ρλ and β(Lk(
tλ)) = Sλ for each λ ∈ Pn. 
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5.3. Categorification of the Heisenberg operators. Recall that R = K or k.
Let n = r+2m with r,m > 0, and Lr,m ≃ Gr×GLm be the corresponding standard
Levi as defined in §4.1. For any module X in RGLm -umod we consider the following
functors
BX : RGr -umod→ RGn -umod, M 7→ RGnLr,m(M ⊗X),
B∗X : RGn -umod→ RGr -umod, M 7→ HomRGLm
(
X, ∗RGnLr,m(M)
)
.
The functor B∗X is right adjoint to the functor BX . In the particular case where
X = R is the trivial module, we recover the functors F and E as defined in §4.2.
Now, let us consider the particular case R = k. Assume that Ik,mX = 0, so that X
can be viewed as an objet of Ck,m -mod. The inclusion functor hm : Ck,m -mod →
kGLm -umod has a (left exact) right adjoint h
!
m : kGLm -umod→ Ck,m -mod which
takes a kGLm-module M to the annihilator of the ideal Ik,m in M . We have
B∗X = HomCk,m
(
X, ∗RGnLr,m(•)
)
:= HomCk,m
(
X, (id⊗h!m) ∗RGnLr,m(•)
)
.
Since the algebra Ck,m has a finite global dimension by Proposition 5.3, we may
define the right derived functor
RB∗X : D
b(kGn -umod)→ Db(kGr -umod), M 7→ RHomCk,m
(
X, ∗RGnLr,m(M)
)
.
Note that a module in kGLm -umod may not have a finite global dimension, and
therefore RB∗X might not exist if X is not assumed to be annihilated by Ik,m. Using
standard arguments, like tensor-hom adjunction, we can prove the following.
Proposition 5.4. For each module X in Ck,m -mod the following hold
(a) BX is exact and extends to an exact functor D
b(kGr -umod)→ Db(kGn -umod),
(b) (BX ,RB
∗
X) is an adjoint pair of triangulated functors,
(c) if X1 ∈ Ck,m1 -mod, X2 ∈ Ck,m2 -mod, then there are isomorphisms of functors
BX1BX2 ≃ BX1⊙X2 ≃ BX2BX1 and RB∗X1 RB∗X2 ≃ RB∗X1⊙X2 ≃ RB∗X2 RB∗X1 . 
5.4. The modular Steinberg character. Recall that ρ(1m) is the Steinberg char-
acter of KGLm while ρ(m) is the trivial one. We deduce that S(m) is the trivial
kGLm-module, while S(1m) is the top of a modular reduction of the Steinberg charac-
ter χ(1m) called the modular Steinberg character of kGLm. We will write Stm = S(1m).
The kGLm-module Stm is cuspidal if and only if m = 1 or m = eℓ
j for some j ∈ N
If this holds, it is the only cuspidal module in Unip(kGLm). See [23] for details.
For any partition λ of m of the form λ = (1(m−1), e(m0), (eℓ)(m1), (eℓ2)(m2), . . . ) in
exponential notation, we set
GLλ = (GL1)
m−1 ×
∏
j>0
(GLeℓj )
mj , Stλ = (St1)
⊗m−1 ⊗
⊗
j>0
(Steℓj)
⊗mj .
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Then the unipotent cuspidal pairs of kGLm are the pairs (GLλ, Stλ) where λ runs
over the set of all partitions of m of the form above. For any partition λ ∈ Pm, we
set
Xλ = R
GLm
GLλ
(Stλ) ∈ Unip(kGLm).
Note thatXλ can be seen as an object of the categoryCk,m -mod since it is annihilated
by Ik,m. In particular, for each j ∈ N we have
S(1eℓj ) = Steℓj = St(eℓj) = X(eℓj).
The functors F, E in the representation data on Uk as defined in §4.2 are given
by F = BX(1) and E = B
∗
X(1)
. The following proposition is easy to prove.
Proposition 5.5. For a given unipotent kGn-module M , the following conditions
are equivalent
(a) M is cuspidal,
(b) B∗X(M) = 0 for all X ∈ Ck,m -mod and all m > 0,
(c) Ei(M) = B
∗
S
(1eℓ
j
)
(M) = 0 for all i ∈ Ie, j ∈ N, j 6= 0. 
5.5. The Heisenberg algebra and the Fock space. The Heisenberg algebra is
the Lie C-algebra H generated by elements 1, bn, b
∗
n with n > 0 and the defining
relations
[bn, bm] = [b
∗
n, b
∗
m] = 0, [bn, b
∗
m] = −nδn,m 1, n,m > 0.
The value of 1 on a given representation is called the level.
Let n be a non-negative integer and ν be a partition of n. For any permutation x
in Sn of cycle-type ν let cν = cx be the conjugacy class of x. We interpret S0 as the
trivial group. For any integer e > 0 we abbreviate
cn = c(n), eν = (eν1, eν2, . . . ).
Set Λ =
⊕
m∈NCIrr(Sm) and 〈•, •〉Λ =
⊕
m∈N〈•, •〉Sm. The induction and re-
striction yield a pair of linear maps Indn+mn,m , Res
n+m
n,m between the C-vector spaces
Λ and Λ ⊗ Λ. They are adjoint relatively to the scalar product 〈•, •〉Λ. There is a
unique representation of H of level e on Λ such that, for each φ ∈ CIrr(Sm) and
ψ ∈ CIrr(Sm+en), we have
bn(φ) = Ind
m+en
m,en (φ× cen), b∗n(ψ) = 〈Resm+enm,en (ψ), cen〉Sen.(5.1)
Write bν =
∏
i bνi and b
∗
ν =
∏
i b
∗
νi
. For each f in Λ, we define bf , b
∗
f ∈ U(H) by
bf =
∑
ν∈P
〈cν , f〉Λ bν , b∗f =
∑
ν∈P
〈cν , f〉Λ b∗ν .
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If f = φν , then we will abbreviate
aν = bφν , a
∗
ν = b
∗
φν .(5.2)
We can now define the representation of the Heisenberg algebra on Fock spaces.
We’ll assume that I = A
(1)
e−1. Hence, since e is odd, we have g
′ ≃ g′e ≃ s˜le and
g ≃ ge ≃ ŝle.
First, assume that l = 1. Then, the representation of g′ on F(Q) admits a com-
muting action of H of level e such that the representation of H × g′ is irreducible.
The C-linear isomorphism F(Q)
∼→ Λ such that |ν,Q〉 7→ φν identifies the pairing
〈•, •〉 with 〈•, •〉Λ and the H-action on F(Q) with (5.1).
Now, assume that l > 1. By (2.2), we have a g′-module isomorphism F(Q)
∼→⊗l
p=1F(Qp). The representation of g
′ on F(Q) admits a commuting action of H
of level el which is given by the tensor product of the representations of H on
F(Q1),F(Q2), . . . ,F(Ql). This representation coincides with the specialization of
the representation of the quantized Heisenberg algebra considered in [52, sec. 4.3].
See [50, prop. 4.6] for more details.
5.6. The main conjecture. Assume that m−1 = 0, hence m is a multiple of e and
the partition λ of m is of the form λ = e ν with ν a partition of m/e. We abbreviate
Aν = BStλ and A
∗
ν = RB
∗
Stλ
.
The functors Aν , A
∗
ν yield linear endomorphisms of the vector space [Uk]. Using
the isomorphism [Uk] ≃
⊕
t∈NF(Qt)e we can endow [Uk] with a structure of a rep-
resentation of level 2e of the Heisenberg algebra H which commutes with the action
of ge. By Proposition 4.40, the set {[D] |D ∈ Irr(Uk) is weakly cuspidal} is a basis
of the subspace [Uk]
60 = {x ∈ Uk |Ei(x) = 0, ∀i ∈ Ie}. We define
[Uk]
hw = {x ∈ [Uk]60 | b∗n(x) = 0, ∀n > 1},
= {x ∈ [Uk] | b∗n(x) = Ei(x) = 0, ∀n > 1, ∀i ∈ Ie}.
Recall the elements aν , a
∗
ν in U(H) introduced in (5.2).
Conjecture 5.6.
(a) {[D] |D ∈ Irr(Uk) is cuspidal } is a basis of [Uk]hw,
(b) aν = [Aν ] and a
∗
ν = [A
∗
ν ] in End([Uk]).
Remark 5.7. Part (a) of the conjecture implies that {[D] |D ∈ Irr(Uk) is cuspidal } =
Irr(Uk)∩[Uk]hw, because Irr(Uk) is a basis of [Uk]. In particular, the subset {[D] |D ∈
Irr(Uk) is cuspidal } of
⊕
t∈NF(Qt)e depends only on the integer e, and not on the
characteristic ℓ of k.
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at q = 0, Comm. Math. Phys. 136 (1991), 543-566.
[34] V. Kac, Infinite dimensional Lie algebras, 3rd ed., Cambridge Univ. Press, 1990.
[35] Kang, S.J., Kashiwara, M., Categorification of highest weight modules via Khovanov-Lauda-
Rouquier algebras, Invent. Math. 190 (2012), 699-742.
[36] Kang, S.J., Oh, S.J., Park, E., Perfect bases for integrable modules over generalized Kac-Moody
algebras, Algebr. Represent. Theory 14 (2011), 571-587.
[37] Kashiwara, M., On crystal bases, Representations of Groups, Proceedings of the 1994 Annual
Seminar of the Canadian Math. Soc. Ban 16 (1995) 155-197.
[38] Kashiwara, M., Biadjointness in cyclotomic Khovanov-Lauda-Rouquier algebras, Publ. Res.
Inst. Math. Sci. 48 (2012), 501-524.
[39] Lascoux, A., Leclerc, B., Thibon, J.Y., Hecke algebras at roots of unity and crystal bases of
quantum affine algebras, Comm. Math. Phys. 181 (1996), 205-263.
[40] Livesey, M., On Rouquier Blocks for Finite Classical Groups at Linear Primes
[41] Livesey, M., A note on perfect isometries between finite general linear and unitary groups at
unitary primes
[42] Lusztig, G., Irreducible representations of finite classical groups, Invent. Math. 43 (1977), 125-
175.
[43] Lusztig, G., Characters of reductive groups over a finite field. Annals of Mathematics Studies,
107. Princeton University Press, Princeton, NJ, 1984.
[44] Lusztig, G., Srinivasan, B., The characters of the finite unitary groups, J. Algebra 49 (1977),
167-171.
71
[45] Macdonald, I.G., Symmetric Functions and Hall Polynomials, 2nd edition, Oxford Mathemat-
ical Monographs, Oxford Science Publications, The Clarendon Press, Oxford University Press,
New York, 1995.
[46] Mathas, A., The representation theory of the Ariki-Koike and cyclotomic q-Schur algebras.
Representation theory of algebraic groups and quantum groups, 261-320, Adv. Stud. Pure
Math., 40, Math. Soc. Japan, Tokyo, 2004.
[47] Rouquier, R., 2-Kac-Moody algebras, arXiv:0812.5023v1.
[48] Rouquier, R., Shan, P., Varagnolo, M., Vasserot, E., Categorifications and cyclotomic rational
double affine Hecke algebras, Invent. Math. (to appear), arXiv:1305.4456.
[49] Shan, P., Crystals of Fock spaces and cyclotomic rational double affine Hecke algebras, Ann.
Sci. E´c. Norm. Supe´r. (4) 44 (2011), 147-182.
[50] Shan, P., Vasserot, E., Heisenberg algebras and rational double affine Hecke algebras, J. Amer.
Math. Soc. 25 (2012), 959-1031.
[51] Takeuchi, M., The group ring of GLn(q) and the q-Schur algebra, J. Math. Soc. Japan 48
(1996), 259-274.
[52] Uglov, D., Canonical bases of higher-level q-deformed Fock spaces and Kazhdan-Lusztig poly-
nomials, in Physical combinatorics (Kyoto 1999), 249-299, Birkha¨user, Boston, 2000.
[53] Yvonne, X., Bases canoniques d’espaces de Fock de niveau supe´rieur, PhD thesis, University
of Caen (2005).
