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Alge`bres de Poisson
et alge`bres de Lie re´solubles
Patrice TAUVEL et Rupert W.T. YU
Re´sume´. Soient g une alge`bre de Lie re´soluble et Q un ide´al premier (ad g)-stable
de l’alge`bre syme´trique S(g) de g. Si E est l’ensemble des e´le´ments non nuls de S(g)/Q
qui sont vecteurs propres pour l’action adjointe de g dans S(g)/Q, l’alge`bre localise´e`
S(g)/Q
´
E
a une structure naturelle d’alge`bre de Poisson. On e´tudie ici cette alge`bre.
0 Introduction
Soient k un corps commutatif alge´briquement clos de caracte´ristique nulle,
g une k-alge`bre de Lie re´soluble, U(g) son alge`bre enveloppante, et S(g son
alge`bre syme´trique. On note SpecU(g) l’ensemble des ide´aux premiers de U(g)
et Spec S(g)g l’ensemble des ide´aux premiers ad g-stables de S(g). Il existe une
bijection canonique β de Spec S(g)g sur SpecU(g), appele´e la bijection de Dix-
mier relative a` g.
Soient P ∈ SpecU(g) et F l’ensemble des e´le´ments non nuls de A(P ) =
U(g)/P qui sont vecteurs propres pour l’action adjointe de g dans A(P ). Alors
F permet un calcul de fractions dans A(P ). L’alge`bre associative A(P )F a e´te´
e´tudie´e par J.C. McConnell dans plusieurs articles.
Soient maintenant Q ∈ Spec S(g)g et B(Q) = S(g)/Q. Notons E l’ensemble
des vecteurs propres non nuls pour la repre´sentation adjointe de g dans B(Q).
Alors B(Q)E a une structure naturelle d’alge`bre de Poisson. Nous e´tudions ici
cette alge`bre de Poisson.
Supposons que P ∈ SpecU(g) et Q ∈ Spec S(g)g ve´rifient P = β(Q). Les
re´sultats que l’on obtient pour l’alge`bre de Poisson B(Q)E sont plus que voisins
de ceux obtenus par J.C. McConnell pour l’alge`bre associative A(P )F . D’autre
part, les preuves donne´es ici suivent de tre`s pre`s celles de McConnell car, pour
l’instant il ne semble exister aucun re´sultat reliant la structure de Poisson de
B(Q)E et la structure de l’alge`bre associative A(P )F .
1 Notations
1.1 Soit A un anneau commutatif inte`gre. On note FractA le corps des
fractions de A.
On dit qu’une partie S de A permet un calcul de fractions dans A si elle
ve´rifie les deux conditions suivantes :
(i) 1 ∈ S et 0 /∈ S.
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(ii) Le produit de deux e´le´ments de S appartient a` S.
Si elles sont re´alise´es, l’ensemble des e´le´ments de FractA qui s’e´crivent as−1,
avec a ∈ A et s ∈ S, est un sous-anneau de FractA. On le note AS , et on dit
que c’est le localise´ de A par S. S’il existe un e´le´ment non nul e de A tel que
S = {en ; n ∈ N}, on e´crit Ae pour AS .
1.2 Dans toute la suite, k est un corps commutatif de caracte´ristique nulle.
Tous les espaces vectoriels et alge`bres conside´re´s sont de´finis sur k.
Soit V un espace vectoriel. On note L(V ) l’alge`bre des endomorphismes de
V et idV l’application identique de V . Si V est de dimension finie, si B est une
base de V , et si u ∈ L(V ), on de´signe par Mat(u,B) la matrice de u dans la
base B.
Si K est une extension de k, on de´signe par deg trk K le degre´ de transcen-
dance de K sur k.
2 Ge´ne´ralite´s
2.1 De´finition. On appelle alge`bre de Poisson, ou P-alge`bre, une k-alge`bre
commutative, associative et unitaire A munie d’une application biline´aire al-
terne´e
A×A→ A , (p, q)→ {p, q},
appele´e crochet de Poisson sur A, et ve´rifiant, pour tous p, q, r ∈ A, les condi-
tions suivantes :
(i) {p, {q, r}}+ {q, {r, p}}+ {r, {p, q}} = 0.
(ii) {pq, r} = {p, r}q + p{q, r}.
2.2 Soient A et B des P-alge`bres.
On a {λ, p} = 0 pour tout λ ∈ k et tout p ∈ A. D’autre part, munie du
crochet {., .}, A est une k-alge`bre de Lie.
Une application f : A → B est appele´e un homomorphisme de P-alge`bres si
c’est un homomorphisme des alge`bres associatives sous-jacentes a` A et B, et si
f({p, q}) = {f(p), f(q)}
pour tous p, q ∈ A. On de´finit de manie`re e´vidente la notion d’isomorphisme
de P-alge`bres, ainsi que les notions d’endomorphisme et d’automorphisme.
2.3 Jusqu’en 2.8, A est une P-alge`bre.
Une partie B de A est appele´e une P-sous-alge`bre de A si c’est une sous-
alge`bre associative de A telle que {p, q} ∈ B pour tous p, q ∈ B.
Soit C une partie de A. Le centralisateur YA(C) de C dans A est l’ensemble
des p ∈ A qui ve´rifient {p, q} = 0 pour tout q ∈ C. Il est imme´diat que YA(C)
est une P-sous-alge`bre de A. L’ensemble YA(A), note´ encore Y (A), est appele´
le centre de A. On dit que A est commutative si YA(A) = A.
2.4 Une partie J de A est appele´e un P-ide´al de A si c’est un ide´al de
l’alge`bre associative A et si {p, q} ∈ J pour tout (p, q) ∈ A× J . On dit que A
est une P-alge`bre simple si ses seuls P-ide´aux sont {0} et A.
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Soient J un P-ide´al de A et p → p la surjection canonique A → A/J . Il
est imme´diat de ve´rifier que l’on munit A/J d’une structure de P-alge`bre en
convenant que {p, q} = {p, q} pour tous p, q ∈ A. La P-alge`bre ainsi obtenue
est appele´e la P-alge`bre quotient de A par J .
2.5 Une P-de´rivation δ de A est une de´rivation de l’alge`bre associative A
telle que
δ({p, q}) = {δ(p), q}+ {p, δ(q)}
pour tous p, q ∈ A.
Si a ∈ A, l’application
da : A→ A , p→ {a, p}
est une P-de´rivation de A. On dit que c’est la P-de´rivation inte´rieure de A
de´finie par a.
2.6 Soient δ une P-de´rivation de A et X une inde´termine´e sur A. Il existe une
et une seule structure de P-alge`bre sur l’alge`bre associative A[X ], qui prolonge
la structure de P -alge`bre de A, et telle que
{X, p} = δ(p)
pour tout p ∈ A. La P-alge`bre ainsi obtenue est note´e Aδ{X}. Si δ = 0, on
e´crit A{X} pour Aδ{X}.
Plus ge´ne´ralement, si B est une P-sous-alge`bre de A, et si x ∈ YA(B), on
de´signe par B{x} la P-sous-alge`bre de A engendre´e par B et x.
2.7 Soient S une partie de A qui permet un calcul des fractions dans A et
AS l’alge`bre associative localise´e de A par S. Sur AS , il existe une et une seule
structure de P-alge`bre prolongeant celle de A. Si p, q ∈ A et s, t ∈ S, on a :
{ps−1, qt−1} = {p, q}s−1t−1 − {p, t}qs−1t−2 − {q, s}ps−2t−1 + {s, t}pqs−2t−2.
2.8 Soient A et B des P-alge`bres. Il existe une et une seule structure de
P-alge`bre sur A⊗kB, prolongeant celles de A et B, et telle que {p, q} = 0 pour
tout (p, q) ∈ A×B.
2.9 Proposition. Soient L une P-alge`bre qui est un corps, δ une P-de´riva-
tion non inte´rieure de L, et F = Lδ{X}.
(i) La P-alge`bre F est simple.
(ii) Le centre de la P-alge`bre FractF est l’ensemble des y ∈ Y (L) qui ve´rifient
δ(y) = 0.
Preuve. Si a ∈ F , on note deg a son degre´ en X .
(i) Supposons que F ne soit pas simple, et soit I un P-ide´al de F , non nul
et distinct de F . Soit n = min{deg a ; a ∈ I\{0}}. On a I ∩ k = {0} puisque
I 6= F , donc n > 0. Comme L est un corps, il existe un e´le´ment a de I de la
forme
Xn + an−1X
n−1 + · · ·+ a1X + a0,
avec a0, . . . , an−1 ∈ L. Si u ∈ L, on a :
{a, u} = nXn−1δ(u) +Xn−1{an−1, u}+ b,
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ou` b ∈ F ve´rifie deg b < n− 1. Comme {a, u} ∈ I, il re´sulte du choix de a que
{a, u} = 0, donc nδ(u) + {an−1, u} = 0. Par suite, δ = −
1
n
dan−1 , ce qui est
absurde.
(ii) a) Soit a = Xmam +X
m−1am−1 + · · ·+ a1X + a0 un e´le´ment central de
F . Prouvons que a ∈ Y (L) et que δ(a) = 0. On a :
0 = {X, a} =
m∑
i=0
X iδ(ai).
De meˆme, pour u ∈ L :
0 = {u, a} =
m∑
i=0
X i{u, ai} −
m∑
i=1
iX i−1δ(u)ai.
On en de´duit que am ∈ Y (L) et que δ(am) = 0. Quitte a` remplacer a par aa
−1
m ,
on peut donc supposer que am = 1. Les relations pre´ce´dentes montrent alors
que mδ(u) = {u, am−1} pour tout u ∈ L. Comme δ n’est pas inte´rieure, on a
ainsi m = 0.
b) On va prouver qu’un e´le´ment central de FractF est quotient de deux
e´le´ments centraux de F . On aura donc le re´sultat d’apre`s ce qui pre´ce`de.
Soit a = bc−1 ∈ Y (FractF ), avec b, c ∈ F . On raisonne par re´currence sur
α(a) = deg b + deg c, le cas ou` α(a) = 0 e´tant clair. Quitte a` changer a en
a−1, on peut supposer que deg b > deg c. Ecrivons b = rc + s, avec r, s ∈ F et
deg s < deg c. Si u ∈ F , il vient :
0 = {u, a} = {u, r}+ {u, sc−1} = {u, r}+ {u, s}c−1 − s{u, c}c−2.
Par suite :
(1) c2{u, r}+ c{u, s} − s{u, c} = 0.
Supposons u ∈ L. Si {u, r} 6= 0, on obtient une contradiction d’apre`s (1) car,
deg
(
c2{u, r}) > deg
(
c{u, s} − s{u, c}
)
.
De meˆme, si u = X on voit, pour la meˆme raison, que {X, r} = 0.
D’apre`s ce qui pre´ce`de, on a r ∈ Y (F ), et e = sc−1 appartient au centre de
FractF . Comme α(e) = deg s+deg c < α(a), l’hypothe`se de re´currence montre
que e = s′c′−1, avec s′, c′ ∈ Y (F ). Comme a = (rc′ + s′)c′−1, et que rc′ + s′, c′
sont des e´le´ments de Y (F ), on a obtenu le re´sultat. 
3 Un exemple
3.1 Soient n un entier positif ou nul et X1, Y1, . . . , Xn, Yn des inde´termine´es
sur k. Sur A = k[X1, . . . , Xn, Y1, . . . , Yn], il existe une et une seule structure de
P-alge`bre telle que, pour 1 6 i, j 6 n, on ait
{Xi, Xj} = {Yi, Yj} = 0 , {Xi, Yj} = δij ,
ou` δij est le symbole de Kronecker. La P-alge`bre ainsi obtenue est note´e Bn.
Dans la suite, si α = (i1, . . . , in) et β = (j1, . . . , jn) sont des e´le´ments de N
n,
on note XαY β l’e´le´ment de A de´fini par :
XαY β = X i11 · · ·X
in
n Y
j1
1 · · ·Y
in
n .
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3.2 Remarque. Soient V un k-espace vectoriel de dimension paire 2n et ω
une forme biline´aire alterne´e et non de´ge´ne´re´e sur V . Il existe une et une seule
structure de P-alge`bre sur l’alge`bre syme´trique S(V ) de V telle que
{v, w} = ω(v, w)
pour tous v, w ∈ V . La P-alge`bre ainsi obtenue est isomorphe a` Bn.
3.3 Soit Z une k-alge`bre associative et commutative, conside´re´e comme une
P-alge`bre commutative. On de´signe par Bn(Z) la P-alge`bre Z⊗kBn (voir 2.8).
Tout e´le´ment a de Bn(Z) s’e´crit uniquement sous la forme
a =
∑
α,β∈Nn
λα,βX
αY β ,
ou` les λα,β sont des e´le´ments de Z. Si 1 6 i 6 n, on a :
(2) {Xi, a} =
∂a
∂Yi
, {Yi, a} = −
∂a
∂Xi
·
3.4 Lemme. Soit B = Bn(Z) comme pre´ce´demment.
(i) Le centre de B est e´gal a` Z.
(ii) Tout P-ide´al de B est engendre´ par son intersection avec Z.
(iii) Plus ge´ne´ralement, si C est une P-alge`bre, tout P-ide´al de C ⊗k Bn est
de la forme J ⊗k Bn, ou` J est un P-ide´al de C.
(iv) Soit δ une P-de´rivation de B. Il existe b ∈ B tel que δ′ = δ− db ve´rifie :
δ′|1⊗Bn = 0 , δ
′|Z ⊗ 1 = δ|Z ⊗ 1.
Preuve. (i) C’est imme´diat en utilisant les relations (2).
(iii) Si α = (i1, . . . , in) ∈ N
n, posons |α| = i1 + · · · + in, α! = i1! · · · in!, et
(dX)
α = (dX1 )
i1◦ · · · ◦(dXn)
in .
Soit a = λ⊗XµY ν ∈ B. Si |µ|+ |ν| 6 |α|+ |β|, il vient :{
(dX)
α◦(dY )
β(a) = 0 si (µ, ν) 6= (β, α)
(dX)
α◦(dY )
β(a) = (−1)|β|α!β!λ si (µ, ν) = (β, α).
La caracte´ristique de k e´tant nulle, on en de´duit imme´diatement (iii). L’asser-
tion (ii) en est un cas particulier.
(iv) Comme Y (B) = Z, on a δ(Z) ⊂ Z. Pour a ∈ Bn et z ∈ Z, posons
δ′(z ⊗ a) = δ(z) ⊗ a. On ve´rifie facilement que δ′ est une P-de´rivation de B.
On est donc ramene´ a` prouver que, si δ est une P-de´rivation de B telle que
δ|Z = 0, alors δ est inte´rieure.
Si 1 6 i 6 n, posons δ(Xi) = qi et δ(Yi) = −pi. D’apre`s les relations de 3.1,
il vient
{δ(Xi), Xj}+ {Xi, δ(Xj)} = {δ(Yi), Yj}+ {Yi, δ(Yj)} = 0
= {δ(Xi), Yj}+ {Xi, δ(Yj)},
soit :
−
∂qi
∂Yj
+
∂qj
∂Yi
= −
∂pi
∂Xj
+
∂pj
∂Xi
=
∂qi
∂Xj
−
∂pj
∂Yi
= 0.
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Par suite, il existe b ∈ B tel que, pour 1 6 i 6 n, on ait :
∂b
∂Xi
= pi ,
∂b
∂Yi
= qi.
Si δ′ = d−b, il vient alors :
δ(Xi) = qi =
∂b
∂Yi
= {Xi, b} = δ
′(Xi),
δ(Yi) = −pi = −
∂b
∂Xi
= {Yi, b} = δ
′(Yi).
D’ou` δ = δ′. 
3.5 Lemme. (i) Soient A une P-alge`bre, B et C deux P-sous-alge`bres per-
mutables de A, engendrant A. On suppose qu’il existe un entier n tel que C
soit isomorphe a` Bn. Alors l’homomorphisme canonique de B⊗kC dans A est
un isomorphisme de P-alge`bres.
(ii) Soient X,Y des inde´termine´es sur A et ∆ la P-de´rivation de A{Y } telle
que ∆(Y ) = 1, ∆|A = 0. La P-sous-alge`bre de (A{Y })∆{X} engendre´e par
X et Y est isomorphe a` B1. L’homomorphisme canonique de A ⊗k B1 dans
(A{Y })∆{X} est un isomorphisme de P-alge`bres.
Preuve. (i) Soit ϕ : B ⊗k C → A l’homomorphisme canonique. Comme
{B,C} = {0}, c’est un homomorphisme de P-alge`bres ; son noyau est donc un
P-ide´al.
Compte tenu de 3.4, tout P-ide´al de B ⊗k C est de la forme J ⊗k C, ou` J
est un P-ide´al de B. D’autre part, la restriction de ϕ a` B est injective. On a
donc kerϕ = {0}. L’application ϕ e´tant surjective, on voit donc que c’est un
isomorphisme de P-alge`bres.
(ii) Le premier point est clair. Le second est un cas particulier de (i). 
3.6 Lemme. Soient A une P-alge`bre, δ une P-de´rivation localement nilpo-
tente de A, et α un e´le´ment central de A tel que δ(α) = 1. On note B la
P-alge`bre quotient A/Aα et p → p la surjection canonique A → B. Soient Y
une inde´termine´e et ∆ la P-de´rivation de B{Y } telle que ∆(Y ) = 1, ∆|B = 0.
On de´finit χ : A→ B{Y } en posant, pour p ∈ A :
χ(p) =
∑
n>0
1
n!
δn(p)Y n.
Alors χ est un isomorphisme de P-alge`bres tel que δ = χ−1◦∆◦χ. On a
χ−1(Y ) = α et, si p ∈ A :
χ−1(p) =
∑
m>0
(−1)m
m!
δm(p)αm.
Preuve. On ve´rifie facilement que χ◦δ = ∆◦χ et que χ(pq) = χ(p)χ(q)
pour p, q ∈ A. D’autre part :
{χ(p), χ(q)} =
∑
m,n>0
1
m!
1
n!
{δm(p), δn(q)}Y m+n.
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En remarquant que :
δm+n({p, q}) =
m+n∑
k=0
(
n+m
k
)
{δk(p), δm+n−k(q)},
on voit que {χ(p), χ(q)} = χ({p, q}). Ainsi, χ est un homomorphisme de P-
alge`bres.
Soit r ∈ A. Il vient :∑
m>0
(−1)m
m!
δm(rα)αm =
∑
m>0
(−1)m
m!
(
δm(r)α +mδm−1(r)
)
αm
=
∑
m>0
(−1)m
m!
δm(r)αm+1
+
∑
m>0
(−1)m+1
m!
δm(r)αm+1 = 0
On en de´duit qu’il existe une unique application line´aire θ : B{Y } → A telle
que, pour p ∈ A et n ∈ N :
θ(pY n) =
∑
m>0
(−1)m
m!
δn(p)αm+n.
On ve´rifie facilement que θ est un homomorphisme de P-alge`bres. Il vient :
θ◦χ(p) =
∑
m,n>0
1
m!
(−1)n
n!
δm+n(p)αm+n = p , χ◦θ(Y ) = χ(α) = Y.
De meˆme :
χ◦θ(p) = χ
( ∑
m>0
(−1)m
m!
δm(p)αm
)
=
∑
m,n>0
(−1)m
m!n!
δn
(
δm(p)αm
)
Y n
=
∑
m,k,ℓ>0
(−1)m
m!k!ℓ!
δk+m(p)δℓ(αm)Y k+ℓ
=
∑
k,m>0
(−1)m
m!k!m!
m!δk+m(p)Y k+m = p.
On a donc obtenu le re´sultat. 
3.7 Remarque. Avec les hypothe`ses et notations de 3.6, il est imme´diat que
ker δ est une P-sous-alge`bre de A qui est isomorphe a` B.
3.8 Lemme. Soit C une P-alge`bre, A une P-sous-alge`bre commutative de C,
et L un sous-espace de dimension finie de C. On suppose ve´rifie´es les conditions
suivantes :
a) Pour tout e´le´ment u de L, du induit une P-de´rivation localement nilpotente
de A et, si x, y ∈ L, on a dx◦dy |A = dy◦dx|A.
b) L’ensemble des p ∈ A ve´rifiant dx(p) = 0 pour tout x ∈ L est e´gal a` k.
Alors il existe un sous-espace de dimension finie V de A tel que :
(i) A est isomorphe a` l’alge`bre syme´trique S(V ) de V (conside´re´e comme
P-alge`bre commutative), et les seuls ide´aux de S(V ) stables par les dx, avec
x ∈ L, sont {0} et S(V ).
(ii) Pour tout x ∈ L et tout v ∈ V , on a dx(v) ∈ k.
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Preuve. Si n ∈ N∗, notons An l’ensemble des e´le´ments p de A tels que
dx1◦ · · · ◦dxn(p) = 0 pour tous x1, . . . , xn ∈ L. On a ainsi A1 = k. Pour obtenir
le re´sultat, on peut supposer A 6= k.
Soit p1 ∈ A2\{0}. On a dx(p1) ∈ k pour tout x ∈ L, et il existe x1 ∈ L tel
que dx1(p1) = 1. Posons B = ker dx1 . D’apre`s 3.6 et 3.7, les P-alge`bres A et
B{X} sont isomorphes. Si dimL = 1, on a B = k, et on a obtenu le re´sultat.
Supposons dimL > 2, et raisonnons par re´currence sur la dimension de L.
Soient x ∈ L et y = x− dx(p1)x1. Il vient :
dx(p1) ∈ k , dy(p1) = 0.
D’autre part, dx|A et dy|A commutent puisque dx|A et dx1 |A commutent. Il en
re´sulte que B = ker dx1 est stable par les dy, avec y ∈ L
′, ou`
L′ = {x− dx(p1)x1 ; x ∈ L}.
Enfin, si y ∈ L′, dy induit une de´rivation localement nilpotente de B, et on a
dimL′ 6 dimL− 1.
D’apre`s l’hypothe`se de re´currence, il existe un sous-espace de dimension finie
W de B ve´rifiant les conditions suivantes :
(1) En tant que P-alge`bres commutatives, B et S(W ) sont isomorphes.
(2) Pour y ∈ L′ et w ∈ W , on a dy(w) ∈ k.
(3) Les seuls ide´aux de S(W ) stables par les dy, avec y ∈ L
′, sont {0} et
S(W ).
Or, si y = x − dx(p1)x1, avec x ∈ L, on a dy(w) = dx(w) pour y ∈ W .
Par suite, dx(w) ∈ k. En prenant V = W + kp1, on obtient alors facilement le
re´sultat. 
3.9 Rappelons que B1 est la P-alge`bre k[X1, Y1], avec {X1, Y1} = 1.
Lemme. On conserve les hypothe`ses et notations de 3.6. Il existe un unique
homomorphisme de P-alge`bres χ : Aδ{X} → B ⊗k B1 tel que
χ(X) = 1⊗X1 , χ(p) =
∑
n>0
1
n!
δn(p)⊗ Y n1
pour tout p ∈ A. Cet homomorphisme est un isomorphisme, et on a
χ−1(1⊗X1) = X , χ
−1(1⊗ Y1) = α,
χ−1(p⊗ 1) =
∑
m>0
(−1)m
m!
δm(p)αm
pour tout p ∈ A.
Preuve. D’apre`s 3.5 et 3.6, on a des isomorphismes de P-alge`bres :
Aδ{X}
χ1
−→ (B{Y })∆{X}
χ2
−→ B ⊗k B1.
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Soit χ = χ2◦χ1. Alors
χ(X) = χ2(X) = 1⊗X1 , χ(α) = χ2(Y ) = 1⊗ Y1,
χ(p) = χ2
( ∑
n>0
1
n!
δn(p)Y n
)
=
∑
n>0
δn(p)⊗ Y n1
χ−1(p⊗ 1) = χ−11 (p) =
∑
n>0
(−1)n
n!
δn(p)αn.
D’ou` le lemme. 
3.10 Avec les notations de 3.1, soient X = X1 · · ·Xn et S = {X
p ; p ∈ N}.
Alors S est une partie de k[X1, Y1, . . . , Xn, Yn] qui permet un calcul de fractions.
Dans la suite, on note B′n la P-alge`bre (Bn)S de´finie comme en 2.7. Si Z
est une alge`bre commmutative et associative, conside´re´e comme une P-alge`bre
commutative, on de´signe par B′n(Z) la P-alge`bre Z ⊗k B
′
n.
De meˆme, la P-alge`bre FractBn est note´e Fn et, avec les notations pre´ce´-
dentes, on pose Fn(Z) = Z ⊗k Fn.
4 Alge`bres de Lie et alge`bres de Poisson
4.1 En ce qui concerne les rappels du paragraphe 4, le lecteur pourra se
reporter a` [2] et [11].
Soient h une k-alge`bre de Lie de dimension finie, U(h) son alge`bre envelop-
pante, et S(h) son alge`bre syme´trique.
Pour x ∈ h, on note σ(x) l’unique de´rivation de S(h) qui prolonge l’endomor-
phisme y → [x, y] de l’espace vectoriel h. Un ide´al J de S(h) est dit h-stable ou
h-invariant si σ(x)(J) ⊂ J pour tout x ∈ h. On de´signe par S(h)h l’ensemble
des e´le´ments p de S(h) tels que σ(x)(p) = 0 pour tout x ∈ h.
4.2 Soient
(
Un(h)
)
n>0
la filtration canonique de U(h) et
(
Sn(h)
)
n>0
la
graduation canonique de S(h). On convient que U−1(h) = S
−1(h) = {0}. Si
a ∈ Um(h) et b ∈ Un(h), on a ab− ba ∈ Um+n−1(h).
Soit n ∈ N. Il existe un isomorphisme canonique d’espaces vectoriels :
jn : Un(h)/Un−1(h)→ S
n(h).
On de´finit une structure de P-alge`bre sur S(h) de la manie`re suivante : si
p ∈ Sm(h), q ∈ Sn(h), et si p˜ ∈ Um(h), q˜ ∈ Un(h) ve´rifient p = jm(p˜), q = jn(q˜),
on pose
{p, q} = jm+n−1(p˜q˜ − q˜p˜).
La structure de P-alge`bre sur S(h) ainsi de´finie est dite canonique. Lorsque
nous conside`rerons S(h) comme une P-alge`bre, ce sera toujours au moyen de
cette structure.
4.3 Soient x ∈ h et p ∈ S(h). On a :
{x, p} = σ(x)(p).
On en de´duit qu’un ide´al de S(h) est un P-ide´al si et seulement s’il est h-stable.
De meˆme, le centre de la P-alge`bre S(h) est S(h)h.
10 Alge`bres de Poisson et alge`bres de Lie re´solubles
Soit J un ide´al h-stable de S(h). D’apre`s 2.4, S(h)/J est canoniquement muni
d’une structure de P-alge`bre.
4.4 Soient n ∈ N et h l’alge`bre de Lie de base (x1, y1, . . . , xn, yn, z) avec
[x1, y1] = · · · = [xn, yn] = z,
les autres crochets e´tant nuls ou s’en de´duisant par antisyme´trie.
L’ide´al S(h)(z − 1) est h-stable. Les P-alge`bres Bn et S(h)/ S(h)(z − 1) sont
isomorphes.
5 Centre et semi-centre
5.1 Dans le paragraphe 5, le corps k est suppose´ alge´briquement clos. Les
notations qui suivent seront conserve´es dans toute la suite.
5.2 Soient h une alge`bre de Lie et V un h-module.
Si λ ∈ h∗, on note Vλ ou Vλ(h) (resp. V
λ ou V λ(h)) le sous-espace de V forme´
des vecteurs v qui ve´rifient, pour tout x ∈ g, x.v = λ(x)v (resp.
(
x−λ(x)
)n
.v =
0 de`s que n est assez grand). On a Vλ ⊂ V
λ, et la somme des V λ, pour λ ∈ h∗,
est directe. On dit que λ est une forme line´aire distingue´e pour V (resp. un
poids de V ) si V λ 6= {0} (resp. V λ 6= {0}).
On a le re´sultat suivant ([2], the´ore`me 1.3.19).
Proposition. On suppose h nilpotente et V de dimension finie.
(i) V est la somme directe des V λ, pour λ ∈ g∗.
(ii) Pour tout λ ∈ g∗, l’espace V λ est h-stable.
(iii) Si x ∈ h, notons ρ(x) l’endomorphisme de V induit par x. Soit λ ∈ g∗.
Il existe une base B de V λ telle que, pour tout x ∈ h, Mat
(
ρ(x)− λ(x) idV ,B)
soit triangulaire infe´rieure stricte.
5.3 Dans la suite de ce travail, g est une k-alge`bre de Lie re´soluble de
dimension finie et Q un ide´al premier g-stable de S(g).
On munit B(Q, g) = B(Q) = S(g)/Q et L(Q, g) = L(Q) = FractB(Q) de
leurs structures canoniques de P-alge`bres (voir 2.4, 2.7 et 4.3). Si x ∈ g, εQ(x)
est la P-de´rivation de B(Q) ou de L(Q) de´duite de adx. On note Y (Q, g) =
Y (Q) (resp. D(Q, g) = D(Q)) le centre de la P-alge`bre B(Q) (resp. L(Q)).
Ainsi, Y (Q) (resp. D(Q)) est l’ensemble des a ∈ B(Q) (resp. a ∈ L(Q)) qui
ve´rifient εQ(x)(a) = 0 pour tout x ∈ g. On en de´duit que Y (Q) et D(Q) sont
des P-alge`bres commutatives.
Soit λ ∈ g∗. Avec les notations de 5.2, un e´le´ment a de B(Q)λ (resp. L(Q)λ)
est appele´ un semi-invariant de B(Q) (resp. L(Q)). Si a est non nul, on dit que
λ est le poids de a (cela n’entraˆıne aucune confusion avec la terminologie de
5.2). Si B(Q)λ 6= {0}, on dit que λ est distingue´e relativement a` Q.
On note E(Q, g) = E(Q) l’ensemble des semi-invariants non nuls de B(Q).
Il est clair que E(Q) perme un calcul de fractions dans B(Q).
On pose
SY (Q, g) = SY (Q) =
∑
λ∈g∗
B(Q)λ , SD(Q, g) = SD(Q) =
∑
λ∈g∗
L(Q)λ,
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et on dit que SY (Q) (resp. SD(Q)) est le semi-centre de B(Q) (resp. L(Q)).
Les re´sultats de 5.4 a` 5.7 sont de´montre´s dans la partie II de [9].
5.4 Lemme. (i) Soit I un ide´al non nul de B(Q). Il existe λ ∈ g∗ tel que
I ∩B(Q)λ 6= {0}.
(ii) Soient λ ∈ g∗ et a ∈ L(Q)λ. Il existe µ ∈ g
∗, b ∈ B(Q)λ+µ, et c ∈ B(Q)µ
tels que a = bc−1.
5.5 Posons
Λ(Q, g) = Λ(Q) = {λ ∈ g∗ ; B(Q)λ 6= {0}},
Λ′(Q, g) = Λ′(Q) = {λ ∈ g∗ ; L(Q)λ 6= {0}}.
D’apre`s 5.4, Λ′(Q) est le sous-groupe additif de g∗ engendre´ par Λ(Q). On a
ainsi ⋂
λ∈Λ(Q)
kerλ =
⋂
λ∈Λ′(Q)
kerλ.
5.6 Soit λ ∈ g∗ tel que λ([g, g]) = {0}. Il existe un et un seul automorphisme
τλ de l’alge`bre S(g) tel que τλ(x) = x+ λ(x) pour tout x ∈ g.
Lemme. Soit λ ∈ g∗ ve´rifiant λ([g, g]) = {0}, g′ = kerλ, Q un ide´al premier
g-stable de S(g), et Q′ = Q ∩ S(g′). On a Q = S(g)Q′ si et seulement si
τλ(Q) = Q.
5.7 Lemme. Soient Q un ide´al premier g-stable de S(g), λ ∈ g∗\{0} ve´rifiant
L(Q)λ 6= {0}, g
′ le noyau de λ, et Q′ = Q ∩ S(g′). On a Q = S(g)Q′.
5.8 Lemme. Soient g′ un ide´al de codimension 1 de g, Q un ide´al premier
g-stable de S(g), et Q′ = Q∩S(g′), de sorte que L(Q′, g′) s’identifie a` un sous-
corps de L(Q, g). On suppose que Q est l’ide´al de g engendre´ par Q′. Soient
λ ∈ g∗ et a ∈ B(Q, g)λ. Il existe b ∈ D(Q, g) et c ∈ B(Q, g)λ ∩ B(Q
′, g′) tels
que a = bc.
Preuve. Soit x ∈ g\g′. On peut supposer que a est non nul, et on de´signe
par u = xnun + x
n−1un−1 + · · · + u0 un repre´sentant de a dans S(g), avec
u0, . . . , un ∈ S(g
′) et un /∈ Q
′.
Comme [g, g] ⊂ g′, si y ∈ g et p ∈ N∗, il vient {y, xp} ∈ xp−1S(g′). On en
de´duit que, modulo Q, on a :
λ(y)u = λ(y)xnun + · · ·+ λ(y)u0 ≡ {y, u}
≡ xn{y, un}+ x
n−1vn−1 + · · ·+ v0,
avec v0, . . . , vn−1 ∈ S(g
′). Par conse´quent, modulo Q′, on a {y, un} ≡ λ(y)un.
Soit c l’image de un dans B(Q
′, g′). Comme un /∈ Q
′, on a c 6= 0. Par suite,
ac−1 existe dans L(Q, g), et il est imme´diat que ac−1 ∈ D(Q, g), car a et c ont
meˆme poids λ. 
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5.9 Lemme. Soient h un ide´al de g, Q un ide´al premier g-stable de S(g), et
R = Q ∩ S(h), de sorte que B(R, h) s’identifie a` une sous-alge`bre de B(Q, g).
Si µ est une forme line´aire sur h, distingue´e relativement a` R, il existe λ ∈ g∗,
distingue´e relativement a` Q, et prolongeant µ.
Preuve. D’apre`s les hypothe`ses, B(R, h) est un sous-g-module de B(Q, g).
Comme g est re´soluble, [g, g] ope`re de manie`re localement nilpotente surB(Q, g)
et B(R, h).
Soient a ∈ B(R, h)µ ⊂ B(Q, g), x ∈ g et y ∈ h. Il vient
εQ(y)εQ(x)(a) = εQ([y, x])(a) + εQ(x)εQ(y)(a)
= µ([y, x])(a) + µ(y)εQ(x)(a).
D’apre`s ce qui pre´ce`de, on a λ([y, x]) = 0. Par suite, εQ(x)(a) ∈ B(R, h)µ.
Comme g ope`re de manie`re localement finie sur B(R, h)µ et que g est re´soluble,
on a obtenu le re´sultat. 
5.10 Proposition. Soit Q un ide´al premier et g-stable de S(g). L’ensemble
SY (Q, g) est une P-sous-alge`bre commutative de B(Q, g).
Preuve. On raisonne par re´currence sur la dimension n de g, le re´sultat
e´tant clair pour n 6 1. Si toute forme line´aire sur g distingue´e relativement a`
Q est nulle, on a SY (Q, g) = Y (Q, g), et le re´sultat est e´tabli. Supposons qu’il
existe λ ∈ g∗\{0} et a ∈ B(Q, g)\{0} ve´rifiant εQ(x)(a) = λ(x)a pour tout
x ∈ g. Soient g′ = kerλ et Q′ = Q ∩ S(g′). On a Q = S(g)Q′ (5.7).
Soient u1, u2 ∈ B(Q, g) des semi-invariants. D’apre`s 5.8, il existe des e´le´ments
v1, v2 ∈ D(Q, g) et w1, w2 ∈ SY (Q
′, g′) tels que u1 = v1w1 et u2 = u2w2.
Compte tenu de l’hypothe`se de re´currence, on a {w1, w2} = 0. Il vient alors
{u1, u2} = 0. 
5.11 Lemme. Soient λ une forme line´aire non nulle sur g, distingue´e re-
lativement a` Q, g′ le noyau de λ, et Q′ = Q ∩ S(g′), de sorte que B(Q′, g′)
s’identifie a` une P-sous-alge`bre de B(Q, g).
(i) Soient x ∈ g\g′, δ la P-de´rivation de B(Q′, g′) induite par x, et X une
inde´termine´e. Les P-alge`bres B(Q, g) et B(Q′, g′)δ{X}, sont isomorphes.
(ii) On a SY (Q, g) ⊂ B(Q′, g′).
Preuve. (i) Soit x˜ l’image de x dans B(Q, g). Avec des notations e´videntes
notons θ l’application
B(Q′, g′)δ{X} → B(Q, g) ,
∑
Xnan →
∑
x˜nan.
Il est imme´diat que θ est un homomorphisme surjectif de P-alge`bres. Comme
Q = S(g)Q′ (5.6), on voit que θ est bijectif.
(ii) Notons encore δ la de´rivation de L(Q′, g′) induite par adx. Si S est
l’ensemble des e´le´ments non nuls de B(Q′, g′), on a B(Q, g)S = L(Q
′, g′)δ{X}.
Prouvons que δ n’est pas une de´rivation inte´rieure de L(Q′, g′). En effet, soit
e ∈ B(Q, g)λ\{0}. Si δ = du, avec u ∈ L(Q
′, g′), on obtient δ(e) = {u, e} = 0
(par de´finition de g′). Or, δ(e) = {X, e} = λ(x)e 6= 0. D’ou` l’assertion.
6 Formes line´aires distingue´es 13
Soit a ∈ B(Q, g)\{0} un semi-invariant de poids µ. D’apre`s 5.8, il s’e´crit
a = bc, avec b ∈ D(Q, g) et c ∈ B(Q, g)µ ∩B(Q
′, g′). D’apre`s ce qui pre´ce`de et
2.9, (ii), on a b ∈ D(Q′, g′). Ainsi, a ∈ L(Q′, g′) ∩B(Q, g) = B(Q′, g′). 
5.12 Dans la suite, si Q est un ide´al premier g-stable de S(g), on pose :
ĝQ =
⋂
λ∈Λ(Q)
kerλ , Q̂ = Q ∩ S(ĝQ).
Comme [g, g] ⊂ ĝQ, si (x1, . . . , xr) est une base d’un supple´mentaire de ĝQ
dans g, alors ĝQ + kx1 + · · ·+ kxi est un ide´al de g pour 1 6 i 6 r.
5.13 The´ore`me. Soient g une alge`bre de Lie re´soluble et Q un ide´al premier
g-stable de S(g).
(i) On a SY (Q, g) ⊂ SY (Q̂, ĝQ) = Y (Q̂, ĝQ).
(ii) Soient (x1, . . . , xr) une base d’un supple´mentaire de ĝQ dans g. En notant
δi, 1 6 i 6 r, la de´rivation de B(Q, g) induite par xi, alors les P-alge`bres
B(Q, g) et
(
· · ·
(
B(Q̂, ĝQ)δ1{X1}
)
· · ·
)
δr
{Xr} sont isomorphes.
Preuve. (i) Le fait que SY (Q, g) ⊂ SY (Q̂, ĝQ) se de´duit facilement de
5.11,(ii).
Supposons qu’il existe une forme line´aire µ non nulle sur ĝQ et distingue´e
relativement a` Q̂. D’apre`s 5.9, il existe λ ∈ g∗ distingue´e relativement a` Q, et
prolongeant µ. On a alors ĝQ ⊂ kerλ, donc ĝQ ⊂ ĝQ ∩ kerλ = kerµ. Ainsi,
µ = 0. Contradiction. On a donc bien SY (Q̂, ĝQ) = Y (Q̂, ĝQ).
(ii) On raisonne par re´currence sur la dimension de g, le cas ou` dim g = 0
e´tant clair. On peut supposer que dim(g/ĝQ) = r > 0.
Soit (λ1, . . . , λr) une base de l’orthogonal de ĝQ dans g
∗ telle que l’on ait
λi(xj) = δij pour 1 6 i, j 6 r. Soient h = kerλr = ĝQ + kx1 + · · ·+ kxr−1 et
Q′ = Q ∩ S(h). D’apre`s 5.11, (i), les alge`bres B(Q, g) et B(Q′, h)δr{Xr} sont
isomorphes. On termine alors facilement d’apre`s l’hypothe`se de re´currence car,
compte tenu de 5.9, on a ĥQ′ = ĝQ. 
6 Formes line´aires distingue´es
6.1 On conserve les hypothe`ses et notations du paragraphe 5.
Soit V un g-module de dimension finie n. Il posse`de une suite de Jordan-
Ho¨lder, c’est-a`-dire qu’il existe une suite de g-modules
{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V
ve´rifiant dimVi = i pour 0 6 i 6 n. D’autre part, si (V
′
i )06i6n est une
autre suite de Jordan-Ho¨lder de V , il existe une permutation σ de l’ensemble
{1, 2, . . . , n} telle que les g-modules V ′i /V
′
i−1 et Vσ(i)/Vσ(i)−1 soient isomorphes
pour 1 6 i 6 n.
Chaque g-module Vi/Vi−1 e´tant de dimension 1 s’identifie a` une forme line´aire
µi sur g. On note J (V, g) ou J (V ) l’ensemble {µ1, . . . , µn}.
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Soient W un sous-module de V et (Wi)06i6r une suite de Jordan-Ho¨lder de
W . Il existe des sous-modules
W = Vr ⊂ · · · ⊂ Vn = V
tels que (Vi/W )r6i6n soit une suite de Jordan-Ho¨der de V/W . Alors
{0} = W0 ⊂ · · · ⊂Wr = W = Vr ⊂ · · · ⊂ Vn = V
est une suite de Jordan-Ho¨lder de V . On en de´duit que l’on a :
(3) J (W ) ⊂ J (V ) et J (V/W ) ⊂ J (V ).
6.2 Conside´rons g comme un g-module au moyen de la repre´sentation ad-
jointe, et fixons une suite
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gm = g
d’ide´aux de g formant une suite de Jordan-Ho¨lder de g (on a donc dim g = m).
Soit λi ∈ g
∗ la forme line´aire correspondant a` gi/gi−1 pour 1 6 i 6 m.
Soit B = (y1, . . . , ym) une base de g telle que (y1, . . . , yi) soit une base de gi
pour 1 6 i 6 n. On a ainsi
[x, yi] ∈ λi(x)yi + gi−1
pour 1 6 i 6 m et tout x ∈ g.
Si ν = (ν1, . . . , νm) ∈ N
m, on pose |ν| = ν1+ · · ·+νm, et on note y
ν l’e´le´ment
de S(g) de´fini par
yν = yν11 y
ν2
2 · · · y
νm
m .
On de´finit un ordre total sur l’ensemble des monoˆmes yν en convenant,
avec des notations e´videntes que yν
′
< yν si l’une des conditions suivantes
est re´alise´e :
• ou |ν′| < |ν|
• ou |ν′| = |ν| et il existe i ∈ {1, 2, . . . ,m} tel que
ν′m = νm, . . . , ν
′
i+1 = νi+1 et ν
′
i < νi.
Si x ∈ g et ν = (ν1, . . . , νm) ∈ N
m, on a facilement
{x, yν} =
(
ν1λ1(x) + · · ·+ νmλm(x)
)
yν + v,
ou` v est une combinaison line´aire de termes yν
′
avec |ν′| = |ν| et yν
′
< yν .
Si n ∈ N, avec les notations de 4.2, il est alors imme´diat que
J
(
Sn(g)
)
⊂ Nλ1 + · · ·+ Nλn.
Compte tenu de (3), on obtient alors facilement :
Lemme. Soient Q un ide´al g-stable de S(g) et V un g-module de dimension
finie de S(g)/Q. On a :
J (V ) ⊂ Nλ1 + · · ·+ Nλm.
En particulier :
Λ(Q) ⊂ Nλ1 + · · ·+ Nλm.
6.3 Conservons les notations λ1, . . . , λm pre´ce´dentes, et supposons que le
plus grand ide´al nilpotent n de g soit commutatif.
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Soient λ ∈ g∗\{0}, x ∈ g\ kerλ, et y ∈ g\n. On a(
adx− λ(x) idg
)
(y) = [x, y]− λ(x)y.
Comme λ(x) 6= 0 et [x, y] ∈ [g, g] ⊂ n, on de´duit de ceci que y /∈ gλ (notation
de 5.2). Il en re´sulte que, pour tout poids ν de g, on a gν ⊂ n.
Comme n est commutatif, on peut conside´rer n comme un ad(g/n)-module.
L’alge`bre de Lie g/n e´tant nilpotente, on peut appliquer 5.2. Il existe donc des
formes line´aires deux a` deux distinctes µ1, . . . , µs sur g telles que
n = nµ1 ⊕ · · · ⊕ nµs .
D’autre part, pour 1 6 i 6 s, on a [g, nµi ] ⊂ nµi . Enfin, il existe une base Bi
de nµi telle que la matrice de
(
adx−µi(x) idg
)
|nµi soit triangulaire infe´rieure
stricte.
Soit B′ = (eq+1, . . . , em) la base de n obtenue par re´union des bases Bi.
Comple´tons pour obtenir une base B = (e1, . . . , em) de g. Comme [g, g] ⊂ n,
pour tout x ∈ g, la matrice Mat(adx,B) est de la forme(
0 0
A(x) T (x)
)
,
ou` A(x) a dim n lignes et dim(g/n) colonnes, et ou` T (x) est carre´e, triangulaire
infe´rieure, et a dim n lignes.
On de´duit en particulier de ceci que tout e´le´ment non nul de J (g) est l’un
des µi et que l’on a le re´sultat suivant.
Lemme. On suppose que le plus grand ide´al nilpotent de g est commutatif.
Si λ est un e´le´ment non nul de J (g), il existe y ∈ g\{0} tel que
[x, y] = λ(x)y
pour tout x ∈ g.
7 Une classe d’alge`bres de Poisson
7.1 Dans ce paragraphe, on ne suppose plus que k est alge´briquement clos.
Les notations qui suivent seront utilise´es dans toute la suite.
Soient V un k-espace vectoriel de dimension finie n et S(V ) l’alge`bre syme´-
trique de V . On de´signe par ω une forme biline´aire alterne´e sur V et par G un
sous-groupe libre de type fini du dual V ∗ de V . Soit p = rg(G) le rang de G. Si
g ∈ G, λg est la forme line´aire sur V correspondant a` g. On note k[G] l’alge`bre
du groupe G, V ω le noyau de ω, V G l’orthogonal de G dans V , c’est-a`-dire
V G =
⋂
g∈G
kerλg,
et V Gω le noyau de la restriction de ω a` V G × V G.
Soient X1, . . . , Xn, Y1, . . . , Yp des inde´termine´es. Les alge`bres associatives
S(V ) ⊗k k[G] et k[X1, . . . , Xn, Y1, Y
−1
1 , . . . , Yp, Y
−1
p ] sont isomorphes, et les
unite´s de S(V ) ⊗k k[G] sont les e´le´ments de la forme µg, avec µ ∈ k\{0} et
g ∈ G.
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7.2 Il existe une et une seule structure de P-alge`bre sur S(V )⊗k k[G] telle
que, pour v, w ∈ V et g, h ∈ G, on ait :
{v, w} = ω(v, w) , {g, h} = 0 , {g, v} = λg(v)g.
La P-alge`bre ainsi obtenue est note´e Bk(V, ω,G) ou B(V, ω,G). On note
Sω(V ) la P-sous-alge`bre de B(V, ω,G) engendre´e par V . Si l’on conside`re S(V ω)
comme une P-alge`bre commutative, il est clair que les P-alge`bres Sω(V ) et
Br ⊗k S(V
ω), ou` 2r est le rang de ω, sont isomorphes.
7.3 Le re´sultat suivant est de de´monstration imme´diate.
Proposition. Soient B une P-alge`bre et U le groupe de ses unite´s. On
de´signe par χ : V → B une application k-line´aire, et par ψ : G → U un ho-
momorphisme de groupes ve´rifiant les conditions suivantes :
(i) {χ(v), χ(v′)} = ω(v, v′) pour tous v, v′ ∈ V .
(ii) {ψ(g), χ(v)} = λg(v)ψ(g) pour tout g ∈ G et tout v ∈ V .
(iii) {ψ(g), ψ(g′)} = 0 pour tous g, g′ ∈ G.
Alors il existe un unique homomorphisme de P-alge`bres θ : B(V, ω,G) → B
tel que θ|V = χ et θ|G = ψ.
7.4 Soit λ ∈ V ∗. Il existe une et une seule de´rivation Dλ de l’alge`bre
associative S(V ) telle que Dλ(v) = λ(v) pour tout v ∈ V . Cette de´rivation est
localement nilpotente. On peut donc de´finir expDλ. Si g ∈ G, on note ϕg pour
expDλg .
Lemme. (i) Soient g ∈ G et r ∈ Sω(V ). Dire que ϕg(r) = r signifie que
{g, r} = 0.
(ii) On suppose que {λg|V
ω ; g ∈ G} engendre l’espace vectoriel (V ω)∗. Soit
r ∈ S(V ω)\k. Il existe g ∈ G tel que ϕg(r) 6= r.
Preuve. (i) Soit V ′ = kerλg. Si r ∈ S(V
′), il est imme´diat que ϕg(r) = r
et {g, r} = 0. Supposons r ∈ Sω(V )\ S(V
′). Il existe v ∈ V tel que λg(v) = 1,
et on peut e´crire
r = vnrn + v
n−1rn−1 + · · ·+ r0,
avec n > 1, r0, . . . , rn ∈ S(V
′) et rn 6= 0. Il vient :
{g, r} = g(nvn−1rn−1 + (n− 1)v
n−2rn−2 + · · ·+ r1),
ϕg(r) = (v + 1)
nrn + (v + 1)
n−1rn−1 + · · ·+ (v+)r1 + r0.
On a donc ϕg(r) 6= r et {g, r} 6= 0.
(ii) Soient g1, . . . , gn ∈ G tels que (λg1 |V
ω, . . . λgn |Vω) soit une base de (V
ω)∗,
et soit (v1, . . . , vn) sa base duale dans V
ω.
Pour ν1, . . . , νn ∈ N et 1 6 i 6 n, on a :
ϕgi(v
ν1
1 · · · v
νn
n ) = v
ν1
1 · · · v
νi−1
i−1 (vi + 1)
νiν
νi+1
i+1 · · · v
νn
n .
L’assertion en de´coule facilement. 
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7.5 Proposition. Les conditions suivantes sont e´quivalentes :
(i) La P-alge`bre B(V, ω,G) est simple.
(ii) L’ensemble des r ∈ S(V ω) tels que ϕg(r) = r pour tout g ∈ G est re´duit
a` k.
(iii) L’ensemble {λg|V
ω ; g ∈ G} engendre l’espace vectoriel (V ω)∗, ce qui
signifie que V G ∩ V ω = {0}.
(iv) Les seuls ide´aux J de S(V ω) ve´rifiant ϕg(J) ⊂ J pour tout g ∈ G sont
{0} et S(V ω).
Preuve. (i) ⇒ (ii) Soit r ∈ S(V ω)\k ve´rifiant ϕg(r) = r pour tout g ∈ G.
D’apre`s 7.4, (i), r est un e´le´ment central non inversible de B. Par suite, B n’est
pas une P-alge`bre simple.
(ii)⇒ (iii) Si r ∈ V ω, alors ϕg(r) = r+λg(r) pour tout g ∈ G. L’implication
est donc claire.
(iii) ⇒ (ii) Re´sulte de 7.4, (ii).
(iii) ⇒ (iv) Soit J unide´al non nul de S(V ω) tel que ϕg(J) ⊂ J pour tout
g ∈ G. Supposons J 6= S(V ω), et soit r ∈ J de degre´ minimal m parmi les
e´le´ments non nuls de J . On a m > 1. D’apre`s 7.4, (ii), il existe g ∈ G tel que
ϕg(r) 6= r. Le degre´ de r − ϕg(r) e´tant strictement infe´rieur a` celui d er, c’est
absurde.
(iv) ⇒ (ii) Soit r ∈ S(V ω)\{0} ve´rifiant ϕg(r) = r pour tout g ∈ G. Alors
J = S(V ω)r est un ide´al de S(V ω) tel que ϕg(J) ⊂ J pour tout G ∈ G. On en
de´duit que J = S(V ω), donc r est inversible dans S(V ω). D’ou` r ∈ k\{0}.
(iii) ⇒ (i) Soient v ∈ V , u ∈ Sω(V )\{0}, et g ∈ G. Il vient :
{v, ug} =
(
{v, u} − λg(v)u
)
g.
Si λg(v) 6= 0, on a donc {v, ug} 6= 0 car, ou {v, u} = 0, ou le degre´ de {v, u}
est strictement infe´rieur a` celui de u.
Soit J un P-ide´al non nul de B. Tout e´le´ment non nul r de J s’e´crit
r = r1g1 + · · ·+ rsgs,
avec r1, . . . , rs ∈ Sω(V ) et g1, . . . , gs ∈ G. Choisissons r de manie`re que s
soit minimal et que le degre´ de r1 soit minimal. On peut supposer que g1 est
l’e´le´ment neutre de G.
On a r1 ∈ S(V
ω). En effet, sinon, il existe v ∈ V tel que {v, r1} 6= 0 et tel
que le degre´ de {v, r1} soit strictement infe´rieur a` celui de r1. Cela contredit le
choix de r.
Supposons r2 6= 0. Alors g2 est distinct de l’e´le´ment neutre de G (d’apre`s la
minimalite´ de s). Soit v ∈ V \ kerλg2 . Il vient :
{v, r} =
s∑
i=2
(
{v, ri} − λgi(v)ri
)
gi.
Comme λg2(v) 6= 0, ceci contredit la minimalite´ de s d’apre`s ce qui pre´ce`de.
On a donc r2 = 0 et, on a ainsi prouve´ que J ∩ S(V
ω) 6= {0}.
Reprenons les notations de la preuve de 7.4, (ii). Pour ν1, . . . , νn ∈ N et
1 6 i 6 n, on obtient :
g−1i {gi, v
ν1
1 · · · v
νn
n } = νiv
ν1
1 · · · v
νi−1
i−1 v
νi−1
i v
νi+1
i+1 · · · v
νn
n .
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On en de´duit que les seuls ide´aux de S(V ω) stables par les applications r →
g−1{g, r}, g ∈ G, sont {0} et S(V ω). Par conse´quent, J ∩ S(V ω) = S(V ω) et
J = B. 
7.6 Proposition. Soit B = B(V, ω,G) une P-alge`bre simple.
(i) Le centralisateur C de k[G] dans B est Sω(V G)⊗k k[G].
(ii) Le centre D de C est Sω(V
Gω)⊗k k[G].
Preuve. (i) Il est imme´diat que Sω(V
G)⊗k k[G] ⊂ C.
Soient W un supple´mentaire de V G dans V . Il existe des e´le´ments g1, . . . , gn
de G tels que (g1, . . . , gn) soit une base du dual W
∗ de W . Soit (v1, . . . , vn) la
base de W duale de la pre´ce´dente. Un e´le´ment a de B s’e´crit
a =
∑
i1,...,in
vi11 · · · v
in
n ai1,...,in ,
avec i1, . . . , in ∈ N et ai1,...,in ∈ Sω(V
G)⊗k k[G].
On a, par exemple :
{g1, a} =
∑
i1,...,in
i1v
i1−1
1 v
i2
2 · · · v
in
n g1ai1,...,in .
On voit donc que a ∈ C si et seulement si a = a0,...,0, soit a ∈ Sω(V
G)⊗k k[G].
(ii) Il existe une base (u1, v1, . . . , ur, vr} d’un supple´mentaire de V
Gω dans
V G telle que
{u1, uj} = {vi, vj} = 0 , {ui, vj} = ωij
pour 1 6 i, j 6 r. En utilisant ceci, on obtient facilement le re´sultat. 
7.7 Si A est une k-alge`bre associative, on note d(A) sa dimension de Gelfand-
Kirillov (voir [3]). Rappelons que, si A est commutative, inte`gre, et de type fini,
alors d(A) est le degre´ de transcendance sur k du corps des fractions de A.
7.8 Proposition. Soit B = B(V, ω,G) une P-alge`bre simple comme en 7.2.
On note rg(G) le rang de G, et on conserve les notations C et D de 7.6. Alors :
(i) d
(
B(V, ω,G)
)
= dimV + rg(G).
(ii) d
(
k[G]
)
= rg(G).
(iii) d(C) = dimV G + rg(G).
(iv) d(D) = dimV Gω + rg(G).
En particulier, les entiers rg(G), dimV , dimV G et dim V Gω, ne de´pendent
que de B et non de sa pre´sentation sous la forme B(V, ω,G).
Preuve. Si (v1, . . . , vn) est une base de V et (g1, . . . , gr) une base du Z-
module G, on a B = k[v1, . . . , vn, g1, g
−1
1 , . . . , gr, g
−1
r ] en tant qu’alge`bre asso-
ciative. On en de´duit imme´diatement (i). Les autres assertions sont analogues
compte tenu de 7.6. 
7.9 Soient x1, . . . , xn, y1, . . . , yn des ge´ne´rateurs de la P-alge`bre Bn (voir
3.1) ve´rifiant
{xi, xj} = {yi, yj} = 0 , {xi, yj} = δij
pour 1 6 i, j 6 j.
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On note B′n la P -alge`bre localise´e de Bn par les puissances de x = x1 · · ·xn.
7.10 Proposition. Soit B = B(V, ω,G) une P -alge`bre simple comme en
7.2.
(i) Si m est le rang de G et 2ℓ celui de ω, B est une sous-P-alge`bre de la
P-alge`bre Bℓ ⊗k B
′
m.
(ii) Il existe une k-alge`bre de Lie re´soluble g et un ide´al premier g-stable Q de
S(g) tels que B soit isomorphe a` la P-alge`bre
(
S(g)/Q
)
E
, ou` E est l’ensemble
des semi-invariants non nuls de S(g)/Q.
Preuve. (i) Fixons une base (x1, y1, . . . , xℓ, yℓ, s1, . . . , st) de V telle que
(s1, . . . , st) soit une base du noyau de ω et telle que
{xi, xj} = {yi, yj} = 0 , {xi, yj} = δij
pour 1 6 i, j 6 n.
Soit {g1, . . . , gm} une base du Z-module G. Il existe des scalaires λji, µji, νjp
tels que
{gj, xi} = λjigj , {gj, yi} = µjigj , {gj, sp} = νjigj
pour 1 6 i 6 ℓ, 1 6 j 6 m, 1 6 p 6 t.
Ecrivons
Bℓ = k[X1, Y1, . . . , Xℓ, Yℓ] , B
′
m = k[Z1, Z
−1
1 , T1, . . . , Zm, Z
−1
m , Tm],
avec
{Xi, Xj} = {Yi, Yj} = 0 , {Xi, Yj} = δij ,
{Zp, Zq} = {Tp, Tq} = 0 , {Zp, Tq} = δpq
pour 1 6 i, j 6 ℓ et 1 6 p, q 6 m.
De´finissons une application line´aire
χ : V →
ℓ∑
i=1
kXi +
ℓ∑
i=1
kXi +
m∑
i=1
kTi
en posant
χ(xi) = Xi +
m∑
j=1
λjiTj , χ(yi) = Yi +
m∑
j=1
µjiTj , χ(sp) =
m∑
j=1
νjpTj
pour 1 6 i 6 ℓ et 1 6 p 6 t.
De meˆme, soit ψ : G → k[Z1, Z
−1
1 , . . . , Zm, Z
−1
m ] l’application gi → Zi pour
1 6 i 6 m.
Compte tenu de 7.3, ces applications se prolongent en un homomorphisme
de P-alge`bres B → Bℓ⊗kB
′
m. On obtient alors l’assertion car, B e´tant simple,
cet homomorphisme est injectif.
(ii) Conservons le notations pre´ce´dentes. Soit g l’alge`bre de Lie de dimension
2ℓ+ t+m+ 1 de´finie par
g = kw ⊕ V ⊕
m∑
i=1
kgi,
avec
[xi, xj ] = [yi, yj ] = 0 , [xi, yj ] = δijw , [gp, gq] = 0 , [gp, v] = λgp(v)gp
pour 1 6 i, j 6 ℓ, 1 6 p, q 6 m, et v ∈ V .
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Soit Q = S(g)(w − 1). Alors Q est un ide´al premier g-stable de S(g). Si l’on
note g˜i l’image de gi dans S(g)/Q, alors E est le semi-groupe engendre´ par les
gi, 1 6 i 6 m. On voit alors que B et
(
S(g)/Q
)
E
sont isomorphes d’apre`s 7.3
et la simplicite´ de B. 
8 Un cas particulier
8.1 Dans toute la suite, le corps k est suppose´ alge´briquement clos. On
reprend la notation Bn de 3.1. On dira que des e´le´ments x1, y1, . . . , xn, yn de
Bn sont des ge´ne´rateurs de Bn s’ils engendrent l’alge`bre associative sous-jacente
a` Bn et si
{xi, xj} = {yi, yj} = 0 , {xi, yj} = δij
pour 1 6 i, j 6 n.
8.2 The´ore`me. Soient h une alge`bre de Lie re´soluble, g un ide´al de h, et s
une sous-alge`bre de Lie de h ope´rant sur g de manie`re semi-simple. On de´signe
par Q un ide´al premier de S(g) tel que {x,Q} ⊂ Q pour tout x ∈ h, et on fait
ope´rer h sur B(Q, g) au moyen de la repre´sentation de´duite de la repre´sentation
adjointe. On suppose que SY (Q, g) = Y (Q, g). Il existe e ∈ Y (Q, g)\{0} et
n ∈ N ve´rifiant les conditions suivantes :
(i) L’alge`bre Y (Q, g)e est de type fini.
(ii) e est un vecteur propre pour l’action de h dans B(Q, g).
(iii) Les P-alge`bres B(Q, g)e et Y (Q, g)e ⊗k Bn sont isomorphes.
(iv) On peut choisir des ge´ne´rateurs x1, y1, . . . , xn, yn de Bn ⊂ B(Q, g)e qui
soient des vecteurs propres pour l’action de s dans B(Q, g)e.
Preuve. On raisonne par re´currence sur la dimension de g, le re´sultat e´tant
e´vident pour dim g 6 1.
Soit g′ un ide´al de h, contenu dans g, et ve´rifiant dim(g/g′) = 1. On pose
Q′ = Q ∩ S(g′). L’image de S(g′) dans B(Q, g) s’identifie a` B(Q′, g′).
D’apre`s 5.9, on a SY (Q′, g′) = Y (Q′, g′). Compte tenu de l’hypothe`se de
re´currence, il existe n ∈ N et e′ ∈ Y (Q′, g′) vecteur propre pour l’action de h,
tels que
B(Q′, g′)e′ = Y (Q
′, g′)e′ ⊗k Bn,
et ve´rifiant les conditions suivantes :
(i) L’alge`bre Y (Q′, g′)e′ est de type fini.
(ii) La P-sous-alge`bre Bn de B(Q
′, g′)e′ a des ge´ne´rateurs x1, y1, . . . , xn, yn
qui sont vecteurs propres pour l’action de s dans B(Q′, g′)e′ .
Soient z ∈ g\g′, z˜ son image dans B(Q, g), et δ la P-de´rivation de B(Q′, g′)e′
induite par ad z. D’apre`s les hypothe`ses, on peut supposer qu’il existe une
forme line´aire θ sur s telle que [t, z] = θ(t)z pour tout t ∈ s. La P-sous-alge`bre
Y (Q′, g′)e′ de B(Q
′, g′)e′ est stable par δ, et la restriction de δ a` Y (Q
′, g′)e′ est
localement nilpotente puisque SY (Q, g) = Y (Q, g).
a) Supposons δ
(
Y (Q′, g′)
)
= {0}, donc e′ ∈ Y (Q, g). D’apre`s 3.4, (iv), il
existe b ∈ B(Q′, g′)e′ tel que δ = db. Posons x = z˜ − b. La P-alge`bre B(Q, g)e′
est engendre´e par x et B(Q′, g′)e′ , et x commute a` B(Q
′, g′)e′ . On a donc :
B(Q, g)e′ =
(
B(Q′, g′)e′
)
{x} =
(
Y (Q′, g′)e′
)
{x} ⊗k Bn.
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Il est imme´diat que Y (Q, g)e′ =
(
Y (Q′, g′)e′
)
{x}, et que Y (Q, g)e′ est une
alge`bre de type fini. On a obtenu le re´sultat.
b) Dans la suite, on suppose δ
(
Y (Q′, g′)
)
non re´duit a` {0}.
Soient u ∈ Y (Q′, g′), h ∈ h, et ∆ la P-de´rivation de B(Q′, g′) induite par
adh. Il vient :
∆
(
δ(u)
)
= ∆({z˜, u}) = {∆(z˜), u}+ {z˜,∆(u)}.
Comme [h, g′] ⊂ g′, [h, g] ⊂ g, que g = g′ + kz, et que Y (Q′, g′) est le centre
de B(Q′, g′), on obtient ∆
(
δ(u)
)
∈ δ
(
Y (Q′, g′)
)
. Ainsi, δ
(
Y (Q′, g′)
)
est un
h-sous-module de Y (Q′, g′).
L’alge`bre de Lie h e´tant re´soluble, il existe v ∈ δ
(
Y (Q′, g′)
)
\{0} vecteur
propre pour l’action de h. Comme v est aussi vecteur propre pour l’action de
g, on a v ∈ SY (Q, g) = Y (Q, g). Ainsi, δ(v) = 0.
Notons V l’ensemble des u ∈ Y (Q′, g′) qui ve´rifient δ(u) ∈ kv. Si u ∈ V et
h ∈ h, avec les notations pre´ce´dentes, il vient :
∆
(
δ(u)
)
= ∆({z˜, u}) = {∆(z˜), u}+ {z˜,∆(u)} = {∆(z˜), u}+ δ
(
∆(u)
)
.
Pour les meˆmes raisons que dans l’aline´a pre´ce´dent, on voit alors que V est un
h-sous-module de Y (Q′, g′). D’autre part, s ope`re de manie`re localement finie
dans B(Q, g). On en de´duit qu’il existe u ∈ V , vecteur propre pour l’action de
s, et tel que δ(u) = v.
c) Soient v ∈ δ
(
Y (Q′, g′)
)
\{0} comme dans le point b) et u ∈ Y (Q′, g′)
vecteur propre pour l’action de s et ve´rifiant δ(u) = v. Posant y = uv−1, on a
δ(y) = 1 car δ(v) = 0, et y est vecteur propre pour l’action de s. Notons enfin
e = e′v. Il vient e ∈ Y (Q′, g′).
D’apre`s 3.4, (iv), il existe b ∈ B(Q′, g′)e′ tel que δ
′ = δ − db ve´rifie :
δ′(1 ⊗Bn) = 0 , δ
′|Y (Q′, g′)e′ ⊗ 1 = δ|Y (Q
′, g′)e′ ⊗ 1.
Posons x = z˜ − b. On a {x, y} = 1 et, les seuls P-ide´aux de B1 e´tant {0} et B1
(3.4), la P-sous-alge`bre de B(Q, g)e engendre´e par x et y est isomorphe a` B1.
Prouvons que l’on peut choisir b de sorte que x soit vecteur propre pour
l’action de s.
Si λ ∈ s∗, notons Wλ l’ensemble des u ∈ B(Q
′, g′)e′ qui ve´rifient εQ′(t)(u) =
λ(t)u pour tout t ∈ s. D’apre`s les hypothe`ses, il vient
B(Q′, g′)e′ =
⊕
λ∈s∗
Wλ.
Reprenons les notations x1, y1, . . . , xn, yn du de´but de la preuve. Il existe
µi, νi ∈ s
∗ tels que xi ∈ Wλi et yi ∈ Wνi pour 1 6 i 6 n. Rappelons d’autre
part que z˜ ∈ Wθ.
Ecrivons b = b1+ · · ·+ br, ou` bi ∈Wϕi\{0}, et ou` ϕ1, . . . , ϕr sont des formes
line´aires deux a` deux distinctes sur s. Pour 1 6 i 6 n, on a
0 = {x, xi} = {z˜, xi} −
r∑
j=1
{bj, xi} , 0 = {x, yi} = {z˜, yi} −
r∑
j=1
{bj, yi}.
D’autre part :
{z˜, xi} ∈Wθ+λi , {z˜, yi} ∈Wθ+νi , {bj, xi} ∈ Wϕj+λi , {bj, yi} ∈Wϕj+νi .
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Il est donc imme´diat que l’on peut supposer que εQ′(t)(b) = θ(t)b pour tout
t ∈ s ; on s’est ramene´ au cas ou` x est vecteur propre pour l’action de s.
Ainsi, la P-sous-alge`bre de B(Q, g)e engendre´e par x et y est isomorphe a`
B1, et x, y sont vecteurs propres pour l’action de s.
d) D’apre`s 3.9,
(
Y (Q′, g′)e
)
δ
{X} et
(
Y (Q′, g′)e/Y (Q
′, g′)ey
)
⊗k B1 sont des
P-alge`bres isomorphes.
Soient X,Y des inde´termine´es. Conside´rons l’application
τ :
(
B(Q′, g′)e
)
δ′
{X} →
(
B(Q′, g′)e
)
δ
{Y }
de´finie, pour p ∈ N, u ∈ B(Q′, g′)e, et c ∈ Bn, par
τ [(u ⊗ c)Xp] = (u⊗ c)(Y − b)p.
Il est clair que τ est un isomorphisme d’alge`bres associatives. D’autre part :
τ({X,u⊗ c}) = τ(δ′(u)⊗ c) + τ(u ⊗ δ′(c)} = δ(u)⊗ c.
De meˆme, dans
(
B(Q′, g′)e
)
δ
{Y }, on a :
{Y − b, u⊗ c} = {Y − b, u} ⊗ c+ u⊗ {Y − b, c} = δ(u)⊗ c.
Par suite, τ est un isomorphisme de P-alge`bres.
Il re´sulte de tout ceci que les P-alge`bres(
B(Q′, g′)e
)
δ
{X} ,
(
B(Q′, g′)e
)
δ′
{X},(
Y (Q′, g′)e
)
δ′
{X} ⊗k Bn ,
(
Y (Q′, g′)e
)
δ
{X} ⊗k Bn
sont isomorphes.
On en de´duit que les P-alge`bres(
B(Q′, g′)e
)
δ
{X} et
(
Y (Q′, g′)e/Y (Q
′, g′)ey)
)
⊗k Bn+1
sont isomorphes.
Il est clair que B(Q, g)e est un quotient non nul de
(
B(Q′, g′)e
)
δ
{X}. Compte
tenu de 3.4, B(Q, g)e est de la forme Z ⊗Bn+1, ou` Z est un quotient non nul
de Y (Q′, g′)e/Y (Q
′, g′)ey. On en de´duit que Z est contenu dans le centre de
B(Q, g)e et est de type fini. Les relations de 3.1 montrent alors que Z est le
centre de B(Q, g)e. 
8.3 Corollaire. Soient g une alge`bre de Lie nilpotente, Q un ide´al premier
g-stable de S(g), E l’ensemble des e´le´ments centraux non nuls de la P-alge`bre
B(Q) = S(g)/Q, et D(Q) le centre de FractB(Q). Il existe un entier n ∈ N tel
les P-alge`bres B(Q)E et D(Q)⊗k Bn = Bn
(
D(Q)
)
soient isomorphes.
Preuve. Avec les notations de 8.2, on a D(Q) = Y (Q)E =
(
Y (Q)e
)
E
. D’ou`
le re´sultat. 
8.4 Soient g une alge`bre de Lie et Γ son groupe alge´brique adjoint. Le groupe
Γ ope`re naturellement dans g. On le fait ope´rer dans g∗ en convenant que
(γ.f)(x) = f(γ−1.x)
pour x ∈ g, f ∈ g∗, et γ ∈ Γ.
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Corollaire. Soient g une alge`bre de Lie nilpotente, Γ son groupe adjoint, et
Q un ide´al premier g-stable de S(g). Les conditions suivantes sont e´quivalentes :
(i) Y (Q) = k.
(ii) Il existe n ∈ N tel que B(Q) = Bn.
(iii) Q est un ide´al g-stable maximal.
(iv) Q est l’ide´al de S(g) associe´ a` une Γ-orbite dans g∗.
Preuve. L’alge`bre de Lie g e´tant nilpotente, elle ope`re de manie`re locale-
ment nilpotente dans B(Q). On a donc SY (Q) = Y (Q). D’ou` l’implication (i)
⇒ (ii) d’apre`s 8.2. On obtient aussi (ii) ⇒ (i) d’apre`s le lemme 3.4.
D’apre`s le hypothe`ses, on a γ(u) ∈ Q pour tout u ∈ Q. Le groupe Γ ope`re
naturellement dans B(Q), et le centre de B(Q) est l’ensemble des points fixes
de Γ dans B(Q).
Compte tenu de ces remarques et de [2], propositions 4.8.5 et 7.3.2, (ii), on
obtient les e´quivalences (i) ⇔ (iii) ⇔ (iv). 
9 Un second cas particulier
9.1 Dans ce paragraphe, g est une alge`bre de Lie re´soluble dont le plus grand
ide´al nilpotent n est commutatif. On de´signe par Q un ide´al premier g-stable
de S(g) tel que Q∩g = {0}. On identifiera souvent un e´le´ment de g a` son image
dans B(Q) = S(g)/Q.
On note λ1, . . . , λs les e´le´ments deux a` deux distincts de J (g)\{0} (voir 6.1
et 6.2). On a donc n ⊂ kerλ1 ∩ · · · kerλn. Re´ciproquement, si x ∈ kerλi pour
1 6 i 6 s, il re´sulte de [10], 19.5.7 que x ∈ n.
D’apre`s 6.3, si 1 6 i 6 s, il existe ei ∈ g tel que [x, ei] = λi(x)ei pour tout
x ∈ g. Comme Q ∩ g = {0} et que Q est premier, on de´duit de 6.1 que
Λ(Q) = Nλ1 + · · ·+ Nλs.
Posons e = e1 · · · es. L’ide´al Q e´tant premier et ve´rifiant Q ∩ g = {0}, on a
en /∈ Q pour tout n ∈ N. On peut donc conside´rer le g-module (ou la P-alge`bre)
B(Q)e et, l’action de g dans B(Q)e e´tant localement finie, il re´sulte de 6.1 que
l’ensemble des poids des semi-invariants de B(Q)e est
G = Zλ1 + · · ·+ Zλs.
Le corps k e´tant de caracte´ristique nulle, G est sans torsion, donc est un
groupe libre de rang fini ℓ. Fixons µ1, . . . , µℓ ∈ g
∗ tels que
G = Zµ1 + · · ·+ Zµℓ,
et soient α1, . . . , αℓ ∈ B(Q)e des semi-invariants non nuls, de poids respectifs
µ1, . . . , µℓ, et qui sont des monoˆmes en e1, e
−1
1 , . . . , es, e
−1
s .
Si n1, . . . , nℓ ∈ Z, α
n1
1 · · ·α
nℓ
ℓ est semi-invariant de poids n1µ1 + · · · + nℓµℓ.
Il en re´sulte que, si E = {α1, α
−1
1 , . . . , αℓ, α
−1
ℓ }, des monoˆmes distincts en
des e´le´ments de E ont des poids distincts. Par suite, le groupe multiplicatif Γ
engendre´ par les e´le´ments de E est isomorphe a` G. De meˆme, la famille des
monoˆmes distincts en les e´le´ments de E est libre sur k (voir 5.2). On en de´duit
que la sous-alge`bre de B(Q)e engendre´e par e1, . . . , en, e
−1 s’identifie a` l’alge`bre
k[Γ] du groupe Γ.
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Reprenons les notations L(Q) et D(Q) de 5.3, et soit E l’ensemble des semi-
invariants non nuls de B(Q). Si f ∈ E a pour poids n1µ1 + · · · + nℓµℓ, avec
n1, . . . , nℓ ∈ Z, alors fα
−n1
1 · · ·α
−nℓ
ℓ ∈ L(Q) est central dans L(Q). C’est aussi
un e´le´ment de B(Q)e. On voit donc que la sous-alge`bre de B(Q)e engendre´e
par e1, . . . , en, e
−1 est engendre´e par E et le centre C de B(Q)e. On a alors
B(Q)E =
(
B(Q)e
)
C
. Compte tenu de 5.4, le centre de B(Q)E est D = D(Q).
On peut donc conside´rer B(Q)E comme une P-alge`bre sur le corps D.
Lemme. La D-sous-alge`bre de B(Q)E engendre´e par Γ s’identifie a` la D-
alge`bre D[Γ] du groupe Γ.
Preuve. Soient θ1, . . . , θr ∈ D\{0} et γ1, . . . , γr des e´le´ments distincts de
Γ tels que θ1γ1 + · · · + θrγr = 0. Alors les θiγi sont des semi-invariants de
B(Q)E de poids deux a` deux distincts. D’apre`s 5.2, on a θiγi = 0 pour tout i.
Contradiction. 
9.2 Dans la suite, la k-sous-alge`bre (resp. D-sous-alge`bre) de B(Q)E en-
gendre´e par Γ est encore note´e k[Γ] (resp. D[Γ]). On fixe un supple´mentaire a
de n dans g.
Lemme. (i) La dimension m de a est e´gale a` celle du sous-espace de g∗
engendre´ par les e´le´ments de G.
(ii) Le D sous-espace de B(Q)E engendre´ par a a pour dimension m.
Preuve. (i) Comme on l’a vu en 9.1 :
n =
⋂
λ∈G
kerλ.
D’ou` l’assertion.
(ii) Soit S = (ν1, . . . , νm) une base du sous-espace de g∗ engendre´ par G, et
forme´e d’e´le´ments de G. Pour 1 6 i 6 m, soit ai ∈ B(Q)E un semi-invariant de
poids νi. Notons (x1, . . . , xm) la base duale de S dans a. On a ainsi {xi, aj} =
δijaj pour 1 6 i, j 6 m.
Si θ1, . . . , θm ∈ D ve´rifient θ1x1 + · · ·+ θmxm = 0, on obtient
θi = {θ1x1 + · · ·+ θmxm, ai} = 0
pour 1 6 i 6 m. On a obtenu (ii). 
9.3 Dans la suite, on note G (resp. A ) le D-sous-espace vectoriel de B(Q)E
engendre´ par g (resp. a).
9.4 Soit λ un poids de n (pour la repre´sentation adjointe de g dans n).
D’apre`s 5.2, il existe une base (v1,λ, v2,λ, . . . , vrλ,λ) de n
λ telle que, pour x ∈ g
et 1 6 i 6 rλ, on ait
[x, vi,λ] ∈ λ(x)vi,λ + kvi−1,λ + · · ·+ kv1,λ.
On a ainsi v1,λ ∈ E ⊂ D[Γ], et il vient
{x, v−11,λvi,λ} ∈ kv
−1
1,λvi−1,λ + · · ·+ kv
−1
1,λv1,λ.
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Notons A la D-sous-alge`bre de B(Q)E engendre´e par la re´union des en-
sembles {v−11,λvi,λ ; 1 6 i 6 rλ} lorsque λ parcourt l’ensemble des poids de n. Si
x ∈ g, εQ(x) induit une P-de´rivation localement nilpotente de A. D’autre part,
A est une P-alge`bre commutative puisque n est abe´lien. Enfin, D est l’ensemble
des p ∈ A qui ve´rifient εQ(x)(p) = 0 pour tout x ∈ g. La commutativite´ de n
implique aussi que les restrictions des εQ(x) a` A commutent deux a` deux.
D’apre`s 3.8, il existe un D-sous-espace vectoriel W de dimension finie de A
ve´rifiant les conditions suivantes :
(i) A est isomorphe a` l’alge`bre syme´trique S(W ) de W .
(ii) Si w ∈ W et y ∈ G , on a {y, w} ∈ D.
(iii) Les seuls ide´aux de S(W ) stables par les dy, y ∈ G , sont {0} et S(W ).
9.5 Re´sumons une partie des re´sultats obtenus jusqu’ici.
• La P-alge`bre B(Q)E est engendre´e par les P-sous-alge`bres D[Γ] et S(W ),
ainsi que par le D-sous-espace A .
• Pour tout y ∈ A , dy|D[Γ] est une P-de´rivation semi-simple de D[Γ]. De
plus, si y, z ∈ A , on a dy◦dz|D[Γ] = dz◦dy|D[Γ].
• Soient A1 l’image de S(n) dans B(Q)E et A la P-sous-alge`bre (sur le corps
D) engendre´e par (A1)e. Alors A est engendre´e par D[Γ] et S(W ). En outre,
si y ∈ A , dy | S(W ) est une de´rivation localement nilpotente de S(W ). D’autre
part, si y, z ∈ A , on a {y, z} ∈ A.
9.6 Notons R la P-alge`bre S(W )⊗D D[Γ] (voir 2.8) sur le corps D. On fait
ope´rer A sur R en convenant que, si y ∈ A , a ∈ S(W ) et g ∈ D[Γ], on a :
y.(a⊗ g) = {y, a} ⊗ g + a⊗ {y, g}.
Lemme. Les seuls P-ide´aux de R qui sont stables sous l’action de A sont
{0} et R.
Preuve. On remarque que l’ope´ration de A sur R est localement finie.
Soit g ∈ Γ. Il existe une forme D-line´aire µ sur A telle que {y, g} = µ(y)g
pour tout y ∈ A . En outre, a` des e´le´ments distincts de Γ correspondent des
formes line´aires distinctes (voir 9.1).
Avec ces notations, l’espace Rµ est e´gal a` S(W )⊗ g car, A ope`re de manie`re
localement nilpotente sur S(W ).
Soit I un P-ide´al de R stable pour l’action de A . D’apre`s ce qui pre´ce`de, on
a :
I =
∑
g∈Γ
I ∩
(
S(W )⊗ g
)
.
Supposons I non nul. Il existe g ∈ Γ tel que I ∩
(
S(W )⊗ g
)
6= {0} et, I e´tant
un ide´al de R, il vient I ∩ S(W ) 6= {0}. Le seul P-ide´al non nul de S(W ) stable
sous l’action de A est S(W ) d’apre`s 3.8. On a donc obtenu le re´sultat. 
9.7 Lemme. La P-sous-alge`bre (sur le corps D) de B(Q)E engendre´e par
S(W ) et D[Γ] est isomorphe a` S(W )⊗D D[Γ].
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Preuve. Notons A cette P-alge`bre. Elle est commutative, et l’application
S(W )⊗D D[Γ]→ A , a⊗ g → ag
est un homomorphisme surjectif de P-alge`bres. Le noyau de cet homomor-
phisme est un P-ide´al stable sous l’action de A . Le lemme est donc une
conse´quence de 9.6. 
9.8 Soit V le D-espace vectorielW⊕A de B(Q)E . D’apre`s 9.4, si v1, v2 ∈ V ,
on a {v1, v2} ∈ D, et l’application
ω : V × V → k , (v1, v2)→ {v1, v2}
est une forme biline´aire alterne´e sur V . D’apre`s 9.6, le seul e´le´ment v de W
ve´rifiant {v,A } = {0} est l’e´le´ment nul. Par suite, le noyau V ω de ω ve´rifie
V ω ⊂ A .
Pour v ∈ V et g ∈ Γ, on a
{g, v} = λg(v)g,
ou` λg est une forme line´aire sur V
∗. On a
W =
⋂
g∈Γ
kerλg
et, si g1, g2 sont des e´le´ments distincts de Γ, alors λg1 6= λg2 . On en de´duit que
G = {λg ; g ∈ Γ} est un sous-groupe de V
∗ isomorphe a` Γ.
On a vu que V G = W et, comme V ω ⊂ A , il vient V G ∩ V ω = {0}. Ainsi,
la P-alge`bre BD(V, ω,G) construite comme en 7.1 est simple d’apre`s 7.5.
Comme B(Q)E est engendre´e par V et par D[Γ], et que BD(V, ω,G) est
simple, il re´sulte de la proposition 7.3 que les P-alge`bres (sur le corps D)
B(Q)E et BD(V, ω,G) sont isomorphes.
10 Structure des quotients premiers
10.1 Dans tout ce paragraphe, g est une alge`bre de Lie re´soluble.
Soit Q un ide´al premier g-stable de S(g). On va s’inte´resser a` l’alge`bre de
Poisson S(g)/Q ; on peut donc supposer que g ∩ Q = {0}, et on note π la
surjection canonique de S(g) dans B(Q, g) = S(g)/Q.
Notons n le plus grand ide´al nilpotent de g, et soit a un supple´mentaire de n
dans g. Si R = S(n) ∩Q, alors π(
(
S(n)
)
s’identifie a` B(R, n).
Supposons B(R, n) 6= Y (R, n). D’apre`s 8.2, il existe e ∈ B(R, n) et n ∈ N∗
ve´rifiant les conditions suivantes :
(i) e est vecteur propre pour l’action de g dans B(R, n).
(ii) L’alge`bre Y (R, n)e est de type fini.
(iii) Les P-alge`bres B(R, n)e et Y (R, n)e ⊗k Bn sont isomorphes.
La P-alge`bre B(Q, g)e est ainsi engendre´e par Y (R, n)e ⊗k Bn et π(a).
10.2 D’apre`s 3.4, (iv), il existe une application line´aire ρ : a → B(R, n)e
telle que, pour tout x ∈ a, π(x) − ρ(x) commute a` Bn ⊂ B(R, n)e. Notons A
le sous-espace de B(Q, g)e engendre´ par les π(x) − ρ(x) pour x ∈ a. Comme
[g, g] ⊂ n, on a {A ,A } ⊂ B(R, n)e, donc {A ,A } ⊂ Y (Q, n)e puisque {A ,A }
commute a` Bn.
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Soit C la P-sous-alge`bre de B(Q, g)e engendre´e par Y (R, n)e et A . Alors
B(Q, g)e est engendre´ par Bn et C. D’apre`s 3.5, (i), les P-alge`bres B(Q, g)e et
C ⊗k Bn sont isomorphes.
L’alge`bre de Lie g e´tant re´soluble, Y (R, n)e est une re´union croissante de g-
modules de dimension finie (pour la repre´sentation induite par la repre´sentation
adjointe de g). D’autre part, si x ∈ a et u ∈ Y (R, n)e, on a :
{π(x)− ρ(x), u} = {π(x), u}.
Comme on a de´ja` vu que {A ,A } ⊂ Y (R, n)e et que Y (R, n)e est une alge`bre de
type fini, on voit qu’il existe un sous-espace V de dimension dinie de Y (R, n)e
ve´rifiant les conditions suivantes :
(i) {A ,A } ⊂ V .
(ii) V engendre l’alge`bre Y (R, n)e.
Posons h = A +V . Il est imme´diat que l’on de´finit une structure d’alge`bre de
Lie re´soluble sur h en posant [u, v] = {u, v} pour u, v ∈ h. Enfin, il est clair que
la P-alge`bre C pre´ce´dente est le quotient de S(h) par un ide´al premier h-stable
T de S(h). Les P-alge`bres B(Q, g)e et B(T, h)⊗k Bn sont alors isomorphes et,
comme en 10.1, on peut supposer que h ∩ T = {0}.
10.3 Compte-tenu des aline´as pre´ce´dents, on voit que l’on se rame`ne au
cas suivant. Il existe un semi-invariant non nul e de B(Q, g), une alge`bre de
Lie re´soluble h, un ide´al premier h-stable de S(h) et un entier positif ou nul n
ve´rifiant les conditions suivantes :
(i) Les P-alge`bres B(Q, g)e et B(T, h)⊗k Bn sont isomorphes.
(ii) Le plus grand ide´al nilpotent de h est commutatif.
10.4 The´ore`me. On suppose que le corps k est alge´briquement clos. Soient
g une alge`bre de Lie re´soluble et Q un ide´al pemier g-stable de S(g). On note
B(Q) la P-alge`bre S(g)/Q, E l’ensemble des semi-invariants non nuls de B(Q),
et D le corps des invariants de FractB(Q). Sur le corps D, la P-alge`bre B(Q)E
est isomorphe a` une P-alge`bre simple BD(V, ω,G) de´finie comme en 7.2.
Preuve. C’est une conse´quence de 9.8, 10.3, et 3.4, (iii). 
10.5 On de´signe par SD(Q, g) ou SD(Q) le corps des fractions de Y (Q).
On note V (Q) la varie´te´ des ze´ros de Q dans g∗ et, si H est un sous-groupe
alge´brique du groupe des automorphismes de g, mH(Q) est la dimension maxi-
male des H-orbites dans V (Q).
Avec les hypothe`ses et notations de 10.4, on peut interpre´ter certains entiers
lie´s a` la P-alge`bre BD(V, ω,G) (voir 7.8) en fonction de Q. Les re´sultats qui
suivent sont prouve´s dans le paragraphe 3 de la partie III de [9].
Proposition. Soient g, Q et BD(V, ω,G) comme en 10.4, Γ le groupe alge´-
brique adjoint de g, et Γ0 l’intersection des noyaux des caracte`res rationnels de
Γ. Alors :
(i) deg trkD(Q) = dimk V (Q)−mΓ(Q).
(ii) deg trk SD(Q) = dimk V (Q)−mΓ0(Q).
(iii) rg(G) = deg trk SD(Q)− deg trkD(Q).
(iv) dimD(Q) V = dimk V (Q)− deg trk SD(Q).
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11 Cas alge´brique
11.1 On de´signe toujours par Q un ide´al premier g-stable de S(g), et on
conserve les notations du paragraphe 5.
Si J (g) = {ν1, . . . , νm}, il re´sulte de 5.4, (ii) et 6.2 que
Λ′(Q) ⊂ Zν1 + · · ·+ Zνm.
Le corps k e´tant de caracte´ristique nulle, Λ′(Q) est un Z-module libre ; soit
(µ1, . . . , µℓ) une base de ce module libre.
A nouveau d’apre`s 5.4, (ii), pour 1 6 i 6 ℓ, on peut e´crire
µi =
s∑
j=1
nijλj ,
ou` λ1, . . . , λs ∈ Λ(Q), et ou` les nij sont des entiers.
Pour 1 6 j 6 s, soit ej ∈ E(Q, g) un e´le´ment non nul de poids λj . Posons
e = e1 · · · es. L’ide´al Q e´tant premier, on a e
n /∈ Q pour tout n ∈ N, et on peut
former la P-alge`bre B(Q, g)e.
On note Y (Be) le centre de la P-alge`bre B(Q, g)e et, avec les notations de
5.2, on pose :
SY (Be) =
∑
λ∈g∗
(
B((Q, g)e
)
λ
.
Si 1 6 i 6 ℓ, on fixe un monoˆme ai en les ej, e
−1
j , de poids µi, et on note A
le sous-groupe multiplicatif de B(Q, g)e engendre´ par a1, . . . , aℓ.
Lemme. (i) Soient u = am11 · · · a
mℓ
ℓ et v = a
n1
1 · · · a
mℓ
ℓ , ou` m1, n1, . . . ,mℓ, nℓ
sont des entiers. Si u et v ont meˆme poids, alors mi = ni pour 1 6 i 6 ℓ.
(ii) Si a ∈ A a pour poids λ ∈ g∗, l’ensemble des e´le´ments semi-invariants
de poids λ de B(Q, g)e est e´gal a` aY (Be).
(iii) Les e´le´ments a1, . . . , aℓ sont alge´briquement inde´pendants sur Y (Be).
(iv) On a SY (Be) = Y (Be){a1, a
−1
1 , . . . , aℓ, a
−1
ℓ }.
Preuve. (i) C’est imme´diat puisque (µ1, . . . , µℓ) est une base du Z-module
libre Λ′(Q).
(ii) Si b ∈ B(Q, g)e a meˆme poids que a, alors a
−1b ∈ Y (Be). D’ou` l’assertion.
(iii) Si i1, . . . , iℓ ∈ N et α ∈ Y (Be), alors αa
i1
1 · · · a
iℓ
ℓ est un semi-invariant de
poids i1µ1 + · · ·+ iℓµℓ. Par suite, si
P =
∑
αi1,...,iℓX
i1
1 · · ·X
iℓ
ℓ ∈ k[X1, . . . , Xℓ]
ve´rifie P (a1, . . . , aℓ) = 0, il re´sulte de 5.2 et du fait que (µ1, . . . , µℓ) est une
base de Λ′(Q), que P = 0.
(iv) En tant qu’alge`bres associatives, SY (Be) = Y (Be)[a1, a
−1
1 , . . . , aℓ, a
−1
ℓ ]
d’apre`s ce qui pre´ce`de. Le re´sultat est donc conse´quence de 5.10. 
11.2 Soit h une alge`bre de Lie. On dit que h est alge´brique si elle est
isomorphe a` l’alge`bre de Lie d’une groupe alge´brique. Pour ce qui concerne
les alge`bres de Lie alge´briques, le lecteur pourra se reporter a` [10]. Nous al-
lons seulement rappeler ici quelques re´sultats sur les alge`bres de Lie re´solubles
alge´briques ; ils proviennent de [4] et [8].
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11.3 Proposition. Soit g une alge`bre de Lie re´soluble alge´brique.
(i) Toute image de g par homomorphisme est alge´brique.
(ii) On a g = s ⊕ n, ou` n est la plus grand ide´al nilpotent de g, et ou` s est
une sous-alge`bre de Lie abe´lienne de g qui ope`re de manie`re semi-simple sur n.
(iii) Soit J (g) comme en 6.1. Le rang du Z-sous-module de g∗ engendre´ par
J (g) est e´gal a` la dimension du k-sous-espace vectoriel de g∗ engendre´ par
J (g).
11.4 Avec les hypothe`ses de 11.3, soit H (resp. V ) un Z-sous-module (resp.
un k-sous-espace vectoriel) du Z-module (resp. de l’espace vectoriel) engendre´
par J (g). Si l’espace vectoriel engendre´ par H est V , alors le rang de H est
e´gal a` la dimension de V .
11.5 On suppose dore´navant que g est une alge`bre de Lie re´soluble alge´bri-
que, et on e´crit g = s⊕ n comme en 11.3. On conserve les notations de 11.1 et
du paragraphe 5, et on note ĝ pour ĝQ.
Pour e´tudier les localise´s de la P-alge`bre B(Q, g) on peut supposer, d’apre`s
11.3, (i) que Q ∩ g = {0}, ce que nous ferons de´sormais. On de´signe par
{µ1, . . . , µℓ} une base du Z-module Λ
′(Q) ; d’apre`s 11.3, c’est aussi une base
du k-espace vectoriel engendre´ par Λ′(Q). On a :
ĝ =
ℓ⋂
i=1
kerµi.
Ecrivons g = s ⊕ n (notations de 11.3, (ii)). On a n ⊂ ĝ. On de´signe par t
une sous-alge`bre de Lie abe´lienne de s qui ve´rifie g = t ⊕ ĝ, et qui ope`re de
manie`re semi-simple sur ĝ. Pour tout poids λ d’un semi-invariant de B(Q, g),
on a ĝ ⊂ kerλ. On en de´duit facilement que {µ1|t, . . . , µℓ|t} est une base de t
∗.
11.6 Lemme. On a SY (Q, g) = Y (Q̂, ĝ) = SY (Q̂, ĝ).
Preuve. On a vu en 5.13 que SY (Q, g) ⊂ Y (Q̂, ĝ) = SY (Q̂, ĝ). D’apre`s les
hypothe`ses, t ope`re de manie`re semi-simple sur Y (Q̂, ĝ). Comme {ĝ, Y (Q̂, ĝ)} =
{0}, on voit que tout e´le´ment de Y (Q̂, ĝ) est somme de vecteurs propres pour
l’action de g. D’ou` Y (Q̂, ĝ) ⊂ SY (Q, g). 
11.7 Il re´sulte de 8.2 qu’il existe e ∈ Y (Q̂, ĝ)\{0} et p ∈ N ve´rifiant les
conditions suivantes :
(i) L’alge`bre Y (Q̂, ĝ)e est de type fini et e est un semi-invariant de B(Q, g).
(ii) Les P-alge`bres B(Q̂, ĝ)e et Y (Q̂, ĝ)e ⊗k Bp sont isomorphes, et on peut
supposer que des ge´ne´rateurs x1, y1, . . . , xp, yp de Bp ⊂ B(Q̂, ĝ)e sont des vec-
teurs propres pour l’action de t dans B(Q̂, ĝ)e.
Pour 1 6 i 6 p, notons νi, θi des formes line´aires sur t telles que
{t, xi} = νi(t)xi , {t, yi} = θi(t)yi
pour tout t ∈ t. Comme {xi, yi} = 1, on obtient facilement θi = −νi. Si t ∈ t,
posons alors
t′ = t+ ν1(t)x1y1 + · · ·+ νp(t)xpyp.
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Un calcul imme´diat montre que, pour s, t ∈ t et 1 6 i 6 p, on a :
{s′, t′} = {t′, xi} = {t
′, yi} = 0.
La P-alge`bre B(Q, g)e est engendre´e par B(Q̂, ĝ)e et les t ∈ t, c’est-a`-dire
aussi par B(Q̂, ĝ)e et les t
′, avec t ∈ t. Compte tenu de ce qui pre´ce`de et de
5.13, (ii), si (z1, . . . , zℓ) est une base de t, la P-alge`bre B(Q, g)e est isomorphe
a` la P-alge`bre (
· · ·
((
Y (Q̂, ĝ)e
)
δ1
{X1}
)
· · ·
)
δr
{Xr} ⊗k Bp,
ou` δi est la P-de´rivation induite par zi.
D’apre`s 11.1, il existe f ∈ E(Q) tel que l’on ait
SY (Bf ) = Y (Bf )⊗k k[a1, a
−1
1 , . . . , aℓ, a
−1
ℓ ],
ou` ai est un semi-invariant de poids µi. Quitte a` remplacer f par ef , on peut
alors supposer que l’on a
SY (Be) = Y (Be)⊗k k[a1, a
−1
1 , . . . , aℓ, a
−1
ℓ ].
On a de´ja` remarque´ que (µ1|t, . . . , µℓ|t) est une base de t
∗. Notons (b1, . . . , bℓ)
la base duale dans t, et posons ti = a
−1
i bi pour 1 6 i 6 ℓ. Comme aj est un
semi-invariant de poids µi, on obtient facilement, pour 1 6 i, j 6 ℓ,
{ti, aj} = δij , {ti, tj} = 0,
et on a {ai, aj} = 0 puisque ai et aj sont semi-invariants (5.4, (ii) et 5.10). On
a en particulier
{ti, a
m1
1 · · · a
mℓ
ℓ } = mia
m1
1 · · ·a
mi−1
i−1 a
mi−1
i a
mi+1
i+1 · · · a
mℓ
ℓ
pour m1, . . . ,mℓ ∈ N.
Comme SY (Be) =
(
SY (Q)
)
e
et que Y (Be) =
(
Y (Q)
)
e
, ce qui pre´ce`de
prouve que les P-alge`bres
(
· · ·
((
Y (Q̂, ĝ)e
)
δ1
{X1}
)
· · ·
)
δℓ
{Xℓ} et Y (Be)⊗k B
′
ℓ
sont isomorphes (ou` B′ℓ a la meˆme signification qu’en 3.10).
On a donc obtenu le re´sultat suivant :
The´ore`me. On suppose que g est alge´brique et que Q est un ide´al premier
g-stable de S(g). Il existe un semi-invariant non nul e de B(Q, g) et des en-
tiers p et ℓ tels que les P-alge`bres B(Q, g)e et Y
(
B(Q, g)e
)
⊗k Bp ⊗k B
′
ℓ soient
isomorphes.
11.8 Corollaire. Avec les hypothe`ses pre´ce´dentes, il existe un entier n tels
que, sur le corps D(Q, g), les P-alge`bres FractB(Q, g) et FractBn
(
D(Q, g)
)
soient isomorphes.
Remarque. Le re´sultat de 11.8 est l’analogue, pour les P-alge`bres, de l’as-
sertion (i) de [4], corollary 6.4.
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