Carrots for dessert is the title of a section of the paper 'On polynomiallike mappings', [DH]. In that section Douady and Hubbard define a notion of dyadic carrot fields of the Mandelbrot set and more generally for Mandelbrot like families (for a precise statement see below). They remark that such carrots are small when the dyadic denominator is large, but they do not even try to prove a precise such statement. In this paper we formulate and prove a precise statement of asymptotic shrinking of dyadic Carrot-fields around M. The same proof carries readily over to show that the dyadic decorations of copies M ′ of the Mandelbrot set M inside M and inside the parabolic Mandelbrot set M1 shrink to points when the denominator diverge to ∞.
Introduction
For c ∈ C let Q c (z) = z 2 + c and let J c and K c denote respectively the Julia set and the filled Julia set for Q c . Denote by M the Mandelbrot set M = {c ∈ C |Q n c (0) n→∞
∞}.
Similarly for B ∈ C let g B (z) = z + 1/z + B. Then each g B has a parabolic fixed point at ∞ with multiplier 1 and g B is conjugate to g −B via z → −z. The parabolic Mandelbrot set M 1 is the set
(1)
Let T be a closed triangle in the right halfplane H + union {0} bounded by lines through the origin and a non horizontal line in such a way that the i2πZ translates are disjoint. Let ∆ 0 be the image of T under z → e z . Then by construction ∆ 0 is simply connected and Q −1 0 ( ∆ 0 ) has two connected components one, which is a subset of ∆ 0 and another one ∆ 1/2 containing −1 = e i2π/2 . Define recursively ∆ p/2 n as the connected component of Q −n 0 ( ∆ 0 ) containing exp(i2πp/2 n ).
The sets ∆ 0 and ∆ p/2 n , 0 < p < 2 n , p odd and n ∈ N are disjoint. Together they form a "dyadic Carrot field" ∆ of D:
The degenerate version of such a carrot field is a "dyadic stick field" defined similarly, but with T = [1, t] for some t > 1. We shall in the following denote by carrot field any possibly degenerate carrot field.
Let Ψ : C D −→ C M denote the Douady-Hubbard uniformizing parameter. That is Ψ is biholomorphic, tangent to the identity at ∞ and its inverse Φ is given by Φ(c) = φ c (c), where φ c denotes the Böttcher-coordinate of Q c at ∞. We shall use also the Green's functions for M and K c , i.e. the subharmonic functions g M (c) = log + |φ c (c)| and g c (z) = lim n→∞ 1 2 n log + |Q n c (z)|.
Moreover we shall use the notation E M (h) and E c (h) for the equipotentials for g M and g c of level h ≥ 0. Similarly we shall use the notation F M (h) and F c (h) for the closed filled equipotentials of level or height h:
The external ray of argument θ for M or K c is the field line of g M or g c , which is asymptotic to the halfline exp(t + i2πθ) at ∞.
By the Douady-Hubbard landing theorem for rational external rays of M, Ψ has a continuous extension along any external ray of rational argument. In particular along the rays R θ with dyadic arguments θ = p/2 n . By construction each connected component ∆ θ of ∆ is contained in some Stolz angle measured from its vertex e i2πθ ∈ S 1 . It thus follows that the radial extension of Ψ along R θ defines a continuous extension of Ψ to Ψ( ∆ θ ) for each dyadic θ. Hence Ψ( ∆) is well defined. Write ∆ = Ψ( ∆) and ∆ p/2 n = Ψ( ∆ p/2 n ).
Then the carrot (or stick) decorated Mandelbrot set is M ∪ ∆, where ∆ = Ψ( ∆) is any (possibly degenerate) carrot field.
We can also at least partially transport ∆ to the dynamical plane of Q c and thus obtain ∆ c = φ −1 c ( ∆), where we use for φ −1 c the maximal radial extension. We can then view the carrots ∆ of M as the set of parameters for which c belongs to the corresponding carrot ∆ c of the filled Julia set K c . With this terminology the Theorem of shrinking of dyadic carrots of M is
We shall refer to any of the sets ∆ p/2 n as a dyadic carrot of M. An easy adaptation of our proof shows that dyadic is not essential. That is if ∆ is a carrot field, where instead ∆ 0 is any finite collection of disjoint (possibly degenerate) triangles attached to periodic orbits for Q 0 and ∆ is obtained by iterated pull back as above. Then the corresponding version of Theorem 1 still holds.
Let M ′ with period k denote a copy of M inside M or a copy of M inside the Parabolic Mandelbrot set M 1 . Let θ± be the arguments of the pair of external rays (parabolic external rays if M ′ ⊂ M 1 ) co-landing at the root c ′ 0 of the principal hyperbolic component H ′ for M ′ . We let χ M ′ : M ′ −→ M denote the Douady-Hubbard straightening map (for a definition see [DH, Chap. II, ).
be the tuning interval for M ′ (or equivalently for H ′ ) and let θ + < θ − ∈ I be the points such that each of the subin-
k , where σ(θ) = 2θ mod 1. Let I to a homeomorphism of ∂P n onto ∂P n preserving argument and potential. Also for each n the closed puzzle piece P n contains the ends from potential 2 −n and down of the external rays with arguments in I M ′ . Hence the same holds for the corresponding parameter rays and P n . It follows that any other level n parameter puzzle piece as well as M L M p ′ /q ′ is contained in one of the relatively dyadic wakes ∆ ′ p/2 m of M ′ . The theorem then follows from Yoccoz parameter puzzle theorem for renormalizable parameters, which states that
Proof. Completely analogous to the above.
The Shrinking decorations Theorem for strict copies
The two theorems Theorem 1 and Theorem 4 have very similar proofs, the proof of the first being slighly more complicated. We shall detail the proof of the first and sketch the difference to the proof of the second. Dzmitry Dudko presents a different and independent proof of the Shrinking decorations Theorem for strict copies M ′ of M in M in [Du] . His statement includes more generally strict copies of the Multibrot set inside the Multibrot set of the same degree. The proof we give here would also easily extend to the Multibrot case.
Proofs
First reduction: Independence on T .
Going back to the initial setting of possibly degenerate carrot fields decorating M. We shall first show that the proof of Theorem 1 can be reduced to considering only one particular stick-field.
Indeed let T 1 and T 2 be any two possibly degenerate triangles in H + ∪ {0}. and letŤ i = T i {0} for i = 1, 2. Then there exists δ > 0 such thatŤ 1 is contained in a hyperbolic δ-neighbourhood ofŤ 2 in H + and vice versa. As exp : H + −→ C D and Q 0 : C D −→ C D are hyperbolic isometries the same statement holds for ∆ i θ , i = 1, 2 and θ = p/2 n any dyadic. By elementary estimates on hyberbolic metrics, there exists k = k(δ) > 1 such that for any univalent map ψ : C D −→ C, tangent to the identity at infinity, and any dyadic
where diam(·) denotes euclidean diameter.
Hence to prove Theorem 1 it suffices to consider a particular stick field, say the field for t = 1/2, which is what we shall do.
The toy, but key argument
To set the scene let us however consider first the toy example, where we replace the interval T = [0, 1/2] defining ∆ 0 by a compact subset of H, whose i2πZ translates are disjoint, i.e. whose projection to C D does not separate D from ∞, say ∆ 0 = exp([1/4, 1/2]). This completely trivialises the problem by considerations on the comparison of hyperbolic and euclidean distance similar to above: In this simpler case the set ∆ 0 and thus also ∆ 0 has finite hyperbolic diameter diam and moreover this bound on the hyperbolic diameter of ∆ 0 is an upper bound on the hyperbolic diameter of any of the dyadic carrots ∆ p/2 n ⊂ ∆. Hence the euclidean diameter of any such dyadic carrot is bounded uniformly from above by a universal constant k = k(diam) times the euclidean distance between ∆ p/2 n and M. Since the later tends to zero uniformly as n → ∞ we have in the toy case lim sup
We shall see that, this is effectively what happens, if we restrict our attention to any renormalization copy M ′ of M. However the decorations around M ′ are not the image under a holomorphic map of a union of compact sets all of which are isometric copies of an inital connected component. Hence we need to device other means of making hyperbolic estimates. To this end we shall use the fact
And we shall use the observation by Shishikura, that holomorphic motions can be used to transfer bounds for (locally) persistent annuli in dynamical space to bounds for corresponding annuli in parameter space (see [R] ).
With this in mind let us proceed to the proof of Theorem 1. Then as mentioned above Theorem 4 will follow by using the same proof.
Proof of Theorem 1.
We prove the following result :
Remark 6. Theorem 1 is an easy corollary of this proposition by compactness of the Mandelbrot set. The details are left to the reader.
Setup for the proof of Proposition 5.
Let {∆ k = ∆ p k /2 n k } k∈N , n k+1 > n k be an arbitrary but fixed sequence of carrots for M with roots c k converging to c ∞ . Then first of all c ∞ ∈ ∂M.
We shall use the Levin-Yoccoz parameter space inequality and Yoccoz theorem on local connectivity of M at Yoccoz parameters, i.e. parameters c, for which Q c is not (infinitely) renormalizable and has all periodic points repelling. For the version of Proposition 5 leading to a proof of Theorem 4 the simpler Yoccoz (rather than Levin-Yoccoz) parameter space inequality suffices, but for Proposition 5 we need the extension due to Levin: |Λ − p/q2πi| ≤ 2k log 2 cos θ q π ω(c)
,
Proof. Levin proved the fixed point case k = 1 in [L, TH. 5 .1], the general case is similar. For completeness we give a proof in the Appendix, page 17. 
Proof. As η − < η + are periodic of exact period kq, we have η onto T and set κ = π • κ. Then τ ± = κ(η ± ) are the arguments of the parameter rays co-landing at the root of the wake W H0 p/q . It is well known that the intervals
, 0 ≤ j < q are interiorly disjoint and injective images. Moreover
Proof. The angle is bounded from below by the angle obtained, when c belongs to one of the two bounding rays of W H p/q :
Theorem 10 (The Yoccoz-Levin Parameter Inequality). For any hyperbolic component
Proof. For h = 0 i.e. for the limbs M ∩ W H p/q , this is essentially proved by Hubbard in [H] , except that he confuses the direction of the square root from primitive hyperbolic components and obtains an inequality with C/ √ q instead of C/q in the primitive case. Whereas the bounds actually gives C/q 2 assymptotically when p/q tend to 0 or 1. For the extension we use the Levin-Yoccoz dynamical inequality above instead of the Yoccoz inequality. By Corollary 9 the angle ω(c) for
The argument is then identical to the argument in Hubbards paper [H] , except using the Levin-Yoccoz dynamical inequality with the fixed value ω H . Thus asymptotically for q large we can take 
For a proof see [H] .
The second reduction : reduction to renormalizable c ∞ .
Let us first apply the Yoccoz-Levin parameter inequality. This gives a constanct
The sequence {∆ k } of carrots is included in a sequence of Wakes W
Hence it follows that if q k tends to ∞ the diameter of ∆ k tends to 0. Else, there is
p/q ) for some p/q with q ≤ Q 1 and moreover the carrots ∆ k are eventually contained inside W H0 p/q , because there are finitely many wakes W H0 p/q with q ≤ Q 1 and they are strongly separated.
Secondly we apply Yoccoz parameter puzzles theorem, Theorem 11. For any p/q the corresponding rotation orbit 0 < θ 0 < . . . < θ q−1 is disjoint from the set of dyadic arguments. Thus for any p/q the graph defining the associated p/q puzzle for L H0 p/q is disjoint from Ψ( ∆). Therefore, there exists an increasing sequence n k such that for k ≥ k 0 the carrots ∆ k ⊂ P n k ∋ c ∞ (the Parameter Puzzle Piece).
Hence by Yoccoz Theorem 11 either the diameter tends to 0 or the limiting parameter c ∞ is renormalizable, that is c
p/q , where q ≤ Q 1 and q ≤ k.
The third reduction : reduction to the toy example.
As above let θ ± denote the arguments of the external rays of M co-landing at the root c 2 )), where C(0, e 2 ) = {z | |z| = e 2 }. We need the following result on M presumably due to Douady, Hubbard and Lavaurs. The key point in the proof of Proposition 1 is that all of the dyadic carrots ∆ p/2 n are disjoint from M ′ , because their root points Ψ(p/2 n ) are disjoint from M ′ . And if such a carrot intersects Λ, then it is entirely contained in Λ and its dynamical counter part in the dynamical planes of Q c is either contained in W c 1/2 or has a univalent forward image, which is. In order to prove the theorem we shall wrap the dynamical counter part of each dyadic carrot inside the relatively dyadic wake W c 1/2 in an annulus in W c 1/2 moving holomorphically with c ∈ Λ and of modulus bounded uniformly from below.
To do this we shall follow slightly different paths according to wether M ′ is a primitive copy or the satelite copy M p/q with root on the cardioid. We start with the primitive case and afterwards indicate the changes which make the proof in the satelite case. ′ be arbitrary and let P = P c n denote the p/q puzzle piece of level n containing c given by Theorem 11. Let η − < η + denote the (rational) arguments of the co-landing pair of external rays for Q c , which are on the boundary of P and which separates c from 0. Then the parameter rays R M η± co-land at some point in M. Denote by Λ P the parameter disk which contains Λ, and which is bounded by a subarc of 
Proof. The restriction f c : Ξ
Thus we may define
Moreover again by construction the graph 
As with the annuli above define quasi-conformal homeomorphisms 
The satelite case
In the complementary satelite case M ′ = M p/q with central hyperbolic component H p/q attached at internal argument exp(i2πp/q) from the central hyperbolic component H 0 of M. Let as above θ − < θ + be the arguments of the parameter rays co-landing at the root and bounding the wake W H0 p/q . Recall that c ∞ ∈ M p/q is the limiting parameter of the roots of dyadic carrots and that these dyadic carrots are eventually contained in W H0 p/q . We apply the Yoccoz-Levin parameter inequality Corollary 10 similarly as we have done twice above. This reduces the problem to the case where c ∞ belongs to a relative p 
Hence (3) is equivalent to
which is Yoccoz inequality. If c / ∈ M let 0 ≤ θ < 1 denote the argument of c, i.e. c ∈ R c θ . Then the Böttcher coordinate φ c at infinity does not extend to a biholomorphic map between B c (∞) and C D, but almost: It extends to a biholomorphic map of C F c (h) onto C D(e h ) where h = g c (c)/2. Let ψ c denote the inverse of this extension, then ψ c extends continuously to C(0, e h ), but this extension is not 1 is periodic and if 0 ≤ τ < 1 does not belong to the orbit of θ, then C θ contains a definite sector around the horizontal R τ = {t + i2πτ |t > 0}, which projects to R 0 τ under exp: Let τ l < τ < τ r be the arguments closest to θ of points in the orbit of w. Then the sectors S l between R τ l = {t + i2πτ l |t > 0} and the oblique line through i2πτ l in the direction v l = C − i2πτ l , and S r between R τr = {t + i2πτ r |t > 0} and the oblique line through i2πτ r in the direction v r = C − i2πτ r are contained in C θ : If not some line segment L with exp(L) ∈ N n for some n ≥ 1 intersects say S l . But then 2 n L intersects the sector 2 n S l with top point 2 n τ l , and is also congruent modulo i2π to L 0 = [i2πθ, C] with exp(L 0 ) = N 0 . Since the 2 n τ l is an argument for a point in the orbit of w this contradicts that τ l is the closest such argument for points in the orbit of w.
Consequently the sector S around R τ bounded by the two lines through i2πτ and of directions v l and v r is contained in C θ .
In the case at hand c ∈ W H p/q implies that η < θ < η + and for η = η − we have η − = η l , η + = η r . Let ω l and ω r denote the angle of inclination of the vectors C − i2πτ l and C − i2πτ r respectively. Then the opening angle ω of S equals ω r − ω l and the sector S projects to a straight subannulus A As the orbit O c0 (0) is forward invariant, so is T c0 . Moreover any extremal point of T c0 belongs to O c0 (0) by minimality. As Q j c0 is a local homeomorphism for all j the critical value c 0 = Q c0 (0) is necessarily an extremal point. This implies (5). Notice that the conclusion of the theorem holds in this case even for c in a neighbourhood of W M c0 . The periodic case is similar and yet slighly different. The common landing point c 0 of the two parameter rays R 
And to prove the theorem it suffices to prove that R 
Again the proof is that c 0 is extremal in the Hubbard tree T c0 for Q c0 and that R 
