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Abstract
The fuzzy weighted average is widely used to solve hierarchical evaluation problems, including fuzzy consideration for the
operations of scoring, weighting and aggregating. Previous works considered the fuzziness of score and weight, and used the
additive function to aggregate these weighted scores. This study considers the aggregation operator also as a fuzzy variable, and
uses a generalized means function to fuzzify the aggregation operator within a fuzzy weighted average. In practice, the proposed
model not only considers both the relative important of the criteria and its achieved performance, but also conveys the influence
of the DM’s (Decision Maker’s) evaluation attitude. Thus the proposed model can flexibly reflect any DM’s evaluation attitude,
such as open, neutral or rigorous. Thereby, the proposed model can make an objective evaluation that approaches a real decision
making situation, and thus has the potential to be a useful management tool for improved resolution of fuzzy hierarchical evaluation
problems.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In multi-criteria decision making, how to establish an effective evaluation model to objectively evaluate large-scale
or complex problems has been a continuing concern for decision science. This kind of evaluation problem generally
includes various criteria, and thus can be represented as a hierarchy of goals and means in the shape of a systematic
diagram of all the criteria elements, namely the hierarchy evaluation structure. Stillwell et al. [1] found that the
hierarchical weights are steeper than the non-hierarchical weights, and thus a hierarchy evaluation structure provides
a more powerful method of identifying the performance differences among a group of evaluated objects.
In these problems of hierarchy evaluation there is the lack of precision in assessing the relative importance
of attributes and the performance ratings of alternatives with respect to attributes. Thus, the traditional crisp,
deterministic and precise multi-criteria decision making methods cannot effectively handle problems containing such
imprecise information. Ribeiro [2] stated that imprecision may come from a variety of sources, such as unquantifiable
information, incomplete information, partial ignorance, and no obtainable information. To solve this difficulty, fuzzy
∗ Corresponding author. Tel.: +886 32655126; fax: +886 32655199.
E-mail address: yuhyuan@cycu.edu.tw (Y.-Y. Guh).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2007.09.009
2700 Y.-Y. Guh et al. / Computers and Mathematics with Applications 55 (2008) 2699–2706
Fig. 1. Hierarchy evaluation problem in a vague environment.
set theory, first introduced by Zadeh [3], has been used and is the focus of this current study. The illustration of the
hierarchy evaluation problem in a vague environment can be expressed as follows:
Generally for a specific evaluation problem, once the hierarchy is constructed, there are three basic operations
involving in calculating the aggregated index for hierarchy evaluation: (1) scoring the criteria xi , (2) weighting the
criteria xi and (3) aggregating the criteria xi (see Fig. 1).
Incorporating fuzzy set theory into hierarchy evaluation problems, there have been numerous articles considering
that the scoring criteria (xi ) and their relative weighting (wi ) are both fuzzy numbers, and thus they form a “Fuzzy
Weighted Average (FWA)” problem. To generalize the fuzzy weighted average, let A1, A2 . . . An , and W1, W2 . . .Wn
be the fuzzy numbers defined on the universes X1, X2 . . . , Xn , and Z1, Z2 . . . , Zn respectively. If f is a function
which maps from X1 × X2 × · · · × Xn × Z1× Z2 × · · · × Zn to the universe Y , then the fuzzy weighted average y
is defined as follows:
y = f (x1, x2, . . . , xn, w1, w2, . . . , wn) =
(
w1x1 + w2x2, . . . ,+wnxn
w1 + w2, . . . ,+wn
)
= (w′1x1 + w′2x2, . . . ,+w′nxn)
where for each i = 1, 2 . . . n, xi ∈ X i , wi ∈ Zi and normalized weight w′i = wi/(w1 + w2, . . . ,+wn). Essentially,
the FWA problem is a nonlinear fractional programming problem. On the basis of α-cuts and interval analysis, Dong
and Wong [4], Tee and Bowman [5], Liou and Wang [6], Guh et al. [7], Hon et al. [8], Lee and Park [9], Vanegas
and Labib [10], Chang and Hung [11], Liou and Guu [12], Guu [13], Sirbiladze and Sikharulidze [14,15] and Chang
et al. [16] used a computational algorithm and its improved algorithms to obtain a discrete but exact solution for
the fuzzy weighted average. However, even with this above improvement, the computational requirements are still
very high, even for moderate sized problems. Thereby Guh et al. [17], Kao and Liu [18] and Chen et al. [19] used
Charnes and Cooper’s linear transformation [20,21] to convert the original nonlinear fractional programming problem
into a linear programming problem. The advantage of this approach is that the reduction to a linear problem is very
straightforward and simple.
The above authors considered the fuzziness of score and weight, using the additive type to aggregate these weighted
scores, without simultaneously considering the fuzziness of the operator for aggregation. However, aggregation is a
critical factor in a hierarchy evaluation problem since it reflects the evaluation attitude of the decision maker in
evaluation. When the DM is open or optimistic in evaluation, a function toward maximum the aggregated index
will be adopted. On the other hand, if the evaluation attitude of the DM is rigorous or pessimistic, a function that
minimizes the aggregated index should be taken. In summary, the operations of scoring, weighting and aggregating
have the following effects:
(1) scoring: reflects the performance achieved for each criterion.
(2) weighting: reflects the relative importance of each criterion for a cluster of relevant criteria.
(3) aggregating: a connective operator that reflects the perception function of DM in making final decision.
Although the functions of these three basic operations are independent, they are related and have the following
dominating effect on the aggregated index: aggregating > weighting > scoring. For example, if a criterion is given a
higher score than other criteria but with a lower weight, and its weighted score is still low, this means that the influence
of weighting dominates the scoring. Again for example, if the DM adopts an open attitude (maximum function) to
aggregate these weighted scores, the aggregated index is determined only by the maximum weighted score.
In this paper we follow the procedure of Dong and Wong [4] in using α-cut representation for calculating fuzzy
weighted averages within a generalized mean operator. For each membership value α, a pair of maximum and
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minimum fractional programming problems is formulated. As α varies, the family of fractional programs is modeled
by using parametric programming technique. Thus the exact membership function of the fuzzy weighted average
within the generalized mean operator can be derived.
This study is organized as follows. First, the basic concept of a hierarchy evaluation problem in a vague environment
is introduced. Second, the model of fuzzy weighted average within a generalized mean operator is developed, and then
converted into a fractional linear programming. Third, the process of using Charnes and Cooper’s linear transformation
method to convert a fractional linear programming to a linear programming model is introduced. Finally, the example
discussed in Dong and Wong [4] is solved analytically by using the proposed approach.
2. Fuzzy weighted average within a generalized mean operator
On the basis of the above demonstration, this method is extended to assume that the aggregation (⊕) as well as the
score (xi ) and normalized weight (w′i ) within a hierarchy evaluation are all fuzzy numbers, and thus forms a problem
such as y = (w′1x1 ⊕ w′2x2, . . . ,⊕w′nxn), w′i = wi/(w1 + w2, . . . ,+wn). Here wi and xi are fuzzy numbers, for
each α j ∈ [0, 1], with the corresponding intervals for xi denoted by [ai , bi ], and the corresponding intervals for
wi denoted by [ci , di ], i = 1, . . . , n. Additionally, the weighted generalized mean operator, initially proposed by
Dujmovic and revised by Dyckoff and Pedrycz [22], is employed to fuzzify the aggregation operator. Thus the fuzzy
weighted average function incorporating the generalized mean operator can be denoted as follows:
y = (w′1x1 ⊕ w′2x2, . . . ,⊕w′nxn)
⇒ y = f (x1, x2, . . . , xn, w′1, w′2, . . . , w′n, p) = (w′1x p1 + w′2x p2 , . . . ,+w′nx pn )1/p
⇒ y = f (x1, x2, . . . , xn, w1, w2, · · ·, wn, p) =
(
w1x
p
1 + w2x p2 , . . . ,+wnx pn
w1 + w2, . . . ,+wn
)1/p
ai ≤ xi ≤ bi , ci ≤ wi ≤ di .
The weighted generalized mean operator is one kind of averaging operator, that is, min(x1, x2 . . . , xn) ≤ y ≤
max(x1, x2 . . . , xn). It is a monotonic nondecreasing function. By varying the parameter value p, the weighted
generalized means operator can produce various different aggregation operators. Some of the better known ones are
p = −∞, the minimum operator
p = −1, the harmonic mean operator
p = 0, the geometric mean operator
p = +1, the arithmetic mean operator
p = +∞, the maximum operator.
On the basis of the diversity of operators produced by weighted generalized means, we make use of them with
different values of p to enumerate different decision attitudes for the DM. For example, if the DM takes a more
open attitude in evaluation, this implies that a higher value p should be adopted for the weighted generalized means
function, and the function will give a higher aggregated index toward the maximum value that the function can
produce. In contrast, if the evaluation attitude of the DM is rigorous or conservative, a smaller value of p is adopted
for the weighted generalized means function, and thus the function is toward a minimum aggregation. On the other
hand, if the DM takes a neutral attitude in evaluation, a weighted generalized means function with p value near
one is adopted; i.e. the arithmetic mean operator is used to aggregate all criteria. In summary, a DM can choose an
appropriate value for the parameter p representing the appropriate evaluation attitude.
Consider the influence of the value p on a generalized mean function, where p = 0, since ai ≤ xi ≤ bi and
wi ≥ 0,∑wi ≥ 0, i = 1, . . . , n. We have wia pi ≤ wi x pi ≤ wibpi , i = 1, . . . , n. Taking the summation on the
inequality, and then dividing by
∑n
i=1wi , this can be denoted as follows:
n∑
i=1
wia
p
i
n∑
i=1
wi
≤
n∑
i=1
wi x
p
i
n∑
i=1
wi
≤
n∑
i=1
wib
p
i
n∑
i=1
wi
⇒

n∑
i=1
wia
p
i
n∑
i=1
wi

1/p
≤

n∑
i=1
wi x
p
i
n∑
i=1
wi

1/p
≤

n∑
i=1
wib
p
i
n∑
i=1
wi

1/p
.
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Define the upper and lower bounds of aggregated index for each α-cut interval being [L p≥0, Up≥0] while p = 0,
where L p≥0 = Minp≥0{ fL}, Up≥0 = Maxp≥0{ fU }.
L p≥0 = Min
p≥0 fL = Minp≥0
 w1n∑
i=1
wi
a p1 +
w2
n∑
i=1
wi
a p2 , . . . ,+
wn
n∑
i=1
wi
a pn

1/p
ci ≤ wi ≤ di , i = 1, 2, . . . , n
Up≥0 = Max
p≥0
fU = Max
p≥0
 w1n∑
i=1
wi
bp1 +
w2
n∑
i=1
wi
bp2 , . . . ,+
wn
n∑
i=1
wi
bpn

1/p
ci ≤ wi ≤ di , i = 1, 2, . . . , n.
Taking the Napierian logarithm for L p≥0 and Up≥0,
ln L p≥0 = Min
p≥0 ln fL = Minp≥0
1
p
ln
 w1n∑
i=1
wi
a p1 +
w2
n∑
i=1
wi
a p2 , . . . ,+
wn
n∑
i=1
wi
a pn

ci ≤ wi ≤ di , i = 1, 2, . . . , n
= 1
p
lnMin
p≥0
 w1n∑
i=1
wi
a p1 +
w2
n∑
i=1
wi
a p2 , . . . ,+
wn
n∑
i=1
wi
a pn
 = 1p ln L ′p≥0 ci ≤ wi ≤ di , i = 1, 2, . . . , n
lnUp≥0 = Max
p≥0
ln fU = Max
p≥0
1
p
ln
 w1n∑
i=1
wi
bp1 +
w2
n∑
i=1
wi
bp2 , . . . ,+
wn
n∑
i=1
wi
bpn

ci ≤ wi ≤ di , i = 1, 2, . . . , n
= 1
p
lnMax
p≥0
 w1n∑
i=1
wi
bp1 +
w2
n∑
i=1
wi
bp2 , . . . ,+
wn
n∑
i=1
wi
bpn
 = 1p lnU ′p≥0 ci ≤ wi ≤ di , i = 1, 2, . . . , n.
Since ln L p≥0 and L p≥0 have the same solutions, lnUp≥0 and Up≥0 also do. The problems L p≥0 and Up≥0 are
reduced to L ′p≥0 and U ′p≥0. The problems L ′p≥0 and U ′p≥0 are fractional linear programming, which can be converted
by means of Charnes and Cooper’s linear transformation method into the typical linear programming model.
In the case p < 0, since ai ≤ xi ≤ bi and wi ≥ 0, i = 1, . . . , n, we have wia pi > wi x pi > wibpi , i = 1, . . . , n.
Taking the summation on the inequality, and then dividing by
∑n
i=1wi , this can be denoted as follows:
n∑
i=1
wia
p
i
n∑
i=1
wi
>
n∑
i=1
wi x
p
i
n∑
i=1
wi
>
n∑
i=1
wib
p
i
n∑
i=1
wi
⇒

n∑
i=1
wia
p
i
n∑
i=1
wi

1/p
≤

n∑
i=1
wi x
p
i
n∑
i=1
wi

1/p
≤

n∑
i=1
wib
p
i
n∑
i=1
wi

1/p
.
Taking the Napierian logarithm for L p<0 and Up<0,
ln L p<0 = Min
p<0
ln fL = Min
p<0
1
p
ln
 w1n∑
i=1
wi
a p1 +
w2
n∑
i=1
wi
a p2 , . . . ,+
wn
n∑
i=1
wi
a pn

ci ≤ wi ≤ di , i = 1, 2, . . . , n
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Fig. 2. Charnes and Cooper’s linear transformation method.
= 1
p
lnMax
p<0
 w1n∑
i=1
wi
a p1 +
w2
n∑
i=1
wi
a p2 , . . . ,+
wn
n∑
i=1
wi
a pn
 = 1p ln L ′p<0 (∵ p < 0)
ci ≤ wi ≤ di , i = 1, 2, . . . , n
lnUp<0 = Max
p<0
ln fU = Max
p<0
1
p
ln
 w1n∑
i=1
wi
bp1 +
w2
n∑
i=1
wi
bp2 , . . . ,+
wn
n∑
i=1
wi
bpn

ci ≤ wi ≤ di , i = 1, 2, . . . , n
= 1
p
lnMin
p<0
 w1n∑
i=1
wi
bp1 +
w2
n∑
i=1
wi
bp2 , . . . ,+
wn
n∑
i=1
wi
bpn
 = 1p lnU ′p<0 (∵ p < 0)
ci ≤ wi ≤ di , i = 1, 2, . . . , n.
Since ln L p<0 and L p<0 have same solutions, lnUp<0 and Up<0 also do. The problems L p<0 and Up<0 are
reduced to L ′p<0 andU ′p<0. The problems L ′p<0 andU ′p<0 are fractional linear programming, which can be converted
by means of Charnes and Cooper’s linear transformation method into the typical linear programming model.
3. Charnes and Cooper’s linear transformation method
Charnes and Cooper’s linear transformation is summarized as follows, and only the needed equations are
summarized. For detailed derivations and the use of the dual problem, the reader is referred to Charnes and Cooper [20,
21]. Consider the following simple fractional programming problem (see the left part of Fig. 2):
where p and q are two n-dimensional constant vectors, x is the n-dimensional variable, A is an m × n matrix, and b
is an m-dimensional constant vector.
During the transformation process, we assume that qx 6= 0. Multiplying both the objective function and the
constraints by z and using the equation z = 1/qx and zx = y, we obtain a linear programming problem listed
on the right of Fig. 2.
Using the linear transformation, the above problem of a fuzzy weighted average within a generalized mean operator
can be converted into the following linear programming problems:
(1) In the case where p = 0, L ′p≥0 and U ′p≥0 are transformed to linear programming L ′′p≥0 and U ′′p≥0,
L ′′p≥0 = Minp≥0
(
a p1 y1 + a p2 y2, . . . ,+a pn yn
)
U ′′p≥0 = Maxp≥0
(
bp1 y1 + bp2 y2, . . . ,+bpn yn
)
ci z ≤ yi ≤ di z i = 1, 2 . . . , n ci z ≤ yi ≤ di z i = 1, 2 . . . , n
y1 + y2, . . . ,+yn = 1 y1 + y2, . . . ,+yn = 1
z ≥ 0 z ≥ 0
yi ≥ 0, i = 1, 2 . . . , n yi ≥ 0, i = 1, 2 . . . , n.
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(2) In the case where p < 0, L ′p<0 and U ′p<0 are transformed to linear programming L ′′p<0 and U ′′p<0,
L ′′p<0 = Maxp<0
(
a p1 y1 + a p2 y2, . . . ,+a pn yn
)
U ′′p<0 = Minp<0
(
bp1 y1 + bp2 y2, . . . ,+bpn yn
)
ci z ≤ yi ≤ di z i = 1, 2 . . . , n ci z ≤ yi ≤ di z i = 1, 2 . . . , n
y1 + y2, . . . ,+yn = 1 y1 + y2, . . . ,+yn = 1
z ≥ 0 z ≥ 0
yi ≥ 0, i = 1, 2 . . . , n yi ≥ 0, i = 1, 2 . . . , n.
4. Numerical example
To illustrate this approach, the example used by Dong and Wong [4] is solved using the linear transformation
algorithm. This problem can be regarded as a sub-hierarchy belonging to a hierarchy evaluation problem (e.g.
performance evaluation), which has three criteria. The following triangular fuzzy numbers were used for the values of
the scoring criteria and the weighting factors:
uA1(x1) =
{
x1 0 ≤ x1 ≤ 1
2− x1 1 ≤ x1 ≤ 2 uw1(w1) =
{
w1/0.3 0 ≤ w1 ≤ 0.3
(0.9− w1)/0.6 0.3 ≤ w1 ≤ 0.9
uA2(x2) =
{
x2 − 2 2 ≤ x2 ≤ 3
4− x2 3 ≤ x2 ≤ 4 uw2(w2) =
{
(w2 − 0.4)/0.3 0.4 ≤ w2 ≤ 0.7
(1− w2)/0.3 0.7 ≤ w2 ≤ 1
uA3(x3) =
{
x3 − 4 4 ≤ x3 ≤ 5
6− x3 5 ≤ x3 ≤ 6 uw3(w3) =
{
(w3 − 0.6)/0.2 0.6 ≤ w1 ≤ 0.8
(1− w3)/0.2 0.8 ≤ w1 ≤ 1.
First, we solve this problem at α = 0.5. The intervals at this α value for the scoring criteria and the weighting
factors for the above triangular fuzzy numbers are
x1 = [0.50, 1.50], x2 = [2.50, 3.50], x3 = [4.50, 5.50]
w1 = [0.15, 0.60], w2 = [0.55, 0.85], w3 = [0.70, 0.90].
(1) When p = 0, the linear programming L ′′p≥0 and U ′′p≥0 for α = 0.5 are
L ′′p≥0 = Minp≥0
(
0.5p y1 + 2.5p y2 + 4.5p y3
)
U ′′p≥0 = Maxp≥0
(
1.5p y1 + 3.5p y2 + 5.5p y3
)
0.15z ≤ y1 ≤ 0.60z 0.15z ≤ y1 ≤ 0.60z
0.55z ≤ y2 ≤ 0.85z 0.55z ≤ y2 ≤ 0.85z
0.70z ≤ y3 ≤ 0.90z 0.70z ≤ y3 ≤ 0.90z
y1 + y2 + y3 = 1 y1 + y2 + y3 = 1
z ≥ 0 z ≥ 0.
(2) In the case where p < 0, the linear programming L ′′p<0 and U ′′p<0 for α = 0.5 are
L ′′p<0 = Maxp<0
(
0.5p y1 + 2.5p y2 + 4.5p y3
)
U ′′p<0 = Minp<0
(
1.5p y1 + 3.5p y2 + 5.5p y3
)
0.15z ≤ y1 ≤ 0.60z 0.15z ≤ y1 ≤ 0.60z
0.55z ≤ y2 ≤ 0.85z 0.55z ≤ y2 ≤ 0.85z
0.70z ≤ y3 ≤ 0.90z 0.70z ≤ y3 ≤ 0.90z
y1 + y2 + y3 = 1 y1 + y2 + y3 = 1
z ≥ 0 z ≥ 0.
These simple linear programing problems are solved using LINDO. The aggregated index intervals [L ,U ] obtained
for α = 0.5 are listed in Table 1 as the value p varies from p = ∞ to p = −∞. It can be seen that the maximum or
minimum value for the above linear programing problems occurs in the boundary points of the weight interval, which
conforms with the relevant theorems presented in Dong and Wong [4], Liou and Wang [6], Guh et al. [7] and Hon
et al. [8].
As shown in Table 1, the larger the values of p, the larger the lower and upper bounds of the aggregated index
obtained. This indicates the attitude that a DM takes in evaluation toward an open standpoint. When p approximates
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Table 1
Aggregated index intervals as p varies from p = −∞ to∞ for α = 0.5
w1 w2 w3 Lower bound of
aggregated index
w1 w2 w3 Upper bound of
aggregated index
p →∞ 0.6 0.85 0.7 4.5 0.15 0.55 0.9 5.5
p = +10 0.6 0.85 0.7 4.024 0.15 0.55 0.9 5.196
p = +1 0.6 0.85 0.7 2.593 0.15 0.55 0.9 4.438
p = +0.1 0.6 0.55 0.7 1.935 0.15 0.55 0.9 4.200
p = 0 0.6 0.55 0.7 1.853 0.15 0.55 0.9 4.169
p = −0.1 0.6 0.55 0.7 1.772 0.15 0.55 0.9 4.136
p = −1 0.6 0.55 0.7 1.174 0.15 0.55 0.9 3.802
p = −10 0.6 0.55 0.7 0.560 0.15 0.85 0.9 1.933
p →−∞ 0.6 0.55 0.7 0.5 0.15 0.85 0.9 1.5
∞, the DM’s open attitude is extremely strong, dominating the influence of the criteria weight; and thus the lower
and upper bounds of the aggregated index ignore the criteria weight influence and take the maximum value of these
three criteria scores. In contrast, if p has a small value, this means that the evaluation attitude of the DM is rigorous.
When p approximates to −∞, this implies that the DM’s attitude is extremely strongly rigorous, so both the lower
and upper bounds of the aggregated index also ignore the criteria weight and take the minimum value of these three
criteria scores. When p = 1, it indicates the DM takes a neutral perspective, and so the lower and upper bounds of the
aggregated index are completely determined by these three criteria weights. In summary, the value p flexibly conveys
and emulates the evaluation attitude of the DM.
Additionally, it is notable that the criteria weights (w1, w2, w3) for the lower bound of the aggregated index for
α = 0.5 change from (0.6, 0.85, 0.7) to (0.6, 0.55, 0.7) between p = +1 and p = +0.1. Newton’s method of
numerical analysis is used to obtain the exact turning point as follows (refer to Ypma [23] and Kelley [24]).
Let(
0.6
(0.6+ 0.85+ 0.7)0.5
p + 0.85
(0.6+ 0.85+ 0.7)2.5
p + 0.7
(0.6+ 0.85+ 0.7)4.5
p
)1/p
=
(
0.6
(0.6+ 0.55+ 0.7)0.5
p + 0.55
(0.6+ 0.55+ 0.7)2.5
p + 0.7
(0.6+ 0.55+ 0.7)4.5
p
)1/p
which can be rearranged as
f (p) =
(
0.6
(0.6+ 0.85+ 0.7) −
0.6
(0.6+ 0.55+ 0.7)
)
0.5p +
(
0.85
(0.6+ 0.85+ 0.7)
− 0.55
(0.6+ 0.55+ 0.7)
)
2.5p +
(
0.7
(0.6+ 0.85+ 0.7) −
0.7
(0.6+ 0.55+ 0.7)
)
4.5p = 0.
Newton’s method is used to develop an algorithm and solve pn+1 = pn − f (pn)/ f ′(pn), and the turning point
p = 0.8349124 is thus obtained. Similarly, the criteria weights (w1, w2, w3) of the upper bound (U ) change from
(0.15, 0.55, 0.9) to (0.15, 0.85, 0.9) while p = −1.697837.
5. Conclusion
The fuzzy weighted average is widely used in hierarchical evaluation problems in engineering and management,
and thus various algorithms which approximate the membership values of the fuzzy weighted average have been
studied. But previous works considered only the fuzziness of score and weight, and used the additive type to aggregate
these weighted scores. This study successfully uses generalized means to further consider the aggregation operator
being also a fuzzy variable. In doing so, it is the first work to treat all factors including scoring, weighting and
aggregating with fuzzy consideration for a hierarchical evaluation problem.
This study also discusses why the proposed fuzzy weighted average within the generalized mean operator model
is so important for the fuzzy weighted average approach. This is because the traditional fuzzy weighted average
approach never considers the influence of the DM’s evaluation attitude, although it is indeed an important factor
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affecting the final evaluation result. This paper demonstrates that the generalized mean operator is an appropriate
function for fuzzifying the aggregation operator for a hierarchical evaluation problem. By varying the parameter p of
a generalized mean operator, it can flexibly simulate any DM’s evaluation attitude, such as open, neutral or rigorous.
Sufficient evidence from the numerical example suggests that the proposed model can accurately reflect the
influence of a DM’s evaluation attitude. This study concludes that the proposed model is theoretically sound, readily
understood, easily implemented, and capable of producing results consistent with expectations. In summary, the
proposed model has the potential to be a useful management tool for improved resolution of fuzzy hierarchical
evaluation problems.
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