Labeled speech data from patients with Parkinson's disease (PD) are scarce, and the statistical distributions of training and test data differ significantly in the existing datasets. To solve these problems, dimensional reduction and sample augmentation must be considered. In this paper, a novel PD classification algorithm based on sparse kernel transfer learning combined with a parallel optimization of samples and features is proposed. Sparse transfer learning is used to extract effective structural information of PD speech features from public datasets as source domain data, and the fast ADDM iteration is improved to enhance the information extraction performance. To implement the parallel optimization, the potential relationships between samples and features are considered to obtain high-quality combined features. First, features are extracted from a specific public speech dataset to construct a feature dataset as the source domain. Then, the PD target domain, including the training and test datasets, is encoded by convolution sparse coding, which can extract more in-depth information. Next, parallel optimization is implemented. To further improve the classification performance, a convolution kernel optimization mechanism is designed. Using two representative public datasets and one self-constructed dataset, the experiments compare over thirty relevant algorithms. The results show that when taking the Sakar dataset, MaxLittle dataset and DNSH dataset as target domains, the proposed algorithm achieves obvious improvements in classification accuracy. The study also found large improvements in the algorithms in this paper compared with nontransfer learning approaches, demonstrating that transfer learning is both more effective and has a more acceptable time cost.
I. INTRODUCTION
ARKINSON'S disease (PD) is a degenerative neurological disease in which physical monitoring, early diagnosis and timely intervention are the key factors for improving the quality of PD diagnosis and treatment. Speech-based PD detection has several advantages, including convenience, a high cost-performance ratio, and noncontact and noninvasive administration. Therefore, further study of speech-based PD diagnostic ability has high scientific value and practical significance [1] - [3] .However, the current relevant classification algorithms for Parkinson's diagnosis are unsatisfying; thus, it is necessary to improve their accuracy.
In speech-based PD diagnosis, features are extracted from clean speech as primitive materials. In the early stage, the commonly used traditional features are vowels, rhythm, intonation and syllables, which reflect speech characteristics, and these features were most often used in isolation. The prosodic features of speech in PD were studied by Pettorino et al. [4] ; quantitative prosody analysis was carried out, and the potential correlations between monophonic pitch, loudness and phonological discontinuities in dysarthria were further analyzed [5] . The continuous vowel information in dysarthria and the syllabic characteristics of speech in PD were studied [6] , [7] .
As the research progressed, the main types of features extracted from PD speech were extended to include more accurate features such as pitch, MFCC, cepstral, shimmer, jitter, HNR [8] - [12] , NSR and combinations of these features. Jitter, shimmer and NSR are used to calculate classification accuracy and UPDRS score, which improved the experimental results [13] , [14] . More complete speech features of PD were extracted and studied by Sakaret al. [15] ,who achieved some obtained. In addition, some of the methods for detecting PD are based on mel-cepstrum and other spectrum information [16] , [17] . The biomechanical characteristics of PD patient pronunciation were adopted to make predictions based on Bayesian analysis, and the correlations between biomechanical properties, chatter and pronunciation caused by disarticulation were investigated, providing clues for the biomarkers of Parkinson's [18] .
The methods used for feature selection include PCA [19] - [21] , LDA [22] , [23] , NN [24] - [27] , a serial search of a rough set [28] and evolutionary computation [23] , [29] - [32] . The classifiers mainly include SVM [9] , [10] , [17] , [33] , KNN [21] , [34] , RF [9] , [35] - [37] , ensemble learning [38] - [40] and decision trees [41] .The deep learning methods include DBN [42] , DNN [43] , autoencoders [44] , and so on. Fuzzy theory [21] , [32] , [45] , [46] has also been adopted as an auxiliary method.
Currently, most relevant research methods are based on two UCI datasets. One is supported by Little et al. [8] , and the other is supported by Sakar et al. [15] .The latter is more challenging since it originated later and accuracy on that dataset is currently lower. However, considering the regional differences among PD patients and the number of Chinese PD patients, it would be better if Chinese PD patients were considered.
It is worth noting that all the above studies were based on the current speech data and a machine learning algorithm was adopted to achieve PD classification [47] , [48] . Because these methods are all directly based on a single small speech dataset, small sample-size problems prevent the algorithms from improving their performances. The best solution would be to increase the sample size while simultaneously reducing the feature dimensions. Therefore, a concrete algorithm is proposed in this paper. Convolution sparse coding(CSC) [49] - [51] , which has become popular in two-dimensional image processing tasks in recent years, has good unsupervised sparse learning ability and is used to effectively compress feature dimensions to solve the small sample problem. Moreover, considering the large public speech datasets, transfer learning can be combined with sparse coding [52] to extract more valuable information from public datasets, thereby further solving both the small sample problem and the problem of different sample distributions between different datasets. Because the public speech datasets do not include labels, the CSC can be used to learn convolution kernels from these public datasets to transform them into feature map information. In this study, a parallel sample/feature selection mechanism is designed and introduced into the subsequent sparse coding processing to simultaneously obtain high-quality samples and features. In addition, to further improve the classification accuracy, a convolution kernel optimization mechanism is adopted to select the proper kernel.
The main contributions and innovations of this paper are as follows:
1) Convolution sparse coding and transfer learning are combined to solve the small sample problem of PD speech data. 2) State of the art sparse methods are optimized and introduced into PD speech data classification. 3) A parallel sample/feature selection mechanism is designed and implemented after the convolution sparse coding and transfer learning to further improve the quality of samples and features. 4) A convolution kernel optimization mechanism is proposed to enhance the current CSC algorithm. 5) Three representative PD speech datasets are considered for this study and used to verify the proposed classification algorithm. The Sakar and MaxLittle datasets are adopted as the well-known PD speech datasets (foreign PD patients) and the DNSH dataset (self=designed PD speech dataset of Chinese PD patients) is also adopted. The Sakar dataset and MaxLittle datasets involve classifications of both normal and PD patients, while the DNSH dataset involves classifications of PD patients before and after treatment. The Sakar and MaxLittle datasets are publicly available UCI datasets, and the DNSH dataset was constructed by the authors. The remainder of this paper is divided into four main sections. Section 1 describes the background, motivation and value of this paper. Section 2 elaborates on the proposed method. Section 3 analyzes the experimental results. Section 4 discusses the contributions and limitations of this study and suggests future work.
II. METHOD -PD CLASSIFICATION ALGORITHM BASED ON CONVOLUTION SPARSE KERNEL TRANSFER LEARNING (PD_CSTLOK&S2)

A. Brief Description of the Proposed Algorithm
The main flow of this algorithm is as follows. First, the public speech dataset is expanded using noise injection, forming a larger dataset. Second, the features are extracted from the data, thereby constructing a speech feature dataset as the source domain. Then, CSC learning is carried out for the source domain datasets, and a kernel matrix D is obtained. Based on the kernels, the target domain dataset is encoded to calculate the feature maps; then, they are normalized to form a norm feature map matrix E. To improve the computational complexity and the engineering efficiency, the CSC [53] is optimized. Then, the sparse representation feature matrix is extended. Using the Relief algorithm, the weights of the mixed features in the training sample set are calculated, and feature optimization is conducted to generate a new dataset, P [48] . For descriptive simplicity, the transfer learning with an optimal kernel, simple transfer learning and nontransfer learning are denoted as PD_CSTLOK&S2 (PD classification algorithm based on convolution sparse transfer learning with optimal kernel and parallel selection), PD_CSTL&S2 (PD classification algorithm based on convolution sparse transfer learning and parallel selection) and PD_CSC&S2 (PD classification algorithm based on convolution sparse coding and parallel selection), respectively.
B. Notation
Target domain dataset The extended datasets are expressed as follows: is a function of the type of noise adjustment and the signal-to-noise ratio(SNR).
Features are extracted for the extended data sets to form a new feature dataset
(
As the source domain dataset, where
, the feature extraction method from [15] was adopted to extract N different signal features. The total number of feature samples is L, i Ỹ is a
is a sparse dictionary learning training sample, and i Ỹ represents the convolution-kernel sparse learning training samples. For comparison, in the nontransfer learning version, the training set of the target domain dataset is used directly as the object of convolution sparse learning, and the remaining algorithmic processing is similar to the corresponding transfer learning version. 
C. Convolution Sparse Coding Learning
where .The notation  denotes a two-dimensional convolution and  is a regularization factor greater than zero. The solution to the above optimization problem is based on the fundamental classical framework alternating direction method of multipliers (ADMM) [54] . Formula (3) can be re-expressed as
where
, and
is the feature map vector.
The solution can be divided into two processes. First, the convolution kernel is fixed to obtain the feature maps. Formula (4) can be expressed as follows.
which can be solved via ADMM iteration:
Second, the feature map is fixed to solve the convolution kernel.Formula (4) can be expressed as follows:
In (7), 
Finally, a set of sparse convolution kernels ] , , , [
is obtained by the alternating iterations.
D. Solution of Fast Convolution Sparse Coding
CSC feature map learning can be realized by ADMM. The fast convolution sparse coding algorithm [53] is adopted here when the convolution kernels ] , , , [
are fixed. The feature extraction formula is expanded as follows: 
(11) Because matrix inversion is extremely time consuming, in Similarly, the kernel learning formula is expanded as follows: 
(14) To further improve the efficiency of the CSC algorithm, by revisiting the iterative scheme (9)- (14) , it can be observed that the variables e and d play only an intermediate role. Based on [55] , a new iterative feature extraction formula is generated as follows: . (15) Then, a new kernel learning formula is generated as follows:
, (16) where  is a relaxation factor.
A pseudocode description of the fast kernel learning algorithm from a public dataset is shown in Algorithm 1. 
is constructed. Fig. 1 shows the images in the processing flow of CSC for the DNSH dataset. In Fig. 1(a) , the locally normalized image is a visualization of one subject's data from the DNSH dataset. The image in Fig.1(b) is the sparse coding of the subject data in Fig. 1(a) , obtained from the convolutional sparse model. Fig.  1(c) shows a feature map extracted from the subject data in Fig.  1(a) . The sparsity of image Fig.1(b) is greater than that of image Fig.1(a) , and Fig.1(c) is extremely sparse, which means that the feature extracted from convolutional sparse coding are highly significant. The feature map matrix E is extended to G as follows: 
where the feature extension of CSC expandsH0 row vectors i E  of the same subject into one row vector; the convolution sparse coding feature expansion aims to transform the feature matrix i Ẽ into one row vector, normalize G to obtain G , and split the matrix
and test sets m T .
Based on the Relief algorithm, the weight 
The
are selected according to the maximum Q weights of  
, and index is the column marker for the feature column vector with i w .
The pseudocode description for the simultaneous selection based on the convolution kernel algorithm is shown in Algorithm 2. 
Algorithm 2:Simultaneous Selection based on Convolution Kernel Algorithm(SS_CK)
F. Convolution Kernel Optimization
The classification quality is influenced by numerous factors, such as the number of convolution kernels, the number of feature maps, and the number of features selected by simultaneous selection; therefore, it is important to train a proper sparse coding kernel. In (20) For the reasons above, a simplified kernel optimization solution mechanism is proposed in this paper. The core idea is that by initializing the convolution kernel ij D using multiple random seeds in parallel, the optimal optimal D is selected based on the classification accuracy of the kernel training set.
The pseudocode of the entire proposed algorithm, including convolution kernel optimization, is shown in Algorithm 3. 
Algorithm 3(Complete Algorithm): PD_CSTLOK&S2
III. EXPERIMENTAL RESULTS AND ANALYSIS
A. Experimental Environment
The source domain dataset of this paper is the standard speech dataset TIMIT. The training set includes data from 40 men and 40 women, each with 3 sentences. The dataset is supplemented with noise (from the NOISEX-92 noise dataset) and expanded. The expanded dataset is 10 times larger than the original dataset. Based on the expanded dataset, 26 features (Jitter,Shimmer,AC,NTH,HTN, etc.) are extracted to construct the feature set (feature matrix). In this paper, three PD datasets were selected as the target sets. The 1 st dataset was created by Little et al. [8] , [9] . The 2 nd dataset was created by Sakar et al. [15] in 2014. The 3 rd dataset was collected by the authors at the Department of Neurology, Southwest Hospital and contains 10 subjects in the closing period and 21 subjects in opening period. The corresponding 13 voice samples collected arelabeled '1', '2', '3', '4', '5', '6', '7', '8', '9', '10', 'a', 'o', and 'u', and the extracted feature types are the same as the features in the Sakar dataset.
The subjects in the dataset were subjected to cross-validation by LOSO. The main reason for choosing the cross-validation method is that there are insufficient samples; cross-validation maximizes the number of training samples to better reflect the algorithm's potential. Therefore, the test accuracy is closer to the results of an actual application scenario. Different from the current literature, which uses k-fold and hold-one-out cross-validation, the training set and test set represent different subjects to ensure that the classification accuracy is both realistic and consistent with the actual diagnosis.
The hardware configuration of the experiment platform was as follows: CPU (Intel i5-3230M), 4GBof memory and MATLAB R2014a. For the PD_CSTLOK&S2 algorithm, the number of random seeds was 10, and the numbers of main training iterations, feature map iterations and convolution kernel iterations were set to 100, 10 and 10, respectively.
The relaxation factor 1   . The number of convolution kernels ranged from 2 to 8, and the size of the convolution kernel was 8*8 for the Sakar and DNSH datasets and 4*4 for the MaxLittle dataset. Fig. 2 shows a comparison of the classification accuracy of the PD_CSTLOK&S2 algorithm before and after parallel sample/feature selection for the MaxLittle dataset. The abscissa is the (convolution kernel num, feature map num), and the ordinate is the classification accuracy. As Fig. 2 shows, the classification accuracy rate after applying parallel sample/feature selection is significantly higher than that before applying the technique. The results show that parallel sample/feature selection can significantly improve the test accuracy. 
B. Verifying the Main Parts of the Proposed Algorithm 1) Verification of Parallel Sample/FeatureSelection
2) Verification of Transfer Learning and Optimal Convolution Kernels
The classification performance is illustrated in Fig. 3 ,where the confusion matrixes show the actual and predicted classifications. Fig. 3(a) indicates the comparison results of PD_CSC&S2, PD_CSTL&S2 and PD_CSTLOK&S2 on the Sakar dataset. The case is similar to the MaxLittle dataset in Fig.  3(b) and DNSH dataset in Fig. 3(c) . Fig.3(a Fig.3(b) . The confusion matrix for the PD_CSC&S2, PD_CSTL&S2 and PD_CSTLOK&S2 algorithms on the MaxLittle dataset. Fig.3(c) . The confusion matrix for the PD_CSC&S2, PD_CSTL&S2 and PD_CSTLOK&S2 algorithms on the DNSH dataset.
As the comparison in Fig. 3(a) shows, moving from PD_CSC&S2, PD_CSTL&S2 and PD_CSTLOK&S2, the sensitivity improves from 73% to 91%, increasing by 18%, and decreases to 90% slightly. The specificity improves from 67% to 81% and then to 100%, increasing by 14% and 19%, respectively. In Fig. 3(b) , the sensitivity improves from 94% to 98% and then to 100%, increasing by 4% and 2%, respectively. The specificity improves from 34% to 42% and then to 100%, increasing by 8% and 58%, respectively. In Fig. 3(c) , the sensitivity improves from 35% to 60% and then to 100%, increasing by 25% and 40%, respectively.
C. Effects of Parameters on the Proposed Algorithm's Performance
The convolution kernel is one of the main parameters of PD_CSTLOK&S2; therefore, it is necessary to study its effect on the algorithm's performance. For the DNSH dataset, as the number of convolution kernels increases from 2 to 8, the relationship between the number of convolution kernels and the classification accuracy is shown in Table I . As shown in Table I , with 8 convolution kernels and 8 feature maps, the average classification accuracy reaches a maximum of 95.0%, the sensitivity reaches 90.0% and the specificity reaches 100.0%. It can be found that the best result can be obtained by selecting proper convolution kernel num and feature map num. Table II presents the classification and comparison results of this algorithm on the Sakar dataset. The algorithm proposed in this paper is compared with other representative algorithms on this dataset. In addition, the proposed algorithm is compared with other relevant algorithms, including the SVM with linear and radial kernels, DBN, CNN and a deep autoencoder algorithm. To fully illustrate the advantages of the proposed algorithm, the transfer learning(denoted as "algorithm(TL)") and nontransfer-learning versions of DBN and the autoencoder are also compared, denoted as DBN+SVM, DBN+SVM(TL), Autoencoder+SVM, and Autoencoder+SVM(TL), respectively. For the transfer learning version, the autoencoder and DBN are used for unsupervised learning of the source dataset, and the networks are trained to represent the features of the target dataset; then, one hidden layer of networks is extracted to construct feature sets. Finally, an SVM is used for classification. The source domain dataset is not used for the nontransfer learning version.
D. Comparison with Representative Algorithms
The main reasons for choosing to compare the algorithms listed above are as follows: 1) Deep learning is a popular method for feature learning and classification; thus, the representative DBN, CNN and autoencoder methods are chosen.
2) The transfer learning versions of the DBN and autoencoder take advantage of the source domain dataset, and they are more compelling than the compared algorithms.
As shown in Table II , the average accuracy rate of PD_CSTLOK&S2 reached 95% and achieved better results than other state-of-the-art methods. Table III shows the classification and comparison results of this algorithm are presented. The dataset used is the MaxLittle dataset. The algorithm proposed in this paper is compared with the other representative algorithms on this dataset. In addition, the proposed algorithm is compared with the most relevant algorithms, including the SVM with linear and radial kernels, DBN, CNN and the deep autoencoder algorithm. As shown in Table III , the compared methods on the Max Little dataset are based on hold-one-out CV and 10-fold CV, Holdout CV is more contingent, and even when 10-fold CV is adopted, there is still no deliberate effort to avoid the fact that the training samples and test sample come from the same subject. Therefore, the accuracies of the methods are perhaps higher than they would be in practice. As TABLE III shows, even under LOSO CV, the proposed algorithm still achieves the best performance.
It can also be found from Table IV that the proposed algorithm achieves the best results on the DNSH dataset. Outperforming the SVM, the average classification accuracy of the proposed algorithm reaches 86.7%, proving that it is quite effective even on the DNSH dataset. 
E. Time Complexity Analysis
The time cost of the proposed algorithm is another important aspect of its practical feasibility. Fig. 4 shows the time cost of feature extraction from one subject of the Max Little dataset. The abscissa is the number of iterations, and the ordinate is the time cost. As the number of iterations increases, the time cost of the proposed method increases less rapidly than does that of the fast convolutional sparse coding method in [65] . This result means that the engineering complexity of the proposed algorithm is acceptable. Table V shows the time cost of the proposed algorithm based on the number of convolution kernels. The kernel training time was ignored because the optimal kernel is fixed.
As Table V shows, the time cost increases only slowly as the number of convolution kernels increases. On the MaxLittle and DNSH datasets, the time cost increases slowly with the number of kernels; on the Sakar dataset, the subject data size ( N H  0 )is larger; consequently,the number of kernels is not the key factor of the computational complexity; thus, the time cost is not strictly increased: the minimum time cost is 2.93 s, the maximum time cost is 3.83 s, and the difference is 0.09 s, indicating that the time cost is acceptable even under large numbers of kernels. 
IV. DISCUSSION AND CONCLUSIONS
The current relevant PD diagnostic methods of speech data are primarily based on local PD data; however, the problem of insufficient samples prevents the methods from improving their classification accuracy. To solve this problem, a new method is proposed in this paper: a convolution sparse learning algorithm is adopted to reduce the dimensions and the demand for larger numbers of samples based on sparse transfer learning from public datasets and kernel optimization; mixed speech feature learning is used to optimize the sample features and improve the classification accuracy. By the end of this study, tens of representative algorithms were applied to verify the performance and for comparison with the proposed algorithm. The experimental results show that the innovative parts of the proposed algorithm, including convolution sparse transfer learning, kernel optimization, and parallel selection, are effective. Compared with other state-of-the-art algorithms, the proposed algorithm in this paper achieves significant improvements in terms of classification accuracy, sensitivity and specificity. In addition, the time complexity of the proposed algorithm is acceptable.
The main contributions and innovations of this paper are as follows: 1) Convolution sparse coding and transfer learning are combined to solve the small sample problem that exists with currently available PD speech data. 2)A parallel sample/feature selection mechanism is designed to follow the convolution sparse coding and transfer learning operations to further improve the quality of the samples and features. 3) A convolution kernel optimization mechanism is proposed to enhance the current CSC algorithm. 5) Three representative PD speech datasets are considered to study and verify the classification algorithm.
Because the available PD training datasets have small sample sizes, a major contradiction always exists. Based on the research results of this paper, the next steps are to conduct further studies regarding the size and type of public speech datasets and to investigate various domain adaptation architectures.
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