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Abstract
A Wiener Chaos Based Approach to Stability Analysis of Stochastic Shear Flows
Simon James Cattell
As the aviation industry expands, consuming oil reserves, generating car-
bon dioxide gas and adding to environmental concerns, there is an in-
creasing need for drag reduction technology. The ability to maintain a
laminar flow promises significant reductions in drag, with economic and
environmental benefits. Whilst development of flow control technology
has gained interest, few studies investigate the impacts that uncertainty,
in flow properties, can have on flow stability. Inclusion of uncertainty,
inherent in all physical systems, facilitates a more realistic analysis, and
is therefore central to this research. To this end, we study the stability
of stochastic shear flows, and adopt a framework based upon the Wiener
Chaos expansion for efficient numerical computations. We explore the sta-
bility of stochastic Poiseuille, Couette and Blasius boundary layer type
base flows, presenting stochastic results for both the modal and non modal
problem, contrasting with the deterministic case and identifying the re-
sponsible flow characteristics.
From a numerical perspective we show that the Wiener Chaos expansion
offers a highly efficient framework for the study of relatively low dimen-
sional stochastic flow problems, whilst Monte Carlo methods remain su-
perior in higher dimensions. Further, we demonstrate that a Gaussian
auto-covariance provides a suitable model for the stochasticity present in
typical wind tunnel tests, at least in the case of a Blasius boundary layer.
From a physical perspective we demonstrate that it is neither the number
of inflection points in a defect, nor the input variance attributed to a de-
fect, that influences the variance in stability characteristics for Poiseuille
flow, but the shape/symmetry of the defect. Conversely, we show the sym-
metry of defects to be less important in the case of the Blasius boundary
layer, where we find that defects which increase curvature in the vicinity
of the critical point generally reduce stability. In addition, we show that
defects which enhance gradients in the outer regions of a boundary layer
can excite centre modes with the potential to significantly impact neutral
curves. Such effects can lead to the development of an additional lobe
at lower wave-numbers, can be related to jet flows, and can significantly
reduce the critical Reynolds number.
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Chapter 1
Introduction
1.1 Overview
Stochastic partial differential equations (SPDEs) are an effective means of mod-
elling complex physical phenomena, such as wave propagation [58], diffusion through
random media [59], randomly forced Navier-Stokes equations [5], [90], [91], [89],
and many other applications in materials science, chemistry and biology. In many
instances, the dominant dynamics are modelled with deterministic physical laws,
whilst stochastic processes represent the unresolved small scales and inherent un-
certainties. The resulting equations are usually PDEs with uncertain coefficients,
initial conditions, or random forcing. Unlike deterministic PDEs, the resulting so-
lutions are random fields, and it is therefore important to quantify their statistical
characteristics, the mean, variance and higher statistical moments.
The most popular numerical method for solving SPDEs is currently Monte Carlo
(MC) simulation. However, this has a rather slow rate of convergence. Although
a number of acceleration techniques have been developed, the method remains in-
efficient, especially for nonlinear SPDEs. Besides the MC method, the polynomial
chaos expansion (PCE) has been gaining popularity as an alternative means of per-
forming numerical stochastic computations. Here, we are primarily concerned with
the Karhunen-Loe`ve expansion (KLE), and the Itoˆ-Wiener chaos expansion (WCE),
and we study their applicability to problems concerning the stability of stochastic
shear flows. More specifically, we consider stochastic Poiseuille, Couette and Blasius
type flows.
1
1.2 Uncertainty Quantification
Scientific research and engineering design are increasingly reliant on computer sim-
ulations. Such simulations are often idealised forms of reality, and do not account
for uncertainty, which is present in all physical systems. Such uncertainty has nu-
merous sources, it may not be possible to precisely determine boundary conditions,
forcing terms or a system’s physical properties. Deterministic analysis can thus be
rather limited, and we would ideally like a means to quantify the uncertainty in the
resulting calculations, in turn allowing risk based decision making. For example,
weather forecasts produce a prediction of the forthcoming weather, yet the actual
weather is notoriously likely to differ. Another example is aircraft design, where
computational fluid dynamics (CFD) software can easily produce a profile for a
proposed design, but gives no estimate of how far the performance can deviate from
the design, when small variations in flow conditions or manufacturing imperfections
are present. Prototyping and physical testing are the only means to be certain, but
this is not only time consuming but costly. Hence, if we were able to quantify the
uncertainty in computer simulations, we would have a cheap and efficient means of
risk analysis, which could be used to make more informed (risk based) decisions.
The principal objectives of uncertainty quantification are variance analysis, risk
analysis and uncertainty management. That is, we would like to quantify the vari-
ation of a system about its mean, determine probabilities of the system exceeding
certain critical operational thresholds, compare the relative importance of different
uncertain sources and reduce the dominant ones. Clearly, with the ability to ac-
curately quantify errors and uncertainties, computer simulations will become much
more powerful tools in science and engineering.
1.3 Numerical Methods for Stochastic Partial Dif-
ferential Equations
Monte Carlo (MC) methods are currently the most popular numerical technique for
simulating solutions of SPDEs [41]. The idea is to simply sample the random pa-
rameters in the SPDEs and solve the governing equations realisation by realisation.
For a given realisation of the random inputs, the SPDEs become deterministic and
are thus solved via regular numerical methods. One solves the SPDEs many times,
with different realisations, and approximates statistical moments with ensemble av-
erages. MC simulations are not only simple to implement, but robust and have the
ability to simultaneously deal with many sources of randomness.
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Based on the central limit theorem, Monte Carlo ensemble averages converge at
a rate of 1√
N
, where N is the total number of realisations. That is, if xi, i =
1, 2, ...N, are independent identically distributed random variables with mean µ and
standard deviation σ, then the long run average converges to the mean with standard
error σ√
N
, i.e
∑N
i=1 xi
N
−µ
σ√
N
∼ N(0, 1). This is a somewhat slow rate of convergence,
and various acceleration techniques have thus been developed, such as quasi-Monte
Carlo, antithetic variables, control variates, stratified sampling, importance and
rejection sampling. These techniques are often effective for numerical integration
type problems. However, their applicability to simulating nonlinear SPDEs is rather
limited. Probability distributions are explicitly known for integration problems, and
we can therefore tune an acceleration technique to the particular distribution. Due
to the nonlinear dynamics of SPDEs, the distribution of the random solution will
not generally be known in explicit form, the dynamics of the SPDEs evolve and
transform the initial randomness, and the random solution may thus have very
different distributions from the source. As a consequence, acceleration techniques
based on source uncertainty may not work well for the random solutions themselves.
Other acceleration techniques, such as measure transformations and martingale rep-
resentations, aim to reduce variance by exploiting the inherent stochastic structures
of the problem. These methods rely on the availability of analytic information
about the random solutions, and are therefore limited to simple stochastic ordinary
differential equations. As a result, MC simulations combined with various acceler-
ation techniques can still be computationally expensive, and alternative numerical
methods are much desired, especially for SPDEs with complicated stochastic inputs.
In recently years, polynomial chaos expansions have gained popularity as a promis-
ing alternative to MC simulations, for the numerical solution of SPDEs. Origi-
nally developed by Norbert Wiener [92] in 1938, using Hermite polynomials, the
Wiener chaos expansion constructs an orthonormal random basis for expanding ho-
mogeneous chaos depending on white noise. Wiener used this expansion to study
problems in statistical mechanics. Based on Wiener’s original idea, Cameron and
Martin [11] developed a more explicit and intuitive formulation for the Wiener-
Hermite expansion. Their development is based on an explicit discretization of the
white noise process through its Fourier expansion. The approach is not only sim-
pler to understand but more convenient to use, and has hence replaced Wiener’s
original formulation. This Fourier-Hermite expansion is commonly called a Wiener
chaos expansion, and has become a useful tool in stochastic analysis involving white
noise [30]. Xiu and Karniadakis [94] later generalised the Wiener chaos expansion
to include other orthogonal polynomials, before using it to study flow-structure
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interactions [15].
1.4 Stability of Shear Flows
Being constantly immersed in fluids, the study of fluid motion is a natural interest
to us all. A flow is termed unstable when small excitations transform regular,
ordered motion into unsteady, erratic motion. We commonly encounter both stable
and unstable flows. We experience many natural flow fields, such as breathing air,
swimming in water, feeling the gust of winds, typhoons, tornadoes and the ocean
currents. Further, there are many unnatural flows which we are familiar with, the
flow around an aerofoil, boat sails, hulls, turbines, steam engines and pumps. We
are concerned with categorising, modelling, predicting and ultimately controlling
the stability of such flows, and adopt the Navier Stokes equations as a reliable
model for our stability analyses.
Hydrodynamic stability theory studies the transition from a stable to unstable fluid
flow. This is traditionally achieved by modal, or eigenvalue analysis, perturbing a
flow, linearizing about a steady state and searching for unstable eigenvalues (those in
the complex upper half-plane which grow exponentially in time). Whilst eigenvalue
analysis is known to correctly predict the stability of flows governed by normal op-
erators (operators with orthogonal eigenvectors), analysis and experiments disagree
when operators are not normal. For instance, plane Poiseuille flow, governed by
a non-normal linear operator, is predicted eigenvalue stable for Reynolds numbers
not exceeding 5772 [55], yet some experiments have proven unstable at Reynolds
numbers as low as 1000 [61]. More recent studies have focused on the non-normality
of the underlying operator. Henningson [34], Butler and Farrell [37], and Trefethen
[86] showed that small perturbations to such flows can be significantly amplified
whilst all eigenvalues remain in the lower complex half-plane.
These works indicated that some eigenvalues can be extremely sensitive to operator
perturbations, and that transient effects should not be ignored. All such studies
consider generic operator perturbations. Such generic perturbations may introduce
artificial coupling and a more structured perturbation may be more realistic. That
is, it may be more physically meaningful to perturb only those parts of the operator
corresponding to the base flow. In this way one has the capacity to investigate
velocity profiles more commonly found in experiments by making a modification,
or adding noise, to the traditional deterministic base flows studied. Bottaro et
al [9] performed such a study, investigating the sensitivity of the Orr-Sommerfeld
operator’s eigenvalues for variations in a plane Couette base flow. They showed
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that sufficiently large modifications to the base flow induce linear instability, with
the critical Reynolds number varying as r−1 (where r is an energy based measure
of the size of the modification δU(y), r2 =
∫
y
δU2(y)dy).
We extend such studies by taking a statistical view. In reality, there is inherent
variation in physical systems, or simply a lack of information to specify the govern-
ing parameters. Random fluctuations in parameter values may have a fundamental
effect on solutions, such as transient growth. To alleviate the limitations of de-
terministic analysis, we propose a stochastic framework, based upon generalised
polynomial chaos. Adopting this framework, we here relax the assumption that the
base flow is deterministic and known. One may argue that such modified flows do
not satisfy the Navier-Stokes equations. However, there is no steady, incompress-
ible, inviscid, unidirectional base flow that does not satisfying the Euler equations.
An arbitrary profile is therefore in convective equilibrium, slowly diffusing at a rate
which is inversely proportional to the Reynolds number. If the growth rate of the
instability is faster than such diffusion, then the velocity profile can effectively be
frozen for stability analysis. Bottaro et al [9] demonstrates that this is indeed the
case for plane Couette flow.
1.5 Summary of Work
We study the linear temporal stability of simple parallel stochastic shear flows,
namely Poiseuille, Couette and Blasius type profiles. We adopt a framework based
upon the Wiener Chaos expansion, and supplement these analyses with Monte Carlo
simulations. We focus centrally on the Poiseuille and Blasius type flows, present
stochastic versions of the spectra, the neutral curve and the perturbation energy
growth function.
This current chapter provides an introduction to the topic, chapter two sets out
the mathematical theory of numerical methods for stochastic computations, and
chapter three summarises stability theory. This is all well established theory upon
which we rely in later chapters. The originality in this work is found in chapters four
to six, where we amalgamate stability theory with spectral methods for stochastic
computations, and study the stability of shear flows subject to stochastic defects.
Chapter four motivates the choice of stochasticity and details the numerical imple-
mentation. In chapter five, we extensively study the stability of a Poiseuille base
flow with stochastic defects, making a brief comparison with the Couette type flow,
and in chapter six we study the stochastic Blasius boundary layer.
From a numerical perspective, we show that the Wiener Chaos expansion offers a
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highly efficient framework for the study of relatively low dimensional stochastic flow
problems, whilst Monte Carlo methods remain superior in higher dimensions.
From a physical perspective, we demonstrate that a Gaussian auto-covariance pro-
vides a suitable model for the stochasticity present in typical wind tunnel tests, at
least in the case of a Blasius boundary layer. We also show that stochasticity be-
comes increasingly important as the correlation length of the base flow is reduced.
Spectral analysis reveals that modes in the vicinity of the Y-branch are much more
sensitive to stochastic defects than those further away. Furthermore, we show such
stochastic spectral analysis to be bounded by the log resolvent norm contours of the
-pseudospectra, which are associated with a more general unstructured perturba-
tion. We also show that neutral curves can be highly sensitive to stochastic defects,
which can significantly reduce the critical Reynolds number and may partially ex-
plain the deviations between theory and experiment, which are commonly observed.
Our transient analyses reveal that stochastic defects have no initial impact on per-
turbation energy growth and, in general, the effects of stochasticity accumulate
with time. We show that variability (standard deviation) in the perturbation en-
ergy growth increases almost linearly, relative to the mean, with time, in the case of
Poiseuille flow, whilst variability in the Couette flow remains of a negligible magni-
tude at all times. We also show that it is neither the number of inflection points in
a defect, nor the input variance attributed to a defect, that influences the variance
in perturbation energy growth attributed to that defect, for Poiseuille flow. We
conclude that instability, arising from stochastic imperfections, must therefore be of
a non-inflectional nature, and viscous instead. More precisely, we show that defects
which increase velocity gradients can enhance energy transfer from the base flow
to the perturbations. Furthermore, when these defects are anti-symmetric about
the channel centre-line, an increase in energy transfer in one region of the channel
is typically cancelled by a decrease in another, and it is therefore the symmetric
defects which contribute most. Conversely, the symmetry of defects is less impor-
tant in the case of the Blasius boundary layer, where we find that defects which
increase curvature in the vicinity of the critical point generally reduce stability. In
addition, we show that defects which enhance gradients in the outer regions of a
boundary layer can be related to jet flows, and can significantly impact neutral
curves, with the development of an additional lobe at lower wave-numbers, which
can significantly reduce the critical Reynolds number.
6
Chapter 2
Numerical Methods for Stochastic
Computations
In this chapter, the fundamentals of stochastic spectral expansions are presented.
We focus on random processes in L2 and seek the Fourier-like expansions which con-
verge with respect to the associated norm. Before presenting the theory of stochastic
spectral expansions, we briefly review the conventional approach to stochastic sim-
ulation, Monte Carlo and its variants.
To clarify the discussion, a brief introduction of notation is first provided.
Let (Ω,F , P ) be a probability space, and ω ∈ Ω be a random event, where Ω is a
sample space, F is a σ-algebra on Ω, and P : F → [0, 1] is a probability measure
on F . Let L2(Ω, P ) denote the Hilbert space of second-order random variables on
(Ω,F , P ), with inner product 〈., .〉 and norm ‖.‖
〈u, v〉Ω =
∫
Ω
u(ω)v(ω)dP (ω) = E[uv] ∀ u, v ∈ L2(Ω, P ), (2.1)
‖u‖Ω = 〈u, u〉
1
2
Ω <∞. (2.2)
We will consider second-order stochastic processes of dimension d, indexed by x
∈ Θ, u(x,ω) : ΘxΩ → R, and assume that all realisations are almost surely in the
Hilbert space.
2.1 Monte Carlo Methods
In applied mathematics and statistics, we commonly encounter problems involving
numerical integration, where the integrands are discontinuous or high dimensional.
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The Monte Carlo (MC) method [79], applicable to all square integrable functions
and independent of the problem dimension, is a practical and very popular approach
to numerical integration. The method, commonly used to approximate statistical
moments with empirical averages, is justified by the law of large numbers and is
based upon the point sampling paradigm. Efficiency is highly dependent upon
sample placement and generally improved with increased uniformity of samples.
Quasi-Monte Carlo (QMC) employs deterministic inputs to more evenly cover the
input space, and generally converges faster than the traditional (random sampling)
MC approach.
We briefly review traditional MC sampling and discuss stratification methods, such
as jittering, and multi-stratification methods, such as Latin Hypercube sampling
(LHS). These techniques aim to improve efficiency by evenly distributing the sam-
pling points between a large number of hyper-rectangular sub-domains of the unit
hypercube [0, 1)d, which represents the input domain. In this context, one can view
QMC as the logical limit of stratification.
2.1.1 Crude Monte Carlo
Suppose we are tasked with computing the probabilistic average of the scalar random
variable u(ω), which we may write in integral form
u¯ =
∫
Ω
u(ω)dP (ω) =
∫
Ω
u(ω)p(ω)dω, (2.3)
where p(ω) is the probability density function on Ω, p(ω) ≥ 0 and ∫
Ω
p(ω)dω = 1.
In crude MC sampling, we generate n independent samples, ω1, ..., ωn, from the
density p(ω), empirically estimate the average
u¯ ≈ u˜n = 1
n
n∑
i=1
u(ωi), (2.4)
and appeal to the strong law of large numbers, which states that crude MC always
converges to the right answer as n increases without bound. More formally, u˜n
almost surely equals u¯ as n→∞, that is P ( lim
n→∞
u˜n = u¯) = 1.
Suppose that u(ω) has finite variance, σ2 = Var[u(ω)] :=
∫
Ω
(u(ω) − u¯)2p(ω)dω,
then we have that E[(u˜n − u¯)2] = σ2n , and the root mean square error (RMSE) of
sampling decays as the square root of the number of samples. Compared to classical
quadrature rules [16], for smooth low dimensional functions, this is a rather slow rate
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of convergence. However, crude MC often remains superior in higher dimensions,
or when integrating discontinuous functions.
2.1.2 Stratification
Recalling that MC methods converge with the root mean square error, σ√
n
, it is
clear that we may reduce the error by either increasing the number of samples or
reducing the process variance. Stratification takes the second approach, aiming to
reduce the sample variance. If the domain of ω is written as the union of strata,
Ω = ∪hi=1Ωi, where Ωi ∩ Ωj = ∅ ,∀i 6= j. Integration is then performed within
each stratum and finally combined for the final result. One typically maps from the
domain of interest Ω, to a more convenient space, namely the d dimensional unit
hypercube Ω∗ = [0, 1)d. This space is then easily sampled, by drawing samples from
the standard uniform distribution, U [0, 1).
The method proceeds by taking a set of samples from each strata, say ω1i , ..., ω
ni
i
are the ni samples from the ith strata, then the results are combined
u¯ ≈ u˜hstrat =
h∑
i=1
|Ωi|
ni
ni∑
j=1
u(ωji ), (2.5)
where |Ωi| denotes the volume of the ith stratum, and we have h strata in total.
Taking the expectation of this expression, we get
E[u˜hstrat] =
h∑
i=1
|Ωi|
ni
ni∑
j=1
E[u(ωji )] =
h∑
i=1
|Ωi|
ni
{
ni
|Ωi|
∫
Ωi
u(ω)dω
}
=
h∑
i=1
∫
Ωi
u(ω)dω =
∫
∪hi=1Ωi=Ω
u(ω)dω = u¯,
where the last equality holds because the strata are pairwise disjoint. From this
expression, we can clearly see that u˜hstrat is an unbiased estimate of u¯.
The stratified variance depends on the sample size, ni, which is commonly allocated
on a proportional basis such that ni = n
|Ωi|
|Ω| . Noting that ω ∼ U [0, 1)d, i(ω) is a
random variable taking the value l with probability |Ωl|, the variance formula reads
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σ2 = Var[u(ω)] = E[Var[u(ω)|i(ω)]] + Var[E[u(ω)|i(ω)]]
=
h∑
i=1
|Ωi|σ2i +
h∑
i=1
|Ωi| {µi − u¯}2 ,
where µi =
1
|Ωi|
∫
Ωi
u(ω)dω. The variance thus has contributions from both within
and between strata. Now consider the variance of the stratified estimate
Var[u˜hstrat] =
h∑
i=1
|Ωi|2
ni
σ2i =
1
n
h∑
i=1
|Ωi|2σ2i ≤
σ2
n
, (2.6)
which implies that stratified sampling with proportional allocation does not increase
the variance. In fact, the variance of crude MC provides an upper bound tot the
variance of stratified MC. Proportional allocation is not always optimal, if estimates
of σi are indeed available, they should be used to optimise allocation. However, poor
estimates can result in sampling with variance exceeding the crude MC approach
and it is therefore advisable to stick to proportional allocation, unless one is very
certain of their σi estimates. A common form of stratification, suited to the unit
hypercube is Jitter [31]. The idea is to partition the unit cube, [0, 1)d, into h = md
congruent cubical regions and take a single point from each.
It is worth noting that any function which is constant within strata will be integrated
without error. Let uidev(ω) = u(ω)− µi define the deviation of u(ω) from the mean
within the ith strata, then stratified sampling reduces the MC variance from σ
2[u(ω)]
n
to
σ2[uidev(ω)]
n
.
2.1.3 Multiple Stratification and Latin Hypercube Sampling
Suppose we wish to sample n points in [0, 1)2. Sampling one point from each of n
equally spaced vertical strata may be a good strategy, but only if the function of
interest depended primarily on the horizontal coordinate. Conversely, if the vertical
coordinate was more important, we should slice the hypercube into horizontal strata.
However, it is possible to stratify both ways with the same sample size, and this
is termed Latin hypercube sampling (LHS) [48], or n-rooks sampling [77]. As an
example, we plot LHS samples for n = 10 in figure 2.1:
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Figure 2.1: Example of Latin-Hypercube samples on the unit cube [0, 1)2, with n = 10.
We know that stratification with proportional allocation is at least as good as crude
MC, and the same is almost true for LHS. It can be shown [57], for n ≥ 2, d ≥ 1
and any square integrable function, u(ω), that the LHS variance is no greater than
σ2
n−1 , and in the worst case LHS is like crude MC with one sample less.
2.2 Spectral Methods
We next present the theory of stochastic spectral expansions, namely the Karhunen-
Loe`ve and polynomial chaos (or more specifically, the Wiener chaos) expansions.
Unless otherwise stated, we take from the comprehensive review of Maitre and
Knio [47].
2.2.1 Karhunen-Loe`ve Expansion
The Karhunen-Loe`ve expansion (KLE) [45],[38], also known as proper orthogonal
decomposition (POD), or principal component analysis (PCA) in the finite dimen-
sional case, is a spectral decomposition of a stochastic processes in terms of the
eigenfunctions of its auto-covariance function. Let Ku(x,x
′) be the auto-covariance
function of the stochastic process u(x, ω). Being an auto-covariance function, this
kernel is bounded, symmetric and positive definite, and in accordance with Mercer’s
theorem [50], there exists a complete set of eigenvalues and orthogonal eigenfunc-
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tions, {γi, ei(x)}, such that
Ku(x,x
′) =
∞∑
i=1
γiei(x)ei(x
′). (2.7)
Exploiting orthogonality of the basis, the eigenvalues and eigenfunctions are re-
covered as solutions of the homogeneous Fredholm integral equation of the second
kind
∫
Θ
Ku(x,x
′)ej(x′)dx′ =
∞∑
i=1
γiei(x)
∫
Θ
ei(x
′)ej(x′)dx′ =
∞∑
i=1
γiei(x)δij = γjej(x).
(2.8)
The stochastic process u(x, ω) can then be decomposed
u(x, ω) = u(x) +
∞∑
i=1
√
γiei(x)ζi(ω), (2.9)
where ζi(ω) =
1√
γi
〈u(x, ω), ei(x)〉Θ are zero mean, unit variance, mutually orthogo-
nal random variables, and u(x) is the mean of the process.
The auto-covariance can be recovered from the underlying process, and the expan-
sions are clearly consistent
Ku(x,x
′) = E[(u(x)− u(x))(u(x′)− u(x′))]
= E[
∞∑
i=1
∞∑
j=1
√
γi
√
γjei(x)ej(x
′)ζi(ω)ζj(ω)]
=
∞∑
i=1
∞∑
j=1
√
γi
√
γjei(x)ej(x
′)δij
=
∞∑
i=1
γiei(x)ei(x
′).
In practice, the expansion must be truncated to a finite number of terms, d, which
is effectively the number of stochastic dimensions. The truncation error decreases
monotonically with the number of retained terms, and the expansion is known to
be optimal in minimising the mean squared error. If we assume that the eigenvalues
are arranged in descending order, γ1 ≥ γ2 ≥ ... ≥ γd, and limit the expansion to
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only d terms, we get an error
d(u(x, ω)) =
∑
i>d
√
γiei(x)ζi(ω). (2.10)
And a mean squared error
2d(u(x, ω)) = E[
∑
i>d
∑
j>d
√
γiei(x)ζi(ω)
√
γjej(x)ζj(ω)]
=
∑
i>d
∑
j>d
√
γiei(x)
√
γjej(x)δij
=
∑
i>d
γi.
In other words, no other approximation in a series of d terms results in a smaller
mean squared error. The expansion will converge for any distribution, and the rate
of spectral decay is proportional to the process’s degree of correlation. If a process
is poorly correlated, a higher number of terms is needed, and in the limit when
the process is white noise, i.e.Ku(x,x
′) ∼ δ(||x− x′||), an infinite number of terms
would be required.
2.2.1.1 Numerical Solution
The numerical solution of the Fredholm integral equation is based upon the funda-
mental idea of seeking an approximate solution in some finite space,
V = span {h1(x), h2(x), ...hN(x)} , (2.11)
and expressing the solution as a linear combination in the basis functions. Letting
{hn(x);n = 1, ..., N} form a complete basis in the Hilbert space L2(Θ), we approx-
imate each eigenfunction as a truncated expansion in this basis,
ei(x) =
N∑
k=1
dikhk(x), i = 1, ..., N, (2.12)
where dik are constant coefficients for the ith eigenfunction. Introducing the expan-
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sion gives a residual error,
εd =
N∑
k=1
dik
(∫ 1
−1
Ku(x,x
′)hk(x′)dx′ − γihk(x)
)
. (2.13)
In order to determine the approximate solution we must solve for the N coefficients
in the expansion, and we must therefore generate a set of N simultaneous equations
in these coefficients. Various methods for determining the coefficients exist, and
generally involve minimising the residual in some sense. The residual is not only a
function of the chosen coefficients but also depends upon the spatial position, and it
is therefore common to attempt to minimise the residual in an average sense across
the whole domain. One means of achieving this is via a collocation method [24],
by simply demanding the residual be zero at a set of N distinct points. Another
means of determining the coefficients is via the Galerkin method [25], which is a
special case of the weighted residual method [21]. The method of weighted residuals
requires that the residual be orthogonal to a set of N weight functions. The Galerkin
method assumes the approximating basis as the weight functions, and the idea here
is to seek the coefficients such that the residual is orthogonal to the space spanned
by the approximating basis, which is analogous to least squares where the residual is
orthogonal to the fitted solution. Demanding the residual to be orthogonal to each
of the N basis functions gives N simultaneous equations which can be solved for
the coefficients. For completeness, it should be noted that the collocation method
also belongs to the general class of weighted residuals, where the weight functions
are delta functions centred on the collocation points.
The least-squares principle is equivalent to demanding the true error (ei(x) −∑N
k=1 d
i
khk(x)) to be orthogonal to the space V . With an integral equation we
do not know the error, as we do not know the true ei(x), so we must instead require
the residual εd to be orthogonal to V . This is exactly what the Galerkin method
does, it is based on the projection of the residual onto the space of approximating
polynomials, its accuracy is thus optimal in an L2 sense and we therefore select this
method.
We therefore seek the coefficients dik such that the residual is orthogonal to the space
spanned by the approximating basis, < εd, hj(x) >= 0,∀j = 1, ..., N . Enforcement
of the constraint yields a system of equations,
d∑
k=1
dik
(∫ 1
−1
∫ 1
−1
Ku(x,x
′)hk(x′)hj(x))dxdx′ − γi
∫ 1
−1
hk(x)hj(x)dx
)
= 0, (2.14)
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which, omitting the index of the eigenfunction, can be written in matrix form as a
generalised eigenvalue problem,
[K− γM]d = 0, (2.15)
where Kij =
∫ 1
−1
∫ 1
−1Ku(x,x
′)hi(x)hj(x′)dxdx′, and Mij =
∫ 1
−1 hi(x)hj(x)dx. This
eigenvalue problem can be solved numerically for the N eigen-pairs, which are in
turn used to reconstruct the original expansion basis, ei(x) =
∑N
k=1 d
i
khk(x).
One of the considerations in this numerical solution is the cost of the computations.
When the correlation kernel decays rapidly with | x−x′ | the eigenfunctions tend to
be highly oscillatory, and a large number of basis functions, hi(x), are consequently
required for adequate approximation. In turn, the dimension of the matrices become
large and the computational cost increases. Conversely, when the process is strongly
correlated the correlation decay is much slower and a much smaller basis is sufficient.
2.2.1.2 Gaussian Processes
As discussed, the KLE expands a stochastic process with the eigenfunctions of its
correlation kernel. There are actually infinitely many second-order processes with
the same correlation kernel and thus the same set of expanding eigenfunctions.
Such processes, sharing the same auto-covariance, are distinguished by the joint
probability of the random variables. By construction, these random variables are
zero mean, unit variance and mutually orthogonal. In many instances, the random
process is (assumed to be) Gaussian, leading to significant simplifications. The KLE
of a Gaussian process involves random variables which are not only uncorrelated
but independent. Further, the joint probability density factors as
µd(ζ(ω)) =
d∏
j=1
1√
2pi
exp
(−ζ2j (ω)
2
)
dζj(ω), (2.16)
which greatly simplifies the sampling of the process.
Essentially, the KLE is an expansion in deterministic functions (eigenfunctions) and
random variables. The deterministic functions are fixed by the form of the auto-
correlation, but the joint probability law of the random variables remains unknown.
Specifically, one can only ascertain that the random variables have zero mean, unit
variance, and are mutually orthogonal. One could modify the structure of the KLE
by relaxing its bi-orthogonal condition, so offering more flexibility. In particular,
one could prescribe a priori the functional form of the random coefficients in the
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expansion, for instance as polynomials of independent random variables with given
distribution, and then seek the (not necessarily) deterministic functions that min-
imise a given error norm. Such an approach corresponds precisely to polynomial
chaos decomposition which we outline next.
2.2.2 Polynomial Chaos Expansion
Let {ζi(ω)}∞i=1 be a sequence of centred, normalised, mutually orthogonal Gaussian
variables. Let ΓˆO denote the space of polynomials in {ζi(ω)}∞i=1 having degree no
greater than O. Let ΓO be the set of polynomials in ΓˆO but orthogonal to ΓˆO−1,
and let Γ˜O be the space spanned by ΓO. That is
ΓˆO = ΓˆO−1 ⊕ Γ˜O, (2.17)
L2(Θ, P ) = ⊕i=∞i=0 Γ˜i. (2.18)
Subspace Γ˜O is called the Oth homogeneous chaos. ΓO is called the polynomial
chaos of order O, and consists of all polynomials of order O, involving all possible
combinations of the random variables {ζi(ω)}∞i=1.
Every second-order (finite variance) random variable u(ω) ∈ L2(Ω, P ) admits a
polynomial chaos (PC) representation of the form [11]
u(ω) =u0Γ0 +
∞∑
i1=1
ui1Γ1(ζi1(ω))
+
∞∑
i1=1
i1∑
i2=1
ui1i2Γ2(ζi1(ω), ζi2(ω))
+
∞∑
i1=1
i1∑
i2=1
i2∑
i3=1
ui1i2i3Γ3(ζi1(ω), ζi2(ω), ζi3(ω))
+ ... .
This expansion is convergent in the mean square sense, and, by construction, all
polynomials are mutually orthogonal with respect to the Gaussian measure associ-
ated with {ζi(ω)}∞i=1, i.e.
∏∞
j=1
1√
2pi
exp
(−ζ2j (ω)
2
)
dζj(ω).
Whilst the outlined construction involves an infinite collection of normalised, un-
correlated, Gaussian random variables, the representation is restricted to a finite
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number in practice. The expansion restricted to a dimension d and order O is the
subspace of Γ˜O generated by the elements that involve only d random variables.
The infinite sums are subsequently replaced by finite sums over d dimensions. For
instance, for an expansion with two dimensions (d = 2) we have
u(ω) =u0Γ0 +
2∑
i1=1
ui1Γ1(ζi1(ω))
+
2∑
i1=1
i1∑
i2=1
ui1i2Γ2(ζi1(ω), ζi2(ω))
+
2∑
i1=1
i1∑
i2=1
i2∑
i3=1
ui1i2i3Γ3(ζi1(ω), ζi2(ω), ζi3(ω))
+ ... ,
which can be written as
u(ω) =u0Γ0 + u1Γ1(ζ1(ω)) + u2Γ1(ζ2(ω))
+ u11Γ2(ζ1(ω), ζ1(ω)) + u21Γ2(ζ2(ω), ζ1(ω)) + u22Γ2(ζ2(ω), ζ2(ω))
+ u111Γ3(ζ1(ω), ζ1(ω), ζ1(ω)) + u211Γ3(ζ2(ω), ζ1(ω), ζ1(ω)) + u221Γ3(ζ2(ω), ζ2(ω), ζ1(ω))
+ u222Γ3(ζ2(ω), ζ2(ω), ζ2(ω)) + ... .
In order to more simply manipulate polynomial chaos expansions, we rely on a
univocal relation between the functionals, Γ(ζ), and new functionals, Φ(ζ). The
multi-dimensional functionals, Φ(ζ), will be constructed as suitable products of one
dimensional functions, φi(ζj), depending on the total order O. Here φi(ζj) is the
ith one dimensional polynomial in the basis, in the jth variable ζj. The compact
expression is then
u(ω) =
∞∑
i=0
uiΦi(ζ1(ω), ζ2(ω), ...). (2.19)
The deterministic expansion coefficients, ui, are simply termed PC coefficients, it is
conveniently assumed that Φ0 = Γ0, and the univocal relation is set such that the
functionals, Φi, are ordered in ascending polynomial order.
In order to form such a basis, let αi = (αi1, ..., α
i
d) define a multi-index with
non-negative integer components, where αij indicates the order of the jth one-
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dimensional polynomial in the ith multi-dimensional polynomial. The multi index
can be created recursively, and the interested reader may refer to appendix B.2
Multi-Index Construction for more information. Letting λ(O) define a set of these
multi-indices,
λ(O) =
{
αi :
d∑
j=1
αij = O
}
, (2.20)
the Oth order polynomial chaos basis is then constructed as
ΓO =
{
∪α∈λ(O)
αd∏
α1
φαi(ζi(ω))
}
. (2.21)
And for two dimensions we can express the expansion as
u(ω) =u0Φ0 + u1φ1(ζ1(ω)) + u2φ1(ζ2(ω))
+ u11φ2(ζ1(ω)) + u21φ1(ζ2(ω))φ1(ζ1(ω)) + u22φ2(ζ2(ω))
+ u111φ3(ζ1(ω)) + u211φ1(ζ2(ω))φ2(ζ1(ω)) + u221φ2(ζ2(ω))φ1(ζ1(ω))
+ u222φ3(ζ2(ω)) + ... .
2.2.2.1 Hermite Polynomials
The Hermite polynomials form a convenient choice for the one dimensional basis
functions φi(). Let z be a unit normal random variable and dz be the Lebesgue
measure, then µ(dz) = ρ(z)dz = 1√
2pi
exp
(
−z2
2
)
dz is the Gaussian measure. The
normalised Hermite polynomials {Hn(z);n = 0, 1, ...}, defined as
Hn(z) = (n!)
− 1
2 (−1)n exp
(
z2
2
)
∂n
∂zn
exp
(−z2
2
)
, (2.22)
form a complete orthonormal basis in the Hilbert space L2(R, µ) [13]. Noting
H0(z) = 1, the expectation and variance can be expressed as
E[Hi(z)] = 〈Hi(z), 1〉Ω = 〈Hi(z), H0(z)〉Ω = δio, (2.23)
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and
Var[Hi(z)] = E[(Hi(z)− δio)2] =
0, if i = 0〈Hi(z), Hi(z)〉Ω = 1, otherwise . (2.24)
2.2.2.2 Wiener Chaos Expansion
When adopting the Hermite polynomials as the basis, the Polynomial chaos expan-
sion is commonly termed the Wiener chaos expansion. Formally, every function in
the Hilbert space, f(z) ∈ L2(R, µ), has a Fourier-Hermite expansion
f(z) =
∞∑
i=0
fiHi(z). (2.25)
The Fourier-Hermite series is usually called the Wiener chaos expansion (WCE), a
spectral expansion of the stochastic solution in probability space, representing the
randomness of the solution analytically by a set of random bases with deterministic
coefficients. If we have a way to compute the deterministic WCE coefficients dy-
namically, we can recover all probabilistic information. Once the chaos coefficients
are known, the statistics of the system response can be estimated directly and in-
expensively from the expansion. For example, the mean and the variance can be
obtained analytically as
E[f(z)] =
∞∑
i=0
fiE[Hi(z)] = f0, (2.26)
Var[f(z)] =
∞∑
i=0
f 2i Var[Hi(z)] =
∞∑
i=1
f 2i . (2.27)
Furthermore, other statistics and probabilities can be estimated by sampling the
polynomial expansion.
The Fourier-Hermite expansion can be extended to multi-dimensions. If we truncate
the series to d terms, and let αi = (αi1, ..., α
i
d) define a finite dimension multi-index
with non-negative integer components, the multivariate Hermite polynomials, often
called Wick products, are then given by the tensor product
Hαi(ζ(ω)) = Hαi(ζ1(ω), ..., ζd(ω)) =
d∏
j=1
Hαij(ζj(ω)), (2.28)
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{Hαi(ζ(ω))} forms an orthonormal basis in the Hilbert space L2(Rd, µd), where
ζ(ω) = (ζ1(ω), ..., ζd(ω)), and µ
d is a d-dimensional measure on Rd. The first five
1D Hermite polynomials are plotted in figure 2.2, and the first six 2D Hermite
polynomials are plotted in figures 2.3, 2.4 and 2.5.
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Figure 2.2: 1D Hermite polynomials.
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Figure 2.3: 2D Hermite polynomials. Hα1(ζ(ω)) (left) and Hα2(ζ(ω)) (right).
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Figure 2.4: 2D Hermite polynomials. Hα3(ζ(ω)) (left) and Hα4(ζ(ω)) (right).
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Figure 2.5: 2D Hermite polynomials. Hα5(ζ(ω)) (left) and Hα6(ζ(ω)) (right).
Suppose f(ζ(ω)) is a random function such that E[f 2(ζ(ω))] < ∞, then f(.) ∈
L2(Rd, µd), and the Fourier-Hermite expansion exists. This expansion must be
truncated in two ways, in the number of random variables and the total order of
the Wick products. Limiting the number of random variables to d and the total
order of the Wick products to O leads to an expansion with N = (O+d)!
O!d!
terms. One
limits the total polynomial order of the Wick products by defining the index set
IO = {α :| α |≤ O} , (2.29)
where | α |= α1 + ...+ αd.
The expansion, mean and variance are then
f(ζ(ω)) =
∑
αi∈IO
fαiHαi(ζ(ω)) =
N∑
i=0
fαiHαi(ζ(ω)), (2.30)
E[f(ζ(ω))] =
∑
αi∈IO
fαiE[Hαi(ζ(ω))] =
∑
αi∈IO
fαiE[Hαi(ζ(ω))] = fα0 , (2.31)
Var[f(ζ(ω))] =
∑
αi∈I′O
f 2αiVar[Hαi(ζ(ω))] =
∑
αi∈I′O
f 2αi =
N∑
i=1
f 2αi . (2.32)
22
The truncation error is itself a random variable and the expansion converges in the
mean squared sense as both d and O go to infinity [11].
2.2.2.3 Non Intrusive Spectral Projection
In polynomial chaos, one must estimate the chaos coefficients for a set of basis
functions. To reduce non-linearity and improve convergence, the bases are chosen
such that they are orthogonal with respect to the associated probability weighting
function, as is the case with the Hermite polynomials and the Gaussian measure,
used to formulate the WCE. If the Hermite polynomials are orthogonal with respect
to the Gaussian measure, then the Wick products are orthogonal with respect to the
measure µd(dζ(ω)) =
∏d
j=1
1√
2pi
exp
(−ζ2j (ω)
2
)
dζj(ω), which is the joint probability
density over the d dimensional stochastic space. That is
〈Hαi(ζ(ω)), Hαj(ζ(ω))〉Ω =
∫
ζ1(ω)
...
∫
ζd(ω)
d∏
n=1
Hαin(ζn(ω))
d∏
m=1
Hαjm(ζm(ω))
d∏
p=1
1√
2pi
exp
(−ζ2p (ω)
2
)
dζp(ω)
=
∫
ζ1(ω)
Hαi1(ζ1(ω))Hαj1
(ζ1(ω))
1√
2pi
exp
(−ζ21 (ω)
2
)
dζ1(ω)...∫
ζd(ω)
Hαid(ζd(ω))Hαjd
(ζd(ω))
1√
2pi
exp
(−ζ2d(ω)
2
)
dζd(ω)
= 〈Hαi1(ζ1(ω)), Hαj1(ζ1(ω))〉Ω...〈Hαid(ζd(ω)), Hαjd(ζd(ω))〉Ω
=
d∏
n=1
〈Hαin(ζn(ω)), Hαjn(ζn(ω))〉Ω = δij.
One may therefore compute the chaos coefficients by exploiting orthogonality of the
basis
fαi = 〈f(ζ(ω)), Hαi(ζ(ω))〉Ω =
∫
ζ1(ω)
...
∫
ζd(ω)
f(ζ(ω))Hαi(ζ(ω))µ
d(dζ(ω)). (2.33)
This multi-dimensional integral can be computationally expensive, especially for
high dimensional stochastic spaces, and can be computed with tensor product or
sparse grid quadrature. Gaussian quadrature rules can be chosen to match the
orthogonal polynomial bases so that the weight function of the quadrature matches
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the probability density in the integral. Furthermore, if one opts for sparse grid
quadrature in estimating the coefficients, then the PCE should be constructed from
a sum of tensor expansions in order to avoid numerical noise in the higher order
coefficients.
In stochastic collocation, a response surface is formed by evaluating the system at a
discrete set of collocation points. In the single dimension case, a degree n expansion
takes the form
R(ζ(ω)) ≈ Ui(R) :=
n∑
j=0
R(ζj(ω))l j (ζ(ω)), (2.34)
where R(ζj(ω)) is the system response at collocation point ζj(ω), j = 0, 1, ..., and
l j (ζ(ω)) is the Lagrange polynomial
l j (ζ(ω)) =
n∏
i=0,i 6=j
ζ(ω)− ζ i(ω)
ζj(ω)− ζ i(ω) . (2.35)
The collocation points are chosen to be the nodes of the Gaussian quadrature rules
associated with the same orthogonal polynomials as the polynomial chaos expansion.
In the multivariate case, a tensor product formulation with the multi-index i =
(i1, ..., id), ij = 0, 1, 2, ... is applied
R(ζ(ω)) ≈ Ui(R) := Ui1⊕...⊕Uid(R) =
n1∑
i1=0
...
nd∑
id=0
R(ζ i11 (ω), ..., ζ
id
d (ω))l
i1
1 (ζ1(ω))...l
id
d (ζd(ω)).
(2.36)
We can thus estimate the chaos coefficients as
fαi = 〈f(ζ(ω)), Hαi(ζ(ω))〉Ω ≈
n1∑
i1=0
...
nd∑
id=0
f(ζi1(ω), ..., ζid(ω))Hαi(ζi1(ω), ..., ζid(ω))wid ...wi1 ,
(2.37)
where the quadrature weight, wid ...wi1 , is simply the product of the one-dimensional
Gaussian quadrature weights wij . The total number of tensor product quadrature
points,
∏d
i=1 ni, increases exponentially with the stochastic dimension, d, and thus
gives rise to the curse of dimensionality.
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2.3 Numerical Integration, Curse of Dimension-
ality and Sparse Grids
2.3.1 Introduction
Conventional algorithms for the numerical computation of multivariate integrals
are often limited by the curse of dimensionality, meaning that the computational
cost increases exponentially with the dimension of the problem. In multiple dimen-
sions, a straightforward way to combine the nodes and weights of a one dimensional
quadrature rule is by using a product rule. The nodes of the multidimensional
approximation are the Kronecker product of the separate dimensions,
ζ = ζ1 ⊗ ...⊗ ζd, (2.38)
which, with n points in each dimension, results in a grid with a total of nd points.
However, for special function classes, such as spaces of functions which have bounded
mixed derivatives, Smolyak’s construction [78] can overcome the curse to a certain
extent. If the problem dimension, d, is large then a sparse grid can alleviate the
exponential increase in the number of collocation points. We briefly review sparse
grid constructions here.
Smolyak’s construction forms multivariate quadrature formulas via a linear com-
bination of tensor products of suited one dimensional formula at different multi-
indices, in such a way that the exponential increase in the number of collocation
points is alleviated. In this way, both the number of function evaluations and the
numerical accuracy can become independent of the problem dimension up to loga-
rithmic factors.
In the following, we consider numerical integration of functions, f(ζ(ω)) ∈ W rd ,
with bounded mixed derivatives of order r, over the d-dimensional unit hypercube,
Ω := [−1, 1]d, with
W rd :=
{
f : Ω→ R, ‖ ∂
‖S‖1f
∂ζs1 ...∂ζsdd
‖∞ <∞, si ≤ r
}
, (2.39)
Idf :=
∫
Ω
f(ζ(ω))dζ, (2.40)
where ‖S‖1 := s1 + ...+sd. Letting l ∈ N denote the level of the quadrature formula
and d the dimension of the problem, the integral, Idf , is approximated with a
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sequence of ndl -point quadrature formulas (n
d
l < n
d
l+1),
Qdl f :=
ndl∑
i=1
f(ζli(ω))wli , (2.41)
with weights wli and abscissas ζli . The underlying grid of abscissas is defined as
Γdl :=
{
ζli(ω) : 1 ≤ i ≤ ndl
} ⊂ [−1, 1]d, (2.42)
and the quadrature formulas are nested, Γdl ⊂ Γdl+1.
2.3.2 Nested Univariate Quadrature Formulas
Smolyak’s construction has been applied with the midpoint [3], rectangle [60], trape-
zoidal [8], Clenshaw-Curtis [52] and Gauss [53] rules as the one-dimensional integra-
tion bases. In the following, we give a short review of nested univariate quadrature
formulae, which are to be used in conjunction with Smolyak’s construction. We
always have n11 = 1, n
1
l = O(2
l), and Q11 = 2f(0).
The one-dimensional quadrature formula for a univariate function read
Q1l f :=
n1l∑
i=1
f(ζli(ω))wli (2.43)
Q10f := 0 (2.44)
∆1kf := (Q
1
k −Q1k−1)f. (2.45)
Newton-Cotes formulae [17] are a group of formulae for numerical integration based
on evaluating the integrand at equidistant points. The quadrature weights are de-
termined by integration of Lagrange polynomials through these points. In general,
Newton-Cotes formulae based upon n quadrature points can exactly integrate func-
tions of polynomial degree up to n−1 when n is odd, and n when even. The formula
become numerically unstable (some of the weights become negative) at large n, and
other methods such as Gauss quadrature are more suitable.
An n-point Gauss quadrature rule, named after Carl Friedrich Gauss, is a quadra-
ture rule constructed to offer the highest degree of polynomial exactness, yielding
an exact result for polynomials of degree 2n− 1 or less by a suitable choice of non-
equidistant points and corresponding weights. That is, by clever selection of the
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integration points and weights, you can accomplish about twice as much. To see
this let {pi(x)} be a set of orthogonal polynomials over (a, b) with pj(x) representing
a jth degree polynomial, and let w(x) > 0 be a weight such that
∫ b
a
pm(x)pn(x)w(x)dx = 0 ∀m 6= n. (2.46)
Suppose f(x) is a polynomial of degree no greater than 2n− 1. Then we may write
f(x) = pn(x)q(x) + r(x), where q(x) and r(x) are polynomials of degree no greater
than n− 1. Then
∫ b
a
f(x)w(x)dx =
∫ b
a
pn(x)q(x)w(x)dx+
∫ b
a
r(x)w(x)dx =
∫ b
a
r(x)w(x)dx, (2.47)
since pn(x) is orthogonal to polynomials of degree no greater than n − 1. Now
let x0, x1, ..., xn − 1 be the roots of pn(x), and let li(x) be the ith Lagrange in-
terpolating polynomial for these roots such that li(xj) = δij, then we may write
r(x) =
∑n−1
i=0 r(xi)li(x) =
∑n−1
i=0 f(xi)li(x) since f(xi) = r(xi). Finally
∫ b
a
f(x)w(x)dx =
n−1∑
i=0
f(xi)
∫ b
a
li(x)w(x)dx =
n−1∑
i=0
f(xi)wi, (2.48)
where wi =
∫ b
a
li(x)w(x)dx. That is, we can exactly integrate a polynomial of degree
up to 2n− 1 using an n point quadrature rule.
For the case of the unit weight function, the abscissas are the zeros of the Legendre
polynomials and the weights are determined to exactly integrate the associated
Lagrange polynomials. When integrating with respect to the Gaussian measure
(weight function), the abscissas become the roots of the Hermite polynomials and
this is the case we will be most interested in. For these reasons, we adopt the Gauss-
Hermite quadrature rules as the 1D formula to be used in Smolyak’s construction.
2.3.3 Smolyak’s Construction
The one-dimensional quadrature formula for a univariate function are used to de-
fine Smolyak’s construction for d-dimensional functions, as a summation over the
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simplex ‖k‖1 ≤ l + d− 1,
Qdl f :=
n1l∑
‖k‖1≤l+d−1
(∆1k1 ⊗ ...⊗∆1kd)f, (2.49)
which can alternatively be written in terms of Q1kj [18]
Qdl f =
n1l∑
l≤‖k‖1≤l+d−1
(−1)l+d−‖k‖1−1
(
d− 1
‖k‖1 − l
)
(Q1k1 ⊗ ...⊗Q1kd)f. (2.50)
From this we can see that the multivariate Smolyak construction is simply a linear
combination of tensor products of suited one dimensional formula at different multi-
indices. When the one-dimensional quadrature formulas are nested, we consider
one-dimensional difference grids
Θ1l := Γ
1
l \Γ1l−1, (2.51)
with Γ0 := ∅, and the points of the multivariate Smolyak formulation then form the
sparse grid [95], which is the union of pairwise disjoint grids Θ1k1x...xΘ
1
kd
Γdl = ∪‖k‖1≤l+d−1Θ1k1x...xΘ1kd . (2.52)
We plot examples of such sparse grids, based upon the one dimensional Gauss-
Hermite rules, below in figure 2.6.
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Figure 2.6: Examples of sparse grids based upon Gauss-Hermite rules in 2 dimensions at varying
levels.
The pairwise disjoint grids are depicted in different colours, and the full sparse
grid at a given level can be seen to be their union. Sparse grids are inefficient in
low dimensions and a tensor grid is often more appropriate, the benefit of sparse
grids become evident in higher dimensions. As an example, table 2.1 compares the
number of nodes required in both a sparse and a tensor grid at level five for an
increasing problem dimension.
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d tensor grid (nd) sparse grid
1 5 5
2 25 53
3 125 165
4 625 385
5 3125 781
6 15625 1433
7 78125 2437
8 390625 3905
9 1593125 5965
Table 2.1: Comparison of points used in a sparse and tensor grid at level 5.
The sparse grid is evidently far more efficient in higher dimensions, and in this
particular example it becomes appropriate to switch from a tensor grid once the
problem dimension reaches 4. In fact, if n1l is of the order O(2
l), then for large d
the number of points in a sparse grid, ndl = O(2
lld−1), can be much less than in a
tensor grid, of the order O(2ld).
Smolyak’s algorithm may be written as
Qdl f =
∑
‖k‖1≤l+d−1
nk1∑
j1
...
nkd∑
jd
wkjf(ζkj(ω)), (2.53)
with ζkj (ω) := (ζk1j1(ω), ..., ζkdjd(ω)), and the weights given by
wkj = wk1j1 ...wkdjd . (2.54)
Let P 1l denote the space of one dimensional polynomials of degree no greater than
l. Then the d dimensional multivariate polynomial spaces are
P dl :=
{
P 1k1 ⊗ ...⊗ P 1kd , ‖k‖1 ≤ l + d− 1
}
. (2.55)
If Q1l is exact for P
1
l , then Q
d
l is exact for P
d
l [52].
2.4 Variance Based Sensitivity Analysis
Variance based sensitivity analysis is a probabilistic form of global sensitivity anal-
ysis [73], where output variance is divided and attributed to a set of random input
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sources. For example, given a model with two inputs and one output, one may
discover that 60% of the output variance is attributed to the first input, 30% to the
second, and the remaining 10% a consequence of input interaction. These percent-
ages are directly interpreted as measures of sensitivity, and are attractive as they
measure sensitivity across the whole input space, they are global.
In this section we briefly outline the theory of variance based sensitivity analysis.
The basic mathematical idea relies heavily on the concept of conditional expec-
tation, so we first recall some fundamentals regarding the conditional expectation
and variance. We proceed with the spectral approximation of the conditional expec-
tation of square integrable random variables, define the Sobol decomposition and
finally relate it to polynomial chaos expansions.
2.4.1 Conditional Expectation and Conditional Variance
Consider an integrable random variable f(ω) on (Ω,F , P ), and a sub σ-algebra
G ⊂ F . The conditional expectation [93] of f(ω) with respect to G , denoted
E[f(ω)|G ], is a G measurable function which for every H ∈ G satisfies
∫
H
f(ω)dP (ω) =
∫
H
E[f(ω)|G ]dP (ω). (2.56)
This is not a constructive definition, but merely a property that a conditional ex-
pectation must satisfy. Intuitively, the conditional expectation is the best estimate
of f(ω) based on the information present in σ-algebra G . The Hilbert space for-
mulation allows us to view the conditional expectation as an orthogonal projection
onto the space L2(Ω,G , P ). That is, given f(ω) ∈ L2(Ω,F , P ), the conditional
expectation, E[f(ω)|G ], is the least squares approximation of f(ω) in the space
L2(Ω,G , P ).
It is also common to consider the conditional expectation with respect to a random
variable. If f(ω) and g(ω) are random variables on (Ω,F , P ), then E[f(ω)|g(ω)]
means E[f(ω)|σ(g(ω))], where σ(g(ω)) denotes the σ-algebra generated by g(ω).
The concept of conditional expectation allows one to define the conditional variance
[1]
Var[f(ω)|G ] = E[f 2(ω)|G ]− (E[f(ω)|G ])2 . (2.57)
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And the total variance can be recovered
Var[f(ω)] = Var[E[f(ω)|G ]] + E[Var[f(ω)|G ]]. (2.58)
2.4.2 Sensitivity Indices
We here provide a definition of first, second and total variance based sensitivity
indices [80] [81], and derive the formulations in terms of the polynomial chaos ex-
pansion.
Definition 1: First Order Variance Sensitivity Index
Let f(ζ(ω)) ∈ L2(Ω, σ(ζ(ω)), µd). For i ∈ {1, ..., d}, the first order (main effect)
sensitivity indices measure the sole contribution of the ith stochastic variable, ζi(ω),
to the variance of the stochastic process f(ζ(ω))
Si =
Var[E[f(ζ(ω))]|ζi(ω)]
Var[f(ζ(ω))]
. (2.59)
The second order sensitivity indices measure joint, or interaction effects. More
specifically
Definition 2: Second Order Variance Sensitivity Index
Let f(ζ(ω)) ∈ L2(Ω, σ(ζ(ω)), µd). For i, j ∈ {1, ..., d}, the second order sensitivity
indices, Sij, measure the contribution of the interaction between stochastic variables
ζi(ω) and ζj(ω) to the variance of the stochastic process f(ζ(ω))
Sij =
Var[E[f(ζ(ω))]|ζi(ω), ζj(ω)]− Var[E[f(ζ(ω))]|ζi(ω)]− Var[E[f(ζ(ω))]|ζj(ω)]
Var[f(ζ(ω))]
.
(2.60)
Finally, following [72] we define the total sensitivity index.
Definition 3: Total Variance Sensitivity Index
Let f(ζ(ω)) ∈ L2(Ω, σ(ζ(ω)), µd). For i, j ∈ {1, ..., d}, the total sensitivity index
due to the ith stochastic variable, ζi(ω), is
Stoti =
E[Var[f(ζ(ω))]|ζ(−i)(ω)]
Var[f(ζ(ω))]
= 1− Var[E[f(ζ(ω))]|ζ
(−i)(ω)]
Var[f(ζ(ω))]
(2.61)
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where ζ(−i)(ω) is the set of stochastic variables excluding the ith, ζ(ω)\ζi(ω).
In addition, one may like to define total sensitivity indices for a subset of random
variables, and this follows logically from the above definition.
2.4.3 Polynomial Chaos Form of the Sensitivity Indices
We use the above definitions, together with the WCE, to make spectral approxima-
tions of the variance based sensitivity indices.
In practice, given a random variable in L2(Ω, σ(ζ(ω)), µd), we use its truncated
WCE, we therefore state results for functions f(ζ(ω)) ∈ V N ⊂ L2(Ω, σ(ζ(ω)), µd),
where V N = Span {H0(ζ(ω)), ..., HN(ζ(ω))}.
Assuming this is a sufficiently rich approximation space, the following proposition
summarises the rules for computing the variance based sensitivity indices for func-
tions in V N .
Proposition: Let f(ζ(ω)) ∈ V N , recall that αki indicates the order of the ith one-
dimensional Hermite polynomial in the kth multi-dimensional Wick product and
define the sets
pi =
{
k ∈ {1, ..., N} ;αki > 0, αkj = 0 ∀j 6= i
}
, (2.62)
qij =
{
k ∈ {1, ..., N} ;αki > 0, αkj > 0, αmj = 0 ∀m 6= i, j
}
, (2.63)
ri =
{
k ∈ {1, ..., N} ;αki > 0
}
. (2.64)
Then
Si =
∑
k∈pi f
2
αk
||Hαk(ζ(ω))||2L2(Ω)∑N
k=1 f
2
αk
||Hαk(ζ(ω))||2L2(Ω)
=
∑
k∈pi f
2
αk∑N
k=1 f
2
αk
, (2.65)
Sij =
∑
k∈qij f
2
αk
||Hαk(ζ(ω))||2L2(Ω)∑N
k=1 f
2
αk
||Hαk(ζ(ω))||2L2(Ω)
=
∑
k∈qij f
2
αk∑N
k=1 f
2
αk
, (2.66)
Stoti =
∑
k∈ri f
2
αk
||Hαk(ζ(ω))||2L2(Ω)∑N
k=1 f
2
αk
||Hαk(ζ(ω))||2L2(Ω)
=
∑
k∈ri f
2
αk∑N
k=1 f
2
αk
. (2.67)
The WCE coefficients are thus sufficient to compute all variance based sensitivity
measures of interest.
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proof
For f(ζ(ω)) ∈ V N , we have f(ζ(ω)) = ∑Ni=0 fαiHαi(ζ(ω)), and orthogonality of the
basis thus implies that
Var[f(ζ(ω))] =
N∑
i=1
f 2αiVar[Hαi(ζ(ω))] =
N∑
i=1
f 2αi . (2.68)
From which the WCE formulations of Si and Sij immediately follow. For S
tot
i , note
that
E[f(ζ(ω))|ζ(−i)(ω)] =
∑
k∈{0,1,...,N}\ri
fαkHαk(ζ(ω)). (2.69)
Hence
Stoti =
E[Var[f(ζ(ω))]|ζ(−i)(ω)]
Var[f(ζ(ω))]
=
Var[f(ζ(ω)]− Var[E[f(ζ(ω)|ζ(−i)(ω)]]
Var[f(ζ(ω)]
=
∑N
k=1 f
2
αk
Var[Hαk(ζ(ω))]−
∑
k∈{0,1,...,N}\ri f
2
αk
Var[Hαk(ζ(ω))]∑N
k=1 f
2
αk
Var[Hαk(ζ(ω))]
=
∑
k∈ri f
2
αk
Var[Hαk(ζ(ω))]∑N
k=1 f
2
αk
Var[Hαk(ζ(ω))]
=
∑
k∈ri f
2
αk∑N
k=1 f
2
αk
.
2.5 Summary
In this chapter we set out the mathematics of numerical methods for stochastic dif-
ferential equations, covering both simulation based techniques and spectral meth-
ods. The relative advantages of each method have been discussed, along with the
complications associated with the curse of dimensionality. Finally, we lay out the
tools for variance based sensitivity analysis, casting the sensitivities into polynomial
chaos form. We will use all of the above in the following chapters.
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Chapter 3
Stability of Shear Flows
3.1 Stability and Critical Reynolds Number
3.1.1 Introduction
Fluid motion is usually classified as laminar or turbulent. A laminar flow is ordered,
predictable and layered, whilst a turbulent flow is unpredictable and chaotic. Lam-
inar flows are characterised by much smaller velocity gradients and shear stresses,
and therefore produce far smaller drag forces when flowing over a surface. This is
one of the major objectives in aircraft design, with the ability to maintain a laminar
flow offering many economic and environmental benefits. Conversely, the chaotic
motion of turbulent flows makes them an excellent choice for mixing applications,
such as chemical reactors or combustion engines. In reality, as the velocity of a
fluid, or the physical dimension limiting the flow, increase, laminar motion cannot
be sustained and small perturbations amplify until the flow evolves into a turbulent
state. This phenomenon is called transition.
The process may be divided into three stages, receptivity, disturbance growth and
breakdown. The receptivity stage describes the initiation of the disturbance, usually
within a boundary layer, which requires full knowledge of the ambient disturbance
environment and is therefore generally the most difficult phase to predict. Once a
small disturbance is established, the stability characteristic of the flow determine if
it grows or decays. It may be shown, with reference to the Reynolds-Orr equation
(equation describing the evolution of perturbation energy), that non-linear terms
redistribute energy among different frequencies/scales whilst having no net effect on
the instantaneous growth rate. Linear growth mechanisms are therefore responsible
for the energy of a disturbance of any amplitude to increase. After the perturbation
has reached a finite amplitude, it saturates and forms a new basic flow state which is
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often unstable. Such an instability is termed secondary, to differentiate it from the
primary mechanism responsible for the formation of the new unstable flow pattern.
At this stage, the final non-linear breakdown begins. Breakdown is generally quite
rapid and characterised by large growth rates. Since the nineteenth century, many
studies of this process have been made, yet the transition process still remains
largely misunderstood.
Hydrodynamic stability theory has a long history, dating back to Reynolds and
Rayleigh in the 19th century. Rayleigh [64] first developed a general linear sta-
bility theory for inviscid parallel shear flows. He showed that a necessary condi-
tion for inviscid instability was that the velocity profile have an inflection point,
now termed the Rayleigh criteria. Fjørtoft [22] improved the Rayleigh criterion.
Given a monotonic mean velocity profile, U(x2), Fjørtoft’s criteria states that
U ′′(x2)(U(x2) − U(x∗2)) < 0 for x2 ∈ [−1, 1] with U ′′(x∗2) = 0 and x∗2 being the
inflection point, implying that the inflection point has to be a maximum (rather
than a minimum) of the span-wise mean vorticity. Reynolds [68] conducted a series
of experiments on the instability of flow in a pipe, and showed that laminar flow
breaks down when Ud
υ
exceeds a critical value, where U is the maximum flow veloc-
ity, υ the kinematic viscosity of the fluid and d a length scale. This dimensionless
number is now aptly termed the Reynolds number and classifies dynamically simi-
lar flows. As the flow velocity increased Reynolds discovered that the flow became
turbulent, with the dye in his experiments diffusing into a chaotic motion. Later
experiments investigated the effects of finite amplitude disturbances and roughened
walls, both of which decreased the critical Reynolds number in pipe flow. These
early experiments clearly illustrate the aims of hydrodynamic stability theory, to
determine the response of a laminar flow to a disturbance of small amplitude. If
the flow returns to its original laminar state, one defines the flow as stable, whereas
a growing disturbance that causes a laminar flow to change into a different state is
deemed unstable. Whilst instabilities often result in turbulent fluid motion, they
may also take a flow into a different laminar, often more complex, state. Stability
theory thus deals with the mathematical analysis of evolving disturbances, super-
posed on a laminar base flow.
Methods for analysing the stability of flows soon followed. To analyse the stability of
a laminar flow, one must first define the velocity, pressure and temperature fields at
each point in space and time, and together these fields define the basic flow. These
fields must satisfy the equations of motion and appropriate boundary conditions.
Once the basic flow is defined, it is perturbed slightly. The perturbations may die
away, persist at the same magnitude or grow sufficiently to deform the flow and
thus create a new basic state. Geometrical irregularities and vibrations are likely to
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create all such possible disturbances, to some degree, and the flow is therefore only
stable if it is stable to all possible disturbances. In particular, a linear equation
governing the evolution of disturbances is desirable. The basic flow is assumed
steady, it is perturbed and the equations are linearized by neglecting products of
perturbations, which are assumed sufficiently small to justify linearisation. A linear
system of partial differential equations and boundary conditions is thus obtained,
whose coefficients vary in space but not time. As the disturbance velocities grow
above a few percent of the base flow, non-linear effects become important and the
linear equations no longer accurately predict the disturbance evolution. Although
the linear equations have a limited region of validity they are important in detecting
physical growth mechanisms and identifying dominant disturbance types.
This method, of normal modes, was well known for describing the stability of a
dynamic system of particles, and was consequently adopted by the fluid dynamics
community. To be more specific, the method proceeds by perturbing a known so-
lution to a dynamic system, the basic state, and linearizing by neglecting products
of perturbations. It is further assumed that a perturbation can be decomposed
into independent modes, each varying with time t according to exp (−iλt), for some
complex λ. This reduces the dynamical system to an eigenvalue problem from which
λ values are determined as eigenvalues, and the independent modes the eigenfunc-
tions. Since each mode is a solution of the dynamical system, a general solution
may be formed by a superposition, and this is hence the basis for the method of
normal modes. A mode with =(λ) > 0 grows exponentially in time and is termed
asymptotically unstable. Further, since a general perturbation is a superposition
of modes, if =(λ) > 0 is found to be true for any mode then the system is deemed
unstable. A mode with =(λ) < 0 is termed stable, and a mode with =(λ) = 0 is
neutrally stable.
It is important to remember that a small disturbance is a superposition of normal
modes, not a single one. If a basic flow is unstable, a localised initial disturbance will
therefore not only grow but move. Each normal component will grow and move at its
own rate, determined by its phase velocity. For instance, consider a wave-like normal
component u(x, t) = exp {i(αx− λt)}, where wave-number α is real and frequency
λ is complex. This may be written as u(x, t) = exp {=(λ)t} exp {i(αx−<(λ)t)},
which is a wave growing in time according to exp {=(λ)t} with a phase φ = αx −
<(λ)t. The phase velocity is then <(λ)
α
, which is the speed at which the phase of
the wave propagates in space. That is, the velocity at which the phase of this one
frequency component of the wave travels. For such a component, any given phase
of the wave (for example, the crest) will appear to travel at the phase velocity. This
should be distinguished from the complex group velocity [44], dλ
dα
, which describes
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the velocity at which the modulated amplitude, and hence the associated energy,
of a group of normal waves move. When a group of waves of different wavelength
have different propagation velocities, the wave packet of mixed wavelengths tends
to spread out in space, giving rise to dispersion. If all unstable normal modes have
non zero group velocity, then non are stationary and the instability is consequently
called a convective instability. Conversely, if at least one unstable mode has zero
group velocity then it will grow at a fixed point in space and this is therefore
known as absolute instability. Technically, this relates to a pinch point in the
α plane. Mathematically, the fluid problem is more complex than the particle,
resulting in partial as opposed to ordinary differential equations. This, in turn, leads
to many complications allowing solutions for only a few idealised flows with simple
geometries. Few laminar flows have known solutions to the non-linear dynamical
equations, and even fewer are simple enough to allow detailed stability analysis.
Research has thus been narrow but deep. Studies focus on simple flows, with planar,
axial or spherical symmetry.
Whilst these prototypes are obviously a simplification of reality, they are very helpful
in understanding the physical mechanisms of instability, which, in general terms,
arises from an imbalance of the forces acting upon a fluid, including inertial, viscous
and external forcing. In absence of external forcing or viscosity, fluid motion is
determined by the balance of internal stresses (pressure) and inertial effects. A
small disturbance can disrupt this balance, grow to an appreciable magnitude and
effectively result in a new basic flow state. The tendency for a perturbation to
grow depends on many factors. Fluids generally traverse down pressure gradients,
and this can often lead to perturbation growth. Viscosity often plays a dual role,
both as a stabiliser and a destabiliser. Viscosity has a dissipative effect, and can
thus act to stabilise a flow. Indeed, any bounded flow will be stable if viscosity is
high enough. However, viscosity not only dissipates energy but diffuses momentum
and can consequently also have a destabilising effect on some flow configurations,
such as parallel shear flows. In general, for small viscosity, viscosity is primarily
destabilising. However, for large viscosity (low Reynolds number), viscosity plays a
stabilising role, by dissipation of energy. In addition to this, fluid boundaries have
a significant impact upon stability properties. Boundaries act to constrain a flow
and, in general, the closer the boundaries the more stable the flow. Boundaries
can, however, also create strong shearing effects which act to destabilise a fluid.
Typically, these mechanisms act contemporaneously and it is indeed the balance
that determines the overall stability characteristics. For instance, viscosity, inertia
and boundaries must all be considered in the analysis of a plane Poiseuille flow.
In the inviscid setting, a plane Poiseuille flow is stable, but at sufficiently high
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Reynolds numbers momentum diffuses from shear layers near the walls and leads
to transition. In fact, a kinematic mechanism for the initial amplification of a
disturbance travelling with the flow was discovered in 1907 by Orr [54].
Stability theory is now a vast and mature field, including modal theory, non modal
analysis, spatial growth, adjoint techniques, parabolized stability equations, sec-
ondary instability theory and direct numerical simulations. In this chapter, we
review the mathematics underlying this theory. More specifically, we set forth the
equations governing small amplitude disturbances to a flow, define stability and
present the well known Orr-Sommerfeld formulation. We discuss numerical dis-
cretization before presenting both modal and non-modal approaches to the prob-
lem. What we here present is now well established theory, which, unless otherwise
stated, we take from the comprehensive review of Schmid and Henningson [75].
3.1.2 Non-linear Disturbance Equations
The general evolution of a fluid flow is governed by the equations of momentum and
mass conservation. These are known as the Navier-Stokes equations, which for an
incompressible fluid and adopting a Cartesian tensor notation, read
∂ui
∂t
= −uj ∂ui
∂xj
− ∂p
∂xi
+
1
Re
∇2ui, (3.1)
∂ui
∂xi
= 0, (3.2)
with initial and boundary conditions
ui(xi, 0) = u
0
i (xi), (3.3)
ui(xi, t) = 0,∀ xi ∈ ∂s, (3.4)
where ui are the velocity components, p is the pressure, xi are spatial coordinates
and ∂s denotes a solid boundary. We will assume that the stream-wise direction
corresponds to x1, the cross-stream or normal direction to x2, and the span-wise
direction to x3.
The equations are non-dimensionalised by a velocity scale, where we adopt the
centre-line velocity, Ucl, for channel flows or the free-stream velocity, U∞, for bound-
ary layers, and the corresponding length scales are the channel half height, h, and
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boundary layer thickness, δ∗. The Reynolds numbers are then Re = Uclhν and
Re = U∞δ∗
ν
respectively, where ν is the kinematic viscosity.
The evolution equations for the disturbance are then derived by appealing to a time
independent basic state (Ui, P ) and a time dependent perturbed state (Ui +u
′
i, P +
p′), which both satisfy the Navier-Stokes equations. Subtracting the Navier-Stokes
equations for the basic and perturbed states and omitting the prime for disturbances
leads to the non-linear evolution equations
∂ui
∂t
= −Uj ∂ui
∂xj
− uj ∂Ui
∂xj
− ∂p
∂xi
+
1
Re
∇2ui − uj ∂ui
∂xj
, (3.5)
∂ui
∂xi
= 0, (3.6)
constituting an initial/boundary value problem for the evolution of the disturbance
u0i = ui(t = 0).
3.1.3 Definition of Stability and Critical Reynolds Number
In order to quantify the growth or decay of an initial perturbation, we need some
measure of its size. One could choose geometrical size, such as the disturbed volume
or absolute value of the associated vorticity. These are indeed measures of size, but
the most natural choice in most cases is the disturbance kinetic energy, as we can
more obviously link such a measure to stability. For instance, it is clear that a linear
perturbation whose kinetic energy increases monotonically will be unstable. In a
volume V , the disturbance kinetic energy per unit volume is
EV =
1
2
∫
V
uiuidV. (3.7)
This is not the difference in kinetic energy between the perturbed and base state
but simply the kinetic energy associated with the perturbation velocity ui. In ac-
cordance with Joseph [36], and appealing to the kinetic energy of disturbances, EV ,
we define stability.
Definition 1: Stability
A solution Ui to the Navier-Stokes equations is stable to perturbations if the pertur-
bation energy satisfies
lim
t→∞
EV (t)
EV (0)
→ 0. (3.8)
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Alternatively, one can consider conditional stability, whereby the instability is de-
pendent upon the initial energy of the perturbation.
Definition 2: Conditional Stability
If there exists a threshold energy δ > 0, such that Ui is stable when EV (0) < δ, then
the solution Ui is conditionally stable.
Global stability is a special case of conditional stability.
Definition 3: Global Stability
If the threshold energy is infinite, δ >∞, the solution is said to be globally stable.
Monotonic stability requires that the perturbation energy be a decreasing function
of time, not only in the asymptotic limit of large time.
Definition 4: Monotonic Stability
A solution Ui to the Navier-Stokes equations is monotonically stable to perturbations
if the perturbation energy satisfies
dEV (t)
dt
< 0,∀t > 0. (3.9)
Using the definitions of stability, one defines the critical Reynolds number, below
which the flow is linearly, or conditionally, stable.
Definition 5: Critical Reynolds Number
For Re > ReL a flow is not stable.
When the Reynolds number exceeds the critical limit, there exists at least one
infinitesimal disturbance which is unstable.
Table 3.1, below, lists critical Reynolds numbers for common shear flows, which we
will later study in greater detail.
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Flow ReL Critical stream-wise wave number αL
Plane Poiseuille 5772.2 1.020
Plane Couette ∞ −
Blasius Boundary Layer 519.4 0.303
Table 3.1: Critical Reynolds number of common shear flows.
These definitions of stability, listed thus far, relate to the growth of disturbances
in time, we call this temporal analysis. This implies a localised disturbance, where
the volume V is sufficiently large to include the complete disturbance development
during the time period of interest. If the flow happens to be spatially periodic, then
it suffices that the volume be large enough to contain a single complete period.
3.1.4 The Reynolds-Orr Equation
As an alternative approach to stability analysis, one may appeal to the energy
method, originating from the early works of Reynolds [69] and Orr [54], and later
developed further by Serrin [76]. By taking the equations which govern the dynamics
of perturbations, forming a dot product with the perturbation velocity, integrating
over the volume of interest and applying the condition that perturbations are zero
at the domain boundaries, one arrives at the Reynolds-Orr equation,
dEV
dt
= −
∫
V
∂Ui
∂xj
uiujdV − 1
Re
∫
V
∂ui
∂xj
∂ui
∂xj
dV. (3.10)
The interested reader can refer to section 5.3.2.3 for more details. Here many of the
terms in the non-linear disturbance equations have dropped out in the integration
process, owing to the fact they may be written as gradients after multiplication by
the perturbation velocity. A non-linear term in the disturbance equations would
correspond to a cubic term in the Reynolds-Orr equation, and it is thus clear that
all non-linearities have dropped out. The first of the two remaining terms on the
right hand side represents a transfer of energy between the base flow and the per-
turbations, and is due to steady shear. The second term is representative of viscous
dissipation. Whilst the dissipative term is always negative, the transfer term can be
positive, indicating a transfer of energy from the basic state to the disturbance. At
sufficiently high Reynolds number the dissipation term can become rather small. In
such a case, a positive transfer term can result in a positive right hand side and the
perturbation will be gaining energy. In addition to this, the Reynolds-Orr equation
implies that 1
EV
dEV
dt
is independent of the disturbance amplitude [36]. That is, at
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a given time, the growth rate of a finite amplitude disturbance can be found from
an infinitesimal disturbance with identical shape. Disturbances of the same shape
but different size have the same growth rate. As noted by Henningson [33], the
instantaneous growth rate of a finite amplitude disturbance is given by linear mech-
anisms. Further, the total growth rate is the sum of the growth rates associated
with these linear mechanisms, which is a consequence of the conservative nature of
the nonlinear terms in the Navier-Stokes equations.
3.2 Modal Analysis of the Viscous Problem
3.2.1 Viscous Linear Stability Equations
3.2.1.1 The Velocity-Vorticity Formulation
We consider the governing equation for infinitesimal disturbances in parallel flows.
We define the base flow as Ui = U(x2)δ1i, which is a flow in the stream-wise direction,
x1, varying in the cross flow direction, x2. Introducing this mean flow profile into
the disturbance equations and linearizing, we arrive at the system
∂u1
∂t
+ U
∂u1
∂x1
+ u2U
′ = − ∂p
∂x1
+
1
Re
∇2u1, (3.11)
∂u2
∂t
+ U
∂u2
∂x1
= − ∂p
∂x2
+
1
Re
∇2u2, (3.12)
∂u3
∂t
+ U
∂u3
∂x1
= − ∂p
∂x3
+
1
Re
∇2u3, (3.13)
∂ui
∂xi
=
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0, (3.14)
where primes denote derivatives with respect to the cross stream coordinate, x2.
The first three equations are the linearized momentum equation, and the fourth the
continuity equation. Taking the divergence of the linearized momentum equations
and making appropriate substitutions into the continuity equation we get a Poisson
equation for the perturbation pressure,
∇2p = −2U ′∂u2
∂x1
. (3.15)
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This equation may be used with the equation describing the linearized momentum
for the cross stream coordinate to eliminate p, thus giving an equation for the normal
velocity perturbation, u2. To do this, one takes the ∇2 of the linearized momentum
for the cross stream coordinate, with special care when applying the Laplacian
operator to the convective term, U ∂u2
∂x1
, we arrive at an equation describing the
evolution of the wall normal velocity, u2,{
(
∂
∂t
+ U
∂
∂x1
)∇2 − U ′′ ∂
∂x1
− 1
Re
∇4
}
u2 = 0. (3.16)
A second equation is needed to fully describe the evolution of the three dimensional
flow field, and this conveniently involves the wall normal vorticity,
η =
∂u1
∂x3
− ∂u3
∂x1
, (3.17)
which satisfies
{
∂
∂t
+ U
∂
∂x1
− 1
Re
∇2
}
η = −U ′∂u2
∂x3
. (3.18)
Together, the pair of equations, 3.16 and 3.18, are known as the wall normal velocity-
vorticity formulation, and with appropriate boundary conditions in the far field, and
solid walls,
u2 = u
′
2 = η = 0, (3.19)
and initial conditions,
u2(x1, x2, x3, t = 0) = u
0
2(x1, x2, x3), (3.20)
η(x1, x2, x3, t = 0) = η
0(x1, x2, x3), (3.21)
form a complete description of flow evolution, in both space and time, for an arbi-
trary disturbance.
3.2.1.2 Orr-Sommerfeld and Squire Equations
We introduce wavelike solutions of the form
u2(x1, x2, x3, t) = uˆ2(x2) exp {i(αx1 + βx3 − λt)} , (3.22)
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η(x1, x2, x3, t) = ηˆ(x2) exp {i(αx1 + βx3 − λt)} , (3.23)
where α and β are the stream-wise and span-wise wave numbers, and λ the fre-
quency.
At this point, we may choose to study the spatial or temporal growth of the dis-
turbances. In a spatial analysis the frequency is real and given whilst the wave
numbers are assumed complex and solved for, the perturbations can thus grow in
space. Conversely, in temporal analysis the wave numbers are real and given whilst
the frequency λ is assumed complex and solved for, the wavelike solutions can there-
fore grow in time rather than space. The definitions of stability defined thus far
assume a temporal growth analysis. For disturbances generated at a fixed spatial
point, temporal growth analysis is inappropriate and the definitions of stability must
be adjusted accordingly. In such a case one is interested in the spatial growth of
a disturbance, downstream of the generator. Such a disturbance is defined unsta-
ble when growing without bound, such that its amplitude tends to infinity in the
downstream direction. Formally, it is more difficult to define spatial stability and
our focus will thus be temporal. That is, we assume real wave numbers, α and β,
and complex frequency λ.
Introducing the above representations into the velocity-vorticity formulation results
in coupled evolution equations for uˆ2(x2) and ηˆ(x2),{
(−iλ+ iαU)(D2 − k2)− iαU ′′ − 1
Re
(D2 − k2)2
}
uˆ2 = 0, (3.24)
{
(−iλ+ iαU)− 1
Re
(D2 − k2)
}
ηˆ = −iβU ′uˆ2, (3.25)
where Dm denotes an mth order derivative operator, with derivatives taken in the
cross-stream direction, and k2 = α2 + β2. Boundary conditions, uˆ2 = Duˆ2 = ηˆ =
0 in the free stream and at solid walls complete the system. The first of these
equations, for the wall normal velocity, is the well known Orr-Sommerfeld equation
[54], [82] and the second, for the wall normal vorticity, is the Squire equation [83].
We consider the temporal problem where the spatial wave numbers, α and β, are
assumed real and are known, and the frequency λ is generally complex valued. In
the modal problem, λ will appear as an eigenvalue in the Orr-Sommerfeld equation,
with associated complex eigenfunction (uˆ2, ηˆ2). Inspecting the system more closely,
the Orr-Sommerfeld equation is evidently homogeneous whilst the vorticity solutions
of the Squire equation are forced by the Orr-Sommerfeld solutions.
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The solutions to the Orr-Sommerfeld and Squire equations can be divided into two
distinct classes of eigen-solutions. The first set comprises the Orr-Sommerfeld (OS)
modes, which we denote as
{uˆ2n, ηˆpn, λn}Nn=1 , (3.26)
where (uˆ2n, λn) are the eigen-solutions of the homogeneous Orr-Sommerfeld equa-
tion, and ηˆpn are the forced eigen-solutions of the Squire equation, when one inserts
uˆ2n on the right-hand side. The symbol ηˆ
p
n, for the vorticity component of the OS
mode, emphasises that it is equivalent to a particular, or forced, solution of the
Squire equation. The second set of eigen-modes is the Squire (SQ) set,
{uˆ2m = 0, ηˆm, λm}Mm=1 . (3.27)
That is the set where the solution of the Orr-Sommerfeld equation is exactly zero and
the Squire equation becomes homogeneous. It should be noted that the eigenvalues
of the OS set, λn, are generally different to those of the SQ set, λm.
3.2.1.3 Squire’s Theorem
Rather than consider the complex frequencies, λ, one may consider the complex
phase speed, c = λ
α
, which results in a slightly modified OS equation,
(U − c)(D2 − k2)uˆ2 − U ′′uˆ2 − 1
iαRe
(D2 − k2)2uˆ2 = 0, (3.28)
Squire’s transformation is found by considering the two dimensional case, where
β = 0, that is
(U − c)(D2 − α22D)uˆ2 − U ′′uˆ2 −
1
iα2DRe2D
(D2 − α22D)2uˆ2 = 0, (3.29)
Comparing the two and three dimensional equations, it is clear that identical solu-
tions are obtained if
α2D = k =
√
α2 + β2, (3.30)
α2DRe2D = αRe. (3.31)
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From which it is evident that
Re2D =
α√
α2 + β2
Re < Re, (3.32)
which states that each three dimensional OS mode corresponds to a two dimensional
OS mode at lower Reynolds number, naturally leading to Squire’s theorem.
Theorem: Squire’s Theorem
If ReL is the critical Reynolds number for the onset of linear instability, for a given
α and β, then the Reynolds number, Rec, below which no exponential instability
exists, for any combination of wave numbers, satisfies
Rec := min
α,β
ReL(α, β) = min
α
ReL(α, 0). (3.33)
The theorem implies that parallel shear flows first become unstable to two-dimensional
wavelike perturbations, at a Reynolds number less than that for which an unstable
three dimensional perturbation appears. The proof follows logically from Squire’s
theorem, which states that if a three dimensional mode is unstable, there exists
a two dimensional mode which is unstable at a lower Reynolds number. It must
be stressed that Squire’s theorem applies only to the modal problem, and thus
asymptotic instability. When we later review transient effects, we will show that
three dimensional disturbances can exhibit greater transient growth than their two
dimensional counterparts.
3.2.1.4 Vector Modes
Rather than consider the OS and SQ modes separately, it is more convenient, for
algebraic manipulation, to consider a single system. Let qˆ = (uˆ2, ηˆ)
T be the vector
of wall normal velocity and vorticity modes. Then the OS and SQ equations can be
written in a compact matrix form,
−iλ
(
(K2 −D2) 0
0 I
)(
uˆ2
ηˆ
)
+
(
LOS 0
iβU ′ LSQ
)(
uˆ2
ηˆ
)
= 0, (3.34)
where LOS = iαU(K
2 − D2) + iαU ′′ + 1
Re
(K2 − D2)2 is the fourth order Orr-
Sommerfeld operator, LSQ = iαU− 1Re(D2−K2) is the second order Squire operator,
and iβU ′ the coupling operator, where α and β denote the stream-wise and span-
wise wave numbers. Further, D = ∂x2 is a differential operator, K
2 = (α2 + β2)I,
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and primes denote derivatives with respect to x2. Clearly, the OS modes drive the
Squire equation, unless β or uˆ2 are exactly zero.
As before, the complete system of eigenfunctions can be divided into OS modes,
(uˆ2, ηˆ
p)T and SQ modes, (0, ηˆ)T . It should be noted that both sets of modes are
formally eigen-solutions of the complete system, and it is only due to the zero off
diagonal term, that is when uˆ2 = 0, that they can be divided into two distinct
families. In more compact form, the equations read
(L−1R− iλI)qˆ = (L1 − iλI)qˆ = 0, (3.35)
where L and R are the left and right matrices of the above formulation.
It is clear that this formulation is an eigenvalue problem for the complex frequencies,
λ, corresponding to eigenvalues of the discretised operator L1 = L
−1R. These
eigenvalues describe the asymptotic stability of the flow, where an eigenvalue with
positive imaginary part describes a mode growing exponentially in time. Such a
mode is deemed asymptotically unstable.
3.2.2 Spectra
Here we briefly present the idea of a spectrum in a more abstract setting, before
returning to the subject at hand. Eigenvalues are among the most common tools of
applied mathematics, finding application not only in fluid mechanics but a diverse
range of fields, such as acoustics, control theory, economics, functional analysis,
Markov chains, matrix iterations, partial differential equations, quantum mechanics
and vibrational analysis. In the context of matrices, let A be an N × N matrix
with complex coefficients, A ∈ CN×N , let v ∈ CN and let λ ∈ C. Then v is an
eigenvector and λ an eigenvalue of A if Av = λv. Even if A is real, its eigenvalues
are generally complex, unless A is self-adjoint. The full set of eigenvalues is called
the spectrum of A, and is a non empty subset of the complex plane, C, which can
equivalently be defined as the set of points, z, for which the resolvent (z − A)−1
does not exist. Where we use (z − A)−1 to mean (zI − A)−1, and I denotes the
identity matrix. The definition below summarises these ideas.
Definition 1: spectra
The spectra of A ∈ CN×N is the set Λ(A) = {z ∈ C, ||(z −A)−1|| =∞}.
The matrix (z −A)−1 is known as the resolvent of A at z, and the spectra is the
set of points in the complex plane for which the resolvent is singular.
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Most matrices possess a complete set of eigenvectors, that is a set of N linearly
independent eigenvectors, each satisfying Avi = λivi. If matrix A has distinct
eigenvalues, then it is certain to have a complete set of unique eigenvectors. A matrix
with a complete set of eigenvectors is said to be non-defective, or diagonalizable.
If V is the matrix whose ith column vectors is the ith eigenvector of A, vi, then
AV = VΛ, where Λ is the diagonal matrix of eigenvalues. Since the eigenvectors
are linearly independent, matrix V is invertible and it follows that A is indeed
diagonalizable, A = VΛV−1.
Whilst we have taken A to be a matrix, we could alternatively consider a more
general linear operator, such as an infinite matrix or differential operator. In fact,
matrix eigenvalue problems often arise from discretization of linear operators. The
spectrum of a closed operator, defined on a Banach or Hilbert space, is defined as
the set of complex numbers for which the resolvent does not exist as a bounded
operator defined on the whole space. In this case one considers eigenfunctions,
rather than eigenvectors, but the definitions do not change. Whilst nuances exist,
the distinctions between discrete and continuous spectra is of little concern in the
problems we consider in this thesis.
The use of eigenvalues is vast, allowing for diagonalization, separation of variables
and asymptotic stability analysis. Furthermore, eigenvalues give character to a
matrix, allowing one to take the abstraction of a matrix and portray it pictorially.
We, in hydrodynamic stability analysis, are often faced with problems for which
eigenvalue methods fail. These problems are characterised by matrices for which
the matrix V−1, if it exists, contains very large entries, ||V||||V−1|| >> 1. To be
more precise, the preceding condition should hold for any eigenvector matrix, not
only one whose columns are poorly scaled. The condition depends on the choice
of norm, ||.||, and we will predominantly be concerned with the 2-norm, which
corresponds mathematically to formulations in a Hilbert space, and physically to
some measure of energy. If the condition ||V||||V−1|| >> 1 does indeed exist,
then we say that matrix A is far from normal, and equivalently its eigenvectors
are far from normal. At the other extreme exist normal matrices with a complete
set of orthogonal eigenvectors, such as real symmetric and Hermitian matrices. In
this case, if one normalises each of the eigenvectors, such that ||vj||2 = 1, then
||V||2 = ||V−1||2 = 1 and ||V||2||V−1||2 = 1. In this norm, it is the non-normal
matrices for which eigenvalue analysis may fail. The scalar ||V||2||V−1||2 is termed
the condition number of V, and is effectively the ratio of the largest and smallest
singular values of the eigenvector matrix. The condition number can theoretically
49
take any value from one to infinity, with one implying a normal matrix and greater
values indicating a greater degree of non-normality.
3.2.2.1 Spectra of the Orr-Sommerfeld and Squire Operator
Below, in figure 3.1, we plot the spectrum for plane Poiseuille flow, at stream-wise
and span-wise wave-numbers of 1.02 and 0.0 respectively, and Reynolds numbers of
both 1000 (left) and 6000 (right).
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Figure 3.1: Spectrum of plane Poiseuille flow, α = 1.02, β = 0.0, Re = 1000 (left), Re = 6000
(right).
In the leftmost sub-plot, it is observed that all eigenvalues sit in the lower half of
the complex plane, and the flow is thus stable at this Reynolds number. In contrast,
at a Reynolds number of 6000 there is one unstable eigenvalue which protrudes into
the upper half of the complex plane. This unstable mode is termed a Tollmien-
Schlichting wave [85] [74], in honour of the researchers who discovered that the
Orr-Sommerfeld equation has unstable inflexionless disturbances.
In the right sub-plot the eigenvalues have been split into three distinct groups,
namely the A, P and S branches, in accordance with Mack [46], with <(λ) → 0
along the A branch, <(λ) → 1 along the P branch, and <(λ) ≈ 2
3
along the S
branch. Below, in figure 3.2, we plot Orr-Sommerfeld wall normal modes which
are representative of each distinct branch, the left, centre and right sub-plots cor-
responding to A, P and S branch modes respectively.
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Figure 3.2: Wall normal velocity modes from A (left), P (centre) and S (right) branch of plane
Poiseuille spectrum, α = 1.02, β = 0.0, Re = 6000.
As depicted, eigenfunctions from the A branch are characterised by large variations
in the vicinity of the wall whilst those from the P branch have much greater vari-
ations in the central channel region, and these modes are thus commonly termed
wall and centre modes respectively.
3.2.3 Chebyshev Spectral Methods and Discretization of
the Orr-Sommerfeld Equation
Spectral methods [27] [10], developed in a series of papers by Orszag starting in
1969 [56], are a class of numerical techniques used in applied mathematics and
scientific computing to solve differential equations. The idea is to write the general
solution to the differential equation as an expansion with global basis functions,
such as a Fourier series which is simply a sum of sinusoids. The objective is to then
determine the expansion coefficients which satisfy the differential equation in some
optimal sense. The coefficients may be determined by collocation, Galerkin or Tau
methods.
Spectral methods are similar to finite element methods, but, unlike finite element
methods, spectral methods adopt global basis functions which are non-zero over the
whole domain, whilst finite element methods use basis functions that are non-zero
only on small sub-domains. For this reason, spectral methods have excellent error
properties, with exponential convergence when the solution is smooth. In general,
spectral techniques are computationally cheaper but become less accurate for prob-
lems with complex geometries, which is a consequence of the Gibbs phenomenon.
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Spectral methods can solve ordinary differential equations (ODEs), partial differen-
tial equations (PDEs) and eigenvalue problems. When applied to time-dependent
PDEs, the expansion coefficients are assumed time-dependent, and when substi-
tuted into the PDE yields a system of ODEs, in time, for the coefficients which can
be solved using any numerical method for ODEs, such as collocation techniques.
Eigenvalue problems for ODEs are similarly converted to matrix eigenvalue prob-
lems.
Chebyshev polynomials can be defined in many ways, such as with trigonometric
functions,
Tn(x2) = cos(n cos
−1(x2)), (3.36)
or as solutions of the singular Sturm-Liouville problem,
d
dx2
(√
1− x22
d
dx2
Tn(x2)
)
+
n2√
1− x22
Tn(x2) = 0, (3.37)
or recursively,
Tn+1(x2) = 2Tn(x2)− Tn−1(x2), (3.38)
with T0(x2) = 1 and T1(x2) = x2.
For numerical reasons, we will adopt the trigonometric representation.
The Chebyshev polynomials are orthogonal with respect to the weight 1√
1−x22
,
∫ 1
−1
Tn(x2)Tm(x2)√
1− x22
dx2 = Cnδmn, (3.39)
where C0 = pi, Cn =
pi
2
,∀n > 0.
We use the Chebyshev polynomials to expand a dependent variable with a spectral
expansion of the form
f(x2) =
Nc∑
n=0
anTn(x2), (3.40)
and evaluate at the Gauss-Lobatto points,
xj2 = cos(
jpi
Nc
), (3.41)
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where Nc denotes the number of collocation points. Discretization of differential
equations requires discretization of derivatives, which can also be expressed in terms
of the Chebyshev polynomials, and computed via a recurrence relation,
T
(k)
0 (x
j
2) = 0, (3.42)
T
(k)
1 (x
j
2) = T
(k−1)
0 (x
j
2), (3.43)
T
(k)
2 (x
j
2) = 4T
(k−1)
1 (x
j
2), (3.44)
T (k)n (x
j
2) = 2nT
(k−1)
n−1 (x
j
2) +
n
n− 1T
(k)
n−1(x
j
2), ∀n > 2, (3.45)
where superscript k > 0 denotes the order of the derivative, with respect to the
inhomogeneous coordinate, x2.
Scalar products require integration of functions, which are evaluated with quadra-
ture,
∫ 1
−1
f(x2)dx2 =
Nc∑
j=0
f(xj2)W (x
j
2), (3.46)
where W (xj2) is the Chebyshev integration weight function, which is found as follows
f(x2) =
Nc∑
n=0
anTn(x2) =
Nc∑
n=0
cnTn(x2)
Nc∑
j=0
bj
Nc
f(xj2)Tn(x
j
2). (3.47)
Integrating,
∫ 1
−1
f(x2)dx2 =
Nc∑
j=0
bj
Nc
f(xj2)
Nc∑
n=0
cnTn(x
j
2)
∫ 1
−1
Tn(x2)dx2. (3.48)
Noting that
∫ 1
−1
Tn(x2)dx2 =
2
1− n2 , ∀ n even, (3.49)
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we have
W (xj2) =
bj
Nc
{
2 +
Nc∑
n=2
cn
1 + (−1)n
1− n2 cos
(
njpi
Nc
)}
. (3.50)
3.2.4 Discretization of the Orr-Sommerfeld Equation
Here, we discretize the OS equation, using a spectral collocation method based
upon the Chebyshev polynomials. The method is highly accurate and simple to
implement.
The OS equation reads
(
−Uk2 − U ′′ − k
4
iαRe
)
uˆ2 +
(
U +
2k2
iαRe
)
D2uˆ2 − 1
iαRe
D4uˆ2 = c(D
2 − k2)uˆ2.
(3.51)
Expanding the eigenfunctions
uˆ2(x2) =
Nc∑
n=0
anTn(x2), (3.52)
and obtaining derivatives by differentiating the expansion, for instance
D2uˆ2(x2) =
Nc∑
n=0
anT
′′
n (x2), (3.53)
we get
(
−U(x2)k2 − U ′′(x2)− k
4
iαRe
) Nc∑
n=0
anTn(x2) +
(
U(x2) +
2k2
iαRe
) Nc∑
n=0
anT
′′
n (x2)−
1
iαRe
Nc∑
n=0
anT
′′′′
n (x2) = c
(
Nc∑
n=0
anT
′′
n (x2)− k2
Nc∑
n=0
anTn(x2)
)
,
with discretised boundary conditions,
Nc∑
n=0
anTn(1) = 0, (3.54)
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Nc∑
n=0
anTn(−1) = 0, (3.55)
Nc∑
n=0
anT
′
n(1) = 0, (3.56)
Nc∑
n=0
anT
′
n(−1) = 0. (3.57)
We require that the system of equations be satisfied at the Gauss-Lobatto colloca-
tion points, allowing us to use the recursive relation for the evaluation of derivatives,
and leading to a generalised eigenvalue problem,
Aa = cBa. (3.58)
Using the first, second, penultimate and last rows to implement the four boundary
conditions, the matrix B reads
B =

T0(1) T1(1) . . .
T ′0(1) T
′
1(1) . . .
T ′′0 (x
2
2)− k2T0(x22) T ′′1 (x22)− k2T1(x22) . . .
...
...
...
T ′′0 (x
Nc−2
2 )− k2T0(xNc−22 ) T ′′1 (xNc−22 )− k2T1(xNc−22 ) . . .
T ′0(1) T
′
1(1) . . .
T0(1) T1(1) . . .

. (3.59)
MatrixA follows from the left hand side of the discretised OS equation, but the rows
in A corresponding to the boundary conditions are chosen to be a complex multiple
of the corresponding rows in B. Careful selection of this multiple ensures that
spurious modes, associated with the implementation of the boundary conditions,
can be mapped to an arbitrary location in the complex plane [75].
3.2.4.1 The Energy Norm Weight Matrix
Here, we formulate the energy weight matrix, which allows us to compute the energy
norm as a weighted 2-norm of the Chebyshev coefficients. First, we define the
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perturbation energy,
||q(x2)||2E =
∫ 1
−1
(|u′2(x2)|2 + k2|u2(x2)|2 + |η(x2)|2)dx2, (3.60)
using Chebyshev polynomials, we have
||q(x2)||2E =
Nc∑
i=0
Nc∑
j=0
∫ 1
−1
Ti(x2)Tj(x2)dx2
{
k2u2
∗
iu2j + η
∗
i ηj +
Nc∑
n=0
Nc∑
m=0
DniDmju2
∗
nu2m
}
= u∗2(k
2C + D∗CD)u2 + η∗Cη = (u2∗,η∗)M(u2∗,η∗)T ,
where
M =
(
k2C + D∗CD 0
0 C
)
, (3.61)
is the energy weight matrix, D is the Chebyshev derivative matrix, u2 and η are
vectors of Chebyshev coefficients for the wall normal velocity and vorticity, and
the matrix C has components Cij =
∫ 1
−1 Ti(x2)Tj(x2)dx2, where Ti(x2) are the
Chebyshev polynomials,
Cij =
∫ 1
−1
Ti(x2)Tj(x2)dx2 =
0, if i+ j odd1
1−(i+j)2 +
1
1−(1−j)2 , if i+ j even
. (3.62)
The matrices are Hermitian and can therefore be factored, k2C + D∗CD = E∗vEv,
C = E∗ηEη, and we therefore have
||q(x2)||2E = u∗2E∗vEvu2 + η∗E∗ηEηη = (Fa)∗(Fa) = ||Fa||22, (3.63)
where a = (u2,η)
t is the vector of Chebyshev coefficients, and F is the matrix we
set out to formulate
F =
(
Ev 0
0 Eη
)
. (3.64)
The sub-matrices, Ev and En, can be computed from a singular value decomposition
(SVD) of D∗CD + k2C and C respectively. For instance, noting C is positive
definite we can compute the SVD, C = USV∗, where U and V contain the right
and left singular vectors, and S is the diagonal matrix of singular values. Further,
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since C is symmetric we must have U = V, hence C = USU∗ = U
√
S∗
√
SU∗ =
(
√
SU∗)∗(
√
SU∗) = Eη∗Eη.
3.2.5 Sensitivity of Eigenvalues
Traditionally, hydrodynamic stability is investigated from a modal perspective,
which amounts to eigenvalue analysis. That is, the system is perturbed about
the mean state, then linearized before searching for unstable modes which grow
exponentially in time. Naturally, one expects that a flow will behave unstably if
and only if there exists such a growing mode, and much has been learned from such
analyses, stable and unstable flows have been identified and distinctions made upon
geometry, Reynolds and wave numbers.
For some flows, those whose instabilities are driven by thermal and centrifugal forces,
such as Rayleigh-Bernard convection and Taylor-Couette flows, modal predictions
match experimental results very well. However, eigenvalue analysis often fails to
match experiments when flows are driven by shear forces, such as plane Poiseuille
flow, which is a flow with a parabolic profile between flat stationary plates, and the
Blasius boundary layer, which is the flow over a single infinite flat plate.
For the Poiseuille flow, modal analysis suggests a critical Reynolds number of 5772,
yet transition has been observed in experiments at Reynolds numbers as low as
1000. Another interesting discrepancy arises in the case of Couette flow, which is a
linear flow profile between flat plates, one moving relative to the other. The plane
Couette flow is predicted eigenvalue stable at all Reynolds numbers, yet instability
has been observed at Reynolds numbers of only 350 [87]. Such abnormalities have
long been known, and traditionally were attributed to a failure in the linearisation
step, arguments thus following to inspect the non-linear terms more stringently [4].
A more modern explanation of the phenomenon finds its roots in linear algebra.
If all roots of a linear system are both distinct and located in the lower complex
half-plane, inputs to that system may still be amplified by arbitrarily large factors
when eigenfunctions are not orthogonal. Such a matrix operator, with non orthog-
onal eigenfunctions, is termed non-normal whilst those with an orthogonal set of
eigenfunctions are called normal [39]. We will here review two common techniques
for measuring eigenvalue sensitivity, adjoints and pseudospectra.
3.2.5.1 Adjoint Problem
In order to define eigenvalue sensitivity, it will be convenient to possess a set of
eigenvectors which are orthogonal to the OSSQ eigenvectors, such that each eigen-
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vector is orthogonal to all but one eigenvector of the discretised OSSQ operator.
The eigenvalue problem with such a solution is termed the adjoint problem. If
(L1 − iλjI)qˆj = 0 (3.65)
represents the direct problem with eigenvalue λj and eigenvector qˆj , then
(L+1 − iλ+j I)qˆj+ = 0 (3.66)
represents the adjoint eigenvalue problem with eigenvalue λ+j and eigenvector qˆj
+.
The adjoint matrix L+1 can be derived from an inner product and our choice of
energy norm. That is
< L+1 qˆj
+, qˆj >E=< qˆj
+,L1qˆj >E . (3.67)
Using the energy norm weight matrix, M = FHF, we have
(L+1 qˆj
+)HMqˆj = qˆj
+HML1qˆj , (3.68)
from which it follows that the adjoint matrix may be written as
L+1 = M
−1LH1 M. (3.69)
Given our eigenvalue problem
(L1 − iλjI)qˆj = 0, (3.70)
we wish to quantify the change δλj induced by a modification operator δL1 of norm
much less than one. That is, we wish to solve δλj when
(L1 + δL1 − i(λj + δλj)I)(qˆj + δqˆj) = 0. (3.71)
Dropping terms of quadratic order or higher and simplifying, we have
(L1 − λjI)δqˆj + (δL1 − δλjI)qˆj = 0. (3.72)
Taking an inner product with the adjoint eigenvector qˆj
+ in the energy-norm leads
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to an expression for δλj , we have
< qˆj
+, (L1 − λjI)δqˆj >E= − < qˆj+, (δL1 − δλjI)qˆj >E . (3.73)
Noting < qˆj
+, (L1 − λjI)δqˆj >E=< (L1+ − λ+j I)qˆj+, δqˆj >E, and by definition
(L1
+ − λ+j I)qˆj+ = 0, we see that the first term on the left is zero and we are
therefore left with
δλj =
< qˆj
+, δL1qˆj >E
< qˆj
+, qˆj >E
=< qˆj
+, δL1qˆj >E, (3.74)
where it is assumed that the eigenvectors are appropriately normalised. The ex-
pression can be bounded,
|δλj| ≤ ||qˆj+||E||δL1||E||qˆj||E = ||Fqˆj+||2||FδL1F−1||2||Fqˆj||2, (3.75)
where subscript E and 2 denote the energy and two norm respectively. The quantity
||qˆj+||E||qˆj||E appears as a proportionality constant between the norm of the per-
turbation and the size of the deviation in the eigenvalue, and is therefore interpreted
as the sensitivity, which is a property of the stability operator.
3.2.5.2 Pseudospectra
In this section we briefly outline the theory of pseudospectra [86], which are very
useful for analysing the sensitivity of dynamical systems which are governed by non-
normal operators, such as the OS-SQ system in which we are primarily interested.
We list a number of theorems and definitions, which will be invaluable in our later
analyses. Unless stated otherwise, the definitions are taken from the extensive
review of Trefethen [86].
3.2.5.3 Pseudospectra of Matrices
Definition 2: -pseudospectra
The -pseudospectra of A ∈ CN×N is the set Λ(A), with the equivalent definitions:
(i) Λ(A) = {z ∈ C, ||(z −A)−1|| > −1}.
(ii) Λ(A) = Λ(A + E), ∀ E ∈ CN×N with ||E|| < .
Assuming the norm of interest is the 2-norm, ||.|| = ||.||2, then the norm of a matrix
is simply its largest singular value, and we have a third definition:
(iii) Λ(A) = {z ∈ C, smin(z −A) < }, where smin(z − A) denotes the smallest
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singular value of (z −A).
Definition 2 presents a number of different ways of thinking about pseudospectra.
From definition 2.i, the -pseudospectra can be understood as the open subset of the
complex plane bounded by the −1 level curve of the resolvent norm, which is the
set of complex numbers z for which the resolvent norm at z is large, larger then −1.
The second definition, 2.ii, of the -pseudospectra has a much clearer connection
with eigenvalue perturbation theory, showing the -pseudospectra to be the set of
eigenvalues of some perturbed matrix A + E, with ||E|| <  . From these defini-
tions, it is evident that the pseudospectra associated with various  form nested sets
such that Λ1(A) ⊆ Λ2(A), ∀ 1 < 2, and Λ(A) = ∩>0Λ(A). The third definition
provides a convenient method for numerical computation of the pseudospectra, one
can create a mesh in the complex plane, compute the smallest singular value of the
resolvent norm at each point, and construct a contour plot.
Definition 3: -pseudospectra for generalised eigenvalue problems
If A, B are square matrices, and B is non singular, then the -pseudospectra for
the matrix pencil A− λB is Λ(A,B) = Λ(B−1A).
Definition 4: spectral abscissa, -pseudospectral abscissa
The spectral abscissa of A ∈ CN×N , α(A) = sup
λ∈Λ(A)
<(λ).
The -pseudospectral abscissa of A ∈ CNxN , α(A) = sup
λ∈Λ(A)
<(λ).
Definition 5: spectral radius, -pseudospectral radius
The spectral radius of A ∈ CN×N , ρ(A) = sup
λ∈Λ(A)
abs(λ).
The -pseudospectral radius of A ∈ CN×N , ρ(A) = sup
λ∈Λ(A)
abs(λ).
Definition 6: numerical range
The numerical range, also called the field of values, of A ∈ CN×N is the set of
Rayleigh quotients, W (A) =
{
x∗Ax : x ∈ CN , ||x|| = 1}.
The numerical range is the closed, convex subset of CN containing the convex hull
of the spectrum Λ(A). Further, if A is normal, then the numerical range is exactly
equal to the convex hull of the spectrum.
Definition 7: numerical abscissa
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The numerical abscissa of A ∈ CN×N , ω(A) = sup
z∈W (A)
<(z)
Definitions four to seven are useful in estimating the behaviour of the norm of
the matrix exponential, || exp {tA} ||, which will be very convenient when we con-
sider the transient problem. The initial, transient and asymptotic behaviour of
|| exp {tA} || are quite different. Furthermore, it can be shown that the numerical
abscissa, pseudospectra and spectral abscissa determine the initial, transient and
asymptotic behaviour respectively.
More specifically, imagine a discretised operator, A, describing the dynamics of
some vector, u, such that ∂u
∂t
= Au, and hence u(t) = exp {At}u(0). Then ||u(t)||||u(0)|| =
|| exp {tA} || tells us something about the growth of the solution. Taking the limit,
t→∞, one ordinarily expects the spectrum to be the decisive factor. In fact,
lim
t→∞
t−1 log || exp {tA} || = α(A), (3.76)
holds for any matrix, and it is thus the spectral abscissa that determines the asymp-
totic behaviour.
Conversely, one may consider the limit, t→ 0, and find that,
d
dt
|| exp {tA} |||t=0 = lim
t↓0
t−1 log || exp {tA} || = ω(A). (3.77)
That is, the numerical abscissa determines the initial response, or more specifically
the slope.
The degree of normality of a matrix is related to the degree of linear indepen-
dence of its eigenvectors. A matrix , A, is normal if it is unitarily diagonalizable,
A = UDU∗, where U is a unitary matrix whose columns are the orthonormal eigen-
vectors of A and D is a diagonal matrix of eigenvalues. The following two theorems
are taken from the review of Trefethen [86].
Theorem 1: pseudospectra of a normal matrix
Let ∆ be an open ball of radius , then for any A ∈ CN×N ,
Λ(A) ⊇ Λ(A) + ∆.
If A is normal (unitary diagonalizable), and ||.|| = ||.||2, then
Λ(A) = Λ(A) + ∆.
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For a normal matrix, the -pseudospectra is just the union of  balls about the
eigenvalues. Normal matrices are rather insensitive to perturbations, and the de-
gree of normality is thus an indicator of sensitivity. Suppose that A is not neces-
sarily normal, but has a set of linearly independent eigenvectors and is thus diag-
onalizable, A = VDV−1, then the condition number of the basis of eigenvectors,
K(A) = ||V||2||V−1||2, characterises the degree of non normality. Denoting the
largest and smallest singular values as smax(V) and smin(V), the condition number
can be restated, K(A) = smax(V)
smin(V)
∈ [1,∞). The condition number for V upper
bounds the condition number of the individual eigenvalues of A, as described by
the Bauer-Fike theorem.
Theorem 2: Bauer-Fike theorem
Suppose A ∈ CN×N is diagonalizable, A = VDV−1. Then for each  > 0, with
||.|| = ||.||2,
Λ(A) + ∆ ⊆ Λ(A) ⊆ Λ(A) + ∆K(V).
We have established that the -pseudospectra of a matrix is the subset of complex
numbers which are eigenvalues of all complex matrices within a distance  of the
matrix. If the matrix has a certain structure, such as being symmetric, it is fitting
to allow only perturbed matrices with the same structure. That is, if the original
matrix has a certain structure, the perturbation must preserve the structure such
that the new matrix has the same structure as the original. In such a case, it
follows that the structured -pseudospectra is the subset of complex numbers which
are eigenvalues of all complex structured matrices within a distance  of the matrix.
When making a structured perturbation one may expect the spectrum to respond
differently. If we let struct denote some matrix structure, such as being symmetric
or Hermitian, it can be shown that the -pseudospectra associated with a structured
perturbation is a subset of the unstructured -pseudospectra. To be more precise,
let us define the structured -pseudospectra.
Definition 8: structured -pseudospectra
Letting M structC denote a complex matrix with a particular structure, struct, the
structured -pseudospectra of A ∈M structC is the set Λstruct (A), such that
Λstruct (A) = Λ(A + E), ∀ E with ||E|| <  and A + E ∈M structC .
Importantly, it can be shown that Λstruct (A) ⊆ Λ(A) [71]. Furthermore, when
the structure is symmetric, struct = sym, Λsym (A) = Λ(A) [71]. That is, the
structured -pseudospectra of a symmetric matrix is equal to the -pseudospectra of
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that matrix. To see this, it is convenient to make use of the distance to singularity.
Definition 9: distance to singularity
Given a non-singular matrix A ∈ CN×N , the distance to singularity, denoted d(A),
is defined as d(A) = min
{||∆A||; det(A + ∆A) = 0,∆A ∈ CN×N}.
Similarly,
Definition 10: structured distance to singularity
Letting M structC denote a complex matrix with a particular structure, struct, then
given a non-singular matrix A ∈M structC , the structured distance to singularity, de-
noted dstruct(A), is defined as dstruct(A) = min {||∆A||; det(A + ∆A) = 0,∆A ∈M structC }.
Noting that d(A) = smin(A) [28], and appealing to our Definition 2.iii, we see that
the -pseudospectra may be written as
Λ(A) = {z ∈ C, d(z −A) < } . (3.78)
Similarly,
Λstruct (A) =
{
z ∈ C, dstruct(z −A) < } . (3.79)
If A ∈M symC , then (z −A) ∈M symC preserves the symmetric structure. In order to
show that Λsym (A) = Λ(A), it suffices to show that d
sym(A) = d(A). That is, it
is sufficient to show that (A + ∆A)x = 0 for some x 6= 0 with ∆A symmetric and
d(A) = smin(A). Following Graillat [28], we show this to be true.
Let A ∈ M symC , then in accordance with the Takagi factorisation [35], we may
write A = UΣUT , where U is a unitary matrix and Σ a diagonal matrix of the
singular values of A. If y is the column of U corresponding to the smallest singular
value of A, then Ay∗ = smin(A)y, where y∗ denotes the complex conjugate of y.
Furthermore, there exists a symmetric matrix S with Sy∗ = y and ||S|| = 1 [70].
We can construct a symmetric matrix by letting ∆A = −smin(A)S. Then
(A + ∆A)y∗ = Ay∗ + ∆Ay∗ = smin(A)y − smin(A)y = 0. (3.80)
That is we have A + ∆A is singular where A ∈ M symC and ∆A ∈ M symC . Hence
Λsym (A) = Λ(A).
Whilst eigenvalues are able to locate normal matrices in the complex plane, non-
normal matrices cannot be pinned down so easily, and one must therefore appeal
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to the family of -pseudospectra, {Λ(A)}, to not only bound their location, but
indicate the sensitivity of their eigenvalues to perturbations. Having set forth the
fundamentals of pseudospectra, we next make the connection to hydrodynamic sta-
bility theory.
3.2.5.4 Pseudospectra of the Orr-Sommerfeld Operator
The central question in modal stability analysis has always been, do the eigenvalues
have positive imaginary part? If so, at least one exponentially growing pertur-
bation exists, and the flow is thus deemed asymptotically unstable. As already
alluded to, at sufficiently large Reynolds number many shear flows do indeed have
eigenvalues which protrude into the unstable region of the complex half plane. In
particular, we have seen that plane Poiseuille flow becomes asymptotically unstable
at a Reynolds number of 5772, at a stream-wise wave-number of around 1.02. At
any Reynolds number below this critical level, and any wave-number the flow is
predicted eigenvalue stable. However, this is where eigenvalue analysis breaks down
as it has long been known that plane Poiseuille flow can transition to instability at
Reynolds numbers far below the theoretical critical limit of 5772. If one considers
plane Poiseuille flow, at stream-wise wave-number 1.02 and Reynolds number 10000
(far exceeding the critical Reynolds number), one finds that modal analysis predicts
an instability growing at a rate ≈ exp(0.0037t), an exceptionally slow rate at such
a large Reynolds number. A perturbation growing at this rate would need to travel
many hundreds of channel widths downstream before growing by a mere factor of
ten. Whilst such a channel has likely never been created, transition to turbulence at
this Reynolds number is commonly observed in experiments. Clearly, the spectrum
alone is not sufficient to explain the behaviour of real fluid flows.
The pseudospectra of the Orr-Sommerfeld operator, studied at length by Reddy,
Schmid and Henningson [67], helps us to understand such phenomenon a little
better. Below, in figure 3.3, we plot the pseudospectra of plane Poiseuille flow at
the critical condition, that is Re = 5772 and α = 1.02.
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Figure 3.3: -pseudospectra of plane Poiseuille flow with log resolvent norm contours (contours
of log10 ), α = 1.02, β = 0.0, Re = 5772.
The most striking feature of the spectrum is the non-normality, which one observes
at the intersection of the Y branch. In this region, the eigenvalue problem is ex-
tremely ill conditioned where the resolvent norm can reach values of 106. We have
already seen that the condition number (in the 2-norm) at this Reynolds number
is exceptionally large and the eigenvalues are thus difficult to accurately compute.
They are deep inside the spectrum and the ill conditioning has little physical rele-
vance.
We note that the above definitions, outlined in this section, are dependent on a
particular choice of norm ||.||. It is convenient to compute the 2-norm, we therefore
require a means of transforming the norm of interest into the 2-norm, and such tools
will be outlined in 3.3.3.1.
3.3 Transient Analysis of the Viscous Problem
3.3.1 Introduction
In this section we return to the equations governing the evolution of small perturba-
tions. Rather than focus on the eigenvalue formulation, the equations are assessed
from the perspective of an initial value problem. Whilst this may appear, at first, to
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be a trivial matter of formalism, it actually significantly alters the way we charac-
terise the behaviour of disturbances. As previously alluded to by the pseudospectra,
such phenomenon are rooted in linear algebra. To be more precise, differences be-
tween modal and transient analysis are a consequence of a discretised operators
normality, or lack thereof.
To motivate the topic, we follow Schmid and Henningson [75]. Appealing to a
model problem, we aim to highlight the differences between a modal and non modal
analysis. Consider the problem
d
dt
(
u2
η
)
=
(
− 1
Re
0
1 − 2
Re
)(
u2
η
)
, (3.81)
with the initial conditions, u2(0) = u
0
2 and η(0) = η
0. The important feature here
is the non zero off diagonal term, which signifies that η is driven by u2. Noting the
eigenvalues of the system,
{− 1
Re
,− 2
Re
}
, we have the analytic solution
(
u2
η
)
=
(
1
Re
)
u02 exp
{
− t
Re
}
+
(
0
1
)
(η0 − u02Re) exp
{
− 2t
Re
}
. (3.82)
The eigenvalues alone suggest a time decaying solution, and would thus predict an
eigenvalue stable system. This is certainly true of the wall normal velocity, but one
must be a little more cautious when considering the vorticity component.
η(t) = η0 exp
{
− 2t
Re
}
+ u02Re
{
exp
{
− t
Re
}
− exp
{
− 2t
Re
}}
. (3.83)
Clearly, the evolution of the initial condition, η0, decays in time. However, the
second term, which represents the response due to driving by u2, can be shown to
exhibit transient growth. To see this, consider the Taylor expansion
u02Re
{
exp
{
− t
Re
}
− exp
{
− 2t
Re
}}
= u02Re
{ ∞∑
i=0
{
(−t)i
Rei
− (−2t)
i
Rei
}}
= u02t−
3u02
Re
t2 + . . . ,
which, for small values of t < O(Re), can exhibit algebraic growth. We thus see
that the superposition of decaying exponentials can generate short time algebraic,
or transient growth. This phenomenon is a consequence of normality, the governing
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matrix has non orthogonal eigenvectors,
q1 =
1√
1 +Re2
(
1
Re
)
, (3.84)
q2 =
(
0
1
)
. (3.85)
As the Reynolds number increases, eigenvectors one and two will align. Geometri-
cally, a general initial condition is represented by a superposition of the two eigen-
vectors, and the solution at all times is the vector superposition of these evolved
modes. Whilst the length of each mode decays, at high Reynolds number the an-
gle between the modes is very small and their superposition can actually increase
in length, before decaying exponentially, thus giving rise to the transient growth
phenomenon.
The preceding example should make it clear that eigenvalues, on their own, are
insufficient, and eigenvectors, or the angle between them, are of equal importance.
Spectral analysis alone cannot capture the full dynamics of a system governed by a
non-normal discretised operator. In what follows, we set forth a system of alterna-
tive tools, allowing one to detect transient effects and quantify short-time behaviour.
3.3.2 Viscous Initial Value Problem
3.3.2.1 Discrete Formulation
Returning to the Orr-Sommerfeld and Squire equations and, contrary to previous
explorations, making no assumption about the time dependency of solutions, we
have
{
(
∂
∂t
+ iαU)(D2 − k2)− iαU ′′ − 1
Re
(D2 − k2)2
}
uˆ2 = 0, (3.86)
{
(
∂
∂t
+ iαU)− 1
Re
(D2 − k2)
}
ηˆ = −iβU ′uˆ2, (3.87)
with the boundary conditions, at solid walls and in the far field, uˆ2 = Duˆ2 = ηˆ = 0.
To quantify the size of disturbances, we use the perturbation kinetic energy. Using
Parseval’s equality, this can be written in terms of the Fourier coefficients [29],
EV =
∫
α
∫
β
Edαdβ, (3.88)
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where E is the energy density in Fourier space,
E =
∫ 1
−1
|uˆ1|2 + |uˆ2|2 + |uˆ3|2dx2. (3.89)
Noting that we may map from primitive to wall normal variables,
uˆ1uˆ2
uˆ3
 =

iαD
k2
−βI
I 0
iβD
k2
−αI
(uˆ2
ηˆ
)
. (3.90)
We therefore have
E =
1
2k2
∫ 1
−1
(
uˆ2
ηˆ
)H (
(k2 −D2) 0
0 I
)(
uˆ2
ηˆ
)
dx2, (3.91)
which is effectively a weighted inner product. We hence have
EV =
∫
α
∫
β
1
2k2
∫ 1
−1
{|Duˆ2|2 + k2|uˆ2|2 + |ηˆ|2} dx2dαdβ. (3.92)
3.3.3 Transient Growth
The eigen-modes of the Orr-Sommerfeld and Squire system form a complete set,
and they can therefore be used to expand a general solution to the initial value
problem,
L
∂q
∂t
= Rq. (3.93)
Or equivalently,
∂q
∂t
= L−1Rq = L1q. (3.94)
In general, the solution to the Orr-Sommerfeld and Squire equations can be written
as q(x2, t) = exp(−iL1t)q(x2, 0). Since the eigenfunctions form a complete set,
we may expand the general solution, q(x2, t) =
∑∞
n=1 kn(0) exp(−iλnt)q˜n(x2) =∑∞
n=1 kn(t)q˜n(x2), where q˜n(x2) denotes the nth eigenfunction. Further, if we order
eigenvalues in descending imaginary part it is clear that terms for large n will be
negligible and we may approximate the solution with the k eigenfunctions with
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largest imaginary part, q(x2, t) ≈
∑k
n=1 kn(t)q˜n(x2). More formally, let Sk denote
the space spanned by the k eigenmodes with largest imaginary part,
Sk = span {q˜1(x2), ..., q˜k(x2)} . (3.95)
Then we can expand q ∈ Sk in the basis {q˜1(x2), ..., q˜k(x2)},
q(x2, t) =
k∑
n=1
kn(t)q˜n(x2),∀q ∈ Sk. (3.96)
Letting k(t) be the vector of coefficients, we can reformulate the initial value prob-
lem,
dk
dt
= −iΛk,∀Λ ∈ Ck×k,k ∈ Ck. (3.97)
And we then have k(t) = exp(−iΛt)k(0). The operator Λ is the projection of the
evolution operator, L1, onto the space Sk, which is effectively the diagonal matrix
whose elements are the k eigenvalues with largest imaginary part. Henceforth, we
can focus on the simplified initial value problem, describing the evolution of the
expansion coefficients in k, which are associated with both the Orr-Sommerfeld and
Squire modes.
It should be noted that this simplified version of the initial value problem assumes
both discrete eigenvalues and complete eigenvectors. The eigenvalue assumption is,
in fact, only true for flows whose domain is bounded in the wall normal direction.
For unbounded flows, such as the Blasius boundary layer, the spectrum comprises
both a continuous and a discrete component. However, for computational purposes,
it is often sufficient to use a discretised approximation to the continuous spectrum
when solutions to the initial value problem are required. Whilst the eigenvalues of
the discrete approximation may differ from their exact representation (especially
as the decay rate increases), Butler and Farrell [37] show that their sum correctly
describes the solution to the initial value problem.
However, one should ensure that computed results are independent of the continuous
approximation. To this end, one should compute the spectrum at various levels
of wall normal discretization, and ensure that the result does not depend on the
discretization parameter.
3.3.3.1 Energy Norm
To complete the transformation, from q to k, we must reformulate the scalar product
and its associated norm. For q1,q2 ∈ Sk,
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< q1,q2 >E =
1
k2
∫ 1
−1
q2
HLq1dx2
=
1
k2
∫ 1
−1
k∑
n2=1
(kn2q˜
n2
2 (x2))
HL
k∑
n1=1
kn1q˜
n1
1 (x2)dx2
=
1
k2
k∑
n1=1
k∑
n2=1
kHn2kn1
∫ 1
−1
q˜n22 (x2)
HLq˜1
n1(x2)dx2
= k2
HMk1,
where weight matrix M is both Hermitian and positive definite, with components,
Mij =
1
k2
∫ 1
−1
qj
HLqidx2. (3.98)
We can therefore factor M = FHF, and we have the inner product
< q1,q2 >E= k2
HMk1 = k2
HFHFk1 =< Fk1,Fk2 >2 . (3.99)
The energy norm of q ∈ Sk, then follows
< q,q >E= ||q||2E = ||Fk||22. (3.100)
And for matrices, B, the energy norm is induced by the vector norm,
||B||E = sup
q 6=0
||Bq||E
||q||E = supq 6=0
||FBq||2
||Fq||2
= sup
q 6=0
||FBF−1Fq||2
||Fq||2 = ||FBF
−1||2.
3.3.3.2 Optimal Growth
We now have the necessary tools to formulate the maximum amplification of initial
energy density, which we denote G(t). To do so, at each time step, we search for
the initial perturbation that maximises the short term, or transient, growth. More
formally,
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G(t) = sup
q 6=0
||q(t)||2E
||q(0)||2E
= sup
k(0)6=0
||Fk(t)||22
||Fk(0)||22
= sup
k(0)6=0
||Fexp {−iΛt}k(0)||22
||Fk(0)||22
= sup
Fk(0)6=0
||Fexp {−iΛt}F−1Fk(0)||22
||Fk(0)||22
= ||Fexp {−iΛt}F−1||22
= S2max(Fexp {−iΛt}F−1),
which is simply the square of the largest (principal) singular value of the matrix
Fexp {−iΛt}F−1. The time series, G(t), represents the maximum energy amplifi-
cation at each time, optimised over all possible initial conditions with unit energy
norm. It is worth noting that the initial condition that optimises the growth func-
tion may be different for different times. The curve should therefore be considered as
an envelope which upper bounds the energy amplification at all times. We plot ex-
amples of such curves below, in figure 3.4, for plane Poiseuille flow at wave numbers
α = 1.02, β = 0.0, and varying Reynolds numbers.
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Figure 3.4: Transient growth of plane Poiseuille flow, α = 1.02, β = 0.0.
As can be seen, transient growth is exhibited at all Reynolds numbers, but only
flows at Reynolds numbers of six and seven thousand show asymptotic instability,
as they continue to grow in time. This is expected as we know that the plane
Poiseuille flow is asymptotically unstable at Reynolds numbers exceeding 5772, at
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this particular wave-number combination.
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Chapter 4
Numerical Implementation and
Justification of Stochastic Model
4.1 Introduction and Assumptions
In this section we set out the deterministic formulation, introduce and justify our
source of stochasticity, and extend the deterministic equations to give the stochastic
formulation. There is a brief discussion on the formation of Latin Hypercubes, which
we will use in later chapters. In addition, we discuss the numerical implementation
and use a number of case studies to illustrate the identification of suitable levels of
discretization for both the physical and stochastic domains, along with a suitable
choice of polynomial chaos order. The case studies are naturally dependent on the
choice of flow type, wave-number pair and Reynolds number, and are only presented
as examples to demonstrate the process of selecting appropriate discretization levels.
To summarise, before going into the details, we select 200 collocation points for the
discretization of the physical domain, and this is selected for sufficient resolution of
the spectral modes as discussed in section 4.1.1.1. We select 4 and 12 dimensions
for discretization of the stochastic domain for processes with correlation lengths
of 0.50 and 0.10 respectively, and these are selected to give an error of less than
5 percent in the reconstruction of the correlation kernel, as discussed in section
4.3. In accordance with the case study in section 4.5, we select a polynomial chaos
order of 7. Finally, we note that it is optimal to use a tensor grid in low stochastic
dimension, a sparse grid in intermediate stochastic dimensions and an LHS grid in
high stochastic dimensions.
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4.1.1 Deterministic Formulation
We assume viscid, uniform, steady and incompressible 2D flow between parallel rigid
and impermeable plates, where we apply appropriate no-slip and no-penetration
conditions. We further assume an infinite plate length and span, both thus much
greater than the distance separating the plates. Although in general all fluids
flow three-dimensionally, with flow properties varying in all directions, the greatest
changes in this case are confined to two directions. The driving forces cause flow
in the down-stream direction, whilst variations in the cross-stream direction are a
consequence of the boundary conditions at the plates. In comparison, changes in the
span-wise direction are minimal and can be neglected, thus justifying the simplifying
assumption of 2D flow. Further, a constant cross-section justifies our uniform flow
assumption, whilst pressure changes are insufficient to induce variations in density,
thus justifying the incompressibility assumption.
We will be considering two channel flows, plane Poiseuille and plane Couette, as
described in the previous paragraph. We will also consider a Blasius boundary
layer later. The Poiseuille flow is driven by a pressure gradient in the direction of
the flow, and is retarded by viscous drag along both plates, such that these forces
are in balance. Such a flow could be created by a constant velocity profile at the
entrance, and we assume that we are sufficiently far downstream for the formation
of a steady uniform parabolic base profile. Conversely, the Couette flow is driven by
viscous forces, induced by tangential relative motion of the plates in the downstream
direction. Again, we assume we are sufficient far downstream to establish a uniform
steady linear base flow profile. With an infinite domain in the stream-wise and
span-wise directions, x1 and x3, and x2 ∈ [−1, 1] bounded by the plates, we have
the deterministic Poiseuille base flow, Ui(x2) = (1 − x22)δ1i ∀ x2 ∈ [−1, 1], and the
deterministic Couette flow Ui(x2) = x2δ1i ∀ x2 ∈ [−1, 1]. The base flow profile of the
Blasius boundary layer is not known explicitly, but can be found from the solution
of a non-linear ordinary differential equation.
An infinitesimal three-dimensional perturbation is added, of the from (x2, t) exp(iαx1+
iβx3), and the governing Navier-Stokes equations are linearized about the base flow.
If one further assumes an exponential dependency on time, (x2, t) = (x2) exp(−iλt),
the system is then reduced to the well known Orr-Sommerfeld and Squire (OSSQ)
equations for the wall normal velocity vorticity amplitudes,
−iλ
(
(K2 −D2) 0
0 I
)(
uˆ2
ηˆ
)
+
(
LOS 0
iβU ′ LSQ
)(
uˆ2
ηˆ
)
= 0, (4.1)
74
where LOS = iαU(K
2 − D2) + iαU ′′ + 1
Re
(K2 − D2)2 is the fourth order Orr-
Sommerfeld operator, LSQ = iαU− 1Re(D2−K2) is the second order Squire operator,
and iβU ′ the coupling operator. In more compact form, the equations read
(L−1R− iλI)qˆ = (L1 − iλI)qˆ = 0, (4.2)
where L and R are the left and right matrices of the above formulation. The Orr-
Sommerfeld operator is fourth order and requires four boundary conditions, whilst
the Squire operator is second order and requires two. No penetration at the solid
boundaries implies that the wall normal velocity perturbation be zero, uˆ2 = 0 at
x2 = ±1. Furthermore, no slip at the solid boundaries implies that the stream-wise
and span-wise velocities also be zero, uˆ1 = uˆ3 = 0 at x2 = ±1, which in turn implies
that the wall normal vorticity is zero, ηˆ = ∂uˆ1
∂x3
− ∂uˆ3
∂x1
= 0 at x2 = ±1. Finally,
coupling zero span-wise and stream-wise velocity perturbations at the wall with
the continuity condition gives ∂uˆ2
∂x2
= 0. The wall normal velocity uˆ2 and vorticity
amplitude ηˆ therefore satisfy the boundary conditions uˆ2 =
∂uˆ2
∂x2
= ηˆ = 0 at x2 = ±1.
4.1.1.1 Unresolved Modes and Discretization
Before proceeding with the stochastic formulation, one must first choose a suitable
discretization level for the physical domain. It can be observed that eigenfunc-
tions corresponding to eigenvalues along the S branch (figure 3.1) of the spectrum
become increasingly oscillatory with decreasing imaginary part. These highly os-
cillatory eigenfunctions can be resolved at one discretization level but not another,
and naturally require a greater level of discretization. Below, in figure 4.1, we plot
the spectrum of a deterministic plane Poiseuille flow, at α = 1, β = 0, Re = 12000
and varying levels of discretization.
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Figure 4.1: Insufficiently resolved Orr-Sommerfeld spectrum for deterministic plane Poiseuille
flow, α = 1.00, β = 0.00, Re = 12000, at discretization levels of 50 (top left), 100 (top right),
150 (bottom left) and 200 (bottom right).
Inspecting the S branch, and observing with decreasing imaginary part, it can be
seen that the numerical resolution eventually becomes insufficient with the eigen-
values deviating from the straight line which they usually follow. Increasing the
resolution helps to alleviate the issue and becomes sufficient at around 150 points
in this case. At an extremely low resolution of 50 points, it is further observed
that modes from the A and P branch are also insufficiently resolved. We therefore
conclude that 200 spectral collocation points should be sufficient to resolve modes
with =(λ) > −0.8, and this is the number adopted in numerical experiments.
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4.1.2 Stochastic Formulation
Recent work [67] [66] [87] has focused on the non-normality of the underlying dif-
ferential operator, applying an external unstructured random perturbation of mag-
nitude ε, giving
(L1 + E− iλI)qˆ = 0, (4.3)
where ||E|| < ε. The sensitivity of the eigen-solutions are highly dependent on the
condition number of operator L1 and the magnitude of the structured perturbation,
ε. Highly non-normal operators, such as the operator for Couette flow, have large
condition numbers and a very small modification is thus sufficient to introduce
non-negligible variations in the eigen-solutions. However, the physical meaning of
such external perturbations is not clear and, furthermore, may introduce artificial
coupling between the wall-normal velocity and vorticity components. Conversely,
an internal structured perturbation makes more physical sense, and may represent
some defects in the base flow by modifying the profile. We therefore adopt the
latter approach, modifying the deterministic base flow profile with a truncated KLE
representing the randomness in the solution, giving the formulation
(L1
∗ − iλI) qˆ = 0, (4.4)
where the matrix L1
∗ is the stochastic equivalent to L1, and follows by replacing the
deterministic base flow with the Karhunen-Loe`ve representation of the stochastic
counterpart. Such randomness is characterised by the choice of correlation kernel.
4.1.3 Choice of Correlation Kernel and Stochastic Base Flow
In order to motivate our choice of stochasticity we inspect experimental shear flow
data for a Blasius boundary layer. This data was kindly provided by Professor
Michael Gaster’s lab at City University, and previously used in experimental inves-
tigations by Barry Crowley [14]. It should be emphasised that the following results
hold, with certainty, only for the Blasius boundary layer, and they do not neces-
sarily apply to the general class of shear flows including the plane Poiseuille and
Couette flow.
Whilst we are primarily interested in an unforced flow we inspect two sets of data,
corresponding to both a forced and unforced case for comparison. The experimental
data is taken from a wind tunnel with a turbulence intensity of 0.014 percent (with
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the model placed), and consists of multiple observations of the mean flow at different
downstream locations. Forcing is provided by a loudspeaker placed inside a cavity
with a small hole, and measurements taken via a hot wire. Shown below, in figure
4.2, is the model used in the wind tunnel tests.
Figure 4.2: Diagram of the wind tunnel used for the Blasius boundary layer experiments.
The leading edge ends at 63.5mm (point A). A point exciter is located at 375mm
(point B) from the leading edge. An insert panel is located between 500mm (point
C) and 800mm (point D) from the leading edge, and the flap begins 1650mm (point
E) from the leading edge. Measurements were taken at downstream locations every
50mm, starting at 550mm from the leading edge and ending at 1200mm in the
unforced case, and every 20mm between 480mm and 1200mm from the leading edge
in the forced case. It is known that the Blasius boundary layer thickness grows as
the square root of the downstream distance, and it is therefore inappropriate to
compare flows at different downstream locations when deep inside the boundary
layer where the flow velocity is growing rapidly. We therefore focus our attention
on the outer regions of the boundary layer. Below, in figures 4.3 and 4.4, we plot
the experimental mean flow data.
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Figure 4.3: Experimental mean flow data for an unforced (left) and forced (right) Blasius
boundary layer at different downstream locations (wall at x2 = −1).
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Figure 4.4: Experimental mean flow data in the outer region of the boundary layer, for an
unforced (left) and forced (right) Blasius boundary layer at different downstream locations
(wall at x2 = −1).
It is worth recalling that the data is mean flow, meaning that each measurement (at
a specific down-stream/cross-stream location) is averaged over many different times.
We will therefore attempt to fit a mean model, that is a model of the steady base
flow. The randomness in the base flow is therefore assumed steady, and the time
dependent components will be captured by the perturbations which are commonly
assumed in linear stability analysis. Furthermore, the data is only 2D and we are
therefore restricted to fitting a 2D stochastic model. If we assume that stochasticity
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will be induced by physical means, such as the down-stream driving forces (for
example, variations in the pressure gradient) then it is reasonable to assume that
the greatest stochastic modifications will be orientated in this direction and vary
in the cross-stream direction (in accordance with the boundary conditions), as the
deterministic base flow does. One may argue that such modified flows do not satisfy
the Navier-Stokes equations. However, there is no steady, incompressible, inviscid,
unidirectional base flow that does not satisfying the Euler equations. An arbitrary
profile is therefore in convective equilibrium, slowly diffusing at a rate which is
inversely proportional to the Reynolds number. If the growth rate of the instability
is faster than such diffusion, then the velocity profile can effectively be frozen for
stability analysis.
As can be seen, the experimental observations support these ideas. However, the
profiles are very different close to the wall, say x2 < 0, and this is a consequence
of the flow growing in the downstream direction. We therefore focus on the region
x2 > 0 and use the experimental data to construct the correlation kernels,
Ku(x2, x
′
2)
σ2
=
E[(U(x2)− E[U(x2)])(U(x′2)− E[U(x′2)])]
σ2
, (4.5)
where σ2 is the variance of the process, which are plotted below in figure 4.5.
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Figure 4.5: Correlation kernel,
Ku(x2,x′2)
σ2
=
E[(U(x2)−E[U(x2)])(U(x′2)−E[U(x′2)])]
σ2
, based upon experi-
mental mean flow data for an unforced (left) and forced (right) Blasius boundary layer.
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It is clear that the kernels exhibit a stationary behaviour, that is Ku(x2, x
′
2) =
Ku(x2 − x′2). Furthermore, the unforced kernel bears resemblance to a squared
exponential kernel (Ku(x2, x
′
2) = exp (−c(x2 − x′2)2)), exhibiting a Gaussian shape,
whilst the forced case exhibits the behaviour of an exponential kernel (Ku(x2, x
′
2) =
exp (−c|x2 − x′2|)).
We shall therefore model the base flow defect as a stationary (Ku(x2, x
′
2) = Ku(x2−
x′2)), second-order (E[uˆ2
∗(x2, ζ(ω))2] < ∞) Gaussian process. We assume a zero
mean and constant variance process, and therefore do not favour a priori any specific
region of the channel. This kernel is parameterized by two variables, a standard
deviation, σ, and a correlation length, cl, controlling the size and noise of the
process respectively. Lower values of cl indicate a more noisy process, and hence a
more wobbly base flow which should naturally lead to a greater number of inflection
points, which may in turn increase the likelihood of instability. The kernel is defined
Ku(x2, x
′
2) = σ
2 exp
(
−
(
x2 − x′2
2cl
)2)
∀ x2, x′2 ∈ [−1, 1]. (4.6)
In order to identify a suitable size for the correlation length parameter, we take the
experimental kernel and use an optimisation procedure, based upon the Broyden
Fletcher Goldfarb Shanno (BFGS) algorithm [23], to fit a Gaussian kernel such that
the Frobenius norm of the kernel differences is minimised. We plot the experimental
correlation kernel and the fitted Gaussian model below in figure 4.6.
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Figure 4.6: Correlation kernel based upon experimental mean flow data for an unforced Blasius
boundary layer (blue) and fitted Gaussian kernel with cl = 0.18 (green), at different viewing
angles.
The optimisation procedure reveals a correlation length cl = 0.18, and there appears
to be a reasonable agreement between the Gaussian model and the experimental
data. To better visualise the fit, below in figure 4.7 we plot slices of the experimental
kernel as a function of x2− x′2 at different x2. In addition, we plot the fitted kernel
at correlation length 0.18, as well as kernels with correlation lengths of 0.10 and
0.50.
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Figure 4.7: Slices of the Correlation kernel based upon experimental mean flow data (solid
lines) for an unforced Blasius boundary layer, sliced at different x2 in accordance with the plot
legend, and fitted Gaussian kernels with cl = 0.10 (red crossed), cl = 0.18 (blue crosses) and
cl = 0.50 (green crosses).
It appears that the correlation length of 0.18 was fitted as a compromise between
minimising the error corresponding to those points sitting above and those sitting
below the horizontal zero line. The points falling below the horizontal axis corre-
spond to those points where either x2 or x
′
2 are approaching zero, and as noted the
correlations at these points may be impacted by the boundary layer growing in the
downstream direction. If we were to neglect these points falling below the horizontal
axis, then it is clear that a larger correlation length, taking a value between 0.2 and
0.5, would be more appropriate choice.
Further, we compute the standard deviation of the base flows and find a value of
the order 0.01 percent. Noting that the data is taken from a carefully controlled
experiment, we expect this to be a lower bound on the typical size of noise present
in more natural instances. We therefore adopt a Gaussian auto-covariance with
correlation length of the order 0.1 and consider a range of standard deviations of
the order 0.01 to 1 percent.
As discussed, the KLE expands a stochastic process with the eigenfunctions of its
correlation kernel. There are actually infinitely many second-order processes with
the same correlation kernel and thus the same set of expanding eigenfunctions. Such
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processes, sharing the same auto-covariance, are distinguished by the joint proba-
bility of the random variables. By construction, these random variables are zero
mean, unit variance and mutually orthogonal. In many instances, the random pro-
cess is (assumed to be) Gaussian, leading to significant simplifications. The KLE
of a Gaussian process involves random variables which are not only uncorrelated
but independent, which allows the joint density of the random variables to be fac-
tored into a product of individual densities (which is extremely useful in sampling
and numerical integration). We therefore select zero mean, unit variance Gaussian
random variables, ζi(ω) ∼ N(0, 1). The stochastic base flow then follows by adding
a truncated KLE, based upon the eigenvectors of the chosen correlation kernel, to
the deterministic profiles aforementioned,
U∗(x2, ω) = U(x2) + σ(x2)
d∑
i=1
√
γiei(x2)ζi(ω), (4.7)
where U(x2) is the deterministic profile, and
σ(x2) = 2σ||U(x2)||2 1∫ 1
−1 U(x2)dx2
U(x2) = σ¯U(x2) (4.8)
is chosen such that each stochastic mode σ(x2)ei(x2) is a continuous function satis-
fying the boundary conditions whose average standard deviation across the channel
is σ.
4.2 Governing Equations: The Stochastic Expan-
sion of the Orr-Sommerfeld and Squire Equations
Following the notation introduced previously, the stochastic base flow can be con-
structed with a truncated KLE,
U∗(x2, ω) = U(x2) + σ(x2)
d∑
i=1
√
γiei(x2)ζi(ω), (4.9)
where U(x2) is the deterministic profile, and
σ(x2) = 2σ||U(x2)||2 1∫ 1
−1 U(x2)dx2
U(x2) = σ¯U(x2), (4.10)
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is chosen such that each stochastic mode σ(x2)ei(x2) is a continuous function satis-
fying the boundary conditions whose average standard deviation across the channel
is σ.
This expression is substituted into operator R, leading to the modified operator R∗.
Stochastic solutions can then be accommodated by taking a WCE of the eigenvalues
and eigenvectors,
λ∗(ζ(ω)) =
N∑
i=0
λ∗αiHαi(ζ(ω)), (4.11)
q∗(x2, ζ(ω)) =
N∑
i=0
qαi(x2)Hαi(ζ(ω)). (4.12)
More specifically, each Chebyshev coefficient in the expansion of the physical domain
becomes stochastic and must be expanded with Wick products in d-dimensions,
uˆ2
∗(x2, ζ(ω)) =
Nc∑
n=0
an(ζ(ω))Tn(x2) =
Nc∑
n=0
N∑
i=0
aα
i
n Hαi(ζ(ω))Tn(x2). (4.13)
Similarly,
ηˆ∗(x2, ζ(ω)) =
Nc∑
n=0
bn(ζ(ω))Tn(x2) =
Nc∑
n=0
N∑
i=0
bα
i
n Hαi(ζ(ω))Tn(x2). (4.14)
The OS formulation reads
{
iλk2 − iαk2U(x2)(1 + σ¯
d∑
n1=1
√
γn1ζn1(ω)en1(x2))−
iα(U ′′(x2) + σ¯
d∑
n1=1
√
γn1ζn1(ω)(U
′′(x2)en1(x2) + 2U
′(x2)e′n1(x2) + U(x2)e
′′
n1
(x2)))− k
4
Re
}
Nc∑
n2=0
N∑
n3=0
aα
n3
n2
Hαn3 (ζ(ω))Tn2(x2)
+
{
−iλ+ iαU(x2)(1 + σ¯
d∑
n1=1
√
γn1ζn1(ω)en1(x2)) +
2k2
Re
}
Nc∑
n2=0
N∑
n3=0
aα
n3
n2
Hαn3 (ζ(ω))T
′′
n2
(x2)
− 1
Re
Nc∑
n2=0
N∑
n3=0
aα
n3
n2
Hαn3 (ζ(ω))T
′′′′
n2
(x2) = 0,
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and a similar formulation follows for the SQ equation,
{
−iλ+ iαU(x2)(1 + σ¯
d∑
n1=1
√
γn1ζn1(ω)en1(x2)) +
k2
Re
}
N∑
n1=0
Nc∑
n2=0
b
αn1
n2 Hαn1 (ζ(ω))Tn2(x2)
− 1
Re
N∑
n1=0
Nc∑
n2=0
b
αn1
n2 Hαn1 (ζ(ω))T
′′
n2
(x2)
+ iβ
{
U ′(x2) + σ¯
d∑
n1=1
√
γn1ζn1(ω)(U
′(x2)en1(x2) + U(x2)e
′
n1
(x2))
}
N∑
n1=0
Nc∑
n2=0
b
αn1
n2 Hαn1 (ζ(ω))Tn2(x2) = 0.
When vectorised the equations lead to a stochastic eigenvalue problem,
(L1
∗ − iλ∗I) q∗ = 0, (4.15)
where the matrix L1
∗ is the stochastic equivalent to L1, and follows by replacing the
deterministic base flow with the Karhunen-Loe`ve representation of the stochastic
counterpart.
4.3 Numerical Method
We model the base flow defect as a stationary (Ku(x2, x
′
2) = Ku(x2 − x′2)), second-
order (E[uˆ2
∗(x2, ζ(ω))2] < ∞) Gaussian process. We assume a zero mean and
constant variance process, and therefore do not favour a priori any specific region
of the channel. Analysis is conducted with a squared exponential covariance kernel,
which does not admit an analytic decomposition. We also employ an exponential
kernel, for which an analytic decomposition does exist, to verify the procedure. The
squared exponential kernel must be decomposed numerically, but, being infinitely
differentiable, symmetric, stationary and isotropic, has many desirable character-
istics enabling fast convergence of its numerical representation [63]. This kernel is
parameterized by two variables, a standard deviation, σ, determining the average
distance of the function from its mean, and a correlation length, cl, which deter-
mines the rate at which the correlation decays between points of the process. Lower
values of cl indicate a more noisy process, and hence a more wobbly base flow which
should naturally lead to a greater number of inflection points, which may in turn
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increase the likelihood of instability. The kernel is defined
Ku(x2, x
′
2) = E[(U(x2)−E[U(x2)])(U(x′2)−E[U(x′2)])] = σ2 exp
(
−
(
x2 − x′2
2cl
)2)
∀x2, x′2 ∈ [−1, 1].
(4.16)
The kernel’s eigenvalues, γj, and eigenfunctions, ej(x2), solve the Fredholm integral
equation of the second kind,
∫ 1
−1
Ku(x2, x
′
2)ej(x
′
2)dx
′
2 = σ
2γjej(x2). (4.17)
This is solved numerically via a projection method [2]. The integral equation is
reformulated as PZ (σ
2γ−Ku)eZ = 0 , where PZ is a projection operator, projecting
onto the Lagrange basis, and Z denotes a Z point discretization. We require a d
term KLE, and therefore select Z > 2d+2 collocation points, based on the Lagrange
abscissa, to ensure accuracy of the first d eigen-solutions.
More formally, letting {hn(x2);n = 1, ..., Z} form a complete basis in the Hilbert
space L2([−1, 1]), we approximate each eigenfunction as a truncated expansion in
this basis,
ei(x2) =
Z∑
k=1
dikhk(x2), i = 1, ..., Z, (4.18)
where dik are constant coefficients for the ith eigenfunction. Introducing the expan-
sion gives a residual error,
εd =
Z∑
k=1
dik
(∫ 1
−1
Ku(x2, x
′
2)hk(x
′
2)dx
′
2 − σ2γihk(x2)
)
. (4.19)
We then seek the coefficients dik such that the residual is orthogonal to the space
spanned by the approximating basis, < εd, hj(x2) >= 0,∀j = 1, ..., Z. Enforcement
of the constraint yields a system of equations,
d∑
k=1
dik
(∫ 1
−1
∫ 1
−1
Ku(x2, x
′
2)hk(x
′
2)hj(x2))dx2dx
′
2 − σ2γi
∫ 1
−1
hk(x2)hj(x2)dx2
)
= 0,
(4.20)
which, omitting the index of the eigenfunction, can be written in matrix form as a
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generalised eigenvalue problem,
[K− γM]d = 0, (4.21)
whereKij =
∫ 1
−1
∫ 1
−1Ku(x2, x
′
2)hi(x2)hj(x
′
2)dx2dx
′
2, andMij = σ
2
∫ 1
−1 hi(x2)hj(x2)dx2.
This is solved numerically for Z eigen-pairs, and the first d used to construct the
base flow with a truncated KLE,
U∗(x2, ζ(ω)) = U(x2) + σ
d∑
i=1
√
γiei(x2)ζi(ω). (4.22)
KLEs of increasing dimensions (number of retained terms) are considered, and their
convergence assessed for different correlation lengths, cl ∈ {0.01, 0.05, 0.10, 0.25, 0.50, 1.00}.
The L1-norm percentage error for kernel reconstruction,
E1K(d) =
∫ 1
−1
∫ 1
−1| Ku(x2, x′2)− σ2
∑d
i=1 γiei(x2)ei(x
′
2)| dx2dx′2∫ 1
−1
∫ 1
−1| Ku(x2, x′2)|dx2, dx′2
(4.23)
is used to study convergence, and ln(E1K(d)) is plotted (for the Gaussian kernel) for
various correlation lengths in figure 4.8 below.
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Figure 4.8: Logarithmic values of the 1− norm percentage error in Mercer’s reconstruction of
the Gaussian auto-covariance, reconstructed with a d term KLE at various correlation lengths,
cl. Horizontal black lines at −3 and −5 are indicative of percentage errors of five and one
respectively.
The horizontal black lines at −3 and −5 are indicative of percentage errors of five
and one respectively. The convergence analysis shows that the squared exponential
kernel can be reconstructed to a high degree of accuracy with only a few terms.
Errors are far greater in the case of the exponential kernel, and this can be attributed
to the fact that it is non differentiable at the origin. We therefore only use the
exponential kernel as a means of verifying the numerical algorithm, and restrict
stability analysis to the squared exponential case, for which errors, E1K(d), less than
5% are achieved with with 2, 4, 8, 15, 40 and 80 retained terms at correlation lengths
of 1.00, 0.50, 0.25, 0.10, 0.05 and 0.01 respectively. Similarly, errors of less than 1%
are achieved with 4, 6, 10, 30, 50 and 100 retained terms at correlation lengths of
1.00, 0.50, 0.25, 0.10, 0.05 and 0.01 respectively. Considering the trade off between
computational efficiency and accuracy, we will reference the above figure when later
selecting appropriate stochastic dimensions.
As an example we plot the modal decay and the eigen-modes, for the case cl = 1.0
(figure 4.9), 0.5 (figure 4.10), 0.1 (figure 4.11), and σ = 1.0.
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Figure 4.9: Decomposition of Gaussian auto-covariance: decay of eigenvalues (top) and eigen-
vectors (bottom). cl = 1.00 and σ = 1.00.
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Figure 4.10: Decomposition of Gaussian auto-covariance: decay of eigenvalues (top) and eigen-
vectors (bottom). cl = 0.50 and σ = 1.00.
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Figure 4.11: Decomposition of Gaussian auto-covariance: decay of eigenvalues (top) and eigen-
vectors (bottom). cl = 0.10 and σ = 1.00.
Referring to the upper sub-plots, it is seen that modal amplitudes decay fast for large
correlation lengths, and few terms are thus required to accurately approximate the
process. For example, the first four modes would be more than sufficient to capture
the variance of the unit correlation length process. The lower sub-plots depict
the stochastic modes. The first mode is a level shift, where stochastic variable
one effectively increases all velocities across the channel. The second mode could be
described as a skew effect, where an increase in stochastic variable two increases flow
velocities towards the upper boundary whilst simultaneously having the opposing
effect on velocities near the lower boundary. The third mode is a convexity effect,
increasing flow velocities towards channel boundaries whilst decreasing those in the
central region.
A vertical inspection of the sub-plots shows that higher order modes become more
important as the correlation length decreases. Furthermore, eigenvectors become
more curved and, in general, modal shapes become increasingly complicated.
We also plot (figure 4.12) the Mercer’s [50] reconstruction of the Gaussian kernel,
based upon an appropriate d term expansion, for varying correlation lengths. That
is, Ku(x2, x
′
2) ≈ σ2
∑d
i=1 γiei(x2)ei(x
′
2).
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Figure 4.12: Mercer’s reconstruction of Gaussian auto-covariance with a d term KLE, cl = 1.00
and d = 4 (top left), cl = 0.50 and d = 6 (top right), cl = 0.10 and d = 15 (bottom).
In addition, to visualise convergence, we reconstruct the auto-covariance at the
reasonably low correlation length of 0.1, for increasing retained terms, d, and plot
in figure 4.13:
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Figure 4.13: Mercer’s reconstruction of Gaussian auto-covariance, cl = 0.1 and d = 4 (top left),
cl = 0.10 and d = 8 (top centre), cl = 0.10 and d = 12 (top right), cl = 0.10 and d = 15
(bottom left), cl = 0.10 and d = 20 (bottom centre), cl = 0.10 and actual auto-covariance
(bottom right). σ = 1.0.
As can be seen, Mercer’s approximation of the auto-covariance converges to the
actual Gaussian kernel as we increase the number of retained terms, d.
To illustrate the resulting base flows, U∗(x2, ω) = U(x2)+σ(x2)
∑d
i=1
√
γiei(x2)ζi(ω),
we plot (in figure 4.14) ten random realisations of a Poiseuille, where ζi(ω) ∼
N(0, 1), for a range of input standard deviations and correlation lengths below.
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Figure 4.14: Random realisations of a plane Poiseuille flow with input standard deviation
varying row-wise, σ = 0.0004, 0.0025, 0.02, 0.05 top to bottom, and input correlation length
varying column-wise, cl = 1.00, 0.50, 0.10 from left to right.
Row-wise the input standard deviations take values of 0.04, 0.25, 2 and 5 percent,
and the correlation length varies column-wise, as 1.00, 0.50 and 0.10. As can be
seen, all realisations satisfy the boundary conditions and the stochasticity is greatest
at the channel centre-line, where the flow field has the greatest magnitude. If
one considers the discretised flow, then we have in effect added stochasticity of
σ percent of the deterministic base flow at each individual point. Hence, there
is no stochasticity at the walls and the boundary conditions are satisfied exactly.
Evidently, the size of the base flow deviation is proportional to the input standard
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deviation. Furthermore, the base flow is indeed seen to become more erratic as the
correlation length of the process is decreased.
We pick four combinations of input standard deviation and correlation length as
canonical examples, namely {σ, cl} = {0.0004, 0.10} , {0.02, 0.10} , {0.02, 0.50} , {0.05, 0.50}.
We therefore investigate the effects of both low magnitude, highly irregular stochas-
ticity, and moderate magnitude smooth stochasticity, across the channel. Owing to
the curse of dimensionality, we rely upon LHS and sparse grid WCEs to study the
lower correlation lengths, whilst full tensor chaos expansions will suffice for the
moderate correlation length of 0.50.
4.4 Latin Hypercube Sampling
Before proceeding with numerical experiments, we briefly review the construction of
Latin Hypercube Sampling grids, which will be very useful for making comparisons
with the results of the WCE.
Latin Hypercube Sampling (LHS) offers an alternative and more efficient approach
to random Monte Carlo sampling. Consider a variable, y, that depends on stochastic
variables, ζ1, ζ2, ... ζd. One may like to know how y varies when the ζs vary
according to some assumed joint probability distribution, or other statistics such
as the expected value, or the 99th percentile. Developed by McKay, Conover, and
Beckman [48], LHS selects n different values from each of the d variables, ζ1, ζ2,
... ζd, in the following manner. First, the range of each variable is divided into n
non overlapping intervals of equal probability, and one value from each interval is
selected at random with respect to the probability density in the interval. The n
values obtained for ζ1 are paired in a random manner with the n values of ζ2. These
n pairs are then randomly combined with the n values of ζ3 to form triplets, and
the process repeats until n tuplets of length d are finally formed. This is the Latin
Hypercube sample, forming an n by d matrix of inputs whose ith row contains the
d input variables for the ith simulation.
To help clarify the situation, consider the example of generating a Latin Hypercube
with n = 10 samples, in d = 2 variables, which we assume are each zero mean and
unit variance, ζi ∼ N(0, 1). Each ζi is divided into ten intervals, with each interval
corresponding to a 10 percent probability. The Gaussian intervals are constructed
by mapping uniform intervals via the inverse cumulative distribution function for the
random variable. Next, a sample is picked from each interval, sampling randomly
with respect to the density within the interval. That is, a specific value of ζ1 and
ζ2 is picked from each of the ten intervals, so we have one value for ζ1 in each
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interval, and one value for ζ2 in each interval, giving two column vectors of length
ten. The uniform samples are mapped to Gaussian samples in exactly the same way
the intervals were mapped, via the inverse cumulative distribution function. As an
example, figure 4.15 below depicts the mapping for ζ1.
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Figure 4.15: Mapping uniform samples to Gaussian samples.
These two vectors are then placed to form the columns of a matrix, and each column
is randomly shuﬄed to give the final Latin Hypercube sample, where each row of
the matrix forms a sample. The algorithm, written in Python, is given below.
grid = numpy.zeros((n,d))
binsize = 1/n
for i in range(n):
grid[i,:] = (i + numpy.random.uniform(0,1,d))*binsize
for j in range(d):
numpy.random.shuﬄe(result[:,j])
grid = scipy.stats.norm.ppf(grid)
Scipy and numpy are standard Python libraries. Finally, we plot the Latin Hyper-
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cube for the pre-mapped uniform random variables and the final mapped Gaussian
random variables below in figure 4.16.
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Figure 4.16: 2D Uniform Latin Hypercube samples (left) and corresponding Gaussian Latin
Hypercube samples (right).
We also compute the time taken to construct the Gaussian Latin Hypercubes for
different sample sizes, n, and number of stochastic variables, d. It is useful to
note that there is always some variation in execution time. The machine will be
performing other tasks while running the code, such as accessing the network, disk,
or RAM, and these factors can cause variations in the execution time of a program.
It is possible to incorrectly attribute a random variation in execution time to an
improvement in the algorithm, and one must therefore observe this normal variation
when timing the execution of code. We repeat the computations 100 times at each
(n, d) pair, from which both the mean (figure 4.17) and standard deviation (figure
4.18) of the computation time is calculated. The code is executed with a 2.5 GHz
Intel Core i5 processor and 4 GB of RAM, running Mac OS X Lion 10.7.5.
97
0
1000
2000
3000
4000
5000
0
5
10
15
20
0
0.02
0.04
0.06
0.08
0.1
0.12
nd
E
[t
]
Figure 4.17: Mean of LHS grid computation times (in seconds) for varying grid size n and
dimension d.
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Figure 4.18: Standard deviation of LHS grid computation times (in seconds) for varying grid
size n and dimension d.
As can be seen, the computational time increases linearly with both the dimension
of the problem and the number of samples. Both the mean and standard deviation
exhibit this linear growth, with the standard deviation sitting around two percent
of the mean. The maximum computational time, for the grid (n = 5000, d = 20), is
less than 0.11 seconds. The computational times of the grids we will be considering
will therefore be quite negligible.
4.5 Choice of Polynomial Chaos Order
As outlined in section 4.3, four and 12 term KLEs are sufficient for accurate recon-
struction of the correlation kernel at correlation lengths of 0.50 and 0.10 respectively,
and these are the expansions which we adopt in modelling the input process. The
output process is expanded via the WCE, to four and 12 terms as dictated by the
input process, and a convergence study is used to determine the appropriate poly-
nomial order. Chaos coefficients are to be determined via numerical integration and
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we therefore select n collocation points, based upon the Gauss-Hermite rules, for
integration of polynomials of order 2n− 1.
In order to identify a suitable choice of polynomial order, and hence the number
of collocation points in each stochastic dimension, we choose to study the transient
growth of stochastic plane Poiseuille flow at cl = 0.50, σ = 0.02, Re = 4000,
α = 1.02 and β = 0.00, for varying polynomial orders between two and 13. We
study the convergence in both mean and variance, plotting the mean in figure 4.19
and variance in figure 4.20, as computed via the WCE at varying polynomial orders.
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Figure 4.19: Mean transient growth, E[G(t, ζ)], for varying polynomial order. For input pro-
cesses with cl = 0.50 and σ = 0.02. Poiseuille flow at Re = 4000, α = 1.02, β = 0.00.
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Figure 4.20: Variance of transient growth, σ2[G(t, ζ)], for varying polynomial order. For input
processes with cl = 0.50 and σ = 0.02. Poiseuille flow at Re = 4000, α = 1.02, β = 0.00.
Further, we compute the convergence in expectation and variance. The expectation
is computed via the WCE for increasing polynomial order, resulting in a time series
for the growth function at each polynomial order. A scalar measure is obtained by
taking the mean of the time series. We plot the percentage difference as the order
is increased below in figure 4.21.
101
1 2 3 4 5 6 7 8 9 10 11 12 13
Order O
−0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
E
[G
(t
,ζ
)]
O
−
E
[G
(t
,ζ
)]
O
−
1
E
[G
(t
,ζ
)]
O
−
1
x
10
0%
Figure 4.21: Convergence of the WCE computation of E[G(t, ζ)] for increasing polynomial
order. Poiseuille flow at Re = 4000, α = 1.02, β = 0.00, cl = 0.50 and σ = 0.02.
A similar procedure is adopted for the variance, and depicted below in figure 4.22.
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Figure 4.22: Convergence of the WCE computation of σ2[G(t, ζ)] for increasing polynomial
order. Poiseuille flow at Re = 4000, α = 1.02, β = 0.00, cl = 0.50 and σ = 0.02.
As can be seen, the expectation of the transient growth converges much faster than
the variance (which depends on higher WCE coefficients). However, it is clear that
convergence in both the expectation and variance is almost achieved by polynomial
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order five, and most definitely by polynomial order seven. A small increase in
variance is observed when going from order five to six and a monotonic decrease
can be observed from this this point on. We therefore adopt a polynomial order
of seven for future computations, which in turn requires four collocation points in
each stochastic dimension.
4.6 Comparison of Numerical Grids
4.6.1 Moderate Correlation Length
Finally, having identified a suitable polynomial order, we compare the computa-
tional efficiency of the LHS, tensor and sparse WCE. For this study we select our
canonical example of stochastic plane Poiseuille flow at Re = 4000, α = 1.02,
β = 0.00, cl = 0.50 and σ = 0.02. We adopt six stochastic dimensions, as the
performance of the sparse and tensor approach should be comparable at this point.
With four collocation points in each direction, the tensor grid contains 46 = 4096
points and thus requires 4096 function evaluations. The LHS based approach adopts
a total of 10000 samples with the statistical moments being updated every 50 sim-
ulations. We compare these results to sparse grids, also with six dimensions and an
increasing number of levels, including levels of two, three, four and five. Previous
analyses suggests that the full tensor WCE converges by order seven, and we shall
therefore use this full tensor WCE as our base case for comparison. In particular, we
compute the root-mean-square error (RMSE) of the expectation and standard devi-
ation of the transient growth. That is, we compute the root mean square deviation
of the time series for E[G(t, ζ)] and σ[G(t, ζ)] with the corresponding expectation
or standard deviation time series corresponding to the base case based upon the
WCE tensor grid. Table 4.1, below, summarises the grid size, computational time
and RMSE of the approaches considered. Figure 4.23 plots the expectation time
series and figure 4.24 the standard deviation time series.
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grid points computational time (s) RMSE in E[G(t, ζ)] RMSE in σ[G(t, ζ)]
LHS 2000 4340 0.013 0.399
LHS 5000 10558 0.001 0.119
LHS 10000 20991 0.000 0.040
Sparse (level 2) 85 470 0.000 24.969
Sparse (level 3) 389 2126 0.000 0.128
Sparse (level 4) 1433 7780 0.000 0.001
Sparse (level 5) 4541 24991 0.000 0.000
Tensor 4096 39309 0.000 0.000
Table 4.1: Comparison of computational times and root mean squared errors for LHS, tensor
WCE and sparse WCE computations of transient growth. Stochastic plane Poiseuille flow,
cl = 0.50, σ = 0.02, Re = 4000, α = 1.02, β = 0.00.
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Figure 4.23: Comparison of computations of E[G(t, ζ)], for LHS, tensor WCE and sparse WCE
based approaches. Stochastic plane Poiseuille flow, cl = 0.50, σ = 0.02, Re = 4000, α = 1.02,
β = 0.00.
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Figure 4.24: Comparison of computations of σ[G(t, ζ)], for LHS, tensor WCE and sparse WCE
based approaches. Stochastic plane Poiseuille flow, cl = 0.50, σ = 0.02, Re = 4000, α = 1.02,
β = 0.00.
As can be seen, all approaches are successful in computing the expectation, E[G(t, ζ)],
to a high degree of accuracy. Even the level 2 sparse grid, with a mere 85 points,
is sufficient for the computation of the expectation. Conversely, the computation
of the second moment is more challenging, with a RMSE of 24.969 in standard de-
viation the level 2 sparse grid is clearly inadequate. However, the level 3 and most
definitely the 4 sparse grid demonstrate their ability to achieve high accuracy at a
reduced computational cost. The level 4 sparse grid, containing 35 percent of the
points present in the full tensor grid and taking only 20 percent of the corresponding
computational time, clearly illustrates the superiority of sparse grids in moderate to
high stochastic dimensions. Furthermore, the LHS approach is also clearly inferior
to the sparse grid in this case.
4.6.2 Low Correlation Length
The advantages of sparse grids only improve as the stochastic dimension increases
and the computational savings in the case of 12 stochastic dimensions is much
greater. Unfortunately, the tensor grid would contain 412 points in this case and it
is therefore infeasible to build. However, a sparse grid with 4 levels would contain
only 17217 points. Such a grid would perform comparatively well with an LHS grid,
which also does not suffer from the curse of dimensionality. Below, figures 4.25
(expectation) and 4.26 (standard deviation) depict such a comparison of the LHS
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and sparse WCE for the transient growth of the same stochastic plane Poiseuille
flow, but with a 12 dimensional stochastic input at cl = 0.10 and σ = 0.0025.
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Figure 4.25: Comparison of computations of E[G(t, ζ)], for LHS and sparse WCE based ap-
proaches. Stochastic plane Poiseuille flow, cl = 0.10, σ = 0.0025, Re = 4000, α = 1.02,
β = 0.00.
Figure 4.26: Comparison of computations of σ[G(t, ζ)], for LHS and sparse WCE based ap-
proaches. Stochastic plane Poiseuille flow, cl = 0.10, σ = 0.0025, Re = 4000, α = 1.02,
β = 0.00.
As can be seen, the LHS based approach appears to have converged in both expecta-
106
tion and standard deviation by 10000 simulations. Furthermore, the 12 dimensional
sparse grid with four levels agrees with these results. However, the sparse WCE ap-
proach results in WCE coefficients which would allow further analysis of variance
based sensitivity that the LHS technique cannot. The tensor WCE approach would
require around 1000 times as many simulations to achieve the same coefficients.
4.6.3 Summary
In summary, we can conclude that the optimal method for numerical integration
depends on the number of stochastic dimensions. For low dimensional problems,
involving say four or less stochastic variables, the tensor WCE offers the highest
computational efficiency. In moderate dimensions, the tensor WCE begins to suffer
from the curse of dimensionality and the sparse WCE should be favoured. Finally,
problems involving a large number of stochastic random variables are best solved
via LHS, where the number of grid points required is completely independent of the
problem dimension.
4.7 Summary
In this chapter we set out the deterministic formulation, introduced and justified
our source of stochasticity, and extended the deterministic equations to give the
stochastic formulation. The numerical implementation was discussed, and a number
of case studies were provided to illustrate the identification of suitable levels of
discretization for both the physical and stochastic domain, along with a suitable
choice of polynomial chaos order.
We conclude that 200 collocation points are sufficient for the discretization of the
physical domain. Based upon experimental Blasius boundary layer data, we show
a Gaussian kernel to be a suitable model and identify a suitable range of values
for its parameterization, namely a correlation length 0.1 < cl < 0.5 and a standard
deviation 0.0001 < σ < 0.05. Further, we discretize the stochastic domain with zero
mean, unit variance Gaussian random variables, and show that 4 and 12 variables
are sufficient for processes with correlation lengths of 0.50 and 0.10 respectively,
giving errors of less than 5 percent in the reconstruction of the correlation kernel.
A convergence analysis indicates a sufficient polynomial chaos order of 7.
Finally, we show that the choice of the stochastic method is highly dependent upon
the stochastic dimension, and hence the correlation length of the process. In low
dimensions the Wiener chaos expansion on a tensor grid is the most computationally
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efficient but suffers from the curse of dimensionality, rendering it inefficient in higher
dimensions. In moderate stochastic dimensions the Wiener chaos expansion on a
sparse grid is able to alleviate the problem and is shown to be more efficient than
both tensor WCE and stratified Monte Carlo methods. Whilst the computational
cost of the sparse WCE doesn’t increase exponentially with the number of stochastic
dimensions, it does still increase and in very high dimensions stratified Monte Carlo
approaches prove to be more computationally efficient. The root mean square error
(RMSE) of the sampling decays as the square root of the number of samples, Monte
Carlo methods are thus effectively independent of the stochastic dimension. When
the stochastic dimension becomes large, it becomes more efficient to pay for this
decay than to integrate over a high dimensional space. However, WCE methods
are far more efficient in moderate to low stochastic dimensions, and, furthermore,
provide a much richer solution allowing for variance based sensitivity analysis.
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Chapter 5
Stochastic Plane Poiseuille and
Couette Flow
5.1 Introduction
In this section we study the stability of both plane Poiseuille and Couette flow with
a stochastic base flow profile, focusing mostly on the stochastic Poiseuille flow.
5.2 Modal Analysis
5.2.1 Sensitivity of Individual Eigenvalues: Adjoints
In this section we will quantify the sensitivity of individual eigenvalues to stochastic
base flow perturbations. These sensitivities will be stochastic themselves, and will be
characterised by their statistical moments. We will use adjoint methods to achieve
these results. We recap the direct eigenvalue problem
(L1 − iλjI)qˆj = 0, (5.1)
with eigen-pairs (λj, qˆj), and the adjoint problem
(L+1 − iλ+j I)qˆj+ = 0, (5.2)
with eigen-pairs (λ+j , qˆj
+). The adjoint matrix L+1 can be derived from an inner
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product and our choice of energy norm. That is
< L+1 qˆj
+, qˆj >E=< qˆj
+,L1qˆj >E . (5.3)
Using the energy norm weight matrix, M = FHF, we have
(L+1 qˆj
+)HMqˆj = qˆj
+HML1qˆj , (5.4)
from which it follows that the adjoint matrix may be written as
L+1 = M
−1LH1 M. (5.5)
As outlined in section 3.2.5.1, the change δλj induced by a modification operator
δL1 of norm much less than one can be expressed as
δλj =
< qˆj
+, δL1qˆj >E
< qˆj
+, qˆj >E
. (5.6)
Further, assuming the eigenvectors are appropriately scaled (< qˆj
+, qˆj >E= 1), the
expression can be bounded,
|δλj| ≤ ||qˆj+||E||δL1||E||qˆj||E = ||Fqˆj+||2||FδL1F−1||2||Fqˆj||2, (5.7)
where subscript E and 2 denote the energy and two norm respectively. The quan-
tity ||qˆj+||E||qˆj||E appears as a proportionality constant between the norm of the
perturbation and the size of the deviation in the eigenvalue, and is therefore inter-
preted as the sensitivity, which is a property of the stability operator. Below, in
table 5.1, we list the sensitivity of selected eigenvalues, from the A, P and S branch,
for a plane Poiseuille flow at Re = 4000, α = 1.02 and β = 0.00. In addition, the
modes are plotted in figure 5.1.
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Eigenvalue Branch Sensitivity
0.287− 0.005i A 4.4
0.453− 0.178i A 56.1
0.541− 0.183i A 102.8
0.941− 0.079i P 5.9
0.896− 0.124i P 26.7
0.805− 0.215i P 679.4
0.685− 0.373i S 31318.5
0.688− 0.404i S 21318.3
0.682− 0.866i S 879.4
Table 5.1: Sensitivity of selected eigenvalues for plane Poiseuille flow at Re = 4000, α = 1.02,
β = 0.00.
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Figure 5.1: Selected eigenvalues for plane Poiseuille flow at Re = 4000, α = 1.02, β = 0.00.
Red, green and blue crosses from the A, P and S branches respectively.
It is well known that the eigenvalues at the junction of the three branches exhibit
the highest sensitivity, and thus react significantly to small perturbations of the
governing operator. Inspecting the table, this is indeed seen to be the case with
the sensitivity of modes from both the A and P branch increasing as approaching
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the junction, and the sensitivity of modes from the S branch decreasing as moving
away.
We now extend this deterministic analysis by introducing our stochastic pertur-
bation. Introducing the KLE of the stochastic base flow, we can formulate L∗1 =
L1 + δL1 and hence formulate an expression for δL1. Noting Lˆ1
∗
= L−1Rˆ∗, where
Rˆ∗ =

iαU(x2)(1 + σ¯
∑d
i=1
√
γiζi(ω)ei(x2))(K
2 −D2)+ 0
iα(U ′′(x2)+
σ¯
∑d
i=1
√
γiζi(ω)(U
′′(x2)ei(x2) + 2U ′(x2)e′i(x2)+
U(x2)e
′′
i (x2))) +
1
Re
(K2 −D2)2
iβ(U ′(x2)+
σ¯
∑d
i=1
√
γiζi(ω)(U
′(x2)ei(x2) + U(x2)e′i(x2))) iαU(x2)(1 + σ¯
∑d
i=1
√
γiζi(ω)ei(x2))−
1
Re
(D2 −K2)

= R + σ¯
d∑
i=1
√
γiζi(ω)Rˆi,
it is clear that
Lˆ1
∗
= L1 + σ¯
d∑
i=1
√
γiζi(ω)L
−1Rˆi = L1 + σ¯
d∑
i=1
√
γiζi(ω)Pi = L1 + δL1. (5.8)
We hence have an expression for δL1,
δL1 = σ¯
d∑
i=1
√
γiζi(ω)Pi. (5.9)
Using this expression we can formulate the stochastically perturbed eigenvalue as
δλj =
1
φj
σ¯
d∑
i=1
√
γiζi(ω) < qˆj
+,Piqˆj >E, (5.10)
where φj =< qˆj
+, qˆj >E. From this we can compute the statistical moments; the
mean,
E[δλj] =
1
φj
σ¯
d∑
i=1
√
γiE[ζi(ω)] < qˆj
+,Piqˆj >E= 0, (5.11)
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and variance,
Var[δλj] =
1
φj
σ¯
d∑
i=1
√
γiVar[ζi(ω)] < qˆj
+,Piqˆj >E=
1
φj
σ¯
d∑
i=1
√
γi < qˆj
+,Piqˆj >E .
(5.12)
Using these expressions, we study the stochastic spectrum of plane Poiseuille flow.
We consider Poiseuille flow at Re = 4000, α = 1.02 and β = 0.00, for stochas-
tic input processes characterised as {σ = 0.0004, cl = 0.10}, {σ = 0.0025, cl = 0.10},
{σ = 0.02, cl = 0.50} and {σ = 0.05, cl = 0.50}. Figure 5.2 depicts the results.
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Figure 5.2: Spectrum (red crosses) for stochastic plane Poiseuille flow with standard deviation
bars (blue rectangles) for cl = 0.10 and σ = 0.0004 (top left), cl = 0.10 and σ = 0.0025 (top
right), cl = 0.50 and σ = 0.02 (bottom left), cl = 0.50 and σ = 0.05 (bottom right), Re = 4000,
α = 1.02, β = 0.00.
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The eigenvalues are depicted with red crosses, each centred on a blue rectangle whose
width and height represent the real and imaginary part of the standard deviation.
That is, the blue bars extend one standard deviation to the left and one standard
deviation to the right of the mean of the eigenvalue, as well as a standard deviation
above and below.
In general, sensitivity can be seen to be greatest in the vicinity of the Y branch.
A reduction in correlation length is seen to have a significant effect on modes in
the vicinity of the Y-branch, whilst having little impact on those further away.
Conversely, an increase in the input standard deviation is observed to have a more
homogeneous impact on the spectrum. The eigenvalues show most variability along
the real axis with the rectangles elongated in this direction. The phase speed is
thus far more sensitive to stochasticity than the asymptotic growth rate associated
with a mode.
To extend the deterministic results listed in table 5.1, we further list the standard
deviation of each of the selected modes for the case cl = 0.50 and σ = 0.02 (bottom
left subplot of figure 5.2) in table 5.2.
Eigenvalue Branch Sensitivity Standard deviation
0.287− 0.005i A 4.4 0.084 + 0.006i
0.453− 0.178i A 56.1 0.095− 0.017i
0.541− 0.183i A 102.8 0.107− 0.016i
0.941− 0.079i P 5.9 0.172− 0.004i
0.896− 0.124i P 26.7 0.170− 0.006i
0.805− 0.215i P 679.4 0.166− 0.011i
0.685− 0.373i S 31318.5 0.137 + 0.004i
0.688− 0.404i S 21318.3 0.144 + 0.009i
0.682− 0.866i S 879.4 0.142 + 0.005i
Table 5.2: Sensitivity and standard deviation of selected eigenvalues for plane Poiseuille flow
at Re = 4000, α = 1.02, β = 0.00, cl = 0.50 and σ = 0.02.
It is interesting to note that there does not appear to be a direct correlation between
the sensitivity of a mode and its standard deviation. The sensitivity is a measure
of mobility for a general perturbation, whilst the standard deviation measures the
mobility for our particular structured perturbation. Inspecting the first eigenvalue
in the table, 0.287 − 0.005i, we see that a bump of size 0.005i or greater would
be sufficient to push it into the unstable region of the spectrum. This eigenvalue
has a standard deviation with imaginary part 0.006i, and a one standard deviation
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move would be more than sufficient for asymptotic instability. In fact, a move of
0.83 standard deviations or more would suffice. Noting that a linear combination
of mutually independent normal random variables is itself normally distributed (see
appendix C.1 Linear Combinations of Independent Normal Random Variables), we
can say that a move of plus 0.83 standard deviation or more occurs with a probability
of around 20 percent. That is, at these flow conditions, with this stochastic input
process, asymptotic instability arises with a 20 percent probability. We can make
similar claims for other modes, such as mode 0.941 − 0.079i from the P branch,
requiring a 20 standard deviation move for asymptotic instability, which is extremely
unlikely with probability of 3× 10−87 percent.
5.2.2 Sensitivity of the Whole Spectrum: -Pseudospectra
An alternative approach to analysing the behaviour and sensitivity of a matrix is
to consider the -pseudospectra [86]. Appealing to definition 2.2 (section 3.2.5.3)
of the -pseudospectra, Λ(A) = Λ(A + δL1), ∀ δL1 ∈ CNxN with ||δL1|| < , we
write the KLE of the discretised Orr-Sommerfeld and Squire equations in such a
way that we can identify the perturbation matrix δL1, which we have established
as
δL1 = σ¯
d∑
i=1
√
γiζi(ω)Pi. (5.13)
We see that the perturbation matrix, δL1, exhibits a certain structure which is de-
fined by the base flow, and we should therefore consider the structured -pseudospectra
(definition 8, section 3.2.5.3). Importantly, it can be shown that Λstruct (A) ⊆ Λ(A)
[71]. Furthermore, when the structured matrix is a symmetric one, it can be shown
that the structured and unstructured -pseudospectra are equal, Λsym (A) = Λ(A)
[71].
In the case β = 0, each matrix Rˆi (equation 5.8) would appear to become sym-
metric. In such a case we would have a complex symmetric matrix to which we
add a symmetric perturbation, preserving the structure. However, application of
the boundary conditions and numerical discretization destroy the symmetry. We
therefore cannot claim that Λstruct (A) = Λ(A) (as discussed in section 3.2.5.3), but
only that Λstruct (A) ⊆ Λ(A). We therefore do not attempt to make a direct
comparison between our structured perturbations and the unstructured
ones of the -pseudospectra, but simply note that as a subset our results
should be bounded by those of the more general case.
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To proceed, we bound the norm of the random matrix from above,
||δL1||2 = ||σ¯
d∑
i=1
√
γiζi(ω)L
−1Rˆi||2 ≤ σ¯
d∑
i=1
|√γi||ζi(ω)|||L−1Rˆi||2. (5.14)
For instance, at Re = 4000, cl = 0.10, and σ = 0.0004, we can bound the perturba-
tion matrix via a summation of random variables truncated to 15 terms,
||δL1||2 ≤ σ
15∑
i=1
|√γi||ζi(ω)|||L−1Rˆi||2 =
0.0004|ζ1(ω)|+ 0.0004|ζ2(ω)|+ 0.0005|ζ3(ω)|+ 0.0006|ζ4(ω)|+
0.0007|ζ5(ω)|+ 0.0007|ζ6(ω)|+ 0.0007|ζ7(ω)|+ 0.0007|ζ8(ω)|+
0.0007|ζ9(ω)|+ 0.0006|ζ10(ω)|+ 0.0005|ζ11(ω)|+ 0.0005|ζ12(ω)|+
0.0004|ζ13(ω)|+ 0.0003|ζ14(ω)|+ 0.0002|ζ15(ω)|,
which has an expectation of zero and a standard deviation of 0.0022, and whose cor-
responding log resolvent norm is log10(0.0022) ≈ −2.7. Similarly, for {σ = 0.0025, cl = 0.10}
we get a standard deviation of 0.0135, {σ = 0.02, cl = 0.50} we get a standard de-
viation of 0.0410, and {σ = 0.05, cl = 0.50} we get a standard deviation of 0.1018,
with corresponding log values of −1.9, −1.4 and −1.0 respectively.
In figure 5.3, below, we plot stochastic eigenvalues and pseudospectral log resolvent
norm contours, corresponding to these cases. We emphasise that the pseudospectral
log resolvent norm contours correspond to the fully deterministic base flow.
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Figure 5.3: Stochastic eigenvalues (5000 Monte Carlo simulations) and pseudo-spectral log
resolvent norm contours (log10 =-3,-2.5,-2,-1.5,-1,-0.5 from inner to outer) of a plane Poiseuille
flow, cl = 0.10 and σ = 0.0004 (top left), cl = 0.10 and σ = 0.0025 (top right), cl = 0.50 and
σ = 0.02 (bottom left), cl = 0.50 and σ = 0.05 (bottom right), Re = 4000, α = 1.02, β = 0.00.
As was seen with the adjoint approach, a reduction in correlation length has most
impact on modes in the vicinity of the Y-branch, whilst an increase in the input
standard deviation is observed to have a more homogeneous effect on all modes.
The real part of the eigenvalues have far greater mobility than the imaginary part
(which determines the asymptotic stability). Those modes with positive imaginary
part, deemed asymptotically unstable and plotted in red, are mostly confined to the
cases involving the larger input standard deviations.
Recalling that ζi are mutually independent normal random variables, we see that
δL1 is simply a linear combination of such variables. Furthermore, a linear combina-
tion of mutually independent normal random variables is itself normally distributed
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(see appendix C.1 Linear Combinations of Independent Normal Random Variables)
and δL1 is therefore normally distributed. For a normal random variable, we ex-
pect around 67% of observations to fall within one standard deviation of the mean,
which corresponds to the log resolvent norm contour of −1 in the case of the lower
right sub-plot. Furthermore, we expect 99% of observations to fall within three
standard deviations of the mean, which for the lower right sub-plot corresponds to
a log resolvent norm of −0.5. Clearly, the above figure is consistent with both of
these results. In fact, all observations are seen to sit within the −0.5 contour, and
this is to be expected as our estimate of the norm of the perturbation matrix was
actually an upper bound.
In addition, we repeat the analysis for a Couette flow at the same wave number
pair but at a lower Reynolds number. We restrict the Reynolds number to a value
of 2000 due to the greater mobility of eigenvalues in the vicinity of the Y-branch.
The figure below, 5.4, depicts the results.
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Figure 5.4: Stochastic eigenvalues (5000 Monte Carlo simulations) and pseudo-spectral log
resolvent norm contours (log10 =-3,-2.5,-2,-1.5,-1 from inner to outer) of a plane Couette flow,
cl = 0.10 and σ = 0.0004 (top left), cl = 0.10 and σ = 0.0025 (top right), cl = 0.50 and σ = 0.02
(bottom left),cl = 0.50 and σ = 0.05 (bottom right), Re = 2000, α = 1.02, β = 0.00.
As can be seen, all eigenvalues have negative imaginary part and all realisations are
therefore asymptotically stable. As observed with the Poiseuille flow, a reduction in
correlation length is observed to increase the mobility of eigenvalues in the vicinity
of Y-branch, whilst an increase in the input standard deviation is observed to effect
all eigenvalues to a similar degree. Again, it can be shown that the pseudospectra
are consistent with the stochastic realisations, which all sit within the three stan-
dard deviation log resolvent norm contour, with values of −1.17, −0.38, 0.33 and
0.73 corresponding to the figures running clockwise from the upper left sub-plot.
Finally in this subsection we wish to emphasise again that one must be careful
when interpreting the pseudospectra. In particular, we repeat that the structured
pseudospectra, resulting from the structured perturbations, is only a subset of the
more general unstructured full pseudospectra.
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5.2.3 Neutral Curves
The curve that defines the boundary between those perturbations which grow expo-
nentially and those which do not, in α−Re parameter space (β = 0.00), is termed
the neutral curve. One typically computes the neutral curve by selecting a discrete
grid in the parameter space, and computing the maximum asymptotic growth rate
for each α−Re combination before finally forming contours of constant growth rate.
The neutral curve is then the contour with a growth rate of exactly zero. Further-
more, exponentially growing and decaying waves can be identified from the positive
and negative growth contours respectively. The leftmost tip of the neutral curve de-
fines the lowest Reynolds number for which an exponentially growing perturbation
exists, and the corresponding Reynolds number is the critical Reynolds number.
As already seen in the spectra, in the deterministic setting the critical Reynolds
number for Poiseuille flow is about 5772, occurring at a stream-wise wave-number
of α = 1.02.
We here extend the typical deterministic analysis, and form a stochastic picture of
the neutral curve. As previously stated, one forms the neutral curve from a maxi-
mum growth rate contour plot in a discretised parameter space. In the deterministic
setting alone this is a computationally expensive procedure. To produce accurate
and smooth contours one may need to discretize both the Reynolds number and the
stream-wise wave-number with around fifty points, which amounts to computing
the spectra and identifying the most unstable wave 2500 times. In the stochastic
case we would need to compute the neutral curve for each stochastic base flow and
therefore repeat those 2500 calculations many times, thus accentuating the com-
putational complexity of the problem. We therefore do not attempt to form a full
picture of the stochastic neutral curve but select specific growth rate contours which
we compute to high accuracy. We adopt LHS and form growth rate contours with
rates of -0.005, -0.002, 0.000 (neutral curve) and 0.002, the figures below, 5.5, depict
the mean contours plus or minus one standard deviation.
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Figure 5.5: Selected growth rate contours (mean ± one standard deviation) from neutral curve
for Stochastic plane Poiseuille flow, cl = 0.10, σ = 0.0004. Growth rate contours of -0.005 (top
left), -0.002 (top right), 0.000 (bottom left), 0.002 (bottom right).
Comparing the sub-plots, it is evident that the variability in parameter space, of
a given growth rate contour, increases with the growth rate such that stochastic
defects have a greater influence on perturbations which grow faster. Considering
the variability in the critical Reynolds number, or the leftmost point for the non
zero growth rates, we tabulate the standard deviations below, in figure 5.3.
Max Growth Rate E[αcrit] σ[αcrit] E[Recrit] σ[Recrit]
-0.005 1.09 0.03 (2.8%) 3670 637 (17.4%)
-0.002 1.04 0.04 (3.8%) 4752 871 (18.3%)
0.000 1.02 0.04 (3.9%) 5770 1124 (19.5%)
0.002 0.99 0.03 (3.0%) 7234 1492 (20.5%)
Table 5.3: Expectation and standard deviation of leftmost perturbation in parameter space.
Percentages of mean in brackets.
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The table shows that variability in Reynolds number is much greater than that in
stream-wise wave number. Furthermore, as the graphs suggest, the relative stan-
dard deviation does indeed increases with growth rate. Focusing on the neutral
curve only, we see that mean values for the critical Reynolds and stream-wise wave
numbers agree reasonably well with the deterministic case, and the small percentage
differences are most likely due to a slight inadequacy in discretization of the param-
eter space, rather than rooted in the physics. The variability in critical Reynolds
number is evidently of a significant magnitude, at around 19.5%. We use 10000 MC
simulations to plot the empirical distribution for Recrit in figure 5.6, and also fit a
normal curve to the observations.
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Figure 5.6: Histogram of Recrit and fitted normal distribution.
In addition, we compute the higher statistical moments, finding a skew of 0.45 and
a kurtosis of 3.17 (0.17 excess kurtosis). The slight excess kurtosis suggests that
extreme events are slightly more likely than the normal case, and the positive skew is
indicative of the longer right tail. The mass of the distribution is thus concentrated
to the left, implying that the critical Reynolds number frequently makes small
downside deviations from the mean value of 5770, and infrequently makes large
upside deviations. Nevertheless, the distribution is reasonably well approximated
as normal. If we therefore assume this parameter is normally distributed, then one
would expect the critical Reynolds number to fall within the range 4646 − 6894
with 67% probability, thus suggesting that the critical Reynolds number could take
values less than 4646 with a probability of around 16%, and values below 2398 with
probability of around 0.5 percent.
As previously stated, experimental instabilities have been observed at Reynolds
numbers far below the deterministic critical value of 5772. We also know that
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there is inherent uncertainty in the flow properties of such systems. Combining this
knowledge with the above analysis, it does not seem too unreasonable to postulate
that stochastic defects could at least partially explain the deviations between theory
and experiment.
5.3 Transient Analysis
5.3.1 The Stochastic Expansion of the Perturbation Energy
Growth Function
Recalling the definition of the energy norm, we here reformulate the stochastic
equivalent, which we will use in formulating the stochastic perturbation energy
growth function. The energy norm reads
||q(x2, ζ(ω))||2E =
∫ 1
−1
(k2|u2(x2, ζ(ω))|2+|η(x2, ζ(ω))|2+|u′2(x2, ζ(ω))|2)dx2. (5.15)
We approximate the spatial dimension with Chebyshev polynomials and the stochas-
tic dimension with Wick products. u2(x2, ζ(ω)) =
∑nc
i=1
∑N
α=0 v
i
αHα(ζ(ω))Ti(x2),
η(x2, ζ(ω)) =
∑nc
i=1
∑N
α=0 η
i
αHα(ζ(ω))Ti(x2) and
u′2(x2, ζ(ω)) =
∑nc
k=1
∑nc
i=1
∑N
α=0Dikv
k
αHα(ζ(ω))Ti(x2), where Ti(x2) are Chebyshev
polynomials, Hα(ζ(ω)) are Wick products, v
i
α are WCE coefficients for the ith spec-
tral Chebyshev coefficient,
∑nc
k=1 Dikv
k
α is the WCE coefficient for the ith spectral
Chebyshev coefficient in the expansion of the spatial derivative, and Dik are the el-
ements of the first order Chebyshev derivative matrix. Substituting the expansions
into the energy norm, we have
||q(x2, ζ(ω))||2E =
N∑
α=0
N∑
β=0
Hα(ζ(ω))Hβ(ζ(ω))
nc∑
i=1
nc∑
j=1
∫ 1
−1
Ti(x2)Tj(x2)dx2{
k2viαv
j
β + η
i
αη
j
β +
nc∑
m=1
nc∑
n=1
Dimv
m
α Djnv
n
β
}
.
Let Cij =
∫ 1
−1 Ti(x2)Tj(x2)dx2, v
α = (v1α, ..., v
nc
α )
T , ηα = (η1α, ..., η
nc
α )
T , vˆ =
∑N
α=0 Hα(ζ(ω))v
α,
and ηˆ =
∑N
α=0 Hα(ζ(ω))η
α, then vˆ and ηˆ are chaos expansions of the Chebyshev
spectral coefficients associated with the wall normal velocity and vorticity, we can
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then define the energy norm in matrix form,
||q(x2, ζ(ω))||2E = vˆ∗(D∗CD + k2C)vˆ + ηˆ∗Cηˆ = vˆ∗Ev∗Evvˆ + ηˆ∗Eη∗Eηηˆ, (5.16)
where the last equality holds since the matrices are Hermitian. Matrices Ev and
En can be computed from a singular value decomposition (SVD) of D
∗CD + k2C
and C respectively. For instance, noting C is positive definite we can compute the
SVD, C = USV∗, where U and V contain the right and left singular vectors, and
S is the diagonal matrix of singular values. Further, since C is symmetric we must
have U = V, hence C = USU∗ = U
√
S∗
√
SU∗ = (
√
SU∗)∗(
√
SU∗) = Eη∗Eη. Let
E =
(
Ev 0
0 Eη
)
, and aˆ =
(
vˆ
ηˆ
)
, then
||q(x2, ζ(ω))||2E = ||Eaˆ||22, (5.17)
from which it is clear that E is an energy weight matrix, which can be used to
formulate the energy growth function,
G(t, ζ(ω)) = sup
q(t=0,ζ(ω))
‖q(t, ζ(ω))‖2E
‖q(t = 0, ζ(ω))‖2E
= sup
aˆ(0)
‖Eaˆ(t)‖22
‖Eaˆ(0)‖22
= sup
Eaˆ(0)
||E exp (−iΛˆt)E−1Eaˆ(0)||22
||Eaˆ(0)||22
= ||E exp (−iΛˆt)E−1||22 = S2max(E exp (−iΛˆt)E−1),
where S2max(E exp (−iΛˆt)E−1) is the square of the largest singular value of the
matrix E exp (−iΛˆt)E−1, and Λˆ = Λˆ(ζ(ω)) is the WCE of the diagonal matrix
with the k stochastic eigenvalues of largest imaginary part along the diagonal. By
taking the WCE of the discretised operator L1(ζ(ω)) and performing an eigen-
decomposition we generate the matrix Λˆ(ζ(ω)), which facilitates computation of
the statistical moments of the energy growth function.
5.3.2 Stochastic Poiseuille and Couette Flow at a Moderate
Correlation Length
Having set forth the mathematics of the problem, we proceed with numerical ex-
periments. We first use 5000 MC simulations, adopting LHS to speed conver-
gence, to compute the transient growth of both Poiseuille and Couette flows at
a Reynolds number of 4000, with stochastic base flows parameterized with both
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{σ = 0.02, cl = 0.50} and {σ = 0.0004, cl = 0.10}. We pick wave-numbers {α = 0.000, β = 2.040}
and
{
α = 35
Re
≈ 0.009, β = 1.60} for Poiseuille and Couette flow respectively. These
wave-number pairs are known to produce the greatest transient growth in the de-
terministic case, and should hence provide interesting tests for the stochastic case.
In addition, we investigate the effects of stochasticity on a plane Poiseuille flow at
{α = 1.02, β = 0.00}, corresponding to the perturbation which first becomes asymp-
totically unstable at the critical Reynolds number.
For simplicity, a constant Reynolds number, based upon the channel centre-line
velocity, is assumed in all computations. However, the stochastic defects which we
introduce will cause slight fluctuations in the centre-line velocity which in turn cause
variations in the Reynolds number. We argue that these fluctuations are negligible
and can safely be neglected. To this end, we record both the flux (integral of velocity
across channel) and the Reynolds number for each of the 5000 stochastic base flow
realisations. We find that the Reynolds number takes a value no greater than 4037
with a mean of 4000 and a standard deviation of around 10. The maximum deviation
in Reynolds number is thus less than one percent and the standard deviation is
around 0.25 percent. Furthermore, we find that the velocity flux takes values no
greater than 1.341, with a mean of 1.33 (agreeing with the deterministic case) and a
standard deviation less than 0.01. We therefore conclude that stochastic base flow
variations have a negligible impact on both the flux and Reynolds number, and can
therefore, for simplicity, be neglected in stochastic analysis.
At the correlation length of 0.50 we also compare the Monte Carlo results to those
obtained via the WCE, accommodating terms up to order seven. Adopting a full
tensor grid with four collocation points in each stochastic dimension, we require 44 =
256 function evaluations to numerically integrate the chaos coefficients. In contrast,
the computational expense of the low correlation length case is far greater. Using
tensor grids, the WCE suffers from the curse of dimensionality, which LHS does not,
where the number of function evaluations increases exponentially with the dimension
of the stochastic space. For this reason, it would be infeasible to compute the WCE
at the low correlation length of 0.10, where we require 12 stochastic dimensions
to accurately build the auto-covariance. Recovery of the chaos coefficients would
consequently require 412 function evaluations. This is clearly impractical and we
therefore adopt a sparse grid in favour of the traditional tensor approach.
Figure 5.7, below, shows the convergence, in mean and variance, of the LHS com-
putations.
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Figure 5.7: Convergence of LHS computations of G(t, ζ), convergence in mean (left) and vari-
ance (right). For input processes with cl = 0.50 and σ = 0.02. Poiseuille flow (upper) at
Re = 4000, α = 0.00, β = 2.04. Couette flow (lower) at Re = 4000, α = 0.009, β = 1.60.
The expectation after n simulations is computed by first computing the empirical
average of the growth function over the n realisations, thus resulting in a time
series, then taking the mean of this time series to acquire a scalar measure. A
similar procedure is adopted for the variance. We plot the percentage difference
every additional 50 simulations and, as depicted, convergence in mean occurs much
more rapidly than that in variance. The Poiseuille and Couette flow appear to
converge at a similar rate. As seen, a few hundred simulations are sufficient to
achieve percentage differences of less than one percent for the mean. Conversely, it
takes around 2000 simulations to achieve a similar convergence in variance. We are
interested in both statistical moments and the variance is thus the limiting case.
Although a little superfluous, we adopt the full 5000 simulations in all cases, to
ensure sufficient accuracy. Figure 5.8, below, compares the LHS and WCE results
for the Poiseuille flow at the moderate correlation length, that is cl = 0.50 and
σ = 0.02.
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Figure 5.8: Transient growth of stochastic plane Poiseuille flow, cl = 0.50, σ = 0.02, Re = 4000,
α = 0.00, β = 2.04, 5000 Monte Carlo simulations of G(t, ζ) (top left), E[G(t, ζ)]± σ[G(t, ζ)]
(top right), σ[G(t, ζ)] (bottom left), σ[G(t, ζ)]/E[G(t, ζ)] (bottom right).
The upper left sub-plot indicates the 5000 LHS realisations of the growth function,
and the right sub-plot depicts the mean plus or minus one standard deviation,
computed via LHS (blue) and WCE (red). The results are seen to agree very well
with curves overlapping. Requiring only 625 function evaluations to reproduce the
LHS result with a stochastic dimension of four, we see the superior efficiency of the
WCE in low stochastic dimensions. However, owing to the curse of dimensionality,
this efficiency decays rapidly. The lower left sub-plot depicts the standard deviation,
and the lower right normalises this by the mean. Whilst there is considerable
variability in transient growth, all realisations decay asymptotically and thus remain
stable, in a modal sense. Furthermore, the variability is seen to grow with time in
a similar fashion to the mean. In fact, all transient growth realisations are identical
(zero variance) at small times, the variability then grows rapidly to reach a constant
ratio with the mean of about 0.08. It would therefore seem that stochasticity is not
that influential in this case, the standard deviation remains small and the mean, or
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deterministic part, is the most significant.
Turning attention to the Couette flow and considering the same stochastic param-
eters, cl = 0.50 and σ = 0.02, figure 5.9 illustrate a similar situation.
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Figure 5.9: Transient growth of stochastic plane Couette flow, cl = 0.50, σ = 0.02, Re = 4000,
α = 0.009, β = 1.60, 5000 Monte Carlo simulations of G(t, ζ) (top left), E[G(t, ζ)]± σ[G(t, ζ)]
(top right), σ[G(t, ζ)] (bottom left), σ[G(t, ζ)]/E[G(t, ζ)] (bottom right).
Again, all realisations are asymptotically stable (decaying), and the standard devi-
ation remains small in comparison to the mean. Whilst significant transient growth
is clearly observed, stochasticity does not contribute much at these wave numbers,
α ≈ 0. For this reason, we investigate the Poiseuille flow at the wave-number pair
{α = 1.02, β = 0.00}. At the critical Reynolds number of 5772, this is the first wave
to transition. We conduct experiments at Re = 4000, cl = 0.50 and σ = 0.02, adopt
the WCE and plot the results in figure 5.10
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Figure 5.10: Transient growth of stochastic plane Poiseuille flow, cl = 0.50, σ = 0.02, Re =
4000, α = 1.02, β = 0.00, 625 WCE realisations of G(t, ζ) (top left), E[G(t, ζ)] ± σ[G(t, ζ)]
(top right), σ[G(t, ζ)] (bottom left), σ[G(t, ζ)]/E[G(t, ζ)] (bottom right).
From a physical perspective, the results for this case are far more interesting. The
top left sub-plot shows the growth function for each of the 625 simulations used
to integrate the chaos coefficients, and indicates that whilst transient behaviour is
qualitatively the same for all base flows at early times, differences become appar-
ent at larger times, where, under some realisations of the base flow, asymptotic
instability occurs.
The top right sub-plot depicts the mean energy amplification, plus or minus one
standard deviation, and the bottom sub-plots illustrates the evolution of standard
deviation. The standard deviation is shown to grow linearly with respect to the
mean result, and given sufficient time can actually grow larger than the mean com-
ponent. As time passes, stochasticity becomes increasingly important and small
defects can have fundamental effects on solutions. This was, conversely, not the
case for waves with α ≈ 0.0 (long stream-wise waves), and it therefore seems that
defects have a greater effect on the shorter stream-wise waves.
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Investigating the physical significance further, we compute the stochastic spec-
tral abscissa, χ(L∗1(ζ)) = sup
λ∈Λ(L∗1(ζ))
<(λ), and the stochastic numerical abscissa,
ψ(L∗1(ζ)) = sup
z∈W (L∗1(ζ))
<(z), where W (L∗1(ζ)) =
{
x∗L∗1(ζ)x : x ∈ CN , ||x|| = 1
}
is
the numerical range of L∗1(ζ). Using the WCE, we find that the spectral abscissa
has a mean of −0.005 and a standard deviation of 0.001, whilst the numerical
abscissa takes values of 0.664 and 0.028, for the mean and standard deviation re-
spectively. The mean values are in excellent agreement with deterministic results
at the same flow conditions, for which we find a spectral abscissa of −0.005 and
a numerical abscissa of 0.662. Furthermore, the standard deviation of the spec-
tral abscissa is in clear agreement with the above figure. As previously stated,
d
dt
||exp {tL∗1(ζ)} |||t=0 = limt↓0 t−1log||exp {tL∗1(ζ)} || = ψ(L∗1(ζ)), and the spectral
abscissa is thus the initial slope of the growth function. If one observes the stochas-
tic realisations, above, it is evident that they all have the same initial slope and
it therefore follows that the standard deviation of the numerical abscissa be ap-
proximately zero, as is the case. Clearly, stochasticity has no initial impact, but
its significance increases with time. It can also be shown that the spectral and
numerical abscissa bound the perturbation energy growth,
exp {tχ(L∗1(ζ))} ≤ || exp {tL∗1(ζ)} || ≤ exp {tψ(L∗1(ζ))} , (5.18)
which implies that stochastic defects have very little impact on the lower bound,
yet can significantly alter the upper bound, especially at large times. In order
to further inspect those realisations which exhibit asymptotic growth, we plot the
maximum asymptotic growth rate of each of the 625 realisations used in computing
the chaos coefficients. The results are presented below, in figure 5.11, where we plot
the realisations on the spectrum and highlight those exhibiting instability in red.
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Figure 5.11: Fastest growing perturbations of 625 WCE realisations of plane Poiseuille flow,
cl = 0.50, σ = 0.02, Re = 4000, α = 1.02, β = 0.00.
And we plot the corresponding modes, in wall normal velocity-vorticity form, in
figure 5.12:
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Figure 5.12: Fastest growing perturbations, wall normal velocity-vorticity modes of 625 WCE
realisations of plane Poiseuille flow, cl = 0.50, σ = 0.02, Re = 4000, α = 1.02, β = 0.00.
Clearly, it is the Orr-Sommerfeld modes which are unstable. That is, the wall
normal velocity. Further, the unstable modes are characteristic wall modes, with
large variations in the vicinity of the solid boundaries.
5.3.2.1 Variance Based Sensitivity Analysis
The WCE lends itself nicely to variance analysis, which LHS does not. That is,
we can use the WCE to decompose the variance of the output process amongst the
random input sources, or KLE modes in this case. We recall, from chapter two,
that the variance based sensitivity indices can be computed directly from the WCE
coefficients, and we use the formula outlined earlier to decompose the variance.
If we consider a simplified formulation of the stochastic perturbation energy ampli-
fication WCE,
G(t, ζ(ω)) =
∑
αi∈IO
gαi(t)Hαi(ζ(ω)) =
N∑
i=0
gαi(t)Hαi(ζ(ω)), (5.19)
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where the chaos coefficients are explicitly functions of time, gαi(t), we may then
proceed to compute the total sensitivity index,
Stoti (t) =
∑
k∈{1,...,N ;αki>0} g
2
αk
(t)∑N
k=1 g
2
αk
(t)
,∀i ∈ {1, 2, ..., d} , (5.20)
and the first order sensitivity index,
Si(t) =
∑
k∈{1,...,N ;αki>0,αkj=0∀j 6=i} g
2
αk
(t)∑N
k=1 g
2
αk
(t)
, ∀i ∈ {1, 2, ..., d} . (5.21)
We recall that the first order variance based sensitivity indices measure the sole
contribution of the ith stochastic variable, ζi(ω), to the variance of the output pro-
cess. The second order variance based sensitivity indices measure the contribution
of the interaction of stochastic input variables to the variance of the output process,
and the total variance based sensitivity indices measure the total contribution of an
input to the output variance.
We would ideally like a scalar measure of sensitivity, and we therefore take the
average of the time series indices, that is average in time. The time averaged
indices are depicted below in figure 5.13.
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Figure 5.13: Total (left) and first order (right) variance based sensitivity indices, for G(t, ζ),
stochastic Poiseuille flow, cl = 0.50, σ = 0.02, Re = 4000, α = 1.02, β = 0.00.
Clearly, stochastic inputs of odd mode number contribute significantly more to the
output variance than even modes (which are small but non-zero). Further, if one
inspects the KLE decomposition of the 625 base flows used in the WCE, one finds
no general pattern in the realisations of ζi(ω) in the stable cases, whilst ζ1(ω) is
strictly positive and ζ3(ω) strictly negative in all unstable realisations. We plot
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the actual stochastic modes,
√
γiσ(x2)ei(x2), and their ensuing curvatures below, in
figure 5.14.
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Figure 5.14: Stochastic KLE Inputs. Eigenvalues (top), eigenvectors (left) and curvature of
eigenvectors (right).
We see that the odd modes are symmetrical about the channel centre, and mod-
ify the centre-line velocity. Furthermore, mode one acts to increase the centre-line
velocity whilst mode three acts to decrease it. Strictly positive and negative realisa-
tions of random variable one and three would suggest an increase in the centre-line
velocity, in the asymptotically unstable cases.
It would also seem plausible to expect the first order variance based sensitivity
indices to be proportional to the number of inflection points in the stochastic mode.
We entertain such ideas by inspecting the curvatures, D2
{√
γiσ(x2)ei(x2)
}
. Noting
that an inflection point is simply a change in curvature sign, we see that there
is no obvious pattern between the number of inflection points and the stochastic
mode number. We might expect the first order variance based sensitivity indices
to increase with the number of modal inflection points, but no such relationship is
observed. In fact, if one notes the small amplitude of the KLE curvatures and also
notes that a deterministic plane Poiseuille has a constant curvature of −2, then it is
clear that only a very large random realisation of a ζi(ω) would be sufficient to induce
an inflection point in the net flow. For instance, even if we consider the largest KLE
mode, mode one, then we would only observe a net inflectional flow if |ζ1(ω)| >
134
20, which is extremely improbable. To be more specific, we actually adopted a
tensor grid ζ ∈ [−3, 3]d for numerical computation of the chaos coefficients, and can
therefore most certainly rule out instabilities of an inflectional nature.
One may also expect the output variability attributed to a given mode to be pro-
portional to the variability in the input attributed to that same mode. To test
this hypothesis, we plot the input variance attributed to each stochastic KLE input
below, which is simply its eigenvalue, γi (see the upper subplot of figure 5.14). The
attributed input variance is seen to decay with mode number whilst the output vari-
ance attributed to each mode showed no such relationship. Oddly, there does not
appear to be a significant relationship between the magnitude of input and output
variance attributed to a given KLE mode. In fact, there seems to be no correlation
between the two.
The above analysis suggests that it is neither the number of inflection points in
a mode, nor the size of that mode that determines the first order variance based
sensitivity indices, but the symmetry of a mode. The modal shape appears to de-
termine the relative contribution of a mode to the total output variance. Further,
it is the odd modes, exhibiting a symmetry about the channel centre-line, which
contribute most. The deterministic Poiseuille profile is itself symmetric about the
channel centre-line, and these symmetric stochastic defects are thus ones which pre-
serve symmetry. Furthermore, all symmetric modes modify the centre-line velocity.
In contrast, the anti-symmetric modes have no impact at the centre of the chan-
nel and act to break the symmetry of the net flow. Clearly, the modification of
the centre-line velocity modifies the Reynolds number, but as previously explained
this modification is relatively small such that a deterministic Poiseuille flow at such
modified Reynolds numbers are asymptotically stable.
5.3.2.2 Optimal Stochastic Defect
In this section, we seek to determine the stochastic defect which causes the greatest
deviation from the deterministic growth function. We formulate this problem as
a constrained optimisation. To this end, we seek the stochastic coefficients in the
KLE which maximise the root mean squared deviation between the stochastic and
deterministic growth functions, where the mean is computed across the time series,
that is
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ζ∗ = argminζ
{
− 1
nT
nT∑
j=1
(G(tj, 0)−G(tj, ζ))2
}
∀ζi ∈ [−3, 3], i = 1, 2, ...d,
where we have discretised the time domain with nT points and we have confined the
stochastic search space to the hypercube [−3, 3]d, which is a justified simplification
since the random variables are Gaussian and therefore fall, with 99% probability,
within three standard deviations of their zero mean. It is also worth noting that we
negate the objective function and seek a minimum, which is equivalent to the max-
imum of the non-negated objective function which we seek. We solve the problem
with the simplex method. We conduct three optimisations, one in which we con-
strain odd KLE coefficients to zero, one in which we constrain the even coefficients
to zero and one in which we allow both odd and even coefficients to take non zero
values. The optimal stochastic coefficients, growth function and KLE are plotted
below in figure 5.15.
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Figure 5.15: Optimal stochastic perturbation energy growth function (top left), optimal
stochastic KLE coefficients (top right), optimal stochastic base flow (bottom left) and curva-
tures (bottom right), stochastic Poiseuille flow (bottom right), for G(t, ζ), cl = 0.50, σ = 0.02,
Re = 4000, α = 1.02, β = 0.00.
As can be seen, the optimal even-only stochastic defect has negligible impact, which
is evident from the upper left sub-plot of growth functions where the deterministic
(G(t, ζ = 0)) and optimal even (G(t, ζ = ζ∗even)) growth functions overlap. Con-
versely, the odd (or symmetric) stochastic defects can cause significant transient
growth. In fact, optimising over both odd and even stochastic modes is almost syn-
onymous with optimising over odd only. This is clearly consistent with the variance
based sensitivity indices, which suggested that it was only the odd modes which
effected perturbation energy amplification. In addition, we see that random vari-
able one takes the maximum possible positive value of 3 whilst random variable
three takes −3. Again, this observation is consistent with previous analyses which
suggested that defects that increased the channel centre-line velocity where most
detrimental. Even considering this optimised (highly improbable) flow, the channel
centre-line velocity is not augmented by more than about 10%, which in turn im-
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plies a Reynolds number of no more than 4400, for which a deterministic Poiseuille
flow is certainly stable.
Inspecting curvatures (bottom right sub-plot of figure 5.15), it is clear that insta-
bilities cannot be of an inflectional nature. The curvatures are strictly negative and
do not change sign at any point across the channel. The superposition of an opti-
mised defect is thus unable to cause a change in curvature sign, and the net profiles
are inflexionless. It is thus clear that any instability created by stochasticity is not
inflectional in origin but due to viscous effects.
5.3.2.3 Reynolds-Orr Analysis
In what follows, we investigate how stochasticity impacts the transfer of energy
between the base flow and the perturbations. We therefore turn our attention to
the Reynolds-Orr equation, firstly consider the non-linear evolution equation,
∂ui
∂t
= −Uj ∂ui
∂xj
− uj ∂Ui
∂xj
− ∂p
∂xi
+
1
Re
∂2
∂x2j
ui − uj ∂ui
∂xj
. (5.22)
Multiplying by the perturbation velocity, ui, noting that ui
∂2
∂x2j
ui =
∂
∂xj
ui
∂ui
∂xj
− ∂ui
∂xj
∂ui
∂xj
,
and integrating over volume V , we have
∂
∂t
∫
V
1
2
uiuidV = −
∫
V
∂Ui
∂xj
uiujdV− 1
Re
∫
V
∂ui
∂xj
∂ui
∂xj
dV−
∫
V
∂ui
∂xj
Ujui+
∂ui
∂xj
ujui− 1
Re
∂
∂xj
∂ui
∂xj
uidV.
(5.23)
Further, one may re-write the last integral as
∫
V
∂ui
∂xj
Ujui +
∂ui
∂xj
ujui − 1
Re
∂
∂xj
∂ui
∂xj
uidV =
∫
V
∂
∂xj
1
2
uiuiUj − 1
2
uiui
∂
∂xj
Uj +
∂
∂xj
1
2
uiuiuj
− 1
2
uiui
∂
∂xj
uj − 1
Re
∂
∂xj
ui
∂ui
∂xj
dV,
where each term is clearly of the form
∫
V
∂
∂xi
fidV , which according to the divergence
theorem is equivalent to a surface integral,
∫
V
∂fi
∂xi
dV =
∫
xi
∫
xj
∫
xk
∂fi
∂xi
|ijk
2
|dxidxjdxk =
∫
xj
∫
xk
fi|ijk
2
|dxjdxk. (5.24)
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However, all perturbations are zero at solid boundaries, hence surface terms fi
vanish at the boundaries and we are simply left with
∂
∂t
∫
V
1
2
uiuidV = −
∫
V
∂Ui
∂xj
uiujdV − 1
Re
∫
V
∂ui
∂xj
∂ui
∂xj
dV, (5.25)
which we simplify further, for the case of 2D perturbations, U = (U(x2), 0), u =
(u1(x2), u2(x2))exp(iαx1)exp((=(λ) − i<(λ))t). Substituting these parameters, in-
tegrating over a single stream-wise wave length, cancelling and taking the time
derivative, we have
=(λ)
∫ 1
−1
u21(x2) + u
2
2(x2)dx2 = −
∫ 1
−1
U ′(x2)u1(x2)u2(x2)dx2
− 1
Re
∫ 1
−1
u′21 (x2) + u
′2
2 (x2) + α
2u21(x2) + α
2u22(x2)dx2.
The term on the left hand side is the rate of perturbation energy growth, the integral
is strictly positive, and we see that asymptotic growth occurs when the the wave
number, λ, has positive imaginary part (which is consistent with spectral analysis).
The first term on the right describes the transfer of energy between the base flow
and the perturbations, and can be positive or negative. The last term describes the
dissipation of perturbation energy, and is non positive.
Considering the optimised stochastic base flow of the previous sub-section, that is
{ζ1(ω) = 3, ζ2(ω) = 0, ζ3(ω) = −3, ζ4(ω) = 0}, and using the Reynolds-Orr formula-
tion, we further investigate the impact of stochasticity. Firstly, we plot the fastest
growing mode, as shown below in figure 5.16.
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Figure 5.16: Spectrum of fastest growing stochastic mode (red) and deterministic mode (blue),
for plane Poiseuille flow, at cl = 0.50, σ = 0.02, Re = 4000, α = 1.02, β = 0.00.
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As expected, the fastest growing deterministic mode has negative imaginary part
and is thus asymptotically stable. Conversely, the fastest growing stochastic mode
is asymptotically unstable, with positive imaginary part. This is all consistent with
the transient analyses we have considered.
To understand the origin of these observations, we plot the parameters in the
Reynolds-Orr formulation, namely the velocities, the velocity gradients and the
actual energy terms. Again, blue is representative of the deterministic case and red
the optimised stochastic flow. Below, figure 5.17 depicts the results.
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Figure 5.17: Comparison of fastest growing stochastic mode (red) and deterministic mode
(blue), via the Reynolds-Orr Equation, for plane Poiseuille flow, at cl = 0.50, σ = 0.02,
Re = 4000, α = 1.02, β = 0.00. Base flow and perturbations (top row), first derivative of base
flow and perturbations (middle row), and terms in the Reynolds-Orr formulation (bottom row).
As seen, stochasticity increases the base flow, augmenting the centre-line velocity
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by about 10%, which corresponds to a modified Reynolds number of around 4400
(which in the deterministic case would be stable up to 5772). Furthermore, stochas-
ticity is seen to increase the gradient of the base flow, which in turn results in an
increase in the transfer of energy between the base flow and the perturbations. The
perturbations seem to change very little, with a slight increase in shearing in the
immediate vicinity of the wall and a slight decrease a little further away, resulting
in slight increases and decreases in dissipation respectively. The end result is a
clear increase in the transfer of energy to the perturbed flow, and little change in
dissipation. To visualise this more clearly, we plot the energy term differences in
figure 5.18, that is the stochastic energy terms less the deterministic.
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Figure 5.18: Comparison of fastest growing stochastic mode (red) and deterministic mode
(blue), via the Reynolds-Orr Equation, for plane Poiseuille flow, at cl = 0.50, σ = 0.02,
Re = 4000, α = 1.02, β = 0.00. Differences (stochastic minus deterministic) in the terms in
the Reynolds-Orr formulation.
Clearly, stochasticity has had little impact on the dissipation of perturbation en-
ergy and a much stronger effect on energy transfer. We argue that it is not the in-
creased magnitude of the base flow centre-line velocity, or equivalently the Reynolds
number, that causes the stable flow to transition to an unstable one, but the in-
creased velocity gradient. After all, it is the velocity gradient which is present in
the Reynolds-Orr formulation, not the base flow itself. By stretching the centre-
line velocity, we implicitly increase the velocity gradient, which in turn allows more
transfer of energy from the base flow to the perturbations. If one integrates and
sums the dissipation and transfer terms, then one finds negative and positive values
for the deterministic and stochastic cases respectively, indicating that the stochas-
ticity has indeed transformed the asymptotically stable flow into an unstable one,
as eigenvalue analysis had previously suggested. However, the benefit of this energy
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analysis is that we can observe the effects of the terms in the equations and thus
postulate an explanation for the origin of this transition.
With this insight, it is interesting to go back and evaluate the impact of the even
(anti-symmetric) stochastic modes via the Reynolds-Orr formulation. To this end,
we consider the same problem with stochastic base flow, described with random
variables {ζ1(ω) = 0, ζ2(ω) = 3, ζ3(ω) = 0, ζ4(ω) = 3}, and produce the same set of
plots. Figure 5.19 depicts the perturbations, their derivatives and terms in the
Reynolds-Orr formulation, and figure 5.20 depicts the difference (between deter-
ministic and stochastic) in the Reynolds-Orr energy terms.
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Figure 5.19: Comparison of even growing stochastic mode (red) and deterministic mode (blue),
via the Reynolds-Orr Equation, for plane Poiseuille flow, at cl = 0.50, σ = 0.02, Re = 4000,
α = 1.02, β = 0.00. Base flow and perturbations (top row), first derivative of base flow and
perturbations (middle row), and terms in the Reynolds-Orr formulation (bottom row).
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Figure 5.20: Comparison of even stochastic mode (red) and deterministic mode (blue), via
the Reynolds-Orr Equation, for plane Poiseuille flow, at cl = 0.50, σ = 0.02, Re = 4000,
α = 1.02, β = 0.00. Differences (stochastic minus deterministic) in the terms in the Reynolds-
Orr formulation.
From these plots it is now very clear why the even modes do not impact stability.
They are anti-symmetric about the channel centre-line and therefore have anti-
symmetric effects on the base flow and its gradient. We know, from the previous
analysis, that it is the gradient of the base flow that impacts the transfer of energy
to the perturbations, and, furthermore, it is the transfer term which dominates the
total change in perturbation energy. Since the changes to the gradient are now in
opposition about the channel centre-line, we see that the increase in transfer in one
region of the channel is cancelled out by a decrease in the other, giving little to no
net impact.
5.3.2.4 Critical Reynolds Number
We extend the analysis of the previous section, by seeking the critical Reynolds
number. That is, for a given set of stochastic parameters, we aim to find the lowest
Reynolds number at which at least one mode has a growth rate of zero. We fix
the correlation length at cl = 0.5 and seek the critical Reynolds number of the
stochastic Poiseuille flow, at α = 1.02 and β = 0.00, for input standard deviations
σ = 0.000, 0.010, ..., 0.050. As the input standard deviation does not change the
shape of the flow, only its size, we retain the same four optimised stochastic variables
used previously, {ζ1(ω) = 3, ζ2(ω) = 0, ζ3(ω) = −3, ζ4(ω) = 0}. For each of the base
flows, we use interval reduction to find the Reynolds number with an asymptotic
growth of zero. This is the critical Reynolds number assuming that stochasticity
does not modify the centre-line velocity, which it obviously does. We therefore
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correct the Reynolds number, scaling it up by multiplying by the channel centre-
line velocity, and then scaling the base flow down (uniformly) such that it has a
velocity of unity at the centre-line. We finally check that this modified flow, at the
corrected critical Reynolds number, has an asymptotic growth rate of zero, which
it does. Below, in figure 5.21, we plot the resulting base flows.
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Figure 5.21: Optimised base flows (left) and gradients (right), for varying input standard
deviations, σ = 0.00, 0.01, 0.02, 0.03, 0.04 and 0.05 from right to left, for plane Poiseuille flow,
at cl = 0.50, α = 1.02, β = 0.00.
As can be seen, all flows have a maximum velocity of unity (by construction), and
a very similar shape. As the input standard deviation is increased, the flux of the
flows is observed to gradually decreases with steeper gradients in the middle half
of the channel, and slightly lower in the upper and lower quarters. We know, from
the Reynolds-Orr formulation, that these steeper gradients generally promote the
transfer of energy from the base flow to the perturbations, and we therefore expect
to see a corresponding decrease in the critical Reynolds number. Observing figure
5.22, we see that this is indeed the case.
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Figure 5.22: Critical Reynolds number as a function of input standard deviation (top left),
Reynolds-Orr transfer terms (bottom left), increase in the integral of the Reynolds-Orr transfer
term as a function of input standard deviation (bottom right), for plane Poiseuille flow, at
cl = 0.50, α = 1.02, β = 0.00.
Referring first to the upper sub-plot of figure 5.22, the blue curve represents the
critical Reynolds number, assuming that stochasticity does not modify the channel
centre-line velocity, whilst the red curve depicts the corrected critical Reynolds
number, when the base flow is scaled back to unity at the channel centre. We see that
a reasonably modest modification to the base flow can cause dramatic reductions in
the critical Reynolds number. For instance, the rather small difference in base flows
at σ = 0.00 (deterministic case) and σ = 0.05 results in a large drop in the critical
Reynolds number, of about 77 percent, from 5772 to 1306. Turning our attention
to the lower two sub-plots, we see why this is so. The leftmost plot shows the
distribution of the transfer of energy from the base flow to the perturbations, and
the right shows the integral of this function (normalised by the deterministic case).
All flows are seen to have very similar transfer in the central regions of the channel,
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leaving the upper and lower quarters responsible for the differences observed. It
seems that, whilst the absolute velocities of the flows are not too dissimilar, those
flows with steeper gradients facilitate increased energy transfer to the perturbations.
Referring back to the previous plot of the base flow velocity gradient, we see that,
in general, the regions of the channel where the magnitude of the velocity gradient
is increased also correspond to the regions where the transfer of energy is increased.
This increased energy transfer, in turn, results in a significant reduction in the
critical Reynolds number. It should be remembered that the dissipation scales
inversely with Reynolds number, and at the critical Reynolds number the transfer
and dissipation cancel exactly. A significant increase in transfer therefore allows a
much higher dissipation and thus a lower critical Reynolds number, as we observe
here.
5.3.3 Stochastic Poiseuille-Couette Flow at a Low Correla-
tion Length
We finally consider the case of highly erratic stochasticity at a low correlation length.
As previously noted, we retain 12 terms in the KLE and adopt a sparse grid for
efficient computation of the WCE. To get an overview of the sensitivity in wave-
number space, we compute maximum energy amplification contours, in a stochastic
sense. We restrict analysis to a Reynolds number of 1000, and limit the input stan-
dard deviation to only 0.0004, such that the input stochasticity is parameterized
as {σ = 0.0004, cl = 0.10}. We restrict both the Reynolds number and input stan-
dard deviation as many realisations of the base flow with larger input parameters
lead to asymptotic growth, thus giving a maximum energy amplification of infinity,
which naturally leads to an infinite value when computing statistical moments by
empirical averaging. This limited analysis is merely adopted to identify the relative
sensitivity across wave-number space. We discretize the α − β plane with a 20 by
20 grid, and compute the maximum energy amplification for each of the 400 wave-
number pairs. We repeat this process for many LHS realisations of the base flow,
and, appealing to the central limit theorem, compute the statistical moments via
empirical averaging. To this end, we construct the mean and standard deviation of
the maximum energy amplification contours, and plot below in figure 5.23.
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Figure 5.23: Contours of maximum energy amplification, mean plus/minus one standard devi-
ation, for stochastic plane Poiseuille flow, at cl = 0.10, σ = 0.0004, Re = 1000.
As depicted, the shorter span-wise (larger β) waves exhibit more aggressive transient
growth, whilst variability, and hence the impact of stochasticity, increases with
stream-wise wave-number, α. That is, shorter span-wise waves exhibit more growth
but shorter stream-wise waves are more sensitive to the impact of stochasticity.
We also investigate the transient growth at the wave-number pair α = 1.02 and
β = 0.00, with cl = 0.10 and σ = 0.0025. The expectation and standard deviation
are plotted below, in figure 5.24.
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Figure 5.24: Transient growth of stochastic plane Poiseuille flow, cl = 0.10, σ = 0.0025,
Re = 4000, α = 1.02, β = 0.00. E[G(t, ζ)]± σ[G(t, ζ)] (left), σ[G(t, ζ)]/E[G(t, ζ)] (right).
As with all previous test cases at these wave numbers, the effects of stochasticity
accumulate with time and the ratio of standard deviation to mean (or the deter-
ministic solution) grows linearly in time. Thus given sufficient time, an extremely
small amplitude, highly erratic defect can dominate the behaviour of the flow.
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5.4 Summary
In this chapter, we have studied the stability of stochastic Poiseuille and Couette
type flows. We conducted a number of numerical experiments, involving both modal
and non modal analyses. In general, from a physical perspective, we have seen that
all flows become more sensitive to stochastic defects as the correlation length of
the stochastic base flow is decreased, and the profile thus becomes more erratic.
From a numerical perspective, we have seen the superior efficiency offered by the
WCE in low stochastic dimensions. However, the curse of dimensionality renders
chaos expansions inefficient in higher stochastic dimensions. Whilst sparse grids
were able to partially relieve the problem, the Monte Carlo approach proved much
more efficient in very high stochastic dimensions.
Through spectral analysis, we have shown that modes in the vicinity of the Y-branch
are much more sensitive to stochastic defects than those further away. Furthermore,
we showed that our structured perturbations are bounded by the log resolvent norm
contours of the more general unstructured perturbations of the -pseudospectra. We
have also seen that neutral curves can be highly sensitive to stochastic defects, which
can significantly reduce the critical Reynolds number and may partially explain the
deviations between theory and experiment, which are commonly observed.
Our transient analyses revealed that stochastic defects have no initial impact on
perturbation energy growth and, in general, the effects of stochasticity accumulate
with time. We showed that variability (standard deviation) in the perturbation en-
ergy growth increased almost linearly, relative to the mean, with time, in the case of
Poiseuille flow, whilst variability in the Couette flow remained of a negligible mag-
nitude at all times. Given sufficient time, the standard deviation, in perturbation
energy amplification of a Poiseuille flow, can exceed the mean value, thus rendering
stochasticity non negligible. Finally, we showed that neither the number of inflection
points in a defect, nor the input variance attributed to a defect, had the capacity to
significantly influence the variance in perturbation energy growth attributed to that
defect. Instability, arising from stochastic imperfections, must therefore not be in-
flectional in nature but viscous instead. Furthermore, only modes symmetric about
the channel centre-line were deemed to be responsible for the variance in the output
process. Reynolds-Orr analyses explain these observations. Anti-symmetric defects
lead to an increase in energy transfer (from the base flow to the perturbations) in
one region of the channel which is cancelled by a decrease in the opposite half of
the channel. Conversely, symmetric defects can lead to an increase in the energy
transfer across the whole channel, thus allowing sooner transition and reducing the
critical Reynolds number.
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Chapter 6
Stochastic Blasius Boundary Layer
6.1 Introduction
Boundary layers, or thin regions of shear, can be unstable to small amplitude distur-
bances. When the Reynolds number increases sufficiently, and exceeds the critical
value (Recrit), boundary layers become convectively unstable, small amplitude dis-
turbances grow and, when large enough, trigger non-linear mechanisms that rapidly
generate turbulence. Recent work by Healey [32] suggests inflectional modifications
to a boundary layer profile have the capacity to both increase and decrease stabil-
ity. In addition, there are other transition mechanisms, which do not depend on
the Reynolds number, such as non-modal transient growth and by-pass transition.
We here investigate these ideas using our stochastic framework. We briefly review
boundary layer stability theory before presenting numerical results for the stochastic
Blasius boundary layer.
6.2 Boundary Layer Stability Theory
Here, we briefly review the classical results of boundary layer stability theory, indi-
cating how they suggest potentially stabilising/destabilising modifications. Rayleigh
[65] described the evolution of linearized disturbances in the inviscid limit and
showed that inviscid solutions are stable in the absence of an inflection point. The
base flow profile, or more specifically its curvature, is thus an important character-
istic in the inviscid case. Later, Tollmien [84] extended these ideas and showed that
it is the curvature at the critical point, xc2, where U(x
c
2) = c =
<(λ)
α
, that is most
important in controlling inviscid stability.
150
Orr [54] and Sommerfeld [82] introduced viscous effects, giving rise to the well known
Orr Sommerfeld equation. Tollmien [84] demonstrated the destabilising influence
of viscosity in boundary layers without an inflection point. At Reynolds numbers
exceeding the critical value, he showed that an unstable band of wave-numbers
forms, bounded by two neutral wave-numbers which define the zero growth contour
in the neutral curve. The smallest neutral wave-numbers are termed the lower
branch, whilst the upper branch refers to the higher neutral wave-numbers [32].
Squire showed that two dimensional waves were the first to become unstable, thus
directing early studies towards two-dimensional perturbations. The stability of
the eigen-modes, of the Orr-Sommerfeld problem, depend on their wavelength, fre-
quency, and on the Reynolds number, defined for a boundary layer as Re =
U∞δ
ν
,
where U∞ and ν are the free-stream velocity and kinematic viscosity respectively,
and δ =
√
νx1
U∞ is the boundary layer thickness, growing with the square root of the
downstream distance. δ, and therefore the Reynolds number, increases in the down-
stream direction and evaluating the stability of a disturbance at different Reynolds
numbers is thus synonymous with evaluation at different downstream locations [20].
The growth rates of the viscous instability mechanism are known to be weaker than
those of inviscidly unstable inflectional profiles. This suggests that a modification
to an inflexionless profile which introduces an inflection point will be destabilising.
However, Healey [32] showed this to be a common misconception, demonstrating
that inflectional modifications can, in fact, be strongly stabilising. Although the
creation of an inflection point will certainly make an inflexionless profile more un-
stable in the limit, Re→∞, one cannot generalise such a result to finite Reynolds
numbers. In general, curvature has a strong influence on shorter waves (those near
the upper branch of the neutral curve), and only a weak influence on longer waves
(near the lower branch of the neutral curve). At large but finite Reynolds number it
can be shown that, to leading order, curvature only affects the upper branch of the
neutral curve [19]. Furthermore, a flow modification with negative curvature at xc2
will stabilise the flow by lowering the upper branch and thus reducing the unstable
range of wave-numbers. Conversely, a flow modification with positive curvature at
xc2 will generally destabilise the flow. We will not derive such results here but the
interested reader may refer to section 28.2 of Drazin and Reid [19].
Transition originating from exponentially growing eigenfunctions is usually called
classical or natural transition, observable in natural flows only if the background
turbulence is very small, around one percent of the free-stream velocity. For higher
values, disturbances are sufficient to trigger other mechanisms which bypass the
natural scenario. Morkovin [51] coined the expression bypass transition in 1969,
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stating that the natural mechanism could by bypassed altogether. In fact, many ex-
periments have shown transition in boundary layers at Reynolds numbers far below
those predicted by eigenvalue analysis. Landahl [43] proposed a physical mechanism
for these observations, which is now commonly known as the lift-up effect. The idea
is that cross-stream disturbances may amplify stream-wise velocity perturbations.
That is, weak pairs of counter rotating vortices are able to lift up fluid with low ve-
locity, from the wall, and simultaneously bring higher speed fluid elements towards
the wall. This often results in streaks of high and low stream-wise velocity, which
alternate in the span-wise direction. An inspection of Squire’s equation, describing
the interaction between the wall normal velocity and the wall normal vorticity per-
turbations, provides some insight. If one was to integrate this equation, for the wall
normal vorticity, the result would be an advection term representing the growth of
the initial vorticity, and a second term representing the integrated effect of the wall
normal velocity. This second term represents the generation of horizontal velocity
by the lifting up of fluid elements in the presence of mean shear, and is hence aptly
termed the lift up effect.
Such mechanisms are often responsible for the transient growth of boundary layers.
Mathematically, we know that the Orr-Sommerfeld operator for a Blasius boundary
layer is non normal with a condition number far greater than one, and we therefore
expect transient behaviour before a possible exponential growth. Such transient
growth is generally larger for long stream-wise waves (α ≈ 0). Furthermore, it exists
at sub-critical Reynolds numbers and is generally perceived to be the underlying
mechanism in bypass transition.
In practice, free-stream turbulence is often responsible for the development of dis-
turbances, leading to non-modal growth and transition. Within a boundary layer,
turbulence is highly damped, but low frequency oscillations, associated with long
streaky structures, appear. Klebanof [62] was the first to experimentally study these
disturbances, showing that, for moderate levels of free-stream turbulence, the dom-
inant disturbances within a boundary layer were not Tollmien-Schlichting waves
but characterised by low frequencies. Kendall [40] later denoted these disturbances
as Klebanof modes. As these streaks grow downstream, they breakdown into re-
gions of intense randomised flow, termed turbulent spots. The leading edge of these
spots travels much faster than the trailing, the spots grow and merge until the
flow is fully turbulent. Later, Westin [7] showed how different experiments with
apparently similar conditions can disagree on the location and extent of transition.
Transition to turbulence may follow different routes, depending upon the distur-
bance environment, but generally begins with the presence of stream-wise vortices,
which generate strong stream-wise streaks, in turn growing and eventually breaking
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down into turbulence.
The two main linear growth mechanisms encountered in flat plate boundary layers
are the exponential growth of Tollmien-Schlichting waves, and the transient growth
of stream-wise elongated streaks. When the amplification of either disturbance is
sufficient, nonlinear effects become relevant, the primary perturbations saturate and
take the flow into a new state. The linear stability of these new, more complicated
laminar flow configurations is the subject of secondary instability.
6.3 Base Flow
A natural application for stability analysis is the boundary layer over an aerofoil,
that is the thin region of shear between the wing where the flow velocity vanishes,
satisfying the no slip condition, and the free-stream where the flow is at the uniform
speed of the aircraft. One can model this problem as a thin wing at zero angle of
attack, or equivalently a flat plate.
6.3.1 Parallel Flow Assumption
More specifically, we shall consider a stationary, uniform 2D flow impinging tan-
gentially upon a flat plate of semi-infinite length. We assume this flow is moving at
a constant velocity, U∞, in the stream-wise direction, x1, for x1 < 0 with the plate
placed along the half-plane x2 = 0, x1 > 0. The flow impinges the plate at x1 = 0,
where it interacts taking the value zero at x2 = 0 and growing to the previous uni-
form velocity U∞ at the edge of the boundary layer and in the free-stream. Figure
6.1 depicts a sketch of such a flow.
Figure 6.1: Sketch of the Blasius boundary layer.
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The boundary layer, born at the plate leading edge, grows in thickness as the square
root of the spatial distance progressing towards the trailing edge, thus inducing an
increase in the local length scale, in turn increasing the local Reynolds number.
We assume we are sufficiently far downstream that the behaviour of the flow is
independent of the behaviour at the leading edge of the plate. The growth of the
boundary layer thickness is slow and the transverse velocity is comparatively small.
Neglecting the weak stream-wise growth and the small transverse velocity of the
flow, the basic assumption of a mean flow with parallel streamlines is made.
To justify this, consider a rectangular control volume including the boundary layer
with a long side resting on the plate and a short side in the transverse direction. It is
clear that the flux entering the control volume, in the horizontal direction, from the
side closest to the edge (x1 = 0) is greater than that exiting from the other short side.
As the flow moves far from the origin, the plate effectively manifests its presence by
reducing the mean stream-wise velocity inside the control volume. Consequently,
continuity implies that there must be a flow in the cross-stream direction, flowing
out through the long side of the control volume which is not in contact with the
plate. These cross-stream velocities must start from zero at the plate and increase
with the distance from it. However, the length of control volume through which the
cross-stream velocities pass is far greater than the length through which the stream-
wise velocities pass, and it thus follows that they are far smaller in magnitude. In
fact, the ratio between the mean cross-stream velocity and the mean stream-wise
velocity is of the order of the ratio between the thickness of the boundary layer
and the distance from the origin, and is therefore very small. It is therefore argued
that this transverse flow is of secondary importance, it may be neglected and the
flow assumed parallel. Further, the control volume analysis holds for both the
deterministic and stochastic cases, with the arguments thus carrying over to the
case of a stochastic base flow.
6.3.2 Shooting for the Base Flow Profile
An approximate solution for this base flow can be formed from the boundary layer
equations, giving a self-similar flow field, which is commonly termed the Blasius pro-
file. The flow depends only on the wall-normal direction, and the dynamics of small
perturbations to the Blasius profile are once more described by the Orr-Sommerfeld
and Squire equations. The flat plate is located at x2 = 0 (x2 = −1 when mapped
onto the Chebyshev grid), and the reference length for non-dimensionalisation of
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the problem is given by the displacement thickness,
δ∗ =
∫ ∞
0
1− U(x2)
U∞
dx2, (6.1)
where U∞ is the free-stream velocity.
The displacement thickness is the perpendicular distance by which a surface would
have to be moved from the reference plane in an inviscid flow to give the same
flow rate as occurs between the surface and the reference plane in the real viscous
fluid. In practical terms, the displacement thickness modifies the shape of a body
immersed in a fluid to allow an inviscid solution. This is commonly used in aero-
dynamics to overcome the difficulty inherent in the fact that fluid in a boundary
layer asymptotically approaches the free stream velocity as distance from the wall
increases, at any steam-wise location.
We are therefore tasked with solving the Orr-Sommerfeld and Squire system on the
domain x2 ∈ [0,∞] with the Blasius base flow profile, which we introduce later, and
the no slip boundary conditions u2(x2 = 0) = u
′
2(x2 = 0) = η(x2 = 0) = 0 at the
wall, and u2(x2 =∞) = u′2(x2 =∞) = η(x2 =∞) = 0 in the free-stream.
The base flow profile for the Blasius boundary layer is not known explicitly, but may
be found from the solution of a non-linear ordinary differential equation (ODE), in
some function f , where the profile is given by U(x2) = U∞f ′(x∗2). Using a similarity
transformation Blasius [6] arrived at a third order non-linear ordinary differential
in the function f ,
2f ′′′ + ff ′′ = 0, (6.2)
subject to the boundary conditions f(0) = f ′(0) = 0 and f ′ (∞) = 1, where x∗2 =
Reδ∗
√
v
U∞x1
x2 is a similarity variable, and Reδ∗ is the Reynolds number based upon
the boundary layer thickness.
We must therefore solve a third order non-linear ODE. Being third order, the ODE
requires three boundary conditions. However, only two boundary conditions can be
specified at x∗2 = 0, namely f(0) = f
′(0) = 0. We therefore proceed with a shooting
method, we take an initial guess for the second derivative, f ′′(0) = g∗0, integrate
over the domain and check to see if the solution obtained satisfies the boundary
condition at the far end of the domain, that is f ′(∞) = 1. If the value obtained
is not within an acceptable error, we use the magnitude of the error to update the
guess and shoot once more, repeating the process until converging to the correct
solution. Noting that the value of the function f ′ at the far end of the domain is an
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implicit function of the guess, g∗i , the procedure can be formalised with Newton’s
method, to solve
f ′ (∞, g∗i )− 1 = 0. (6.3)
Below, we outline an adaptive Newton shooting method for the solution to the
problem.
First, one writes the third order ODE as a system of three first order equations,
f ′ = g, (6.4)
g′ = h, (6.5)
h′ = −1
2
fh, (6.6)
with the boundary conditions at x∗2 = 0, f(0) = 0, g(0) = 0, h(0) = g0, where g0 is
the initial guess.
Next, Newton’s method is applied to find the value of the guess satisfying the
boundary condition at the far end of the domain. Let N(g∗i ) = g (∞, g∗i )− 1. The
updated guess is then
g∗i+1 = g
∗
i −
N(g∗i )
∂N
∂g∗ |g∗(i)
. (6.7)
An efficient way to evaluate the derivative ∂N
∂g∗ |g∗(i) is to solve, in parallel, the vari-
ational system
F ′ = G, (6.8)
G′ = H, (6.9)
H ′ = −1
2
(Fh+ fH), (6.10)
where F = ∂f
∂g∗ , G =
∂g
∂g∗ and H =
∂h
∂g∗ , and the boundary conditions at the wall are
F (0) = G(0) = 0, H(0) = 1.
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Grouping the coupled equations involving the unknown functions, f, g, h, F,G,H,
into a vector, the solution is easily computed with a standard ODE solver. Once
converged, we have the Blasius base flow profile
U(x2) = U∞f ′(x∗2) = U∞g(x
∗
2). (6.11)
6.3.3 The Stochastic Base Flow Profile
As with the Poiseuille/Couette flow, we assume a Gaussian auto-covariance for the
stochastic component of the flow, once more characterised by a standard deviation
and a correlation length. We then employ a truncated Karhunen-Loe`ve expansion,
based upon the assumed auto-covariance, resulting in the flow field
U∗(x2, ω) = U(x2) + σ(x2)
d∑
i=1
√
γiei(x2)ζi(ω). (6.12)
For further details, the reader is referred back to §4.2 and §4.3. As an example, we
plot the first few KLE modes in figure 6.2, σ(x2)
√
γiei(x2), for the case cl = 0.50
and σ = 0.02.
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Figure 6.2: Deterministic Blasius boundary layer profile (left). Blasius KLE modes (right) for
cl = 0.50, σ = 0.02.
Examples of stochastic base flow realisations are given in figure 6.3.
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Figure 6.3: Examples of stochastic base flow realisations for cl = 0.50 and σ = 0.02 (left), and
cl = 0.10 and σ = 0.0025 (right).
As can be seen, all additive stochastic defects satisfy the boundary conditions at
the wall. However, we have not forced the defects to zero at the upper end of
the domain, and the total stochastic flow is therefore allowed to take values which
differ from unity at this point. Instead, we allow the non-dimensional base flow to
take a value which differs from unity and rescale the Reynolds number to account
for the difference. Recalling that the true solution to the Navier-Stokes equations
is U(x2) = U∞U(x2), where U∞ is the free-stream velocity and U(x2) is the non-
dimensional solution we employ in our non-dimensional equations, and that the
Reynolds number is Re =
U∞δ
ν
, we see that the true solution, U(x2), is unchanged
when we scale U∞ by a constant factor 1+ and the non-dimensional solution, U(x2),
by the inverse factor 1
1+
. Further, scaling the free-stream velocity is synonymous
with scaling the Reynolds number. We therefore employ the following procedure;
we add stochasticity to our non-dimensional base flow and compute its maximum
value across the domain, say 1 + , we then scale the whole non-dimensional base
flow by the factor 1
1+
so that it takes a maximum value of unity, and rescale the
Reynolds number by a factor 1 +  to take into account this change. This way,
the modifications to the size of the base flow are encapsulated in the Reynolds
number. In the deterministic case the Reynolds number is based upon the far field
velocity, which in turn is the maximum velocity of a deterministic Blasius boundary
layer. By basing the stochastic Reynolds number on the maximum flow velocity we
remain consistent with this approach, as well as maintaining a consistency with the
Reynolds number adopted in similar flows, such as jets.
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6.4 Modal Analysis
Here, we present a numerical study of the temporal eigenvalue spectrum of the
Orr-Sommerfeld equation, for the stochastic Blasius boundary layer. We modify
the deterministic Blasius boundary layer profile with a truncated KLE, as was done
for the Poiseuille-Couette flow. We consider processes with a range of correlation
lengths and input standard deviations, retaining an appropriate number of terms in
the KLE (for accurate representation of the stochastic process), and use 5000 LHS
based simulations to verify the results of the WCE.
6.4.1 Deterministic Spectra
As an example, we first consider a deterministic Blasius boundary layer, with wave-
numbers α = 0.303, β = 0.00, at Reynolds numbers of both 400 and 600. The
wave-number pair is chosen to correspond to the first wave to transition at the
critical Reynolds number of about 519, and the Reynolds numbers are chosen as
examples of sub and super critical flows respectively. The figure below, 6.4, depicts
the spectra for these cases.
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Figure 6.4: Spectra of the deterministic Blasius boundary layer, Re = 400 (left) and Re = 600
(right), α = 0.303, β = 0.00.
As seen above, the spectra for the Blasius base flow is very different from the
other parallel shear flows considered in this thesis, comprising of both a continuous
and a discrete portion. There are a rather small number of scattered eigenvalues,
accounting for the discrete portion of the spectrum, and an almost vertical line of
modes at unity phase speed (<(λ
∗(ζ))
α
), which are an approximation to the continuous
part of the spectrum, arising as a consequence of the unbounded domain. The
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Blasius boundary layer has at most one unstable mode, and becomes asymptotically
unstable at a Reynolds number of 519.4, at the wave-number pair considered here.
This Tollmien-Schlichting wave is therefore present in the rightmost figure, at the
super-critical Reynolds number of 600, but not the left, and corresponds to the
mode with positive imaginary part. This mode is seen to have a rather small real
part and thus a slow phase speed, which explains why its maximum amplitude is
typically very close to the wall.
6.4.2 Stochastic Spectra and -pseudospectra
We use 5000 LHS based simulations of the stochastic Blasius boundary layer base
flow, compute the spectra for each flow and finally add pseudo-spectral log re-
solvent norm contours. We consider four cases, and parameterise the stochastic-
ity with an input standard deviation and a correlation length. The cases consid-
ered are {σ = 0.0004, cl = 0.10}, {σ = 0.0025, cl = 0.10}, {σ = 0.02, cl = 0.50} and
{σ = 0.05, cl = 0.50}. We first set forth the mathematics, then present the numeri-
cal results.
Appealing to definition 2.2 (section 3.2.5.3) of the -pseudospectra, we write the
KLE of the discretised Orr-Sommerfeld and Squire equations in such a way that we
can identify the perturbation matrix δL1. Recalling that Lˆ1
∗
= L−1Rˆ∗, where
Rˆ∗ =

iαu(x2)(1 + σ¯
∑d
i=1
√
γiζi(ω)ei(x2))(K
2 −D2)+ 0
iα(u′′(x2)+
σ¯
∑d
i=1
√
γiζi(ω)(u
′′(x2)ei(x2) + 2u′(x2)e′i(x2)+
u(x2)e
′′
i (x2))) +
1
Re
(K2 −D2)2
iβ(u′(x2)+
σ¯
∑d
i=1
√
γiζi(ω)(u
′(x2)ei(x2) + u(x2)e′i(x2))) iαu(x2)(1 + σ¯
∑d
i=1
√
γiζi(ω)ei(x2))−
1
Re
(D2 −K2)

= R + σ¯
d∑
i=1
√
γiζi(ω)Rˆi,
we hence have Lˆ1
∗
= L1 + σ¯
∑d
i=1
√
γiζi(ω)L
−1Rˆi = L1 + δL1. Once again, we
see that the perturbation matrix, δL1 = σ¯
∑d
i=1
√
γiζi(ω)L
−1Rˆi, is structured, and
we should therefore consider the structured -pseudospectra (definition 8, section
3.2.5.3). However, in the case β = 0, each matrix Rˆi would appear to become
symmetric. In such a case we would have a complex symmetric matrix to which
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we add a symmetric perturbation, preserving the structure. However, application
of the boundary conditions and numerical discretization destroy the symmetry. We
therefore cannot claim that Λstruct (A) = Λ(A) (as discussed in section 3.2.5.3), but
only that Λstruct (A) ⊆ Λ(A). We therefore do not attempt to make a direct
comparison between our structured perturbations and the unstructured
ones of the -pseudospectra, but simply note that as a subset our results
should be bounded by those of the more general case. We can bound the
norm of the random matrix from above,
||δL1||2 = ||σ¯
d∑
i=1
√
γiζi(ω)L
−1Rˆi||2 ≤ σ¯
d∑
i=1
|√γi||ζi(ω)|||L−1Rˆi||2. (6.13)
Below, in figure 6.5, we plot the stochastic eigenvalues and pseudospectral log re-
solvent norm contours, corresponding to these cases.
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Figure 6.5: Stochastic eigenvalues (5000 Monte Carlo simulations) and pseudo-spectral log
resolvent norm contours (log10 =-3,-2.5,-2,-1.5,-1 from inner to outer) of a Blasius boundary
layer, cl = 0.10 and σ = 0.0004 (top left), cl = 0.10 and σ = 0.0025 (top right), cl = 0.50 and
σ = 0.02 (bottom left), cl = 0.50 and σ = 0.05 (bottom right), Re = 400, α = 0.303, β = 0.00.
In contrast to the Poiseuille-Couette flows, the correlation length of the input flow
appears to have far less impact on the spectrum, with the upper sub-plots showing
little eigenvalue mobility. The lower sub-plots suggest that the input standard devia-
tion has much more influence. Furthermore, as observed with the Poiseuille-Couette
flows, the input standard deviation appears to affect eigenvalue mobility uniformly
throughout the spectrum. This mobility is mostly confined to the real axis, thus
not affecting asymptotic stability much. Those eigenvalues with positive imaginary
part are plotted in red, and correspond to asymptotically growing unstable modes.
As can be seen, all realisations at the low correlation length and low input stan-
dard deviation combinations remain stable. However, there are a few realisations at
{σ = 0.02, cl = 0.50} exhibiting instability, and many more at {σ = 0.05, cl = 0.50}.
It is also interesting to note that the unstable mode is not always located in the same
location as the unstable deterministic case. In the deterministic case, the unstable
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mode was located in the upper left region of the spectrum, but we now see, in the
stochastic case, that we sometimes get unstable modes in the upper right region of
the spectrum. These modes have far greater phase speed and will therefore be less
localised to the wall region of the flow.
For a normal random variable, we expect around 67% of observations to fall within
one standard deviation of the mean, which corresponds to log resolvent norm con-
tours of around −1.42, −0.32, −0.44 and −0.04, in the case of the upper left, upper
right, lower left and lower right sub-plots respectively. Clearly, the above figure is
consistent with these results, as one would expect as our estimate of the norm of
the perturbation matrix was in fact an upper bound.
6.5 Transient Analysis
Here, we investigate the transient behaviour of the stochastic Blasius boundary
layer. We start by reviewing the deterministic case, and comparing the maximum
amplification of perturbation energy growth (growth functions) for α = 0.303, β =
0.000, at different Reynolds numbers. We know that the Blasius boundary layer
is asymptotically stable up to a Reynolds number of around 519, and we therefore
expect the energy amplification of perturbations below such Reynolds number to
exhibit a long term decay. Below, figure 6.6 depicts the growth functions at varying
Reynolds number.
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Figure 6.6: Transient growth of a deterministic Blasius boundary layer at varying Reynolds
number, α = 0.303, β = 0.00.
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As expected, those with Reynolds numbers less than 519.4 do indeed exhibit a
decaying behaviour, whilst those with a super-critical Reynolds number are seen to
continuously grow at large times. Having reviewed the deterministic case, we now
turn our attention to the case of a stochastic base flow. We consider a stochastic
flow at a moderate correlation length, parameterized as {σ = 0.02, cl = 0.50} with
d = 4 terms retained in the KLE. We solve the problems with the WCE on a tensor
grid, adopting 5000 LHS simulations to verify all WCE results.
6.5.1 Stochastic Blasius Boundary Layer at a Moderate Cor-
relation Length
At the moderate correlation length of 0.50, we retain only four stochastic dimensions
and discretize each dimension with only four points, resulting in a tensor grid of
size 256, again highlighting the superior efficiency of the WCE in low dimensions.
Adopting this grid, we compute the WCE coefficients for the energy amplification,
at Re = 400, α = 0.303, β = 0.000, from which we compute the statistical moments.
The formulation is identical to that in §4.5.3, we do not repeat the derivation here
but, for convenience, restate the result
G(t, ζ(ω)) = S2max(E exp (−iΛˆt)E−1), (6.14)
where S2max(E exp (−iΛˆt)E−1) is the square of the largest singular value of the
matrix E exp (−iΛˆt)E−1, Λˆ = Λˆ(ζ(ω)) is the WCE of the diagonal matrix with the
k stochastic eigenvalues of largest imaginary part along the diagonal, and E is the
energy weight matrix.
The results are illustrated in figure 6.7 below.
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Figure 6.7: Transient growth of the stochastic Blasius boundary layer, cl = 0.50, σ = 0.02,
Re = 400, α = 0.303, β = 0.00, 5000 Monte Carlo simulations of G(t, ζ) (top left), E[G(t, ζ)]±
σ[G(t, ζ)] (top right), σ[G(t, ζ)] (bottom left), σ[G(t, ζ)]/E[G(t, ζ)] (bottom right).
The upper left sub-plot depicts the energy amplification for each of 5000 LHS simu-
lations, which we use to verify the WCE. The upper right sub-plot displays the mean
growth, plus or minus one standard deviation. The blue curves correspond to the
LHS result and the red the WCE. As can be seen, the WCE accurately produces the
LHS result with only 256 function evaluations, which is very efficient indeed. From
a physical perspective, we see that there are some stochastic flows which demon-
strate an asymptotic growth, even at this sub-critical Reynolds number. From the
lower two sub-plots, we see that the effects of stochasticity accumulate with time
(as they did for the Poiseuille flow at β ≈ 0) and the standard deviation can grow
large relative to the mean (deterministic) result.
6.5.1.1 Variance Based Sensitivity Analysis
We can use the WCE to decompose the variance of the output process amongst the
random input sources, or KLE modes. The variance based sensitivity indices can
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be computed directly from the WCE coefficients, and we use the formula outlined
earlier, in chapter two, to decompose the variance.
Consider the simplified formulation of the stochastic perturbation energy amplifi-
cation WCE,
G(t, ζ(ω)) =
∑
αi∈IO
gαi(t)Hαi(ζ(ω)) =
N∑
i=0
gαk(t)Hαi(ζ(ω)), (6.15)
where the coefficients are explicitly functions of time, gαi(t). We have the total
sensitivity index
Stoti (t) =
∑
k∈{1,...,N ;αki>0} g
2
αk
(t)∑N
k=1 g
2
αk
(t)
,∀i ∈ {1, 2, ..., d} , (6.16)
and the first order sensitivity index,
Si(t) =
∑
k∈{1,...,N ;αki>0,αkj=0∀j 6=i} g
2
αk
(t)∑N
k=1 g
2
αk
(t)
, ∀i ∈ {1, 2, ..., d} . (6.17)
We recall that the first order variance based sensitivity indices measure the sole
contribution of the ith stochastic variable, ζi(ω), to the variance of the output pro-
cess, and the total variance based sensitivity indices measure the total contribution
of an input to the output variance. We would like a scalar measure of sensitivity,
and we therefore take the average of the time series indices, which we plot below in
figure 6.8.
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Figure 6.8: Total (right) and first order (left) variance based sensitivity indices, for G(t, ζ),
stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303, β = 0.00.
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The results are very different to those obtained for the stochastic Poiseuille flow.
With the exception of mode three to four, the output variance attributed to each
stochastic input appears to decrease with mode number. Noting that the input
variance attributed to a stochastic mode decreases monotonically with the mode
number, it seems intuitive that the output variance also decrease. We will later
postulate an explanation for the ineffectiveness of mode three, when we look at the
instability from an energy perspective.
6.5.1.2 Optimal Stochastic Defect
In this section, we seek to determine the stochastic defect which causes the greatest
deviation from the deterministic growth function. We formulate this problem as a
constrained optimisation. To this end, we seek the coefficients in the KLE which
maximise the root mean squared deviation between the stochastic and deterministic
growth functions, where the mean is computed across the time series, that is
ζ∗ = argminζ
{
− 1
nT
nT∑
j=1
(G(tj, 0)−G(tj, ζ))2
}
∀ζi ∈ [−3, 3], i = 1, 2, ...d,
where we have discretised the time domain with nT points, and confined the search
space to the hypercube [−3, 3]d. For zero mean, unit variance Gaussian random
variables, such as these, we know that 99 percent of observations fall within three
standard deviations of the mean, thus justifying our simplified search space. We
expect the resulting flow to be quite different to the deterministic Blasius boundary
layer as we are optimising, but hope it will highlight the features of a defect which
are responsible for deviations between theory and experiment. We solve the problem
with the simplex method, and plot the optimal stochastic coefficients, the growth
function, the resulting base flows and their curvatures in figure 6.9.
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Figure 6.9: Optimal stochastic perturbation energy growth function (top left), optimal stochas-
tic KLE coefficients (top right), optimal stochastic base flow (bottom left) and curvatures (bot-
tom right), stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303,
β = 0.00. Deterministic in blue and stochastic in red.
We also plot the spectra, in figure 6.10, before discussing the plots.
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Figure 6.10: Spectra of fastest growing deterministic (blue) and optimised stochastic (red)
mode, Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303, β = 0.00.
We see, from the spectrum, that the actual fastest growing mode appears to change
when stochasticity is added. Not only is the stochastic mode asymptotically un-
stable, but the phase speed of the fastest growing modes are very different, with
c = <(λ)
α
= 0.45 and 1.00 in the stochastic and deterministic case respectively. We
are essentially dealing with a completely different mode, which was conversely not
the case for the Poiseuille flow under optimised stochasticity, where we saw that
the phase speed of the fastest growing mode varied very little whilst its growth rate
increased slightly. We argue that it was essentially the same mode, and things are
therefore more complicated in this case.
We know that curvature at the critical point, xc2, where U(x
c
2) = c, is very important
in controlling stability properties. In particular, in the long wave limit, the critical
point produces a destabilising term in the dispersion relation whenever the curvature
at that point is positive. At large Reynolds number, it can be shown [19] that the
upper branch of the neutral curve for a favourable pressure gradient boundary layer
lies at
αupper ∼ (U
′
0)
11
6
2
1
6pi
1
3 (−U ′′0 )
1
3
R
− 1
6
e . (6.18)
Whilst the lower branch lies at
αlower ∼ 1.0005(U ′0)
5
4R
− 1
4
e , (6.19)
where subscript 0 denotes a quantity evaluated at the wall. The expressions show
that, to leading order, curvature only impacts the upper branch of the neutral
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curve, and furthermore it is the curvature in the immediate vicinity of the wall,
or near the lower critical point. Noting that the deterministic Blasius boundary
layer has both zero curvature and a large positive gradient at the wall, and that
curvature is negative in the immediate vicinity moving outwards from the wall, a
flow modification with negative curvature in the vicinity of the wall will make the
second derivative more negative and stabilise the flow by pulling αupper down, thus
reducing the range of unstable wave numbers. Conversely, positive curvature in
the wall region will have the opposite effect, thus destabilising the flow. The wall
gradient is clearly not as influential as curvature (owing to the already large positive
gradient which the small modifications are simply adding to), but nevertheless a
modification with a positive (negative) gradient at the wall will act to destabilise
(stabilise) the flow.
When the flow is deterministic, the curvature is everywhere negative and the flow
is therefore inviscidly stable. The instability in the deterministic case, occurring at
Re ≈ 519, is therefore due to viscous effects, and it therefore seems plausible that
instability in the stochastic case is of an inflectional nature. Computing the critical
point, we find a value, when mapped onto the Chebyshev grid (where x2 = −1 is at
the wall and x2 = 1 is at infinity), of x
c
2 ≈ −0.90. We inspect the curvature of the
flow in this region and plot a zoomed in view of this curvature, which is depicted
below in figure 6.11.
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Figure 6.11: Blown up view of the curvature of the deterministic (blue) and optimised stochastic
(red) Blasius boundary layer in the vicinity of the critical point, cl = 0.50, σ = 0.02, Re = 400,
α = 0.303, β = 0.00.
Clearly, the optimised stochasticity has significantly increased curvature in the vicin-
ity of the critical point. Inspecting curvature even further out from the wall, we
observe that stochasticity does actually decrease curvature in some regions but these
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are far from the critical point where the stability of the flow is insensitive to cur-
vature. Furthermore, stochasticity introduces two inflection points which will only
enhance the instability of the flow, at least in the large Reynolds number limit. If
we inspect the curvature of the individual KLE modes, we see that the optimised
coefficients, ζ∗i , are such that each mode increases curvature in the wall region, in
the vicinity of the critical point, as illustrated in figure 6.12.
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Figure 6.12: Gradient (upper) and curvature (lower) of the individual (left) and summed (right)
KLE modes with optimised coefficients.
The lower leftmost sub-plot 6.12 illustrates the curvature of the individual KLE
modes when scaled by the optimised coefficients, ζ∗i . Clearly, the optimisation
algorithm has chosen the coefficients such that each mode has positive curvature in
the wall region and is thus destabilising. Inspecting the upper left subplot, we see
that optimised modes one and two both increase the wall gradient, mode four has
little effect and mode three acts to significantly reduce the wall gradients. Positive
wall gradients and positive wall curvatures act to destabilise the flow, however,
for a given mode shape, the algorithm simply has to pick a positive or negative
scalar coefficient and can therefore not guarantee each modification increases both
gradients and curvatures. We expected the curvature to be the more important
factor and the algorithm has indeed made a selection consistent with this. The
large negative contribution of mode three to wall gradients could partially explain
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why it was attributed such a small variance based sensitivity index. That is, it
destabilises through its effect on curvature whilst stabilising through its impact on
wall gradients.
Referring back to the growth functions in figure 6.9, we see that, interestingly,
the stochastic growth function depicts two distinct humps, as opposed to the one
commonly observed in the deterministic setting. It is interesting to seek the initial
conditions which cause these distinct bumps, at t ≈ 41 seconds and t ≈ 287 seconds.
We recall that the perturbation energy growth function is an upper bound, which
is optimised over all possible initial conditions (with unit energy norm) at each in-
stance in time. The initial condition which maximises the energy amplification may
therefore be different at different times. We therefore restrict our attention to the
initial conditions which cause the maximum growth at t ≈ 41, 287, corresponding
to the two humps, and also the mode with largest imaginary part, responsible for
the asymptotic instability.
Rather than conduct an optimisation, one may employ ideas from linear algebra,
namely the SVD, to determine the optimal initial conditions of interest. Recall that
G(t, ζ(ω)) = sup
q(t=0,ζ(ω))
‖q(t, ζ(ω))‖2E
‖q(t = 0, ζ(ω))‖2E
= sup
aˆ(0)
‖Eaˆ(t)‖22
‖Eaˆ(0)‖22
= sup
Eaˆ(0)
||E exp (−iΛˆt)E−1Eaˆ(0)||22
||Eaˆ(0)||22
= ||E exp (−iΛˆt)E−1||22 = S2max(E exp (−iΛˆt)E−1),
where E is the energy weight matrix, aˆ =
(
vˆ
ηˆ
)
, S2max(E exp (−iΛˆt)E−1) is the
square of the largest singular value of the matrix E exp (−iΛˆt)E−1, and Λˆ is the
diagonal matrix of eigenvalues. It follows that if the optimal initial condition is of
unit energy norm and, by definition, possesses an energy of ||E exp (−iΛˆt)E−1||2 at
time t, then
Eaˆt =
E exp (−iΛˆt)E−1Eaˆ0
||E exp (−iΛˆt)E−1||2
, (6.20)
where aˆt is the normalised condition at time t. To simplify the mathematics, let
bˆt = Eaˆt and M = E exp−iΛˆtE−1. Now factorising the matrix via the SVD,
we have that M = BtΣB0
∗, where Bt is a matrix whose columns are the left
singular vectors, Σ is the diagonal matrix of singular values and B0 is the matrix
whose columns are the right singular vectors of M. Noting that B0 is unitary and
rearranging we have that MB0 = BtΣ. Selecting only the largest singular value,
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Σ11, we have that MB
1
0 = Σ11B
1
t , where B
1
0 and B
1
t are the principle vectors.
Finally, noting that the largest singular value is simply the 2-norm, rewriting B10 =
bˆ0 and B
1
t = bˆt, it follows that
||M||2bˆt = Mbˆ0, (6.21)
and the initial condition which maximises the energy amplification at time t can
simply be found from the principal left singular vector of E exp (−iΛˆt)E−1,
aˆ0 =
(
vˆ0
ηˆ0
)
= E−1bˆ0. (6.22)
Following this procedure, we compute the initial and final conditions responsible for
the distinct humps in the growth function. We find the exact times corresponding to
the humps by performing an optimisation in their surrounding neighbourhood. We
map the wall normal velocity-vorticity results into Cartesian form and plot below
in figure 6.13.
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Figure 6.13: Optimal initial (top) and final (bottom) perturbations in primitive coordinates, u
(left) and v (right), stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303,
β = 0.00.
We also map the results into streamlines. The following three plots in figures 6.14,
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6.15 and 6.16 correspond to the three aforementioned times, with the upper sub-plot
corresponding to the initial and the lower sub-plot corresponding to the ultimate
flow state.
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Figure 6.14: Streamlines for the optimal initial (top) and final (bottom) perturbation, optimis-
ing growth at t = 41 seconds, stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400,
α = 0.303, β = 0.00.
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Figure 6.15: Streamlines for the optimal initial (top) and final (bottom) perturbation, opti-
mising growth at t = 287 seconds, stochastic Blasius boundary layer, cl = 0.50, σ = 0.02,
Re = 400, α = 0.303, β = 0.00.
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Figure 6.16: Streamlines for the initial perturbation with largest asymptotic growth rate,
stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303, β = 0.00.
The figures show that the modes responsible for the two distinct humps are rather
different. The perturbation responsible for the first hump is clearly a wall mode,
with large variations in the vicinity of the wall. Conversely, the mode responsible
for the second hump is quite different with much larger variations in the central
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channel region, making it more of a centre mode. In all cases, the perturbations
appear to be dominated by the stream-wise velocity component, with much weaker
cross-stream velocities.
6.5.1.3 Reynolds-Orr Analysis
In this section, we look at the problem from a different perspective. We look at the
transfer of energy between the base flow and the perturbations, and use this energy
based framework to help explain the impacts of stochasticity. We therefore turn
our attention to the Reynolds-Orr equation, which we recall (from §4.5.3.3), for the
case of 2D perturbations, U = (U(x2), 0), u = (u(x2), v(x2))exp(iαx1)exp((=(λ) −
i<(λ))t), as
=(λ)
∫ 1
−1
u2(x2) + v
2(x2)dx2 = −
∫ 1
−1
U ′(x2)u(x2)v(x2)dx2
− 1
Re
∫ 1
−1
u′2(x2) + v′2(x2) + α2u2(x2) + α2v2(x2)dx2,
where the first, second and third terms correspond to the total change in pertur-
bation energy, the transfer of energy between the base flow and the perturbations,
and the dissipation of perturbation energy respectively.
We consider the fastest growing modes corresponding to the stochastic test case
considered throughout this chapter. We plot the base flows, the perturbations in
primitive co-ordinates, the corresponding derivatives and the terms in the Reynolds-
Orr formulations in figure 6.17. As usual, blue is representative of the deterministic
flow and red the stochastic.
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Figure 6.17: Velocities (top), velocity gradients (middle) and terms in the Reynolds-Orr formu-
lation (bottom), stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303,
β = 0.00.
We see that the magnitude of the velocity gradients are generally larger for the op-
timised stochastic flow. Further, inspecting the perturbation velocities, we see that
the deterministic flow produces perturbations constrained to the x3 direction, and
therefore does not enable energy transfer between the base flow and the perturba-
tions. Conversely, the stochastic flow has non-zero perturbation velocities in the x1
and x2 direction, this coupled with steeper base flow gradients results in substantial
energy transfer in the wall region of the flow, in turn leading to an asymptoti-
cally unstable flow. Such observations are clearly consistent with previous analyses,
where it was determined that an increase in the base flow velocity gradient had
the capacity to expand the range of unstable wave numbers for a given Reynolds
number, and was therefore a destabilising factor.
Finally, in figure 6.18 we plot the differences, stochastic less deterministic, in the
energy terms of the Reynolds-Orr formulation.
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Figure 6.18: Differences (stochastic less deterministic) of terms in the Reynolds-Orr formula-
tion, stochastic Blasius boundary layer, cl = 0.50, σ = 0.02, Re = 400, α = 0.303, β = 0.00.
From the figure, it is evident that the stochastic defects significantly enhance trans-
fer whilst having negligible impact on dissipation, as was the case for the Poiseuille
flow. Remembering that the dissipation term scales inversely with the Reynolds
number, and that neutral stability is achieved when dissipation and transfer ex-
actly balance, we see that the increased transfer allows the flow to reach neutral
stability at lower Reynolds numbers, thus reducing the critical Reynolds number.
We investigate these ideas further in the next subsection.
6.5.1.4 Critical Reynolds Number
We extend the analysis of the previous section, by seeking the critical Reynolds
number. That is, for a given set of stochastic parameters, we aim to find the lowest
Reynolds number at which the fastest growing mode has a growth rate of exactly
zero. We fix the correlation length at cl = 0.50 and seek the critical Reynolds
number of the stochastic Blasius flow, at α = 0.303 and β = 0.000, for input
standard deviations σ = 0.00, 0.01, ..., 0.05. It should be noted that, by fixing the
wave numbers, we are implicitly assuming that the shape of the neutral curve does
not significantly change, but we later inspect the whole wave number space to verify
these ideas.
As the input standard deviation does not change the shape of the flow, only its size,
we retain the same four optimised stochastic variables used previously,
{ζ1(ω) = 3, ζ2(ω) = −3, ζ3(ω) = −3, ζ4(ω) = −3}. For each of the base flows, we
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use interval reduction to find the Reynolds number with an asymptotic growth of
zero. This is the critical Reynolds number assuming that stochasticity does not
modify the velocity used to define the Reynolds number, which it obviously does.
We therefore correct the Reynolds number, scaling it up by multiplying by the
maximum boundary layer velocity, and then scaling the base flow down (uniformly)
such that it has a maximum velocity of unity. This is effectively the flow whose
critical Reynolds number we solve. Clearly, there is some choice in how one defines
the Reynolds number, and which velocity one uses. For instance, one could select
the maximum flow velocity, or the average velocity of the flow beyond δ∗. Whilst
these two methods produce identical results in the deterministic setting, they will
certainly be different once stochasticity is introduced. We argue that the effective
critical Reynolds number, obtained by scaling the flow back to have a maximum
value of unity, provides an upper bound, whilst the original Reynolds number, of
the unscaled flow, provides a lower bound. To see why this is so, we plot the scaled
down base flows, and their derivatives, for each of the input standard deviations
below, in figure 6.19.
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Figure 6.19: Optimised base flows (left), derivative (centre) and second derivative (right), for
varying input standard deviations, σ = 0.00, 0.01, 0.02, 0.03, 0.04 and 0.05 from right to left, for
plane Poiseuille flow, at cl = 0.50, α = 0.303, β = 0.00.
As can be seen, basing the Reynolds number upon the maximum flow velocity will
indeed provide an upper bound, as we could have selected an alternative point
across the channel (all of which having a smaller velocity). As the input standard
deviation is increased, the flux of the flows is observed to decrease, especially in
the upper regions. Inspecting the curvatures, the deterministic flow is seen to be
inflexionless with a negative curvature across the boundary layer. Conversely, the
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stochastic flows are seen to introduce inflection points, where the second derivative
changes sign, both in the immediate vicinity of the wall and also in the upper half
of the domain, at x2 ≈ 0.2. Furthermore, stochasticity is seen to increase curvature
in the immediate vicinity of the wall. This is where the critical point, xc2, is located.
As the standard deviation is increased, the curvature in this region also increases
and we therefore expect the flow to become progressively less stable. It should be
noted that the wall gradients actually appear to decrease with the size of the input
standard deviation, and this is because the velocity profiles have been scaled back
to have a maximum value of unity. It would therefore seem that it is curvature in
the vicinity of the wall, not gradients, that are primarily responsible for pushing
the neutral curve to the left.
Below, in figure 6.20, we plot the critical Reynolds number, corresponding to the
above flows.
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Figure 6.20: Critical Reynolds number as a function of input standard deviation, for the Blasius
boundary layer, at cl = 0.50, α = 0.303, β = 0.00.
The blue curve represents the critical Reynolds number, assuming that stochasticity
does not modify the free stream velocity, whilst the red curve depicts the corrected
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critical Reynolds number, when the base flow is scaled back to a maximum value of
unity. The true critical Reynolds number will sit somewhere between the two curves,
depending upon the velocity used in its definition. Comparing the result to those
obtained for the case of plane Poiseuille flow, it would seem that the asymptotic
stability of the Blasius boundary layer is far less sensitive, at least for the type of
stochasticity considered here.
6.5.1.5 Neutral Curves
However, it should be remembered that we assumed that the most unstable wave-
number would not change as we increased the stochasticity and would therefore
remain at α = 0.303. It is interesting to actually test this assumption and construct
the full neutral curve in α − Re space, for the values of input standard deviation
aforementioned. To this end, we present these neutral curves below, for both the
actual (figure 6.21) and the effective (figure 6.22) Reynolds number.
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Figure 6.21: Neutral curves for the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.00, 0.01, 0.02, 0.03, 0.04, 0.05, from inner to outer. Actual Reynolds number.
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Figure 6.22: Neutral curves for the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.00, 0.01, 0.02, 0.03, 0.04, 0.05, from inner to outer. Effective Reynolds number.
Clearly, stochasticity does not simply pull the neutral curve to the left, to lower
Reynolds number, but significantly modifies the shape of the contour. More specif-
ically, a second lobe appears to form beneath the original, at lower wave numbers.
Furthermore, this lower lobe extends further to the left and therefore results in a
more significant reduction in the critical Reynolds number than the previous anal-
yses suggested. We list the critical points corresponding to the second lobe in the
table 6.1 below, and plot the reduction in the critical Reynolds number as a function
of the input standard deviation in figure 6.23.
σ αcrit Recrit
0.00 0.303 519.4
0.01 0.139 285.9
0.02 0.143 140.2
0.03 0.145 94.3
0.04 0.147 72.6
0.05 0.148 60.0
Table 6.1: Critical wave-number and Reynolds number for optimised stochastic Blasius bound-
ary layer at varying levels of input standard deviation.
182
0 0.01 0.02 0.03 0.04 0.05
−500
−450
−400
−350
−300
−250
−200
−150
−100
−50
0
σ
R
e
c
r
i
t
(σ
)
−
R
e
c
r
i
t
(0
)
 
 
original
effective
Figure 6.23: Reduction in critical Reynolds number for the optimised stochastic Blasius bound-
ary layer at varying levels of input standard deviation.
Even with a rather conservative input standard deviation, of one percent, the critical
Reynolds number has almost halved. Interestingly, the T-S waves are of a very
different nature, having a much smaller wave number and therefore exhibiting a
much greater stream-wise elongation. Below, in figure 6.24, we plot the modes in
primitive co-ordinates.
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Figure 6.24: Modes (in primitive co-ordinates) corresponding to the critical Reynolds
number for the optimised stochastic Blasius boundary layer, at cl = 0.50, σ =
0.00, 0.01, 0.02, 0.03, 0.04, 0.05.
Clearly, the unstable mode is very different when σ 6= 0. There are two things at
play, the modifications to the curvature of the base flow and the modifications to the
gradient. We know that increasing wall curvature decreases stability by pulling the
upper branch of the neutral curve down, and this is exactly what we observe with
the upper lobe of the neutral curve. As the input standard deviation is increased, so
is the wall curvature and the upper branch of the neutral curve moves downwards.
It also appears to move towards the left, and in effect we have pulled the neutral
curve at a Reynolds number where it originally sat at an infinite wave number to
a finite one. The deterministic instability corresponding to this point is viscous in
nature, and it therefore seems reasonable to assume the stochastic instabilities at
this same wave number are also viscous. The more interesting observation, which
we wish to explain, is the addition of a new lobe with unstable modes corresponding
to those at α ≈ 0.14. The flow modifications not only increase wall curvature, but
change gradients and introduce inflection points. There are therefore a number of
factors to consider, making it hard to pin down a single explanation. To investigate
further, it is useful to isolate the individual and combined effects of each of the
KLE modes. We know that mode three has a negligible impact and we therefore
discard it, leaving us with three modes to investigate. We allow each each stochastic
coefficient, ζ∗i , to take one of three values, namely −1, 0 or 1. So we have three
variables, each taking one of three possible values, giving a total of 27 combinations.
We plot the neutral curves corresponding to these 27 cases below, in figure 6.25.
184
400 600 800 1000
0
0.1
0.2
0.3
0.4
ζ1 = -1, ζ2 = -1
400 600 800 1000
0
0.1
0.2
0.3
0.4
ζ1 =- 1, ζ2 = 0
400 600 800 1000
0
0.1
0.2
0.3
0.4
ζ1 = -1, ζ2 = 1
400 600 800 1000
α
0
0.1
0.2
0.3
0.4
ζ1 = 0, ζ2 = -1
400 600 800 1000
α
0
0.1
0.2
0.3
0.4
ζ1 = 0, ζ2 = 0
ζ4 = -1
ζ4 = 0
ζ4 = 1
400 600 800 1000
α
0
0.1
0.2
0.3
0.4
ζ1 = 0, ζ2 = 1
400 600 800 1000
0
0.1
0.2
0.3
0.4
ζ1 = 1, ζ2 = -1
Re
400 600 800 1000
α
0
0.1
0.2
0.3
0.4
ζ1 = 1, ζ2 = 0
400 600 800 1000
α
0
0.1
0.2
0.3
0.4
ζ1 = 1, ζ2 = 1
Figure 6.25: Neutral curves for the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.02. ζ1 = −1, 0, 1 top to bottom, ζ2 = −1, 0, 1 left to right, ζ4 = −1, 0, 1 green, blue and
red.
Observing the plot, there are two obvious patterns. The upper lobe shifts to the
right as stochastic variable four is increased, and the additional second lobe only
appears when stochastic variables two and four take the same sign. If we inspect the
wall curvatures, as depicted in figure 6.26, we see the first observation is consistent
with our previous analyses and is simply a consequence of the fact that mode four
progressively decreases wall curvatures.
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Figure 6.26: Wall curvatures for the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.02. ζ1 = −1, 0, 1 top to bottom, ζ2 = −1, 0, 1 left to right, ζ4 = −1, 0, 1 green, blue and
red.
The second observation is more challenging to explain. Inspecting curvatures and
gradients across the channel there is no obvious patterns which emerge. Each of
the 27 cases introduce a number of inflection points at various different locations
across the channel, and it therefore does not appear to be a single inflection point
which is responsible for the additional lobe. The only consistent observation is that
in cases where the additional lobe appears, the magnitude of the gradients in the
central channel regions are much increased, as depicted below in figure 6.27.
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Figure 6.27: Base flow gradients of the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.02. ζ1 = −1, 0, 1 top to bottom, ζ2 = −1, 0, 1 left to right, ζ4 = −1, 0, 1 green, blue and
red.
It seems that these large central gradients, with a magnitude of around 5 percent of
the maximum base flow, could be increasing energy transfer to the low wave-number
disturbances, thus allowing them to grow into asymptotic instabilities. Whilst these
modification appear significant in gradient space, they actually translate into quite
minimal modifications to the base flow itself. To test this hypothesis further, we
perform a Reynolds-Orr analysis of each of the flows, and plot the ensuing energy
transfer below in figure 6.28
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Figure 6.28: Energy transfer from the base flow to the left most perturbations for the optimised
stochastic Blasius boundary layer, at cl = 0.50, σ = 0.02. ζ1 = −1, 0, 1 top to bottom,
ζ2 = −1, 0, 1 left to right, ζ4 = −1, 0, 1 green, blue and red.
The above figure would indeed appear to confirm our hypothesis. Firstly, when
ζ2 6= ζ4 there is a large energy transfer in the immediate vicinity of the wall. This is
the primary region of energy transfer in these cases and gives rise to the usual upper
lobe in the neutral curve. There are clearly large velocity gradients in the wall region
which have a capacity to transfer energy to perturbations with large velocity values
in this region. It is therefore natural to expect the perturbation corresponding to
the critical mode to be a wall mode in these cases. Referring back to figure 6.24 and
noting that the σ = 0 case corresponds to the typical upper lobe critical point at
α ≈ 0.3, we see that this mode does indeed take large velocity values in the vicinity
of the wall. More interestingly, in each of the cases where the additional lower lobe
appears (when ζ2 = ζ4 6= 0), there is no longer the dominant energy transfer in
the vicinity of the wall, but a significant increase in energy transfer much further
away in the exact same region as the increased base flow gradients. The large
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central gradients are providing an additional source of energy transfer, transferring
energy from the base flow to the low wave number perturbations. Remembering
that we are looking at the energy transfer to the leftmost perturbation in the neutral
curve, we see that the most unstable perturbations acquire a substantially increased
transfer in the central region in all cases where the lower lobe appears. Since neutral
stability is achieved when viscous dissipation balances energy transfer, we see that
this additional energy source allows the perturbation to become neutrally stable
at a lower Reynolds number (as viscous dissipation scales inversely with Reynolds
number). In short, increased base flow gradients in the outer regions of a boundary
layer are providing additional energy transfer to longer stream-wise perturbations,
resulting in earlier transition. Referring once more to figure 6.24 and noting that
the σ = 0.01 case corresponds to the typical lower lobe critical point at α ≈ 0.14, we
see that the corresponding critical mode is now a centre mode taking large values in
the outer boundary layer region. The large outer gradients have managed to excite
these centre modes, transferring energy and leading to transition at a much reduced
Reynolds number.
For completeness, in figure 6.29, we plot the actual base flows corresponding to the
above cases. It should be noted that in this instance, we plot the unscaled flows,
but as explained the stability results would be the same when scaling the flow back
and the Reynolds number up.
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Figure 6.29: Base flows of the optimised stochastic Blasius boundary layer, at cl = 0.50,
σ = 0.02. ζ1 = −1, 0, 1 top to bottom, ζ2 = −1, 0, 1 left to right, ζ4 = −1, 0, 1 green, blue and
red.
As can be seen, the modifications to the actual base flow, which translate into the
increased gradients in the central boundary layer region, are actually quite minimal.
The red, blue and green base flows are almost indistinguishable, yet the minor
difference in velocities translate into a more significant difference in velocity gradient
and, as we have seen, fundamentally alter the shape of the neutral curve. It would
appear that a reasonably modest stochastic defect can therefore have a significant
impact on stability. For instance, if one was designing an aerofoil assuming the base
flow was deterministic, then it would be reasonable to assume critical flow conditions
of α ≈ 0.3 and Re ≈ 519. However, in reality the base flow is not deterministic
and it may have small deviations similar to those investigated above, and the whole
design may be focusing on the wrong point in the neutral curve.
Referring back to figure 6.23, we see that the critical Reynolds number varies in
inverse proportional to the input standard deviation. Bottaro [9] performed a similar
investigation for Couette flow, investigating the sensitivity of the Orr-Sommerfeld
operator’s eigenvalues for non-infinitesimal variations in a plane Couette base flow.
They showed that sufficiently large modifications to the base flow could induce
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linear instability, with the critical Reynolds number varying as r−1 (where r is an
energy based measure of the size of the modification δU(x2), r
2 =
∫
x2
δU2(x2)dx2).
Noting that Bottaro’s energy based measure of size is directly proportional to our
measure of size, namely the input standard deviation, we see that the results are
consistent. However, Bottaro used a variational framework to find the optimised
flow which maximised the asymptotic growth rate for a given perturbation size.
Our results extend these works as our disturbances are not only selected from a
physically feasible set, but we are able to quantify the likelihood of such a base
flow.
To achieve a clearer probabilistic picture we compute the critical Reynolds number
as a function of the random variables. We have established that ζ3 does not con-
tribute to variability and we once again set this variable to zero. Further, observing
the neutral curves in figure 6.25 we see that the additional lower lobe extends fur-
ther to the left than the original upper lobe when ζ2 > 1, ζ4 > 1 and ζ1 < 0, or when
ζ2 < −1, ζ4 < −1 and ζ1 < 0. We therefore set ζ1 = −1, and compute the critical
Reynolds number as a function of random variables ζ2 and ζ4. Figure 6.30 depicts
the critical Reynolds number and figure 6.31 depicts the corresponding stream-wise
wave-number.
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Figure 6.30: Critical Reynolds number (β = 0) for stochastic Blasius boundary layer, at cl =
0.50, σ = 0.02. ζ1 = −1, ζ3 = 0, ζ2 and ζ4 varying.
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Figure 6.31: Critical wave-number number (β = 0) for stochastic Blasius boundary layer, at
cl = 0.50, σ = 0.02. ζ1 = −1, ζ3 = 0, ζ2 and ζ4 varying.
The figures are clearly consistent with previous analyses, with the critical Reynolds
number decreasing rapidly and the lower lobe appearing only when random variables
ζ2 and ζ4 take the same sign. Furthermore, since the random variables are standard
normal random variables one may use standard z-tables to map the ζ values to prob-
abilities and we effectively have a probability distribution for the critical Reynolds
number. For instance, observing the neutral curves in figure 6.25 we see that the
additional lower lobe extends further to the left than the original upper lobe when
ζ2 > 1, ζ4 > 1 and ζ1 < 0, or when ζ2 < −1, ζ4 < −1 and ζ1 < 0. Since the random
variables are independent, zero mean, unit variance and Gaussian distributed we can
compute the probability of this event as P (ζ2 > 1, ζ4 > 1, ζ1 < 0) +P (ζ2 < −1, ζ4 <
−1, ζ1 < 0) = 2P (ζ2 > 1, ζ4 > 1, ζ1 < 0) = 2P (ζ2 > 1)P (ζ4 > 1)P (ζ1 < 0) = 0.025.
We can therefore see that the additional lower lobe occurs, with the critical Reynolds
number shifting to this lower wave-number region, with a probability of around 2.5
percent. However, a much more extreme event would be required to achieve the
critical Reynolds numbers presented in table 6.1. These critical Reynolds numbers,
which vary in inverse proportional to the input standard deviation, required much
larger realisations of the random variables and the resulting probability is far less
than one percent.
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6.5.1.6 Relation to Jet Flows
There have been numerous studies on the instability of a plane laminar wall jet [12]
[88] [49], and it is known that such a jet has two modes of temporal instability.
One is attributed to large scale disturbances (low frequencies) and associated with
the outer inflection point in the mean flow, whilst the other is attributed to small
scale disturbances evolving in the vicinity of the wall. The stream-wise velocity
component of the eigenfunction associated with the large scale disturbance takes
its maximum absolute value in the vicinity of the outer inflection point of the base
flow. These disturbances are dominated by inertia and may be considered inviscidly
unstable. Conversely, the stream-wise velocity component of the eigenfunction as-
sociated with the small scale disturbance takes its maximum absolute value in the
vicinity of the wall, and this disturbance may be considered viscous. The instability
of a wall jet is thus caused by both the inflection point in the base profile and by
viscous effects in the inner wall region, with the large scale disturbances associated
with the outer inflection point leading to the critical Reynolds number, which based
upon the maximum velocity of the jet and its local half width (the point at which
the local velocity is half its maximum) takes a value of around 56.68 (at stream-wise
wave number 1.16) [49].
With these results in mind, we take our optimised stochastic base flow, with σ = 0.01
and cl = 0.50, and inspect the relationship between the flow (and its gradients) and
the mode corresponding to the critical point, that is the mode with wave-numbers
β = 0.000 and αcrit = 0.139. Figure 6.32, below, depicts the stream-wise velocity
component of this mode along with the base flow, its first and second derivative.
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Figure 6.32: Stream-wise velocity of critical mode and optimal stochastic base flow (left),
gradient (centre) and curvature (right) for the Blasius boundary layer. Horizontal lines in the
right subplot corresponding to the maximum of the perturbation at x2 = 0.08, and the inflection
point in the base flow at x∗2 = 0.11. σ = 0.01, cl = 0.50, β = 0.000 and αcrit = 0.139. All scaled
to a maximum absolute value of unity for visualisation.
Firstly, inspecting the base flow profile in the far left subplot, it could be argued that
the boundary layer has acquired an almost jet like characteristic in the outer region.
That is, it bows out to some maximum value before retarding slightly. This is obvi-
ously not as extreme as a typical jet flow but the general characteristic shape bears
a resemblance. Turning attention to the centre and far right subplots, inspecting
the gradient and the curvature of the base flow, we see that the flow locally satisfies
Fjørtoft’s criterion. Locally, the mean velocity profile is monotonically decreasing
(the gradient is negative) with the inflection point being a local minima of the ve-
locity gradient. Hence D2U(x2)(U(x2)−U(x∗2)) < 0 around x∗2, where D2U(x∗2) = 0
and x∗2 is the inflection point. Further, inspecting the perturbation, we see that it
takes a local maximum value (at x2 = 0.08) in the vicinity of the outer inflection
point of the base flow (at x2 = 0.11). Just below the inflection point the vorticity
(or velocity gradient) is increasing in amplitude (becoming more negative), and just
above it is decreasing in amplitude. There is thus a local vorticity extremum at
the inflection point, which could cause an instability. To see this, consider three
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infinitesimal layers, one just below the inflection point, one at the inflection point
and one just above. If the vorticity increased monotonically, then a fluid particle de-
scending from the upper layer into the middle would bring its vorticity with it. This
excess vorticity in the middle layer would tend to replace the fluid to its right with
higher vorticity and to its left with lower vorticity. The net effect being that the
original fluid element is forced back up into the upper layer, and the flow is stable.
However, when the vorticity is not monotonic this is not true. In this case, if a fluid
element happened to arrive in the middle layer from above or below, it would not
be forced back and the flow would be inviscidly unstable. The perturbation takes a
local maximum in the vicinity of the inflection point, its gradient thus changes and
it could increase the magnitude of the vorticity below the inflection point whilst
decreasing that above. It thus has the capacity to accentuate the effects described.
We may relate this jet like instability to our previous Reynolds-Orr analyses. Noting
that the velocity gradient of the base flow takes a local maximum in the vicinity of
the base flow inflection point, which occurs in a region around the maximum of the
perturbation, we see that the product of the base flow velocity gradient with the
perturbation velocity takes a large value in this region. Referring once more to the
Reynolds-Orr formulation, we see that there is thus a significant transfer of energy
from the base flow to the perturbation, and the analyses are therefore consistent.
However, referring once more to figures 6.25 to 6.28, we see that there are a number
of cases which also have an inflection point in this region, where the perturbation
responsible for the lower lobe takes its maximum, which yet do not lead to the
formation of this lower lobe. This is simply because the flow is not inviscid, and
the jet like instability only arises when the velocity gradients, and hence the energy
transfer, are sufficiently large to overcome viscous dissipation.
In summary, it appears that when velocity gradients in the outer region of the
boundary layer are sufficiently large, they create jet like profiles and excite centre
modes leading to an additional lower lobe in the neutral curve. When velocity
gradients in the outer region are smaller, below some critical size, there is insufficient
energy transfer to these centre modes and the usual energy transfer to the wall modes
dominates leading to the usual viscous instability corresponding to the upper lobe
of the neutral curve. As with the jet, it appears we therefore have two primary
modes of instability; an unstable large scale (low wave-number) disturbance in the
form of a centre mode when outer velocity gradients are sufficiently large, and a
small scale (large wave-number) disturbance in the form of a wall mode otherwise.
The former may be considered an inviscid instability, and the latter associated with
the wall region may be considered a viscous instability.
195
6.5.1.7 Stabilising and Destabilising Modifications
In order to confirm our assumptions, regarding the impact which both curvature and
gradients have on the neutral curve it is useful to isolate each, and that is what we
do below. The above analyses suggest a stabilising modification which significantly
decreases curvature in the vicinity of the critical point without enhancing gradients
in the central boundary layer region. Such a modification would push the upper lobe
of the neutral curve to the right without the creation of a lower lobe. A modification
with such properties would therefore be localised to the wall and decay fast away
from the wall, such as an exponential decay. These are the exact modifications
considered by Healey [32], of the form
Umod(x2) = x
2
2 exp(
−(a0x2 − a1)
a2
). (6.23)
Setting a0 = 10 and a1 = −1 to effectively map from the Chebyshev grid to the
physical, and selecting a2 = 0.3, we plot the modification along with its gradient
and curvature, as depicted in figure 6.33.
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Figure 6.33: Exponential stabilising modification, flow (left), gradient (centre) and curvature
(right) for the Blasius boundary layer. a0 = 10, a1 = −1 and a2 = 0.3.
As can be seen, the modification makes very little difference to the base flow itself,
yet significantly reduces the curvature in the region of the critical point, and should
therefore shift the neutral curve to the right without the creation of an additional
lobe. We also plot the neutral curve produced by such a modification below, in
figure 6.34.
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Figure 6.34: Neutral curve corresponding to the exponential stabilising modification for the
Blasius boundary layer. a0 = 10, a1 = −1 and a2 = 0.3.
As can be seen, stability is significantly enhanced, by two orders of magnitude in
fact.
In addition, analyses would suggest a small modification which significantly en-
hanced central gradients without affecting wall curvatures would have the capacity
to significantly reduce stability. We consider a modification of the form
Umod(x2) = a3x
2
2 exp(
−x2
a2
)1(x2 > 0), (6.24)
where 1(x2 > 0) is the indicator function, taking a value of unity when x2 is positive
and 0 otherwise. We plot such a modification below in figure 6.35, for a3 = 5 and
various values of the parameter a2.
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Figure 6.35: Exponential destabilising modification, flow (left), gradient (centre) and curvature
(right) for the Blasius boundary layer. a3 = 5 , colours corresponding to parameter a2.
We also plot the neutral curves corresponding to the above cases, as shown in figure
6.36.
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Figure 6.36: Neutral curve corresponding to the exponential destabilising modification for the
Blasius boundary layer. Colours corresponding to parameter a2 (as in figure 6.35).
Even with the largest modification, with a2 = 0.09, the actual base flow is locally
enhanced by a maximum value of about 2 percent, from unity to 1.02, whilst leaving
the remainder of the flow mostly unchanged. As expected, this significantly reduces
the critical Reynolds number. Hence, a small reduction in curvature or an increase
in central gradients can significantly increase/decrease stability properties, if added
in the right place.
198
6.6 Summary
In this chapter, we have studied the stability of the stochastic Blasius boundary
layer. We conducted a number of numerical experiments, involving both modal and
non modal analyses. In general, from a physical perspective, we have seen that all
flows become more sensitive to stochastic defects as the correlation length of the
stochastic base flow is decreased, and the profile thus becomes more erratic. From
a numerical perspective, we have seen the superior efficiency offered by the WCE
in low stochastic dimensions.
Through spectral analysis, we have shown that modes throughout the spectrum ex-
hibit a similar sensitive to uncertainty. Furthermore, we showed that our structured
perturbations are bounded by the log resolvent norm contours of the more general
unstructured perturbations of the -pseudospectra.
As was the case with the Poiseuille flow, transient analyses revealed that stochastic
defects have no initial impact on perturbation energy growth and, in general, the
effects of stochasticity accumulate with time. We showed that variability (standard
deviation) in the perturbation energy growth increased almost linearly, relative to
the mean, with time, in the case of long span-wise perturbations (β ≈ 0). We have
also seen that neutral curves can be highly sensitive to stochastic defects, which
can significantly reduce the critical Reynolds number. Stochastic defects not only
shift neutral curves but can actually alter the entire shape. Wall curvatures are
generally responsible for horizontal shifts of the neutral curve, where increases in
wall curvature cause a leftward shift in the neutral curve and therefore a reduction
in the critical Reynolds number. In addition to this, defects which cause moderate
increases to central base flow gradients facilitate an additional energy transfer to
much longer stream-wise waves (lower α) and result in the appearance of an addi-
tional lower lobe in the neutral curve. Further, we show that the additional lobe
can be related to jet like instabilities. The modified flow not only resembles a jet
in appearance, but an outer inflection point is created. The stream-wise velocity
component of the eigenfunction associated with the large scale disturbance, corre-
sponding to the leftmost point on the lower lobe, takes its maximum absolute value
in the vicinity of the outer inflection point of the base flow. These disturbances are
dominated by inertia and may be considered inviscidly unstable, and are exactly
the kind found in jets. This additional lobe often times extends further to the left
than the original, and therefore results in a significantly reduced critical Reynolds
number, which we show varies in inverse proportion to the size of the input standard
deviation.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
This thesis makes a contribution to the ever growing literature on flow stability.
More specifically, a broader view of stability analysis is introduced allowing for
stochasticity, thus giving a probabilistic view of stability. In the introductory chap-
ters, we review the theory that underpins the stability analysis of shear flows, and
also review numerical techniques available for solving stochastic partial differential
equations. In the latter chapters, we marry the theory of polynomial chaos and
stability analysis, to study the stability of a range of shear flows subject to uncer-
tainty in the base flow profile. From a numerical perspective, our results indicate
that the Wiener chaos expansion provides a highly efficient framework for solving
probabilistic flow problems in low stochastic dimensions, or equivalently when the
stochasticity present is not too erratic, whilst more traditional Monte Carlo meth-
ods remain superior in higher dimensions. In general, we show that our stochastic
approach to stability analysis takes nothing away from the deterministic analysis
but simply gives a richer solution. That is, the deterministic results are recovered
from the mean of the stochastic results. Nothing is lost, information is only gained,
such as the higher statistical moments. Furthermore, as we have shown in a number
of examples, we are able to assign probabilities to our results, such as the probabil-
ity a stable solution become unstable, or the probability that the critical Reynolds
number falls below a certain threshold.
In chapter four we motivate the choice of stochasticity, discuss the numerical im-
plementation and provide a number of case studies to identify suitable levels of
discretization. Based upon experimental observations, we show that a Gaussian
kernel provides a suitable model for the type of randomness present in a Blasius
boundary layer, and identify typical scales for the parameters required to model
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such a flow. We investigate the relative merits of tensor Wiener chaos expansions,
sparse Wiener chaos expansions and LHS based Monte Carlo sampling techniques,
concluding that the optimal choice of stochastic method is highly dependent upon
the stochastic dimension, and hence the correlation length of the process. In low di-
mensions the Wiener chaos expansion on a tensor grid is the most computationally
efficient, but suffers from the curse of dimensionality which renders it inefficient in
higher dimensions. In moderate stochastic dimensions the Wiener chaos expansion
on a sparse grid is able to alleviate the problem and is shown to be more efficient
than both tensor WCE and stratified Monte Carlo methods. Whilst the compu-
tational cost of the sparse WCE does not increase exponentially with the number
of stochastic dimensions, it does still increase and in very high dimensions strati-
fied Monte Carlo approaches prove to be more computationally efficient. However,
WCE methods are far more efficient in moderate to low stochastic dimensions, and,
furthermore, provide a much richer solution allowing for variance based sensitivity
analysis.
In chapter five, the primary focus is on Poiseuille flow, where stochastic versions of
the spectra, the neutral curve and the perturbation energy growth function are pre-
sented. From a physical perspective, stochasticity becomes increasingly important
as the correlation length of the base flow is reduced. Stochastic spectral anal-
yses show modes in the vicinity of the Y-branch to be much more sensitive to
defects than those further away, with the results of our structured perturbations
bounded by the log resolvent norm contours of the more general perturbations of
the -pseudospectra. Neutral curves can be highly sensitive to stochastic defects,
uncertainty can significantly reduce the critical Reynolds number and may partially
explain the deviations between theory and experiment, which are commonly ob-
served. Our transient analyses reveal that stochastic defects have no initial impact
on perturbation energy growth and, in general, effects accumulate with time. For
the limited cases investigated, the variability in the perturbation energy growth
was observed to increases almost linearly, relative to the mean, with time, in the
case of Poiseuille flow, whilst variability in the Couette flow remains of a negligible
magnitude at all times. That is, transient growth of Poiseuille flow is far more
sensitive than it is for Couette flow. For the Poiseuille flow, it appears that neither
the number of inflection points in a defect, nor the input variance attributed to
a defect, influence the variance in perturbation energy growth attributed to that
defect. Instability, arising from stochastic imperfections, must not be of an inflec-
tional nature, but viscous instead. Variance based sensitivity analyses reveal that
only defects which are symmetric about the channel centre-line have the capacity to
alter stability properties. Reynolds-Orr analyses explain such observations, showing
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that anti-symmetric defects lead to an increase in energy transfer (from the base
flow to the perturbations) in one region of the channel which is cancelled by a de-
crease in the opposite half of the channel. Conversely, symmetric defects can lead
to an increase in the energy transfer across the whole channel, thus allowing sooner
transition and reducing the critical Reynolds number.
In chapter six, we focus on the stochastic Blasius boundary layer, presenting stochas-
tic versions of the spectra, the neutral curve and the perturbation energy growth
function are presented. In contrast to the Poiseuille flow, spectral analysis shows
modes across the spectrum to be equally sensitive to defects. Transient analyses
show that the variability in transient growth grows almost linearly to the determin-
istic result for infinite span-wise (β ≈ 0) waves, but at a much lower rate than that
observed for Poiseuille flow. Interestingly, stochastic defects not only shift neutral
curves but can actually alter the entire shape too. More specifically, results show
that wall curvatures are responsible for horizontal shifts of the neutral curve, where
increases in wall curvature cause a leftward shift in the neutral curve and therefore
a reduction in the critical Reynolds number. In addition to this, defects which cause
moderate increases to central gradients facilitate an additional energy transfer to
much longer stream-wise waves (lower α) and result in the appearance of an addi-
tional lower lobe in the neutral curve. Further, we show that the additional lobe
can be related to jet like instabilities, and often times extends further to the left
than the original, and therefore results in a significantly reduced critical Reynolds
number, which we show varies in inverse proportion to the size of the input standard
deviation.
7.2 Future Work
There are a number of possible extensions to the work presented here, including:
• Investigating different models for the auto-covariance of the stochastic element
of the flow field. Our analyses focused on a Gaussian auto-covariance, one
could investigate other kernels, such as the exponential kernel which appears
to be a good model for a forced Blasius boundary layer. More practically, one
could use experimental flow data to build the auto-covariance structure which
is found in other real life flow fields, such as the plane Poiseuille and Couette
flow.
• Investigating more complex flows with more complex geometries, such as the
Batchelor vortex, which is commonly used as a model for the vortex wake
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created by aircraft.
• Designing control laws. The insights gained from stochastic stability anal-
ysis can inform us of which kind of defects can be troublesome, leading to
asymptotic stability. Control laws could therefore be developed to detect such
structures and eradicate them as necessary. Alternatively, flow laws could be
developed to control the stochastic component of a flow, with the objective
being to minimise flow variance. A stochastic framework effectively allows us
to make risk based decisions, rather than focusing primarily on the determin-
istic part of a flow, or the expectation, we can also factor in higher statistical
moments, such as variance. There is little point making concerted effort in
controlling expectation when variance is disproportionately large.
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Appendix
A.1 Orthogonal Polynomials
By a system of orthogonal polynomials, we denote a set {Pn(z)}∞n=1, where n is the
polynomial degree. The polynomials are deemed orthogonal if the inner product
< Pn, Pm > vanishes for n 6= m. If the variable z is continuous, then the inner
product is defined as a weighted integral over a suitable interval:
< Pn, Pm >=
∫ b
a
Pn(z)Pm(z)w(z)dz
where w(z) is a positive weight function.
More specifically, we are interested in orthogonal families of polynomials that form a
basis on the function space L2w = {f :< f, f ><∞}. We further limit our attention
to families for which expansions of the form:
f(z) =
N∑
n=1
anPn(z)
result in spectra that decay as N →∞.
A.2 Probabalist’s Hermite Polynomials
There are generally two definitions of Hermite polynomials, the probabalist’s and
the physicist’s. We shall focus on the probabalist’s Hermite polynomials, which
are orthogonal with respect to the weight function w(z) = 1√
2pi
exp
(
−z2
2
)
, and z is
defined over the real line, i.e. a = −∞, b = ∞. These Hermite polynomials are
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defined according to [42]:
Hn(z) = (n!)
− 1
2 (−1)n exp
(
z2
2
)
∂n
∂zn
exp
(−z2
2
)
(7.1)
where we have included the normalising factor, (n!)−
1
2 , such that the inner product
< Hn(z), Hm(z) >= δnm. In practice, one forms the non-normalised Hermite basis
according to the recursive relationship:
Hun+1(z) = zH
u
n(z)− nHun−1(z) (7.2)
with Hu0 (z) = 1 and H
u
1 (z) = z, and then normalises each with the scaling factor
(n!)−
1
2 , Hn(z) = (n!)
− 1
2Hun(z).
B.1 Multidimensional Polynomial Chaos Basis
The multidimensional polynomial chaos basis functions are defined from an incom-
plete temporization of the one dimensional basis functions. Each member of the
multidimensional basis can be written as a product of one dimensional polynomials
in the appropriate random variable. In order to specify and evaluate the elements
of the multidimensional basis, we need to associate each basis function, Hαi(ζ(ω))
to a multi-index, αi = (αi1, ..., α
i
d), with non negative integer components, where α
i
j
indicates the order of the jth one-dimensional Hermite polynomial in the ith mul-
tidimensional Hermite polynomial. Once the multi-indices are constructed, evalua-
tion of the multidimensional basis is quite simply performed via a tensor product.
Together, knowledge of the one dimensional basis functions and the multi-indices
provide a very convenient means of evaluating multidimensional polynomial chaos
expansions.
Hαi(ζ(ω)) = Hαi(ζ1(ω), ..., ζd(ω)) =
d∏
j=1
Hαij(ζj(ω))
{Hαi(ζ(ω))} forms an orthonormal basis in the Hilbert space L2(Rd, µd), where
ζ(ω) = (ζ1(ω), ..., ζd(ω)), and µ
d is a d-dimensional measure on Rd. Suppose f(ζ(ω))
is a random function such that E[f 2(ζ(ω))] < ∞, then f(.) ∈ L2(Rd, µd), and the
Fourier-Hermite expansion exists. This expansion must be truncated in two ways, in
the number of random variables and the total order of the Wick products. Limiting
the number of random variables to d and the total order of the Wick products to
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O leads to an expansion with N = (O+d)!
O!d!
terms. One limits the total polynomial
order of the Wick products by defining the index set:
IO = {α :| α |≤ O}
where | α |= α1 + ...+ αd.
B.2 Multi-Index Construction
To complete the construction, one needs to define the multi-indices. Multiple def-
inition are available, but we adopt the same indexing scheme as used by Ghanem
and Spanos [26]. In this scheme, multi-indices are defined recursively for arbitrary
total order, O, and stochastic dimensions, d, as follows:
For the zeroth order polynomials set:
α0j = 0,∀j = 1, ..., d
If O = 0, the process finishes here.
For the d first order polynomials, set:
αij = δij,∀i = 1, ..., d, j = 1, ..., d
If O = 1, the process finishes here.
Set p = d.
Set pi(1) = 1,∀i = 1, ..., d
For k = 2, ..., O:
Set l = p
Set pi(k) =
∑d
m=1 pm(k − 1),∀i = 1, ..., d
For j = 1, ..., d:
For m = l − pj(k) + n,∀n = 1, ..., l
Set p = p+ 1
Set αpi = α
m
i ,∀i = 1, ..., d
Set αpi = α
p
i + 1
For a given k, l denotes the number of terms constructed thus far with order less
than k. The terms of order k are then constructed from the terms of order k− 1 by
increasing the order of the factors in those terms belonging to a specific dimensions,
one at a time. The terms of current order, where the order of the contribution of
dimension j will be increased to get terms at the next order, are the terms that
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were generated at the current order from the previous order by increasing the order
of dimension j. This bookkeeping is done by pi(k).
B.3 Python Code for WCE on Tensor or Sparse
Grids
import numpy
import numpy.polynomial.hermite e as herm
import math
import SpectralToolbox
from SpectralToolbox import HeterogeneousSparseGrids, Spectral1D
def factorial(k):
if k == 0 or k == 1:
return 1
else:
i = 1
while k≥1:
i = i*k; k = k - 1
return i
class SparseChaos:
def init (self, o, d, lmax, sparse = True):
self.ord = o
self.dim = d
self.lmax = lmax
self.nterms = int(math.ceil(factorial(o + d)/(factorial(o)*factorial(d))))
if sparse == True:
self.z, self.w = self.sparse colloc grid()
else:
self.z, self.w = self.tensor colloc grid()
self.nsc = len(self.w)
self.multi index()
self.prods = self.multi prod()
def tensor colloc grid(self):
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n = int(math.ceil(0.5*(self.ord + 1))) + 1
nsc = int(n**self.dim)
z, w = herm.hermegauss(n)
w = (1/numpy.sqrt(2*numpy.pi))*w
zg = numpy.zeros((nsc, self.dim)); wg = numpy.zeros(nsc)
if self.dim == 1:
index = - 1
for i in range(n):
index = index + 1
zg[index] = z[i]
wg[index] = w[i]
elif self.dim == 2:
index = - 1
for i in range(n):
for j in range(n):
index = index + 1
zg[index,0] = z[i]; zg[index,1] = z[j]
wg[index] = w[i]*w[j]
elif self.dim == 4:
index = - 1
for i in range(n):
for j in range(n):
for k in range(n):
for m in range(n):
index = index + 1
zg[index,0] = z[i]; zg[index,1] = z[j]
zg[index,2] = z[k]; zg[index,3] = z[m]
wg[index] = w[i]*w[j]*w[k]*w[m]
return zg, wg
def sparse colloc grid(self):
polys = []
for i in range(self.dim):
p = Spectral1D.Poly1D(Spectral1D.HERMITEP PROB, None)
polys.append(p)
levels = [self.lmax]*dim
sg = HeterogeneousSparseGrids.HSparseGrid(polys, levels)
(full grid, weights, partial grid) = sg.sparseGrid()
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zg = numpy.array(partial grid); wg = numpy.array(weights)
return zg, wg
def multi index(self):
# reference: Ghanem, R., Spanos, P.
# Stochastic Finite Elements: A Spectral Approach
multi = numpy.zeros((self.nterms, self.dim))
# 0th order polynomials
multi[0, : ] = 0
if self.ord == 0:
return multi
# 1st order polynomials
for i in range(self.dim):
multi[i+1, i] = 1
if self.ord == 1:
return multi
# polynomials of 2nd order and higher
P = self.dim
p = numpy.zeros((self.dim, self.ord)); p[:, 0] = 1
for k in range(1, self.ord):
L = P
for i in range(self.dim):
for m in range(i,self.dim):
p[i,k] = p[i, k] + p[m, k-1]
for j in range(self.dim):
for n in range(int(L - p[j, k] + 1), int(L)+1):
P = P + 1
for i in range(self.dim):
multi[P, i] = multi[n, i]
multi[P, j] = multi[P, j] + 1
self.wick indices= multi
return multi
def all numeric 1dhermite(self):
if self.ord == 0:
num herm 1d = numpy.ones((len(self.z), self.dim, self.ord+1))
else:
num herm 1d = numpy.zeros((len(self.z), self.dim, self.ord+1))
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num herm 1d[:, :, 0] = 1; num herm 1d[:, :, 1] = self.z
for i in range(2, self.ord + 1):
num herm 1d[:,:,i] = self.z*num herm 1d[:, : ,i-1]
- (i-1)*num herm 1d[:, :, i-2]
self.num herm 1d = num herm 1d
return num herm 1d
def all numeric ndhermite(self):
num herm 1d = self.all numeric 1dhermite()
num herm nd = numpy.zeros((self.nterms, len(self.z)))
for k in range(len(self.z)):
for i in range(self.nterms):
val = 1
for j in range(self.dim):
val = val*num herm 1d[k, j, int(self.wick indices[i, j])]
num herm nd[i,k] = val
self.num herm nd = num herm nd
return num herm nd
def prod(self, i, j):
if i == j:
return factorial(i)
else:
return 0
def multi prod(self):
prods = numpy.ones((self.nterms, 1))
for i in range(self.nterms):
for j in range(self.dim):
order = self.wick indices[i, j]
prods[i] = prods[i]*factorial(order)
self.prods = prods
return prods
def comp expansion(self, data):
num herm nd = self.all numeric ndhermite()
coeffs = numpy.zeros((self.nterms, numpy.size(data, 1)), dtype = com-
plex)
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for i in range(self.nsc):
wsc = self.w[i]
lam = data[i,:]; lam = numpy.reshape(lam, (1, len(lam)))
phi = self.num herm nd[:, i]
phi = numpy.reshape(phi, (len(phi), 1))
coeffs = coeffs + (wsc)*(numpy.dot(phi, lam))
prods = numpy.tile(self.prods, numpy.size(data, 1))
coeff = coeffs/prods
self.coeffs = coeff
return coeff
def comp mean(self):
mu = self.coeffs[0, :]
self.mu = mu
return mu
def comp var(self):
var = numpy.zeros(numpy.size(self.coeffs, 1))
coeffs square = numpy.square(numpy.real(self.coeffs[1:, :]))
for i in range(len(var)):
var[i] = sum(coeffs square[:, i])
self.var = var
return var
def sensitivity(self):
mode var = numpy.zeros((numpy.size(self.coeffs, 1), self.dim))
norm var = numpy.zeros((numpy.size(self.coeffs, 1), self.dim))
for i in range(1, self.nterms):
for j in range(self.dim):
if self.wick indices[i, j]!=0.0:
mode var[:, j] = mode var[:, j] + numpy.square(abs(self.coeffs[i,
:]))
for i in range(numpy.size(self.coeffs, 1)):
norm var[i, :] = mode var[i, :]/sum(mode var[i, :])
return norm var
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C.1 Linear Combinations of Independent Normal
Random Variables
If Z1 ∼ N(µ1, σ21) and Z2 ∼ N(µ2, σ22) are mutually independent normal random
variables, then using moment generating functions it can be shown that Z1 + Z2
is also normally distributed. Noting that the moment generating function of a
sum of independent random variables is the product of the corresponding moment
generating functions, we have the moment generating function of Z1, Z2 and Z1+Z2,
MZ1(t) = E[exp(tZ1)] =
∫ ∞
−∞
exp(tZ1)
1√
2piσ21
exp(−(Z1 − µ1)
2
σ21
) = exp(tµ1+
1
2
σ21t
2)
(3)
MZ2(t) = E[exp(tZ2)] =
∫ ∞
−∞
exp(tZ2)
1√
2piσ22
exp(−(Z2 − µ2)
2
σ22
) = exp(tµ2+
1
2
σ22t
2)
(4)
MZ1+Z2(t) = E[exp(t(Z1 + Z2))] = E[exp(tZ1)]E[exp(tZ2)] = MZ1(t)MZ2(t) =
exp(tµ1 +
1
2
σ21t
2) exp(tµ2 +
1
2
σ22t
2) = exp(t(µ1 + µ2) +
1
2
(σ21 + σ
2
2)t
2)
Noting that the moment generating function uniquely defines all the moments of a
distribution, and hence uniquely defines the distribution, it is clear that the moment
generating function of Z1+Z2 is that of a normal random variable with mean µ1+µ2
and variance σ21 + σ
2
2. That is Z1 + Z2 ∼ N(µ1 + µ2, σ21 + σ22), from which it follows
that a linear combination of independent normal random variables is itself normal.
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