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Abstract
Let E be an ideal of L0 over a finite measure space (Ω ,Σ , µ) and let (X, ‖ · ‖X ) be a real Banach
space. Let E(X) be the subspace of L0(X) of µ-equivalence classes of all strongly Σ -measurable functions
f : Ω → X consisting of all those f ∈ L0(X) for which the scalar function ‖ f (·)‖X belongs to E .
Let E(X)∼n stand for the order continuous dual of E(X), i.e., E(X)∼n consists of all linear functionals
F on E(X) such that for a net ( fα) in E(X), ‖ fα(·)‖X (o)−→ 0 in E implies F( fα) −→ 0. We derive
several results concerning conditional σ(E(X)∼n , E(X))-compactness in E(X)∼n . It is shown that the
space L∞(X)∼n is σ(L∞(X)∼n , L∞(X))-sequentially complete. We obtain a characterization of relatively
σ(L∞(X)∼n , L∞(X))-sequentially compact sets in L∞(X)∼n .
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1. Introduction and terminology
We denote by σ(L , K ) the weak topology on L with respect to the dual pair ⟨L , K ⟩. Recall
that a subset Z of L is said to be conditionally σ(L , K )-compact (resp. relatively σ(L , K )-
sequentially compact) whenever each sequence in Z contains a σ(L , K )-Cauchy subsequence
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(resp. each sequence in Z contains a subsequence which is σ(L , K )-convergent to some element
of L). Let N and R stand for the sets of natural and real numbers.
For terminology concerning vector lattices and function spaces we refer the reader to [1,15].
Throughout the paper we assume that (Ω ,Σ , µ) is a finite complete measure space. Let L0
denote the corresponding space of µ-equivalence classes of all Σ -measurable real valued
functions defined on Ω . Then L0 is a super Dedekind complete Riesz space under the ordering
u ≤ v whenever u(ω) ≤ v(ω)µ-a.e. Let 1A stand for the characteristic function of A ∈ Σ .
Let E be an ideal of L0 with supp E = Ω such that L∞ ⊂ E ⊂ L1. It is well known
that a sequence (un) in E is order convergent to u ∈ E (in symbols, un (o)−→ u) if and only if
un(ω) → u(ω)µ-a.e. and |un(ω)| ≤ v(ω)µ-a.e. for some 0 ≤ v ∈ E and all n ∈ N (see [15],
[22, Chap. 3, Section 9]). Let E ′ denote the Ko¨the dual of E , i.e.,
E ′ =

v ∈ L0 :
∫
Ω
|u(ω)v(ω)|dµ <∞ for all u ∈ E

.
Note that then L∞ ⊂ E ′ ⊂ L1. Let E∼n stand for the order continuous dual of E .
Then E∼n separates the points of E and it can be identified with E ′ through the mapping
E ′ ∋ v → ϕv ∈ E∼n , where ϕv(u) =

Ω u(ω)v(ω)dµ for all u ∈ E . It is known that the
space E ′ is σ(E ′, E)-sequentially complete (see [15, Corollary 10.3.1]).
Now we recall terminology and some basic results concerning vector-valued function spaces
E(X) as set out in [9,16,7,3–5,18–20]. Let (X, ‖·‖X ) be a real Banach space and let X∗ stand for
the Banach dual of X . Let SX and BX stand for the unit sphere and the unit ball of X . By L0(X)
we denote the set of µ-equivalence classes of all strongly Σ -measurable functions f : Ω → X .
By S(X) we denote the subspace of L0(X) consisting of the µ-equivalence classes of all simple
functions s = ∑ni=1(1Ai ⊗ xi ), where (Ai ) is a finite disjoint sequence in Σ , xi ∈ X , and
(1Ai ⊗ xi )(ω) = 1Ai (ω)xi for ω ∈ Ω . For f ∈ L0(X) there exists a sequence (sn) in S(X)
such that ‖sn(ω) − f (ω)‖X −→ 0 µ-a.e. and ‖sn(ω)‖X ≤ ‖ f (ω)‖X µ-a.e. for all n ∈ N (see
[11, Theorem 1.6, p. 4]).
For f ∈ L0(X) suppose that f (ω) = ‖ f (ω)‖X for ω ∈ Ω . Suppose that
E(X) := { f ∈ L0(X) : f ∈ E }.
In particular, for a Banach function space (E, ‖ · ‖E ) the space E(X) provided with the norm
‖ f ‖E(X) := ‖f ‖E is usually called a Ko¨the–Bochner space (see [7,16,9]).
For a linear functional F on E(X) let us put
|F |( f ) = sup{|F(h)| : h ∈ E(X),h ≤ f } for f ∈ E(X).
The set
E(X)∼ = {F ∈ E(X)# : |F |( f ) <∞ for all f ∈ E(X)}
will be called the order dual of E(X) (here E(X)# denotes the algebraic dual of E(X)). In
particular, if (E, ‖ · ‖E ) is a Banach function space, then E(X)∼ = (E(X), ‖ · ‖E(X))∗ (see
[5, Section 3, Lemma 12]).
A functional F ∈ E(X)∼ is said to be order continuous whenever for a net ( fα) in E(X),fα (o)−→ 0 in E implies F( fα) −→ 0. The set consisting of all order continuous linear functionals
on E(X) will be denoted by E(X)∼n and called the order continuous dual of E(X) (see [3,18]).
Since we assume that supp E ′ = Ω , E(X)∼n separates the points of E(X). Note that E(X)∼n =
E(X)∼ if and only if E∼n = E∼ (see [20, Proposition 1.1]).
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We now recall terminology concerning the space of weak∗-measurable functions (see [3,5,18,
19]). For a given function g : Ω → X∗ and x ∈ X we denote by gx the real function onΩ defined
by gx (ω) = g(ω)(x) for ω ∈ Ω . A function g : Ω → X∗ is said to be weak∗-measurable if the
functions gx are measurable for each x ∈ X . We shall say the two weak∗-measurable functions
g1, g2 are weak∗-equivalent whenever g1(ω)(x) = g2(ω)(x) µ-a.e. for each x ∈ X .
Let L0(X∗, X) be the set of weak∗-equivalence classes of all weak∗-measurable functions
g : Ω → X∗. Following [3,5] one can define the so-called abstract norm ϑ : L0(X∗, X)→ L0
by
ϑ(g) := sup{|gx | : x ∈ BX },
where the supremum is taken in L0. Then for f ∈ L0(X) and g ∈ L0(X∗, X) the function
⟨ f, g⟩ : Ω −→ R defined by ⟨ f, g⟩(ω) := ⟨ f (ω), g(ω)⟩ for ω ∈ Ω is measurable and
|⟨ f, g⟩| ≤ f ϑ(g). Moreover, ϑ(g) = g for g ∈ L0(X∗). Suppose that
E ′(X∗, X) :=

g ∈ L0(X∗, X) : ϑ(g) ∈ E ′

.
Then E ′(X∗, X) = E ′(X∗) when X∗ has the Radon–Nikodym property (see [4, Theorem
3.5]). Due to Bukhvalov (see [3, Theorem 4.1]) E(X)∼n can be identified with E ′(X∗, X) through
the mapping E ′(X∗, X) ∋ g → Fg ∈ E(X)∼n , where
Fg( f ) =
∫
Ω
⟨ f (ω), g(ω)⟩dµ for all f ∈ E(X), (1.1)
and moreover,
|Fg|( f ) =
∫
Ω
f (ω) ϑ(g)(ω)dµ for all f ∈ E(X). (1.2)
In particular, for each g ∈ E ′(X∗, X) and u ∈ E+, x0 ∈ SX we get
|Fg|(u ⊗ x0) =
∫
Ω
u(ω) ϑ(g)(ω) dµ.
Recall that a functional F ∈ E(X)∼ is said to be singular if there exists an ideal M of E with
supp M = Ω such that F( f ) = 0 for all f ∈ M(X). The set consisting of all singular functionals
on E(X) will be denoted by E(X)∼s and called the singular dual of E(X) (see [5]).
Due to Bukhvalov and Lozanowskii (see [5, Section 3, Theorem 2]) we have the following
Yosida–Hewitt type decomposition for E(X)∼:
E(X)∼ = E(X)∼n ⊕ E(X)∼s .
The problem of characterizing of relatively σ(E∼n , E)-compact subsets of the order continu-
ous dual E∼n of a vector lattice E has been studied by many authors (see [12,17,6], [14, Section
82], [23,1]). If E is an ideal of L0 one can show that a subset M of E ′ is relatively σ(E ′, E)-
compact if and only if M is σ(E ′, E)-bounded and for every u ∈ E the set {uv : v ∈ M}
in L1 is uniformly integrable, i.e., for every u ∈ E , limµ(A)→0 supv∈M

A |u(ω)v(ω)|dµ = 0
(see [21, Proposition 3.1]). In [21] we extended this result to the setting of vector-valued func-
tion spaces E(X). Namely, we proved that if X∗ has the Radon–Nikodym property, then a sub-
set H of E ′(X∗)(= E ′(X∗, X)) is relatively σ(E ′(X∗), E(X))-compact if and only if the set
{‖g(·)‖X∗ : g ∈ H} in E ′ is relatively σ(E ′, E)-compact (see [21, Proposition 3.6]).
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In this paper we derive several results concerning conditional σ(E ′(X∗, X), E(X))-compa-
ctness in E ′(X∗, X) (=conditional σ(E(X)∼n , E(X))-compactness in E(X)∼n ) (see Theo-
rems 2.3 and 2.4 below). Moreover, we show that the space L1(X∗, X) is σ(L1(X∗, X),
L∞(X))-sequentially complete (see Theorem 3.1 below). We derive a characterization of rel-
atively σ(L1(X∗, X), L∞(X))-sequentially compact subsets of L1(X∗, X). Note that Benabdel-
lah and Castaing [2] proved several convergence and weak compactness theorems for L1(X∗, X).
2. Conditional σ(E′(X∗, X), E(X))-compactness in E′(X∗, X)
We start with two useful lemmas.
Lemma 2.1. Suppose that g ∈ E ′(X∗, X). Then for u ∈ E+ and x0 ∈ SX we have
|Fg|(u ⊗ x0) =
∫
Ω
u(ω)ϑ(g)(ω)dµ
= sup
 ∫
Ω
⟨h(ω), g(ω)⟩dµ
 : h ∈ E(X), ‖h(ω)‖X ≤ u(ω) µ-a.e.
= sup
 ∫
Ω
⟨s(ω), g(ω)⟩dµ
 : s ∈ S(X), ‖s(ω)‖X ≤ u(ω) µ-a.e.
= sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ u(ω) µ-a.e.

.
Proof. In view of (1.1) and (1.2) we have
|Fg|(u ⊗ x0) =
∫
Ω
u(ω)ϑ(g)(ω)dµ
= sup
 ∫
Ω
⟨h(ω), g(ω)⟩dµ
 : h ∈ E(X), ‖h(ω)‖X ≤ u(ω) µ-a.e.
≥ sup
 ∫
Ω
⟨s(ω), g(ω)⟩dµ
 : s ∈ S(X), ‖s(ω)‖X ≤ u(ω) µ-a.e.
≥ sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ u(ω) µ-a.e.

.
Now suppose that h ∈ E(X) and ‖h(ω)‖X ≤ u(ω) µ-a.e. Then there exists a sequence (sn) in
S(X) such that ‖sn(ω) − h(ω)‖X −→ 0µ-a.e. and ‖sn(ω)‖X ≤ ‖h(ω)‖X µ-a.e. for all n ∈ N.
Since Fg ∈ E(X)∼n , we get
lim
n
∫
Ω
⟨sn(ω), g(ω)⟩dµ =
∫
Ω
⟨h(ω), g(ω)⟩dµ.
Let ε > 0 be given. Then there exists n0 ∈ N such that ∫
Ω
⟨h(ω), g(ω)⟩dµ−
∫
Ω
⟨sn0(ω), g(ω)⟩dµ
 ≤ ε.
Hence we get ∫
Ω
⟨h(ω), g(ω)⟩dµ
 ≤  ∫
Ω
⟨h(ω)− sn0(ω), g(ω)⟩dµ
+  ∫
Ω
⟨sn0(ω), g(ω)⟩dµ

≤ ε +
 ∫
Ω
⟨sn0(ω), g(ω)⟩dµ
.
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Suppose that sn0 =
∑i0
i=1(1Ai ⊗ xi ) ∈ S(X). For each i ∈ N, 1 ≤ i ≤ i0, let us put
A1i = {ω ∈ Ai : gxi (ω) = g(ω)(xi ) ≥ 0}, A2i = {ω ∈ Ai : gxi (ω) = g(ω)(xi ) < 0}.
Then s′n0 =
∑i0
i=1((1A1i ⊗ xi ) + (1A2i ⊗ (−xi ))) ∈ S(X) and ‖s
′
n0(ω)‖X = ‖sn0(ω)‖X ≤
‖h(ω)‖X ≤ u(ω)µ-a.e., and ∫
Ω
⟨sn0(ω), g(ω)⟩dµ
 =  i0−
i=1
∫
Ai
g(ω)(xi )dµ

≤
i0−
i=1
∫
Ai
|g(ω)(xi )|dµ
=
i0−
i=1
∫
A1i
g(ω)(xi )dµ+
∫
A2i
g(ω)(−xi )dµ

=
∫
Ω
⟨s′n0(ω), g(ω)⟩dµ.
It follows that ∫
Ω
⟨h(ω), g(ω)⟩dµ
 ≤ ε + ∫
Ω
⟨s′n0(ω), g(ω)⟩dµ
≤ ε + sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ u(ω) µ-a.e.

.
Hence
|Fg|(u ⊗ x0) ≤ sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ u(ω)µ-a.e.

,
and the proof is complete. 
For each g ∈ E ′(X∗, X) let us put
νg(A)(x) := Fg(1A ⊗ x) =
∫
A
⟨x, g(ω)⟩dµ for A ∈ Σ , x ∈ X.
It is clear that for each A ∈ Σ , the mapping νg(A) : X → R is linear. Moreover, for each
x ∈ X , we have
|νg(A)(x)| =
 ∫
A
⟨x, g(ω)⟩dµ
 ≤ ∫
A
⟨x, g(ω)⟩ dµ
≤
∫
A
ϑ(g)(ω)dµ

‖x‖X .
Thus νg(A) ∈ X∗ for each A ∈ X , i.e., νg : Σ → X∗ is a vector measure. Let |νg|(A) stand
for the variation of νg on A ∈ Σ (see [9, pp. 2–3]).
Lemma 2.2. Suppose that g ∈ E ′(X∗, X). Then for each A ∈ Σ we have
|νg|(A) = sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ 1A(ω)µ-a.e.

=
∫
A
ϑ(g)(ω)dµ.
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Proof. Suppose that A ∈ Σ . Then in view of [10, Proposition 4, p. 54] we have
|νg|(A) = sup
−
‖νg(Ai )‖X∗ : (Ai ) is a finite Σ -partition of A

= sup
− νg(Ai )(xi ) : (Ai ) is a finite Σ -partition of A, xi ∈ BX
= sup
 ∫
Ω
⟨s(ω), g(ω)⟩dµ
 : s ∈ S(X), ‖s(ω)‖X ≤ 1A(ω) µ-a.e..
Now, using Lemma 2.1 we have
|νg|(A) = sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ 1A(ω) µ-a.e.

=
∫
A
ϑ(g)(ω)dµ. 
Since we have L∞ ⊂ E ′ ⊂ L1, we obtain that |νg|(Ω) =

Ω ϑ(g)(ω)dµ < ∞ and|νg| ∈ caµ(Σ ). It follows that νg ∈ bvcaµ(Σ , X∗) (see [9, Proposition 9, p. 3]), where
bvcaµ(Σ , X∗) denotes the space of all vector measures ν : Σ → X∗ of bounded variation,
i.e., |ν|(Ω) <∞, that are countably additive and µ-continuous (see [9, p. 11, and p. 30]).
Now we are ready to prove our main results.
Theorem 2.3. Let H be a conditionally σ(E ′(X∗, X), E(X))-compact subset of E ′(X∗, X).
Then the following statements hold:
(a) For each 0 ≤ u ∈ E we have sup Ω u(ω)ϑ(g)(ω)dµ : g ∈ H <∞.
(b) For each 0 ≤ u ∈ E the set {u ϑ(g) : g ∈ H} in L1 is uniformly integrable.
(c) For each A ∈ Σ the set νg(A) : g ∈ H is relatively σ(X∗, X)-sequentially compact.
Proof. (a) We first show that H is σ(E ′(X∗, X), E(X))-bounded. Assume to the contrary that
H is not σ(E ′(X∗, X), E(X))-bounded, i.e., there exists f ∈ E(X) such that
sup
g∈H
 ∫
Ω
⟨ f (ω), g(ω)⟩dµ
 = ∞.
Hence for each n ∈ N there exists gn ∈ H such that ∫
Ω
⟨ f (ω), gn(ω)⟩dµ
 ≥ n.
Then there exists a σ(E ′(X∗, X), E(X))-Cauchy subsequence (gkn ) of (gn). It follows
that limn

Ω ⟨ f (ω), gkn (ω)⟩dµ exists in R, so supn |

Ω ⟨ f (ω), gkn (ω)⟩dµ| < ∞. This is a
contradiction, so H is σ(E ′(X∗, X), E(X))-bounded. Hence in view of [19, Theorem 2.1], for a
fixed x0 ∈ SX we get
sup
∫
Ω
u(ω)ϑ(g)(ω)dµ : g ∈ H

= sup |Fg|(u ⊗ x0) : g ∈ H <∞.
(b) Let u ∈ E+ be given. For each g ∈ E ′(X∗, X) we can define a countably additive measure
λu,g : Σ −→ [0,∞) by putting
λu,g(A) :=
∫
A
u(ω)ϑ(g)(ω)dµ for A ∈ Σ .
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Note that in view of Lemma 2.1 we have
λu,g(A) =
∫
Ω
1A(ω)u(ω)ϑ(g)(ω)dµ = |Fg|(1Au ⊗ x0)
= sup
 ∫
Ω
⟨h(ω), g(ω)⟩dµ
 : h ∈ E(X), ‖h(ω)‖X ≤ 1A(ω)u(ω) µ-a.e.
= sup
∫
Ω
⟨s(ω), g(ω)⟩dµ : s ∈ S(X), ‖s(ω)‖X ≤ 1A(ω)u(ω) µ-a.e.

. (1)
In view of (a) we have supg∈H λu,g(Ω) <∞.
We shall now prove that the family {λu,g : g ∈ H} in ca+(Σ ) is uniformly countably additive.
Assume to the contrary that the set {λu,g : g ∈ H} in ca+(Σ ) is not uniformly countably additive.
Then in view of [8, Theorem 7.10, pp. 88–89] and the Rosenthal lemma (see [8, Chap. 7, p. 82])
there exist a pairwise disjoint sequence (An) in Σ , a number ε0 > 0 and a sequence (gn) in H
such that
λu,gn (An) > ε0 and λu,gn

j≠n
A j

<
1
8
ε0 for all n ∈ N. (2)
In view of (2) and (1), for each n ∈ N there exists sn ∈ S(X) such that ‖sn(ω)‖X ≤
1An (ω)u(ω)µ-a.e. and∫
Ω
⟨sn(ω), gn(ω)⟩dµ ≥ 12ε0. (3)
Let (gkn ) be any subsequence of (gn) and suppose that
f0(ω) =
∞−
n=1
sk2n (ω) for ω ∈ Ω .
Then f0 ∈ L0(X) with ‖ f0(ω)‖X ≤ 1∞n=1 Ak2n (ω)u(ω) µ-a.e., so f0 ∈ E(X). Clearly
f0(ω) = sk2n (ω) for ω ∈ Ak2n and f0(ω) = 0 off Ak2n for n ∈ N. Hence by (3) and (2) for n ∈ N
we have∫
Ω
⟨ f0(ω), gk2n (ω)⟩dµ =
∫
Ak2n
⟨ f0(ω), gk2n (ω)⟩dµ+
∫
∞
j≠k2n
A j
⟨ f0(ω), gk2n (ω)⟩dµ
≥
∫
Ak2n
⟨sk2n (ω), gk2n (ω)⟩dµ− λu,gk2n
 ∞
j≠k2n
A j

≥ 1
2
ε0 − 18ε0 =
3
8
ε0.
Moreover, using (2) for each n ∈ N we get∫
Ω
⟨ f0(ω), gk2n+1(ω)⟩dµ =
∫
∞
j=1
Ak2 j
⟨ f0(ω), gk2n+1(ω)⟩dµ ≤ λu,gk2n+1
 ∞
j=1
Ak2 j

≤ λu0,gk2n+1
 ∞
j≠k2n+1
A j

<
1
8
ε0.
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This means that (gkn ) is not a σ(E
′(X∗, X), E(X))-Cauchy sequence because for f0 ∈ E(X)
the limit of

Ω ⟨ f0(ω), gkn (ω)⟩dµ does not exist. This leads to a contradiction, so the set{λu,g : g ∈ H} is uniformly countably additive.
Since λu,g ≪ µ for each g ∈ H , we obtain that the set {u ϑ(g) : g ∈ H} in L1 is uniformly
integrable (see [8, Theorem, p. 93]).
(c) Note that for each A ∈ Σ the mapping E ′(X∗, X) ∋ g → νg(A) ∈ X∗ is
(σ (E ′(X∗, X), E(X)), σ (X∗, X))-continuous. It follows that the set {νg(A) : g ∈ H} in X∗
is conditionally σ(X∗, X)-compact. Since the space (X∗, σ (X∗, X)) is sequentially complete,
the set {νg(A) : g ∈ H} is relatively σ(X∗, X)-sequentially compact. 
Recall that a σ -algebra Σ is said to be countably generated if there exists a countable subset
of Σ that generates Σ as a σ -algebra. In particular, if Ω is a compact metric space, then any
countable base for the topology of Ω generates the Borel sets as a σ -algebra.
Theorem 2.4. Assume that a σ -algebra Σ is countably generated. Then for a subset H of
E ′(X∗, X) the following statements are equivalent:
(i) H is conditionally σ(E ′(X∗, X), E(X))-compact.
(ii) The following conditions hold:
(a) For each 0 ≤ u ∈ E we have sup Ω u(ω) ϑ(g)(ω)dµ : g ∈ H <∞.
(b) For each 0 ≤ u ∈ E the set {u ϑ(g) : g ∈ H} in L1 is uniformly integrable.
(c) For each A ∈ Σ the set {νg(A) : g ∈ H} in X∗ is relatively σ(X∗, X)-sequentially compact.
Proof. (i) H⇒ (ii) This follows from Theorem 2.3.
(ii) H⇒ (i) For each g ∈ E ′(X∗, X) and x ∈ X suppose that
(νg)x (A) := νg(A)(x) =
∫
A
⟨x, g(ω)⟩dµ for all A ∈ Σ .
Then (νg)x ∈ ca(Σ ). Since |(νg)x (A)| ≤ (

A ϑ(g)(ω)dµ)‖x‖X , using (b) we derive that for
each x ∈ X the set {(νg)x : g ∈ H} in ca(Σ ) is uniformly countably additive. Assume that B
is a countable set in Σ that generates Σ as a σ -algebra. Then the algebra A generated by B is
countable (see [13, Lemma 4, p. 167]).
Let (gn) be a sequence in H . We shall prove that there exists a σ(E ′(X∗, X), E(X))-Cauchy
subsequence (gkn ) of (gn). Note that in view of (c) we can use the diagonal argument to select
a subsequence (gkn ) of (gn) such that for each A ∈ A the sequence (νgkn (A)) is a σ(X∗, X)-
Cauchy sequence in X∗, i.e., for each A ∈ A, limn(νgkn )x (A) exists for each x ∈ X . Hence for
each A ∈ Σ , limn(νgkn )x (A) (= limn νgkn (A)(x)) exists for each x ∈ X (see [8, Lemma, p. 91]).
This means that for each A ∈ Σ , (νgkn (A)) is a σ(X∗, X)-Cauchy sequence in X∗.
We shall now show that (gkn ) is a σ(E
′(X∗, X), E(X))-Cauchy sequence in E ′(X∗, X).
Let f ∈ E(X), f ≠ 0, be given. Then there exists a sequence (sn) in S(X) such that
‖sn(ω) − f (ω)‖X −→ 0µ-a.e. and ‖sn(ω)‖X ≤ ‖ f (ω)‖X µ-a.e. for all n ∈ N. Let ε > 0
be given. In view of (b) there exists δ > 0 such that
sup
g∈H
∫
B
‖ f (ω)‖X ϑ(g)(ω)dµ ≤ ε10 for all B ∈ Σ with µ(B) ≤ δ. (1)
By Egorov’s theorem there exists B0 ∈ Σ with µ(Ω r B0) ≤ δ such that supω∈B0 ‖sn(ω) −
f (ω)‖X −→ 0. In view of (a), K = sup{

Ω ϑ(g)(ω)dµ : g ∈ H} < ∞; choose n0 ∈ N such
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that
sup
ω∈B0
‖sn0(ω)− f (ω)‖X ≤
ε
5K
. (2)
Since (νgkn (A)) is a σ(X
∗, X)-Cauchy sequence in X∗ for each A ∈ Σ , one can choose
nε ∈ N such that for n1, n2 ≥ nε we have ∫
Ω
⟨sn0(ω), gkn1 (ω)⟩dµ−
∫
Ω
⟨sn0(ω), gkn2 (ω)⟩dµ
 ≤ ε5 . (3)
Hence using (1–3), for n1, n2 ≥ nε we get ∫
Ω
⟨ f (ω), gkn1 (ω)⟩dµ−
∫
Ω
⟨ f (ω), gkn2 (ω)⟩dµ

≤
 ∫
Ω
⟨sn0(ω)− f (ω), gkn1 (ω)⟩dµ
+  ∫
Ω
⟨sn0(ω), gkn1 (ω)− gkn2 (ω)⟩dµ

+
 ∫
Ω
⟨sn0(ω)− f (ω), gkn2 (ω)⟩dµ

≤
 ∫
ΩrB0
⟨sn0(ω)− f (ω), gkn1 (ω)⟩dµ
+  ∫
B0
⟨sn0(ω)− f (ω), gkn1 (ω)⟩dµ

+
 ∫
Ω
⟨sn0(ω), gkn1 (ω)− gkn2 (ω)⟩dµ

+
 ∫
ΩrB0
⟨sn0(ω)− f (ω), gkn1 (ω)⟩dµ
+  ∫
B0
⟨sn0(ω)− f (ω), gkn2 (ω)⟩dµ

≤
∫
ΩrB0
‖sn0(ω)− f (ω)‖X ϑ(gkn1 )(ω)dµ
+
∫
B0
sn0(ω)− f (ω)

X
ϑ(gkn1 )(ω)dµ+
ε
5
+
∫
ΩrB0
‖sn0(ω)− f (ω)‖X ϑ(gkn2 )(ω)dµ+
∫
B0
‖sn0(ω)− f (ω)‖X ϑ(gkn2 )(ω)dµ
≤ 2
∫
ΩrB0
⟨‖ f (ω)‖X ϑ(gkn1 )(ω)⟩dµ+
ε
5K
∫
B0
ϑ(gkn1 )(ω)dµ+
ε
5
+ 2
∫
ΩrB0
‖ f (ω)‖X ϑ(gkn2 )(ω)dµ+
ε
5K
∫
B0
ϑ(gkn2 )(ω)dµ
≤ 2 · ε
10
+ ε
5K
· K + ε
5
+ 2 · ε
10
+ ε
5K
· K = ε. 
3. σ(L1(X∗, X), L∞(X))-sequential completeness of L1(X∗, X)
We start with our main result.
Theorem 3.1. The space L1(X∗, X) is σ(L1(X∗, X), L∞(X))-sequentially complete.
Proof. Let (gn) be a σ(L1(X∗, X), L∞(X))-Cauchy sequence in L1(X∗, X). Then the set {gn :
n ∈ N} is conditionally σ(L1(X∗, X), L∞(X))-compact in L1(X∗, X). Applying Theorem 2.3
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and Lemma 2.2 we have
sup
n
∫
Ω
ϑ(gn)(ω)dµ = sup
n
|νgn |(Ω) <∞. (1)
for each 0 ≤ u ∈ L∞ the set {u ϑ(gn) : n ∈ N} in L1 is uniformly integrable. (2)
Moreover, since for each A ∈ Σ the linear mapping L1(X∗, X) ∋ g → νg(A) ∈ X∗ is
(σ (L1(X∗, X), L∞(X)))-continuous, we obtain that (νgn (A)) is a σ(X∗, X)-Cauchy sequence
in X∗. Since the space X∗ is σ(X∗, X)-sequentially complete, for each A ∈ Σ , the sequence
(νgn (A)) is σ(X
∗, X)-convergent to some ν(A) ∈ X∗, i.e.,
(νgn )x (A) =
∫
A
⟨x, gn(ω)⟩dµ−→
n
ν(A)(x) = νx (A) for all x ∈ X. (3)
Clearly ν : Σ → X∗ is a vector measure and by the Vitali–Hahn–Saks theorem, νx ∈ ca(Σ ) for
each x ∈ X , i.e., ν : Σ → X∗ is countably additive in σ(X∗, X). To prove that ν ∈ bvca(Σ , X∗),
it is enough to show that |ν|(Ω) < ∞ (see [16, Theorem 6.1.3]). Indeed, for each A ∈ Σ we
have ‖ν(A)‖X∗ ≤ lim infn ‖νgn (A)‖X∗ . Now let (Ai )ki=1 be a Σ -partition of Ω . Then by (a) we
get
k−
i=1
‖ν(Ai )‖X∗ ≤
k−
i=1
lim inf
n
‖νgn (Ai )‖X∗
≤ lim inf
n
 k−
i=1
‖νgn (Ai )‖X∗

≤ lim inf
n
|νgn |(Ω) ≤ sup
n
|νgn |(Ω) <∞.
It follows that |ν|(Ω) < ∞. Note that ν ≪ µ on Σ because ν(A) = 0 if µ(A) = 0, A ∈ Σ .
This means that ν ∈ bvcaµ(Σ , X∗), as desired.
Hence by the Radon–Nikodym type theorem (see [7, Theorem 1.5.3]) there exists a weak∗-
measurable function Ψ : Ω → X∗ which satisfies the following conditions:
the function Ω ∋ ω → ‖Ψ(ω)‖X∗ ∈ R is Σ -measurable and µ-integrable, i.e.,
‖Ψ(·)‖X∗ ∈ L1. (4)
ν(A)(x) =
∫
A
⟨x,Ψ(ω)⟩dµ for each A ∈ Σ and x ∈ X, (5)
|ν|(A) =
∫
A
‖Ψ(ω)‖X∗dµ for each A ∈ Σ . (6)
Let g be the weak∗-equivalence class of Ψ , i.e., g = [Ψ ] ∈ L0(X∗, X). Note that for each
x ∈ BX we have |Ψx (ω)| ≤ ‖Ψ(ω)‖X∗ for allω ∈ Ω , so sup{|Ψx (ω)| : x ∈ BX } ≤ ‖Ψ(ω)‖X∗ <
∞. Hence by [15, Corollary 1.6.2] ϑ(g) = sup{| [Ψx ] | : x ∈ BX } = [ ‖Ψ(·)‖X∗ ], where
[ ‖Ψ(·)‖X∗ ] ∈ L1. This means that g ∈ L1(X∗, X) and by (6) we have |ν|(A) =

A ϑ(g)(ω)dµ
for all A ∈ Σ . Let us put
Fg( f ) =
∫
Ω
⟨ f (ω), g(ω)⟩dµ for all f ∈ L∞(X).
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Then Fg ∈ L∞(X)∼n . We shall now show that for each f ∈ L∞(X),
Fgn ( f ) =
∫
Ω
⟨ f (ω), gn(ω)⟩dµ−→
n
∫
Ω
⟨ f (ω), g(ω)⟩dµ = Fg( f ).
Indeed, let f ∈ L∞(X), f ≠ 0, be given. Then there exists a sequence (sn) in S(X) such that
‖sn(ω) − f (ω)‖X −→ 0µ-a.e. and ‖sn(ω)‖X ≤ ‖ f (ω)‖X µ-a.e. and for all n ∈ N. Let ε > 0
be given. Then by (1) K = max(supn(

Ω ϑ(gn)(ω)dµ,

Ω ϑ(g)(ω)dµ)) < ∞. In view of (2),
there exists δ > 0 such that
sup
n
∫
B
‖ f (ω)‖X ϑ(gn)(ω)dµ ≤ ε10 and
∫
B
‖ f (ω)‖X ϑ(g)(ω)dµ ≤ ε10 (7)
for all B ∈ Σ with µ(B) ≤ δ. By Egorov’s theorem there exists B0 ∈ Σ with µ(Ω r B0) ≤ δ
such that supω∈B0 ‖sn(ω)− f (ω)‖X −→n 0. Choose n0 ∈ N such that
sup
ω∈B0
‖sn0(ω)− f (ω)‖X ≤
ε
5K
. (8)
Note that in view of (3) and (5), for each s ∈ S(X) we have∫
Ω
⟨s(ω), gn(ω)⟩dµ −→
n
∫
Ω
⟨s(ω), g(ω)⟩dµ.
Choose nε ∈ N such that for all n ≥ nε we have∫
Ω
⟨sn0(ω), gn(ω)⟩dµ−
∫
Ω
⟨sn0(ω), g(ω)⟩dµ
 ≤ ε5 . (9)
Now, using (7)–(9) and arguing like in the proof of Theorem 2.4 we obtain that for n ≥ nε,∫
Ω
⟨ f (ω), gn(ω)⟩dµ−
∫
Ω
⟨ f (ω), g(ω)⟩dµ
 < ε.
Thus the space L1(X∗, X) is σ(L1(X∗, X), L∞(X))-sequentially complete. 
Remark. In [21, Corollary 4.2] we proved that if E is a perfect ideal of L0 (i.e., E ′′ = E) and X∗
has the Radon–Nikodym property, then the space E ′(X∗) (= E ′(X∗, X)) is σ(E ′(X∗), E(X))-
sequentially complete.
As a consequence of Theorems 2.4 and 3.1 we get the following characterization of relatively
σ(L1(X∗, X), L∞(X))-sequentially compact subsets of L1(X∗, X).
Corollary 3.2. Assume that a σ -algebra Σ is countably generated. Then for a subset H of
L1(X∗, X) the following statements are equivalent:
(i) H is relatively σ(L1(X∗, X), L∞(X))-sequentially compact.
(ii) The following conditions hold:
(a) sup{Ω ϑ(g)(ω)dµ : g ∈ H} <∞.
(b) {ϑ(g) : g ∈ H} is uniformly integrable.
(c) For each A ∈ Σ the set {νg(A) : g ∈ H} is relatively σ(X∗, X)-sequentially compact.
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