Generative modeling is a flavor of machine learning with applications ranging from computer vision to chemical design. It is expected to be one of the techniques most suited to take advantage of the additional resources provided by near-term quantum computers. We implement a data-driven quantum circuit training algorithm on the canonical Bars-and-Stripes data set using a quantum-classical hybrid machine.
I. INTRODUCTION
Here, we apply a hybrid quantum learning scheme on a trapped ion quantum computer 15 to accomplish a generative modeling task.
Data-driven quantum circuit learning (DDQCL) is a hybrid framework for generative modeling of classical data where the model consists of a parameterized quantum circuit 16 .
The model is trained by sampling the output of a quantum computer and updating the circuit parameters using a classical optimizer. After convergence, the optimal circuit produces a quantum state that captures the correlations in the training data sets. Hence the trained circuit serves as a generative model for the training data. Theoretical results suggest that such generative models have more expressive power than widely used classical neural networks 17 . This is because instantaneous quantum polynomial circuits -special cases of the parameterized quantum circuits used for generative modeling -cannot be efficiently simulated by classical means.
The Bars-and-Stripes (BAS) data set is a canonical body of synthetic data for generative modeling 18 . It can be easily visualized in terms of images containing horizontal bars or vertical stripes, where each pixel represents a qubit. Here, we use the 2-by-2 BAS shown in Fig.1 in a proof-of-principle generative modeling task on a trapped-ion quantum computer.
This is the first successful demonstration of generative quantum circuits trained on quantum hardware. We compare the performance of different classical optimization algorithms
and conclude that Bayesian optimization shows significant advantages over Particle Swarm
Optimization for this task.
II. DDQCL ON A TRAPPED ION QUANTUM COMPUTER
The experiment is performed on four qubits within a seven-qubit fully programmable iteration, the circuit is executed on a trapped ion quantum computer. The probability distribution of measurement is compared on a classical computer against the BAS target data set. Next, the quantified difference is used to optimize the parametrized circuit. This learning process is iterated until convergence.
The training pipeline is illustrated in Fig. 1 . The quantum circuits are structured as layers of parameterized gates. We use two types of layers, involving single-qubit rotations and two-qubit entangling gates. A single-qubit layer sandwiches an X-rotation between two Z-rotations on each qubit i, or R
z (γ i ), involving twelve rotation parameters for the four qubits (see Fig. 2 ). An entangling layer applies Ising or XX gates between all pairs of qubits according to any imposed connectivity graph. This is expressed as a sequence of XX i,j (χ i,j ) operations as shown in Fig. 2) , with up to six entangling parameters 15 for four qubits. Due to the universality of this gate set, a sufficiently long sequence of layers of these two types can produce arbitrary unitaries.
At the start of DDQCL, all the rotation and entangling parameters are initialized with random values. Next the circuit is repeatedly executed on the trapped ion quantum computer in order to reconstruct the state distribution. A classical computer then compares the measured distribution with the target distribution and quantifies the difference using a cost function (see Appendix B for details). A classical optimization algorithm then varies the parameters. We iterate the entire process until convergence.
We impose two distinct connectivity graphs in a four-qubit circuit: all-to-all and star, as shown in Fig For each connectivity graph, we add layers until the goal of reproducing the BAS data with the trained model is achieved. The match between training data and model is limited by noise, experimental throughput rate, and sampling errors. The cost function used in optimization grades the result, but a successful training process must be able to generate data that can be qualitatively recognized as a BAS pattern to ensure that the system provides usable results in the spirit of generative modeling in machine learning 20 .
We now describe the classical optimization strategies for the training algorithm. Although gradient-based approaches were recently proposed for DDQCL 21 , we employ gradient-free optimization schemes that appear less sensitive to noise and experimental throughput. We explore two such schemes: Particle Swarm Optimization (PSO) 22 and Bayesian Optimization (BO) 23 . PSO is a stochastic optimization scheme commonly used in machine learning that works by creating many "particles" randomly distributed across parameter space that explore the landscape collaboratively. We limit the number of particles to twice the number of parameters. BO is a global optimization paradigm that can handle the expensive sampling of many-parameter functions. It works by maintaining a surrogate model of the underlying . cost function and, at each iteration, updates the model to guide the search for the global minimum. Essentially, the problem of optimizing the real cost is replaced with that of optimizing the surrogate model, which is designed to be a much easier optimization problem.
We use OPTaaS, a BO software package developed by Mind Foundry 24 and adapted for this work.
III. RESULTS
Results from PSO optimization are shown in Fig. 3 . We first simulate the training procedure using a classical simulator in place of the quantum processor (orange plots in Fig. 3 ). Since the PSO method is sensitive to the initial "seed" values of the particles, we simulate the convergence for many different random seeds (see Fig.3 ). We choose a seed that converges quickly and reliably under simulated sampling error to start the training procedure on the trapped ion quantum computer illustrated in Fig.1 . We iterate the training until it converges (blue plots in Fig.3) . In practice, which seeds are successful is unknown, and different seeds need to be tried experimentally until a good model is obtained. This incurs an additional cost in the form of multiple independent DDQCL training rounds.
For all-to-all connectivity, we find that a circuit with one rotation gate layer and one entangling gate layer is able to produce the desired BAS distribution (Fig. 3a) . This is not the case for the star-connected circuit, with the closest state having two additional components in the superposition (states 6 and 9 in Fig. 3b ). With two additional layers, the star-connected circuit is able to model the BAS distribution (orange plots of Fig. 3c ). In the experiment however (blue plots in Fig. 3c ), the PSO is unable to converge to an acceptable solution even using the best pre-screened seed value and sufficient sample statistics. We conclude that PSO fails because the throughput rate is too low for effectively training the circuit in the face of gate imperfections.
For these reasons, we instead employ a Bayesian optimization scheme for the circuit training procedure. We find that all circuits experimentally converge in agreement with the simulations, as shown in Fig. 4 . Moreover, even the star-connected circuit with four layers now produces a recognizable BAS distribution (Fig. 4c) . In contrast to PSO, BO dramatically reduces the number of samples needed for training and does not require any pre-selection of random seeds or other prior knowledge of the cost-function landscape.
BO updates the surrogate model using the experimental result of every iteration. Therefore, the classical part of each BO iteration consumes more time than with PSO, where the time cost on the classical optimizer is negligible. However, the BO procedure converges faster to the desired BAS distribution. More generally, these examples highlight the need to balance quantum and classical resources in order to produce acceptable performance and run time in a hybrid quantum algorithm.
As a measure of the performance of the various training procedures, we compute the Kullback-Leibler (KL) divergence 25 and the qBAS score 16 of the experimental results at the end of each DDQCL training run, shown in Table I . We also compute the entanglement entropy (S) averaged over all two plus two qubit partitions assuming a pure state 26 , estimated via simulation of the quantum state from the trained circuits. This metric shows that the successfully trained circuits generate states that are consistent with a high level of entanglement. As a reference, the entanglement entropy of a GHZ state over any partition is S = 1. with two and four layers and star-connectivity, respectively. Convergence is much faster than with PSO ( Fig.3) . Unlike the PSO results, the four-layer star-connected circuit in (c) is trained successfully. As before, the two-layer circuits have 14 and 11 parameters for (a) all-to-all-and (b) 
IV. OUTLOOK
This demonstration of generative modeling using reconfigurable quantum circuits of up to 26 parameters represents the most powerful hybrid quantum application to date. This approach can be scaled up to handle larger data sets with increased qubit number by adapting the cost function for sparser sampling 16 . Moreover, this procedure can be adapted for other types of hybrid quantum algorithms.
Classical optimization techniques for hybrid quantum algorithms on intermediate-scale quantum computer do not always succeed 27 . Recent work suggests that typical cost functions for medium to large scale variational quantum circuits landscape resemble "barren plateaus" 28 , making optimization hard. As quantum computers scale up for larger problems, the cost of classical optimization such as BO must be weighed against the quantum algorithmic advantage. 
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B. Cost functions
We use a cost function to quantify the difference between the target BAS distribution and the experimental measurements of the circuit. The cost functions used to implement the training are variants of the original Kullback-Leibler Divergence (D KL ) 25 :
For PSO, we use the clipped negative log-likelihood cost function 16 ,
Taking p(i) as the target distribution, Eq.2 is identical to Eq.1 up to a constant offset, so the optimization of these two functions is equivalent. 
