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Resumo
Seja A a C*-a´lgebra dos operadores limitados em L2(R × S1) gerada por: operadores a(M)
de multiplicac¸a˜o por func¸o˜es a ∈ C∞(S1), operadores b(M) de multiplicac¸a˜o por func¸o˜es b ∈
C([−∞,+∞]), operadores de multiplicac¸a˜o por func¸o˜es cont´ınuas 2π-perio´dicas, Λ = (1−∆R×S1)−1/2,
onde ∆R×S1 e´ o Laplaciano de R × S1, e ∂tΛ, ∂xΛ para t ∈ R e x ∈ S1. Calculamos a K-teoria de
A e de A/K(L2(R× S1)), onde K(L2(R× S1)) e´ o ideal dos operadores compactos em L2(R× S1).
Palavras-chave: K-teoria, Operadores pseudodiferenciais.
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Abstract
Let A denote the C*-algebra of bounded operators on L2(R × S1) generated by: all multipli-
cations a(M) by functions a ∈ C∞(S1), all multiplications b(M) by functions b ∈ C([−∞,+∞]),
all multiplications by 2π-periodic continuous functions, Λ = (1 −∆R×S1)−1/2, where ∆R×S1 is the
Laplacian on R × S1, and ∂tΛ, ∂xΛ, for t ∈ R and x ∈ S1. We compute the K-theory of A and
A/K(L2(R× S1)), where K(L2(R× S1)) is the ideal of compact operators on L2(R× S1).
Keywords: K-theory, Pseudodifferential operators.
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Introduc¸a˜o
Este trabalho tem como objetivo calcular a K-teoria da C*-a´lgebra A de operadores limitados
em (L2(R×S1)), gerada pelos operadores: (i) de multiplicac¸a˜o por func¸o˜es que se estendem contin-
uamente para [−∞,+∞]×S1, (ii) de multiplicac¸a˜o por func¸o˜es cont´ınuas em R de per´ıodo 2π, (iii)
Λ = (1 −∆R×S1)−1/2, onde ∆R×S1 e´ o operador Laplaciano em L2(R × S1), e (iv) 1/i∂tΛ, 1/i∂xΛ
para t ∈ R e x ∈ S1.
Para calcular a K-teoria de A, e´ importante conhecer a estrutura desta a´lgebra. Desta forma, o
cap´ıtulo 1 e´ destinado essencialmente a descrever sua estrutura, apresentando diversos resultados
de [10] restritos ao caso B = S1.
A C*-a´lgebra A na˜o e´ comutativa, e seus comutadores na˜o sa˜o todos compactos. Temos enta˜o
que o ideal comutador EA de A conte´m o ideal dos operadores compactos K(L2(R × S1)) e ale´m
disso, temos o seguinte isomorfismo:
EA
K
∼= C(S1 × {−1,+1},K(L2(Z× S1))). (1)
Compondo EA → EA/K com o isomorfismo acima, conseguimos estender esta aplicac¸a˜o e obter um
*-homomorfismo
γ : A → C(S1 × {−1,+1},L(L2(Z× S1))),
que nos sera´ muito u´til nos ca´lculos das aplicac¸o˜es de conexa˜o em K-teoria.
Apresentamos ainda, no cap´ıtulo 1, o isomorfismo entre a a´lgebra comutativa A/EA e o con-
junto das func¸o˜es cont´ınuas em M tomando valores complexos, denotado por C(M), sendo M um
subconjunto compacto de [−∞,+∞]× S1×S1×S1, onde este isomorfismo se da´ pela aplicac¸a˜o de
Gelfand. Note que S1 tambe´m representa o c´ırculo, mas preferimos distingu´ı-lo do c´ırculo prove-
niente da variedade. A composic¸a˜o da projec¸a˜o canoˆnica A → A/EA com este isomorfismo nos da´
a aplicac¸a˜o que denominamos de s´ımbolo, isto porque esta aplicac¸a˜o e´ dada pelo s´ımbolo principal
dos operadores em A.
Apesar de termos todas estas informac¸o˜es sobre A, elas na˜o foram suficientes para o ca´lculo de
sua K-teoria. Definimos enta˜o, no cap´ıtulo 2, duas C*-suba´lgebras de A, as quais denominamos A†
e A⋄, e tais que
A† ⊂ A⋄ ⊂ A.
Estas a´lgebras na˜o sa˜o comutativas e na˜o conteˆm a a´lgebra dos operadores compactos em L2(R× S1),
denotada por K(L2(R× S1)). Determinamos seus ideais comutadores e mostramos os seguintes iso-
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morfismos:
A†
E†
∼= C(S1 × S1) , A
⋄
E⋄
∼= C(S1 × S1 × S1).
O resultado mais importante deste cap´ıtulo e´ que a C*-a´lgebra A⋄ tem estrutura de produto cruzado
e este teorema segue como uma generalizac¸a˜o do teorema 8 de [14].
No terceiro e u´ltimo cap´ıtulo, apresentamos os ca´lculos de K-teoria das a´lgebras A†, A⋄ e A.
Partindo da sequ¨eˆncia induzida pela aplicac¸a˜o do s´ımbolo quocientada pelo ideal K(L2(R× S1))
0 −→ EAK(L2(R × S1))
i−→ AK(L2(R × S1))
π−→ AEA −→ 0,
conseguimos calcular a aplicac¸a˜o do ı´ndice da sequ¨eˆncia exata de seis termos em K-teoria:
δ1 : K1(A/EA) −→ K0(EA/K(L2(R× S1))).
Analogamente a proposic¸a˜o 3 de [14], conseguimos mostrar que γ ◦ δ1 calculado num elemento
[[A]EA ]1 ∈ K1(A/EA) e´ igual a indγA(1,±1)[E]0, cujo operador E e´ uma projec¸a˜o de posto 1 de
K(L2(Z×S1)) e ind e´ o ı´ndice de Fredholm. Para calcular este ı´ndice, usamos uma particularizac¸a˜o
da fo´rmula do ı´ndice para operadores el´ıpticos de Atiyah-Singer dada por Fedosov [7], no caso em
que a variedade tem Todd class igual a 1. Esta fo´rmula determina o ı´ndice do operador a partir
de seu s´ımbolo, fazendo com que na˜o precisemos entrar em argumentos topolo´gicos, necessa´rios na
fo´rmula de Atiyah-Singer.
Para calcular K0 e K1 de A† e A⋄, usamos a mesma ide´ia acima, mas foi com a sequ¨eˆncia de
Pimsner-Voiculescu [16] que conseguimos concluir que
K0(A†) ∼= Z , K1(A†) ∼= Z2 , K0(A⋄) ∼= K1(A⋄) ∼= Z3.
Com todos estes resultados e a partir do ca´lculo da K-teoria do ideal comutador EA, provamos
que existe um operador de Fredholm T ∈Mn(E+A ) cujo ı´ndice e´ igual a 1. Diante disso, conseguimos
mostrar que a aplicac¸a˜o do ı´ndice da sequ¨eˆncia exata de seis termos em K-teoria associada a
sequ¨eˆncia
0 −→ K(L2(R × S1)) −→ A −→ A/K(L2(R× S1)) −→ 0,
e´ sobrejetora. E esta informac¸a˜o foi crucial para chegarmos ao resultado desejado.
No trabalho de Melo e Silva [14], eles determinam a K-teoria da C*-a´lgebra A ⊂ L(L2(R)) gerada
por: (i)operadores de multiplicac¸a˜o por func¸o˜es que admitem extenso˜es cont´ınuas em [−∞,+∞], (ii)
os operadores descritos em (i) conjugados com a transformada de Fourier F , e (iii) multiplicadores
por func¸o˜es cont´ınuas de per´ıodo 2π. Eles apresentam duas maneiras diferentes para calcular
a K-teoria de A. Uma delas se baseia na sequ¨eˆncia exata proveniente da aplicac¸a˜o do s´ımbolo
principal, onde se conhece o nu´cleo dessa aplicac¸a˜o e sua imagem. A outra, surge da sequ¨eˆncia
exata induzida pela aplicac¸a˜o que chamamos de γ′, que estende o homomorfismo sobrejetor E →
C(S1 × {±1},K(ℓ2(Z))).
Apesar de conhecermos o nu´cleo e a imagem de γ : A → C(S1 × {±1},L(L2(Z× S1))), a
sequ¨eˆncia induzida por esta aplicac¸a˜o na˜o nos possibilitou ir adiante no ca´lculo da K-teoria de A e
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trabalhamos apenas com a sequ¨eˆncia do s´ımbolo. Mas o que e´ importante ressaltar, e´ que tivemos
que construir va´rias outras sequ¨eˆncias envolvendo a a´lgebra, seu comutador e K(L2(R× S1)) para
podermos inferir algo.
De um modo geral, o que usamos para calcular a K-teoria de A sa˜o argumentos bem conhecidos,
que esta˜o associados ao s´ımbolo principal e ao s´ımbolo principal de fronteira, ao qual chamamos
de γ no nosso trabalho. Conhecer a imagem e o nu´cleo desses s´ımbolos e´ uma ferramenta que
nos possibilita o ca´lculo da K-teoria de uma C*-a´lgebra A, como pode ser visto nos trabalhos de
Melo, Nest e Schrohe [12] e Melo, Schick e Schrohe [13]. A estrutura da a´lgebra A se assemelha
a estrutura das a´lgebras estudadas em [12] e [13] e de tantas outras C*-a´lgebras geradas por
operadores pseudodiferenciais de ordem zero (ver por exemplo [1], [2], [8], [9], [10] e [15]).
Apesar de termos estudado a K-teoria de A apenas em R × S1, suspeitamos de que va´rios
resultados podem ser generalizados para R × B, onde B e´ uma variedade Riemanniana compacta
de dimensa˜o n. Mas este e´ uma assunto que pretendemos abordar num trabalho futuro.
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Cap´ıtulo 1
A C*-a´lgebra A
Comec¸aremos este primeiro cap´ıtulo definindo a C*-a´lgebra A, com a qual iremos trabalhar,
e descrevendo va´rios resultados ja´ conhecidos sobre ela. Melo, [10], e Cordes, [2], estudaram esta
a´lgebra e deles obtemos informac¸o˜es necessa´rias para o ca´lculo da K-teoria de A.
Nas duas primeiras sec¸o˜es, introduziremos A como uma C*-suba´lgebra de operadores limitados
em L2(R × B), cujas func¸o˜es em L2(R × B) sa˜o complexas e B e´ uma variedade Riemanniana
compacta de dimensa˜o n. Na terceira sec¸a˜o, nos restringiremos ao caso em que B e´ o c´ırculo S1 e
a partir de enta˜o este sera´ o caso que iremos estudar nos pro´ximos cap´ıtulos.
No decorrer do trabalho, usamos duas notac¸o˜es para o c´ırculo. S1 denota um c´ırculo qualquer
e S1 corresponde especificamente a` variedade escolhida no lugar de B.
1.1 Descric¸a˜o de A
Considere B uma variedade Riemanniana compacta. Escreva Ω = R× B e seja ∆Ω o operador
Laplaciano definido em L2(Ω). Definimos a a´lgebra A como sendo a menor C*-suba´lgebra de
L(L2(Ω)) contendo
(i) operadores a(Mx) de multiplicac¸a˜o por a ∈ C∞(B) :
[a(Mx)f ](t, x) = a(x)f(t, x);
(ii) operadores b(Mt) de multiplicac¸a˜o por b ∈ C([−∞,+∞]), onde C([−∞,+∞]) representa o
conjunto das func¸o˜es cont´ınuas em R que possuem limite quando t→ ±∞ :
[b(Mt)f ](t, x) = b(t)f(t, x), (t, x) ∈ R× S1;
(iii) operadores pj(Mt) de multiplicac¸a˜o na primeira varia´vel por func¸o˜es cont´ınuas 2π-perio´dicas
pj(t) = e
ijt, j ∈ Z;
(iv) Λ := (1−∆Ω)−1/2;
(v) 1i
∂
∂tΛ, com t ∈ R;
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(vi) LxΛ, onde Lx e´ um operador diferencial de primeira ordem em B.
Com o intuito de facilitar a notac¸a˜o, denotemos por A1, A2, . . . , A6 os operadores (ou classes de
operadores) listados nos itens (i), (ii), . . . , (vi) acima, respectivamente.
Usando a estrutura de espac¸o de Hilbert de L2(Ω), temos que este e´ isomorfo a L2(R)⊗L2(B)1.
Podemos enta˜o conjugar a a´lgebra A com o operador unita´rio F ⊗ IB definido em L2(R)⊗ L2(B),
(F ⊗ IB)−1A(F ⊗ IB),
onde F e´ a transformada de Fourier em L2(R),
(Fu)(τ) =
1√
2π
∫
R
e−itτu(t)dt,
e IB denota o operador identidade em L
2(B). Esta conjugac¸a˜o sera´ u´til daqui em diante para
obtermos uma se´rie de resultados sobre A.
Vamos denotar um operador do tipo A⊗ IB, onde A ∈ L(L2(R)) e IB e´ o operador identidade
em L2(B), e IR ⊗ B, onde IR e´ o operador identidade em L2(R) e B ∈ L(L2(B)), apenas por A e
B, respectivamente, deixando sempre claro a que espac¸o cada um deles pertence.
Seja B a C*-a´lgebra A conjugada por F e para cada i = 1, . . . , 6, F−1AiF esta´ listado a seguir.
(i’) a(Mx)
(ii’) b(D) := F−1b(Mt)F ;
(iii’) F−1pj(Mt)F = Tj, onde (Tju)(τ, ·) = u(τ + j, ·), para u ∈ L2(Ω) e j ∈ Z;
(iv’) (F−1ΛFu)(τ, ·) = (1 + τ2 −∆B)−1/2u(τ, ·), u ∈ L2(Ω);
(v’) (F−1 1i
∂
∂tΛFu)(τ, ·) = −τ(1 + τ2 −∆B)−1/2u(τ, ·), u ∈ L2(Ω);
(vi’) (F−1LxΛFu)(τ, ·) = Lx(1 + τ2 −∆B)−1/2u(τ, ·), u ∈ L2(Ω).
Podemos considerar a a´lgebra das func¸o˜es cont´ınuas de R limitadas que tomam valores em
L(L2(B)), denotada por Cb(R,L(L2(B))), como uma suba´lgebra de L(L2(R, L2(B))) no seguinte
sentido: uma func¸a˜o f em Cb(R,L(L2(B))) e´ identificada com operador de multiplicac¸a˜o f(Mt) em
L(L2(R, L2(B))) definido por
(f(Mt)u)(t) = f(t)u(t) ∈ L2(B),
para u ∈ L2(R, L2(B)). Note que L2(R× B) ∼= L2(R, L2(B)).
As func¸o˜es
B4(τ) = Λ˜(τ) , B5(τ) = −τ Λ˜(τ) , B6(τ) = LxΛ˜(τ), τ ∈ R, (1.1)
1
L
2(R)⊗ L2(B) significa o espac¸o de Hilbert proveniente do produto tensorial ⊗ entre L2(R) e L2(B)
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com Λ˜(τ) = (1 + τ2 −∆B)−1/2, esta˜o em Cb(R,L(L2(B))) (isto sera´ demonstrado mais adiante no
lema 2.1). Assim, obtemos os operadores
B4(Mt) , B5(Mt) , B6(Mt) ∈ L(L2(R, L2(B)))
opb de multiplicac¸a˜o pelas func¸o˜es B4, B5, B6. E estes operadores sa˜o exatamente os encontrados
nos itens (iv’), (v’) e (vi’), respectivamente.
Para simplificar a notac¸a˜o, vamos escrever o conjunto dos operadores limitados em L2(Y ) por
LY , e o conjunto dos operadores compactos em L2(Y ) por KY , para uma variedade Y qualquer.
1.2 O ideal comutador de A
Definic¸a˜o 1.1. Chamamos de ideal comutador de uma C*-a´lgebra A ao ideal fechado gerado pelos
comutadores [a, b] = ab− ba, para todo a e b em A.
Sejam EA o ideal comutador de A e EB o ideal comutador de B. E´ claro que
EB = F−1EAF.
A proposic¸a˜o 1.2 de [10] nos da´ uma descric¸a˜o do ideal comutador de B :
Proposic¸a˜o 1.2. O ideal comutador EB de B e´ o fecho do seguinte conjunto de operadores:
EB,0 = {
N∑
j=−N
bj(D)Kj(Mt)Tj +K; bj ∈ C([−∞,+∞]), Kj ∈ C0(R,KB),K ∈ KΩ, N ∈ N},
onde Kj(Mt) representa o operador de multiplicac¸a˜o pela func¸a˜o Kj ∈ C0(R,KB) :
(Kj(Mt)u)(t) = Kj(t)u(t), u ∈ L2(R, L2(S1)).
Considerando J o fecho do conjunto
J0 = {
N∑
j=−N
bj(D)aj(Mt)Tj +K; bj ∈ C([−∞,+∞]), aj ∈ C0(R), K ∈ KR, N ∈ N},
podemos tambe´m escrever o ideal EB como sendo
J ⊗KB,
onde este produto tensorial entre C*-a´lgebras e´ u´nico, pois KB e´ nuclear.
Temos em [10], teorema 1.6, o isomorfismo entre EA/KΩ e duas co´pias de C(S1,KZ×B). Antes
de enuncia´-lo, daremos uma breve ide´ia da construc¸a˜o necessa´ria para chegar a este resultado (a
demostrac¸a˜o completa pode ser encontrada com todos os detalhes em [10]).
Para cada ϕ real, seja Uϕ o operador em L
2(S1) dado por Uϕf(z) = z
−ϕf(z), z ∈ S1, onde
z = eiθ com θ ∈ [−π, π], e seja Yϕ o operador em ℓ2(Z) da seguinte forma:
Yϕ := FdUϕF
−1
d ,
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onde Fd : L
2(S1)→ ℓ2(Z) e´ a transformada de Fourier discreta
(Fdu)j =
1√
2π
∫ 2π
0
u(eiθ)e−ijθdθ , u ∈ L2(S1) e j ∈ Z.
Enta˜o Yϕ e´ um operador unita´rio que satisfaz (Yku)j = uj+k, se k ∈ Z, e YϕYω = Yϕ+ω.
Seja u uma func¸a˜o em L2(R). Defina para cada ϕ em R, a sequ¨eˆncia em ℓ2(Z)
u⋄(ϕ) := (u(ϕ− j))j∈Z
(u⋄(ϕ) ∈ ℓ2(Z) para quase todo ϕ ∈ R pelo Teorema de Fubini, pois L2(R) pode ser visto como
L2([0, 1] × Z)). Podemos definir enta˜o o operador unita´rio
W : L2(R) −→ L2(S1, dϕ; ℓ2(Z)) , u 7−→Wu(e2πiϕ) = Yϕu⋄(ϕ) . (1.2)
Denote S a C*-suba´lgebra de LS1 gerada por
(i) operadores de multiplicac¸a˜o por func¸o˜es em C∞(S1);
(ii) operadores do tipo b(Dθ) = Fd
−1b(Mj)Fd, onde b(Mj) e´ um operador definido em ℓ
2(Z), de
multiplicac¸a˜o pela sequ¨eˆncia b = (b(j))j , com limite quando j → ±∞.
S conte´m o ideal KS1 e todos os seus comutadores sa˜o compactos ([3], cap´ıtulos V e VI e [4]).
Temos ainda de [10], que vale o isomorfismo S/KS1 ∼= C(S1 × {−1,+1}). Compondo-o com a
projec¸a˜o canoˆnica S → S/KS1 , obtemos a seguinte aplicac¸a˜o:
ρ : S −→ C(S1 × {−1,+1})
ρa(Mx)(x,±1) = a(x), a ∈ C∞(S1) ; ρb(Dθ)(x,±1) = b(±∞).
Temos enta˜o a seguinte proposic¸a˜o 1.5 de [10]:
Proposic¸a˜o 1.3. A aplicac¸a˜o
EB −→ S ⊗KZ ⊗KB
B 7−→ WBW−1
e´ um ∗-isomorfismo. Para B em EB da forma B = b(D)K(Mt)Tj , com b em C([−∞,+∞]), K em
C0(R,KB) e j ∈ Z, temos
WBW−1 = b(Dθ)YϕK(ϕ−Mj)Y−ϕ−j +K ′, com K ′ ∈ KS1×Z×B. (1.3)
Para cada ϕ ∈ R, K(ϕ −Mj) denota o operador compacto em ℓ2(Z, L2(B)) de multiplicac¸a˜o pela
sequ¨eˆncia K(ϕ− j) em KB.
Denotando por C(S1×{−1,+1},KZ×B) o conjunto das func¸o˜es definidas em S1×{−1,+1} que
tomam valores em KZ×B, enunciamos o teorema 1.6 de [10].
Teorema 1.4. Existe um ∗-isomorfismo
Ψ :
EA
KΩ −→ C(S
1 × {−1,+1},KZ×B). (1.4)
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Demonstrac¸a˜o. Tome Ψ como sendo a composta da sequ¨eˆncia de aplicac¸o˜es abaixo:
EA
KΩ
(1)−→ EBKΩ
(2)−→ S ⊗KZ ⊗KBKS1×Z×B
(3)−→ C(S1 × {−1,+1},KZ×B)
onde (1) representa a aplicac¸a˜o A + KΩ 7→ F−1AF + KΩ, (2) leva este u´ltimo elemento em
WF−1AFW−1 +KS1×Z×B e (3) e´ o ∗-isomorfismo:
S ⊗ KZ ⊗KB
KS1×Z×B
−→ C(S1 × {−1,+1},KZ×B)
A⊗K1 ⊗K2 +KS1×Z×B 7−→ ρA(·,±1)K1 ⊗K2 .
1.3 O caso B = S1
Desta sec¸a˜o em diante, estudaremos o caso em que a variedade B e´ o c´ırculo, apesar dos
resultados apresentados nessa sec¸a˜o serem va´lidos para uma variedade B compacta de dimensa˜o n.
A classe de geradores denotados por A6 na definic¸a˜o da C*-a´lgebra A pode ser substitu´ıda pelo
operador
(vi)
1
i
∂
∂β
Λ, com eiβ ∈ S1.
ja´ que a variedade S1 tem fibrado tangente trivial.
Definiremos nesta sec¸a˜o duas aplicac¸o˜es de A num certo espac¸o de func¸o˜es cont´ınuas. Estas
aplicac¸o˜es sa˜o ∗-homomorfismos muito importantes e sera˜o muito citadas no u´ltimo cap´ıtulo.
Definic¸a˜o 1.5. Seja A uma C*-a´lgebra e I seu ideal comutador. Chamamos de espac¸o s´ımbolo
MA de A ao espac¸o de ideais maximais da a´lgebra comutativa A/I.
Definic¸a˜o 1.6. Chamamos de σ-s´ımbolo de uma C*-a´lgebra A a aplicac¸a˜o
σ : A → C(MA),
que e´ dada pela composic¸a˜o da projec¸a˜o canoˆnica π : A → A/I com a transformada de Gelfand da
C*-a´lgebra A/I, onde I e´ o ideal comutador de A.
Dado um elemento d em D, chamaremos de s´ımbolo de d a func¸a˜o cont´ınua σd ∈ C(MD)
associada ao elemento d mo´dulo I. Enunciaremos agora o teorema 2.2 de [10], restrito ao caso
B = S1, que descreve o espac¸o s´ımbolo de A e nos da´ os s´ımbolos de seus geradores.
Teorema 1.7. O espac¸o s´ımbolo de A e´ o subconjunto de [−∞,+∞]× S1 × S1 × S1 dado por
MA = {(t, x, (τ, ξ), eiθ); t ∈ [−∞,+∞], x ∈ S1, (τ, ξ) ∈ R2 : τ2 + ξ2 = 1,
θ ∈ R e θ = t se |t| <∞},
onde o elemento (t, x, (τ, ξ)) pertence ao fibrado das coesferas de R × S1. Com esta descric¸a˜o de
MA, os σ-s´ımbolos da classe dos geradores da C*-a´lgebra A calculados em (t, x, (τ, ξ), eiθ) sa˜o
respectivamente dados por
a(x), b(t), eijθ, 0, τ, ξ. (1.5)
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Vejamos agora que todo operador A em A determina um operador limitado de L(EA/KΩ), ja´
que EA/KΩ e´ um ideal de A/KΩ. Fica bem definido enta˜o o operador abaixo:
T : A −→ L(EA/KΩ)
A 7−→ TA
onde TA(E +KΩ) = AE +KΩ.
A partir da´ı, pode-se definir a aplicac¸a˜o
γ : A −→ L(C(S1 × {−1,+1},KZ×S1))
A 7−→ γA = ΨTAΨ−1,
para Ψ definido em (1.4).
Seja C(S1 × {−1,+1},LZ×S1) o conjunto das func¸o˜es cont´ınuas em
S1 × {−1,+1} que tomam valores em LZ×S1 . Identificando as func¸o˜es em
C(S1 × {−1,+1},LZ×S1) com os operadores de multiplicac¸a˜o correspondentes em
L(C(S1 × {−1,+1},KZ×S1)), temos da proposic¸a˜o 2.9 de [10] que a imagem de γ esta´ contida
em C(S1×{−1,+1},LZ×S1). Obte´m-se enta˜o o seguinte ∗-homomorfismo dado em [10], proposic¸a˜o
2.4:
Proposic¸a˜o 1.8. Existe um ∗-homomorfismo
γ : A −→ C(S1 × {−1,+1},LZ×S1) (1.6)
A 7−→ γA
tal que, γAi(e
2πiϕ,±1) para i = 1, . . . , 6, e´ dado respectivamente por:
a(Mx) , b(±∞) , Y−j , YϕBi(ϕ−Mj)Y−ϕ , i = 4, 5, 6,
onde Bi(ϕ −Mj) ∈ L(ℓ2(Z, L2(S1))), i = 4, 5, 6, sa˜o operadores de multiplicac¸a˜o pela sequ¨eˆncias
Bi(ϕ− j) ∈ L2(S1), para Bi’s dadas em (1.1).
Podemos notar que a imagem de γ restrita a EA e´ o conjunto C(S1 × {−1,+1},KZ×S1), e
γA = Ψ([A]KΩ) para A ∈ EA.
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Cap´ıtulo 2
C*-suba´lgebras de A
Neste cap´ıtulo, definiremos duas C*-a´lgebras de A, as quais denotaremos por A† e A⋄. Deter-
minaremos seus ideais comutadores e espac¸os s´ımbolo.
Mostraremos um resultado ana´logo ao que foi feito em [14], teorema 8, onde Melo e Silva
mostraram que uma C*-a´lgebra A ⊂ LR, gerada por um certo tipo de operadores de multiplicac¸a˜o,
e´ isomorfa ao produto cruzado C([−∞,+∞])⋊αZ, onde α e´ dada pela translac¸a˜o por um. Verifica-
remos que A⋄ tem estrutura de produto cruzado, isto e´, existe um isomorfismo entre A⋄ e A†×αZ,
para uma ac¸a˜o α de Z por automorfismos de A†.
Conhecendo um pouco da estrutura destas a´lgebras, estaremos aptos a calcular suas K-teorias
no pro´ximo cap´ıtulo.
2.1 A a´lgebra A†
Chamemos de A† a C*-suba´lgebra de L(L2(Ω)) gerada por:
(i) operadores de multiplicac¸a˜o a(Mx), com a ∈ C∞(S1);
(ii) Λ := (1−∆Ω)−1/2;
(iii) 1i
∂
∂tΛ, com t ∈ R;
(iv) 1i
∂
∂βΛ, com e
iβ ∈ S1.
Com base no que foi feito no cap´ıtulo anterior, descreveremos o ideal comutador e o espac¸o
s´ımbolo de A†.
Os geradores do item (i), quando conjugados com a transformada de Fourier F , na˜o sofrem
nenhuma alterac¸a˜o. Ja´ os geradores dos itens (ii), (iii) e (iv) conjugados com F sa˜o os operadores
B4(Mt), B5(Mt) e B6(Mt) descritos no in´ıcio do cap´ıtulo 1, pa´gina 6. Denotemos por B† a a´lgebra
A† conjugada com transformada de Fourier.
Lema 2.1. Para cada j = 4, 5, 6, Bj pertence ao conjunto Cb(R,LS1).
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Demonstrac¸a˜o. Como B4 ∈ C0(R,KS1) ([2], proposic¸a˜o 1.1), enta˜o fica claro que B4 esta´ em
Cb(R,LS1).
Como B5(τ) = −τB4(τ) e B6(τ) = 1i ∂∂βB4(τ), enta˜o estas func¸o˜es tambe´m sa˜o cont´ınuas em R.
Para mostrarmos que, para cada τ real, os operadores B5(τ) e B6(τ) esta˜o em LS1 , primeiro
vamos conjuga´-los com a transformada de Fourier discreta Fd, B
′
5(τ) := FdB5(τ)F
−1
d e B
′
6(τ) :=
FdB6(τ)F
−1
d , e enta˜o mostrar que B
′
5(τ) e B
′
6(τ) sa˜o operadores limitados em ℓ
2(Z).
Os operadores B′5(τ), B
′
6(τ) : ℓ
2(Z)→ ℓ2(Z) sa˜o operadores de multiplicac¸a˜o pelas sequ¨eˆncias
−τ(1 + τ2 + j2)−1/2 , j(1 + τ2 + j2)−1/2, j ∈ Z,
respectivamente. Calculando a norma destes operadores, temos:
||B′5(τ)||2 = sup { ||B′5(τ)(vj)j ||2ℓ2(Z); (vj)j ∈ ℓ2(Z), ||(vj)j || = 1}
= sup{
∑
j∈Z
|τ(1 + τ2 + j2)−1/2vj |2; (vj)j ∈ ℓ2(Z), ||(vj)j || = 1}
≤
∑
j∈Z
|vj|2 = 1
||B′6(τ)||2 = sup{
∑
j∈Z
|j(1 + τ2 + j2)−1/2vj |2; (vj)j ∈ ℓ2(Z), ||(vj)j || = 1}
≤
∑
j∈Z
|vj |2 = 1
Logo, B′5(τ) e B
′
6(τ) sa˜o operadores limitados em ℓ
2(Z). Como a conjugac¸a˜o e´ um isomorfismo,
temos que B5(τ) e B6(τ) sa˜o operadores limitados em L
2(S1) e portanto as func¸o˜es B5 e B6
pertencem a Cb(R,LS1).
Para conhecer a estrutura da C*-a´lgebra A† e podermos descrever seu espac¸o s´ımbolo, primeiro
encontraremos um isomorfismo entre a a´lgebra gerada pelos operadores A4, A5 e A6 e a a´lgebra de
func¸o˜es cont´ınuas definidas numa compactificac¸a˜o de R× Z. Antes de enunciarmos o lema que nos
mostra este isomorfismo, definiremos a compactificac¸a˜o de R× Z.
Considere a seguinte compactificac¸a˜o de R2 dada em [1], pa´gina 133. Dado o homeomorfismo
de R2 na bola aberta
h : R2 −→ B = {y ∈ R2; ||y|| < 1}
y 7−→ y
(1 + ||y||2)1/2
temos o conjunto CS(R2) = {f ∈ C(R2); f ◦ h−1 ∈ C(D)}, onde D = {y ∈ R2; ||y|| ≤ 1} e´
o fecho de B. CS(R2) e´ a classe das func¸o˜es cont´ınuas limitadas f sobre R2 tais que a func¸a˜o
g(y) = f ◦ h−1(y) admite uma extensa˜o cont´ınua em D. Temos enta˜o que CS(R2) = C(B2), onde
B
2 e´ a compactificac¸a˜o de R2 homeomorfa a D.
Denotemos por R× Z o fecho de R× Z em B2 e por S1∞ a fronteira de B2. Vamos mostrar que
R× Z e´ (R × Z) ∪ S1∞.
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Seja (x1, x2) em S
1
∞. Enta˜o a este elemento esta´ relacionado um u´nico elemento z = (z1, z2) ∈
S1 = ∂B pelo homeomorfismo entre B2 eD. Tome uma sequ¨eˆncia de racionais {( pjmj ,
qj
nj
)}j em B que
converge para (z1, z2) de forma que mj, nj → ∞. Considerando enta˜o a sequ¨eˆncia {(njpj,mjqj)}j
em Z2 ⊂ R× Z ⊂ R2, temos
h((njpj,mjqj)) =
(njpj,mjqj)√
1 + (njpj)2 + (mjqj)2
=
(
pj
mj
,
qj
nj
)√
1
(njmj)2
+
p2j
m2j
+
q2j
n2j
j→∞−→ (z1, z2)√
z21 + z
2
2
= (z1, z2)
Enta˜o, (njpj,mjqj)
j→∞→ (x1, x2).
Fica assim bem caracterizada a seguinte compactificac¸a˜o de R× Z :
R× Z = {(t, j) ∈ R× Z} ∪ ∂B2
= (R× Z) ∪ S1∞.
Agora podemos enunciar o seguinte lema:
Lema 2.2. Seja C a C*-a´lgebra comutativa gerada pelos operadores A4, A5 e A6. Enta˜o
C ∼= C(R× Z)
Demonstrac¸a˜o. Se conjugarmos os operadores A4, A5, A6 com o operador F ⊗F−1d , obteremos ope-
radores de multiplicac¸a˜o em L2(R×Z) dados, respectivamente, pelas func¸o˜es B′4, B′5, B′6 : R×Z→ R
definidas abaixo:
B′4(τ, j) = (1 + τ
2 + j2)−1/2 B′5(τ, j) = −τB′4(τ, j) B′6(τ, j) = −jB′4(τ, j) , (τ, j) ∈ R× Z
(lema 2.1). Denotando por C′ a a´lgebra (F−1⊗Fd)C(F⊗F−1d ), podemos veˆ-la como uma suba´lgebra
de C(R× Z).
Queremos mostrar, usando o teorema de Stone-Weierstrass, que C′ = C(R× Z). Como
(B′4(t, j))
2 + (B′5(t, j))
2 + (B′6(t, j))
2 = 1, para todo (t, j) ∈ R × Z, a a´lgebra C′ possui unidade.
Vamos verificar agora, que sempre e´ poss´ıvel encontrar uma func¸a˜o em C′ que separa pontos.
Caso 1. Sejam (t1, k1) 6= (t2, k2) em R × Z. Se B′4(t1, k1) 6= B′4(t2, k2), temos o que quer´ıamos.
Caso contra´rio, enta˜o ou
B′5(t1, k1) =
−t1
(1 + t21 + k
2
1)
1/2
6= −t2
(1 + t22 + k
2
2)
1/2
= B′5(t2, k2),
ou
B′6(t1, k1) =
−k1
(1 + t21 + k
2
1)
1/2
6= −k2
(1 + t22 + k
2
2)
1/2
= B′6(t2, k2),
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ja´ que t1 6= t2 ou k1 6= k2.
Caso 2. Sejam (t, k) em R × Z e z = (z1, z2) em S1∞. Vamos primeiro calcular B′4 em z. Para
facilitar as contas, suponha que B′4 esta´ definida em todo R
2. Temos enta˜o que g = B′4 ◦h−1 admite
uma extensa˜o cont´ınua em D = {y ∈ R2; ||y|| ≤ 1}. Logo, para y ∈ B = {y ∈ R2; ||y|| < 1} temos
B′4 ◦ h−1(y) = B′4
(
y
(1− ||y||2)1/2
)
=
1(
1 +
y21
1−||y||2
+
y22
1−||y||2
)1/2 = (1− y21 − y22)1/2.
Seja (yj)j∈Z uma sequ¨eˆncia em B que converge para s = (s1, s2) em S
1 quando j →∞, enta˜o
B′4 ◦ h−1(yj) = (1− (yj)21 − (yj)22)1/2
j→∞−→ (1− s21 − s22)1/2 = 0,
ja´ que ||s|| = 1. Assim, para qualquer s = (s1, s2) ∈ S1 = ∂D, B′4 ◦ h−1(s) = 0. Portanto,
B′4(z1, z2) = 0.
Como
B′4(t, k) =
1
(1 + t2 + k2)1/2
6= 0,
enta˜o B′4(t, k) 6= B′4(z).
Caso 3. Sejam z = (z1, z2) e w = (w1, w2) distintos em S
1
∞. Usando o mesmo racioc´ınio feito no
caso 2, primeiramente faremos a composic¸a˜o das func¸o˜es B′5 e B
′
6 com h
−1 para depois podermos
calcula´-las em z e w. Para y ∈ B,
B′5 ◦ h−1(y) = B′5
(
y
(1− ||y||2)1/2
)
=
−y1/
√
1− ||y||2(
1 +
y21
1−||y||2
+
y22
1−||y||2
)1/2 = −y1,
B′6 ◦ h−1(y) = B′6
(
y
(1− ||y||2)1/2
)
=
−y2/
√
1− ||y||2(
1 +
y21
1−||y||2
+
y22
1−||y||2
)1/2 = −y2.
Dada (−yj)j∈Z uma sequ¨eˆncia em B que converge para s = (s1, s2) em S1 quando j →∞, temos
B′5 ◦ h−1(−yj) = (−yj)1
j→∞−→ s1 e B′6 ◦ h−1(−yj) = (−yj)2
j→∞−→ s2.
Assim, para qualquer s = (s1, s2) ∈ S1 = ∂D, B′5 ◦ h−1(s1, s2) = s1 e B′6 ◦ h−1(s1, s2) = s2.
Portanto,
B′5(z1, z2) = z1 6= w1 = B′5(w1, w2) ou B′6(z1, z2) = z2 6= w2 = B′6(w1, w2)
Assim, B′5 ou B
′
6 separam pontos.
Conclu´ımos enta˜o que C e´ isomorfa a C(R× Z).
Observac¸a˜o 2.3. Vimos no teorema 1.7 que os σ-s´ımbolos dos operadores A4, A5, A6 calculados
em (t, x, (τ, ξ), eiθ), onde (τ, ξ) ∈ S1 sa˜o dados por 0, τ, ξ, respectivamente. Note que isto coincide
com os ca´lculos de B′4, B
′
5, B
′
6 nos pontos (z1, z2) ∈ S1∞.
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Teorema 2.4. O ideal comutador de B† e´ C0(R,KS1).
Demonstrac¸a˜o. Seja E†B o ideal comutador de B†.
Note que a a´lgebra B† esta´ contida em Cb(R,S), onde S foi definido no cap´ıtulo 1, pa´gina
7. De fato, a(Mx) ∈ S para a ∈ C∞(S1) (este operador na˜o depende da varia´vel real), e para
τ ∈ R, Bi(τ) ∈ S, pois Bi(τ) = F−1d B′i(τ)Fd, para i = 4, 5, 6.
Fixado τ ∈ R, mostremos que {B(τ);B ∈ B†} = S.
Primeiro, V := {B(τ);B ∈ B†} e´ C*-suba´lgebra de LS1 pois a aplicac¸a˜o B ∈ B† 7→ B(τ) ∈ LS1 e´
um C*-homomorfismo, portanto tem imagem fechada. Queremos mostrar que FdVF−1d = FdSF−1d
usando o Teorema de Stone-Weierstrass. Os operadores B′i(τ) = FdBi(τ)F
−1
d , i = 4, 5, 6, podem
ser vistos como func¸o˜es em C(Z ∪ {−∞,+∞}), ja´ que
−1 ≤ B′i(τ, j) ≤ 1 , ∀ j ∈ Z ∪ {−∞,+∞}.
Temos ainda que B′6(τ, j) = −j(1 + τ2 + j2)−1/2 separa pontos em C(Z ∪ {−∞,+∞}), pois
j
(1 + τ2 + j2)1/2
=
k
(1 + τ2 + k2)1/2
⇐⇒ j = k.
Como FdVF−1d conte´m a identidade, pois Id = B′42(τ)+B′52(τ)+B′62(τ), enta˜o FdVF−1d = FdSF−1d
e portanto V = S.
Sabe-se de [2], proposic¸a˜o 1.2 e 1.3, que todos os comutadores de B† e seus adjuntos esta˜o em
C0(R,KS1), logo E†B ⊆ C0(R,KS1). Assim, para τ ∈ R, o conjunto U := {A(τ); A ∈ E†B} ⊆ KS1 .
Na verdade, U := {A(τ); A ∈ E†B} = KS1 . De fato, dado T pertencente a S, para um τ ∈ R, existe
B ∈ B† tal que B(τ) = T. Da´ı, para A ∈ E†B
A(τ)T = A(τ)B(τ) = (AB)(τ) ∈ U ,
pois AB esta´ em E†B. Logo, U e´ um ideal de S na˜o nulo contido em KS1 . Segue que U = KS1 .
Por [5], 10.4.5, temos que E†B = C0(R,KS1) se os estados puros de C0(R,KS1) sa˜o separados por
E†B. Os estados puros de C0(R,KS1) sa˜o os funcionais lineares da forma
ft,v(A) = (v,A(t)v) , A ∈ C0(R,KS1), (2.1)
onde (v,A(t)v) denota o produto interno de v por A(t)v, t ∈ R fixo e v ∈ L2(S1) tem norma 1 (ver
[5], 2.5.2 e 4.1.4, e [18], IV 4.14). Para mostrar que E†B = C0(R,KS1), e´ suficiente mostrar que, dados
dois funcionais da forma (2.1), ft1,v1 6= ft2,v2 , podemos achar A ∈ E†B tal que ft1,v1(A) 6= ft2,v2(A).
1. Suponha t1 6= t2, t1, t2 ∈ R. Tome D ∈ FdE†BF−1d ⊆ C0(R,K(ℓ2(Z))) tal que D(t1) =
(w1, ·)w1, para w1 ∈ ℓ2(Z) e defina para cada l ∈ Z, al ∈ C(R× Z) da seguinte maneira:
al(t1, k) = 1 , ∀ k ∈ Z e al(t2, k) = 0 , se |k| < l.
Considerando os funcionais lineares fti,wi(D) = (wi,D(ti)w1) em C0(R,K(ℓ2(Z))) para ti ∈ R
e wi ∈ ℓ2(Z), i = 1, 2, temos
ft1,w1(alD) = (w1, (alD)(t1)w1) = 1 ,
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ft2,w2(alD) = (w2, (alD)(t2)w2) = (w2, al(t2)(Mk)D(t2)w2)
l→∞−→ 0 .
Isto e´, existe l em Z tal que ft1,w1(alD) 6= ft2,w2(alD) e alD ∈ FdE†BF−1d . Portanto, para
t1, t2 reais distintos e v1 = F
−1
d w1 e v2 = F
−1
d w2 em L
2(S1), tome A = F−1d alDFd em E†B
para termos ft1,v1(A) 6= ft2,v2(A)
2. Suponha t1 = t2 = t0. Se v1 e v2 teˆm norma 1, enta˜o |(v1, v2)| = 1 ⇐⇒ v1 = αv2, |α| = 1,
e portanto temos os mesmos estados puros. Logo, tomemos v1 e v2 tais que |(v1, v2)| 6= 1.
Temos enta˜o, para A ∈ E†B, onde A(t0) = (v1, ·)v1,
ft0,v1(A) = (v1, A(t0)v1) = (v1, (v1, v1)v1) = 1 6= |(v1, v2)|2 = ft0,v2(A).
Portanto E†B separa os estados puros de C0(R,KS1) e podemos concluir que E†B = C0(R,KS1).
Denotemos por E† o ideal comutador de A†. Lembrando que B† = F−1A†F, podemos enta˜o
escrever E† = FE†BF−1.
Teorema 2.5. O espac¸o s´ımbolo M† de A† e´ homeomorfo a S1×S1∞ e os σ-s´ımbolos da classe dos
geradores da C*-a´lgebra A† calculados em (x,w = τ + iξ) sa˜o respectivamente dados por
a(x), 0, τ, ξ. (2.2)
Demonstrac¸a˜o. Considere as incluso˜es
i1 : C
∞(S1) −→ A
†
E† i2 : C −→
A†
E†
a 7−→ [a(Mx)]E† A 7−→ [A]E†
Temos que S1 e R× Z sa˜o os espac¸os s´ımbolo de C∞(S1) e C, respectivamente, pois pelo lema
2.2, C e C(R× Z) sa˜o isomorfos. Seja a aplicac¸a˜o dual
ι∗ : M† −→ S1 ×R× Z
ω 7−→ (ω ◦ i1, ω ◦ i2)
As imagens de i1 e i2 geram A†/E†, enta˜o ι∗ e´ injetora. Como M† e´ compacto, S1 × (R× Z) e´
Hausdorff e ι∗ e´ cont´ınua, temos que ι∗ e´ um homeomorfismo sobre a sua imagem. Determinemos
enta˜o a imagem de ι∗.
Note que
S
1 × (R× Z) ∼= (S1 × R× Z) ∪ (S1 × S1∞).
Suponha que exista (z, t, j) ∈ (S1 × R× Z) ∩ Imι∗. Considere a aplicac¸a˜o do σ-s´ımbolo
σ† : A† −→ C(M†)
A 7−→ σ†A(ω) = ω(A)
Associamos ao ponto (z, t, j) um funcional linear ω0 ∈M† dado pela evaluac¸a˜o neste ponto.
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Para A4 ∈ C ⊂ A†, temos que ω0(A4) = (0, ω0 ◦ i2(A4)), onde ω0 ◦ i2 e´ a evaluac¸a˜o em (t, j).
Portanto,
σ†A4(z, t, j) = B
′
4(t, j) =
1
(1 + t2 + j2)1/2
6= 0,
onde B′4 ∈ C(R× Z).
Mas A4 ∈ E†, enta˜o σ†A4 = 0. Portanto, com esta contradic¸a˜o obtemos (S1×R× Z)∩ Imι∗ = ∅.
Temos enta˜o que Imι∗ ⊆ S1 × S1∞. Vamos mostrar que vale a igualdade.
 Afirmac¸a˜o 1: Se (z0, v0) ∈ Imι∗, enta˜o (z, v0) ∈ Imι∗ para todo z ∈ S1.
Seja ζ ∈ S1. Considere o operador Tζ ∈ LΩ tal que (Tζu)(t, x) = u(t, x · ζ). Defina φζ : A† →
A† por
φζ(A) = TζATζ−1 .
Assim, φζ e´ um automorfismo cont´ınuo e φζ(a(Mx)) = a(Mx · ζ), para a ∈ C∞(S1), e φ(A) =
A, para A ∈ C.
Seja w0 o funcional linear multiplicativo de A†/E† associado ao ponto (z0, v0) ∈ Imι∗. Defina
um novo funcional w1 da seguinte forma:
w1([A]E†) = w0([φζ(A)]E†);
enta˜o w1 e´ o funcional linear multiplicativo de A†/E† associado ao ponto (z0 ·ζ, v0) ∈ S1×S1∞.
Logo, (z, v0) ∈ Imι∗ para todo z ∈ S1.
Suponha agora que exista um ponto (z1, v1) em S
1 × S1∞ que na˜o pertenc¸a a Imι∗. Portanto,
pela afirmac¸a˜o acima, podemos concluir que (z, v1) na˜o pertence a Imι
∗ para todo z em S1. Enta˜o
existe uma vizinhanc¸a aberta Nv1 de v1 em R× Z tal que (S1 ×Nv1) ∩ Imι∗ = ∅.
Seja B em C(R× Z) tal que B(v1) 6= 0 e o suporte de B esta´ contido em Nv1 . A B corresponde
um u´nico operador A em C ⊂ A†. Da´ı,
σA(z, v) = B(v) = 0 ∀ (z, v) ∈ Imι∗.
 Afirmac¸a˜o 2: A na˜o pertence ao ideal comutador E†.
Suponha que A ∈ E†. Enta˜o B pertence a C0(R,KZ), e portanto vale o limite
lim
τ→∞
sup
k∈Z
|B(τ, k)| = 0.
Seja {(τj , sj)}j∈Z uma sequ¨eˆncia em R × Z tal que (τj , sj) → ∞ quando j → ∞ e
h((τj , sj))→ v1. Dado ǫ > 0, seja τ0 real tal que para todo τ > τ0,
sup
k∈Z
|B(τ, k)| < ǫ.
Tome j0 inteiro tal que, para todo j > j0, tem-se τj > τ0. Temos enta˜o para j > j0,
|B(τj , sj)| < sup
k∈Z
|B(τj, k)| < ǫ.
Mas B(τj, sj)
j→∞−→ B(v1) e da´ı B(v1) = 0, absurdo!
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Logo, (z, v) ∈ Imι∗ para todo (z, v) em S1 × S1∞.
Vamos agora descrever a aplicac¸a˜o do s´ımbolo:
σ† : A† −→ C(S1 × S1∞).
Para cada ponto (x,w) ∈ S1 × S1∞, existem funcionais lineares multiplicativos f1 associado a x
e f2 associado a w. Como M
† e S1 × S1∞ sa˜o homeomorfos, existe um funcional linear ω ∈M† tal
que pela aplicac¸a˜o dual ι∗, temos ω ◦ i1 = f1 e ω ◦ i2 = f2. Portanto, podemos associar a ω o ponto
(x,w). Logo,
σ†a(Mx)(x,w) = ω(x,w)(a(Mx)) = f1(a(Mx)) = a(x).
Escrevendo w = (τ, ξ) ∈ S1∞, temos
1. σ†A4(x,w) = ω(x,w)(A4) = f2(A4) = B
′
4(w) = 0
2. σ†A5(x,w) = ω(x,w)(A5) = f2(A5) = B
′
5(τ, ξ) = τ
3. σ†A6(x,w) = ω(x,w)(A6) = f2(A6) = B
′
6(τ, ξ) = ξ
Podemos ainda dizer que σ† e´ igual a σ restrita a a´lgebra A†.
2.2 A a´lgebra do produto cruzado
2.2.1 O produto cruzado
Denote porA⋄ a C*-a´lgebraA† acrescida dos operadores de multiplicac¸a˜o pelas func¸o˜es perio´dicas.
Denotemos por B⋄ a C*-a´lgebra A⋄ conjugada com a transformada de Fourier.
Nesta sec¸a˜o iremos mostrar que B⋄ e´ isomorfa ao produto cruzado de B† por uma ac¸a˜o que
definiremos abaixo.
Identificando B† como suba´lgebra de Cb(R,LS1) (ver demostrac¸a˜o do teorema 2.4), considere o
seguinte automorfismo de translac¸a˜o α:
[α(B)](τ) = B(τ − 1), τ ∈ R, B ∈ B†.
Lembre que a C*-a´lgebra gerada por B4, B5 e B6 e´ isomorfa a C(R× Z) (lema 2.2). Como
C(R× Z) e´ invariante por translac¸a˜o na varia´vel real, enta˜o a C*-a´lgebra gerada por B4, B5 e B6 e´
invariante por translac¸a˜o em R. Portanto, B† e´ invariante por translac¸a˜o e o automorfismo α acima
esta´ bem definido.
Melo e Silva [14], teorema 8, demonstraram que a C*-a´lgebra A ⊂ LR, gerada por operadores
de multiplicac¸a˜o por func¸o˜es cont´ınuas em [−∞,+∞] e por multiplicadores por func¸o˜es cont´ınuas
de per´ıodo 2π, e´ isomorfa ao produto cruzado C([−∞,+∞])⋊αZ, onde α e´ dada pela translac¸a˜o
por um.
De forma ana´loga, temos o seguinte resultado.
17
Teorema 2.6. Seja α a ac¸a˜o descrita acima. Enta˜o
B⋄ ∼= B†⋊αZ
onde B† ×α Z e´ a C*-a´lgebra envolvente ([5], 2.7.7) da a´lgebra de Banach com involuc¸a˜o ℓ1(Z,B†)
de todas Z-sequ¨eˆncias soma´veis em B†, equipadas com o produto de convoluc¸a˜o
(A ∗B)(n) =
∑
k∈Z
Akα
k(Bn−k), n ∈ Z, A = (Ak)k∈Z, B = (Bk)k∈Z,
e involuc¸a˜o A∗(n) = αn(A∗−n).
A demonstrac¸a˜o deste teorema segue exatamente a` feita em [14], mas apresentaremos sua prova
com as devidas mudanc¸as apo´s a seguinte proposic¸a˜o, [6, proposic¸a˜o 2.9], a qual sera´ necessa´ria no
decorrer da demonstrac¸a˜o.
Proposic¸a˜o 2.7. Sejam G e G′ C*-a´lgebras e sejam α e α′ ac¸o˜es de S1 em G e G′, respectivamente.
Suponha que Γ : G → G′ seja um homomorfismo covariante. Se a restric¸a˜o de Γ a` suba´lgebra dos
pontos fixos G0 e´ injetiva, enta˜o Γ e´ injetiva.
Demonstrac¸a˜o (teorema 2.6). Considere K(Z,B†) como sendo o conjunto das sequeˆncias com ape-
nas um nu´mero finito de entradas na˜o nulas em B†. Defina para as sequeˆncias B = (Bj)j∈Z em
K(Z,B†)
ϕ(B) =
∑
j∈Z
Bj(Mt)Tj ,
onde (Bj(Mt)u)(τ) = Bj(τ)u(τ) e (Tju)(τ) = u(τ − j) para u em L2(R, L2(S1)).
 Afirmac¸a˜o: ϕ e´ um ∗-homomorfismo cont´ınuo.
Sejam B = (Bj)j e D = (Dj)j sequ¨eˆncias em K(Z,B†).
– Produto:
ϕ(B) · ϕ(D) =
∑
j
∑
k
Bj(Mt)TjDk(Mt)Tk =
∑
j
∑
k
Bj(Mt)Dk(Mt − j)Tj+k
=
∑
l
∑
k
Bl−k(Mt)Dk(Mt − (l − k))Tl =
∑
l
∑
n
Bn(Mt)Dl−n(Mt − n)Tl
=
∑
l
(∑
n
Bn(Mt)α
n(Dl−n(Mt))
)
Tl = ϕ(B ·D)
– Involuc¸a˜o:
ϕ(B)∗ =
∑
j
T−jB
∗
j (Mt) =
∑
j′
Tj′B
∗
−j′(Mt) =
∑
j′
B∗−j′(Mt − j′)Tj′
=
∑
j′
αj
′
(B∗−j′)Tj′ = ϕ(B
∗)
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– Continuidade:
||ϕ(B)|| = ||
∑
j
Bj(Mt)Tj ||
≤
∑
j
||Bj(Mt)||||Tj || =
∑
j
||Bj(Mt)|| = ||B||1
Como ϕ e´ cont´ınua, K(Z,B†) e´ denso em ℓ1(Z,B†) e { ∑j∈F Bj(Mt)Tj ; F ⊂ Z finito,
Bj ∈ B†} e´ denso em B⋄, temos que existe um ∗-homomorfismo ϕ˜ : ℓ1(Z,B†) → B⋄, extensa˜o
cont´ınua de ϕ. Segue de [5], 2.7.4, que existe um ∗-homomorfismo cont´ınuo (ao qual chamaremos
de ϕ novamente)
ϕ : B† ×α Z→ B⋄
estendendo ϕ˜. Vamos verificar que ϕ e´ um isomorfismo.
Como Imϕ e´ fechada e conte´m o subconjunto {∑j∈F Bj(Mt)Tj ;F ⊂ Z finito , Bj ∈ B†}, que
e´ denso em B⋄, enta˜o ϕ e´ sobrejetora. Para mostrarmos a injetividade, usaremos a proposic¸a˜o 2.7.
Dados z em S1 e B = (Bj) em ℓ
1(Z,B†), defina µz(B) = (zjBj)j . Novamente por [5], 2.7.4,
podemos estender µz a um automorfismo de B† ×α Z e obtemos enta˜o a ac¸a˜o µ : z 7→ µz do c´ırculo
em B† ×α Z.
Para z em S1, definimos tambe´m o operador unita´rio em LΩ:
(Uzv)(t, x) = z
tv(t, x), v ∈ L2(Ω),
e obtemos uma ac¸a˜o β de S1 em B⋄, dada por
βz(B(Mt)) = UzB(Mt)U
−1
z , B(Mt) ∈ B⋄.
Temos que verificar que ϕ e´ covariante. Para isso, e´ suficiente mostrar que para cada z ∈ S1,
βz(ϕ(B)) = ϕ(µz(B)) para B = (Bj)j ∈ ℓ1(Z,B†). Temos que o conjunto {Bδ0, δ1;B ∈ B†} gera
ℓ1(Z,B†), onde δn e´ a sequ¨eˆncia tal que o u´nico elemento na˜o nulo e´ 1 na posic¸a˜o n. Assim, e´
suficiente mostrar que vale a igualdade apenas nos geradores.
Bδ0 −→ µz(Bδ0) = z0Bδ0 = Bδ0 e ϕ(Bδ0) = B(Mt) =⇒ ϕ(µz(Bδ0)) = B(Mt)
−→ βz(ϕ(Bδ0)) = βz(B(Mt)) = UzB(Mt)U−1z = B(Mt)
δ1 −→ µz(δ1) = zδ1 e ϕ(zδ1) = zT1 =⇒ ϕ(µz(zδ1)) = zT1
−→ ϕ(δ1) = T1 e βz(T1) = UzT1U−1z = zT1 =⇒ βz(ϕ(δ1)) = zT1
Para mostrar que ϕ e´ injetiva, e´ suficiente mostrar que sua restric¸a˜o aos pontos fixos de µ e´
injetiva.
Seja F a suba´lgebra dos pontos fixos por µ,
F = {x ∈ B† ×α Z;µz(x) = x ∀z ∈ S1},
e seja E : B† ×α Z→ B† ×α Z definida por
E(x) =
∫
S1
µz(x)dz.
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Se x ∈ F , enta˜o E(x) = x. Assim, F esta´ contida na imagem de E. Como para todo j 6= 0, a
integral
∫
S1 z
jdz = 0, temos E(a) ∈ B† para todo a ∈ ℓ1(Z,B†).
Como ℓ1(Z,B†) e´ denso em B† ×α Z e B† e´ uma suba´lgebra fechada de B† ×α Z, temos que
ImE ⊆ B†. Como B† ⊆ F , enta˜o B† = F . Conhecendo F e sabendo que ϕ(Bδ0) = B(Mt), temos
ϕ(Bδ0) = ϕ(Dδ0) ⇐⇒ B(Mt) = D(Mt) ⇐⇒ B = D.
2.2.2 Ideal comutador e espac¸o s´ımbolo de A⋄
Apesar de ja´ termos uma boa descric¸a˜o da a´lgebra A⋄, queremos tambe´m determinar seu ideal
comutador e seu espac¸o s´ımbolo.
A descric¸a˜o do ideal comutador de A⋄ e´ muito parecida com a de EA, o ideal comutador da
a´lgebra A, por isso pode-se notar que os ca´lculos usados aqui sera˜o praticamente os mesmos.
Denote por E⋄B o ideal comutador de B⋄.
Proposic¸a˜o 2.8. O ideal E⋄B coincide com o fecho do conjunto
E⋄0 = {
N∑
j=−N
Bj(Mt)Tj ; Bj ∈ C0(R,KS1), N ∈ N}.
Demonstrac¸a˜o. Primeiro vamos verificar que os comutadores dos geradores de B⋄, e seus adjuntos,
esta˜o em E⋄0 . E´ fa´cil ver que
[a(Mx), Tj ] = 0 , [Bk(Mt), Tj ] = (Bk(Mt + j)−Bk(Mt))Tj ,
para j ∈ Z e k = 4, 5, 6. Em [10], temos na demonstrac¸a˜o da proposic¸a˜o 1.1 que Bk(·+ j)−Bk(·) ∈
C0(R,KS1) para k = 4, 5, 6. Assim, o operador Bk(Mt + j)−Bk(Mt) e´ a multiplicac¸a˜o pela func¸a˜o
Bk(·+ j) −Bk(·) ∈ C0(R,KS1). Temos ainda na mesma proposic¸a˜o que
[a(Mx), Bk], [Bi, Bk] ∈ C0(R,KS1), i, k = 4, 5, 6,
logo, os comutadores dos respectivos operadores sa˜o multiplicac¸o˜es por func¸o˜es em C0(R,KS1) e o
mesmo vale para os adjuntos desses operadores. Portanto, E⋄B esta´ contido no fecho de E⋄0 .
Sabemos que C0(R,KS1) = E†B esta´ contido em E⋄B. Enta˜o para todo j inteiro, K(Mt)Tj ∈ E⋄B,
para K em C0(R,KS1) (note que K(Mt) e´ um elemento do ideal E⋄B). Assim, o fecho de E⋄0 esta´ em
E⋄B.
Podemos ainda dizer que E⋄B e´ o fecho de
{
N∑
j=−N
aj(Mt)Tj ; aj ∈ C0(R), N ∈ N} ⊗ KS1 .
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Proposic¸a˜o 2.9. Sendo W a aplicac¸a˜o definida em (1.3), temos que
WFW−1 = C(S1)⊗KZ
onde F e´ o fecho de
F0 = {
N∑
j=−N
aj(Mt)Tj ; aj ∈ C0(R), N ∈ N}.
Demonstrac¸a˜o. Para j inteiro e ϕ real, temos
Yϕa(ϕ−Mk)Y−jY−ϕ(Yϕu⋄(ϕ)) = Yϕ(a(ϕ− k)u(ϕ − k + j))k∈Z.
Como Wa(Mt)TjW
−1(Wu)(ϕ) = Yϕ(a(ϕ− k)u(ϕ − k + j))k∈Z, isto implica que
Wa(Mt)TjW
−1 = Yϕa(ϕ−Mk)Y−j−ϕ
para a em C0(R).
Usando que limk→±∞ a(ϕ− k) = 0 para todo ϕ real, e que
Yϕ+1a(ϕ+ 1−Mk)Y−(ϕ+1)−j = Yϕa(ϕ−Mk)Y−ϕ−j,
segue que Yϕa(ϕ − Mk)Y−ϕ−j e´ uma func¸a˜o cont´ınua em S1 = {ei2πϕ;ϕ ∈ R} com valores em
operadores compactos.
Como o mergulho de C(S1,KZ) em LS1×Z e´ uma isometria e C(S1,KZ) = C(S1)⊗ KZ, temos
que
WFW−1 ⊆ C(S1)⊗KZ.
A igualdade sai por argumentos ana´logos usados na demonstrac¸a˜o do teorema 2.4, que se resume
a provar que para cada e2πiϕ ∈ S1, {WGW−1(ϕ);G ∈ F} = KZ e que WFW−1 separa os estados
puros de C(S1)⊗KZ.
A pro´xima proposic¸a˜o nos da´ a descric¸a˜o que quer´ıamos para o ideal comutador E⋄ da a´lgebra
A⋄.
Proposic¸a˜o 2.10. E⋄ e C(S1,KZ×S1) sa˜o isomorfos e este isomorfismo e´ dado pela conjugac¸a˜o
por FW−1:
(WF−1 ⊗ IS1)E⋄(FW−1 ⊗ IS1) = C(S1,KZ)⊗KS1 ,
onde W e´ dada em (1.3) e F e´ a transformada de Fourier.
Considere o homomorfismo
γ′ : A⋄ → C(S1,LZ×S1)
dado por γ′A(z) = γA(z,±1) para todo A ∈ A⋄. Enta˜o γ′ restrito a E⋄ tem imagem igual a
C(S1,KZ×S1).
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Proposic¸a˜o 2.11. O espac¸o s´ımbolo M⋄ de A⋄ e´ homeomorfo a S1 × S1 × S1∞ e a aplicac¸a˜o do
s´ımbolo σ⋄ : A⋄ −→ C(S1 × S1 × S1∞) e´ dada por
σ⋄A(e
iθ, x, w) = σ†A(x,w), ∀ A ∈ A†
e
σ⋄
eijMθ
(eiθ, x, w) = eijθ.
Demonstrac¸a˜o. Considere as incluso˜es
κ1 : P2π −→ A
⋄
E⋄ κ2 :
A†
E† −→
A⋄
E⋄
pj 7−→ [pj(Mt)]E⋄ [A]E† 7−→ [A]E⋄
onde P2π e´ o conjunto das func¸o˜es cont´ınuas 2π-perio´dicas.
Sabendo que S1 e S1 × S1∞ sa˜o os espac¸os s´ımbolo de P2π e A†, respectivamente, temos a
aplicac¸a˜o dual
κ∗ : M⋄ −→ S1 × S1 × S1∞
ω 7−→ (ω ◦ κ1, ω ◦ κ2)
onde κ∗ sera´ um homeomorfismo sobre a sua imagem.
A ide´ia agora e´ fazer o mesmo para a a´lgebra A, apesar de ja´ conhecermos o seu espac¸o s´ımbolo.
Sejam
j1 : C([−∞,+∞]) −→ AEA j2 :
A⋄
E⋄ −→
A
EA
b 7−→ [b(Mt)]EA [A]E⋄ 7−→ [A]EA
as incluso˜es canoˆnicas. A aplicac¸a˜o dual e´ dada por
j∗ : MA −→ [−∞,+∞]× Imκ∗ ⊆ [−∞,+∞]× S1 × S1 × S1∞
ω 7−→ (ω ◦ j1, ω ◦ j2)
No teorema 1.7, temos uma descric¸a˜o deMA, que tambe´m pode ser escrito como X×S1×S1, onde
o conjunto X = {(t, eiθ) ∈ [−∞,+∞]×S1; θ = t se |t| <∞}. Temos ainda que MA e´ homeomorfo
a Imj∗.
Dado o funcional linear multiplicativo ω ∈ MA correspondente ao ponto (t, eiθ, x, (τ, ξ)) ∈
X × S1×S1, queremos mostrar que ω ◦ j2 e´ o funcional linear λ(eiθ ,x,(τ,ξ)) ∈M⋄ associado ao ponto
(eiθ, x, (τ, ξ)).
Para isto, basta mostrar que ω ◦ j2([Ai]EA) = λ(eiθ,x,(τ,ξ))([Ai]E⋄) onde Ai, i = 1, 3, 4, 5, 6, sa˜o os
geradores de A⋄. Sabemos que ω ◦ j2([Ai]EA) = ω([Ai]EA), i = 1, 3, 4, 5, 6:
1. ω([a(Mx)]EA) = σa(Mx)(t, e
iθ, x, (τ, ξ)) = a(x)
2. ω([eijMθ ]EA) = σeijMθ (t, e
iθ, x, (τ, ξ)) = eijθ
3. ω([A4]EA) = σA4(t, e
iθ, x, (τ, ξ)) = 0
4. ω([A5]EA) = σA5(t, e
iθ, x, (τ, ξ)) = τ
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5. ω([A6]EA) = σA6(t, e
iθ, x, (τ, ξ)) = ξ
Para calcularmos λ(eiθ,x,(τ,ξ))([Ai]E⋄), temos de voltar para a aplicac¸a˜o dual
κ∗ : M⋄ −→ S1 × S1 × S1∞
λ 7−→ (λ ◦ κ1, λ ◦ κ2 ◦ i1, λ ◦ κ2 ◦ i2)
lembrando que i1 e i2 veˆm da demonstrac¸a˜o do espac¸o s´ımbolo de M
†.
Para eijMθ , o operador de multiplicac¸a˜o pela func¸a˜o cont´ınua pj(θ) = e
ijθ de per´ıodo 2π,
λ(eiθ ,x,(τ,ξ))([e
ijMθ ]E⋄) e´ igual ao funcional λ ◦ κ1 calculado em pj . Como os funcionais lineares
multiplicativos de P2π sa˜o dados pela evaluac¸a˜o num ponto de S
1, enta˜o vamos associar ao funcional
λ ◦ κ1 o ponto eiθ. Logo,
λ(eiθ,x,(τ,ξ))([e
ijMθ ]E⋄) = λ ◦ κ1(pj) = pj(θ) = eijθ.
Para calcularmos λ(eiθ ,x,(τ,ξ))([a(Mx)]E⋄), para a ∈ C∞(S1), temos que
λ(eiθ,x,(τ,ξ))([a(Mx)]E⋄) = λ ◦ κ2([a(Mx)]E†) = λ ◦ κ2 ◦ i1(a)
Tambe´m neste caso, os funcionais lineares multiplicativos de C∞(S1) sa˜o dados pela evaluac¸a˜o num
ponto de S1, enta˜o associamos a λ ◦ κ1 ◦ i1 o ponto x. Logo,
λ(eiθ,x,(τ,ξ))([a(Mx)]E⋄) = a(x).
Como σ†A4 = 0 e λ ◦ κ2 e´ um funcional linear em M† enta˜o
λ(eiθ,x,(τ,ξ))([A4]E⋄) = λ ◦ κ2([A4]E†) = 0.
Temos ainda que λ◦κ2 ◦ i2 e´ um funcional em C e portanto, a ele esta´ associado um par (τ, ξ) ∈ S1∞
pelo teorema 2.5, e portanto
λ ◦ κ2 ◦ i2(A5) = B′5(τ, ξ) = τ , λ ◦ κ2 ◦ i2(A6) = B′6(τ, ξ) = ξ.
Logo, dado ω fica bem definido o funcional λ(eiθ,x,(τ,ξ)) em M
⋄ para todo (eiθ, x, (τ, ξ)) ∈ S1 ×
S
1 × S1∞. Portanto, a imagem de κ∗ e´ igual a S1 × S1 × S1∞ e
σ⋄a(Mx)(e
iθ, x, (τ, ξ)) = a(x), σ⋄eijMθ (e
iθ, x, (τ, ξ)) = eijθ,
σ⋄A4(e
iθ, x, (τ, ξ)) = 0, σ⋄A5(e
iθ, x, (τ, ξ)) = τ, σ⋄A6(e
iθ, x, (τ, ξ)) = ξ.
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Cap´ıtulo 3
A K-Teoria de A e suas
C*-suba´lgebras
Este u´ltimo cap´ıtulo consiste no ca´lculo da K-teoria da C*-a´lgebra A ⊂ L(L2(Ω)), onde Ω =
R× S1.
Apresentaremos primeiro alguns conceitos ba´sicos sobre esta teoria e resultados importantes
que sera˜o u´teis nas pro´ximas seco˜es. Recomendamos [17] e [19] como literatura neste assunto.
Comec¸aremos calculando a K-teoria das suba´lgebras A† e A⋄. Para isso sera´ fundamental ana-
lisar a sequ¨eˆncia de Pimsner-Voiculescu constru´ıda a partir da realizac¸a˜o de A⋄ como um produto
cruzado.
Conhecer a K-teoria de A⋄ nos fornecera´ uma das informac¸o˜es necessa´rias para conseguirmos
determinar a K-teoria de A. Um dos resultados mais interessantes deste u´ltimo cap´ıtulo, sec¸a˜o 3.3,
e´ o ca´lculo do ı´ndice de certos operadores de Fredholm, usando a fo´rmula do ı´ndice de Fedosov,
uma particularizac¸a˜o da fo´rmula de Atiyah-Singer. Este ca´lculo e´ necessa´rio para determinar a
aplicac¸a˜o do ı´ndice de uma dada sequ¨eˆncia exata de seis termos em K-teoria induzida por uma
sequ¨eˆncia exata curta envolvendo A⋄.
3.1 Conceitos ba´sicos
Seja A uma C*-a´lgebra. Denotaremos por A˜ a unitizac¸a˜o de A. Dado um n natural, sejaMn(A˜)
o conjuntos das matrizes n×n com entradas em A˜. Considerando Pn(A˜) := {ρ ∈Mn(A˜); ρ = ρ2 =
ρ∗} o conjunto das projec¸o˜es em A˜ e Un(A˜) := {u ∈ Mn(A˜);uu∗ = u∗u = 1} o conjunto dos
elementos unita´rios em A˜, usaremos a seguinte notac¸a˜o:
P∞(A˜) :=
⋃
n∈N
Pn(A˜) , U∞(A˜) :=
⋃
n∈N
Un(A˜)
De uma forma resumida, podemos definir a K-teoria de C*-a´lgebra pelos funtores K0 e K1 que
associam a uma C*-a´lgebra A dois grupos abelianos K0(A) e K1(A). O grupoK0(A) pode ver visto
como diferenc¸as formais [p] − [s(p)] de classes de equivaleˆncia de projec¸o˜es p, s(p) ∈ P∞(A˜), onde
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s(p) e´ a parte escalar de p. K1(A) e´ o grupo de classes de homotopias de unita´rios (ou invers´ıveis)
em U∞(A˜).
Uma propriedade desses funtores e´ que dada uma sequ¨eˆncia exata curta de C*-a´lgebras,
0 −→ A i−→ B π−→ C −→ 0,
associamos a ela uma sequ¨eˆncia exata de seis termos com os seus K-grupos
K0(A)
i∗−→ K0(B) π∗−→ K0(C)
δ1 ↑ ↓ δ0
K1(C)
π∗←− K1(B) i∗←− K1(A)
onde i∗ e π∗ sa˜o as aplicac¸o˜es induzidas funtorialmente, δ1 : K1(C) → K0(A) e´ dita aplicac¸a˜o do
ı´ndice e δ0 : K0(C)→ K1(A) e´ a aplicac¸a˜o exponencial.
Definic¸a˜o 3.1. ([19], Definic¸a˜o 7.2.1) A suspensa˜o de uma C*-a´lgebra A e´ a C*-a´lgebra
SA := A⊗ C0(R)
∼= C0(R, A)
∼= C0((0, 1), A)
∼= {f ∈ C(S1, A); f(1) = 0}.
Nos treˆs u´ltimos objetos, soma e produto sa˜o pontuais, adjunto e´ dado pelo complexo conjugado e
a norma e´ a norma do supremo. O produto tensorial A⊗C0(R) significa o produto tensorial entre
C*-a´lgebras completado.
A seguir, enunciaremos um isomorfismo em K-teoria que envolve a a´lgebra e sua suspensa˜o.
Teorema 3.2. Os grupos K1(A) e K0(SA) sa˜o isomorfos para toda C*-a´lgebra A. O isomorfismo,
ao qual denotaremos por θA, tem a seguinte descric¸a˜o: dado um unita´rio u ∈ Un(A˜), existem
unita´rios wt ∈ U2n(A˜), t ∈ [0, 1], que forma uma homotopia entre w0 = 12n e
w1 =
(
u 0
0 u∗
)
=: diag(u, u∗).
Isto da´ origem a um caminho de projec¸o˜es
qt := wt · diag(1n, 0) · w∗t ∈M2n(A˜), t ∈ [0, 1],
com q0 = diag(1n, 0) e q1 = diag(u, u
∗)·diag(1n, 0)·diag(u∗ , u) = diag(1n, 0). A aplicac¸a˜o q : t 7→ qt
pertence a M2n(S˜A) e qt − diag(1n, 0) ∈M2n(A) para todo t ∈ [0, 1]. Temos enta˜o que
θA([u]1) := [q]0 − [1n]0.
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Observac¸a˜o 3.3. Para u ∈ A˜ unita´rio, basta tomar wt := diag(u, 1) · ut · diag(u∗, 1) · u∗t ∈M2(A˜),
([19], Teorema 7.2.5, Teorema 4.2.9), onde
ut :=
(
cos πt2 −senπt2
senπt2 cos
πt
2
)
.
Neste trabalho, vamos caracterizar a suspensa˜o pelas func¸o˜es definidas no c´ırculo por ser mais
conveniente para os nossos ca´lculos. Sendo assim, para u ∈ A˜ unita´rio, a func¸a˜o q ∈ P2(SA˜)
definida acima em func¸a˜o de t ∈ [0, 1] deve ser uma func¸a˜o com domı´nio em S1. Vamos enta˜o
descreveˆ-la em func¸a˜o desta nova varia´vel.
t ∈ [0, 1] 7−→ qt := wt · diag(1, 0) · w∗t
=
(
u 0
0 1
)
· ut ·
(
u∗ 0
0 1
)
· u∗t ·
(
1 0
0 0
)
· ut ·
(
u 0
0 1
)
· u∗t ·
(
u∗ 0
0 1
)
Fazendo estas contas, obtemos uma matriz em func¸a˜o de u, cos πt2 e sen
πt
2 :
 1− (2− u− u
∗) cos2 πt2 sen
2 πt
2 (u− 1) cos3 πt2 senπt2 + u(u− 1) cos πt2 sen3 πt2
(u∗ − 1) cos3 πt2 senπt2 + u∗(u∗ − 1) cos πt2 sen3 πt2 (2− u− u∗) cos2 πt2 sen2 πt2


Seja z = z1+iz2 = e
2πit ∈ S1, z1 = cos 2πt e z2 = sen2πt. Usando as igualdades trigonome´tricas,
cos(πt+ πt) e sen(πt+ πt), e em seguida, cos(πt/2 + πt/2) e sen(πt/2 + πt/2), obtemos as relac¸o˜es
cos2(
πt
2
)sen2(
πt
2
) =
1− z1
8
cos(
πt
2
)sen3(
πt
2
) =
1
2
√
1− z1
8
− z2
8
, cos3(
πt
2
)sen(
πt
2
) =
1
2
√
1− z1
8
+
z2
8
.
Substituindo estas igualdades na matriz anterior, temos que q ∈ P2(S˜A) e´ dada por
z1 + iz2 ∈ S1 7→ qz1+iz2 =

 1− (2− u− u
∗)1−z18
u2−1
2
√
1−z1
8 − (u− 1)2 z28
u∗2−1
2
√
1−z1
8 − (u∗ − 1)2 z28 (2− u− u∗)1−z18


Denotemos por Q(a, b, c), para a unita´rio em A˜ e b+ ic em S1, a seguinte matriz
Q(a, b, c) =

 1− (2− a− a
∗)1−b8
a2−1
2
√
1−b
8 − (a− 1)2 c8
a∗2−1
2
√
1−b
8 − (a∗ − 1)2 c8 (2− a− a∗)1−b8

 (3.1)
Outro resultado importante em K-teoria e´ a Periodicidade de Bott. Esta garante que K0(A)
e K1(SA) sa˜o isomorfos e este isomorfismo e´ da seguinte forma. Para todo n ∈ N e para toda
projec¸a˜o p ∈ Pn(A˜), define-se uma aplicac¸a˜o fp : S1 → Un(A˜) por
fp(z) = zp+ (1n − p).
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Obtemos assim a aplicac¸a˜o de Boot:
βA : K0(A) → K1(SA)
[p]0 − [s(p)]0 7→ [fpf∗s(p)]1
Um resultado que usaremos constantemente nos ca´lculos de K-teoria e´ que, dada a sequ¨eˆncia
exata curta cindida
0 ✲ SA ✲
i
C(S1, A))
✲
p
A✛
s
✲ 0,
onde i e´ a inclusa˜o, p e´ a evaluac¸a˜o no ponto 1 e s e´ tal que p ◦ s = IdA, enta˜o vale que
Ki(C(S
1, A)) = i∗(Ki(SA)) ⊕ s∗(Ki(A)), i = 0, 1,
onde i∗ e s∗ sa˜o as aplicac¸o˜es induzidas.
Para o ca´lculo da aplicac¸a˜o do ı´ndice, temos o seguinte lema.
Lema 3.4. ([14], Lema 1) Seja A uma a´lgebra de Banach unital e seja δ1 : K1(A/J) → K0(J)
a aplicac¸a˜o do ı´ndice da sequ¨eˆncia exata de seis termos em K-teoria associada a sequ¨eˆncia exata
curta 0→ J → A→ A/J → 0. Se u ∈Mn(A/J) e´ um invers´ıvel, π(a) = u e π(b) = u−1, enta˜o
δ1([u]1) =
[(
2ab− (ab)2 a(2− ba)(1− ba)
(1− ba)b (1− ba)2
)]
0
−
[(
1 0
0 0
)]
0
No caso em que J e´ o ideal dos operadores compactos K(H) de uma C*-algebra A ⊂ L(H),
onde H e´ um espac¸o de Hilbert, temos que a aplicac¸a˜o do ı´ndice δ1 da sequ¨eˆncia abaixo
Z ∼= K0(K) −→ K0(A) −→ K0(A/K)
δ1 ↑ ↓ δ0
K1(A/K) ←− K1(A) ←− K1(K) = 0
e´ dada pelo ı´ndice de Fredholm, isto e´,
δ1([[T ]K]1) = ind(T ),
onde ind e´ o ı´ndice de Fredholm do operador T ([17], proposic¸a˜o 9.4.2).
3.2 A K-teoria de A†
Comec¸aremos os ca´lculos pela menor a´lgebra. Considere a seguinte sequ¨eˆncia exata curta:
0 −→ E† i−→ A† π−→ A
†
E† −→ 0, (3.2)
onde i e´ a inclusa˜o e π e´ a projec¸a˜o canoˆnica.
O teorema 2.4 nos da´ o isomorfismo entre E† e C0(R,KS1). Sabendo que K0(KS1) ∼= Z e
K1(KS1) = 0, e que vale SKS1 ∼= C0(R,KS1), enta˜o podemos facilmente concluir que
K0(E†) = 0 e K1(E†) ∼= Z.
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Proposic¸a˜o 3.5. K0(A†/E†) e K1(A†/E†) sa˜o ambos isomorfos a Z2.
Demonstrac¸a˜o. Antes de calcularmos estes grupos, observe que pelo teorema 2.5, temos o seguinte
isomorfismo
A†/E† ∼= C(S1∞ × S1).
Vamos primeiro calcular K0(C(S
1
∞ × S1)) e K1(C(S1∞ × S1)) e depois, pelo isomorfismo entre os
grupos, determinar K0 e K1 de A†/E†.
Note que C(S1∞ × S1) ∼= C(S1∞, C(S1)). Assim podemos construir a sequ¨eˆncia exata curta
cindida envolvendo C(S1) e sua suspensa˜o:
0 ✲ SC(S1) ✲
i
C(S1∞, C(S
1))
✲
p
C(S1)✛
s
✲ 0,
onde i e´ a inclusa˜o, p e´ a evaluac¸a˜o no ponto 1 e s e´ tal que p ◦ s = IC(S1).
Enta˜o vale que
Ki(C(S
1
∞, C(S
1))) = i∗(Ki(SC(S
1)))⊕ s∗(Ki(C(S1))), i = 0, 1, (3.3)
onde i∗ e s∗ sa˜o as aplicac¸o˜es induzidas.
E´ conhecido queK0(C(S
1)) = Z[1]0, onde [1]0 e´ um gerador do grupoK0(C(S
1)) e 1 representa a
func¸a˜o x 7→ 1 em C(S1). Temos ainda queK1(C(S1)) = Z[x]1, onde [x]1 e´ um gerador deK1(C(S1)) e
x e´ a func¸a˜o identidade em S1. Sabendo disso, estamos aptos a calcular Ki(C(S
1
∞, C(S
1))), i = 0, 1,
usando a igualdade (3.3).
 K0(C(S
1
∞, C(S
1))) :
Calculando s∗ no gerador de K0(C(S
1)), temos
s∗([1]0) = [w 7→ 1]0 ∈ K0(C(S1∞, C(S1))).
Vamos representar este gerador de K0(C(S
1
∞, C(S
1))) novamente por [1]0, mas entendendo
que se trata de [w 7→ (x 7→ 1)]0. Assim, s∗(K0(C(S1))) = Z[1]0.
Passemos ao ca´lculo de i∗(K0(SC(S
1))). Sabemos que K1(C(S
1)) ∼= K0(SC(S1)), com o
isomorfismo dado no teorema 3.2 e ainda, conhecemos o gerador do grupo K1(C(S
1)). Temos
enta˜o que
θC(S1)([x]1) = [w = u+ iv 7→ Q(x, u, v)]0,
Logo,
K0(C(S
1
∞, C(S
1))) = Z[1]0 ⊕ Z[u+ iv 7→ Q(x, u, v)]0. (3.4)
 K1(C(S
1
∞, C(S
1))) :
Para calcular s∗(K1(C(S
1))), calculemos s∗ num gerador:
s∗([x]1) = [w 7→ x]1 ∈ K1(C(S1∞, C(S1))).
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Como a func¸a˜o w 7→ x na˜o depende da varia´vel de w ∈ S1∞, podemos enta˜o escrever que
s∗(K1(C(S
1))) = Z[x]1.
O grupo i∗(K1(SC(S
1))) e´ determinado a partir da aplicac¸a˜o de Bott. Dado o isomorfismo
βC(S1) : K0(C(S
1))→ K1(SC(S1)) e conhecendo o gerador de K0(C(S1)), temos
βC(S1)([1]0) = [w]1,
onde w representa a func¸a˜o identidade em S1∞. Observe que esta func¸a˜o w ∈ C(S1∞, C(S1))
na˜o depende da varia´vel em S1.
Assim, conclu´ımos que
K1(C(S
1
∞, C(S
1))) = Z[w]1 ⊕ Z[x]1. (3.5)
De (3.4) e de (3.5), obtemos os isomorfismos desejados:
K0(A†/E†) ∼= Z2 e K1(A†/E†) ∼= Z2.
Vamos agora determinar os geradores destes grupos. Tomando a classe emA†/E† correspondente
a respectiva func¸a˜o em C(S1∞ × S1) por σ†, conseguimos encontrar os geradores de Ki(A†/E†), i =
0, 1 :
K0(A†/E†) = Z[[I]E† ]0 ⊕ Z[[Q(x(Mx), A5, A6)]E† ]0,
K1(A†/E†) = Z[[x(Mx)]E† ]1 ⊕ Z[[A5 + iA6]E† ]1,
onde Q agora e´ definida para operadores em A :
Q(A,B,C) :=

 I − (2−A−A
∗) I−B8
A2−I
2
√
I−B
8 − (A− I)2C8
A∗2−I
2
√
I−B
8 − (A∗ − I)2C8 (2−A−A∗) I−B8

 (3.6)
Associada a` sequ¨eˆncia (3.2), temos a sequ¨eˆncia exata de seis termos em K-teoria
0 = K0(E†) i∗−→ K0(A†) π∗−→ K0(A†/E†) ∼= Z2
δ†1 ↑ ↓ δ†0
Z
2 ∼= K1(A†/E†) π∗←− K1(A†) i∗←− K1(E†) ∼= Z
(3.7)
A descric¸a˜o que temos do isomorfismo K1(C0(R,KS1)) ∼= Z na˜o e´ explicita o suficiente para nos
permitir saber exatamente qual e´ a imagem de δ0. Como
δ†0([[I]E† ]0) = [exp(2πiI)]1 = [I]1 = 0,
temos que [[I]E† ]0 pertence ao nu´cleo de δ0.
Portanto, apenas uma das seguintes possibilidades se verifica:
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1. Se δ†0 = 0 enta˜o K0(A†) ∼= K0(A†/E†) ∼= Z2. Temos ainda a sequ¨eˆncia exata curta
0→ K1(E†) ∼= Z→ K1(A†)→ K1(A†/E†) ∼= Z2 → 0.
Como Z2 e´ um mo´dulo livre, enta˜o esta sequ¨eˆncia cinde e como Z e´ abeliano, podemos enta˜o
escrever K1(A†) como a seguinte soma direta:
K1(A†) ∼= Z⊕ Z2 = Z3.
2. Se δ†0([[Q(x(Mx), A5, A6)]E† ]0) corresponder a um inteiro η 6= 0 pelo isomorfismo K1(E†) ∼= Z,
temos que
0→ K0(A†)→ K0(A†/E†) ∼= Z2 → Imδ†0 ∼= ηZ→ 0,
e portanto K0(A†) ∼= Z. Podemos ainda escrever a sequ¨eˆncia
0→ K1(E
†)
Imδ†0
∼= Zη → K1(A†)→ K1(A†/E†) ∼= Z2 → 0,
onde Zη ∼= Z/ηZ. Como Z2 e´ um mo´dulo livre e os grupos sa˜o todos abelianos, enta˜o podemos
escrever K1(A†) como a soma direta Z2 ⊕ Zη.
3.3 A K-teoria de A⋄
A ide´ia usada na sec¸a˜o anterior sera´ reproduzida aqui para calcular os K-grupos deA⋄. Comec¸amos
construindo a sequ¨eˆncia exata curta envolvendo a a´lgebra e seu ideal comutador:
0 −→ E⋄ i−→ A⋄ π−→ A
⋄
E⋄ −→ 0. (3.8)
Do teorema 2.10, temos o isomorfismo entre E⋄ e C(S1,KZ×S1). Considere a sequ¨eˆncia exata
cindida
0 ✲ SKZ×S1 ✲
i
C(S1,KZ×S1) ✲
p
KZ×S1✛s
✲ 0,
onde p(f) = f(1). Enta˜o,
K0(C(S
1,KZ×S1)) ∼= K0(KZ×S1) = Z[E]0, (3.9)
onde o isomorfismo e´ induzido por p e E e´ uma projec¸a˜o de posto 1 de KZ×S1 , e
K1(C(S
1,KZ×S1)) ∼= K1(SKZ×S1) = Z[z 7→ zE + (1 −E)]1,
pela aplicac¸a˜o de Bott. Portanto
Ki(E⋄) ∼= Z, i = 0, 1.
Proposic¸a˜o 3.6. K0(A⋄/E⋄) ∼= Z4 e K1(A⋄/E⋄) ∼= Z4.
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Demonstrac¸a˜o. Pela proposic¸a˜o 2.11, conhecemos o espac¸o s´ımbolo de A⋄. Comecemos enta˜o de-
terminando K0 e K1 de C(S
1
∞ × S1 × S1) (mudamos a ordem do produto cartesiano por ser mais
conveniente para no´s). Para facilitar os nossos ca´lculos, vamos reescrever C(S1∞ × S1 × S1) como
C(S1∞, C(S
1, C(S1))). Lembrando que S1 e´ o espac¸o s´ımbolo das func¸o˜es 2π-perio´dicas, temos que
K0(C(S
1)) = Z[1]0 e K1(C(S
1)) = Z[z : eiθ 7→ eiθ]1.
Com base no que foi feito na demonstrac¸a˜o da proposic¸a˜o 3.5 podemos concluir que
K0(C(S
1, C(S1))) = Z[1]0 ⊕ Z[x = a+ ib 7→ Q(z, a, b)]0
e
K1(C(S
1, C(S1))) = Z[x]1 ⊕ Z[z]1.
Observe que aqui trabalhamos com c´ırculos (de origem) diferentes daqueles da proposic¸a˜o 3.5, mas
os ca´lculos sa˜o os mesmos.
Denote Y := C(S1, C(S1)). Agora usamos a sequ¨eˆncia envolvendo a suspensa˜o de Y,
0 ✲ SY ✲
i
C(S1∞, Y )
✲
p
Y✛
s
✲ 0,
Enta˜o
Ki(C(S
1
∞, Y )) = i∗(Ki(SY ))⊕ s∗(Ki(Y )), i = 0, 1.
Com esta igualdade, podemos calcular Ki(C(S
1
∞, Y )), i = 0, 1.
 K0(C(S
1
∞, Y )) :
Vamos calcular s∗ nos geradores de K0(Y ) :
s∗([1]0) = [w 7→ 1]0,
s∗([a+ ib 7→ Q(z, a, b)]0) = [w 7→ (a+ ib 7→ Q(z, a, b))]0.
Para calcular i∗(K0(SY )) usamos o isomorfismo θY : K1(Y )→ K0(SY ) :
θY ([x]1) = [w = u+ iv 7→ Q(x, u, v)]0,
θY ([z]1) = [w = u+ iv 7→ Q(z, u, v)]0.
Assim, podemos concluir que K0(C(S
1
∞ × S1 × S1)) e´ igual a
Z[(w, x, eiθ) 7→ 1]0 ⊕ Z[(w, a + ib, eiθ) 7→ Q(eiθ, a, b)]0
⊕ Z[(u+ iv, x, eiθ) 7→ Q(x, u, v)]0 ⊕ Z[(u+ iv, x, eiθ) 7→ Q(eiθ, u, v)]0 (3.10)
 K1(C(S
1
∞, Y )) :
s∗ em K1(Y ):
s∗([x]1) = [w 7→ x]1 e s∗([z]1) = [w 7→ z]1.
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Usamos o isomorfismo de Bott para determinar os geradores de K1(SY ) :
βY ([1]0) = [w]1,
onde w e´ a func¸a˜o identidade de C(S1∞), e
βY ([a+ ib 7→ Q(z, a, b)]0) = [w 7→ (a+ ib 7→ 12 + (w − 1) ·Q(z, a, b))]1,
onde 12 representa a matriz identidade de dimensa˜o 2. Temos enta˜o que K1(C(S
1
∞×S1×S1))
e´ igual a
Z[(w, x, eiθ) 7→ x]1 ⊕ Z[(w, x, eiθ) 7→ w]1 ⊕ Z[(w, x, eiθ) 7→ eiθ]1
⊕ Z[(w, a+ ib, eiθ) 7→ 12 + (w − 1)Q(eiθ , a, b)]1 (3.11)
Para determinarmos os geradores de K0 e K1 de A⋄/E⋄, usamos o s´ımbolo σ⋄ : A⋄ → C(S1∞ ×
S
1 × S1). Considerando Q como em 3.6 definida para operadores de A, segue que
K0(A⋄/E⋄) = Z[[I]E⋄ ]0 ⊕ Z[[Q(eiMt , a(Mx), b(Mx))]E⋄ ]0 ⊕ Z[[Q(eiMt , A5, A6)]E⋄ ]0 ⊕
Z[[Q(x(Mx), A5, A6)]E⋄ ]0
K1(A⋄/E⋄) = Z[[eiMt ]E⋄ ]1 ⊕ Z[[x(Mx)]E⋄ ]1 ⊕ Z[[A5 + iA6]E⋄ ]1 ⊕
Z[[Id+ (A5 + iA6 − 1)Q(eiMt , a(Mx), b(Mx))]E⋄ ]1,
onde eiMt e´ o operador de multiplicac¸a˜o dado por
eiMt(u)(t, x) = eitu(t, x),
e a(Mx), b(Mx) sa˜o dados por:
a(Mx)(u)(t, x = a+ ib) = a · u(t, x) , b(Mx)(u)(t, x = a+ ib) = b · u(t, x).
Para obtermos a K-teoria de A⋄, vamos calcular as aplicac¸o˜es exponencial e do ı´ndice para a
sequ¨eˆncia exata de seis termos em K-teoria abaixo:
Z ∼= K0(E⋄) i∗−→ K0(A⋄) π∗−→ K0(A⋄/E⋄) ∼= Z4
δ⋄1 ↑ ↓ δ⋄0
Z
4 ∼= K1(A⋄/E⋄) π∗←− K1(A⋄) i∗←− K1(E⋄) ∼= Z
(3.12)
Para determinar δ⋄1 , conseguimos mostrar que vale a proposic¸a˜o ana´loga da proposic¸a˜o 3 de [14]
para A⋄.
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Proposic¸a˜o 3.7. Seja A em A⋄ tal que [A]E⋄ seja invers´ıvel em A⋄/E⋄. Enta˜o γ′A(z) e´ um operador
de Fredholm em LZ×S1 para todo z ∈ S1 e
δ⋄1([[A]E⋄ ]1) = indγ
′
A(1)[E]0 ∈ K0(KZ×S1),
onde ind denota o ı´ndice de Fredholm e E e´ uma projec¸a˜o de posto 1 em KZ×S1 .
Demonstrac¸a˜o. Seja B em A⋄ tal que I − AB e I − BA pertenc¸am a E⋄. Pela proposic¸a˜o 2.10,
γ′I−AB = γ
′
I−γ′Aγ′B e γ′I−BA = γ′I−γ′Bγ′A pertencem a C(S1,KZ×S1). Assim, para cada z ∈ S1, γ′A(z)
possui um elemento inverso, mo´dulo KZ×S1 , e portanto γ′A(z) e´ um operador de Fredholm em LZ×S1 .
Considerando a aplicac¸a˜o dada pela projec¸a˜o canoˆnica π : A⋄ → A⋄/E⋄, tome a = A uma
pre´-imagem para u = [A]E⋄ . Seja B em A⋄ tal que u−1 = [B]E⋄ , enta˜o B e´ uma pre´-imagem para
u−1. Usando o lema 3.4 e o isomorfismo 3.9, temos que δ1([[A]E⋄ ]1) e´ igual a[(
2γ′A(1)γ
′
B(1) − (γ′A(1)γ′B(1))2 γ′A(1)(2 − γ′B(1)γ′A(1))(1 − γ′B(1)γ′A(1))
(1− γ′B(1)γ′A(1))γ′B(1) (I − γ′B(1)γ′A(1))2
)]
0
−
[(
I 0
0 0
)]
0
.
Para a sequ¨eˆncia exata
0 −→ KZ×S1 i−→ LZ×S1 π−→
LZ×S1
KZ×S1
−→ 0,
temos que a aplicac¸a˜o do ı´ndice δ1 : K1(LZ×S1/KZ×S1) → K0(KZ×S1) e´ dada pelo ı´ndice de Fred-
holm. Assim,
δ1([[γ
′
A(1)]K]1) = indγ
′
A(1)[E]0.
Mas pelo lema 3.4, δ1([[γ
′
A(1)]K]1) e´ dada pela mesma matriz de δ1([[A]E⋄ ]1). Logo,
δ1([[A]E⋄ ]1) = indγ
′
A(1)[E]0.
Teorema 3.8. A aplicac¸a˜o δ⋄1 em (3.12) e´ sobrejetora.
Demonstrac¸a˜o. Calculemos δ⋄1 nos geradores de K1(A⋄/E⋄). E´ fa´cil ver que os operadores de mul-
tiplicac¸a˜o x(Mx), e
iMt sa˜o unita´rios em A⋄ e portanto sa˜o pre´-imagens para [x(Mx)]E⋄ , [eiMt ]E⋄ .
Logo,
δ⋄1([[x(Mx)]E⋄ ]1) = δ
⋄
1([[e
iMt ]E⋄ ]1) = 0.
Usaremos a proposic¸a˜o 3.7 para calcular δ⋄1 nos outros dois geradores. Observe que γ
′
A(1)
significa γ′A(e
2πiϕ), com ϕ = 0. Para o elemento [[A5 + iA6]E⋄ ]1, temos que γ
′
A5+iA6
(1) em LZ×S1 e´
o operador de multiplicac¸a˜o pela sequ¨eˆncia(
j
(
1 + j2 − ∂
2
∂β2
)−1/2
+ i
1
i
∂
∂β
(
1 + j2 − ∂
2
∂β2
)−1/2)
j
(3.13)
O pro´ximo passo e´ calcular o ı´ndice de Fredholm deste operador. Para isso, podemos veˆ-lo como
um operador em L(L2(Z) ⊗ L2(S1)) e assim conjuga´-lo com IZ ⊗ Fd, ou seja, a conjugac¸a˜o pela
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transformada de Fourier discreta ocorrera´ apenas em L2(S1). Obtemos portanto, um operador em
LZ×Z de multiplicac¸a˜o pela sequ¨eˆncia
(j(1 + j2 + k2)−1/2 − ik(1 + j2 + k2)−1/2)j,k ∈ ℓ2(Z× Z).
Agora vamos calcular a dimensa˜o do nu´cleo deste operador:
(j(1 + j2 + k2)−1/2 − ik(1 + j2 + k2)−1/2uj,k)j,k = 0 ⇐⇒
j − ik
(1 + j2 + k2)−1/2
uj,k = 0 ∀ j, k ⇐⇒ uj,k = 0, ∀ j ou k 6= 0, e u0,0 qualquer.
Conclu´ımos enta˜o que a dimensa˜o do nu´cleo e´ 1. Usando o mesmo racioc´ınio, conclu´ımos que a
dimensa˜o do nu´cleo de seu adjunto tambe´m e´ 1. Portanto,
indγ′A5+iA6(1) = 0.
Logo,
δ1([[A5 + iA6]E⋄ ]1) = 0.
Considere o gerador [[I + (A5 + iA6 − 1)Q(eiMt , a(Mx), b(Mx))]E⋄ ]1. Enta˜o,
γ′I+(A5+iA6−1)Q(eiMt ,a(Mx),b(Mx))(1) = I + (γ
′
A5+iA6(1) − 1)γ′Q(eiMt ,a(Mx),b(Mx))(1)
Ja´ conhecemos o operador γ′A5+iA6(1) ∈ LZ×S1 em (3.13). O outro operador e´ dado por
γ′Q(eiMt ,a(Mx),b(Mx))(1) = Q(Y−1, a(Mx), b(Mx)) ∈ M2(LZ×S1). (3.14)
Explicaremos primeiro os passos a serem tomados para o ca´lculo do ı´ndice do operador
γ′
I+(A5+iA6−1)Q(eiMt ,a(Mx),b(Mx))
(1), para depois efetua´-lo.
A ide´ia sera´ conjugar este operador com a transformada de Fourier discreta na varia´vel inteira
e obter um operador de L(L2(S1×S1). Temos que a variedade S1×S1 e´ compacta e tem Todd class
([7], (11)) igual a 1. Com as hipo´teses satisfeitas, usaremos a fo´rmula do ı´ndice para operadores
pseudodiferenciais el´ıpticos de Fedosov [7], uma particularizac¸a˜o da fo´rmula de Atiyah-Singer, a
qual pode ser escrita em termos do s´ımbolo do operador:
indA =
(−1)n+1
(2πi)n
(n− 1)!
(2n − 1)!
∫
S(M)
Tr(σ−1dσ)2n−1, (3.15)
onde n e´ dimensa˜o da variedade M , S(M) e´ o fibrado das coesferas de M , σ e´ o s´ımbolo principal
do operador pseudodiferencial A e (σ−1dσ)2n−1 e´ uma (2n−1)-forma. O s´ımbolo principal coincide
com o σ-s´ımbolo que definimos neste trabalho,[3] e [11].
Conjugando o operador γ′A5+iA6(1) com Fd ⊗ IS1 , temos:
F−1d γA5+iA6(1,+1)Fd = −
1
i
∂
∂α
(
1− ∂
2
∂α2
− ∂
2
∂β2
)−1/2
+ i
1
i
∂
∂β
(
1− ∂
2
∂α2
− ∂
2
∂β2
)−1/2
,
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com eiα ∈ S1 e x = eiβ ∈ S1. Para Q(Y−1, a(Mx), b(Mx)),
F−1d Q(Y−1, a(Mx), b(Mx))Fd = Q(F
−1
d Y−1Fd, a(Mx), b(Mx)) = Q(e
iMα , a(Mx), b(Mx))
Lembrando que a(Mx) e b(Mx) sa˜o operadores de multiplicac¸a˜o pelas func¸o˜es a, b ∈ C∞(S1)
tais que a : x = a + ib 7→ Re(x) = a, e b : x = a + ib 7→ Im(x) = b, podemos reescreveˆ-las em
func¸a˜o de x = eiβ:
a : eiβ 7→ cos β , b : eiβ 7→ senβ.
Obtemos enta˜o o seguinte operador em M2(LS1×S1) :
T := I +
(
1
i
(
− ∂
∂α
+ i
∂
∂β
)(
1− ∂
2
∂α2
− ∂
2
∂β2
)−1/2
− 1
)
Q(eiMα , a(Mβ), b(Mβ))
Antes de irmos para o ca´lculo do ı´ndice de T , devemos determinar seu s´ımbolo σ. Como
S(S1 × S1) = S1 × S1 × S1∞, onde S1∞ representa o c´ırculo proveniente do fibrado, temos que
σT ∈ C(S1 × S1 × S1∞). Calculemos o s´ımbolo de cada operador envolvido em T separadamente.
1. σeiMα ((e
iα, eiβ , eiλ)) = eiα
2. σa(Mβ)((e
iα, eiβ , eiλ)) = Re(eiβ) = cos β
3. σb(Mβ)((e
iα, eiβ , eiλ)) = Im(eiβ) = senβ
4. σ
1
i
∂
∂α
“
1− ∂
2
∂α2
− ∂
2
∂β2
”−1/2((eiα, eiβ , eiλ)) = Re(eiλ) = cosλ
5. σ
1
i
∂
∂β
“
1− ∂
2
∂α2
− ∂
2
∂β2
”−1/2(eiα, eiβ , eiλ)) = Im(eiλ) = senλ
⇒ σT ((eiα, eiβ, eiλ)) = I + (− cos λ+ isenλ− 1)Q(eiα, cos β, senβ)
No integrando temos
σ−1dσ = σ−1
(
∂
∂α
σdα+
∂
∂β
σdβ +
∂
∂λ
σdλ
)
.
Chamando de σα =
∂
∂ασ, σβ =
∂
∂βσ, σλ =
∂
∂λσ, enta˜o
(σ−1dσ)3 = [A1 +A2 +A3]dαdβdλ
onde
A1 = σ
−1σασ
−1(σβσ
−1σλ − σλσ−1σβ),
A2 = σ
−1σβσ
−1(σλσ
−1σα − σασ−1σλ),
A3 = σ
−1σλσ
−1(σασ
−1σβ − σβσ−1σα).
A partir daqui usamos o software Maple para resolver diversos ca´lculos, como as derivadas
parciais, os produtos de matrizes, o trac¸o e por u´ltimo a integral da fo´rmula (3.15). No apeˆndice
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pode ser encontrado os comandos usados para fazer estes ca´lculos. O valor da integral e´ 24π2 e
portanto o ı´ndice de T e´
ind T =
(−1)3
(2πi)2
1
3!
24π2 = 1
Logo, o ı´ndice de γ′
I+(A5+iA6−1)Q(eiMt ,a(Mx),b(Mx))
(1) e´ 1 e portanto,
δ1([[I + (A5 + iA6 − 1)Q(eiMt , a(Mx), b(Mx))]E⋄ ]1) = [E]0.
Assim conclu´ımos que δ⋄1 e´ sobrejetora.
Analisando a aplicac¸a˜o exponencial, temos que δ⋄0 nos geradores [[I]E⋄ ]0 e
[[Q(eiMt , a(Mx), b(Mx))]E⋄ ]0 e´ igual a 0, pois estes operadores sa˜o projec¸o˜es em A⋄. Mas na˜o deter-
minamos a imagem de δ⋄0 pelo motivo ja´ citado no ca´lculo de δ
†
0. Portanto, temos uma das seguintes
possibilidades:
1. Se δ⋄0 = 0 enta˜o K0(A⋄) ∼= K0(A⋄/E⋄) ∼= Z4. Temos ainda a seguinte sequ¨eˆncia
0→ K1(E⋄) ∼= Z→ K1(A⋄)→ Kerδ⋄1 ∼= Z3 → 0
Como Z3 e´ um mo´dulo livre, enta˜o esta sequ¨eˆncia cinde. Ale´m disso, Z e Z3 sa˜o abelianos.
Portanto K1(A⋄) ∼= Z⊕ Z3 = Z4.
2. Se Imδ⋄0
∼= µZ, para algum inteiro µ na˜o nulo, enta˜o K0(A⋄) ∼= kerδ⋄0 ∼= Z3 e K1(A⋄) ∼=
Z
3 ⊕ Zµ, onde Zµ ∼= Z/µZ.
3.3.1 A sequ¨eˆncia de Pimsner-Voiculescu
No teorema 2.6, vimos que existe um isomorfismo ϕ : B†⋊αZ → B⋄, onde α e´ o automorfismo
de translac¸a˜o por 1, B† = F−1A†F e B⋄ = F−1A⋄F . Em [16], teorema 2.4, Pimsner e Voiculescu
obtiveram uma sequ¨eˆncia exata de seis termos envolvendo apenas os K-grupos da a´lgebra inicial e
da a´gebra do produto cruzado.
K0(B†) id∗−α
−1
∗−→ K0(B†) i∗−→ K0(B†⋊αZ)
↑ ↓
K1(B†⋊αZ) i∗←− K1(B†) id∗−α
−1
∗←− K1(B†)
onde id e´ a aplicac¸a˜o identidade em B†, α−1 e´ o automorfismo de translac¸a˜o por -1 e i : B† → B†⋊αZ
e´ a inclusa˜o.
Esta nova sequ¨eˆncia nos fornecera´ mais respostas sobre a K-teoria de B† e B⋄. Observe que
ϕ ◦ i : B† → B⋄ e´ a aplicac¸a˜o de inclusa˜o de B† em B⋄. Denotando novamente por i esta inclusa˜o,
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podemos reescrever a sequ¨eˆncia exata de Pimsner-Voiculescu como abaixo:
K0(B†) id∗−α
−1
∗−→ K0(B†) i∗−→ K0(B⋄)
↑ ↓
K1(B⋄) i∗←− K1(B†) id∗−α
−1
∗←− K1(B†)
(3.16)
Temos que id∗−α−1∗ ≡ 0, pois id e α−1 sa˜o homoto´picas. De fato, considere h : [0, 1]→ Aut(B†)
dada por ht = α
−t. Enta˜o h0 = id e h1 = α
−1, e t 7→ ht(B) = α−t(B) = B(· + t) e´ cont´ınua em
[0, 1] para cada B ∈ B† pois B† ⊂ Cb(R,LS1).
Obtemos enta˜o, as seguintes sequ¨eˆncias exatas
0→ K0(B†) i∗→ K0(B⋄)→ K1(B†)→ 0,
0→ K1(B†) i∗→ K1(B⋄)→ K0(B†)→ 0.
Estas por sua vez, podem ser reescritas em func¸a˜o de A† e A⋄, ja´ que Ki(B†) ∼= Ki(A†) e Ki(B⋄) ∼=
Ki(A⋄), i = 0, 1.
0→ K0(A†) i∗→ K0(A⋄)→ K1(A†)→ 0, 0→ K1(A†) i∗→ K1(A⋄)→ K0(A†)→ 0.
Das possibilidades que t´ınhamos para Ki(A†), pa´gina 30, e Ki(A⋄), pa´gina 36, i = 0, 1, as u´nicas
que fazem sentido na sequ¨eˆncia acima sa˜o
K0(A†) ∼= Z , K1(A†) ∼= Z2 ⊕ Zη , K0(A⋄) ∼= Z3 , K1(A⋄) ∼= Z3 ⊕ Zµ,
com η, µ inteiros positivos na˜o nulos.
O grupo K0(A†) tem como gerador [Id]0, onde Id e´ o operador identidade de A†. Assim,
i∗([Id]0) = [i(Id)]0 = [Id]0 ∈ K0(A⋄), onde Id e´ o operador identidade de A⋄, e como [Id]0 e´ um
dos geradores de K0(A⋄), isso garante que
K0(A⋄)
K0(A†)
∼= Z2.
Logo,
K0(A†) ∼= Z , K1(A†) ∼= Z2 , Ki(A⋄) ∼= Z3 , i = 0, 1,
onde η e µ sa˜o iguais a 1.
Deste resultado segue o seguinte corola´rio.
Corola´rio 3.9. A aplicac¸a˜o δ⋄0 e´ sobrejetiva.
Demonstrac¸a˜o. Como µ = 1 enta˜o Imδ⋄0 = K1(E⋄).
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3.4 A K-teoria de A
Nesta u´ltima sec¸a˜o, apresentaremos a K-teoria de A e de A/KΩ, onde KΩ representa o ideal dos
operadores compactos em L2(Ω). Construiremos treˆs sequ¨eˆncias exatas envolvendo estas a´lgebras e
o ideal comutador de A, e a partir das sequ¨eˆncias exatas de seis termos em K-teoria, vamos calcular
as aplicac¸o˜es de conexa˜o.
Considere a sequ¨eˆncia exata curta
0 −→ EAKΩ
i−→ AKΩ
π−→ AEA −→ 0, (3.17)
onde i e´ a inclusa˜o e π e´ a projec¸a˜o canoˆnica. No cap´ıtulo 1 vimos que EA e´ o nu´cleo da aplicac¸a˜o
σ : A → C(MA) e A/EA e´ isomorfa a C(MA).
Primeiro vamos determinar os grupos K0 e K1 de EA/KΩ.
A aplicac¸a˜o Ψ dada em 1.4 nos diz que EA/KΩ e´ isomorfo a duas co´pias de C(S1,KZ×S1), ja´
que
C(S1 × {−1,+1},KZ×S1 ) → C(S1,KZ×S1)⊕ C(S1,KZ×S1)
f 7→ (f(·,−1), f(·,+1))
e´ um isomorfismo.
Ja´ sabemos que K0(C(S
1,KZ×S1)) ∼= Z e K1(C(S1,KZ×S1)) ∼= Z, enta˜o
Ki
( EA
KΩ
)
∼= Z⊕ Z, i = 0, 1.
Agora partimos para o ca´lculo dos K-grupos de A/EA. Como MA e´ o espac¸o s´ımbolo de A, se
conhecermos K0 e K1 de C(MA), usando o σ-s´ımbolo obteremos o resultado desejado.
O pro´ximo lema e´ um resultado de [14], Proposic¸a˜o 1, que nos da´ a K-teoria da a´lgebra C(X),
onde X e´ o subconjunto de [−∞,+∞]×S1 que consiste dos pontos (t, eiθ) tais que t = θ se |t| <∞.
Sejam as func¸o˜es l, l˜ : X → C definidas da seguinte forma:
l(t, eiθ) =
{
eiθ, se t ≥ 0
1, se t < 0
e
l˜(t, eiθ) =
{
1, se t ≥ 0
eiθ, se t < 0
(Note que se |t| <∞ enta˜o (t, eiθ) = (t, eit))
Lema 3.10. K0(C(X)) = Z[1]0 e K1(C(X)) = Z[l]1 ⊕ Z[l˜]1.
Proposic¸a˜o 3.11. Temos que K0(A/EA) e K1(A/EA) sa˜o ambos isomorfos a Z6.
Demonstrac¸a˜o. Primeiro vamos mostrar que K0(C(MA)) ∼= Z6 e K1(C(MA)) ∼= Z6.
Com a descric¸a˜o de MA dada no final do cap´ıtulo 1, no caso B = S
1, podemos escrever MA
como X × S1 × S1. Conseguimos enta˜o o seguinte isomorfismo
C(MA) ∼= C(S1, C(S1, C(X))).
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Esta descric¸a˜o de C(MA) sera´ fundamental para os nossos ca´lculos. Inicialmente, vamos determinar
a K-teoria de C(S1, C(X)) para depois determinar a de C(S1, C(S1, C(X))).
Lembrando que a sequ¨eˆncia exata
0 ✲ SC(X) ✲
i
C(S1, C(X))
✲
p
C(X)✛
s
✲ 0,
cinde, enta˜o vale que
Ki(C(S
1, C(X))) = i∗(Ki(SC(X))) ⊕ s∗(Ki(C(X))), i = 0, 1.
 K0(C(S
1, C(X))) :
Ja´ sabemos que K0(C(X)) = Z[1]0, enta˜o s∗([1]0) = [x 7→ 1]0 ∈ K0(C(S1, C(X))).
Conhecemos o isomorfismo entre K1(C(X)) e K0(SC(X)). Temos enta˜o que
θC(X)([l]1) = [x = a+ ib 7→ Q(l, a, b)]0 , θC(X)([l˜]1) = [x = a+ ib 7→ Q(l˜, a, b)]0.
Logo
K0(C(S
1, C(X))) = Z[1]0 ⊕ Z[a+ ib 7→ Q(l, a, b)]0 ⊕ Z[a+ ib 7→ Q(l˜, a, b)]0 (3.18)
 K1(C(S
1, C(X))) :
Sabendo que K1(C(X)) = Z[l]1 ⊕ Z[l˜]1, enta˜o
s∗(K1(C(X))) = Z[x 7→ l]1 ⊕ Z[x 7→ l˜]1.
Vamos usar a aplicac¸a˜o de Bott para conhecer K1(SC(X)).
βC(X)([1]0) = [x]1,
onde x e´ a func¸a˜o identidade S1
Temos enta˜o que
K1(C(S
1, C(X))) = Z[x]1 ⊕ Z[l]1 ⊕ Z[l˜]1. (3.19)
Conhecendo os grupos dados em (3.18) e (3.19), podemos partir para a pro´xima sequ¨eˆncia exata
cindida:
0 ✲ SC(S1, C(X)) ✲
i
C(S1, C(S1, C(X)))
✲
p
C(S1, C(X))✛
s
✲ 0,
Da´ı,
Ki(C(S
1, C(S1, C(X)))) = i∗(Ki(SC(S
1, C(X)))) ⊕ s∗(Ki(C(S1, C(X)))), i = 0, 1.
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 K0(C(S
1(C(S1, C(X))))) :
Chamemos Y := C(S1, C(X)). Comecemos calculando s∗(K0(Y )) :
s∗([1]0) = [w 7→ 1]0 , s∗([a+ ib 7→ Q(l, a, b)]0) = [w 7→ (a+ ib 7→ Q(l, a, b))]0,
s∗([a+ ib 7→ Q(l˜, a, b)]0) = [w 7→ (a+ ib 7→ Q(l˜, a, b))]0
Para calcular i∗(K0(SY )), usaremos novamente o isomorfismo descrito no teorema 3.2,
θY : K1(Y )→ K0(SY ) :
θY ([l]1) = [w = u+ iv 7→ Q(l, u, v)]0 , θY ([l˜]1) = [w = u+ iv 7→ Q(l˜, u, v)]0,
θY ([x]1) = [w = u+ iv 7→ Q(x, u, v)]0.
Fazendo m = (u+ iv, x = a+ ib, (t, eiθ)) ∈ S1 × S1 ×X, temos
K0(C(S
1 × S1 ×X)) = Z[m 7→ 1]0 ⊕ Z[m 7→ Q(l(t, eiθ), a, b)]0 ⊕ Z[m 7→ Q(l˜(t, eiθ), a, b)]0
⊕Z[m 7→ Q(l(t, eiθ), u, v)]0 ⊕ Z[m 7→ Q(l˜(t, eiθ), u, v)]0
⊕Z[m 7→ Q(x, u, v)]0 (3.20)
 K1(C(S
1(C(S1, C(X)))))
Chamando ainda de Y o conjunto C(S1, C(X)), conhecemos em (3.19) o grupoK1(Y ). Assim,
podemos calcular facilmente s∗(K1(Y )).
s∗(K1(Y )) = Z[w 7→ x]1 ⊕ Z[w 7→ l]1 ⊕ Z[w 7→ l˜)]1
Para conhecermos K1(SY ), calcularemos a aplicac¸a˜o de Bott nos geradores do grupo K0(Y ).
βY ([1]0) = [w]1, com w(w) = w · 1 + (1− 1) = w
βY ([a+ ib 7→ Q(l, a, b)]0) = [w 7→ 12 + (w − 1)(a+ ib 7→ Q(l, a, b))]1
βY ([a+ ib 7→ Q(l˜, a, b)]0) = [w 7→ 12 + (w − 1)(a+ ib 7→ Q(l˜, a, b))]1
Temos enta˜o, para m = (w = u+ iv, x = a+ ib, (t, eiθ)) ∈ S1 × S1 ×X,
K1(C(S
1 × S1 ×X)) = Z[m 7→ x]1 ⊕ Z[m 7→ l(t, eiθ)]1 ⊕ Z[m 7→ l˜(t, eiθ)]1 ⊕ Z[m 7→ w]1
⊕Z[m 7→ 1 + (w − 1)Q(l(t, eiθ), a, b)]1 (3.21)
⊕Z[m 7→ 1 + (w − 1)Q(l˜(t, eiθ), a, b)]1
Como A/EA ∼= C(MA) ∼= C(S1 × S1 ×X), ja´ sabemos que
K0(A/EA) ∼= Z6 e K1(A/EA) ∼= Z6.
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Vamos agora determinar os geradores destes grupos usando o σ-s´ımbolo. Para cada func¸a˜o definida
em C(S1 × S1 ×X), acharemos a sua respectiva pre´-imagem em A/EA.
σI = 1 , σl(Mt) = l , σl˜(Mt) = l˜,
onde I e´ o operador identidade e l(Mt) e l˜(Mt) sa˜o operadores de multiplicac¸a˜o pelas func¸o˜es l e
l˜, respectivamente. Lembrando que no teorema 1.7 a ordem das varia´veis apresentada em MA e´
(t, x, w, eiθ) ∈ [−∞,+∞]× S1 × S1 × S1, temos
i. σx(Mx)((t, x, w, e
iθ)) = x, onde (x(Mx)u)(t, x) = x · u(t, x);
ii. σa(Mx)((t, x = a + ib, w, e
iθ)) = a, onde (a(Mx)u)(t, x) = a · u(t, x), isto e´, operador de
multiplicac¸a˜o pela parte real de x;
iii. σb(Mx)((t, x = a + ib, w, e
iθ)) = b, onde (b(Mx)u)(t, x) = b · u(t, x), isto e´, operador de
multiplicac¸a˜o pela parte imagina´ria de x;
iv. σA5((t, x, w = u+ iv, e
iθ)) = u;
v. σA6((t, x, w = u+ iv, e
iθ)) = v.
Assim, os geradores de K0(A/EA) e K1(A/EA) sa˜o
K0(A/EA) = Z[[I]E ]0 ⊕ Z[[Q(l(Mt), a(Mx), b(Mx))]E ]0 ⊕ Z[[Q(l˜(Mt), a(Mx), b(Mx))]E ]0 ⊕
Z[[Q(x(Mx), A5, A6)]E ]0 ⊕ Z[[Q(l(Mt), A5, A6)]E ]0 ⊕ Z[[Q(l˜(Mt), A5, A6)]E ]0
e
K1(A/EA) = Z[[x(Mx)]E ]1 ⊕ Z[[l(Mt)]E ]1 ⊕ Z[[l˜(Mt)]E ]1 ⊕ Z[[A5 + iA6]E ]1 ⊕
Z[[Id+ (A5 + iA6 − 1)Q(l(Mt), a(Mx), b(Mx))]E ]1 ⊕
Z[[Id+ (A5 + iA6 − 1)Q(l˜(Mt), a(Mx), b(Mx))]E ]1
Da sequ¨eˆncia exata curta (3.17), temos a correspondente sequ¨eˆncia exata de seis termos em
K-teoria:
Z
2 ∼= K0(EA/KΩ) i∗−→ K0(A/KΩ) π∗−→ K0(A/EA) ∼= Z6
δ1 ↑ ↓ δ0
Z
6 ∼= K1(A/EA) π∗←− K1(A/KΩ) i∗←− K1(EA/KΩ) ∼= Z2
(3.22)
Nossos esforc¸os se concentram em descobrir K0(A/KΩ) e K1(A/KΩ). Para isto, devemos calcular
a aplicac¸a˜o exponencial δ0 e a aplicac¸a˜o do ı´ndice δ1.
Novamente aqui, a descric¸a˜o que temos do isomorfismo K1(C(S
1,KZ×S1)) ∼= Z na˜o nos permite
determinar exatamente a imagem de δ0. Apesar disso, temos a seguinte proposic¸a˜o que nos garante
que δ0 e´ diferente de zero.
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Proposic¸a˜o 3.12. A aplicac¸a˜o δ0 em (3.22) e´ na˜o nula. Ale´m disso, via o isomorfismo
K1
( EA
KΩ
)
→ K1(C(S1 × {−1,+1},KZ×S1))→ K0(KZ×S1)⊕K0(KZ×S1)→ Z⊕ Z,
o elemento (1, 1) pertence a` imagem de δ0. Isto e´, existe um elemento [[T ]K]1 ∈ Imδ0 tal que este
corresponde ao elemento (1, 1) ∈ Z⊕ Z.
Demonstrac¸a˜o. Pelo corola´rio 3.9 sabemos que δ⋄0 : K0(A⋄/E⋄) → K1(E⋄) e´ sobrejetora. Portanto
existe um elemento [[A]E⋄ ]0 ∈ K0(A⋄/E⋄) tal que δ0([[A]E⋄ ]0) ∈ K1(E⋄) corresponde a 1 pelo
isomorfismo
K1(E⋄) ∼= K1(C(S1,KZ×S1)) ∼= K0(KZ×S1) ∼= Z.
Conhecemos os geradores de K0(A⋄/E⋄) e sabemos que δ⋄0 calculado em [[I]E⋄ ]0 e em
[[Q(eiMt , a(Mx), b(Mx))]E⋄ ]0 e´ zero, pois I e Q(e
iMt , a(Mx), b(Mx)) sa˜o projec¸o˜es em P∞(A˜⋄). Os
outros dois geradores sa˜o [[Q(eiMt , A5, A6)]E⋄ ]0 e [[Q(x(Mx), A5, A6)]E⋄ ]0.
Assim, podemos escrever [[A]E⋄ ]0 como sendo a soma
α1[[I]E⋄ ]0 + α2[[Q(e
iMt , a(Mx), b(Mx))]E⋄ ]0 + α3[[Q(e
iMt , A5, A6)]E⋄ ]0 + α4[[Q(x(Mx), A5, A6)]E⋄ ]0,
com αi ∈ Z, i = 1, 2, 3, 4. Calculando δ⋄0 em [[A]E⋄ ]0 temos que
δ⋄0([[A]E⋄ ]0) = δ
⋄
0(α3[[Q(e
iMt , A5, A6)]E⋄ ]0 + α4[[Q(x(Mx), A5, A6)]E⋄ ]0)
pois nos outros geradores, δ⋄0 se anula. Podemos enta˜o assumir que [[A]E⋄ ]0 = α[[Q(e
iMt , A5, A6)]E⋄ ]0+
β[[Q(x(Mx), A5, A6)]E⋄ ]0, com α e β inteiros na˜o nulos simultaneamente.
Os geradores de K0(A/EA), nos quais na˜o calculamos δ0, sa˜o
[[Q(l(Mt), A5, A6)]EA ]0 , [[Q(l˜(Mt), A5, A6)]EA ]0 , [[Q(x(Mx), A5, A6)]EA ]0.
Dados os isomorfismos Ψ : EA/KΩ → C(S1 × {−1,+1},KZ×S1) e γ′|E⋄ : E⋄ → C(S1,KZ×S1),
sabemos que estes induzem isomorfismos K1(Ψ) e K1(γ
′|E⋄) nos grupos. Queremos mostrar que
K1(Ψ) ◦ δ0([[Q(l(Mt), A5, A6)]EA ]0) = (0,K1(γ′|E⋄) ◦ δ⋄0([[Q(eiMt , A5, A6)]E⋄ ]0))
Pela definic¸a˜o da aplicac¸a˜o exponencial, dado [T ]E⋄ ∈ Pn((A⋄/E⋄)˜ ),
δ⋄0([[T ]E⋄ ]0) = −
[
exp2πi
(
T + T ∗
2
)]
1
,
ja´ que (T + T ∗)/2 e´ uma pre´-imagem auto-adjunta em Mn(A˜⋄) de [T ]E⋄ . Enta˜o,
δ⋄0([[Q(e
iMt , A5, A6)]E⋄ ]0) = −
[
exp2πi
(
Q(eiMt , A5, A6) +Q(e
iMt , A5, A6)
∗
2
)]
1
e calculando K1(γ
′|E⋄) neste elemento, temos
K1(γ
′|E⋄)
(
−
[
exp2πi
(
Q(eiMt , A5, A6) +Q(e
iMt , A5, A6)
∗
2
)]
1
)
=
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−
[
γ′
exp2πi(
Q(eiMt ,A5,A6)+Q(e
iMt ,A5,A6)
∗
2
)
]
1
= −
[
exp2πiγ′
(
Q(eiMt ,A5,A6)+Q(e
iMt ,A5,A6)
∗
2
)
]
1
.
A aplicac¸a˜o γ′ e´ da forma γ′A(z) = γA(z,±1) para todo z ∈ S1. Assim, γ′Q(eiMt ,A5,A6) e´ igual a
matriz
 1− (2− γ
′
eiMt
− γ′
eiMt
∗)
1−γ′A5
8
γ′
eiMt
2−1
2
√
1−γ′A5
8 − (γ′eiMt − 1)2
γ′A6
8
γ′
eiMt
∗2−1
2
√
1−γ′A5
8 − (γ′eiMt
∗ − 1)2 γ
′
A6
8 (2− γ′eiMt − γ′eiMt
∗)
1−γ′A5
8

 =

 1− (2− Y−1 − Y1)
1−γ′A5
8
Y−1
2−1
2
√
1−γ′A5
8 − (Y−1 − 1)2
γ′A6
8
Y1
2−1
2
√
1−γ′A5
8 − (Y1 − 1)2
γ′A6
8 (2− Y−1 − Y1)
1−γ′A5
8

 = Q(Y−1, γ′A5 , γ′A6)
Portanto,
K1(γ
′|E⋄) ◦ δ⋄0([[Q(eiMt , A5, A6)]E⋄ ]0) = −
[
exp2πi
(
Q(Y−1, γ
′
A5
, γ′A6) +Q(Y−1, γ
′
A5
, γ′A6)
∗
2
)]
1
.
Considere agora a aplicac¸a˜o δ0 calculada em [[Q(l(Mt), A5, A6)]EA ]0. Pela definic¸a˜o temos
δ0([[Q(l(Mt), A5, A6)]EA ]0) = −
[[
exp2πi
(
Q(l(Mt), A5, A6) +Q(l(Mt), A5, A6)
∗
2
)]
KΩ
]
1
.
O isomorfismo Ψ : EA/KΩ → C(S1 × {−1,+1},KZ×S1) e´ tal que Ψ([A]K) = γA para todo
A ∈ EA. Enta˜o,
K1(Ψ)
(
−
[[
exp2πi
(
Q(l(Mt), A5, A6) +Q(l(Mt), A5, A6)
∗
2
)]
KΩ
]
1
)
=
−
[
γ
exp2πi(
Q(l(Mt),A5,A6)+Q(l(Mt),A5,A6)
∗
2
)
]
1
= −
[
exp2πiγ
(
Q(l(Mt),A5,A6)+Q(l(Mt),A5,A6)
∗
2
)
]
1
.
Como l(−∞, eiθ) = 1, enta˜o γl(Mt)(z,−1) = l(−∞, Y−1) = I para todo z ∈ S1 e portanto temos
γQ(l(Mt),A5,A6)(z,−1) = Q(γl(Mt)(z,−1), γA5(z,−1), γA6(z,−1))
= Q(I, γA5(z,−1), γA6(z,−1)) =
(
I 0
0 0
)
para todo z ∈ S1. Logo
exp2πiγ
(
Q(l(Mt),A5,A6)+Q(l(Mt),A5,A6)
∗
2
)
(z,−1) = exp2πi
(
I 0
0 0
)
=
(
I 0
0 I
)
.
para todo z ∈ S1. Agora, γl(Mt)(z,+1) = l(+∞, Y−1) = Y−1 para todo z, enta˜o
γQ(l(Mt),A5,A6)(z,+1) = Q(Y−1, γA5(z,+1), γA6(z,+1)).
Isto implica que exp2πiγ
(
Q(l(Mt),A5,A6)+Q(l(Mt),A5,A6)
∗
2
)
(z,+1) e´ igual a
exp2πi
(
Q(Y−1, γA5(z,+1), γA6(z,+1)) +Q(Y−1, γA5(z,+1), γA6(z,+1))
∗
2
)
.
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para todo z ∈ S1.
Como γ′A5(z) = γA5(z,+1) e γ
′
A6
(z) = γA6(z,+1) pra todo z ∈ S1, podemos concluir que
K1(Ψ) ◦ δ0([[Q(l(Mt), A5, A6)]EA ]0) =
([(
I 0
0 I
)]
1
,K1(γ
′) ◦ δ⋄0([[Q(eiMt , A5, A6)]E⋄ ]0)
)
=
(
0,K1(γ
′) ◦ δ⋄0([[Q(eiMt , A5, A6)]E⋄ ]0)
)
De forma ana´loga, podemos concluir que
K1(Ψ) ◦ δ0([[Q(l˜(Mt), A5, A6)]EA ]0) = (K1(γ′|E⋄) ◦ δ⋄0([[Q(eiMt , A5, A6)]E⋄ ]0), 0).
Vamos calcular agora K1(Ψ) ◦ δ0 em [[Q(x(Mx), A5, A6)]EA ]0. Como γx(Mx)(z,±1) = γ′x(Mx)(z),
γA5(z,±1) = γ′A5(z) e γA6(z,±1) = γ′A6(z) para todo z ∈ S1, e seguindo o mesmo racioc´ınio de
ca´lculos feito acima, temos
K1(Ψ) ◦ δ0([[Q(x(Mx), A5, A6)]EA ]0) =
(K1(γ
′) ◦ δ⋄0([[Q(x(Mx), A5, A6)]E⋄ ]0),K1(γ′) ◦ δ⋄0([[Q(x(Mx), A5, A6)]E⋄ ]0)).
Podemos enta˜o concluir que, para
[[B]EA ]0 = α[[Q(l(Mt), A5, A6)]EA ]0 + α[[Q(l˜(Mt), A5, A6)]EA ]0 + β[[Q(x(Mx), A5, A6)]EA ]0
temos
K1(Ψ) ◦ δ0([[B]EA ]0) = (K1(γ′) ◦ δ⋄0([[A]E⋄ ]0),K1(γ′) ◦ δ⋄0([[A]E⋄ ]0)),
para [[A]E⋄ ]0 = α[[Q(e
iMt , A5, A6)]E⋄ ]0 + β[[Q(x(Mx), A5, A6)]E⋄ ]0. Logo, o elemento δ0([[B]EA ]0)
corresponde ao par (1, 1) ∈ Z2.
Da proposic¸a˜o anterior, podemos concluir tambe´m que se δ⋄0([[Q(e
iMt , A5, A6)]E⋄ ]0) corresponde
a um inteiro ν, enta˜o δ0([[Q(l(Mt), A5, A6)]EA ]0)↔ (0, ν) e δ0([[Q(l˜(Mt), A5, A6)]EA ]0)↔ (ν, 0).
Partimos agora para o ca´lculo de δ1 : K1(A/EA) → K0(EA/KΩ). A proposic¸a˜o 3 de [14] pode
ser novamente reescrita a esta a´lgebra, em que A ⊂ L(L2(R × S1)).
Proposic¸a˜o 3.13. Seja A em A tal que [A]EA seja invers´ıvel em A/EA. Enta˜o γA(z,−1) e γA(z,+1)
sa˜o operadores de Fredholm em LZ×S1 para todo z ∈ S1 e
δ1([[A]EA ]1) = (ind(γA(1,−1))[E]0, ind(γA(1,+1))[E]0) ∈ K0(KZ×S1)⊕K0(KZ×S1),
onde ind denota o ı´ndice de Fredholm e E e´ uma projec¸a˜o de posto 1 em KZ×S1 .
Demonstrac¸a˜o. A demonstrac¸a˜o desta proposic¸a˜o e´ ana´loga a` feita em 3.7, ja´ que EA/KΩ ∼= C(S1×
{−1,+1},KZ×S1) ∼= E⋄ ⊕ E⋄.
Teorema 3.14. A aplicac¸a˜o δ1 em (3.22) e´ sobrejetora.
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Demonstrac¸a˜o. Calculemos δ1 nos geradores de K1(A/EA). E´ fa´cil ver que os operadores de multi-
plicac¸a˜o
x(Mx) , l(Mt) , l˜(Mt)
sa˜o unita´rios em A, e portanto unita´rios em A/KΩ. Logo,
δ1([[x(Mx)]E ]1) = δ1([[l(Mt)]E ]1) = δ1([[l˜(Mt)]E ]1) = (0, 0).
Para calcular δ1 nos outros geradores, usaremos o resultado da proposic¸a˜o 3.13 . Calculando
γA5+iA6(1,±1), obtemos o seguinte operador em LZ×S1 de multiplicac¸a˜o pela sequeˆncia
γA5+iA6(1,±1) =
(
j
(
1 + j2 − ∂
2
∂β2
)−1/2
+ i
1
i
∂
∂β
(
1 + j2 − ∂
2
∂β2
)−1/2)
j
. (3.23)
Mas este operador e´ igual a γ′A5+iA6(1) em (3.13) e ja´ calculamos o seu ı´ndice. Portanto,
ind(γA5+iA6(1,±1)) = 0 e
δ1([[A5 + iA6]EA ]1) = (0, 0).
Considere o gerador [[I + (A5 + iA6 − 1)Q(l(Mt), a(Mx), b(Mx))]E ]1 de K1(A/EA). Enta˜o,
γI+(A5+iA6−1)Q(l(Mt),a(Mx),b(Mx))(1,−1) = I + (γA5+iA6(1,−1)− 1)
(
I 0
0 0
)
=
(
γA5+iA6(1,−1) 0
0 I
)
pois γQ(l(Mt),a(Mx),b(Mx))(1,−1) = Q(γl(Mt)(1,−1), a(Mx), b(Mx)), e ja´ sabemos que γl(Mt)(1,−1) =
l(−∞, Y−1) = I. Pelos ca´lculos anteriores podemos concluir que
ind(γI+(A5+iA6−1)Q(l(Mt),a(Mx),b(Mx))(1,−1)) = 0.
Ainda falta calcular o ı´ndice de γ neste mesmo operador no ponto (1,+1):
γI+(A5+iA6−1)Q(l(Mt),a(Mx),b(Mx))(1,+1) = I + (γA5+iA6(1,+1) − 1)γQ(l(Mt),a(Mx),b(Mx))(1,+1)
O operador γA5+iA6(1,+1) ∈ LZ×S1 e´ dado em (3.23). O outro operador e´ dado por
γQ(l(Mt),a(Mx),b(Mx))(1,+1) = Q(Y−1, a(Mx), b(Mx)) ∈ M2(LZ×S1),
pois γl(Mt)(1,+1) = l(+∞, Y−1) = Y−1.
Note que em (3.14), Q(Y−1, a(Mx), b(Mx)) = γ
′
Q(eiMt ,a(Mx),b(Mx))
(1). Logo, temos a seguinte
igualdade:
I + (γA5+iA6(1,+1) − 1)γQ(l(Mt),a(Mx),b(Mx))(1,+1) = I + (γ′A5+iA6(1)− 1)γ′Q(eiMt ,a(Mx),b(Mx))(1).
Como o ı´ndice de I + (γ′A5+iA6(1) − 1)γ′Q(eiMt ,a(Mx),b(Mx))(1) e´ igual a 1, pois ja´ o calculamos no
teorema 3.8, segue que o ı´ndice de γI+(A5+iA6−1)Q(l(Mt),a(Mx),b(Mx))(1,+1) e´ 1 e portanto,
δ1([[I + (A5 + iA6 − 1)Q(l(Mt), a(Mx), b(Mx))]E ]1) = (0, [E]0).
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De forma ana´loga,
δ1([[I + (A5 + iA6 − 1)Q(l˜(Mt), a(Mx), b(Mx))]E ]1) = ([E]0, 0).
Assim conclu´ımos que δ1 e´ sobrejetora.
Conhecendo a aplicac¸a˜o do ı´ndice da sequ¨eˆncia (3.22),temos as seguintes possibilidades para os
K-grupos de A/KΩ:
1. Se δ0 e´ sobrejetora, temos as sequ¨eˆncias exatas a partir de (3.22)
0→ K0(A/KΩ)→ K0(A/EA) ∼= Z6 δ0→ K1(EA/KΩ) ∼= Z2 → 0,
0→ K1(A/KΩ)→ K1(A/EA) ∼= Z6 δ1→ K0(EA/KΩ) ∼= Z2 → 0,
o que implica que K0(A/KΩ) e K1(A/KΩ) sa˜o isomorfos a Z4.
2. Se Imδ0 ∼= Z(1, 1) ⊕ Z(ν, 0), para ν 6= ±1 na˜o nulo, temos
0→ K0(A/KΩ)→ K0(A/EA) ∼= Z6 δ0→ Imδ0 → 0,
0→ K1(EA/KΩ)
Imδ0
∼= Zν → K1(A/KΩ)→ Kerδ1 ∼= Z4 → 0,
enta˜o K0(A/KΩ) ∼= Z4 e K1(A/KΩ) ∼= Z4 ⊕ Zν .
3. Se Imδ0 ∼= Z(1, 1), temos as sequ¨eˆncias
0→ K0(A/KΩ)→ K0(A/EA) ∼= Z6 δ0→ Imδ0 ∼= Z→ 0,
0→ K1(EA/KΩ)
Imδ0
∼= Z→ K1(A/KΩ)→ Kerδ1 ∼= Z4 → 0,
enta˜o K0(A/KΩ) ∼= Z5 e K1(A/KΩ) ∼= Z5.
Passamos agora, para outra sequ¨eˆncia exata na tentativa de obter mais informac¸o˜es sobre a
K-teoria de A. Para a sequ¨eˆncia abaixo
0 −→ EA i−→ A π−→ AEA −→ 0,
considere a sequ¨eˆncia exata de seis termos em K-teoria associada:
K0(EA) i∗−→ K0(A) π∗−→ K0(A/EA)
δ1 ↑ ↓ δ0
K1(A/EA) π∗←− K1(A) i∗←− K1(EA)
(3.24)
Ja´ determinamos K0(A/EA) e K1(A/EA) e temos argumentos suficientes para calcularmos
K0(EA) e K1(EA).
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Proposic¸a˜o 3.15. K0(EA) ∼= Z2 e K1(EA) ∼= Z.
Demonstrac¸a˜o. A proposic¸a˜o 1.3 nos da´ o seguinte isomorfismo
EA ∼= S ⊗ KZ×S1 .
Ao inve´s de calcularmos K0 e K1 de EA , vamos calcular os K-grupos de S, ja´ que S ⊗ KZ×S1 e´ a
estabilizac¸a˜o da C*-a´lgebra S ([17], 6.4) e portanto
K0(S ⊗ KZ×S1) ∼= K0(S) e K1(S ⊗ KZ×S1) ∼= K1(S).
No cap´ıtulo 1, vimos que KS1 esta´ contido em S e que S/KS1 ∼= C(S1 × (−1,+1)). A partir da
sequ¨eˆncia exata
0 −→ KS1 i−→ S π−→
S
KS1
−→ 0,
temos a sequ¨eˆncia exata em K-teoria
Z ∼= K0(KS1) −→ K0(S) −→ K0(S/KS1)
δ1 ↑ ↓ δ0
K1(S/KS1) ←− K1(S) ←− K1(KS1) = 0
Sabemos que K0(C(S
1)⊕ C(S1)) = Z[(0, 1)]0 ⊕ Z[(1, 0)]0, enta˜o
K0(S/KS1) = Z[[b(Dθ)]KS1 ]0 ⊕ Z[[c(Dθ)]KS1 ]0
onde b(Dθ) = F
−1
d b(Mj)Fd, c(Dθ) = F
−1
d c(Mj)Fd e escolhemos b(Mj) de tal forma que, para um
inteiro n0 fixo,
b(j) =
{
1, se j ≥ n0
0, se j < n0
e c(Mj) e´ tal que c(j) = 1− b(j). De fato, estas sa˜o boas escolhas de b(Dθ) e c(Dθ) pois
(ρb(Dθ)(x,−1), ρb(Dθ)(x,+1) = (b(−∞), b(+∞)) = (0, 1),
(ρc(Dθ)(x,−1), ρc(Dθ)(x,+1)) = (c(−∞), c(+∞)) = (1, 0).
Para K1(C(S
1)⊕ C(S1)) = Z[(x, 1)]1 ⊕ Z[(1, x)]1, onde x : x ∈ S1 7→ x, temos
K1(S/KS1) = Z[[b(Dθ)x(Mx) + c(Dθ)]KS1 ]1 ⊕ Z[[b(Dθ) + x(Mx)c(Dθ)]KS1 ]1.
O nosso trabalho se resume a calcular δ1 : K1(S/KS1) → K0(KS1), que e´ dada pelo ı´ndice de
Fredholm. Como o operador b(Dθ)x(Mx) + c(Dθ) na˜o e´ unita´rio em S, vamos calcular seu ı´ndice.
b(Dθ)x(Mx) + c(Dθ) = F
−1
d b(Mj)Fdx(Mx) + F
−1
d c(Mj)Fd
= F−1d (b(Mj)Fdx(Mx) + c(Mj)Fd)
= F−1d (b(Mj)Y−1Fd + c(Mj)Fd)
= F−1d (b(Mj)Y−1 + c(Mj))Fd
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Com a igualdade acima, temos que a dimensa˜o do nu´cleo de b(Dθ)x(Mx)+c(Dθ) e´ igual a dimensa˜o
do nu´cleo de b(Mj)Y−1 + c(Mj).
(b(Mj)Y−1 + c(Mj))(uj)j = 0⇐⇒ uj = 0 ∀j ∈ Z,
enta˜o a dimensa˜o do nu´cleo de b(Mj)Y−1+ c(Mj) e´ igual a 0. Vamos agora calcular a dimensa˜o do
nu´cleo de seu adjunto:
x(Mx)b(Dθ) + c(Dθ) = F
−1
d (Y1b(Mj) + c(Mj))Fd.
(Y1b(Mj) + c(Mj))(uj)j = 0⇐⇒ uj = 0 ∀j 6= n0 − 1, n0 e un0−1 + un0 = 0.
Isto acontece pois na posic¸a˜o n0−1 da sequ¨eˆncia vamos ter o elemento un0−1+un0 e un0−1 e un0 so´
aparecem nesta posic¸a˜o, e nas outras posic¸o˜es todos os outros elementos aparecem sozinhos. Assim,
dim ker(Y1b(Mj) + c(Mj)) = 1. Logo,
ind(b(Dθ)x(Mx) + c(Dθ)) = 0− 1 = −1,
e portanto δ1 e´ sobrejetora.
Segue que,
K0(EA) ∼= K0(S) ∼= Z2 e K1(EA) ∼= K1(S) ∼= Z
como quer´ıamos.
Observac¸a˜o 3.16. Com este resultado, podemos observar na sequ¨eˆncia
Z ∼= K0(KΩ) −→ K0(EA) ∼= Z2 −→ K0(EA/KΩ) ∼= Z2
δ1 ↑ ↓ δ0
Z
2 ∼= K1(EA/KΩ) ←− K1(EA) ∼= Z ←− K1(KΩ) = 0
que a aplicac¸a˜o do ı´ndice δ1 : K1(EA/KΩ) → K0(KΩ) e´ na˜o nula (caso contra´rio, Z ∼= Z2). Se
Imδ1 ∼= nZ, para algum n inteiro na˜o nulo. Enta˜o ter´ıamos a sequ¨eˆncia
0→ K0(KΩ)
Imδ1
∼= Zn → K0(EA) ∼= Z2 ϑ→ K0(EA/KΩ) ∼= Z2 → 0,
onde Zn ∼= Z/nZ. Note que o nu´cleo da aplicac¸a˜o ϑ e´ isomorfo a Zn, mas Zn na˜o e´ um subgrupo
de Z2. Logo δ1 e´ sobrejetora. Ale´m disso, esta aplicac¸a˜o tambe´m e´ dada pelo ı´ndice de Fredholm.
Portanto, sabemos que existe um operador de Fredholm T em Mn(E˜A) que tem ı´ndice igual a 1.
Vale ainda ressaltar que K0(EA) ∼= K0(EA/KΩ).
Proposic¸a˜o 3.17. A aplicac¸a˜o δ1 em (3.24) e´ sobrejetora.
Demonstrac¸a˜o. Pelo teorema 3.14, δ1 : K1(A/EA) → K0(EA/KΩ) e´ sobrejetora e como K0(EA) ∼=
K0(EA/KΩ), temos o que quer´ıamos.
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Assim, as possibilidades para K0(A) e K1(A) analisando a sequ¨eˆncia (3.24) sa˜o:
1. Se δ0 ≡ 0 enta˜o K0(A) ∼= Z6 e K1(A) ∼= Z5.
2. Se δ0 em algum elemento de K0(A/EA) for relacionado a um inteiro na˜o nulo ζ pelo isomor-
fismo K1(EA) ∼= Z, enta˜o K0(A) ∼= Z5 e K1(A) ∼= Z4 ⊕ Zζ .
Para finalizar, enunciamos o seguinte teorema que nos da´ a K-teoria das a´lgebras A/KΩ e A.
Teorema 3.18. Dada a sequ¨eˆncia exata curta
0 −→ KΩ i−→ A π−→ AKΩ −→ 0,
onde i e´ a inclusa˜o e π a projec¸a˜o canoˆnica, podemos afirmar:
(i) a aplicac¸a˜o do ı´ndice δ1 da sequ¨eˆncia exata de seis termos em K-teoria
K0(KΩ) i∗−→ K0(A) π∗−→ K0(A/KΩ)
δ1 ↑ ↓ δ0
K1(A/KΩ) π∗←− K1(A) i∗←− K1(KΩ)
e´ sobrejetora;
(ii) K0(A) ∼= K0(A/KΩ) ∼= Z5;
(iii) K1(A) ∼= Z4 e K1(A/KΩ) ∼= Z5.
Demonstrac¸a˜o. Sabemos que existe um operador T em Mn(E˜A) cujo ı´ndice de Fredholm e´ 1 pela
observac¸a˜o 3.16. Portanto, existe um operador T em Mn(A˜) com ı´ndice de Fredholm igual a 1.
Logo, δ1([[T ]KΩ ]1) = ind(T )[P ]0 onde P ∈ KΩ e´ uma projec¸a˜o de posto 1. Portanto δ1 e´ sobrejetora.
Como o nu´cleo de i∗ e´ K0(KΩ) e δ0 e´ nula, pois K1(KΩ) = 0, enta˜o K0(A) ∼= K0(A/KΩ). Para
que este isomorfismo acontec¸a, as u´nicas possibilidades para K0(A) e K0(A/KΩ) (pa´gina 46) sa˜o
que ambos sejam isomorfos a Z5.
Como K0(A/KΩ) ∼= Z5, enta˜o podemos concluir que K1(A/KΩ) ∼= Z5. O fato de K0(A) ser
isomorfo a Z5, implica que K1(A) ∼= Z4 ⊕ Zζ . Como π∗(K1(A)) e´ o nu´cleo da aplicac¸a˜o δ1, e
portanto, um subgrupo de K1(A/KΩ), enta˜o ζ = ±1 e conclu´ımos que K0(A) ∼= Z4.
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Apeˆndice
Apresentamos aqui, os comandos usados no software Maple para calcular a integral dada em
(3.15):
indT =
(−1)3
(2πi)2
(2− 1)!
(2 · 2− 1)!
∫
S1×S1×S1
Tr(σ−1dσ)3
=
1
24π2
∫
S1×S1×S1
Tr(σ−1dσ)3
onde o s´ımbolo principal do operador T coincide com o s´ımbolo que definimos no nosso trabalho:
σT ((e
iα, eiβ , eiλ)) = I + (− cos λ+ isenλ− 1)Q(eiα, cos β, senβ). (3.25)
Obtemos enta˜o que (σ−1dσ)3 = [A1 +A2 +A3]dαdβdλ, para
A1 = σ
−1σασ
−1(σβσ
−1σλ − σλσ−1σβ),
A2 = σ
−1σβσ
−1(σλσ
−1σα − σασ−1σλ),
A3 = σ
−1σλσ
−1(σασ
−1σβ − σβσ−1σα).
onde σα =
∂
∂ασ, σβ =
∂
∂βσ, σλ =
∂
∂λσ.
O objetivo e´ determinar A1, A2 e A3, para depois calcular a integral.
Seguem os comandos:
 m := 1− (1− cos(α))∗(1− cos(β))/4; (entrada a11 da matriz Q)
 p := ((exp(I∗2∗α)− 1)/4)∗((1− cos(β))/2)∗∗(1/2)− sin(β)∗(exp(I∗x)− 1)∗∗2/8; (entrada a12
da matriz Q)
 q := ((exp(−I∗2∗α)− 1)/4)∗((1− cos(β))/2)∗∗(1/2)− sin(β)∗(exp(−I∗x)− 1)∗∗2/8; (entrada
a21 da matriz Q)
 n := (1− cos(α))∗(1− cos(β))/4; (entrada a22 da matriz Q)
 A :=<< m, q > | < p, n >>; (a matriz Q)
 S := 1 + f(λ)∗A; (3.25)
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 Z := S∗∗(−1); (inversa de S)
 mdα := diff(m,α); (derivadas em relac¸a˜o a α das entradas da matriz )
 pdα := diff(p, α);
 qdα := diff(q, α);
 ndα := diff(n, α);
 Sdx := f(λ)∗ << mdα, qdα > | < pdα, ndα >>; ( matriz da derivada parcial em relac¸a˜o a α)
 mdβ := diff(m,β); (derivadas em relac¸a˜o a β das entradas da matriz )
 pdβ := diff(p, β);
 qdβ := diff(q, β);
 ndβ := diff(n, β);
 Sdβ := f(λ)∗ << mdβ, qdβ > | < pdβ, ndβ >>; ( matriz da derivada parcial em relac¸a˜o a β)
 Sdλ := g(λ)∗A; (matriz onde g(λ) e´ a derivada em relac¸a˜o a λ)
 C1 := Sdβ.Z.Sdλ − Sdλ.Z.Sdβ; (= σβσ−1σλ − σλσ−1σβ)
 C2 := Sdλ.Z.Sdα − Sdα.Z.Sdλ; (= σλσ−1σα − σασ−1σλ)
 C3 := Sdα.Z.Sdβ − Sdβ.Z.Sdα; (= σασ−1σβ − σβσ−1σα)
 A1 := Z.Sdα.Z.C1;
 A2 := Z.Sdβ.Z.C2;
 A3 := Z.Sdλ.Z.C3;
 T1 := Trace(A1);
 T2 := Trace(A2);
 T3 := Trace(A3);
 U := simplify(T1); (simplifica a expressa˜o - opcional!)
 V := simplify(T2);
 X := simplify(T3);
 u1 := Int(U,α = −Pi..P i); ( integrac¸a˜o na varia´vel α de −π a π do trac¸o de A1 )
 h1 := value(u1); (mostra o valor da integral)
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 u2 := Int(h1, β = −Pi..P i); ( integrac¸a˜o na varia´vel β de −π a π de h1 )
 h2 := value(u2); (mostra o valor da integral que esta´ em func¸a˜o de f(λ) e g(λ))
h2 :=
−2 I P i f(λ)2 g(λ)
f(λ)2 + 2 f(λ) + 1
 r := (−2∗I∗Pi∗(− cos(λ) + I∗ sinλ− 1)∗∗2∗(sin(λ) + I∗ cos(λ))/
((− cos(λ) + I∗ sinλ− 1)2 + 2 (− cos(λ) + I∗ sinλ− 1) + 1) (vamos substituir r em h2)
 u3 := Int(r, λ = −Pi..P i);
 h3 := value(u3);
h3 := 8 Pi2
 v1 := Int(V, α = −Pi..P i); ( integrac¸a˜o na varia´vel α de −π a π do trac¸o de A2 )
 l1 := value(v1);
 v2 := Int(l1, β = −Pi..P i);
 l2 := value(v2);
l2 :=
−2 I P i f(λ)2 g(λ)
f(λ)2 + 2 f(λ) + 1
que e´ igual a h2, portanto a integral na varia´vel λ sera´ igual a h3.
l3 := 8 Pi2
 x1 := Int(X,α = −Pi..P i); ( integrac¸a˜o na varia´vel α de −π a π do trac¸o de A3 )
 t1 := value(x1);
 x2 := Int(t1, β = −Pi..P i);
 t2 := value(x2);
t2 :=
−2 I P i f(λ)2 g(λ)
f(λ)2 + 2 f(λ) + 1
que e´ novamente igual a l2 e a h2, portanto
t3 := 8 Pi2
Logo ∫ π
−π
∫ π
−π
∫ π
−π
(T1 + T2 + T3)dαdβdλ = 24π2.
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