We derive the information theoretic limit to storage capacity in volume holographic optical memories for the limiting cases of dominant intensity noise (Gaussian noise) and dominant eld noise (Rician noise). These capacity bounds are compared with the performance achievable using simple Reed-Solomon error correcting codes.
Introduction
Parallel access to volume optical memory o ers an attractive combination of characteristics including large capacity, short access time and high aggregate data rate. Recent research activities in memory system design and demonstration have reached a suitable level of maturity so that issues associated with noise and implementational error sources have become important. 1?3] In particular, some recent attention has been paid to the need for error correction within such page access memory systems. 4;5] The use of such error correction coding is often perceived to cost user capacity owing to the storage of redundant data for the purposes of correcting errors. Since the use of a suitable code can decrease the minimum signal-to-noise-ratio (SNR) required for reliable operation, the use of error correction can actually increase user capacity. 6] From such a perspective, coding can be viewed as a necessary step in achieving the information theoretic limit to storage capacity. We will take such a perspective to the use of coding. In this paper we will derive the theoretical limit to storage capacity in volume holographic optical memory and will examine the use of practical codes to approach this theoretical limit.
Mutual Information of Optical Memory Channel
The information theoretic capacity of a volume holographic optical memory is determined by the mutual information between the input (storage) and output (retrieval) of the optical memory channel. The mutual information can be computed from the signal power and the noise characteristics of the storage and retrieval processes. We consider a simple analog channel model within which all storage and retrieval processes can be represented.
The use of an analog channel allows us to (1) easily utilize non-Gaussian noise statistics and (2) compute a capacity bound that is independent of decision technique (e.g., simple thresholding). The analog channel model will therefore produce an upper bound on capacity. We consider two noise processes: Gaussian noise in electric eld (e.g., interpage crosstalk noise) and Gaussian intensity noise (e.g., thermal noise). When the memory system is dominated by Gaussian noise in eld, we assume a complex noise random variable whose real and imaginary parts are jointly Gaussian. The resulting intensity noise in both the one (1) and zero (0) retrieved data levels can be described by a Rician density function as in ref 7] ; (2) and depends on the retrieved data bit value S 0=1 resulting in an asymmetric channel. In the alternate case that intensity noise or post-detection electrical noise dominates (e.g., low optical power retrieval), we can utilize a simple Gaussian density function to describe the resulting intensity noise random variable as 
where 0 and 1 are the prior probabilities for the zero and one data values respectively, and the superscript R=G on a variable, labels the Gaussian and Rician dominated cases.
This maximum mutual information represents an upper bound on the rate at which information can be \communicated" over a memory channel whose noise is characterized by the probability density functions p R=G 0=1 (I). For every physical bit stored in the memory, no more than R max < 1 bits can be retrieved without error. This rate is equivalent to the maximum error correction code rate that could be used to achieve error free operation of the memory. In Figure 1 the mutual information has been plotted for both the Gaussian and Rician cases as a function of noise standard deviation (i.e., r or g ). Notice that g represents standard deviation in the intensity domain and r refers to the standard deviation in electric eld.
Memory Capacity
The capacity of a page oriented optical memory is often taken to be C = MN 2 where M is number of stored pages and N 2 is the number of binary pixels per page. A more 4 precise de nition of capacity will include the information theoretic bound on mutual information per bit given the noise characteristics of the memory. We will therefore de ne the information theoretic bound to capacity as C R=G = MN 2 R R=G max where in the terminology of error correction, the R R=G max term accounts for the bits that are associated with redundancy. It is important to notice that R R=G max is a function of M and N since it is reasonable to expect that the noise magnitude associated with optical memory will vary with page size and number of pages. Taking the page size to be xed with a N 2 = 1000 1000 pixel array, we will use the well known scaling laws for both eld noise (SNR R = ? R =M) and electrical noise (SNR G = ? G =M 2 ) to compute the capacity bound for holographic optical memories. 8;9] The constant ? G , is chosen to represent a holographic retrieval system with a source power of 1W, a readout page rate of 1kHz with rowwise parallel access (i.e., 1000 parallel channels each with a data rate of 1MHz), and a Figure 2 shows the behavior of C, C R , and C G , as a function of M for the parameters described above. For a small number of pages and the correspondingly low noise levels, the information theoretic capacity limit is essentially equal to the conventional capacity de nition C. For a large number of pages the large noise results in a decrease in 5 the mutual information and a corresponding loss in capacity. We can see that the Rician case demonstrates higher capacity at large M. This is due to the weaker scaling of SNR with M; however, the raw bit error rates (BER) at these values of M are prohibitively large making system operation unrealistic in this range. From Figure 2 
The Use of ECC to Approach Memory Capacity
For approaching the information theoretic capacity bound very long codes of unacceptably high complexity may be required. This is because the raw BER measured near the capacity peaks in Figure 2 are very large ( 0.01). An important component of the present work is the inclusion of practical code performance to compare with the information theoretic bounds. Using a simple threshold decision rule, the raw BER associated with each point in Figure 2 can be obtained and a Reed-Solomon (RS) error correcting code can be designed to achieve a desired output BER = 10 ?12 . The rate (R RS ) of the resulting RS code can be used to nd the actual capacity that such a code will achieve by plotting we obtain a capacity gap of 43%.
Conclusion
In this paper we have derived the information theoretic limit to storage capacity in volume holographic optical memories for both dominant intensity noise (Gaussian) and dominant eld noise (Rician). We have shown that a maximum number of pages exists for which the capacity is maximized. Storage of more than this maximum number of pages results in a capacity loss owing to a corresponding decrease in mutual information. These capacity bounds have been compared with the performance achievable using simple Reed-Solomon error correcting codes. These practical codes can not operate at the maximum page 7 number because of the prohibitively high BER; however, n=127 RS codes will yield overall capacities of 77% and 57% of maximum in the Gaussian and Rician cases respectively. 
