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In this paper several infinite extensions of the well-known results for packing 
bases iu finite matroids are considered. A counterexample is given to a con- 
jecture of Nash-Williams on edge-disjoint spanning trees of countable graphs, 
and a sufficient condition is proved for the packing problem in independence 
spaces over a countably infinite set. 
1, INTRODUCTION 
This paper discusses the problem of packing bases in independence spaces 
and infinite graphs. The basic unsolved problem here is the following. Given 
a family (Yi: i E I) of independence spaces on a set S, find necessary an 
sufficient conditions for the existence of a family (B,: i E I) of pair-wise 
disjoint subsets of S such that, for all i in I, B, is a base of SC . 
Several special cases of this problem have been solved. Tutte hII] and 
Nash-Williams [S] independently found a necessary and sufficient co~di~i~~ 
for a finite graph to have k edge-disjoint spanning trees (where k is a positive 
integer). Later, Nash-Williams [!I] conjectured that the same result is true 
for countable graphs. Edmonds [3] generalized the former result by determin- 
ing precisely when a (finite) matroid has k disjoint bases. Several extensio 
of this result to infinite independence spaces were proved by Brualdi [ 
though each of these retained some finiteness restriction. 
The two main results of this paper are as follows. First, in Section 3, a 
counterexample is given to Nash-Williams’s conjecture on edge-d~sj~~~t 
spanning trees for countable graphs. In fact, it is shown that a weakened 
form of the conjecture is also false. Second, m Section 4, the following result is 
proved. 
THEOREM X. Let (A$: i E I) be a countable famiiy of ~~de~e~de~ce spaces 
on a countably infinite set S. Suppose that, for allfinite subsets T ojS, there is 
finite subset U(T) containing T, and a family (B;: i E 1) oJflpairwise d~s~~~~~ 
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subsets of U(T) such that, for all i in I, B; is a base of the restriction of x4 to 
U(T). Then there is a favnily (&: i E I) of pairwise disjoint subsets of S such that 
Bi is a base of Yi for all i in I. 
2. INDEPENDENCE SPACES AND PACKING RESULTS 
A preindependence structure on a nonempty set S is a nonempty collection 
3 of subsets of S (called independent sets) satisfying the following conditions 
(see Mirsky [7, p. 901). 
(i) IfXExand YCX, then YES. 
(ii) If X and Y are finite members of 4 and [ Y [ = [ X j + 1, then 
there is an element y of Y\X such that X u { y) E 3. 
Suppose that, in addition to (i) and (ii), 9 satisfies the further condition: 
(iii) If X $4 $, then some finite subset of X is not in 9. 
Then 9 is an independence structure on S and (S, JJ) is called an indepen- 
dence space. For convenience, the latter term will be used for both JJ and 
(S, 4. If S is finite, then 4 is also called a matroid on S (see Whitney [13] or 
Welsh [ 121); if 9 is finite, then (S, 4 will be called ajinite independence space 
(see Brualdi [2, p. 2661). 
A maximal independent set in a preindependence space is called a base. 
Now, for (S, 4, an independence space, define 
9* = (X: XC S\B for some base B of 9}. 
When S is finite, (S, 9*) is an independence space called the dual of (S, fl 
[13]. In general, however, though 4” is a preindependence space, it need not 
satisfy (iii) (see, for example, [12]). 
If (S, 4 is a preindependence space, T C S, and 4 1 T = {X: XC T, 
X E y}, then 4 j T is a preindependence space on T called the restriction of 
3 to T. If 9 is an independence space or T is finite, then &J 1 T is an indepen- 
dence space. 
Now suppose (S, ,a> is an independence space, T C S and B is a base of 
3 1 (S\T). Let 3 * T = (X: X _C T, X u B E 3}. Then, as is well known (see, 
for example, [ 1 I): 
4 . T is independent of the choice of the base B of 9 j (S\T). (2.1) 
Moreover, 4 * T is an independence space on T, the contraction of 4 to T. 
If T is a finite subset of S, then the operations of restriction and contraction 
are related by the identity 
9 . T = (Y* j T)*. V-4 
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All bases of an independence space (S, 9) have the same cardina~ity (see, 
for example, 17, Theorem 7.2.91). Thus, if XC S, the r&zk, p(X), of % is t 
common cardinality of all bases off j X [l]. For T _C S, the rank f~~~ti~~ of 
3 . T will be denoted by pT. 
If (9;: i E I) is a family of independence spaces on a set S, then (3i: i E 1) 
admits agacking (of bases) if and only if there is a family ( 
disjoint subsets of S such that Bi is a base of 3$ for all i 
The proof of Theorem 1 will use the following i 
12, Corollaries 6.9 and 6.101 of the matroid packing results of Edmonds 135 
and Edmonds and Fulkerson [4]. Note that if (n i E I) is a family of non- 
negative integers and J = {j: j E 1, nj f 0}, then iEIni is to be interpreted 
as the finite sum, CiEJ ni , or as co, according as 9 is finite or innnite. 
~~E~R~M 2. Let (““i: i E I) be afamily ofjimite i~de~ende~~e spaces on a set 
5’. Then the following three statements are equivalelzt. 
(i) For allJinite subsets A of S, 
I A I 2 1 piA(A) 
&I 
where pi is the rank function of Yi . 
(ii) For alljinite subsets A of S, 
(9i * A: i E I) admits a pack&g. 
(iii) (9i: i E I) admits a packing. 
Examples 1 and 2 of the next section show that this theorem is no longer 
valid if the restriction of finiteness on the independence spaces is remove 
3. NASH-WILLIAMS's GONJKTURE 
Throughout this discussion all graphs will be undirected and may possess 
loops and parallel edges. Graph-theoretic terminology will follow Wilson 
[14] as far as possible, with the following slight difference. If G is a graph, then 
either (or both) of the vertex set, V(G), and the edge set, E(C), anay be infinite. 
If V(G) u E(G) is finite, then G will be calledfinite; if V(G) u E(G) is count- 
able, then G will be called countable. 
The solution to the problem of packing spanning trees in finite graphs is 
contained in the next theorem (see [ll, Theorem I] or [S, Theorem 11). If 
9 is a partition of the set of vertices of a graph G, then &B(G) will denote the 
set of edges of G which join vertices in different members of 8. 
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THEOREM 3. Let G be a finite graph and k be a positive integer. Then G 
has k edge-disjoint spanning trees if and only if 
I &(G)I 2 k(l c?-i’ I - 1) (3.1) 
for every (finite) partition B of V(G). 
Nash-Williams has conjectured [9, Conjecture A] that this theorem remains 
true for countable graphs. Clearly (3.1) is necessary for a countable graph 
to have k edge-disjoint spanning trees. The following example shows that it is 
not sufhcient. 
EXAMPLE 1. Consider the infinite graph H having vertex set {a1 , a,} u 
(1, 2, 3 ,... > and with edges joining each of a, and a, to each of 1, 2, 3 ,... . 
Then 
H satisfies (3.1) for k = 2 but does not have two edge-disjoint spanning trees. 
Proof. If B is a partition of V(H) and B has a member which contains 
al , a2 and all but a finite number, m, of 1, 2 ,..., then [ Z&(H) j = 2m 3 
2(] 9 j - 1). If 9 has no such member, then I&(H) is infinite. Thus H 
satisfies (3.1) for k = 2. 
Suppose that TX and T, are edge-disjoint spanning trees of H. Then, for all 
IZ in { 1, 2,...}, one of the edges {a1 , n> and{n, az) is in TX and the other is in Tz . 
Hence there is no path of edges from a, to a, in TI ; a contradiction. a 
Notice that if we add a new vertex, a3 , to H, joining it to each of 1,2,3 ,..., 
then we obtain a counterexample to the sufficiency of (3.1) when k = 3. 
Counterexamples for larger values of k are obtained by adding further such 
vertices. 
It is easily seen that condition (3.1) is a consequence of the requirement 
that every finite subset of V(G) be contained in k edge-disjoint trees. This 
suggests several stronger necessary conditions, including the following. 
(3.2) Every finite set of vertices is contained in k edge-disjoint trees 
such that every subgraph obtained by deleting the edges of one of 
these trees is connected. 
Example 1 further suggests restricting attention to graphs which are 
locally Jinite, that is, graphs having no vertices of infinite degree. Bowever, 
even then, (3.2) is not sufficient to ensure that the graph has k edge-disjoint 
spanning trees. This is illustrated by the next example. 
EXAMPLE 2. The graph, K, shown in Fig. 1 is locally finite and satisfies 
(3.2) for k = 2. But K does not possess two edge-disjoint spanning trees. 
Proof. Suppose that TX and T, are edge-disjoint spanning trees of K. 
Then, for each integer n, one of (ynel , u,}, (yn , ~3 is in TI and the other is in 
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FIGURE I 
Y’z o Since T1 is connected and spanning, for some integer m, both of t 
edges (AC, , ymf and { ym , zm> are in T1 . Without loss of generality, take 
m = 1, Then at least one of (yl , u3 and { y, , wl], say bvl , z& is in ;k, V 
It follows that (yB , u2} is in T1 . Moreover, from above, one of (yO , zkl) and 
{ y1 ) ul> is in ?“I . In either case the connectedness of r, is contradicted. Thus 
K does not have two edge-disjoint spanning trees. Mowever, K does have two 
edge-disjoint spanning forests, each of which has tw components (see 
Fig. 2). It is now clear that K satisfies (3.2) for k = 2. 
FIGURE 2 
The possibility of infinite cocycles in infinite graphs is clearly important 
here. Indeed, Theorem 3 may be extended as follows. 
PROPOSI~ON 1. Let G be a graph having m infinite cocycles and k be 
a positive integer. Then G has k edge-disjoint spanning trees if and only if 
1 Ep(G)I > k(j P j - 1) 
for every$nite partition B of V(G). 
ProoJ The necessity of the condition is clear. FQ~ sufEciency, note that 
we may assume that G has no loops. Then, since G has no infinite ~oeycles we 
have, by a result of Las Vergnas [6, Proposition 5.61, that G has only finite 
blocks. The result now follows by Theorem 3. 1 
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4. PACKING OVER COUNTABLY INFINITE SETS 
The next result contains the core of the proof of Theorem 1. 
LEMMA 1. Let (Yi: i E I) be a family offinite independence spaces on a set S 
and suppose that (J$: i E I) admits a packing. If T is a subset of S and (Xf I(S\T): 
i E I) admits a packing (BL: i E I), then (J?i: i E I) admits a packing (Bi: i E I) 
such that, for all i in I, Bi contains Bi . 
Proof. It will first be shown that ($i - T: i E 1) admits a packing (Bi: 
i E -I). If pi is the rank function of Ji and A is a finite subset of T, then, by 
Theorem 2, 
I A I 3 1 PiAGo. 
&I 
But, for all i in 1, (9< * T) * A = Ji - A and hence, piA = (p,r)a(A). 
Applying Theorem 2 again establishes the existence of the packing (Bi: 
1’EI). 
Now, for each i in 1, let Bi = Bl u B:. Then (2.1) guarantees that Bi is a 
base of 9i and clearly the sets Bi(i E I) are pairwise disjoint. 1 
Proof of Theorem 1. As S is countably infinite, take S = { 1, 2, 3,...} and 
let Tl = (1). Then, by assumption, there is a finite subset U(T,) of S and a 
family (B;: i E 1) of pairwise disjoint sets such that Tl C U(T,) and Bil is a 
base of & 1 U(T,) for all i in I. 
Now suppose that Trc, U(T,> and (Bik: i E 1) have been defined for all 
k < n. Then either n E U(T,& or n # U(T,-,). In the former case, let T, = 
U(T,J = U(T,J and Bin = BT-’ for all i in I. 
If N ++6 U(T,+J, then let T, = U(T,,) u (n}. By assumption, there is a 
finite subset U(T,) of S such that T, Z U(T,) and (yi ] U(T,): i E 1) admits a 
packing. Since (BT-‘: i E 1) is a packing for (yi 1 U(TnM1): i E I), it follows, 
by Lemma I, that there is a packing (Bin: i E I) for (9i / U(T,J: i E I) such 
that BilZ contains BF-l for all i in I. 
Finally, if Bi = U,“=, Bin for all i in 1, then it is clear that (Bi: i E I) is a 
packing for (9$ i E 1). 
For graphic independence spaces Theorem 1 is a statement about edges. 
The next corollary restates this result in terms of vertices. If Y is a subset of 
the set of vertices of a graph G, then (Y> will denote the subgraph of G 
having vertex set Y and edge set those edges of G with both endpoints in Y. 
COROLLARY 1. Let G be a countable connected graph and k be a positive 
integer. Suppose that for alljinite subsets X of V(G) such that (X> is connected, 
there is afinite subset U(X) of V(G) such that U(X) contains X and (U(X)) has 
k edge-disjoint spanning trees. Then G has k edge-disjoint spanning trees. 1 
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The infinite square lattice L2 (see Wilson [14, p. 391) is an example which 
shows that the converse to Theorem 1 need not hold. By a result of Ringed. 
[IO], L2 possesses two edge-disjoint (two-way infinite) ~am~ltonia~ paths, 
and hence, in particular, has two edge-disjoint spanning trees. ~owev~r~ no 
nontrivial finite subgraph of L2 satisfies (3.1) for k = 2 an 
subgraph has a pair of edge-disjoint spanning trees. 
An easy modification of the proof of Theorem i gives the next rest&. 
COROLLARY 2. Let (3,: i E I) be a countable family of independeme 
spaces on a countably inznite set S. Suppose that for all finite mbsets T of% 
there is a Jinite subset U(T) cmtaini~g T such that (Ai 1 U(T): i E I) trdmil”s a 
packing which partitions U(T). Then (9i: i E I) admits a packing which pmti- 
tions S. 
5. THEOREM 1 FOR B-MATROIDS 
It is not difhcult to show that Theorem I remains valid if, for all i in I> 
either Yi = fi, or J$ = 2: for some independence space fi ” Pn fact, 
one can show that Theorem 1 holds for the packing of bases in B-matroids 
(see Riggs [5] for the relevant definitions), although Corollary 2 does not. 
To see the latter, let 1 = (1,2) and let .YI and 4, be such that 9: and .A$ 
are both isomorphic to the set of forests in the graph A in Example I. 
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