INTRODUCTION
Economists use the term 'puzzle' when some empirical facts or findings are inconsistent with the already established theoretical framework(s). One of the most famous puzzles in economics is that of Martin Feldstein and Charles Horioka who, in their seminal paper from 1980 published in the Economic Journal, showed that there is high correlation between domestic savings and investment in conditions of perfect capital mobility. This result is inconsistent with the theory of perfect capital mobility, according to which there should be no link between domestic savings and investment: domestic savings seek the best opportunities for investment and domestic investment will be financed by international financial funds. Therefore Obstfeld and Rogoff (2000) include Feldstein and Horioka's puzzle in the six major puzzles in international economics.
In the last three decades numerous studies have attempted to explain and solve the Feldstein Horioka puzzle. Some of these empirical studies found high values for the β coefficient and accepted the existence of the puzzle (Penati and Dooley, 1984; Feldstein and Bachetta, 1991; Coakley et al. 2001 ), whereas another strand of studies (Sinn, 1992; Coakley et al., 2004; Ketenci, 2010) obtained values close to zero and hence declined the claim of Feldstein and Horioka. Between these two (extreme) groups of findings are those who accepted the existence of a high correlation between domestic savings and investment, but not the fact that the high β coefficient indicates low capital mobility. According to them, in countries where perfect capital mobility exists, savings and investment are highly correlated under the influence of some factors such as size of the country (Harberger, 1980; Murphy, 1984) , the effect of the European Union (Feldstein and Bachetta, 1991) , the degree of development of the country (Dooley et al., 1987; Sinn, 1992; Sinha and Sinha, 2004) , the degree of openness of the economy (Bahmani-Oskooee and Chakrabarti, 2005) , etc.
The objective of this paper is to investigate the relationship between domestic savings and investment in the transition economies of Central and Southeast Europe (CEE and SEE, respectively) and the Commonwealth of Independent States (CIS), and to put them into a comparative context. The paper is organized as follows. Section 2 examines in detail the theoretical foundations of the Feldstein-Horioka puzzle, and section 3 establishes an overview and critical review of empirical literature on this topic. Section 4 provides a comparative descriptive analysis of domestic savings and investment in countries of SEE, CEE, CIS, and the Eurozone. Section 5 develops and runs the empirical model. The last section concludes the paper.
THEORETICAL FOUNDATIONS OF THE FELDSTEIN-HORIOKA PUZZLE
The origin of the Feldstein-Horioka puzzle, which is considered one of the major puzzles in international economics, rests with the seminal paper of Martin Feldstein and Charles Horioka, published in 1980 
where I is domestic investment (private and public) in country i, S is domestic savings (private and public) for country i, and Y is GDP. In this equation the coefficient β has the most important role and is called the Feldstein-Horioka coefficient, or the link between domestic savings and investment. The value of β ranges between 0 and 1. If β = 1 there is a 100% correlation between domestic investment and domestic savings. This is an absolute financial autarky, which means that there is no foreign investment in the country, i.e., capital mobility is zero. Another extreme situation is when β = 0, where overall domestic investment is financed with foreign capital, which indicates perfect capital mobility.
In the case of perfect capital mobility, increasing the rate of savings in country i will cause an increase in investment in all countries, where the distribution of increased capital among countries will vary positively with the initial mass of each country's capital. In the extreme case where country i is very small compared to the global economy, the value of β will be zero. But even for relatively large countries the value of β will be solely determined by the size of their share in the world economy, although on average it will be lower than 0.10. Conversely, estimates of β close to 1 indicate that most of the increased savings in one country remain there.
The Feldstein and Horioka hypothesis is that a high positive correlation between domestic savings and investment indicates low capital mobility. This means that domestic savings are transformed into domestic investment with foreign capital playing a marginal role. to investigate this relationship they used data on national savings, investment, and GDP for 16 OECD countries (Organization for Economic Cooperation and Development) 1 for the period 1960-1974. They found a value of the β coefficient close to 1, which contradicts the theory of perfect capital mobility according to which capital moves seeking the highest rates of return. For 1 Australia, Austria, Belgium, Canada, Denmark, Finland, Germany, Greece, Ireland, Italy, Japan, the Netherlands, New zealand, Sweden, the UK, and the USA. the entire analysed period the β coefficient has a value of 0.89 when using gross savings and investment and 0.94 when using net savings and investment. This means that for every additional US$1 of savings domestic investment increased by US$0.89 or 0.94, respectively. Recognizing that the high coefficient in the relationship between domestic savings and investment may reflect the influence of a third variable, Feldstein and Horioka modify the equation (1) by adding new variables: the rate of population growth, the size of the country, and the openness of the economy. However, they found that these variables are insignificant.
REvIEW OF THE EMPIRICAL LITERATURE
The empirical findings of Feldstein and Horioka, along with the current massive capital flows across countries, have initiated plenty of research in this area. Like Feldstein and Horioka (1980) many other economists (Murphy, 1984; Penati and Dooley, 1984; Golub, 1990; Feldstein and Bachetta, 1991; Obstfeld, 1995) performed a cross-section estimation of the relationship between domestic savings and investment for different samples of OECD countries for different time periods. Feldstein and Bachetta (1991) , in a sample of 23 OECD countries, showed that, even for the longer period 1960-1986, there is a high correlation between domestic savings and investment, although the β coefficient declined significantly from decade to decade, from 0.91 to 0.61. These authors have identified several reasons for the decline of the β coefficient: reduction of the barriers to international capital flows, development of new markets for hedging and modernization of financial institutions -both leading to facilitation of capital movement -etc. Golub (1990) calculated the β coefficient in a sample of 16 OECD countries for two sub-periods, 1970-1979 and 1980-1986 , obtaining the same conclusion as Feldstein and Horioka. Obstfeld and Rogoff (2000) estimated a β coefficient of 0.6 for 24 OECD countries for the period 1990-1997, which is significantly lower than that of Feldstein and Horioka but still much higher than the value expected in a world with fully integrated capital markets.
According to some economists, the use of the cross-section approach in estimating the relationship between savings and investment aims at avoiding some problems in the estimation associated with the possible co-movement of savings and investment over the business cycle (Sinn, 1992) . Therefore some economists apply time-series technique to estimate the β coefficient. Sinn (1992) made an empirical test for 23 OECD countries for the period 1960-1988, finding β coefficient values that vary from year to year between 0.4 and 0.9. These values are still high enough to re-confirm the existence of the puzzle. Ghosh and Dutt (2011) used a time series approach on a sample of five countries (USA, UK, France, Japan, and Germany) for the period . Except in France, where β is estimated at a high level of 0.82, for the other four countries low β coefficients were estimated, which refutes the hypothesis of low international capital flows. According to the authors, in these four countries domestic investment is financed by foreign savings (as is the case in the U.S.), or excess domestic savings are invested abroad (as in the case of Japan). Cooray and Sinha (2005) examined the relationship between domestic savings and investment in 20 poor countries in Africa. Their result showed that the relationship between domestic savings and investment is very low, which means that most investment is financed by foreign rather than domestic savings. However, opposite results are obtained from the estimation of the relationship between domestic savings and investment in three small island states, Mauritius, Malta, and the Maldives (Jain and Sami, 2011) . The estimated value of the β coefficient in these countries is very close to 1, indicating that changes in investment are due to changes in domestic savings. Coakley et al. (2001) , through a panel regression for 12 OECD countries for the period 1980-2000, obtained a relatively high value for β of 0.68. However, in their next survey (Coakley et al., 2004 ) they came to the opposite result, which refutes the high correlation between domestic savings and investment. By adding some variables to the same panel regressions, such as productivity, demographic shocks, heterogeneity of countries and other parameters specific to each country, they obtained a β coefficient lower than 0.3 for all countries, implying that in these countries there is high capital mobility, contrary to their earlier claim.
Many authors accepted the high correlation between savings and investment as empirical evidence, but refused to accept that it indicates low capital mobility (Murphy, 1984; Sinn, 1992; taslim, 1995) . They showed that, even in models where perfect capital mobility exists, savings and investment are correlated due to changes in exogenous variables that impact on savings and on investment. According to taslim (1995) these variables are divided into two groups: a) economic growth and population growth that affect the examined variables in the same direction, and b) systematic intervention by government policies that lead to movement in savings and investment. Another reason why savings and investment are highly correlated in the presence of high capital mobility is the 'country size' effect, where large countries are expected to rely less on foreign funds for investment (Murphy, 1984; Sinn, 1992) . Arguments about the impact of the size of the country are found in two versions (Sinn, 1992) . The first one links the country size with its impact on world interest rates. If the country is large enough to influence interest rates, increased national savings will reduce world interest rates and boost investment in that country. Savings and investment will be correlated, although there is high capital mobility. Murphy (1984) divided his sample of 17 OECD countries into 10 small and 7 large countries. The result showed that the group of large countries had a β coefficient of 0.98, while the estimated coefficient in the small countries was 0.59. He argued that these results are consistent with the expected country size effect in terms of high capital mobility between countries. Harberger (1980 , cited in Coakley et al., 1998 explained the second version and showed that as countries become larger their need to borrow from outside is reduced because their investment is financed with domestic funds. His explanation for the high β coefficient that Feldstein and Horioka estimated was simple: in their sample several very large OECD countries were included. Many economists examined if the level of a country's development affects the ratio of domestic savings and investment. The original belief is that the correlation of savings and investment in developing countries will be weaker than in developed countries, since industrial countries have more integrated capital markets and a less regulatory environment than developing countries. Payne and Kumazawa (2006) estimated β coefficients for 47 developing countries for the period 1980-2003. Applying a cross-section approach, they found a positive and statistically significant relationship between savings and investment, where β is equal to 0.49 for all 47 countries, but this β is significantly lower than the one estimated for developed countries. By using another approach (the Mean Group Estimator) they obtained an even lower value for β of 0.36, which once again confirmed the original hypothesis that in the developing countries there is a weaker correlation between savings and investment. This can be explained by several factors, such as the presence of foreign aid (Isaksson, 2001) , the degree of openness of the economy (Wong, 1990) , and countries' financial structures (Kasuga, 2004) . One of the most comprehensive researches on the relationship between domestic savings and investment is that of Bahmani-Oskooee and Chakrabarti (2005), who examined the strength of this relationship in a sample of 126 countries for the period 1960-2000. Their findings show that there is a positive and high (0.54 to 0.69) relationship between savings and investment, and that the size of the country matters (size being approximated by the income level): countries with high income have a higher β coefficient than those with middle and low incomes. In addition they showed that the correlation between savings and investment varies depending on the degree of openness of the economy such that economies that are "grossly" involved in international trade have a weaker correlation between savings and investment. On the contrary, working with a sample of 123 countries, Sinha and Sinha (2004) found that capital mobility was higher in lower income countries.
DESCRIPTIvE ANALYSIS
This section provides a descriptive and comparative analysis of the data used in the econometric model in part 5, in order to build intuition about econometric modelling. For this purpose, first we provide a comparative analysis of gross savings and investment in the SEE, CEE, and CIS countries and the Eurozone, and later in the analysis we include other factors that may affect the relationship between domestic savings and investment.
The three groups of countries involved in this study (SEE, CEE, and CIS) differ in level of economic development. The CEE countries are characterized by higher GDP per capita and 'stronger' macroeconomic indicators than the countries of SEE and CIS, although all three groups are outpaced by the Eurozone (Chart 1).
Chart 1. Average GDP per capita for the period 1991-2010
Source: World Economic Outlook, IMF international financial statistics
The literature review has showed that the country size effect has a potential impact on the size of the β coefficient. Since the sample that is used in this study is mainly composed of small countries, with the relative exceptions of Romania (SEE group) and Russia (CIS group), under the influence of this effect we expect to obtain a lower value of the savings-investment coefficient in CIS than in SEE and CEE, and a lower value in SEE than in CEE, as compared with the β coefficient for OECD countries that Feldstein and Horioka estimated in 1980. As a measure of the size of the countries included in this study we use the population size, presented in Chart 2.
Chart 2. Average population in 2010, in millions
Source: World Economic Outlook, IMF international financial statistic Note: * Russia is excluded from the CIS sample because, with a population of 143 million, it significantly affects the average population in this group and gives a distorted picture table 1 in the Appendix presents data on gross savings and investment in the three groups of countries and the Eurozone average. Data show that as we move towards more developed and larger countries the gross domestic savings have a larger share of gross domestic product. This ratio is 0.201 for CEE countries and 0.213 for the member states of the Eurozone. Also, as we move towards the more developed group of countries the standard deviation increases, which is an indication that the group of developed countries is composed of more heterogeneous countries in terms of savings. These findings do not apply to CIS countries, where the standard deviation of the gross savings equals 0.130, implying a variability that is several times higher than in the other countries.
For example, in Georgia the average ratio of gross savings to GDP is -0.16, which means there are negative savings in this country, while Russia's gross savings equal 0.29 of gross domestic product (see the first column of table 1).
The corresponding ratios between gross investment and gross domestic product in the SEE countries are more concentrated around the average value. Among the seven SEE countries the 20-year average ratio of gross investment to GDP is 0.229 and the standard deviation 0.023. Differences in the rates of gross domestic savings and investment relative to GDP are given in the last column of table 1. According to the basic macroeconomic equations the difference between savings and investment is equal to the current account, which shows how much investment is financed with foreign capital (savings). The difference in our case declines as it moves towards the more developed groups of countries. This potentially negative relationship between the degree of development of the country (measured by the GDP per capita) and the difference in the rates of gross savings and investment can be seen in Chart 3. At first glance it is evident that as the country becomes richer (has a higher GDP per capita) the difference between gross domestic savings and investment is smaller. This is another indication of Harberger's claim (1980) that as countries become richer their need to borrow externally is reduced because their investment can be financed with domestic funds. However, note that the chart is indicative of the relationship, but cannot imply a causal relationship. We will test the potential causality with the econometric model. Here our task is to build intuition about the estimation results: we expect that the β coefficient will decrease with the reduction of the level of country development. That means that the β coefficient would have the lowest value for CIS and a higher value for SEE, while for CEE it would be higher than for both CIS and SEE. Furthermore, Chart 4 indicates that there might be a negative relationship between the size of the country and the difference between gross domestic savings and investment. The larger the country is, the lower the need for foreign capital to finance investment. However, Sinn's (1992) interpretation of this link is through the impact of the size of the country on world interest rates. If the country is large enough to influence interest rates, increased national savings will reduce world interest rates and boost investment in that country. This means that savings and investment will be highly correlated in large countries that have an impact on world interest rates. In our sample the Eurozone countries, followed by the countries that constitute the CEE group, are sufficiently large and powerful to impact on interest rates, while. SEE countries have the least power to influence interest rates. However, this conclusion seems too strong and probably depends on the degree of the different regions' financial integration. It is expected that the Eurozone's impact on world interest rates will also be large because it is the most financially integrated. On the other hand, other regions are not characterized by a high degree of financial integration (especially SEE and CIS), and hence their impact on regional and global interest rates would be limited. However, the relationship presented in Chart 4 is another reason to expect that the relationship between domestic savings and investment (the β coefficient) in SEE will be lower than that of the Eurozone and CEE, while the coefficient for CIS will be the lowest of all three groups.
Chart 4. the relationship between country size and the difference between gross savings and investment in the CIS, SEE, and CEE Source: Presentation of the author based on data from World Economic Outlook
After building an intuition about the potential causal links between investment and savings we now proceed with the economic model.
ECONOMETRIC ANALYSIS
We start this section by building the estimation model and explaining the data used in the study. Section 5.2 presents the results of the tests for unit roots in the panel. Section 5.3 briefly outlines the methodology used, and the last part presents and discusses results and conclusions.
Econometric Model
The model we use in the empirical analysis is the original model Feldstein and Horioka (1980) where I is domestic investment (private and public) for country i at time t, S is domestic savings (private and public), Y is GDP, and u i,t is the error term satisfying N ~ (0,1). β is the ratio which is of central importance in this study, and which shows the relationship between domestic savings and investment and is an indicator of capital mobility in the analyzed countries.
Given that we would like to examine how the three variables mentioned in part 3 (openness of the economy, population growth, and size of the country) potentially affect the saving-investment relationship (i.e., whether and how their inclusion in the analysis changes the β coefficient) we will upgrade model (2) by adding these variables. The extended model has the following form:
where X 1,i,t is a measure of openness of the country represented as a share of trade (exports and imports) in GDP, X 2,i,t is a measure of annual population growth, and X 3,i,t is a measure of country size presented as a logarithm of GDP. The decision to include these variables in the model is based on the similar approach used by Sinn (1992) and Harberger (1980) , elaborated in Section 3. Based on these factors, in the previous section we expected that in our panel of countries we would obtain lower values for the β coefficient compared to those that Feldstein and Horioka estimated in their seminal paper, and that as we move towards the panels composed of smaller and less developed countries the value of the β coefficient will decrease.
In their paper Feldstein and Horioka (1980) used a cross-section approach to estimate the relationship between domestic savings and investment, but in this study we will use panel co-integration for estimating this relationship in the panels of countries, an econometric technique that is elaborated in the following sections.
to test the econometric model we use data from three groups of countries, SEE, CIS, and CEE, from after they abandoned a planned economy in 1991/92 until 2010. Montenegro and Kosovo are excluded from the SEE panel due to lack of data. turkmenistan is excluded from the CIS panel for the same reason. 1992 is the initial year of the analysis.
The models for all three panels used annual data for gross domestic savings, investment, trade, gross domestic product, and population. The first three variables (domestic savings, investment, and trade) are expressed as a percentage of GDP, and the population variable is included as an annual rate of growth. Data is from the database of the International Monetary Fund (World Economic Outlook), World Development Indicators, and the national statistical offices of the individual countries.
Unit roots
We first test whether variables contain a unit root within the panels of countries, using the panel unit roots from the first and the second generation (Holmes et al., 2010) . The difference between them is that the first ones are based on the assumption of cross independence among the examined units (in our case, countries), while the latter are based on an assumption of cross-dependency among the units in the form of a single unobserved common factor. The assumption of cross-dependence in macroeconomics is particularly important because of the growing trade and financial integration of countries. This is confirmed by the current financial crisis, which spread very rapidly around the world. Therefore ignoring this dependence may lead to erroneous results.
The results of two tests for panel unit roots are presented in table 2 for the order of the time lag of the autoregressive parameters from 0 to 2. The test includes a trend, due to the general observation from part 4 that the series of savings and investment are trending. The null hypothesis in both tests is that the series contain a unit root. Madalla and Wu's (1999) test of the first generation (no crossdependence) is shown at the top of the table, and the test of Pesaran (2007) from the second generation (cross-dependence) in the lower part. According to the Madalla and Wu (1999) test, in most cases the null hypothesis of a unit root is rejected even at the 1% level. However, the results of the Pesaran test (2007) suggest that at higher values of the time lag the null hypothesis for the existence of a unit root cannot be rejected in most cases. taking a higher order of the time lag (in this case 2) is logical, due to the likely existence of serial correlation in the series. (2004) for cross-dependence among countries and suggests that the null hypothesis for no cross-dependence is rejected in most cases. The null hypothesis is not rejected only in the case of savings in CEE and SEE, but for these two series the Madalla and Wu (1999) test did not reject the hypothesis of the unit root for higher ranks of the time lag. So, the second test gives a more relevant picture of the unit roots in our case, and hence the results from the first test should be taken with caution.
According to these findings we have enough evidence to conclude that the series of savings and investment likely follow a non-stationary process; i.e., contain a unit root.
Methodology
The findings of part 5.2 indicated that the series for the savings and investment in the panels of countries probably contain one unit root. Therefore we continue our analysis in order to establish a long-term relationship between savings and investment as a percentage of GDP. In other words, we examine whether there exists a cointegration relationship between these two variables. Panel cointegration analysis begins with the test for the existence of a panel cointegration relationship, originally developed by Westerlund (2007) . The advantage of this test is that it takes into account the possibility of the existence of multiple structural changes in the series.
The general structure of the model for error correction in a panel context, based on the existence of a cointegration relationship, has the following form:
where λ i is the term for error correction / speed of adjustment, y it the matrix of K observable endogenous variables, and x it the matrix of M observable variables. Notice that the penultimate term in (4) includes past and future values; otherwise we should assume full erogeneity of x. a ij marks short-term parameters, which as well as σ 2 i vary between countries, and u it is the matrix of errors. β i is the coefficient in front of the variables of the long-term vector (the coefficient that is our interest in this paper). There are several estimators of the model (4), of which the Pooled Mean Group Estimator of Pesaran et al. (1999) has the greatest practical application. It has the following form (a slight modification of 4): (5) In this estimator the error correction term λ i varies between countries, while the parameters Θ and β i are constant between groups. The advantage of this estimator is that it works better in small samples of similar countries than in a large variety of macro panels (Pesaran et al. 1999) . It also gives consistent results when the long-term relationship includes a stationary and a non-stationary variable (which is not an issue in our analysis). It adapts to the problem of endogeneity of the variables, which if not taken into account results in biased results. As Pesaran points out, this dynamic approach to panel estimation seems appropriate in cases when there are "... good reasons to expect the long-term equilibrium relationships between variables to be similar between countries, due to the budget constraint or solvency condition ..." (p. 621) that affects all countries in a similar way. The latter is a realistic assumption for countries that are similar to each other and/or formed one country in the past.
Results and discussion
As we mentioned in part 5.3, the starting point in cointegration analysis is the test of Westerlund (2007) for the existence of a panel cointegration relationship. table 4 shows the results of this panel test for the countries involved in this research. The results for the existence of a cointegartion in the panel composed of all countries shows that only the second test does not reject the null hypothesis according to which there is no cointegration between the series on savings and investment. Series of savings and investment in the countries of SEE are cointegrated according to three out of four of Westerlund's tests (2007) . In the CEE countries all four tests reject the null hypothesis that there is no cointegration between series. Across CIS countries three tests reject the null hypothesis, although one of them only at the 10% level of probability, and the fourth test does not reject the null hypothesis. The weaker results for the tests in CIS are to be expected, due to the finding in part 4 that this group of countries has the greatest variability of the series of investment and savings. According to this, the analysis of the panel cointegration relationships in table 4 gives enough empirical evidence that all four panels contain a cointegration relationship between savings and investment.
The results for the value of the β coefficient and other parameters obtained for the panels of countries using the PMG estimator are shown in table 5. The coefficient β that is of central importance in this work is shown in the first row of the table (in bold characters). Column 1 gives the results for the panel composed of all transition countries. The β coefficient is 0.41 and is statistically significant and statistically different from 1 (according to the Wald test in row 2, in italic characters). However this value seems very small, given the heterogeneity of the panel, and cannot be reconciled for all countries, especially for the more developed countries such as in CEE. Thus, the results of the entire panel of transition countries should be taken with caution. We proceed by looking separately at the three groups of countries, CEE, SEE, and CIS, in accordance with the discussion of the different levels of economic development of these groups mentioned in part 4.
Our suspicion is confirmed if we consider the results separately for each panel, shown in columns 2, 3, and 4 in table 5. In all three groups the β coefficient is statistically significant at the 1% level of probability that indicates a significant long-term relationship between savings and investment in these countries. A second feature of the results is that as we move from CEE to SEE and to CIS (high to low level of economic development) the β coefficient decreases. The highest value of 0.86 is measured in the CEE panel, in SEE it is 0.58, and the lowest value of 0.47 is measured in the CIS panel. This is in line with our intuition, established in part 4, that as countries become bigger and richer their need to borrow externally decreases, because they create enough domestic savings to finance their investment. In terms of Feldstein and Horioka's belief that the β coefficient is an indicator of the capital mobility between countries, we may conclude that capital mobility is potentially the highest in the least developed countries (in our case CIS), whereas as we move towards a panel of developed countries it decreases. In other words, the puzzle is relevant to the examined countries.
The original idea of Feldstein and Horioka can be examined using the Wald test, where we set the null hypothesis that the β coefficient is equal to 1. Except for CEE, where we cannot reject this hypothesis (which is expected because the ratio is 0.86 and is very close to 1), all other panels cannot accept null hypothesis even at the 10% level of probability. This indicates that CEE countries probably reached a high enough level of economic development with self-generated domestic savings to finance their own investment. This is not the case in SEE and CIS, which still rely on foreign savings, and where the need for foreign savings is probably greater in CIS than in SEE.
The term for error correction is positive and statistically significant in all cases. This term assesses the speed of adjustment of the dependent variable to the equilibrium level, and in most cases has a negative value. The statistical significance of this term suggests that investment is driven by the growth of domestic savings. However, the positive value implies that the disequilibrium in the investment-domestic savings relationship is not adjusted after the shock, but is further deepened (Harris and Sollis, 2003) . This probably indicates that a change in domestic savings -for example, by reducing taxes on interest on deposits -causes a delayed reaction in investment. Countries may not be able to adapt immediately, so they begin to borrow intensively externally, rather than reduce the volume of investment. table 6 shows the results of the robustness analysis, with the basic model being upgraded with three additional variables: the openness of the country (represented as total trade to GDP), the annual growth rate of population, and the country size (represented as the logarithm of GDP). In all specifications the β coefficient, the coefficient of adjustment, and the short-run coefficients do not change their magnitude and statistical significance. Hence we conclude that the results of table 5 are quite robust to the addition of the three variables.
Notice that the three variables are added as endogenous in the model (5), as elaborated in Section 5.3. These variables are tested for unit roots, but to save space the results are available upon request. They suggest the existence of a unit root in the form in which they enter into the model. trade openness is statistically significant only in the panel of all transition countries, but if we look at the panels separately it loses statistical significance at any statistical level. This may indicate that the importance of the entire panel is distorted or baseless. Additionally, this variable has an unexpected negative sign. Thus, as in the Feldstein and Horioka study, we have no arguments to support the opinion that greater openness is important for the domestic savings-investment relationship. For the other two variables we can see limited significance, indicating that country size can have some impact on the saving-investment relationship (which is in line with our elaboration of the basic results). However the evaluated coefficients are very small, indicating an increase in investment to GDP ratio by about 0.07 percentage points when GDP grows by 1% in CEE and SEE. The population is significant only in SEE, indicating a growth of investment to GDP ratio by 7 percentage points when the population grows by 1%. This ratio is not surprising if one considers the 2.8% per year average population growth in the observed period.
CONCLUSION
In this paper we estimated the domestic savings-investment relationship for panels of transition countries using panel cointegration method. The results for the value of the β coefficient indicated that as we move towards the panel composed of larger and richer countries the value of the β coefficient increases.
If this ratio is taken as an indicator of capital mobility it means that larger and richer countries are characterized by lower capital mobility. This is another proof of the existence of the Feldstein-Horioka puzzle in the countries examined in this research. table 7 in the Appendix compares the results of this survey with those in some of the literature outlined in part 3. The comparison indicates that the this paper's resulting coefficient for CEE is in the magnitude of the OECD and Group of Seven industrialized countries, which indicates that in terms of the saving-investment relationship (i.e., the need for foreign savings) CEE countries are closer to the developed countries. The value of the β coefficient in CIS is in line with that for the groups of developing countries. The result for SEE is somewhere in the middle. We should emphasize that this comparison is only indicative because: i) the comparative papers relate to other time periods that were often before the period we examine in this paper, and ii) a fraction of the studies elaborated in part 2 found very low or insignificant values for the β coefficient, which is contrary to the assertion of Feldstein and Horioka and the findings of this paper.
Another important finding of this paper is the statistical significance of the coefficient of adjustment of the disequilibrium between domestic savings and investment. The coefficient in all cases is found to be positive, indicating that any imbalance between savings and investment is not corrected immediately, but at the first step is further deepened. Practically, this means that when savings in these countries decline for any reason, countries do not reduce the level of investment but resort to foreign savings. Source: Author's estimations.
APPENDIx
Note: *, **, *** signify that the null hypothesis is rejected at the 10%, 5%, and 1% levels. A constant is included for each country. D denotes a differentiated variable. Short-term coefficients are reported as the sum of the lags (where more than one exist), along with the Wald test for their joint significance. Source: Author's estimations.
Note: *, **, *** signify that the null hypothesis is rejected at the 10%, 5%, and 1% levels. A constant is included for each country. D denotes a differentiated variable. Short-term coefficients are reported as the sum of the lags (where more than one exists), along with the Wald test for their joint significance. 
