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In this work, an approximation of the asymptotics of the distribution for themaximum and
minimum of the degree sequence defined over a random graph is determined using a new
approach in terms of the Gumbel distribution for extremes.
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1. Introduction
Throughout this work, only undirected simple graphs without loops or multiple edges are considered. Unless otherwise
stated we follow [1] for terminology and definitions.
Let n be a positive integer and p such that 0 < p < 1. The random graph G(n, p) is a probability space over the set of
graphs on the vertex set V = {1, 2, . . . , n} determined by P [{i, j} ∈ E(G)] = p, where E(G) stands for the edge set of the
graph G. The book Random Graphs by Béla Bollobás [1] is the standard source for this field.
The set of vertices adjacent to a vertex x ∈ V is denoted by NG(v). The degree of a vertex x is |NG(x)| = degG(x). The
degree degG(x) as a function of G ∈ G(n, p) has binomial distribution with parameters n− 1 and p. Furthermore, if x, y ∈ V ,
x 6= y, then degG(x) and degG(y) are rather close to being independent random variables on G ∈ G(n, p). Therefore, if
di = degG(i), i = 1, 2, . . . , n, we can assume that d1, d2, . . . , dn are independent and identically distributed coming from a
parent population B(n−1, p)with cumulative distribution F(k) = P [di ≤ k] =∑kj=0 ( n−1j ) pjqn−1−j, with k = 0, . . . , n−1
and q = 1− p.
From the Central Limit Theorem it follows that, for n large enough, a binomial distribution B(n − 1, p) may be
approximated by a normal distribution N(np, npq). That is,
F(x) = P [di ≤ x] =
x∑
j=0
(
n− 1
j
)
pjqn−1−j ≈ Φ
(
x− np√
npq
)
, (1)
where Φ denotes the cumulative distribution of a standard normal, N(0, 1). Note that this approximation performs better
if p is neither too large nor too small.
Let us consider now the degree sequence (di)ni=1 arranged in ascending order:
d1:n ≤ d2:n ≤ · · · ≤ dn:n.
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Then dr:n is said to be the rth-order statistic degree. Note that dn:n = ∆ is the maximum degree of the selected graph and
d1:n = δ is its minimum degree, as usually denoted.
It is straightforward to obtain the distribution of the maximum and the minimum of the degree sequence (see [2]):
Fdn:n(x) = (F(x))n;
Fd1:n(x) = 1− (1− F(x))n.
(2)
If F(·) is a normal distribution, from Extreme Value Theory it can be shown that there exist normalizing constants
an, bn ∈ R, bn > 0, such that for every x ∈ R,
(F(an + bnx))n → e−e−x as n→∞. (3)
(See for instance [2,3].)
The function H(x) = e−e−x , x ∈ R, is the Gumbel distribution for maxima, which is known as the Gumbel distribution.
Normalizing constants an and bn can be chosen as follows:
an = F−1
(
1− 1
n
)
, bn = F−1
(
1− 1
ne
)
− an = 1nF ′(an) . (4)
where F ′(·) = dF(·)/dx.
Similarly, if F(·) is a normal distribution there exist constants sn, rn ∈ R, sn > 0, such that for every x ∈ R,
1− (1− F(rn + xsn))n → 1− e−ex as n→∞. (5)
The function G(x) = 1 − e−ex , x ∈ R, is the Gumbel distribution for minima, also called the reverse Gumbel distribution,
and the constants rn and sn can be chosen in the following way:
rn = F−1
(
1
n
)
, sn = rn − F−1
(
1
ne
)
. (6)
(For more details about this topic see [2,3].)
Assume that pn with 0 < pn < 1 depends on n and let qn = 1 − pn. In [1] it is shown that if npnqn/(log n)3 → ∞ as
n→∞, and y is a fixed real number, then the maximum degree∆ = dn:n of G ∈ G(n, p) satisfies
lim
n→∞ P [∆ < a
∗
n + b∗ny] = e−e
−y
,
where a∗n and b∗n are the following sequences:
a∗n = pnn+ (2pnqnn log n)1/2
(
1− log log n
4 log n
− log(2pi
1/2)
2 log n
)
;
b∗n =
(2npnqn log n)1/2
2 log n
.
(7)
In this work, starting from the Gumbel approximation for maxima, an alternative way of proving a result of this kind is
provided. More specifically, it is proved that if npnqn/ log n→∞ as n→∞, then
lim
n→∞ P [∆ < a
∗
n +
√
npnqn b∗ny] = e−e
−y
where a∗n, b∗n are the sequences given in (7).
2. Main results
Theorem 2.1. Assume that pn with 0 < pn < 1 depends on n and let qn = 1− pn. If npnqn/ log n→∞ as n→∞, and x is a
fixed real number, then
lim
n→∞ P [∆ < a
∗
n +
√
npnqn b∗nx] = e−e
−x
,
where a∗n and b∗n are the sequences given in (7).
Proof. Note that by (2) and (3), it follows that there exist an, bn ∈ R, bn > 0, such that for any fixed real number ywe have
lim
n→∞ P [∆ < an + bny] = limn→∞ F∆(an + bny) = limn→∞(F(an + bny))
n = e−e−y .
Moreover, from (4), the constant an is the solution to the equation
F(an) = 1− 1n ,
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and from (1), F(an) can be approximated by a normal distributionΦ(npn, npnqn); hence
1
n
= 1− Φ
(
an − npn√
npnqn
)
.
Let ϕ(·) stand for the standard normal density function. Since
1− Φ(z) ∼ Φ
′(z)
z
= ϕ(z)
z
as z →∞,
then an can be approximated by a solution to the equation
nϕ
(
an − npn√
npnqn
)
= an − npn√
npnqn
. (8)
Defining B = an−npn√npnqn , Eq. (8) becomes
nϕ(B) = B (9)
which has an immediate first approximate solution:
B = (2 log n)1/2. (10)
Using thatϕ(z) = (2pi)−1/2e−z2/2 for all z ∈ R, (9) gives n(2pi)−1/2e−B2/2 = B; thus taking neperian logarithms and isolating
Bwe obtain
B = (2 log n− log 2pi − 2 log B)1/2.
A Taylor expansion of length 2 about 2 log n leads to the solution
B = an − np√
npq
= (2 log n)1/2 − log 4pi + log log n
2(2 log n)1/2
on replacing Bwith (2 log n)1/2 according to (10). Hence an = a∗n .
On the other hand, from (4) it follows that
bn = 1nϕ(an) .
Let us consider the number
C =
(
2 log(n)+ 2 log(Bnpnqn(
√
2pi)−1/2)
)1/2
.
As nϕ(an) = nϕ(B√npnqn + npn), with a Taylor expansion of length 2 about C using that ϕ′(C) = −Cϕ(C)we get
nϕ(an) = nϕ(C)− nCϕ(C)(B√npnqn + npn − C)
= 1
Bnpnqn
− C
Bnpnqn
(
B
√
npnqn + npn
)+ C2
Bnpnqn
. (11)
By taking into account (10), B is changed to (2 log n)1/2. Thus when n→∞we obtain that
C2
Bnpnqn
= B
2 + 2 log(Bnpnqn)
Bnpnqn
≈ B
npnqn
;
and using the hypothesis npnqn/ log n→∞we get
C
Bnpnqn
(
B
√
npnqn + npn
) = C√
npnqn
+ C
qnB
→ 0.
Therefore, (11) yields to
nϕ(an) ≈ Bnpnqn ,
which implies
bn = 1nϕ(an) ≈
npnqn
B
= npnqn
(2 log n)1/2
.
Therefore, bn = b∗n√npnqn and this completes the proof. 
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The results for the minimum can easily be deduced from those for the maximum using the identity
min(d1, d2, . . . , dn) = −max(−d1,−d2, . . . ,−dn).
The following result is obtained as a corollary of Theorem 2.1.
Corollary 1. Assume that pn with 0 < pn < 1 depends on n and let qn = 1 − pn. If npnqn/ log n→∞ as n→∞, and x is a
fixed real number, then
lim
n→∞ P [δ < −a
∗
n − x
√
npnqn b∗n] = 1− e−e
x
,
where a∗n , and b∗n are the sequences given in (7).
Sketch of the Proof
Note that using expressions (5) and (6) and reasoning in a similar way to in Theorem 2.1, sequences rn and sn satisfying
limn→∞ P [δ < rn + snx] = 1− e−ex can be found.
Acknowledgements
The authors wish to thank the anonymous referees for their kind help and valuable suggestions which led to an
improvement in the presentation form.
This research was supported by the Ministerio de Educación y Ciencia, Spain, and the European Regional Development
Fund (ERDF) under projects MTM2005-08990-C02-02 and MTM2006-03040.
References
[1] B. Bollobás, Random Graphs, Academic Press, USA, 1985.
[2] E. Castillo, A.S. Hadi, N. Balakrishnan, J.M. Sarabia, Extreme Value and RelatedModels with Applications in Engineering and Science, Wiley, London, UK,
2004.
[3] R.D. Reiss, Approximate Distributions of Order Statistics with Applications to Nonparametric Statistics, Springer-Verlag, New York, 1989.
