First-order componentwise and normwise perturbation bounds for the SR decomposition are presented. The new normwise bounds are at least as good as previous known results. In particular, for the R factor, the normwise bound can be signi cantly tighter than the previous result.
INTRODUCTION
Let A 2 R 2n 2n
, and let P = e 1 ; e 3 ; : : :; e 2n?1 ; e 2 ; e 4 ; : : :; e 2n ] with e k denoting the k-th unit vector. Let and is called the symplectic matrix; R ij , i; j = 1; 2, are upper triangular, and diag(R 21 ) = 0. This is called the SR decomposition. In order to make the factorization unique, we require diag(R 11 ) = jdiag(R 22 )j; diag(R 12 ) = 0:
(2) The existence and uniqueness of the SR decomposition satisfying (2) can easily be shown by following the idea of Theorem 3.8 in 4] . In this paper when we refer to the SR decomposition we assume that R satis es (2) . The SR decomposition is a useful tool in the computation of some optimal control problems. For more details, see for example Bunse-Gerstner 4], Bunse-Gerstner and Mehrmann 5] , and Watkins and Elsner 10] .
Suppose A is small enough that all even leading principal submatrices of P(A + A) T J(A + A)P T are still nonsingular, so that A + A has a unique SR decomposition A + A = (S + S)(R + R): The goal of the sensitivity analysis for the SR factorization is to determine a bound on k Sk (or j Sj) and a bound on k Rk (or j Rj) in terms of k Ak (or j Aj).
The sensitivity analysis of the SR factorization has been considered by Bhatia 2] , who gave rst-order normwise perturbation bounds. In 2] it is assumed that diag(R 11 ) = diag(R 22 ) instead of the rst equality in (2) . 
The rest of this paper is organized as follows. In section 2 we rst derive expressions for _ S(0) and _ R(0) in the SR decomposition A + tG = S(t)R(t), then use these expressions to derive the rst-order componentwise and normwise perturbation bounds for R and S, respectively. In section 3 we give numerical examples and suggest practical condition estimates. Finally we brie y summarize our ndings in section 4.
MAIN RESULTS
2.1. Rate of change of S and R Here we derive, for later use, the basic results on how S and R change as A changes. (13) Now we want to use the special structure of R and _ R(0) to give an expression for J _ R(0)R ?1 in (13). In order to do this, we write
where all subblocks are n n matrices. Note that for jtj , PR(t)P T is a nonsingular upper triangular matrix with diagonal elements (R 11 (t)) ii and (R 22 (t)) ii , i = 1; : : :; n, thus (R 11 (t)) ii = j(R 22 (t)) ii j 6 = 0. It is easy to show that U ij , i; j = 1; 2 are all upper triangular, diag(U 12 ) = diag(U 21 ) = 0, and
Since for jtj and i = 1; : : :; n (R 11 (t)) ii = j(R 22 (t)) ii j = sgn(R 22 (t)) ii (R 22 (t)) ii ;
by Taylor expansion theory we have (7) follows from this and (8) .
Finally the Taylor expansions for S(t) and R(t) about t = 0 give (10) and (11). 
; D (2) ) diag(
1 ; : : :;
n ; 
Thus from the Taylor expansion (11) and A = G we obtain
Clearly R (A) can be regarded as a measure of the sensitivity of the R factor in the SR decomposition. Since a condition number as a function of matrix of a certain class has to be from a bound which is attainable to rst-order for any matrix in the given class, we use a quali ed term condition estimate when this criterion is not met. For general A the bound (24) (or the bound (27)) may not be attainable, i.e, for some A, we cannot nd G 6 = 0 such that the inequality in (24) becomes an equality. Therefore we say R (A) is a condition estimate for the R factor in the SR decomposition. Certainly we can use the so called matrix-vector equation approach developed by Chang 6] which is due to Bhatia 2] . We see the new rst-order bound (27) is at least as good as (28). Our analysis shows the sensitivity of R in the SR Now we derive a normwise bound. Multiplying S T J on both sides of (7) 
In order to bound this we need the following lemma which is similar to Lemma 2. 
Then from the Taylor expansion (10) and A = G we obtain
So S (A) is a condition estimate for the S factor in the SR decomposition. If we take D = I in (35), then D = 1, and we obtain the following bound:
which is due to Bhatia 2] . We see the new rst-order bound (36) is at least as good as (37). But so far we have not found an example to show that S (A) can be arbitrarily smaller than S (A; I).
Using kAk F kSk F kRk 2 we obtain from (37) the following weaker but simpler bound:
NUMERICAL EXPERIMENTS
In section 2 we derived new condition estimates for R and S. Our perturbation results are tighter than previous results. The optimization problems (25) and (34) 
= D (1) . 
= D (2) .
(1 n+i;j g (1) i?1 (1) i?1 otherwise i = 2; : : :; n, D
= D (1) .
= D (1) . For the same reason we may use the corresponding column-version of the above four methods with respect to S to scale the columns of S. 3.18e+06* 9.81e+11* 8.16e+09* 1.34e+17* * The optimization algorithm stops after 2800 iterations.
To illustrate our results and the scaling strategies above we present two sets of examples. The rst set of matrices are 2n 2n frank matrices (a ij = 2n ? j + 1, i j; a i;i?1 = 2n ? i + 1; a ij = 0, i > j + 1) and the second set of matrices are 2n 2n pascal matrices (a i1 = 1, a 1j = 1, a ij = a i?1;j + a i;j?1 ), n = 5; 6; 7. Both are from The Test Matrix Toolbox for Matlab (Version 3.0) by Higham 8] . The Matlab program for computing the SR decomposition was provided by Peter Benner. The numerical results for Bhatia's condition estimates ( R (A; I) and S (A; I)) and our new condition estimates ( R (A; D) and S (A; D)) with four di erent choices of D for R and S are presented in Table 1{3 . In order to see whether our choice of D is good or not, we used Matlab function fmins to compute the local minima of R (A; D) and S (A; D) with respect to D by using the D determined above as initial points. The termination tolerance for both the variable and function is 10 ?4 , and the maximum iteration numbers for n = 5; 6; 7 are 2000, 2400 and 2800, respectively. The computed minima (optii, i = 1; 2; 3; 4, corresponding to the di erent initial D obtained by our four di erent choices) are shown in Table 1{3 too.
From Table 1{3 we see for the R factor, Bhatia's condition estimate R (A; I) can be much larger than R (A; D) with D determined by any of the four choices. The latter is only slightly worse than the local minima computed by fmins. But for the S factor, Bhatia's condition estimate S (A; I) is almost the same as or slightly better than S (A; D) with D determined by the four choices. The computed local minima of S (A; D) are slightly better than S (A; I). For R, according to Table 1{3 and our other numerical tests we do not see which choice of D is superior to others. But
