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“All truly great thoughts are conceived by walking.”
Friedrich Nietzsche
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by Alicia Costalago Meruelo
Locomotion is vital for vertebrates and invertebrates to survive. However, the mechanisms for locomotion
are partially unknown. Central Pattern Generators and reflex systems have been shown to be the basis
of most movements performed by arthropods. Much has been investigated lately on Central Pattern
Generators, but little work has been done in reflex systems. Locomotion and motor output in feet (or
tarsus in arthropods) has also been disregarded in research. Despite that feet are responsible for stability
and agility in most animals, research on feet movements is scarce.
In this thesis the tarsal intersegmental reflex of the locust hind leg is investigated. The tarsal reflex
consists of a response in the tarsus when there is a change in the femoro-tibial joint. The main objective
of the thesis is to describe the system and to develop mathematical and experimental methods to study,
model and analyse it. Through a set of experiments is shown that as the knee joint is extended, the tarsus
is depressed, and as the knee joint flexes, the tarsus levates. The experiments demonstrated that there
is a purely neuronal link between the femoro-tibial joint position and the tibio-tarsal joint position.
Moreover, it also reveals the effect of neuromodulatory compounds, such as dopamine, serotonin or
octopamine. The tarsal reflex responses are fairly consistent across individuals, although significant
variability across animals was found.
To model a system where variability is an issue, a mathematical model with strong generalisation abilities
is used: Artificial Neural Networks (ANNs). To design the ANNs, a metaheuristic algorithm has been
implemented. The resulting ANNs are shown to be as accurate as other mathematical models used
in physiology when used in a well known reflex system, the FETi responses. This results showed that
ANNs are as good as Wiener methods in predicting responses and they outperform them in prediction
of Gaussian inputs. Furthermore, they are able to predict responses in different animals, independently
of the variability, with a more limited performance.
New experimental methods are also designed to obtain accurate recordings of tarsal movements in
response to knee joint changes. These experimental methods facilitate the data acquisition and its
accuracy, reducing measurement errors. Using the mathematical methods validated, these responses are
modelled and studied, showing responses to Gaussian and sinusoidal inputs, variability across individuals
and effects of neuromodulators.
With the tarsal reflex described and modelled, it can be used as a tool for further research in disciplines
such as medicine, in the diagnose and treatment of neuromuscular dysfunction or design of prosthesis and
orthoses. This model can also be implemented in robotics to aid in stability when walking on irregular
terrain.
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Chapter 1
Introduction
1.1 Motivation
The impairment of motor function in disease and ageing is an issue that costs the NHS
approximately 6 billions each year (Hanson et al., 2006). Individuals with neuromus-
cular disorders, such as proprioceptive deficits, show degradation in movement (Goble
et al., 2009), where they are unable to sense the static or dynamic position of a joint,
or limb segment (Gandevia et al., 2002). Together with patients which have suffer an
amputation, need an improved understanding of neuromuscular control in healthy in-
dividuals to design a better and optimised treatment, like rehabilitation, or the use of
prostheses and orthoses (Jiping et al., 2001). Patients using passive prostheses require
up to 20% more of oxygen (Torburn et al., 1995) and their walking speed is significantly
reduced (Molen, 1973). The lack of a source of energy in passive orthoses is commonly
associated to gait deficiencies (Jime´nez-Fabia´n and Verlinden, 2012), however the func-
tionality of prostheses can be improved by using powered or active prosthesis which
emulates healthy joints (Shultz et al., 2015).
Ageing also affects the performance of motor tasks (Horak et al., 1989), including the
effects of reflexes in stability and walking (Obata et al., 2010; Stelmach et al., 1989).
While degeneration in the nervous and musculoskeletal systems is evident, the precise
mechanisms that contribute to these effects are still poorly understood (Obata et al.,
2010; Stelmach et al., 1989).
A greater understanding of the neuromuscular control of limb movements is therefore
a key aim in neuroscience and clinical medicine. Studies of neuromuscular control are
important to understand how the nervous system generates and controls movements in
any situation (Webb et al., 2004). Furthermore, features of neuromuscular control can be
exploited to improve the design of engineering control systems. The implementation of
1
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bio-inspired designs based on neuromuscular control has made important contributions
in robotic engineering and autonomous systems (Delcomyn, 2004), such as an improved
gait and stability during walking in robotics (Du¨rr et al., 2004; Ijspeert, 2008; Lewinger
et al., 2011; Webb, 2002).
Insects represent ideal models for studies of neuromuscular control because they have
a simple nervous system compared to vertebrates. The neurons involved in movement
control in insects are fewer and many of them can be directly related to behaviour (Bur-
rows, 1996). Although activity in insects and vertebrates may seem very different, their
leg design and neural control of movement are very similar (Pearson, 1995; Ritzmann
et al., 2004b). Many of the motor neurons that innervate muscles in invertebrates have
been identified and there are fewer connections and motor neurons per muscle (Pear-
son, 1993), which makes the characterization of neuromuscular properties easier than in
vertebrates. In addition, the small size of the insect nervous systems, compared to that
of mammals, has led to highly efficient control systems considering that both display
similar movements in locomotion (Webb et al., 2004). Another reason to study arthro-
pods rather than vertebrates is in the ethics of the experiments. It is unknown whether
insects experience pain, however observations of behaviour suggests that they do not
experience pain in a way comparable to vertebrates (Burrows, 1996).
Arthropods, including insects, spiders, lobsters or centipedes, are the most successful
class in the animal kingdom (Ritzmann et al., 2004b). One of the reasons for this is
their adaptability to move over any type of terrain (Ritzmann and Bu¨schges, 2007).
Such adaptability is currently needed in the autonomous system control of walking
robots, where irregular terrains and obstacle negotiation are still limited (Chen et al.,
2011).
To fully understand neuromuscular control all parts involved should be known and de-
scribed. However, this is a herculean task. The mechanics of every single movement have
not yet been investigated, and there are still many gaps in neural control research. This
thesis will address one aspect, a relatively simple reflex response. Reflex systems are
powerful tools to study neuromuscular control and to give insights into the complexity
of the nervous system.
1.2 The tarsal intersegmental reflex
The motor control studied in this thesis relates a reflex system observed in the tarsus
of the locust hind leg. This system has been briefly described by Burrows and Horridge
(1974) and consists of a movement of the tarsus around the tibio-tarsal joint in response
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to changes in the femoro-tibial joint, therefore an intersegmental reflex. The tarsal
position changes appropriately in relation to the femoro-tibial joint so that it maintains a
constant position relative to the abdomen (Burrows and Horridge, 1974). The movement
is neurally mediated (Burrows and Horridge, 1974) and it seems to be elicited by the
Femoral-Chordotonal Organ (FeCO) of the hind leg (Field and Burrows, 1982), where
the response travels to the sensory neurons, interneurons, the tarsal motor neurons and
to the tarsal muscles (Fig. 1.1). The connection between the FeCO sensory neurons and
the tarsal motor neurons is not direct (Field and Burrows, 1982). The reflex response
is thought to increase stability and modify posture accordingly (Burrows, 1996; Clarac
et al., 1978).
The same and similar reflexes have been observed in other insects, such as the New
Zealand Weta (Field and Rind, 1981), in stick insects (Bu¨schges and Gruhn, 2007;
Cruse et al., 1992) and in crustaceans (Clarac et al., 1978). The function of the reflex
in these other arthropods is also related to stability and posture control. In other
arthropods, and even some mammals, similar reflexes have also been catalogued in the
limbs (Halbertsma, 1983; Pearson, 1993). Relationship between different limb segments
also occur in stick insects, cockroaches or even cats, both between adjacent joints and
in intersegmental joints.
1.3 Objectives
The tarsal intersegmental reflex can be considered as a bioengineering system. The en-
gineering paradigm states that there are four steps to study a system: measure, model,
manipulate and make. The first three of the four steps are the goal of this thesis. This
includes designing a methodology to measure accurately the responses of the interseg-
mental reflex, designing and validating a mathematical model able to represent and
predict the responses, and, finally, using the model manipulate the system to observe
its behaviour and how the model performs in that situation.
The specific aims to achieve these objectives are described as:
1. To study and describe to an extent the anatomy and behaviour of the system. This
includes the description of the system and its responses, the analysis of the noise
and variability of the individuals and the effects of manipulations of the system
such as the effect of neuromodulation in the nervous system.
2. To choose and validate a mathematical model able to accurately describe a biolog-
ical system. Artificial Neural Networks will be introduced and studied in relation
to biological systems.
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Figure 1.1: Locust hind leg nervous system anatomy. The figure includes the chor-
dotonal organs of the leg, the apodeme, the nerves innervating the leg muscles and the
muscles that control the tibia, tarsus and unguis by pulling or pushing the tendons.
The muscles that control the unguis are distributed over the leg. The figure is not to
scale, the length of the segments are not proportional to the actual size of the locust
hind leg. The figure is based on drawings from Mu¨cke (1991) and Burrows (1996).
3. To develop a new method to measure the reflex responses and to use the validated
mathematical model to simulate and analyse them. Such a method should be
faster than video recordings and has to be reliable and accurate.
4. To study the effects of manipulation of the system by means of neuromodula-
tors, using the methodology developed to record the responses and the modelling
techniques already validated.
1.4 Thesis structure
The thesis is divided into seven chapters. Chapter 1 defines the problem studied and is
a brief introduction and outline of the thesis. It describes the specific objectives of the
thesis, its structure and the original contributions made by the author. Chapter 2 con-
tains the literature review of locomotion, reflex systems, neuromodulators, mathematical
models along with possible applications of such systems and models.
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Chapter 3 includes basic experimental data and analysis of the system to provide de-
scriptions of the physiology and anatomy of the system. This chapter also includes a
brief description of the noise and variability in the system and the effects of neuromod-
ulators in reflexes. Once the system is known, it is necessary to chose a model able to
predict its responses.
Chapter 4 develops a novel method using Artificial Neural Networks for physiological
modelling and validates the models using an identified motor neuron in a well studied
reflex system in the locust hind leg. This chapter compares the developed Artificial
Neural Network model with previous mathematical models of the same system.
Chapter 5 introduces a new experimental method to record the movement at the locust
hind leg tarsus. It uses the mathematical model validated in Chapter 4 to analyse and
study the responses of the system.
Chapter 6 uses the methodology designed in Chapter 5 and the mathematical models
validated in Chapter 4 to study changes system by analysing the effects of neuromod-
ulators in motor control.
Chapter 7 includes a general discussion of the possible interpretations and applications
and provides a conclusion of the thesis.
1.5 Original contributions
The original contributions made by the author presented in this thesis are grouped in
three categories: i) development of experimental methods, ii) development of mathemat-
ical methods and iii) detailed description of the reflex motor control system. Although
this work has focused on a specific intersegmental reflex in the locust hind leg, the meth-
ods and descriptions provided in the thesis can potentially be applied to other biological
or engineering systems.
1.5.1 Development of experimental methods
The work carried out has studied and improved the experimental techniques used to
measure reflex responses in insect legs. Specifically:
1. The advantages and limitations of video recordings to measure movement. This
includes their advantage to show reflex responses and possible changes in them
during experiments and their limitation in their lack of accuracy and in time
consuming analysis if a large amount of measurements are required.
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2. The use of laser displacement sensors to record movement accurately and repeat-
edly in response to a sensory stimulus, in this case to the femoro-tibial chordotonal
organ.
1.5.2 Development of mathematical methods
The mathematical methods used, although widely applied to many engineering systems,
have been tailored and applied to a motor control system. In particular, the contribu-
tions are:
1. The design of new metaheuristic methods to develop the architecture of Artificial
Neural Networks optimised for a specific system.
2. The application and validation of Artificial Neural Networks in an already well
described system to show their potential in non-linear biological systems. The
challenge of such an application lies in the high levels of noise and variability
encountered in biological systems.
1.5.3 Detailed description of the motor control system
Using the methodology described, key features of the reflex responses have been discov-
ered and described. The more important ones being:
1. The quantified response of the tarsal intersegmental reflex, including confirmation
of its purely neuronal source.
2. The levels of noise and variability within the system, which have been studied
using different methods to understand the differences between individuals.
3. The effect of neuromodulators in an intersegmental reflex, which has never been
described until now.
Chapter 2
Review of the literature
2.1 Introduction
The aim of this thesis is to understand how the nervous system generates an effective
reflex response at the locust hind leg using engineering methods. To achieve this, it is
necessary to understand what reflexes are and how are they utilised in motor control
and locomotion, how they are modulated within the nervous system, what the current
modelling techniques in biological systems are, and finally, what the possible applications
of these movement and physiological models are in engineering systems. This chapter
offers a brief review in each of this areas as background for the next chapters.
2.2 Locomotion
2.2.1 Control of locomotion
Locomotion is vital for any animal to avoid predators, to look for food, to mate and
to move efficiently in complex environments. One of the key challenges in the study of
locomotion is to determine how each individual component of the system works and how
all of them function collectively as a whole.
The control of locomotion has been analysed at many levels, with central commands
and reflex interactions being its general principles (Grillner, 1981). Central commands
produce rhythmic patterns of neural activity in specific neural networks, called Central
Pattern Generators (CPG) (Pearson, 1993). In walking, for example, CPGs generate
the rhythmic movements of the limbs and coordinate the swing and stance of each of
the legs to produce a walking pattern.
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Walking is based on coordinated movements of each of the legs and each of the segments
within the leg. In insects, for example, there are six legs, each made up of five different
segments. Each of the legs is controlled by an individual CPG that coordinates the
different leg segments, which in turn is controlled by a general CPG that coordinates all
the legs (Bu¨schges, 2005).
Each of the leg segments is also coordinated with other segments and with other legs.
There are CPGs for each leg joint (Bu¨schges et al., 1995), whose outputs are modified
by feedback from sensory structures that detect force, strain and movement (Ritzmann
and Bu¨schges, 2007).
Over the past two decades, there have been numerous examples that show that locomo-
tion does not only depend on CPGs, but also on feedback signals. The feedback from
both neuronal and mechanical pathways is integrated with information from the eyes,
ears, nose and other sensory organs to move the animal towards a target or stabilise it
during a perturbation (Dickinson et al., 2000).
One of the most investigated feedback systems in motor control are the reflexes. Reflexes
are produced by sensory organs, such as chordotonal organs, producing signals that lead
to resistance or assistance reflexes (Burrows, 1996). These reflexes adjust the posture or
pattern of locomotion (Burrows et al., 1988) by influencing the magnitude and timing
of the motor activity (Bu¨schges, 2005).
2.2.2 Reflex control
The term reflex was first defined by Procha´ska (1784) as a behaviour in response to a
stimulus. By contrast with a voluntary movement, the reflex movement is not “con-
trolled” by the animal, and thus the movements of each leg maybe autonomous.
Although there is a considerable debate about the definitions of reflex and voluntary
movements (see the discussion paper by Prochazka et al. (2000)), the definitions that
are used in this thesis are those proposed by Franc¸ois Clarac (Prochazka et al., 2000).
He defined reflexes as fast reactions to the environment and they are viewed as elements
of feedback control on locomotion.
Reflexes are found in every animal, from humans (Dietz et al., 1979; Meinck et al., 1981)
to cats (Halbertsma, 1983), to insects (Burrows et al., 1988; Bu¨schges et al., 1994; Field
and Rind, 1981; Pearson and Iles, 1973), and crustaceans (Clarac et al., 1978; Faulkes and
Paul, 1998; Sillar et al., 1987). Reflexes have been shown to have important regulatory
functions during human locomotion (Zehr and Stein, 1999), altering and stabilising
limb trajectory to avoid stumbling and falling. Reflexes performed similar functions in
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arthropods, such as adapting posture and movement to changes in the environment or
reinforcing or resisting limb movement (Pearson, 1993).
Reflexes are evoked by exteroceptors and proprioceptors, i.e. sensory receptors either
on the surface of the body or internal, respectively (Burrows, 1996). There are huge
numbers of sensory receptors on the leg, therefore, in this thesis, we will only focus on
the reflexes evoked by a specific type of proprioceptors: chordotonal organs.
Chordotonal organs are proprioceptors found at nearly every joint, between joints and
within limb and body segments of all arthropods (Field and Matheson, 1998). They
are mechanoreceptors, specialised to sense mechanical forces, such as pressure or torsion
(Purves, 2004).
The chordotonal organs found in the legs of insects and crustaceans are involved in the
motor control of walking (Field and Matheson, 1998; Sillar et al., 1987). The sensory
neurons of chordotonal organs synapse with either motor neurons or interneurons, which
in turn synapse with the motor neurons that control the leg.
In locusts, grasshoppers and stick insects, a chordotonal organ in the hind leg has been
shown to provide information to the central nervous system on the position, velocity and
direction of movement of the tibia (Ba¨ssler, 1977; Burrows et al., 1988). This information
is used to modify the motor control pattern and stabilise the posture of the animal so
the position of the leg is constant (Ba¨ssler, 1993). In crustaceans, a similar chordotonal
organ in the coxo-basal joint was also shown to be of particular importance in postural
control (Clarac et al., 1978).
The locust hind leg Femoral Chordotonal Organ (FeCO) monitors the femoro-tibial joint
dynamics (Field and Burrows, 1982; Usherwood et al., 1968). The FeCO is situated at
the distal dorsal region of the femur (Usherwood et al., 1968). The organ is connected
to the tibia by two structures: the flexor strand and the FeCO apodeme (Shelton et al.,
1992). Both strands are responsible for transmitting the information from the joint to
stretch sensitive sensory neurons in the organ. The flexor strand is a single elastic strand,
whilst the apodeme is formed by two ligaments: dorsal and ventral (Shelton et al., 1992).
The dorsal ligament produces a loop when the leg is extended (Fig. 2.1). The flexor
strand, unlike the FeCO apodeme, has its single sensory neuron in the metathoracic
ganglion (Burrows, 1996).
During extension and flexion of the tibia both ligaments move differentially. The re-
sponses of the sensory neurons depend partly on the mechanical properties of these two
ligaments and how the dendrites of the sensory neurons are stretched or relaxed (Shelton
et al., 1992). The signal evoked by sensory neurons in the FeCO is transmitted to local
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Figure 2.1: FeCO and apodeme of the locust hind leg. a) Diagram of the FeCO in
the locust hind leg taken from Shelton et al. (1992), including both the apodeme and
the flexor strand. The dorsal and ventral ligaments of the apodeme are joined by a
series of fibres, which act as a fractionation. The apodeme and flexor strand are linked
to the tibia to sense its movement. b) Photograph of the FeCO apodeme showing the
lop structure, at an approximate femoro-tibial joint angle of 60◦. c) Photograph of the
apodeme stretched, where the femoro-tibial joint angle is approximately 20◦. d) Detail
of the FeCO apodeme loop structure, where the joining ligaments and the ventral and
dorsal ligaments can be seen. All photographs of the FeCO apodeme were taken with a
Nikon Eclipse TE300 inverted microscope with a JVC TK-C1380 colour video camera
circuits in the metathoracic ganglion and to motor neurons. The patterns of neural
connections generates the reflex responses in the motor neurons.
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Such signalling is vital to the correct functioning of the leg in locomotion. For example,
in the stick insect, when the apodeme of the FeCO is moved from its normal position to
a position where the flexor strand inserts then the FeCO signalling is reversed (Graham
and Ba¨ssler, 1981). The legs behaviour changes, presenting a “salute” position in that
leg (femur elevated, tibia extended and tarsus lifted).
Two types of reflexes are evoked by the FeCO: assistance reflexes and resistance reflexes.
An assistance reflex assists voluntary movements, reinforcing the ongoing movement of
the leg. A resistance reflex occurs when an imposed movement is resisted by a response
that opposes the disturbance (Burrows, 1996). For example, an extension of the femoro-
tibial joint excites the flexor-motor neurons and inhibits the extensor motor neurons so
that the position of the joint is stabilised and posture is maintained (Field and Burrows,
1982).
The evoked response can also include responses in adjacent joints, such as extension of
the femoro-tibial joint is accompanied by depression of the tarsus and by an increase
in activity in the trochanteral motor neurons (Burrows and Horridge, 1974; Field and
Rind, 1981). These are known as inter-segmental reflexes.
2.2.3 Intersegmental reflex control systems in arthropods
A reflex can be evoked within the same leg segment (intrasegmental reflex), in another
segment of the same limb (intersegmental reflex) or even in another limb (inter-limb
reflex). The reflex studied in this thesis is an intersegmental reflex between the knee
joint and the tarsus, or feet, of the locust hind leg.
Considerable interest has focussed on intrasegmental reflexes, but intersegmental re-
flexes have been less investigated. The pathways of intersegmental reflexes and their
connections to CPGs are still not fully understood (Ludwar et al., 2005).
Some of the first work in intersegmental reflexes was done in the locust hind leg. Hoyle
and Burrows (1973a,b) described a response in tarsal motor neurons in response to
passive extension of the tibia. The same response was observed when the hairs and
spurs of the tibia where stimulated (Burrows, 1987).
The tarsal reflex was investigated in more detail by Burrows and Horridge (1974). They
found that the reflex was linked to the tibio-tarsal joint and depended on sense organs
monitoring the femoro-tibial joint (i.e. FeCO). As the tibia extends, the tarsus is de-
pressed and vice versa. They described the reflex as neuronal, since it disappeared when
the main leg nerve was cut. Field and Burrows (1982) added that such reflex was not
mediated by a direct connection between the FeCO sensory neurons and the tarsal motor
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neurons. A similar reflex was studied in another insect, the New Zealand Weta (Field
and Rind, 1981) and in this insect, they also described another reflex elicited by the
FeCO in the coxa-trochanter joint.
Reflexes in the trochanteral motor neurons elicited by FeCO have also been described
before in stick insects (Bucher et al., 2003; Hess and Bu¨schges, 1997, 1999). The opposite
reflex, effects from the coxa-trochanter joint in the femoro-tibial joint, are very weak
and almost non-existent (Akay et al., 2001). There seems to be no neural link between
the FeCO in the tarsal position in the stick insect (Radnikow and Ba¨ssler, 1991). In
cockroaches, the FeCO also regulates intersegmental reflexes, although it has been less
studied than in locusts or stick insects (Mu and Ritzmann, 2008).
The intersegmental reflex evoked by chordotonal organs has also been observed in crus-
taceans. In particular, the coxo-basal chordotonal organ of lobsters has been shown to
evoke responses in every joint within the same leg (Bush et al., 1978; Clarac et al., 1978).
A similar reflex has been observed in crayfish (El Manira et al., 1991), elicited as well
by the coxo-basal chordotonal organ. As it happened with lobsters, the intersegmental
reflex was weaker than the intrasegmental reflex.
2.3 Effects and roles of neuromodulators in nervous sys-
tems
The motor output in reflexes is produced by direct and indirect neural connections
between the sensory neurons in the chordotonal organ and the motor neurons that
control the leg’s muscles. The sensory information travels between the neurons through
classical synaptic transmission.
In a chemical synapse, the communication takes place via chemicals known as neuro-
transmitters. In a chemical synapse, neurons are separated by a gap called synaptic cleft,
where the neurotransmitter is released by the pre-synaptic neuron in order to communi-
cate with the post-synaptic neuron (Fig. 2.2). The signal sent via the neurotransmitters
can be classified into excitatory, increasing the probability that the post-synaptic neuron
produce an action potential or spike, or inhibitory, decreasing that probability. How-
ever, there is another factor influencing their response, due to other chemicals called
neuromodulators.
Neuromodulators are chemicals that alter the synaptic responses of one or more neurons.
They are released like neurotransmitters, however, they diffuse to a larger area in the
nervous system, rather than just the post-synaptic neuron. They can affect multiple
neurons and can reshape neural circuits causing that circuit to be multifunctional (Katz
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Figure 2.2: Depiction of a simplified chemical synapse between two neurons showing
the release of neurotransmitters in the synaptic cleft and the neuromodulators released
by a third neuron changing the communication between the first two neurons.
and Frost, 1996). Neuromodulation is usually mediated by intermediary chemicals,
called second messengers. It is characterized for being long-lasting and for generating
secondary effects in a circuit. In addition, the excitatory post-synaptic potential is
usually slow and weak in contrast to the fast and strong classical post-synaptic response
(Delcomyn, 1998).
Furthermore, neuromodulation accounts for one of the most interesting phenomena in
the nervous system: behavioural plasticity and learning (Delcomyn, 1998). By changing
the way neurons respond to an input they receive, neuromodulation allows them to
adapt to changing circumstances over time, a key characteristic of learning (Delcomyn,
1998). However, we cannot hope to fully understand its significance without exploring
the possibility of multiple interacting effects (Birmingham and Tauck, 2003). Different
neuromodulators can act on different neurons and have different effects on the circuits.
In addition, their interactions within the same neuron can result in complex and non
linear behaviour. Just because a compound A enhances the response of a neuron and
compound B diminishes it, does not mean that the combination of A and B will be
neutral. Neuromodulation appears to be a powerful way to alter the computational
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complexity of a neural network without increasing the physical complexity of the network
itself (Fellous and Linster, 1998).
In locomotion, neuromodulators refine the basic motor pattern that is generated in
Control Pattern Generators by fast synaptic mechanisms (Grillner and Jessell, 2009).
They are said to be essential for normal network function (Jordan and Slawinska, 2011).
Neuromodulatory neurons have been shown to be necessary in activating network func-
tionality (Katz, 1995). In rodents, genetic knock-outs of a specific neuromodulator
receptor disrupts inter- and intra-limb coordination (Liu et al., 2009). In insects the
role of neuromodulators in descending control of locomotion is unknown (Borgmann
and Bu¨schges, 2015), although it is known they have an effect in inter- and intra-limb
coordination (Fuchs et al., 2011).
Mathematical models of neuromodulation can provide a deeper understanding of its
role in behaviour. Invertebrate neural circuits are relatively simple and with identifi-
able cells, which makes them ideally suited for this type of investigation (Birmingham
and Tauck, 2003). Simple computational models of nervous systems have shown that
complex computations can emerge from the interaction of relatively simple circuits of
neurons. However, they often fail to capture important aspects of neural processing such
as neuromodulation (Fellous and Linster, 1998).
Mathematical models of neuromodulation processes are scarce. They have been used
in behaviour to study the role of octopamine and nitric oxide on the decision to fight
in crickets (Kawabata et al., 2012). Models of locomotion including the effect of neu-
romodulators are starting to appear in the literature (Eckhoff et al., 2009; Fuchs et al.,
2011), however they are still scarce.
One of the most important group of neuromodulators and neurotransmitters are biogenic
amines (Delcomyn, 1998), an organic compound derived from ammonia. Dopamine,
serotonin or octopamine are some of the most common known biogenic amines that act
as neuromodulators in insects (Homberg, 2002). The effect of amines in certain insects
are already well known. In the case of locusts, amines such as dopamine, serotonin and
octopamine are responsible for mediating the phase change from solitary to gregarious
and vice versa (Alessi et al., 2014; Anstey et al., 2009). Amines also modulate spon-
taneous activity in reflex motor responses (Gill and Skorupski, 1996; Skorupski, 1996),
increasing the variability of the responses across individuals.
In the next subsections, a brief review of these three biogenic amines and how they
modulate behaviour and motor control are presented.
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2.3.1 Dopamine
Dopamine is a biogenic amine that can act as a neuromodulator, neurotransmitter and
hormone in the nervous system. Dopamine plays different functions in the human ner-
vous system and it is associated with different disorders such as attention-deficit hyper-
activity disorder, addiction and Parkinson’s disease (Baik et al., 1995; Beninger, 1983;
Viggiano et al., 2003; Wise, 2004). The numerous roles of dopamine and the complexity
of the human nervous system add to the challenge of identifying a specific role for it in
movement disorders (Omura et al., 2012).
Dopamine is likely to be a key modulator of the locust nervous system, playing a crucial
role in behaviour and phase change (Alessi, 2012). It is closely related to the regulation
of activity in insects (Kume et al., 2005), making it essential in the control of loco-
motion. Dopamine injection in locusts is sufficient to induce solitarious-like behaviour
in gregarious locusts while its antagonist, fluphenazine, causes gregarious behaviour in
solitary locusts (Alessi, 2012). The effect of dopamine in the locusts nervous system
includes a reduced synaptic efficacy of the FETi motor neuron in the locust hind leg
(Alessi, 2012).
Dopamine modulates synaptic transmission in synapses of the flight system of locusts
(Leitch et al., 2003), along with serotonin and octopamine. An increase in dopamine lev-
els reduces the synaptic activity of flight motor neurons, which is consistent with reduced
flying in solitarious locusts. However, dopamine can induce flight in a locust without
being blocked by its antagonist (Buhl et al., 2008). In the case of the moth Manduca
sexta, dopamine, serotonin and octopamine also affect the production of motor patterns
during flying (Claassen and Kammer, 1986). In this case, dopamine elicits flight motor
patterns independently of sensory input, however serotonin suppresses them.
In the nematode Caenorhabditis elegans dopamine can control and reconfigure patterns
of locomotory behaviour (Chase et al., 2004; Omura et al., 2012). Similarly, dopamine
in the fly Drosophila regulates whether there is a high or a low locomotor activity. Its
effects also includes sleep cycles, sensitivity to mechanical stimuli and arousal (Kume
et al., 2005; Tunnicliff et al., 1969).
2.3.2 Serotonin
Serotonin is also a neurotransmitter and neuromodulator of the nervous system. It plays
numerous roles in both vertebrates and invertebrates, being known in humans as the
chemical related to happiness and depression (Maes and Meltzer, 1995).
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Its effects in insects are simpler than in humans and are related to food and aggres-
siveness. It controls salivary glands in insects (Ali, 1997) and modulates mandibular
muscle contraction (Baines et al., 1990). It is also involved in aggression and dominant
behaviour in crustaceans, lizards and crickets (Larson and Summers, 2001; Roeder, 2005;
Yano et al., 2012).
In locusts, serotonin modulates both the fast extensor (FETi) and the flexor tibiae
motor neurons, increasing the spike width of FETi (Parker, 1995). It also potentiates
the synaptic transmission between them, which affects the motor output and, therefore,
locomotion of locusts.
In crustaceans, serotonin acts as a modulator at neuromuscular junctions, thus the mus-
cle can respond with variable movements to the identical motor neuron input (Kravitz,
1988). High concentrations of serotonin abolish spontaneous activity in motor neurons
in a crayfish reflex response, in addition to modulating the motor neuron responses to
stimulation of joint proprioceptors (Gill and Skorupski, 1996). Serotonin release is also
correlated with sensory neuron plasticity in Aplysia to modulate the defensive reflex
induced by using tail shock (Marinesco and Carew, 2002).
Antagonist effects of serotonin and octopamine have been reported in several invertebrate
systems. They have opposite effects on a visually evoked reflex in the honeybee (Erber
and Kloppenburg, 1995). In the lobster, serotonin produces flexion of the limbs and
abdomen and octopamine produce extension (Livingstone et al., 1980).
2.3.3 Octopamine
Octopamine is especially important in invertebrate nervous systems (Delcomyn, 1998)
and it is not present in vertebrates (Homberg, 2002). It is thought to be the invertebrate
analogue of noradrenaline (Axelrod and Saavedra, 1977; Evans, 1980), which is related to
concentration, attention and arousal. Furthermore, in insects octopamine is well known
to mediate changes in muscle contraction kinetics (Evans and O’Shea, 1977).
Octopamine can elicit different behaviours in insects, such as flight, running or swim-
ming, depending on which part of the nervous system it acts upon (Roeder, 2005). In
the male moths, octopamine enhances the sensitivity of pheromone detection (Pophof,
2002) and improves orientation towards pheromones in a wind tunnel (Linn and Roelofs,
1986). It is also involved in the division of labour in a honey bee colony (Schulz and
Robinson, 1999) and in aggressive behaviour in crickets (Adamo et al., 1995).
In the locust, octopamine levels are increased at the start of flight (Goosey and Candy,
1980) and in response to food deprivation and stress (Davenport and Evans, 1984a,b).
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It can activate flight and tibial motor neurons (Ramirez and Pearson, 1991; Sombati
and Hoyle, 1984) and is related to the circuits controlling walking (Parker, 1996). Oc-
topamine also controls neural activation during flight to adjust the metabolic processes
to the required motor program (Duch and Pflger, 1999).
In the locust, octopamine modulates the responses of sensory neurons in the FeCO. It
affects the position component of the FeCO response but not the movement component
(Matheson, 1997). It is suggested that octopamine might strengthen the reflex responses
generated by some sensory neurons but it also indirectly increases inhibition of motor
neurons due to other sensory neurons (Birmingham and Tauck, 2003). Therefore, it
increases the excitability and the inhibition of FeCO neurons, and the global effect in
motor neurons is unclear.
Octopamine also modulates spontaneous activity and the response of another neuron in
the crayfish reflex responses. It abolishes assistance reflexes and facilitates resistance
reflexes (Skorupski, 1996).
2.4 Noise, variability and individual differences in biolog-
ical systems
Noise and variability is a challenging issue when researching nervous systems (Sarkar
et al., 2012). For years it has been assumed that the variability observed between prepa-
rations or animals is “experimental noise” rather than an essential characteristic of the
nervous system (Prinz et al., 2004). There are multiple sources of noise and variability in
biological data, from distortions in the recordings and transfer of information to inherent
properties of the systems such as initial state of the neural circuitry or unpredictable
stimulation of a sensory system (Faisal et al., 2008).
One of the inherent sources of noise is the cellular noise, where the same neuron driven
with identical stimuli over repeated trials would result in different responses (Stein et al.,
2005). This is known as trial-to-trial variability. Trial-to-trial variability plays a critical
role in information transmission and redundancy between neurons (Scaglione et al.,
2011), although the relation between the variability and the information conveyed by
the neuron remains unclear (Averbeck, 2009; Stein et al., 2006). At the first stages of
sensory processing the trial-to-trial variability is low and can be almost deterministic,
with neurons responding with the same number of spikes to different repetitions of the
same stimulus (Kara et al., 2000). At later stages the variability increases (Vogel et al.,
2005). When it reaches locomotion, at least half of motor variability is likely sourced in
the neural activity of motor preparation (Churchland et al., 2006).
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In addition to trial-to-trial variability, there are other types of variability. Individual
differences are variations found within the same system in response to the same stimulus
but in different individuals (Faisal et al., 2008). This degree of variability has been
attributed conventionally to experimental artifacts (Golowasch et al., 1999), but it has
recently been shown that it is an ubiquitous biological property (Edelman and Gally,
2001; Faisal et al., 2008). Individual differences may be related to an underlying process
of plasticity (Golowasch et al., 1999), biological compensation to maintain stable circuit
function under many conditions (Grashow et al., 2010), cellular noise or measurement
noise. Hence, when studying variability across individuals, it is essential to establish that
one is not simply observing variability caused by measurement error (Goaillard et al.,
2009). Nonetheless, in many cases, it is difficult to estimate the extent to which the
measurement error component contributes to apparent variability (Marder and Taylor,
2011).
There have been a few studies investigating variability in the nervous system. For
instance, in identified neurons, there have been cases were potassium densities have
varied up to fourfold (Goldman et al., 2001) or even fivefold (Golowasch et al., 1999)
despite their similarities in function. Neurons tune themselves to maintain levels of
excitations by modulating ion channels and synaptic strengths (Grashow et al., 2010).
It has also been suggested that individual variability in information processing by an
identified neuron is regulated genetically (Kfir et al., 2012).
Data is usually presented by most investigators in neuroscience as means and standard
errors to describe the “typical” behaviour of the system being studied, which hides the
variability across animals (Marder and Taylor, 2011). Furthermore, the mean may not
be the typical behaviour and the model fails, not as a result of measurement error, but
because the distribution of data points is poorly characterized by its mean and variance
(Golowasch et al., 2002).
Modelling is an extremely useful tool when handling large amounts of data from com-
plex, non-linear systems (Nowotny et al., 2007). Mathematical models can help to
overcome the difficulties of limited sample size and unknown differences between in-
dividuals (Sarkar et al., 2012). Mathematical models have been used to study how
different neural circuits, which are produced using a genetic algorithm, can give rise to
the same motion (Beer et al., 1999). They have been used to study variability in single
neurons, where multiple parameter combinations have been shown to produce virtually
identical patterns in cells (Achard and De Schutter, 2006; Prinz et al., 2004). It has
also been argued that it is beneficial to construct a population of models that capture
the behaviour of experimental data sets, rather than a simple model from one recording
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(Marder and Taylor, 2011), or rather than the average of the recordings (Golowasch
et al., 2002).
2.5 Modelling biological systems
2.5.1 Mathematical modelling in physiology
The goal of modelling is to obtain an explicit mathematical expression that represents a
system. Modelling physiological systems serves to improve quantitative understanding of
biological function. Such models should simulate the observed behaviour under natural
conditions.
A physiological system is usually viewed as a box model. Depending on previous knowl-
edge of the system, the model can be designed differently. There are three different types
of box models: the white-box, the grey-box and the black-box approximation (Sjo¨berg
et al., 1995). In the white-box model the system and its elements are precisely known,
in a grey-box system some physical insight is available and in a black-box system no
physical insight is available.
A black-box system is defined by means of its inputs and outputs (Fig. 2.3). The
input-output signal transformation describes the functional properties of the system.
Figure 2.3: Schematic of a black-box model with M inputs and N outputs. The
system is unknown, it transforms the input signals x1(t), ..., xM (t) into the output
signals y1(t), ..., yN (t).
There are many ways to model the output from an input signal, and unsurprisingly,
many mathematical models are currently available. Mathematical modelling of biological
systems, starting with linear analysis of the systems, using techniques such as regression
(Marmarelis, 2004). In recent years, the modelling techniques have advanced to dynamic
analysis (differential equations) and non-linear analysis. However, most of the current
efforts are still in linear analysis (Hunter and Korenberg, 1986; Marmarelis, 2004). This
becomes a problem when the biggest challenge of physiological system modelling lies in
its immense variety of non-linearities and complex interactions.
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The most tested and reliable mathematical methods at the present in biological non-
linear systems are non-parametric models, such as statistical methods (Clarke, 1994),
the Volterra (Volterra, 1930) or, in general, the Wiener methods (Wiener, 1938). A
Volterra series can be described as a power series with memory (Schetzen, 1980). More
specifically, it is a functional power series expansion that represents the input-output
relation of any continuous and stable non-linear dynamic system with finite memory
(Marmarelis, 2004). It can be seen as a generalisation of the Taylor series expansion.
The first application of the Volterra series to study non-linear systems was done by
Wiener (Wiener, 1938).
Volterra series require a minimum of prior assumptions; however, it has problems of
convergence (Schetzen, 1980). These problems were solved by Wiener Theory, when the
input is a white Gaussian time function (Wiener, 1958). As with the Volterra series,
Wiener theory does not need a priori knowledge of the system. Its most characteristic
disadvantage is that it does not need to provide insight into the underlying system
it is studying (Korenberg and Hunter, 1990), and as the Volterra series, it does not
necessarily converge for any input function (Palm and Poggio, 1977).
The use of Gaussian White Noise (GWN) as inputs in physiological systems has been
shown to have significant advantages over the traditional step/sine wave stimuli models
(Marmarelis and Naka, 1973a). In addition to the mathematical properties of GWN,
which enable Wiener kernel estimation, the use of GWN also reduces the number of
test inputs necessary to characterise a system, stimulating the system with all physical
inputs within a range of amplitude and frequency (Marmarelis and Naka, 1973a). Wiener
models and their variants have been, and still are, used to describe and predict responses
in physiological systems.
In the catfish retina, Wiener Theory was applied to predict, with reasonable accuracy,
the behaviour of a neuron chain (Marmarelis and Naka, 1972, 1973a,b,c). Since then,
the use of the Wiener Theory has been applied to many other physiological systems
with more or less accuracy. Kondoh et al. (1995) and Newland and Kondoh (1997a,b)
produced Wiener models of the locust hind leg neuronal responses, including sensory
and motor neurons. These series of models allowed the analysis of the dynamics of the
neurons to a level that was not possible before. Afferents from a coxo-basal (Gamble
and DiCaprio, 2003) or a thoracic-coxal (DiCaprio, 2003) chordotonal organ in the crab
were also analysed using the same technique. These models provided accurate prediction
of the afferent responses and it was possible to directly compare the behaviour of the
neurons to previously modelled afferents from different chordotonal organs, such as the
one described by Kondoh et al. (1995).
Chapter 2. Review of the literature 21
Wiener methods are becoming a tool to characterise the dynamics of neurons and popu-
lations of neurons (Dewhirst et al., 2012; Vidal-Gadea et al., 2010) and understand their
neural function and coding properties (Angarita-Jaimes et al., 2012).
Despite the impressive advances from linear models to non-parametric modelling, the
Wiener Theory is still limited. Variations of the Wiener method have been shown to
produce more accurate predictions than pure Volterra and Wiener methods with the
same neuron responses (Dewhirst et al., 2009).
Artificial Neural Networks have become very popular in recent years. Their ability
to learn, adapt and generalise are probably some of their most important features.
For this thesis, we define generalisation as their ability to predict the response of the
system to an input that has not been encountered before (Haykin, 1999). These are
some of the characteristics that are desired in physiological modelling. Furthermore,
their implementability makes them ideal to transfer a system behaviour from a software
framework to some other type of hardware (Hunt et al., 1992; Twickel et al., 2011).
2.5.2 Fundamentals of artificial neural networks
Artificial Neural Networks are computational models of the brain. The brain is a highly
complex, non-linear and parallel computer with the ability to organise its structure (neu-
rons and connections) to perform certain computations. It routinely performs pattern
recognition tasks (recognising a familiar face), localisation algorithms (localising the
source of a sound), prediction and statistics (guessing the outcome of a situation) and
control (such as movement of your own body). The way the brain does all these calcula-
tions is by “experience”. It builds up a set of rules based on learning. This process has
been translated into mathematical methods where models of neurons are interconnected
constructing a network that responds to an input or stimulus (Haykin, 1999).
The general idea behind Artificial Neural Networks is that they are able to predict,
classify or recognise a pattern based solely on the learning process. It is through the
non-linear model of the neurons, their high degree of connectivity and their ability to
learn from experience that the ANNs derive their computing power (Haykin, 1999).
McCulloch and Pitts (1943) were the first to describe a mathematical representation of a
neuron as a computational model. These mathematical representations of neurons were
then the basis for the development of Artificial Neural Networks, such as the neurons
are the basis of the nervous system.
Neurons in Artificial Neural Networks are formed by three elements: synapses, combi-
nation and activation functions (Fig. 2.4). The synapses are represented by weighted
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links, while the combination is a linear combiner that adds all the inputs to the neuron.
The activation function introduces a non-linearity to the response and limits the range
of amplitudes.
Figure 2.4: Non-linear mathematical model of a neuron designed as part of an Arti-
ficial Neural Network. It contains the three elements of a neuron: the weighted links
from the input, the adder or linear combination of the weighted inputs and the activa-
tion function that limits the output range and adds non-linear responses. This model
also includes a bias to add an offset component to the response.
In mathematical terms, the neuron or node is defined as:
y = f(
∑
i
wixi + bi) (2.1)
where x and y are the input and output respectively of the neuron, wi are the weights for
each input, bi are the bias and f(.) is the activation function (Haykin, 1999; McCulloch
and Pitts, 1943).
There are different types of activation functions. The function chosen typically depends
on the application of the network and the predilection of the researcher. Some of the
most common activation functions are the threshold function, the piecewise linear func-
tion, the sigmoid and the Gaussian function. The sigmoid function is by far the most
frequently used activation function in ANNs (Haykin, 1999; Pham and Liu, 1995):
f(x) =
1
1 + e−ax
(2.2)
where a is the slope parameter of the function. In contrast with the other activation
functions, the sigmoid function is differentiable, which is important for the learning
process of the network (in the error back-propagation algorithm).
Another characteristic of the ANN is their architecture. The architecture or structure
of an ANN is the manner in which the neurons are connected with each other. When
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constructing an Artificial Neural Network there are three fundamental types of archi-
tectures to choose from: a single layer feed-forward network, a multilayer feed-forward
neural network (FFNN) and recurrent neural networks (RNN) (Fig. 2.5) (Haykin, 1999).
Figure 2.5: The three fundamental Artificial Neural Network architectures: a single
layer feed-forward network, a multilayer feed-forward network and a recurrent network.
The single layer feed-forward network contains only input and output layers; the multi-
layer feed-forward network includes a hidden layer; and recurrent networks also includes
a feedback loop.
A single layer feed-forward network has an input layer and an output layer, where the
computation is only done in the output layer. A multilayer FFNN includes hidden
layers between the input and the output and the connections are unidirectional (Jain
et al., 1996). These hidden layers enable the network to extract higher order statistics
(Haykin, 1999). A RNN is a FFNN with at least one feedback loop, where the signal
flows backwards to a previous layer or even the input layer. There are other types of
architectures that are not based on these three, such as self-organising maps (Kohonen,
1990), however, most of ANNs are variations of these three types.
One of the most important characteristics of artificial neural networks is their ability to
learn from examples. The process of learning is called training and it happens through
the sequential adjustment of the weights between nodes and the bias. The most popular
algorithm designed to train FFNN is the error back-propagation algorithm (Rumelhart
et al., 1986). This algorithm consists on two phases, a forward pass and a backward
pass. In the forward pass an input vector is applied to the network until an output is
produced. During the backward pass the weights are adjusted in accordance to an error
signal, which is propagated backward through the network.
The error signal is calculated between the network output and the desired signal:
ej(n) = dj(n)− yj(n) (2.3)
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where the neuron j is an output node, e is the error signal, d is the desired output and
y is the estimated output. To minimise the error, the algorithm uses an approximation
of the Least Square Methods algorithm (LSM) (Haykin, 1999).
The back-propagation algorithm has emerged as the standard algorithm for FFNN (Jain
et al., 1996). However, it has many drawbacks. It does not provide an optimal solution
for all solvable problems (Haykin, 1999), it runs the risk of being trapped in a local
minimum (Minsky and Papert, 1988), and it has convergence issues (Jacobs, 1988)
amongst other problems. For these problems many other optimisation algorithms have
been proposed to train neural networks. Some of them are the Newton’s method, the
Quasi-Newton Methods (Broyden, 1967) and the Levenberg-Marquadt algorithm (More´,
1978).
The Levenberg-Marquadt algorithm was designed to minimise specifically the Sum-of-
Squares Error (SSE) function:
SSE =
1
2
p∑
i=1
(y(i) − d(i))2 (2.4)
where p is the number of training patterns, y is the estimated output and d is the desired
output. Levenberg’s approach (Levenberg, 1944) was to consider the Gauss-Newton
method (or Taylor series method) but with an additional damping term. Marquardt
(1963) proposed a way to estimate the parameters for least squares. This algorithm has
been shown to surpass the performance of any other method so far (Kermani et al., 2005;
Webb et al., 1988) and it is the algorithm used to train the ANNs in this study.
The incorporation of time in a neural network enables it to work with non-stationary
processes. There are two ways to build time into a neural network, either with explicit
or with implicit representation. The explicit representation is where time is given a
particular representation. In an implicit representation a static network is provided
with dynamic properties by giving it short-term memory structures. These structures
are implemented by including time delays in the network, either in the input layer or in
the hidden layers. A very popular feed-forward network that uses ordinary time delays
is the Time Delay Neural Network (Bishop, 1995; Waibel et al., 1989).
In the case of RNN one of the options to include the time delays is in the feedback loop.
This global feedback makes them suitable for applications such as non-linear modelling
and prediction or control (Bishop, 1995). The best example for dynamic RNN is the Non-
linear Autoregressive with exogenous inputs (NARX) model, which is computationally
as strong as fully connected recurrent networks, but with limited feedback that reduces
stability problems (Siegelmann et al., 1997).
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2.5.3 Metaheuristic algorithms for neural network design
One of the biggest issues in Artificial Neural Network design is how to choose the archi-
tecture. The architecture of an ANN is the layout of the neurons and layers forming the
network and designing it has been an issue for many years (Xin, 1999). Several methods
have been proposed in the literature, including the common and time-consuming trial
and error approach (Prentice et al., 2001). More generic approaches have been used to
design neural networks as well, such as the statistical approach (Khaw et al., 1995) or
constructing (Chen et al., 1993; Giles et al., 1995) and pruning of neurons (Omlin and
Giles, 1994). To date, no standard has been reached.
A new type of algorithm has sped up the architectural design of ANNs: metaheuristic
algorithm (Xin, 1999). Metaheuristics, from the greek words µǫτα ≡ “beyond′′ and
ǫυρισκω ≡ “find′′, is a mathematical optimisation procedure where randomness is used
to find an optimal solution when there is little or no information (Luke, 2009).
The most well known metaheuristic algorithms are the evolutionary algorithms (Hol-
land, 1975; Owens et al., 1966). These comprise evolutionary programming, evolution
strategies, genetic algorithms and genetic programming. These algorithms are based on
Darwin’s theory of evolution (Darwin, 1859) where natural selection favours the survival
of the fittest. Evolutionary algorithms are algorithms where each of the individuals is
a candidate solution to a problem and the group of individuals or candidate solution
is known as population (Eiben and Smith, 2003). The fitness of each individual is as-
sessed, i.e. how good the solution is for the problem. Individuals are selected based
on their fitness and once selected they are modified. The way they are modified is by
using different variation operators depending on the algorithm chosen (Fig. 2.6). The
selection, variation operators and other functions define the algorithm.
The variation operators most frequently used are recombination and mutation (Eiben
and Smith, 2003). Recombination is achieved when two parents are selected and their
genotype (i.e. the individual’s mathematical translation of their characteristics) is com-
bined to produce an offspring. Mutation happens when one of the genes of an offspring
is changed randomly (Eiben and Smith, 2003).
Although evolutionary algorithms are the best known metaheuristic algorithms there are
other similar techniques used for optimisation. Some examples are the Particle Swarm
Optimisation (PSO) (Kennedy and Eberhart, 1995) and the Ant Colony Optimisation
(ACO) (Dorigo et al., 2006). Both algorithms use the behaviour of swarms or ant colonies
to search for optimal candidates. Ant Colony optimisation uses the foraging behaviour
of ants, while PSO uses swarm behaviour in search for food.
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Figure 2.6: General scheme of an evolutionary algorithm as described by Eiben and
Smith (2003). A population of candidates is initialised, the parents are selected and
modified with specified functions. These functions can be either mutation, cross over or
other functions used by the algorithm. The offsprings are assessed and a new population
is created. This process is repeated until a termination condition is satisfied, such as
number of generations reached or optimal candidate found.
In Particle Swarm Optimisation (Kennedy and Eberhart, 1995) each individual “flies”
over a search space with a specific velocity in a specific direction. The individuals also
have “memory”. Each individual remembers the best position he has been on and they
also know the best position found by the flock so far. Based on these “memories” they
update their velocity and direction aiming to the best global position in the space, where
the “food is”.
Many metaheuristic algorithms have been successfully used before in ANN architecture
design (Xin, 1999). Some of the algorithms used have been Evolutionary Algorithm (EA)
(Angeline et al., 1994; Benardos and Vosniakos, 2007; Han et al., 1996; Koza and Rice,
1991; Miller et al., 2004; Whitley et al., 1990), PSO (Chunkai et al., 2000; Mendes et al.,
2002; Suraweera and Ranasinghe, 2008) and hybrids of different algorithms (Carvalho
et al., 2011; Chia-Feng, 2004).
2.6 Applications of physiological and locomotion systems
Locomotion is an attractive topic because it provides clear examples from which to
determine structure-function relations. One of the key challenges in the study of control
of movement is to understand how each individual component within a motor system
works while at the same time discovering how they all function as a whole (Dickinson
et al., 2000). Furthermore, this knowledge could be applied in many other areas of
research, such as engineering.
A model of a motor system, completely defined and characterised, can be used to study
hypothesis that would take too long to study experimentally and also to explore whether
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a hypothesis is worth pursuing further (Marder and Taylor, 2011). As an example, a
model can aid in the study of the effects in motor systems of certain chemicals and
compounds. In this thesis the effect of amines in motor control are analysed through an
ANN model of the reflex system in the locust.
Other possible chemical compounds that could be studied with such a model are pes-
ticides, and the effects they have on locusts. Pesticides are used worldwide to protect
crops, but for health issues, their doses are restricted. Therefore, not all individuals
die from the pesticides, although their behaviour is affected (Desneux et al., 2007).
Knowing, for example, that octopamine is mostly present in invertebrates, and how it
alters motor control in locusts is a step towards the design of better targeted pesticides
(Roeder, 2005).
Another important application of physiological modelling is related to medical diagnosis
and treatment. In the case of leg movement and reflexes, an example would be in the
design of prostheses and orthoses. Gait deficiencies are commonly associated to lack
of a source of energy in passive orthoses (Jime´nez-Fabia´n and Verlinden, 2012), with
patients requiring up to 20% more of oxygen (Torburn et al., 1995) and their walking
speed significantly reduced (Molen, 1973). The design of prostheses and orthoses can
be improved using knowledge of how the nervous system works (Dollar and Herr, 2007;
Herr and Grabowski, 2011), by using powered or active prosthesis which emulate healthy
joints (Shultz et al., 2015). However, development of active prosthesis has been stuck
for the past years because of limitations in the current technology (Samuel and Herr,
2008).
Many control models developed for active devices rely on the fact that gait is essentially
a periodic motion, with adjustable pre-programmed patterns, ignoring feedback from
the environment (Jime´nez-Fabia´n and Verlinden, 2012). Yet, biologically-motivated ap-
proaches have been suggested to offer advantages in the control of active prosthesis.
For example, real-time learning algorithms, using artificial neural networks, are able to
compensate for variations in the movement to produce a smoother and more natural
trajectory (Au et al., 2005).
Functional Electrical Stimulation (FES) is another medical treatment that could benefit
from reflex modelling. FES are neural prostheses that use electrical stimulation to
produce a response in a muscle or nerve that has been damaged to return some of its
original movement (Rushton, 1997). It aims to generate movements that mimic natural
voluntary movements, for which reflexes are necessary.
For neuromuscular disorders the effects of some alterations in the system can be studied
with a simpler nervous system model. Alterations such as those caused by long-term
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vibration in the limbs can cause disability in humans (Heaver et al., 2011). Although the
symptoms are known and have been categorised for hand-transmitted vibration (Griffin,
2008), there are still many unknowns in the effects of vibration in motor systems.
In engineering, one of the most direct applications of biological nervous system models
is in robotics, autonomous systems and control (Beer et al., 1997). Some of the most
successful legged robots are based upon arthropod designs (Ritzmann et al., 2004a).
However, these designs have issues related to the level of autonomy, stability and coor-
dination. Most of coordination problems have been solved using Central Pattern Gen-
erators (Ijspeert, 2008), based on their biological counterparts (Brown, 1911). Stability,
on the other hand, has become a bigger issue. The case of the robot Dante II, designed
to remotely explore a volcano, highlighted the limitations of locomotion in harsh en-
vironments (Bares and Wettergreen, 1999), suggesting in their paper that to increase
autonomy, reflexes and coordinated behaviours are needed.
Local reflex such as those seen in insects have been shown to improve robot locomotion
(Espenschied et al., 1993, 1996). Because of the ability of insects to deal with uneven
terrain, a series of robots have been developed aiming to simulate such behaviour such
as stick insect robots (Cruse et al., 1998; Lewinger et al., 2011), locust robots (Chen
et al., 2011; Kovac et al., 2008) or cockroach robots (Delcomyn and Nelson, 2000).
Autonomous systems need to face a diversity of environments and tasks that cannot be
preprogrammed. Autonomy requires robots to integrate different sources of information
such as sensory feedback, visual cues or memory to make a decision (Ingrand and Ghal-
lab, 2014). Considering that reflex responses are sensory feedback and neuromodulators
are related to memory, a model that integrates these elements could be used to improve
current autonomous systems.
Furthermore, robotics can also be used to investigate biological systems (Webb, 2000).
Mathematical models have been used as tools to investigate the behaviour of physi-
ological systems, and so have robotics. For example, the simulation of a robotic leg
designed to investigate the functioning of neuronal mechanisms (Ekeberg et al., 2004),
or the control of navigation in crickets investigated with locomotive robots (Webb et al.,
2004).
Chapter 3
The tarsal intersegmental reflex
in the locust hind leg
3.1 Introduction
Reflexes are key elements in locomotion, making locomotion robust in front of environ-
mental perturbation (Dickinson et al., 2000). Together with rhythmic movements of the
limbs, known as Central Pattern Generators (CPGs), they produce the motor neuron
response that innervate muscles and results in a movement, directing an animal toward
a desired destination. An optimal position and movement of each leg and each leg seg-
ment in an individual increases their stability and agility (Burrows and Horridge, 1974;
Clarac et al., 1978).
Understanding reflex control is crucial to understand postural stability and walking
on irregular terrain. It is expected to inform many applications, such as bio-inspired
robotics (Lewinger et al., 2011) or medical treatment. Engineers seek to build agile
robots mimicking the success of arthropods in dealing with complex terrains (Ritzmann
et al., 2004a). In medicine, it could be implemented in cases of nervous dysfunction in
the limbs, optimising active prostheses and orthoses (Dollar and Herr, 2007).
Reflexes in arthropods are elicited by chordotonal organs (Field and Matheson, 1998).
Chordotonal organs are peripheral sensory receptors situated at each joint and monitor
the position, velocity and acceleration of that particular joint (Field and Matheson,
1998). The reflexes studied here, intersegmental reflexes, take information from the
chordotonal organ in a specific joint and use it to modify the responses in another joint
of the same leg.
29
Chapter 3. The tarsal intersegmental reflex in the locust hind leg 30
Intersegmental reflexes are widely studied in arthropods (Clarac et al., 1978; Field and
Rind, 1981; Pearson and Iles, 1973; Sillar et al., 1987). In locusts there is a response in
the tarsus due to femoro-tibial joint changes (Burrows and Horridge, 1974), a response
that also occurs in the New Zealand Weta (Field and Rind, 1981). In the stick insect,
the femoro-tibial joint patterns the motor activity in the coxa-trochanter joint (Hess and
Bu¨schges, 1999), and the same has been observed in the cockroach (Mu and Ritzmann,
2008). However, there seems to be no connections between the femoro-tibial joint and
the tarsus or unguis in the stick insect (Radnikow and Ba¨ssler, 1991). In the case of
the unguis of the locusts hind leg, it is unknown if such an intersegmental reflex exists.
Radnikow and Ba¨ssler (1991) showed that there is no neuronal relationship in the stick
insect between the unguis and the femoro-tibial joint, which might suggests that, in the
locust, the femoro-tibial joint has also no effect in the unguis.
Individual differences have not been studied in intersegmental reflexes. Locomotion has
been shown to have large variation across individuals and within the same individual
(Churchland et al., 2006). If individual differences are an ubiquitous property (Edel-
man and Gally, 2001), it is likely that intersegmental reflexes will show some degree
of variability across different individuals. Furthermore, if the variability increases as
the information progress through the nervous system (Vogel et al., 2005), it could be
hypothesised the presence of large individual differences in intersegmental responses.
Whether the average response is able to represent the “typical” behaviour is still for
debate (Marder and Taylor, 2011).
The effect of neuromodulators in the reflex system has also to be taken into account,
since they are able to alter the responses of a nervous system or even reshape a nervous
circuit (Katz and Frost, 1996). Dopamine, serotonin or octopamine are some of the most
common neuromodulators in insects (Homberg, 2002). They are responsible for medi-
ating phase change in locusts, from solitary to gregarious and vice versa (Alessi et al.,
2014; Anstey et al., 2009), producing an extreme behavioural change in an individual
(Simpson et al., 1999). Dopamine also produces a reduced synaptic efficacy of the FETi
motor neuron in the locust hind leg (Alessi, 2012) and modulates the flight system of lo-
custs (Buhl et al., 2008; Leitch et al., 2003). The FETi motor neuron is also modulated
by serotonin (Parker, 1995) and octopamine (Parker, 1996). Additionally, antagonist
effects of serotonin and octopamine have been reported in several invertebrate systems
(Erber and Kloppenburg, 1995; Livingstone et al., 1980).
The aim of this chapter is to describe, quantify and analyse the relationship between
femoro-tibial joint angle and tibio-tarsal angle or tarso-unguis angle, during extension
and flexion of the tibia. To achieve this, the source of the intersegmental reflex is
investigated, to determine if the response in the tarsus is purely neuronal or whether it
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contains a mechanical link. The individual differences in the responses are also evaluated,
to understand the underlying function of the reflex. Finally, any possible effects from
dopamine are analysed to observe any modulatory effects that may change the reflex
responses.
The chapter is structured as follows: First, Section 3.2 describes the methodology de-
signed and used to record the intersegmental reflex. The results will then be presented in
Section 3.3, showing the tarsal responses and all the analysis performed in the recordings.
Finally, these results will be discussed in Section 3.4.
3.2 Methods
3.2.1 Methods to study the tarsal intersegmental reflex
Adult male and female locusts (Schistocerca gregaria Forsk˚al, Fig. 3.1) were mounted
in modelling clay ventral side up, with the femur fixed at 30◦ from the abdomen, and
the tibia loose (Fig. 3.2a). All the legs, thorax, abdomen and head were fixed with
modelling clay.
The femur was fixed while the tibia was passively moved from 0◦ (fully flexed) to 180◦
(fully extended) and back to fully flexed. The movement was a passive step movement
performed with a micromanipulator (Fig. 3.2b), stopping every 10◦ for approximately
5 seconds. The tibio-tarsal angle was recorded every 10◦ of femoro-tibial angle. This
procedure was repeated five times for each individual, and the individual responses are
averaged to reduce the intra-subject variability.
To reduce spontaneous movements of the hind leg, the connectives in the neck of the
locust were cut. A small longitudinal incision was made in the neck with a razor blade
and the neck connectives cut with a pair of fine scissors.
Measurements of tibio-tarsal angles were made every 10◦ of the femoro-tibial angle,
between 0◦ and 180◦ for both extension and flexion of the tibia, at a fixed femoral
position, with an accuracy of ±5◦, which was the accuracy of the protractor used for
angle determination.
To study whether the tarsal intersegmental reflex contains a mechanical component or
if it is purely neurally mediated, the same experiment was performed in each animal
after nerve N5 was cut (Fig. 3.2a). The nerve N5 connects the metathoracic ganglion
with the hind leg and contains the axons of motor neurons innervating leg muscles and
sensory neurons (Burrows, 1996).
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Figure 3.1: a) Picture of a locust with each of the legs indicated. b) Hind leg of
a locust, including the femur, tibia, tarsus and unguis. The femoro-tibial angle, the
tibio-tarsal angle, and the taso-unguis angle are indicated.
To study the effects of dopamine, 5 control recordings were made in eight animals follow-
ing the procedure explained above. After the control recordings were made, the cuticle
in the thorax was removed and a solution of 10 mM dopamine in locusts saline was
applied constantly for 5 minutes. Then, another 5 recordings from each animal were
made representing the dopamine responses.
A total of 160 recordings were made. From eight animals, 80 recordings were obtained.
For each animal there were 10 recordings. Five recordings of tibio-tarsal joint angles for
each femoro-tibial position during flexion and extension, in the cases of the nerve N5
intact and another 5 recordings were obtained with the nerve N5 severed. For a second
set of eight animals, another 80 recordings where made with 5 recordings for control
responses and 5 recordings under the effects of dopamine in each animal.
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Figure 3.2: a) Locust set up in the modelling clay showing the head, thorax, abdomen
and the legs showing where the nerves have been cut for the two experimental set-ups.
In the first experimental set up, the voluntary movements are reduce by cutting the
nerves from the brain in the neck. In the second, the nerve N5 which connects the
metathoracic ganglion with the hind leg is cut next to the ganglion, to test whether
the response contains a mechanical component. b) The equipment used to perform the
experiments: The manipulator, the modelling clay surface and a fine thread to hold
and move the tibia. The manipulator moves a metal bar with the thread attached to
the locust tibia, producing a gradual and accurate movement of the tibia. c) Locust
fixed in modelling clay with a protractor indicating the femoro-tibial angle. d) Close
view of the tibia of the locust held with the thread to the manipulator.
The recordings where made with a video camera in a fixed position aimed perpendicular
at the locust hind leg. The tibia was moved continuously from 0◦ to 180◦ and back
again, stopping for approximately 5 seconds in each femoro-tibial position.
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3.2.2 Methods to study the unguis intersegmental reflexes
To study the intersegmental unguis reflex dependent on the femoro-tibial joint the same
set up as in Section 3.2.1 was used. With this set up, measurements of the tarso-unguis
angles were made every 10◦ of the femoro-tibial angle, between 0◦ and 180◦ for both
extension and flexion of the tibia, at a fixed femoral position, with an accuracy of ±5◦.
Figure 3.3: a) Locust fixed in the modelling clay indicating the head, thorax and
abdomen and all the legs. The hind leg was fixed in clay at 30◦ from the abdomen,
and the tibia fixed at 60◦. The tarsus was placed on top of a protractor to measure the
tibio-tarsal angles. b) Close up view of the tarsus and the pin used to move it without
touching the unguis or the sensory hairs on the tarsus.
As before, to study whether the reflex contains any mechanical link, the same data was
also collected in the each animal after nerve N5 was cut (Fig. 3.2a). To study the source
of the ungual response, nerves N5b2 and N5b4, that excite the tarsal muscle (Mu¨cke,
1991) were cut, leaving the retractor unguis apodeme intact (Fig. 3.3).
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3.3 Results
3.3.1 Tarsal intersegmental reflex
3.3.1.1 Tarsal intersegmental responses due to femoro-tibial changes
Movement of the tibia to different femoro-tibial angles led to tarsal positions depen-
dent on femoro-tibial angle. The average response of eight animals showed that the
tibio-tarsal angle strongly depended on the femoro-tibial joint angle. As the tibia was
extended, the tarsus was depressed and vice versa (Fig. 3.4), maintaining a constant
position relative to the abdomen, as proposed by Burrows and Horridge (1974).
A Spearman’s rank correlation coefficient of the average response between the tibio-
tarsal angle and the femoro-tibial angle was calculated (Spearman, 1904). The results
(r = 1.00, p < 0.001) for both extension and flexion of the tibia, confirms that changes
in the femoro-tibial joint angle and changes in the tibio-tarsal joint angle are correlated.
The high significant correlation coefficients were constant for each individual (Table
3.1).
Figure 3.4 also shows that the relationship between the femoro-tibial joint angle and
the tibio-tarsal joint angle was non-linear. Although the responses differed slightly
between flexion and extension of the tibia, both could be represented through linear
regression. When the tibia is extended, the tarsus is depressed, following a slope in
a linear regression of β = 0.32 (R2 = 0.98, p < 0.001), which suggests an almost
linear response in that section. However, when the tibia reacheed angles above 100◦ the
response curves. During flexion of the tibia, the tarsus was elevated following a linear
regression with slope β = 0.29 (R2 = 0.85, p < 0.001). In this case, the tarsal response
did not follow a straight line as in tibial flexion, indicating higher levels of non-linearity
during flexion than during extension of the tibia.
Therefore, we can infer that there is a relationship between the femoro-tibial joint and
the tibio-tarsal joint of the locust hind leg.
The movements of the tarsus were not simply dependent on femoro-tibial joint angle,
but also the direction from which an angle was approached. Thus, the results also show
that the tarsus behaved differently during flexion than during extension of the tibia (Fig.
3.4). During extension (lower half of the plot), the tibio-tarsal angle increased gradually
until the leg was fully extended, increasing faster near the fully extended tibial positions
(above 150◦). The speed change is observed in Figure 3.4, where the increase of tibio-
tarsal angle is higher in the steps closer to the 180◦ angle. During flexion (top half of
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Figure 3.4: Tarsal responses to changes in the femoro-tibial joint angle during ex-
tension and flexion of the tibia. The black line represents the average of eight animals
and the grey ones the standard error. Spearman’s rank correlation coefficient indicates
that tibio-tarsal angle and femoro-tibial angle are strongly correlated (r=1.00 for tibial
extension and flexion).
plot), the tibio-tarsal angle decreases slowly at the beginning (small changes in tibio-
tarsal angle to changes in femoro-tibial angle), faster after the tibia reaches 60◦ and even
faster for angles lower than 30◦ (drop of approximately 30◦ in tibio-tarsal angle in 30◦
of femoro-tibial angle change).
This behaviour has been mentioned previously as variations in the correlation of the
responses for tibial flexion and extension. The correlation values indicate a higher non-
linearity during flexion of the tibia than during extension.
Table 3.1: Spearman’s rank correlation coefficients between femoro-tibial angles and
tibio-tarsal angles for each of the individual animals and for the average response of all
individuals (Avg resp) (Spearman, 1904). The p-values for all correlation coefficients
calculates are p− values < 0.001.
Animal 1 2 3 4 5 6 7 8 Avg resp
Extension 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00
Flexion 0.92 1.00 0.99 1.00 0.99 1.00 0.98 0.99 1.00
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3.3.1.2 Source of the tarsal intersegmental reflex
To establish whether the reflex was purely a neuronal response (i.e. the output of a
sensory stimuli in a motor neuron) or had any mechanical component, such as tendon
or cartilage connections, the experiment was repeated in each animal with the nerve N5
severed.
The results show that when nerveN5 is cut no movement of the tarsus was observed (Fig.
3.5). A Pearson’s correlation test showed that there was a significant small response in
the tarsus to changes in the femoro-tibial angle (r = 0.37, p = 0.02). These changes,
however, were significantly different from the changes observed when nerve N5 was
intact (p = 0.00).
These results indicate that the tarsal intersegmental reflex control system is mainly
neurally mediated and does not seem to contain mechanical elements. Burrows and
Horridge (1974) also suggested this in their experiments, although the results were not
quantified.
Figure 3.5: Plot of the average tarsal response with standard error, for two cases:
when nerve N5, which connects the metathoracic ganglion to the hind leg, is intact
and when it is cut. There was a significant difference between the two responses (N5
intact and cut), although there is a correlation in between the femoro-tibial angle and
the tarsal angle when nerve N5 is cut.
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3.3.1.3 Variability in the tarsal intersegmental reflex
The variability across the eight animals was analysed to determine how similar or dif-
ferent each individual’s response to the same input is, and how accurately the mean
represents the response of the tarsal reflex.
Figure 3.6: Average tarsal intersegmental responses of each individual with variations
in the femoro-tibial angle. The averages are calculated for five recording in each animal.
The results show that there is a significant difference in the responses during extension
of the knee joint, but not over flexion.
The standard error of the five recordings for each individual is comparable to the accu-
racy of the protractor (the mean standard error for each of the individuals is SE < 6.76).
This suggests that the intra-subject variability can be neglected and the mean represen-
tation of an individual can be considered accurate. Therefore, the average performed
for each individual reduced the intra-subject variability, leaving only the inter-subject
variability.
The results suggested that there was a high variability across the individuals (Fig. 3.6).
This variability was studied using ANOVA tests for each of the femoro-tibial joint angles.
The results of the ANOVA tests showed that there is a significant difference between
the responses in each animal (p < 0.007) during extension of the tibia and the end of
tibial flexion (angles below 70◦). However, during flexion, between 160◦ and 70◦, there
was no significant difference between the animals responses.
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3.3.1.4 Effects of dopamine in the intersegmental reflex
The responses obtained before any bath was applied to the individual matches that of
the tarsal intersegmental responses already presented, which is expected, with the tarsus
levating as the tibia is extended and vice versa.
The responses observed in the tarsal reflex with the bath of 10 mM dopamine applied
showed a change in the responses (Fig. 3.7).
Figure 3.7: The effects of dopamine on the tibio-tarsal reflex average response from
eight animals of the control response and the response after a 10 mM dopamine bath
application. The black line is the control response, with the standard deviation as
the black dotted line. The dopamine response is represented by a grey line, with the
standard deviation as the grey dotted line.
In control, during flexion of the tibia, the tarsus was slowly depressed back to its original
position in a smooth curve. When 10 mM dopamine bath was applied, the tarsus
remained in the same position until the tibia reached a threshold approximately 90◦ and
then, the tarsus depressed rapidly.
The statistical differences between control and dopamine-treated animals were tested at
positions every 10◦ using a paired t-test. There was no significant difference between
control and dopamine treatment while the tibia was extended. The differences between
control and treatment group became significant when the tibia was flexed below 150◦
(Fig. 3.7).
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3.3.2 Reflex control of the unguis
3.3.2.1 Unguis intersegmental reflex responses to femoro-tibial changes
While Burrows and Horridge (1974) clearly demonstrated intersegmental control of the
tarsus and its dependency on the femoro-tibial joint angle, they did not analyse the
effects of femoro-tibial joint movement on the position of the unguis. Here, it will be
considered if there is an intersegmental reflex due to the femoro-tibial joint on the unguis
of the hind leg.
Figure 3.8: Tarso-unguis response to changes in the femoro-tibial angle for flexion
and extension of the tibia. The tarso-unguis response is shown with the nerve N5 intact
and cut. The average response of eight animals with the nerve N5 intact is shown with
the black line, with its standard error as the dotted line, and the grey lines represents
the response with the nerve N5 cut.
The responses observed (Fig. 3.8) showed that as the tibia was extended the tarso-unguis
joint was also extended and vice versa. The results show that there was a significant
strong correlation between the average tarso-unguis angle and the femoro-tibial angle.
The spearman’s rank correlation coefficient for the average response was r = −1.00 for
both tibial extension and flexion, with p < 0.001 (Table 3.2), indicating a significant
effect of femoro-tibial joint angle on the position of the unguis.
A linear regression fitted to the flexion and extension responses also showed that this
relationship was highly linear; with coefficients of determination R2 = 0.83 for extension
and R2 = 0.91 for flexion, both with p < 0.001. This corresponds with the results
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Table 3.2: Spearman’s rank correlation coefficients between the femoro-tibial angle
and the tarso-unguis angle for each of the individual animals and for the average re-
sponse (Avg resp). The p-values for all correlation coefficients calculated are p < 0.001.
The coefficients indicate that both variables are significantly and strongly correlated, a
change in the femoro-tibial joint produce changes in the tarso-unguis.
Animal 1 2 3 4 5 6 7 8 Avg resp
Extension -1.00 -0.99 -0.99 -0.99 0.99 -0.99 0.94 -0.99 -1.00
Flexion -0.97 -1.00 -1.00 -1.00 -1.00 -0.99 0.72 -0.99 -1.00
obtained from the tibio-tarsal angle, which suggests that both, the tarsus and the unguis,
behave similarly to femoro-tibial angle changes. The only difference being in the angular
range of the movement (approximately 7◦ for the tarso-unguis angle and ten-fold for the
tarsus, 70◦).
Data were also collected in a second set of experiments when the nerve N5 was severed
regarding the tarso-unguis angle (Fig. 3.8). The results showed that when the nerve was
cut the response in the unguis shifted, suggesting that the ungual movement observed
is neurally mediated. A paired t-test between the control responses and the responses
where N5 was cut indicated that there is a significant difference (p = 0.00).
3.3.2.2 Unguis intersegmental reflex responses dependent on tibio-tarsal
changes
To determine whether changes in tibio-tarsal joint angle affect ungual position a new
set of experiments has been carried out, explained in Section 3.2.2.
The results (Fig. 3.9) showed that the average reflex response of the unguis from eight
animals to changes in the tibio-tarsal joint angle. As the tibio-tarsal joint angle increases,
the tarso-unguis angle decreases, which means that as the tarsus is depressed the unguis
is levated and vice versa.
Table 3.3: Pearson’s correlation values between the tibio-tarsal angle and the tarso-
unguis angle for each of the individual animals and for the average response (Avg resp).
The values are calculated for both depression of the tarsus and levation of the tarsus.
The p-values of the correlations are all p < 0.001. The average response indicate that
both variables are significant and strongly correlated.
Animal 1 2 3 4 5 6 7 8 Avg resp
Depression -0.98 -0.97 -0.98 -0.98 -0.94 -0.97 0.94 -0.98 -0.99
Levation -0.96 -0.97 -0.97 -0.99 -0.97 -0.96 0.73 -0.98 -0.99
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Figure 3.9: Average tarso-unguis response to changes in the tibio-tarsal angle for
levation and depression of the tarsus. The average response of eight animals is shown
with the black line and the standard error is shown with the dotted line.
The average response was strongly correlated with the tarsal displacement and highly
linear (see Table 3.3). The correlation between tibio-tarsal angle and tarso-unguis angle
was r = −0.99, with p < 0.001, for both tarsal depression and levation.
3.4 Discussion
The results from this Chapter indicated that effectively, as described by Burrows and
Horridge (1974), there is an intersegmental reflex in the locust hind leg tarsus. The
responses of such response have been quantified and analysed, illustrating the neuronal
source of such reflex.
Considerable variability has been observed in the responses across individuals, which
may pose a difficulty in future Chapters when attempting to model such responses. Fur-
thermore, it has been demonstrated that dopamine has an effect in the reflex responses,
which shows that neuromodulators are able to change the responses in reflexes. Finally,
it has also been described a response in the unguis to changes in the femoro-tibial joint
angle and the tibio-tarsal joint angle.
All these results are further discussed in the following sections.
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3.4.1 Tarsal intersegmental reflex control system
3.4.1.1 Tarsal intersegmental responses due to femoro-tibial changes
The experiments showed an intersegmental reflex in the tibio-tarsal joint caused by
changes in position of the tibia about the femoro-tibial joint. There was a significant
correlation between the femoro-tibial joint angle and the tibio-tarsal joint angle. The
reflex response contains also a high linear component, described by the high linear
correlation values.
This tarsal intersegmental reflex response is similar to that described previously in lo-
custs (Burrows and Horridge, 1974). Burrows and Horridge (1974) studied the resistance
reflexes in locust joints and discovered that the tarsal joint depends on the femoro-tibial
joint. Either flexing or extending the tibia would produce levation or depression of the
tarsus respectively. They mentioned that the tarsus is held at a particular “set point”
which depends on the femoro-tibial joint, i.e. the tibio-tarsal joint is position-dependent
on the femoro-tibial joint. The results shown here agree with their findings, provid-
ing a quantified result of the responses. Furthermore, in this chapter has also been
shown differences between tibial flexion and extension, dopamine effects and ungual
reflexes.
Field and Rind (1981) also discovered a similar reflex in the New Zealand Weta tarsal
motor neurons. A position-sensitive reflex was observed in the Weta tarsus when the
tibia was moved. This again is similar to that described here, although no neuronal
recordings were made. Field and Rind (1981) suggested that the reflex response of the
tarsus served to grab the ground during the stance phase and prevent the claws from
catching on the substrate during the swing phase. The locust reflex response may serve a
similar purpose. Locusts use the tarsus and unguis to grab the surface they walk on and
maintain stability. Since they can walk on surfaces at any angle, including upside down,
they need a reliable method to grasp the ground and release it at the right time.
In crustaceans, the coxo-basal chordotonal organ produce responses in every joint of
the same leg, including the dactylopodite, which would be the crustacean equivalent to
the locust tarsus (Clarac et al., 1978). However, these responses are weak and usually
overridden by the local chordotonal organs (Bush et al., 1978; Clarac et al., 1978). The
difference in the reflex responses from locust could be due to the different functions of
the tarsus. While locust and Weta walk on uneven surfaces, crustaceans can also swim,
and may be that the function of this reflex in crustaceans is another.
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There is no documented response in the tarsus of cockroaches due to changes in the
femoro-tibial joint, although there are changes in the coxa-trochanter (Mu and Ritz-
mann, 2008), which are also seen in the Weta (Field and Rind, 1981) and the stick
insect (Bucher et al., 2003). However, it has been mentioned that the femoro-tibial
joint does not influence the tarsal position in the stick insect (Radnikow and Ba¨ssler,
1991).
None of these previous studies discuss the linearity of the response or the strength of
the correlation between femoro-tibial and tibio-tarsal joint positions. Therefore, it is not
possible to compare the features of the responses obtained here with similar responses in
other species. However, this intersegmental reflex does not appear in every arthropod.
It is expressed in different species with different strengths or not at all, and this variation
probably depends on the function of this intersegmental response.
The results also showed that there was a substantial difference in tarsal position during
flexion and extension of the tibia. This is known as hysteresis. The tarsal position,
therefore, depends on previous positions of the tibia about the femoro-tibial joint. As
shown in the previous section the reflex response is neurally mediated and its source is
believed to be the FeCO. Zill and Jepson-Innes (1988) and Matheson and Field (1990)
showed that there is substantial hysteresis in the FeCO afferents.
Although the reason for this behaviour is unknown, it could be related to the non-linear
behaviour and the firing rates of the motor neurons for different femoro-tibial positions.
A difference in flexion and extension of the tibia has also been observed in the correlation
values. During extension the tibia has a more linear behaviour than during flexion.
3.4.1.2 Source of the tarsal intersegmental reflex control system
The results show that the tarsal intersegmental reflex is a pure neurally mediated re-
sponse. There seems to be no mechanical link between the position of the tarsus and the
angle of the tibia. The results presented by Burrows and Horridge (1974) also described
that the reflex disappears once the leg nerve is cut.
Since the tarsus responds neurally to the femoro-tibial joint, it is highly likely that the
origin of the intersegmental reflex control system is in the FeCO, since the FeCO contains
the sensory neurons that monitor the position and movement of the femoro-tibial joint
(Field and Burrows, 1982).
The Weta responses shown by Field and Rind (1981) are also neurally mediated, since
they show responses in the tarsal motor neurons, although they did not show whether
there was a mechanical link as well. In the coxa-trochanter joint of cockroaches (Mu
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and Ritzmann, 2008), stick insects (Bucher et al., 2003) and crustaceans (Clarac et al.,
1978) the responses are also driven by activity in the muscles and motor neurons, which
suggests that the intersegmental reflexes caused by changes in tibial position about the
femoro-tibial joint are neurally mediated. However, in the responses observed in the stick
insect (Radnikow and Ba¨ssler, 1991), the link between the unguis and the femoro-tibial
joint was purely mechanical.
3.4.1.3 Variability in the tarsal intersegmental reflex control system
The individual averages and standard errors of the repeated recordings suggest that the
individual responses are fairly consistent within the same animal, while the responses
vary significantly across individuals.
The results from the ANOVA test suggested that there was a significant difference
between animals during tibial extension but not during tibial flexion. These results
suggest that there is a high inter-subject variability during tibial extension but not during
most of tibial flexion. This suggests that the individual responses are different across
animals and that the tarsal response cannot be represented by an average response.
Burrows and Horridge (1974) mentioned in their experiments that there were large
differences between the animals, but suggested that a larger sample size would reduce
the standard deviation and provide a more accurate average response. However, Zill
(1985) mentioned that the variability seen in the FeCO responses of the locust hind
leg originates in the central nervous system and could not be averaged out. After
eliminating all the peripheral sensory afferents, Zill (1985) showed that the variability
was still present and was not related to the stimulus. This might explain why the
inter-subject variability is significant but not the intra-subject variability.
It is unclear where the variability seen in the tarsal reflex across individuals originates.
Although the neck connectives have been cut, there are other parts of the central nervous
system that are still active and can influence the responses. The initial state of the
nervous system of each individual might lead to different responses (Faisal et al., 2008).
A large sampling number might provide better average results, but the mean does not
necessarily represent the population (Marder and Taylor, 2011).
3.4.1.4 Effects of dopamine in the intersegmental reflex
Analysis showed that there was a significant difference in the tarsal response during
flexion of the tibia after a bath of 10 mM of dopamine. It is suggested that dopamine
causes the threshold of the levator motor neuron to be higher, reducing its firing until a
Chapter 3. The tarsal intersegmental reflex in the locust hind leg 46
higher excitation is received from the sensory neurons. This means that while the tarsus
is depressed and the tibia is extended, as the tibia flexes a signal is sent to the levator
motor neuron to flex the tarsus. Since its threshold has been changed, it needs more
stimuli to activate, therefore, the tarsus does not start flexing until the tibia has flexed
almost 90◦. Whether this change is originated in the FeCO or in the motor neurons is
unknown.
In locusts, dopamine is known to reduce synaptic activity in the FETi motor neuron
(Alessi et al., 2014) and in flight motor neurons (Leitch et al., 2003), although it is
unknown what causes the release of dopamine. Based on previous work and the results
presented here, it is suspected that dopamine reduces synaptic efficacy in locust, which
will be represented in a slower and less active animal (Alessi et al., 2014). Since dopamine
induces phase change in locusts, from gregarious locust to solitary (Alessi et al., 2014),
it is plausible that there is also a reduction in activity. Gregarious locusts are highly
active and fly more often than solitary (Uvarov, 1921). The reduction of activity when
dopamine levels are increased in solitary locusts could be represented here in a reduced
synaptic efficacy in tarsal motor neurons.
The effects of other amines in locusts such as octopamine suggests that neuromodulators
affect the responses of the FeCO sensory neurons (Matheson, 1997), which in turn would
produce a change in the motor neurons. However it is unknown in which sensory neurons
the excitation is increased or in which is inhibited (Birmingham and Tauck, 2003).
3.4.2 Unguis intersegmental reflex control systems
3.4.2.1 Unguis intersegmental reflex responses to femoro-tibial changes
Changes in tibial angle about the femoro-tibial joint lead to changes in ungual position,
that underlie an intersegmental reflex. This pathway has been shown to be neurally
mediated.
These results agrees with those of Field and Rind (1981) in the New Zealand Weta,
where they interpreted the unguis movement as to prevent the catching of tarsal claws
on the substrate. Results showed that the ungual responses were greatest when the tibia
was near maximum extension. This agrees with the results of Field and Rind (1981),
where the motor neurons were active mostly towards full extension of the joint.
Radnikow and Ba¨ssler (1991) showed that both tarsal and unguis position were indepen-
dent of the femoro-tibial joint in the stick insect. This might suggest another function
of the unguis claw than in the locust or Weta.
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3.4.2.2 Unguis intersegmental reflex responses to tibio-tarsal changes
Analyses showed that the unguis position in the locust also depends on changes in the
tibio-tarsal joint angle similarly to the intersegmental reflex seen in Section 3.3.2.1,
where as the femoro-tibial joint extends, the tibio-tarsal joint is depressed. Here it is
observed that as the tibio-tarsal joint is depressed, the tarso-unguis joint is levated and
vice versa. The magnitude of this reflex is higher than the response observe during the
femoro-tibial joint experiments.
This reflex could be mediated by the Tarsal Chordotonal Organ (TaCO) (Field and
Burrows, 1982), which would suggests that the unguis response is dependent on both
the TaCO in addition to the FeCO. That the response observed in the unguis is mediated
by the TaCO as an intersegmental reflex (as proposed in Section 3.3.2.1) agrees with the
work presented by Radnikow and Ba¨ssler (1991).
The experiments designed to analyse the reflexes mediated by the TaCO have shown a
strong reflex response in the unguis to changes in the tarsus. As the tarsus is depressed
the unguis is levated, concurring with the behaviour expected in the tarsal motor neu-
rons.
The fact that the local reflex response is stronger than the intersegmental response (an
amplitude range of 7◦ for the intersegmental response due to femoro-tibial changes and of
15◦ for the response due to tibio-tarsal range caused by femoro-tibial changes) indicates
that the responses seen in Section 3.3.2.1 could be related to a TaCO intersegmental
reflex. It is possible that it behaves as a chain of intersegmental reflexes, where as the
tibia was moved, the tarsal position is changed through the FeCO and this activates a
second intersegmental reflex in the tarsus through the TaCO. It is also possible that the
reflex are working on parallel, and the movement of the unguis results from the addition
of two control systems.
Clarac et al. (1978) showed in the lobster that one single chordotonal organ was able to
activate muscles in all the joints of the same leg. They pointed out that as the joint is
farther from the stimulated chordotonal organ the responses decreased. In the case of
the propo-dactilopodyte, the furthest joint, the responses were often overridden by local
resistance reflexes from that joint. Another example of this is the crayfish abdominal
muscle which affects three segments (Kennedy and Takeda, 1965). It is possible that
these intersegmental reflexes are as well chain intersegmental reflexes, where one of the
responses activates another intersegmental reflex in another joint.

Chapter 4
Artificial neural network for
system identification in biological
systems
4.1 Introduction
In this chapter, the accuracy and generalisation properties of Artificial Neural Networks
(ANNs) as a tool to investigate biological neuronal systems will be studied. ANN models
are going to be validated using an already well known neuronal network: the FETi motor
neuron responses of the reflex control system in the locust hind leg.
Mathematical models of control systems have been used over the years to understand and
describe many systems. They have been used to create and confirm hypothesis about
the system (Lamb and Calabrese, 2012), to study of the dynamics of the system under
study (Gamble and DiCaprio, 2003), to predict the effects of experimental manipulation
(Marder and Taylor, 2011) and to analyse the noise and variability of the system (Sarkar
et al., 2012).
Recently, these mathematical models have also been used as inspiration for technology.
Researchers have designed robots and robot control systems (Clark et al., 2001; Kovac
et al., 2008; Saranli et al., 2001; Webb, 2002), prosthesis (Ferris et al., 2005; Herr and
Grabowski, 2011; Samuel and Herr, 2008; Tanida et al., 2009), optimisation algorithms
(Dorigo et al., 2006; Kennedy and Eberhart, 1995)... Such systems have also inspired
new methods in medicine for rehabilitation (Prochazka, 1993; Reinkensmeyer et al.,
2004) and diagnosis (Marmarelis, 2004).
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Most of these models and devices are based on systems already well described. The
system’s behaviour is captured with the mathematical model and this model is then
applied to the question under study. For example, Lewinger et al. (2011) designed an
hexapod robot based on the locomotion of stick insects. The system they used, con-
trolling leg locomotion in the stick insect, was already well known (Hess and Bu¨schges,
1997). This system was then modelled (Ekeberg et al., 2004) and finally implemented
in the robot.
To model a system, there is an uncountable number of mathematical models to choose
from. To perfectly implement a system an ideal model is needed. An ideal model
must be accurate, global, compact and interpretable (Marmarelis, 2004). It has to accu-
rately predict the response of the system (accurate), for any natural operating conditions
(global); it has to have the minimum mathematical and computational complexity (com-
pact); and be amenable to physiological interpretation (interpretable). If the system will
be implemented in hardware, it has also to be compatible with it (Hunt et al., 1992;
Lewinger et al., 2006). In practice, such models do not exist, because of limitations of
experimental, computational and analytical methods and the complexity of biological
systems.
Wiener models have been widely used in nervous systems. They have been used in many
studies to define the transfer function of a system (Marmarelis and Naka, 1972) or to
understand the transformation of the signal at various levels of the system (Kondoh et al.,
1995). It is a powerful and general method which provides a quantitative description
of the non-linear dynamic transfer characteristics of a system (Marmarelis and Naka,
1973a).
However, this method can contain different types of estimation errors: it is susceptible
to the noise and variability of the recordings and over-parametrisation of the model can
produce erroneous predictions of the system’s responses (Gamble and DiCaprio, 2003;
Korenberg and Hunter, 1990). Moreover, they are not always able to generalise well
(Angarita-Jaimes et al., 2012) and they do not necessarily provide a prediction for any
input function (Palm and Poggio, 1977).
Recently, there has been a push to understand systems using Artificial Neural Networks
(ANNs), since they have been said to be able to approximate any continuous function
(Haykin, 1999). They have been applied in chemical processes, plant identification and in
controller structures (Pham and Liu, 1995). They have also shown good performance in
prediction (financial (White, 1988) and river levels (Pham and Liu, 1995)), classification
(Suraweera and Ranasinghe, 2008), pattern recognition (Bishop, 1995) and in simulation
of non-linear dynamical systems (Benardos and Vosniakos, 2007).
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Some of the advantages of using ANNs include the ability to deal with non-linear sys-
tems (Hunt et al., 1992), their adaptability and generalisation capabilities (Benardos
and Vosniakos, 2007) and their easy application in software and hardware devices (Hunt
et al., 1992; Twickel et al., 2011). They have been applied successfully as robot loco-
motion controllers (Beer et al., 1992; Chiel et al., 1992; Cruse et al., 1995), imitating
the nervous systems that produce locomotion in insects legs. These characteristics make
them a powerful tool for non-linear model description and implementation.
The FETi motor neuron responses from the reflex control system in the locust hind leg
have been studied for many decades and, more recently, researchers have used various
mathematical models to try to understand its behaviour (Dewhirst et al., 2009, 2012;
Newland and Kondoh, 1997b).
Such a system gives the opportunity to test ANNs as a mathematical method to model
and describe parts of a nervous system. The linear and non-linear properties of the reflex-
control system are now well known; however, there are still errors in the predictions,
the models presented do not provide a perfect prediction, partly due to computational
limitations in the parameter estimation, such as numerical accuracy and limitations in
available recordings, and partly because of the noise and variability of the recordings
(Angarita-Jaimes et al., 2012; Dewhirst et al., 2012). Thus, the ANN models might pro-
duce better prediction of the system’s responses than previous Wiener models. Further-
more, they could generalise better to different inputs than these previous mathematical
models and they can also be directly implemented in other applications.
The aim for this chapter is threefold. The first goal is to test a methodology to design
ANNs to model biological systems. The second goal is to analyse and validate these
ANN models and compare them with previously used models of the FETi electrophysi-
ological responses. Finally, the third goal is to study the variability between individual
responses.
The chapter is structured as follows: First, in the methods section, it will be explained
how the FETi motor neuron responses to selected mechanical inputs (stimulus) were
collected and post-processed. Then the ANNs will be briefly explained (for more details
see Chapter 2), with a focus on the metaheuristic optimisation algorithm to design an
optimal architecture and the selection of the number of parameters. The results will
then be presented, including the optimal architecture, the model validation analysis and
the generalisation tests. The last section of the results contain an analysis on the data to
establish how similar the responses are across individuals. The discussion will consider
all the results obtained, leading on to the conclusions.
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4.2 Methods
4.2.1 Data recording and post-processing
The recordings of the locust reflex hind limb control system were made by Philip L. New-
land following the methods described in detail in Newland and Kondoh (1997b).
Adult male and female locusts (Schistocerca Gregaria Forsk˚al) were mounted in mod-
elling clay exposing the thoracic ganglia. The hind leg was rotated 90◦ and the femur-
tibia angle set to 60◦ with the anterior face up. The apodeme of the FeCO was exposed
and grasped with a pair of forceps (small pair of pincers or tweezers) attached to a
shaker (Fig. 4.1). The apodeme was cut distally to avoid movement of the tibia, open-
ing the reflex-control loop. The shaker was driven using data generated inMATLAB R©.
Figure 4.1: Locust hind leg reflex control system. The figure shows the physiology of
the system and the input and output used for this chapter. The input is applied in the
FeCO apodeme through a shaker and the output are the FETi motor neuron responses
recorded with micro-electrodes.
The input signals used to move the apodeme were band-limited Gaussian White Noise
(GWN) (0-50 Hz), since they cover all the frequencies and amplitudes within the band,
and sinusoids (5 Hz) (Fig. 4.2). These signals were generated with a sampling frequency
of 1 kHz. The amplitude of the signals is approximately proportional to the angular dis-
placement between the tibia and the femur, according to Dewhirst et al. (2012).
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Figure 4.2: Input signals applied to the FeCO apodeme to stimulate the FETi motor
neuron. a) represents a fragment of the band-limited GWN input in the time domain,
where the amplitude indicates the angle between the tibia and the femur. b) is the
power spectral density of the GWN input signal, with power limited to 50Hz. c) is a
fragment of the sinusoidal 5 Hz input, showing the direction of extension and flexion of
the tibia and d) its power spectral density representation, with the peak at 5 Hz.
The use of GWN as an input to the system has been chosen since it simultaneously
excites all the frequencies and amplitudes within a range and thus reduces experimental
and computational time. To test the models with more realistic inputs, a sinusoidal of
5 Hz has been applied, which represents approximately the walking cycle of gregarious
locusts (stepping frequency of 5.1 ± 0.56 Hz, Blackburn et al. (2010)).
Stimuli signals were applied to the apodeme via a digital-to-analogue (DAC) converter
(USB 2527 data acquisition card, Measure Computing, Norton, MA, USA), a shaker
(permanent magnet shaker LDS V101, from Bru¨el & Kjær) and the forceps (Fig. 4.3).
The displacement peak-to-peak amplitude of the forceps was 1 mm, which is the maxi-
mum linear displacement of the FeCO apodeme, representing approximately 110◦ (De-
whirst et al., 2012; Field and Burrows, 1982).
Micro-electrodes filled with potassium acetate, and with a DC resistances of 50 - 80MΩ
were inserted in the soma of the FETi motor neuron. The recorded signals from the
soma of the FETi motor neuron were amplified and digitised with a sampling frequency
of 10000 Hz using the data acquisition board (DAC) and stored for later analysis. They
were then re-sampled at 500 Hz following a low-pass anti-aliasing filter with cut-off
frequency of 250 Hz to remove unwanted high frequency noise, though visual analysis
of the power spectrum showed that very little noise was present above 200 Hz. This
re-sampling reduced the size of the files to process and, therefore, the computational
time, without removing frequency components of interests.
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Figure 4.3: Flow chart of the experimental system used to generate and record re-
sponses in the FETi motor neuron. The signal is generated in MATLAB R© and con-
verted to analogue form using the USB 2527 data acquisition board (DA). The analogue
signals is transmitted to the shaker and the forceps which are then attached to the FeCO
apodeme, stimulating the chordotonal organ. The response of the FETi motor neuron
is then measured with micro-electrodes and converted to digital. The data is filtered
and down-sampled in MATLAB R© before storing.
Once the signals had been down-sampled, a high pass filter was applied to eliminate
any slow time varying drift. This filter was a Butterworth filter of 3rd order and cut-off
frequency of 0.2 Hz. Since all the recordings between animals are to be compared and
used with the models, the responses were synchronised using cross-correlations across
the input signals (Fig. 4.4).
It has been shown previously that the neuronal responses have a strong transient phase
lasting approximately 3 s from the beginning of the stimulation, followed by a Steady
State (SS) period starting after 10 s, with a transition period in-between (Dewhirst et al.,
2012). Although ANNs are able to adapt to transient responses, the signals used to train
the networks are composed only of the SS section of the responses, to allow training on
a longer segment of data with a time-invariant system response. Visual inspection was
used at this stage to check the selected data.
The results are based on three successful recordings from 5 animals (a total of 15 record-
ings) in response to exactly the same 50 Hz band-limited GWN inputs and on a successful
recording from the same 5 animals in response to the 5 Hz sinusoidal stimulus, providing
a total of 20 recordings. To represent each animal an average response has been calcu-
lated across the three recordings from each animal to reduce the variability within the
same individual. Since the signals have been synchronised, the three recordings from
each animal where added sample by sample and divided by three. Another average was
calculated across the five animals, using the average from the three recordings on each
animal, to reduce variability across individuals for both the GWN and the sinusoidal
stimulus. This averages represent the average response of the system. Therefore, there
are five 50 Hz band-limited GWN responses, one per animal, 5 sinusoidal responses,
again one per animal, one 50 Hz band-limited GWN response from the average of the
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five animals and one sinusoidal response from the average of the sinusoidal responses of
the five animals, which make a total of 12 responses.
The input signal created in Matlab and applied to the shaker was used as input to train
the neural networks.
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Figure 4.4: Fragment of the 5 Hz stimulus and responses recorded in the FETi of
six different animals after the post-processing. The neuronal responses are expressed
in mV with the axes on the left, while the input is represented by the knee joint angle
in the right axes. An average of the responses is included to appreciate the variability
of the recordings between the individuals. Since the FETi is an extensor neuron, the
recordings show that it is mostly excited during the flexion of the tibia and inhibited
during the extension, representing a resistance reflex (Dewhirst et al., 2012).
4.2.2 Artificial neural networks for system identification
In Chapter 2, Artificial Neural Networks were introduced and explained. In this section,
only the choices of the parameters of the ANNs will be discussed. Such parameters
include the type of networks, the activation functions, the training algorithm, the design
of the architecture and the length of the input vectors.
Two different dynamical Artificial Neural Networks are proposed to model the FETi
responses of the reflex-control system. The two ANNs are: a Feed Forward Neural Net-
work known as Time Delay Neural Network (TDNN) and a Recurrent Neural Network,
which is the Non-linear Autoregressive Neural Network with eXogenous input (NARX
Network) (Billings, 2013; Siegelmann et al., 1997; Waibel et al., 1989).
Both networks use delayed versions of the input to estimate the output. This turns the
static FFNN and RNN into networks able to model dynamical systems (Haykin, 1999).
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Therefore, we assume the response of the FETi motor neuron to be a combination of
the current and past input samples.
The TDNN uses as input a vector of the present sample and previous D samples (Fig.
4.5) and the NARX uses two input vectors: the same input vector as the TDNN and
another vector of previous D outputs.
Figure 4.5: Time delay neural network structure for one hidden layer and the output
layer. Each layer is formed by a number of neurons N , with a number of delayed
samples D. Each neuron contains a bias b and an activation function f(x), a sigmoid
function, to introduce non-linearity into the estimated output (Demuth et al., 2011).
The input to the network is formed by a vector consisting of the present sample and
previous D samples Z1 = [x(t) x(t− 1) x(t− 2) ... x(t−D)], and the output is the
estimate of the present sample y(t). The recurrent network, NARX, contains as input
a vector of N samples from the output, as well as the input X
Figure 4.5 shows the block diagram of the TDNN, including the vector of inputs, a hidden
layer and the output. Each of the hidden layers are formed by a determined number of
nodes. The number of hidden layers and nodes in each layer determine the architecture
of the network. A node (Fig. 4.5) is defined mathematically as follows:
Zj = f(
∑
i
wjixi + bi) (4.1)
where x and Z are the input and output respectively of the jth neuron, wji are the
weights for each input, bi is the bias and f(.) is referred to as the activation function
(Pham and Liu, 1995). In these types of networks, the vector of delayed and current
samples is multiplied by a vector of weights (W1i) and added a vector of bias (b1i) before
being summed in each neuron (i) and passed through the activation function (f(x)) of
the hidden layer 1, propagating one sample from there to the rest of the hidden layers
(Waibel et al., 1989).
The activation function f(x) (Equation 4.2) used in the hidden layers of both networks
is the sigmoid function, the most used activation function (Jain et al., 1996; Pham and
Liu, 1995). This function is used to introduce the non-linearity in the estimated output
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to model the non-linear response of the FETi motor neuron.
f(x) =
1
1 + e−x
(4.2)
The output layer also contains a node, whose transfer function is a linear function instead
of a sigmoid function. This would leave all the non-linear calculations inside the neural
network architecture.
The training algorithm used to calculate the weights between nodes is the Levenberg-
Marquardt back-propagation algorithm. This algorithm is a version of the back-propagation
algorithm, chosen for its accuracy and fast convergence compare to classical back-
propagation algorithms (Bishop, 1995; Webb et al., 1988).
The two Artificial Neural Networks proposed here have two main issues concerning their
design. The first is how to choose the architecture of the network, i.e. the number of
layers and nodes in each layer in such a way that the ANN is able to model the system
accurately without over-fitting the data. The second is the choice of the number of
samples D in the input vectors, i.e. how long the delayed version of the input would
be to estimate the output. Shorter vectors might not feed enough data to produce a
model able to predict the output. Longer vectors would result in higher computational
time and would also increase the risk of over-fitting, which is the prediction of noise and
variability specific to the training data, which does not correspond to the system under
study.
4.2.3 Estimation of the length of the delayed input vector
There is another issue when using networks that receive a time vector as input, which is
the number of delayed samples used in the vector. The number D of delays affects the
performance and the computational time of the network. Choosing few delayed samples
in the input does not provide accurate answers. But choosing too many delays might
increase unreasonably the computational time without improvement in the performance.
To estimate which delay would give the best performance, with the lowest computational
time possible, a neural network architecture is proposed to calculate the changes in
performance related to the number of delayed samples.
The NMSE of a two-layered network, with 7 neurons in the first and 8 in the second
layer, over a range from 10 to 150 samples of delay in the input has been calculated
(Fig. 4.6). The input of the network is two thirds of the average FETi response, and the
output is then compared with the remaining third. The x axis indicates the number of
samples used as input signal (from 10 to 150) and the y axis the NMSE of the network.
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This network architecture has been chosen since it was the optimal architecture in a
preliminary study of the metaheuristic algorithm (explained in the next section). It is
assumed that the behaviour with relationship to the delays is similar for all architectures.
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Figure 4.6: Performance of TDNN and NARX networks when estimating the FETi
response with variable number of delayed samples in the input. The network is trained
with two thirds of the average 50 Hz band-limited GWN and the performance is calcu-
lated using Equation 4.4, using the other third of the average 50 Hz band-limited GWN
not used in training. Included in the plot is an exponential model of the performance
of the networks to changing delayed samples in the input vector, indicating that both
networks improved exponentially their accuracy when increasing the number of delayed
samples in the input vector. Both have an exponential decay, with poor performance
when using few delayed samples. It can be seen that the TDNN shows generally better
performance after 75 samples of delay than the NARX, but the performance of NARX
improves faster at the beginning.
The errors in the predictions decrease exponentially as the number of delays used in the
input vector increases (Fig. 4.6). This behaviour has been modelled using exponential
models, with coefficient of determination of R2 = 0.97 for the TDNN and R2 = 0.83
for the NARX. The exponential models of the network fits per size of input vectors are
also shown in Figure 4.6 along with the performance values of both network models,
illustrating the exponential decay of the prediction error in the network as the number
of delayed samples are included in the input vector.
Based on the decay and the increasing computational time with increasing delay values,
the value for delay (D) chosen is 100 samples, equivalent to 0.2 s, for both networks.
Lower delay values might produce networks with poor performance. Higher delays will
not improve the performance much but will increase the computational time unneces-
sarily and the risk of over-fitting as well. This value is the one used to optimise the
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architectures of the networks in the metaheuristic algorithm. The input vector is then
made of the actual sample and previous 100 samples.
4.2.4 Metaheuristic algorithms for ANN architecture design
To design the architecture of the artificial neural network used to model the FETi re-
sponses a metaheuristic algorithm is proposed. This algorithm is a combination of two
metaheuristic algorithms: Evolutionary Programming (EP) (Eiben and Smith, 2003)
and Particle Swarm Optimisation (PSO) (Kennedy and Eberhart, 1995). Both algo-
rithms have been described in Section 2.5.3. The algorithm combines optimisation
methods proposed by Suraweera and Ranasinghe (2008), Benardos and Vosniakos (2007)
and Angeline et al. (1994).
In the proposed algorithm two independent populations of candidate solutions or indi-
viduals are created, one population for each of the ANNs chosen, the TDNN and the
NARX network. The populations are composed by a specified number of random indi-
viduals or candidate solutions, where each individual represents an architecture for the
artificial neural network. Both populations then would go through the same algorithm
in order to optimise their respective ANN architectures.
The algorithm is comprised of two algorithms, the Particle Swarm Optimisation (PSO)
and the Evolutionary Programming (EP). The first part, the PSO, shifts the architec-
tures of each individual towards the best performing architecture found over the previous
iterations of that individual and the population as a whole. In this algorithm the dif-
ferent individuals or candidate solutions are seen as a “swarm”, whose shape, centre
and compactness moves to find one or more local optima, which in this case represents
optimal architectures for the data. The second part represented by the EP views the
same individuals as a evolutionary population which is modified over generations by
mutating some of the characteristics of the individuals, in this case the number of layers
and neurons in the architectures, and removes poorly performing individuals (“selection
of the fittest”). By optimizing a population of candidate solutions or individuals rather
than one candidate solution, one can simultaneously pursue a number of different local
optima (different individuals converging to different optima) and find new optima, by
mutating individuals who then prove to be better performing than their parents.
The algorithm “moves” the population around the search space over a specified number
of iterations, where the search space includes all the possible architectures. To “move”
the population implies to modify the ANN characteristics towards an optimal perfor-
mance. Figure 4.7 shows in a colour gradient a representation of a search space limited
to 100 possible candidate solutions with up to two hidden layers, where the x and y
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axis represent the number of nodes in each of the hidden layers. The z axis (colour) is
the Mean Square Error (Equation 4.4) of the prediction of the candidate architecture
solution, with x nodes in the first hidden layer and y nodes in the second hidden layer,
with some test data used to illustrate the search space. A population moving in this
search space will avoid the red areas and will move towards the dark blue areas.
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Figure 4.7: Example of a search space of the algorithm. Different architectures,
shown here as combinations of nodes in two layers (x and y axis) produce different per-
formances. The performance (z axis) is the Normalised Mean Square Error (Equation
4.4) of the prediction of the network with test data generated to illustrate the search
space.
In the algorithm proposed, each individual or candidate solution represents an ANN
with up to 5 hidden layers and up to 32 neurons in each layer. The “genotype” G
(Equation 4.3) of each individual η consists on a representation of its traits, in this
case it is represented with an array of five values, where each value n1...n5 indicates the
number of nodes in that layer.
Gη = [n1n2n3n4n5] (4.3)
The number of neurons in each layer is modified every “generation” through variation
operators described in the metaheuristic algorithm, until an optimal solution is found or
the maximum number of generations has been reached. The optimal architecture should
be a trade-off between the performance of the network and its complexity, defined here
as its size (i.e. the number of hidden layers and neurons), and is represented by the
highest fitness in the search space.
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The reason for choosing EP and PSO is that they combined both the individual stochas-
tic search of the EP and the population collaboration of the PSO. The cooperative
approach of PSO leads an individual towards the best performing individual in the pop-
ulation while the EP mutates the individuals to introduce a random variation, in order
to avoid local maxima and reach the global maximum in the search space. The algo-
Figure 4.8: Flow chart of the algorithm proposed to design the architecture of the feed-
forward and recurrent network combining the metaheuristic methods of Evolutionary
Programming and Particle Swarm Optimisation. This algorithm is repeated either for
a number of iterations specified by the user or it will stop when the algorithm converges
and every individual of the population has the same genotype (i.e. represents the same
architecture).
rithm starts by creating the population and initialising the individuals randomly. This
means that each individual is given a random architecture with random number of layers
and nodes. This is the population that is then “evolved” over a number of generations
using the algorithm proposed (Fig. 4.8). The second function of the algorithm is a
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cleaning function designed to avoid empty ANNs during the process. Empty networks
are those networks with no neurons in any layer, formed by just an input and an output.
Although there are chances that two individuals share the same “genotype” (i.e. their
represented architectures are the same), they are both kept in the population, since
with their “genotype” is changed with the algorithm they will produce two different
offsprings.
When the population has been created and pass through the cleaning function, the
networks are trained with the 50 Hz band-limited GWN response. The training signal is
either two thirds of the average response or two thirds of one of the individual responses
recorded as described in Section 4.2.1. The training data, two thirds of each response,
is divided for the ANN training into another two sections, one for training the network
(70%) and one for validating the trained network (30%). If the results from the validation
are poor (the errors are too high when tested with the same data as trained), the back-
propagation algorithm is applied once more. In the case that the second training is not
able to reduce the error, the network is not trained again, providing a network with a
poor fit of the data. This produces a poor performing individual.
To test the trained networks and calculate the fitness of each individual, the third of
the recording not used with the training algorithm, is applied as a network input. To
estimate the performance, the Normalised Mean Square Error (NMSE) is calculated
(Equation 4.4), between the estimated output and the recorded output.
NMSE(%) = 100 ·
N∑
i=1
(yi − yˆi)
2
N∑
i=1
(yi)
2
(4.4)
where yi is the measured output in the FETi motor neuron and yˆi is the estimated
output from the trained neural network of N samples.
In order to evaluate the individuals of the population (i.e. the neural networks) a fitness
function has been designed (Equation 4.5) which reaches a compromise between the
performance of the network and its complexity. This fitness function is based on the
fitness function used by Benardos and Vosniakos (2007). In Equation 4.5 the size of
the network is taken into account as a diminishing factor, i.e. the higher the number of
nodes, the lower the fitness.
fit = e
( 100
NMSE(η)
− a · n(η))
(4.5)
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where NMSE is the Normalised MSE (%) as described in Equation 4.4 of the individual η
and n(η) is the number of hidden neurons in total of the individual η. a is an adjustable
parameter set in this case as a = 0.002, which relates the importance of the size to the
accuracy of the network. This value has been chosen with trial and error methods, by
testing differences in network sizes and performances, so that changes in NMSE are more
important than network size, but a small NMSE change and a large network size dif-
ference will produce different fitness, favouring the network with smaller size. Although
the computational time is not directly taken into account in the fitness function, the
networks are set to train for only 200 epochs (iterations of the back-propagation algo-
rithm), therefore those who have not yet converged and need longer time to train would
result in a higher NMSE value and the faster ones would receive a higher fitness.
Once the networks have a fitness assigned, variation operators are applied to the popu-
lation. These operators are defined by the metaheuristic algorithms (PSO and EP) and
the fitness function.
In PSO there are two genotypes that are always known to each individual, the global
best and the personal best. The global best is the genotype that represents the ar-
chitecture with higher fitness obtained so far over the iterations throughout the whole
population. The personal best is the genotype that represents the best performing archi-
tecture obtained by that particular individual over the iterations. In the PSO function
the global and individual best are found and used with the PSO equations (Shi and
Eberhart, 1998a), and the “velocity” of each individual is calculated (Equation 4.6a).
The individual’s genotype in PSO represents that individual’s position, and their veloc-
ity represents changes in their genotype, i.e. changes in their number of nodes for all
the layers. In each of the iterations or generatiosn, the individuals are “moved” with a
certain “velocity” towards the best performing individuals in the search space, the ones
with higher fitness.
vη(t+ 1) = i · vη(t) + 2 ·R1 · (pη − xη(t)) + (4.6a)
+2 ·R2 · (pg − xη(t))
xη(t+ 1) = xη(t) + vη(t+ 1) (4.6b)
Where η is the individual, vη is the velocity of the individual at iteration t, i is the inertia
weight, pη is the personal best position of the individual, xη is the actual position (i.e.
number of hidden layers and nodes in each layer of the individual), pg is the global best
position of the population and R1 and R2 are random numbers in the range [0, 1]. The
values obtained using this equations will provide fractional values for the number of
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nodes in each layer, however they will be maintained fractional until the mutation step
has been applied.
Using these “velocities” (Equations 4.6a and b) the population is “moved” towards those
architectures which represent better the measured system. The inertia weight i is set to
1.05 for this case, since values between 0.8 and 1.2 are the ones that give the algorithm
the best chance to find the global optimum (Angeline et al., 1994; Shi and Eberhart,
1998a). The value 1.05 is used for its ability of finding the optimal value in some of
the experiments done so far (Shi and Eberhart, 1998a,b). Using 1.05 will allow the best
performing individual to move around its position trying to locate a better optimum
nearby, without forgetting that the previous position was the best found so far.
Once the population has moved towards the global and personal best, it is mutated
using EP. The mutation rate of the algorithm R(η) is a dynamic mutation rate based
on the evolutionary algorithm of Angeline et al. (1994), where it is dependent on the
fitness of the individuals (Equation 4.7). The purpose of the dynamic mutation rate
is to encourage big changes for those individuals with poor performance and a fine
tune search when the networks are near the optimum. However, instead of using the
maximum fitness achievable which is unknown (as they did in Angeline et al. (1994)),
the fitness of the global best is used instead. This results in the global best architecture
not being mutated in that generation.
R(η) = 1−
fit(η)
fitmax
(4.7)
where fit(η) is the fitness of the individual and fitmax is the fitness of the global best
architecture. The mutation rate R(η) is the probability of the number of neurons in
a layer is changed, therefore, the higher the fitness of an individual is, the smaller the
probability of mutation is. If the layer of an individual is changed (i.e. a random value
is smaller than the mutation rate), its number of neurons is changed by a random value
between 0 and 1.5. The final value of neurons in each layer is then rounded to the closest
integer.
To ensure that only the architectures with higher fitness are transmitted to the next
iteration, a competition function is included. This function compares the fitness of each
couple of parent and offspring, keeping in the next generation the one with higher fitness,
assuring the survival of the fittest.
Each time the network is trained the performance varies, depending on the initial value
of the weights (which are initialised randomly). This means that for two identical archi-
tectures the prediction can vary greatly, including cases where the network does not fit
Chapter 4. Artificial Neural Network for system identification in biological systems 65
the training data. To avoid this, the function that initialises the weight values is set to
be initialised every time the network is trained, producing the same initial weight values
for each network.
This series of functions which form the algorithm are repeated over a number of iterations
specified by the user, or “generations”. The output of the algorithm is considered to
be the optimal architecture and it is used to predict the data recorded from the FETi
motor neuron.
4.3 Results
This section presents the results of the design and application of the ANNs to the FETi
responses from the reflex-control system. In the first section the FETi responses are in-
troduced and their characteristics described. In the second section, optimal architectures
obtained with the metaheuristic algorithms are proposed. The ANN model optimised for
the average FETi response will be studied in the third section. The ANNs optimised for
individual responses are validated and contrasted with previous mathematical models in
the fourth section. The fifth section studies the generalisation of the ANNs to another
input. Finally, the sixth section looks at the variability of the individual responses using
the ANN models as a tool.
4.3.1 FETi motor neuron responses to FeCO apodeme stimuli
The data from five individuals has been post-processed and it is presented in this sec-
tion. The responses from the individuals follow approximately the input signal (Fig.
4.9). A displacement of the apodeme of the FeCO evoked a synaptic response in the
FETi. Stretch of the apodeme, equivalent to flexions of the tibia, evoked depolarisa-
tions, whereas relaxation of the apodeme, equivalent to extension of the tibia resulted in
hyperpolarisation, typical of a resistance reflex (Fig. 4.9a) (Field and Matheson, 1998).
The responses of FETi to displacement of the FeCO apodeme with a 50 Hz GWN stim-
ulus resulted in the synaptic responses following, approximately, the input signal (Fig.
4.9b). The responses of FETi to the same stimulus input in different animals (n=5) ap-
peared similar though there was some clear variability, or individual differences, between
animals (Fig. 4.9c).
There is a delay of approximately 0.02 s in the FETi motor neuron responses to the 50
Hz band-limited GWN and to the 5 Hz sinusoid. This delay has been calculated using
correlation methods between the output of the amplifier and the recorded motor neuron
response. No significant delay has been observed between the amplifier output and the
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Figure 4.9: Response of the FETi motor neuron to a 50 Hz band-limited GWN
stimulus and a 5 Hz sinusoidal stimulus applied to the FeCO apodeme. a) Raw response
to 5 Hz before post-processing of Animal 5, including background noise and the stimulus
onset. b) GWN response of Animal 5 after post processing. c) Responses of FETi from
5 different animals to a 5 Hz sinusoidal stimulus.
shaker movement (Dewhirst et al., 2012). Therefore it is assumed that the 0.02 s is the
time it takes the FeCO to process the signal and send it to the motor neuron.
To attempt to observe the underlying common response of the FETi motor neuron
to all individuals an average response was calculated (Fig. 4.9b). This average was
calculated by synchronising the recordings using the input as a reference. This average
response will be used to study the variability of the FETi motor neuron response across
all individuals.
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4.3.2 Metaheuristic algorithm and optimal architecture for the ANNs
The algorithm proposed in Section 4.2.4 was run a total of 12 times, six for the TDNN
and six for the NARX networks to design the optimal architecture. For each case, the
algorithm was run for 50 iterations or generations. However, the optimal architecture
was usually found within the first 30 generations. The ANN models were designed to
predict the responses of the FETi motor neuron to 50 Hz band-limited GWN. Each time
the algorithm was run it optimised the architecture for one individual response (there
are five individuals) or the average of all the FETi responses.
The optimal architectures for TDNN and NARX networks, optimised for the average
FETi response, are both made up of two hidden layers with five hidden nodes in the
first one and two in the second layer for the TDNN and 4 nodes in the first and one in
the second hidden layer for the NARX (Fig. 4.10).
In Section 4.2.4 it was stated that the algorithm would only take a maximum of five
hidden layers and 32 nodes in each layer to reduce computational time. The optimal
architectures were found to be networks with a maximum of three hidden layers and 21
nodes in each (Table 4.1). Most of the networks, however, are smaller artificial neural
networks, with two hidden layers and around 5 nodes in each. The algorithm run in
the IRIDIS High Performance Computing Facility from the University of Southampton,
requiring approximately 48h work with 4 nodes and 16 processor cores per node.
Table 4.1: Table showing the architectures of the networks in each of the models.
Although the algorithm searches architectures with up to five hidden layers and 32
neurons in each, the table shows that all the models are around two hidden layers with
few neurons in each, except for the NARX model in animal three, with three layers,
and in animal four, which contains a higher number of neurons.
TDNN NARX
Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3
Animal 1 6 1 - 6 2 -
Animal 2 4 1 - 5 1 -
Animal 3 6 2 - 3 1 1
Animal 4 8 7 - 21 14 -
Animal 5 8 3 - 11 1 -
Average 5 2 - 4 1 -
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Figure 4.10: TDNN and NARX architectures obtained with the metaheuristic al-
gorithm for the average FETi motor neuron response to 50 Hz band-limited GWN
stimulus. The TDNN is made of two hidden layers with five nodes in the first one and
two in the second one. The NARX network is made also by two hidden layers, with
four nodes in the first layer and one in the second. The NARX network shows the link
from the output back to the input (RNN), which is not present in the TDNN (FFNN).
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4.3.3 Validation of ANNs and generalisation to other inputs
4.3.3.1 ANN model of the average FETi motor neuron response to 50 Hz
band-limited GWN stimulus
The architectures obtained with the metaheuristic algorithm were trained for each of
the FETi responses obtained from different animals (Fig. 4.11 and Fig. 4.12) using
GWN as an input signal. Considering the TDNN model, an individual model, such as
that for Animal 5 (Fig. 4.11a), was able to follow the response to the GWN signal quite
well. The TDNN models for individual FETi responses from the different animals had
a range of performance when tested with previously unseen data (the 2/3 of data not
used in the network training) from the same individual. The TDNN model of FETi in
Animal 3 had the best performance, with a NMSE of 15.5 % (Table 4.2), indicating that
the model was able to predict well most of the FETi response. The rest of the TDNN
models performed less well in other animals, with NMSEs of 29.4 % in Animal 1, 18.1 %
in Animal 2 and 16.9 % in Animal 5. The model for Animal 4 was the worst performing,
with a NMSE of 33.7 %. Together, these models produced an average NMSE of 21.6 ±
7.9 % (NMSE ± Standard Deviation, SD), which represents the prediction error of the
TDNN models on unseen data from the each of the responses.
Figure 4.11: TDNN fit to Animal 5 and the average response. a) The networks have
been trained with two thirds of the FETi motor neuron response from Animal 5 to 50
Hz band-limited GWN. b) Network trained with two thirds of the average response to
50 Hz band-limited GWN. c) Input GWN signal applied to the system.
In the case of the NARX model, an individual model such as the one for Animal 5 (Fig.
4.12a) is also able to follow the response to the GWN signal. The individual models for
the FETi responses have a similar range as the TDNN models when tested with unseen
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data. The NARX model for Animal 3 was again the best performing individual, with a
NMSE of 15.2 % (Table 4.2), very similar to that of the TDNN model, which suggests
that the NARX network is also able to predict most of the FETi response. The rest of
the individual NARX models performed less well as well, maintaining the similarities
with the TDNN models, with 31.8 % for Animal 1, 17.0 % for Animal 2 and 24.2 % in
Animal 5. The NARX model for Animal 4 is also the worst performing model, with a
NMSE of 41.3 %, much higher than the NMSE in the TDNN model made of Animal
4. Together, these models produced and average NMSE of 24.0 ± 10.7 % (NMSE ±
Standard Deviation, SD).
Figure 4.12: NARX fit to Animal 5 and the average response. a) The networks have
been trained with two thirds of the FETi motor neuron response from Animal 5 to 50
Hz band-limited GWN. b) Network trained with two thirds of the average response to
50 Hz band-limited GWN. c) Input GWN signal applied to the system.
An TDNN and NARX models optimised for the average response also produced a good
performing model with 5 nodes in the first hidden layer and 2 in the second for the
TDNN and four nodes in the first layer and one in the second for the NARX (Table
4.1). The TDNN model had a NMSE of 15.8 % (Fig. 4.11b), and the NARX model of
14.6 % (Fig. 4.12b). While the TDNN performance with the average response is slightly
worse than that of the best performance seen using individual 3 (see Table 4.2), the
NARX model performance with the average response is slightly better than any other
model with individual responses. This improved performance in both models may be
expected since the averaging process reduces the additive noise in the recordings.
The performance of all the individual ANNs, expressed as NMSE, was compared to the
Linear-Nonlinear-Linear (LNL) model designed by Dewhirst et al. (2012). Both models
behaved similarly (Fig. 4.13), although the TDNN models had lower prediction errors.
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Table 4.2: NMSE of the Artificial Neural Network models (TDNN and NARX) trained
and tested with individual FETi responses, and the average across them. The table
also includes for comparison the performance of these models when tested with a 5 Hz
sinusoid and the performance of the LNL models of the same responses as calculated
by Dewhirst et al. (2012).
Model ANN LNL
Testing signal GWN 5 Hz GWN 5 Hz
TDNN NARX TDNN NARX SKH
Average 15.8 14.6 8.4 5.4 36.9 13.42
Animal 1 29.4 31.8 39.4 28.0 32.1 13.42
Animal 2 18.1 17.0 40.0 48.4 27.5 16.34
Animal 3 15.5 15.2 9.0 5.2 30.7 44.94
Animal 4 33.7 41.3 26.5 74.3 41.2 82.88
Animal 5 16.9 24.2 14.2 14.7 27.8 33.27
Mean 21.6 24.0 22.9 29.3 32.7 34.05
The TDNN had a mean NMSE of 21.6 % and the NARX of 24.0 % while the LNL
models had a mean NMSE of 32.7 %. A Mann-Whitney U test, chosen for the small
sample size and the non-normality of the data, showed that the performances between
the TDNN and the LNL were significantly different (U = 6.0, p = 0.05), which suggests
that the TDNNs were better at predicting FETi responses to GWN. In the case of the
NARX models, the Mann-Whitney U test showed that the performances between the
NARX and the LNL were not significantly different (U = 9.0, p = 0.18).
Figure 4.13: Comparison of the NMSE of the TDNN, the NARX and the LNL cascade
models. The NMSE of the models was calculated when training and testing the models
with 50 Hz band-limited GWN. Testing was carried out on data not used in training,
but from the same individual. The NMSE was bigger for the LNL model in almost
all individuals. The box-plots represent the median and quartiles and the whiskers the
extreme values of the same data.
From the computational point of view, it is important to mention the difference in
training between TDNN and NARX networks. The time to train and test the TDNN
was around 28 s, while the NARX needed 47 s with the same data. These values have
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been calculated when training the networks in MATLAB, on a PC with Intel core i7-2600
@ 3.40 GHz with 16.0 GB of RAM.
4.3.3.2 Generalisation of the ANN models of the FETi responses to a 5 Hz
input stimulus
To validate the ANN models estimated from a GWN input signal, their ability to predict
a FETi response to 5 Hz sinusoidal stimulus applied to the FeCO was determined. The
TDNN model of an individual, such as the TDNN model optimised for Animal 5 and
trained with GWN predicted approximately the 5 Hz response from the same individual
(Fig. 4.14), with an NMSE of 16.9 %. In the case of the NARX model trained with
Animal 5 and tested with 5 Hz (Fig. 4.15), the model has an NMSE of 14.7 %. Both
models are able to follow the pattern of the 5 Hz sinusoidal response, even though they
have been trained with GWN, as one would expect of a well-fitted model.
The NMSE from individual responses ranged from 9.0 % to 40.0 % in the case of the
TDNN and between 5 % to 74 % in the NARX (Table 4.2). The best performing animal
with GWN (NMSE of 15.5 % for the TDNN and 15.2 % for the NARX) was also the
best performing animal with a 5 Hz sinusoidal input (Animal 3 with NMSE = 9.0 %
for the TDNN and NMSE = 5.2 % for the NARX). The worst performing animal with
GWN, however, was not the worst performing with 5 Hz sinusoidal input (Animal 2 with
NMSE = 40.0 %) in the case of the TDNN, although it was the same for the NARX
model (Animal 4 with NMSE = 74.3 %).
Figure 4.14: Generalisation of the TDNN when trained with GWN and tested with
a 5 Hz sinusoid. a) Measured signal in Animal 5, and its prediction from the individual
model optimized with GWN prediction. b) Average signal and its prediction from the
ANN model optimised on GWN stimuli and the averaged responses. c) Input signal to
the FeCO.
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The performance of the TDNN trained with the average response and tested with a
5 Hz sinusoid had a NMSE of 8.4 % (Fig. 4.14) showing that the GWN-trained ANN
model was able to predict more than 91 % of the responses to the sinusoidal input signal.
Furthermore, the NARX trained with the average GWN response and tested with 5 Hz
had a performance of 5.4 %, with almost 95 % of accuracy. The previous LNL models
described by Dewhirst et al. (2012), when tested with 5 Hz sinusoidal inputs, showed a
performance ranging from NMSE of 15 % to 80 %, with only the models from Animal
1 and 2 being better than the TDNN and NARX models. A Mann-Whitney U test
showed that while the means appear very different the performances with 5 Hz input
of the TDNN (with mean NMSE = 22.9 %) and the LNL (with mean NMSE = 33.5
%) were not significantly different (U = 13.0, p = 0.49), due in part to the considerable
variability of both the ANN and the LNL models with different individuals, and the small
sample size. Furthermore, in the case of the Mann-Whiteney U test for the NARX and
the LNL performances, the results are also not significantly different (U = 15.0, p =
0.7). The ANNs can thus be considered at least as accurate, if not better than LNL and
Wiener methods (Dewhirst et al., 2012) at predicting unseen sinusoidal data from FETi
recordings.
Figure 4.15: Generalisation of the NARX when trained with GWN and tested with
a 5 Hz sinusoid. a) Measured signal in Animal 5, and its prediction from the individual
model optimized with GWN prediction. b) Average signal and its prediction from the
ANN model optimised on GWN stimuli and the averaged responses. c) Input signal to
the FeCO.
4.3.4 Generalisation of the ANNs between different animals and indi-
vidual differences of the FETi motor neuron responses
This section aims to test and analyse the different features of the ANN models, both the
TDNN and the NARX network models. The goal is to determine whether the ANNs
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can generalise to different individuals, and to study whether TDNN or NARX networks
are better at modelling FETi responses.
The first step is to show the performance of both TDNN and NARX networks, including
the ANNs trained with individual responses and the ANNs trained with the average
response, when tested with all the responses from each of the five animals as well as the
average response (Fig. 4.16). The horizontal axis indicates the signal used in training and
the markers the signal used to test the model; the vertical axis shows the NMSE.
The graph shows all the models tested with either GWN or with the 5 Hz sinusoid. Each
of the box-plots represents the mean and the first and third quartiles of the NMSEs of
an ANN model (either the TDNN or the NARX network) trained with 50 Hz band-
limited GWN (from the average response or from an individual animal, as indicated
in the x axis) and tested with all the recordings not used in the training from all the
animals, including the average response. The bars indicate the positions of the maximum
and minimum NMSE values of the tests using that ANN model. The markers of the
box-plots represent the NMSE of that model tested with an specific individual or the
average response specified in the legend. Performances with NMSE values higher than
NMSE = 100% are not shown in the graph, since this indicate failure of the model in
predicting the response; 100 % would be obtained if the predicted output was a constant
zero, and greater values than that suggest an even worse prediction.
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Figure 4.16: The performance represented by the NMSE of all the models either tested with either GWN or with the 5 Hz sinusoid. Each of the
box-plots represents the performance of an ANN model, either a TDNN or a NARX network. The networks are trained with 50 Hz band-limited
GWN, from either the average response or from an individual animal, but not using the same data as used for training. The markers of the box-plots
represent the NMSE percentages of that specific model with a specific set of data. Values higher than NMSE = 100% are not shown in the graph,
since it indicates that the model failed to predict the response.
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Considering all the NMSE values (Fig. 4.16), it seems that both networks (TDNN and
NARX network) have a similar behaviour when trained and tested with the same data.
They are both consistently best when tested with the same individual as the network
has been trained and when tested with the average response.
To determine which of both networks (TDNN or NARX network) predicts better the
responses of the FETi motor neuron in any individual, a Mann-Whitney U test has
been carried out. The test has been applied between the NMSE values obtained with
the TDNN and those obtained with the NARX network when each of the networks
trained for each individual animal and the average response are tested with all individual
responses and the average response (Fig. 4.17). A Mann-Whitney U test has been
chosen for the non-normality characteristics of the data, as shown before. The average
performances (TDNN = 47.7 %, NARX = 49.0 %) suggests that the TDNN might have
a better performance than the NARX network, although the results are not significant
(U = 642.00, p = 0.95). Both networks have positive skew, where the higher NMSE
values surpass the 100% error.
Figure 4.17: Box-plots of the performances, shown as NMSE values (black dots), of
both ANNs networks. The TDNN and the NARX network have been trained with
50 Hz band-limited GWN and have been tested with GWN data from all individuals,
including the average. The box-plots show that the TDNN has a better performance on
average, however, the statistical results have shown that this difference is not significant
(U = 564.00, p = 0.34).
The average training and testing time required by each of the networks suggests that
the TDNN is also faster. The TDNN requires an average of 26.3 s, while the NARX
network takes 73.2 s. A t-test performed on the training and testing times of all models (5
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individual and 1 average response, trained for 1000 epochs) indicates that this difference
is significant (F = 2.9, p = 0.004).
These results suggests that both networks perform approximately equal on average,
by comparing equivalent individual models, since the NMSEs are similar, as shown in
Figure 4.18. If both networks behave the same for each model, they would form a 45◦
line (identity line). The plot indicates that a model, such as the model for Animal 1,
has a similar performance independently of being feed-forward or recursive.
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Figure 4.18: Graph showing the relationship between the performance of the TDNN
and the NARX network based on the animal used for training. The colour of the marker
represents the data that has been used for the training of the network. The identity
line shows where the predictions of both networks would be the same. It is clear in
the plots that both networks have a similar prediction power with the exception of the
networks using Animal 4 as training data.
The contrast of both types of networks shows that most of the data is equally well
modelled by them (Fig. 4.18a), as noted earlier with the statistics results. The biggest
difference is seen on the models trained with Animal 4. Furthermore, the TDNN is able
to generalise better to other individuals, since all values are either on the identity line
(approximately) or above it. The performance of Model 4 when tested with Animal 4
(Fig. 4.18a and b), however, is outside the identity line, suggesting a bigger difference
of the models with this individual. In the case of the networks tested with 5 Hz sinusoid
there is a similar problem with the TDNN trained with Animal 4 (Fig. 4.18b).
Considering these results and the statistical tests, both network types are able to predict
the FETi responses with a similar accuracy. If the type of network does not affect the
accuracy of the ANN model, the input signal used to train the network might. This is
studied in the next section.
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4.3.5 FETi motor neuron response used to optimise and train the net-
works
The performance of the networks trained with the average FETi motor neuron responses
seems to generalise better than other networks trained with data from specific individuals
(Fig. 4.16). It can also predict better the responses to other inputs, such as the 5 Hz
sinusoid. To estimate if these results are statistically significant, a Friedman test is
applied to the NMSE values. The different groups for the Friedman test are the NMSE
of each model (from animal 1 to 5 and the average response model) when tested with all
the data (responses from animal 1 to 5 and average response) to GWN. The Friedman
test has been chosen because of the non-normal data (p < 0.05 in Kolmogorov-Smirnov
and Shapiro-Wilk tests for both the TDNN and the NARX network performances) and
because the data does not need to be fully independent. The results of the Friedman test
suggest that the NMSE values are significantly different (χ2(5) = 24.8, p = 0.00) when
the networks are tested with 50 Hz band-limited GWN and they are also significantly
different when they are tested with a 5 Hz sinusoid (χ2(5) = 29.8, p = 0.00). This
indicates that the training data affects significantly the performance of the network,
although due to the small sample size (12 values per group) these results should be
considered carefully.
It seems that the average response is the overall best predicted signal, independently of
the training data used. It is also important to mention that the responses of animal 4
are the worst predicted signals. This suggests either a poor generalisation of the model
or a high variability between individuals.
Table 4.3: Averages of the NMSE values for all the models (both TDNN and NARX
networks) when the networks have been tested with all data (12 NMSE, 6 responses
for TDNN and 6 for the NARX for each individual model). The standard deviations
of these averages are shown in parenthesis. On average, the prediction of the model
trained with the average FETi motor neuron responses produce a better response than
any other model. It is also better at predicting the responses of any individual to a 5
Hz sinusoid.
Average Animal 1 Animal 2 Animal 3 Animal 4 Animal 5
GWN 33.6 (22.5) 49.1 (35.2) 67.9 (50.6) 40.2 (27.3) 64.5 (18.0) 34.8 (18.3)
5 Hz 22.3 (18.3) 23.9 (8.6) 40.9 (35.2) 32.8 (29.7) 62.7 (26.1) 29.2 (20.9)
The means suggest that Animal 2 and Animal 4 are notably different from all the other
data when tested for 5 Hz sinusoidal responses, including the average response (Table
4.3). A post-hoc test is applied to stablish if there is an statistical difference between
ANNs optimised and trained with an average FETi response and ANNs optimised and
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trained with individual responses (Wilcoxon signed-rank test). Considering the num-
ber of comparisons made, a suggested Bonferroni adjustment of p = 0.05/
∑5
k=1 k =
0.05/15 = 0.0033 should be used as significance level, with
∑5
k=1 k being the number of
pair comparisons to be made. The test shows that the ANNs trained with the average
response are statistically different from any of the other training data except Animal
5 (see Table 4.4). In the case of the 5 Hz input, the Wilcoxon test suggests that the
performance of the network trained with the average response is statistically different
from all the other networks with the exception of the network trained with Animal 1.
However, by applying the Bonferroni corrections (p=0.05/15=0.003) these differences
are not significant and it cannot be said that the model trained with the average re-
sponse is statistically different from a model trained with an individual animal response.
Table 4.4: Z results of the Wilcoxon test, and the p-values, between the ANNs trained
with the average response and all the other ANNs, both for TDNN and NARX. The
average performance is better for this network when tested with any other individual
(µ = 33.9, σ = 22.4). The Wilcoxon test also indicates that the differences in per-
formance between these networks and the others is significant. It is also significantly
better when tested with other types of inputs, such as 5 Hz, than the other networks
with the exception of the network trained with Animal 1.
Animal 1 Animal 2 Animal 3 Animal 4 Animal 5
GWN
Z -2.6 -2.8 -2.7 -2.3 -1.7
p-value 0.010 0.005 0.006 0.023 0.084
5 Hz
Z -1.0 -3.1 -2.3 -3.1 -2.0
p-value 0.308 0.002 0.023 0.002 0.050
4.3.6 Difference between the background noise and the residuals
The average response is able to remove some of the background noise, uncorrelated
spontaneous activity and inter-subject variability. The fact that this is the best or
second best predicted signal for both GWN and sinusoidal input in the TDNN and the
NARX models (see Section 4.3.5) could indicate that part of the errors in the model’s
prediction are related to the background noise and spontaneous responses inherent of
the individuals (individual differences).
In order to evaluate if the residual error might be largely ongoing spontaneous activity,
unrelated to the input, it is compared to the background noise as recorded from the FETi
when no input is applied. The residuals have been calculated as the difference between
the predictions of the TDNN optimised and trained with the average FETi response and
the actual average FETi motor neuron response (Fig. 4.19). Since the averaging has
already reduced the background noise, it can be considered that the average response
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has a very small spontaneous activity, and everything above it in the recording with no
input is cellular background noise.
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Figure 4.19: Plot of the background noise recorded in the FETi when no input was
applied in the FeCO apodeme. The residuals calculated as the difference between the
FETi output and the predicted output to GWN FeCO stimuli are also plotted with the
average FETi motor neuron response. The levels of background noise are higher than
the residuals from the ANN prediction, which suggests that the ANN predicts part of
the background activity as well.
The background noise levels are as high as the FETi responses when the FeCO apodeme
is stimulated with GWN (Fig. 4.19a). In the frequency domain (Fig. 4.19b) it can
be appreciated how the magnitude of the residuals is lower than the background noise.
This suggests two possibilities. The first is that the network may be modelling part of
the background noise or spontaneous activity of the recordings, which due to its random
nature it is unlikely. The second option would be that the FETi might be responding
to other inputs not-correlated with the FeCO apodeme, but when the shaker starts
applying the GWN signal, its response to this input takes over and the uncorrelated
responses decrease to the level of the residuals measured.
4.3.6.1 The inter-subject variability studied through ANNs
In the previous sections it has been shown that ANNs trained with data from particular
individuals do not perform as well as the ANNs trained with the average response. It has
also been suggested by previous results that there is a background noise that introduces
errors in the predictions. Furthermore, the differences in the performances of the models
for each individual also suggested the presence of individual differences.
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If different individuals have different background noise, independent from the input,
they might produce different responses across individuals. If this is the case, it would
explain why the ANNs have such high NMSE when trying to predict responses in other
individuals (Fig. 4.16 for more details).
To illustrate the inter-subject variability across animals, the ability of all the ANN
models in predicting each of the animals has been calculated (Fig. 4.20). This figure
shows how well each of the individuals is predicted by any of the models developed,
where the x axis is the individual used to test all the models and the y axis the NMSE
of each of the models when tested with the individual from the x axis.
Figure 4.20: Performances of all the ANN models, including the TDNN and the
NARX network, when predicting each of the individual recordings corresponding to each
of the animals, including the average response calculated. The performance, NMSE
value, is calculated when the networks have been trained with 50 Hz band-limited
GWN and tested with 50 Hz band-limited GWN. The box-plots show that the average
response is the best predicted response with any of the models, while Animal 4 cannot
be predicted by many of the ANNs.
The performances of the ANNs showed an average NMSE of 48.3 % (SD = 32.7 %) for
all tests. This indicates that any of the ANNs designed can predict on average 51.7 %
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of the response in any individual FETi in different animals. The ANN trained with the
average response had a lower NMSE when predicting the individual responses, with an
average NMSE 32.8 % (SD = 16.3 %). A network trained with the average response
could predict therefore an average of 67.2 % of the responses in any individual.
To test whether there was a difference in the generalisation power of the models based on
the training signal used, a Friedman test was applied. The test, run across the NMSEs
from all models, was significant (χ2(5) = 19.3, p = 0.002). Therefore, individual models
were significantly different from one another.
A post-hoc test (Wilcoxon signed-rank test) was applied to combinations of groups to
see where the differences actually occur. The tests suggests that Animal 4 is signifi-
cantly different from all the animals, including the average response (p < 0.041), and
the average response is also significantly different from Animal 1, Animal 4 and Animal
5 (p < 0.008). The Bonferroni adjustment is applied again, with p = 0.05/15 = 0.0033
used as significance level because of the number of comparisons made. With this cor-
rection, Animal 4 is still significantly different from the Animal 5, and the average is
also significantly different from Animal 1 and Animal 5. Although most of the individ-
ual responses were similar, all models produced high NMSE values when predicting the
synaptic responses from Animal 4, excluding the ANN trained with data from Animal
4 (Fig. 4.5).
Table 4.5: Wilcoxon post-hoc tests p-values after the Friedmann test indicating
whether the testing signals, i.e. the responses recorded, are statistically significant.
The NMSE values used were the ones obtained from the performance of each model
trained with GWN and tested specific individuals. The green cells mark those tests
where the difference is statistically significant, p < 0.05.
4.4 Discussion
The results of this study indicate that ANNs can be used to model responses of individ-
ual neurons in neural networks and can be used to explore and understand individual
differences in their responses.
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A method to design architectures for ANNs has been designed to model the synaptic
responses of an identified motor neuron in a proprioceptive neural network. The meta-
heuristic algorithms optimised the ANN architectures to reduce computational time and
improve their generalisation abilities. The TDNNs were more accurate at predicting
GWN responses in FETi than previously tested methods on the same neuron (Dewhirst
et al., 2009), although the NARX networks were not significantly better. Moreover, both
ANN models predicted responses to a different input with accuracy similar to, or bet-
ter than, previously used methods (Dewhirst et al., 2009, 2012; Newland and Kondoh,
1997b).
We have shown, for the first time, that the models developed from a specific individual
neuron can generalise well and predict the responses of the same neuron in other animals.
This suggests that an ANN model could be used as a mathematical representation of
the FETi neuron response to FeCO stimulation in any locust based on system estimates
from one individual, with the caveat that predictions tend to be better when the same
individual is used in training the model. This points to some individual differences and in
our sample of five locusts, four were similar, but one (Animal 4) was clearly more distinct.
The results also suggest that there are other things in the motor neuron response that
have not been taken into account, such as cellular noise and other inputs to the same
neuron, whose origins are still unknown and are represented here by background noise
and individual differences. Individual differences could be the result of some form of
synaptic plasticity, such as adaptation, obtained during the lifetime of an individual, but
it could also be due to uncorrelated background noise and spontaneous neural activity
which is known to occur in FETi (Burrows et al., 1988).
4.4.1 Comparison with other modelling methods
The results suggest that ANNs can be used as mathematical tools to study neural re-
sponses with a high degree of accuracy. Moreover, the TDNN have been shown to
outperform previous LNL and Volterra methods (Dewhirst, 2013; Dewhirst et al., 2009;
Newland and Kondoh, 1997b) in predicting the responses of FETi to a GWN displace-
ment of the FeCO apodeme, with an approximate improvement of 10 % over LNL
methods (Dewhirst, 2013) and a 25 % improvement over Wiener methods (Newland and
Kondoh, 1997b). Both ANNs and the LNL methods have also been shown to be able to
predict sinusoidal responses, where the model used was trained with 50 Hz band-limited
GWN data from the same individual in which the synaptic responses of FETi to 5 Hz
sinusoidal stimulation were recorded. The mean square error of the TDNN and the
NARX methods were much lower than that obtained with Wiener methods (Dewhirst,
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2013) but they were not significantly different from LNL methods, may be due to sam-
ple size and variability. This suggests that the ANNs and LNLs were not significantly
different at predicting responses to different inputs within the same animal.
Other studies have also used Wiener methods to model neural responses to GWN stim-
uli. For example, Marmarelis and Naka (1973b) modelled the averaged intracellular
responses of neurons in the catfish retina using Wiener kernels, with a NMSE of 25 % or
less, using modulated light as the white noise input stimulus. Proprioceptors in a chor-
dotonal organ in the crab were also modelled using Wiener kernel methods (DiCaprio,
2003) and the NMSE of the second-order models were around 6 - 26 % when tested with
data from the same individual. The NMSE obtained with ANNs in FETi is comparable
to that obtained using Wiener models of the same neuron, but is not as accurate as
other Wiener methods of other neuronal systems. The most likely explanation of which
is that the studies by DiCaprio (2003) on the crab and Marmarelis and Naka (1973b) on
the catfish focussed on the input stages to the neural networks, whereas this study was
focussed on the output, a motor neuron, FETi. The consequence of this is that FETi
responses not only include those correlated with the stimulus input but also uncorre-
lated spontaneous synaptic responses typical of central neurons that clearly cannot be
predicted from the input signal (see for example Burrows (1987); Bu¨schges et al. (1994);
Field and Burrows (1982).
The advantage of using ANNs however, is that not only can they predict accurately the
responses to an input, but they are also able to predict responses to other inputs and,
furthermore, able to predict responses in different individuals using the same model.
LNL and Volterra models are also able to predict accurately the responses from other
inputs, and they might also be able to predict responses in different individuals, however,
this has not been yet tested. DiCaprio (2003); Kondoh et al. (1995); Marmarelis and
Naka (1973b); Newland and Kondoh (1997a,b) and Dewhirst et al. (2009) also used
Wiener methods, but again did not test their applicability across individuals. The
modelling technique presented in this chapter provides the flexibility that any animal
could be used to train the networks, from any of the individual responses to the average
response calculated across different individuals.
4.4.2 Variability across individuals
Marder and Taylor (2011) and Goldman et al. (2001) suggested that models based on
individual or averaged responses may not be representative of the system across a pop-
ulation of individuals due to variability and individual differences even within identified
neurons. A mathematical model able to capture the common response in different indi-
viduals would be able to describe better the responses within the population, however,
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as far as we know, no generic mathematical model of neural responses in identified neu-
rons has been tested across different individual responses. The results show that the
individual responses of FETi can be predicted by any of the ANN models developed
from FETi in any other animal, although usually with higher NMSE, independently
of the data used to train the network. The differences could be related to individual
differences, but also to other sources of background noise, such as sensory noise, cellular
noise, electrical noise or even measurement noise (Faisal et al., 2008).
Using the performances of the models, it has also been shown that the average response is
significantly different from Animal 1 and Animal 5 and that Animal 4 is also significantly
different from Animal 5. Previous studies have shown that mathematical models of FETi
(Dewhirst et al., 2009; Newland and Kondoh, 1997b) produced similar values of NMSE
when the model was developed and tested with data from the same individual. Such
models, however, were never used to test their applicability to the responses of other
individuals.
The errors observed in the ANN models when tested with different individual responses
can only be partly explained by differences across animals as a result of spontaneous
activity found in central interneurons and motor neurons (Bu¨schges et al., 1994; Field
and Burrows, 1982). The observation that performance is consistently best when the
model is trained on the same individual from which the (previously unseen) test data
is taken (Fig. 4.16), suggests that the models are distinct, not just that the noise levels
differ. Variability has been shown in the synaptic properties of identified neurons, where
responses across individuals differ, while the overall neural circuit behaviour remains
the same, or similar, in all individuals (Marder and Taylor, 2011). Another explanation
for these differences is small variations in the encoding of a stimulus in each individual.
Schneidman et al. (2001) showed that approximately 30 % of the information in the
response of an identified motor neuron in flies is specific to each individual, whereas the
remaining 70 % is a common response which is similar in the same motor neuron from
the whole population of flies. Such a common response might also be present in the
FETi, where the ability of the ANNs to predict part of the responses in all individuals
represents a common response to all in the population, whereas the individuality of the
responses, or uncorrelated spontaneous activity, remains as errors.
Whether the average response is the most appropriate characteristic to represent a sys-
tem is still debatable (Goldman et al., 2001; Marder and Taylor, 2011). Our results
suggest that an ANN model fitted to the responses averaged across individuals provides
a fairly good fit in all animals, and may thus be deemed as representative. The models
developed were able to predict responses in different individuals, which shows that FETi
responses share common features across different individuals, but the responses contain
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some individuality that cannot be predicted by a generic model. Given individual dif-
ferences observed in the responses of this identified neuron, combining models derived
from different individuals (and perhaps different neuronal systems), may give rise to
misleading results.
In summary, the TDNN models, but not the NARX models, designed in this study have
been shown to be significantly better than previously explored mathematical models of
the FETi responses to GWN. ANNs provide a promising method in the study of the
neural responses and similarly structured networks in locust and other species, because of
their accuracy and generalisation abilities, including their ability to predict responses in
different individuals. The average response provides a robust basis for model fit, although
further evidence of the presence of individual differences was found. The models designed
with ANNs thus appear promising as a tool in analysing neuronal reflexes and may guide
the future design of engineering control systems or medical assistive devices.
4.4.3 Conclusion
Here we show that ANNs, in particular TDNNs, can be used to model the synaptic
responses of an identified motor neuron in a proprioceptive neural network with more
accuracy than previously used methods, such as Wiener or LNL models. We have de-
veloped a new method to optimise the ANN architectures, which reduces computational
time and improves the generalisation abilities of the networks. We showed that ANN
models are able to predict responses to other inputs and, furthermore, the responses of
the same motor neuron in other animals. Any of the estimated ANN models was able to
predict the responses in any individual, although predictions tended to be better within
the same animal, highlighting the common function of the motor neuron in different
animals. Based on these results, it is believed that the use of ANNs can provide im-
provements in system identification of neural responses. Consequently, TDNNs will be
used to study neural responses in the next chapters of this thesis.
Chapter 5
Recording and modelling of the
tarsal intersegmental reflexes
5.1 Introduction
Locomotion is vital for any animal to avoid predators, to look for food and to mate.
Arthropods have evolved to move efficiently in complex environments and any type of
terrain (Ritzmann et al., 2004b), exhibiting efficient solutions to navigation problems
and providing a source of inspiration for problems in other disciplinary fields (Webb
et al., 2004).
The study of locomotion is important for understanding how locomotion is generated and
how movement is controlled within the nervous system (Chapple, 2012). Its study has
increased in recent years mostly because of research in control systems and robotics in
engineering, medical rehabilitation and prosthesis and inter-disciplinary projects.
Locomotion emerges from complex interactions among animals’ neural, sensory, and
motor systems, their muscle-body dynamics and their environment (Dickinson et al.,
2000). Arthropods have neural circuits closely connected to the behaviour these circuits
perform and highly evolved sensory systems (Webb et al., 2004). Therefore, they are
a desirable nervous system model to study and comprehend the underlying circuits of
locomotion.
The reason to study locomotion in an insect is because the motor system of arthropods
has also been shown to behave similarly to other invertebrates and vertebrates (Pearson,
1993). In locomotion, both vertebrates and invertebrates use motor programming and
central pattern generation, along with sensory feedback, that organise the inputs to the
muscles to create a coordinated movement (Dekin and Haddad, 1990).
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There are three ways to study the locomotive system in an arthropod. The most common
is the study of Central Pattern Generators (Ijspeert, 2008), which generate muscular ac-
tivity in the absence of sensory feedback. Another approach concentrates on the role
of proprioceptive feedback and inter- and intra-limb coordination in shaping locomo-
tory patterns (Pearson, 1993). The last approach focuses on body-limb environment
dynamics and usually ignores neural details (Holmes et al., 2006).
In this chapter we are interested in investigating the reflex responses of inter-segmental
coordination of the locust hind leg. The locust hind leg Tarsal Intersegmental Reflex
Control System (TIRCS) has been previously defined by Burrows and Horridge (1974),
where the reflex movement was described. Chapter 3 also includes a thorough analysis
of its structure and basic responses were presented.
Intersegmental reflexes in locomotion such as these have previously been studied (Bur-
rows and Horridge, 1974; Clarac et al., 1978; Field and Rind, 1981; Hess and Bu¨schges,
1999; Mu and Ritzmann, 2008). However, these studies focused on the locomotion neu-
ronal and muscle responses and none of them have measured and modelled locomotion
using recorded movements. Although models have been developed for motor neuron re-
sponses (Dewhirst et al., 2009; Kondoh et al., 1995), no research has developed a model
that comprises the whole system responsible for the reflex, from the nervous circuits to
muscle output and movement.
To benefit from this system in bio-inspired designs, it is not possible to simply copy
mechanical and neural control systems from arthropods into engineering designs. Even
though arthropods are often referred to as simple animals, their mechanical and nervous
systems are far more complex than any current human-made system (Ritzmann et al.,
2004b). Insect locomotion is extremely robust to a variety of gait disturbances, in part
thanks to its reflexes (Pearson and Franklin, 1984). In the case of robotics, insect mo-
tivated approaches have been used to show that biologically motivated schemes exhibit
good responsiveness to gait perturbations caused by the environment (Brooks, 1989;
Schilling et al., 2013). However, the abilities of legged robots to negotiate irregular ter-
rain is still rather limited (Espenschied et al., 1996). Furthermore, these schemes have
also produced real-time locomotion with limited computational power (Brooks, 1989),
which in case of robots carrying their own computation.
The aim of this chapter is to understand the reflex system in the locust hind leg as a
whole, from sensory input to movement and to observe whether different individuals
perform differently. To achieve this, methods designed to measure the tarsal responses
are designed and developed and the modelling and analysing techniques presented in
Chapter 4 are used to analysed such responses. Modelling such a physiological system
serves to increase our understanding of its biological function (Marmarelis, 2004). The
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detailed analysis of the mathematical models would provide a comprehensive description
of the system that would complement the information from Chapter 3. Such analysis
could lead to the implementation of the system into control systems for robotics among
other applications.
In order to describe the tarsal intersegmental responses in more depth and simulate them,
Artificial Neural Networks (ANNs) are going to be used to model the system. These
mathematical models should emulate the observed behaviour, described in Chapter 3 of
the system.
ANNs have been used in prediction and simulation of various systems (Pham and Liu,
1995; White, 1988). They have also been successfully used in the simulation of non-linear
systems (Benardos and Vosniakos, 2007; Hunt et al., 1992) and possess high generalisa-
tion abilities (Sietsma and Dow, 1991; Xin, 1999).
In Chapter 4, ANNs were used to model and predict responses of a hind leg motor
neuron. Their performance has been shown to be similar to previous mathematical
models (Dewhirst et al., 2009; Kondoh et al., 1995) and even better when tested with
GWN. They were also able to predict responses in different individuals whose data was
not used in the design of the model.
The TIRCS is known to behave non-linearly and it is assumed that its responses contain
high levels of background noise and variability (Burrows and Horridge, 1974). Therefore,
it is foreseeable that ANNs would provide a reliable mathematical method to investigate
the system because of their known good generalization abilities and noise tolerance
(Sietsma and Dow, 1991; Xin, 1999).
Since the tarsal intersegmental responses are non-linear with high levels of background
activity, the study of its noise and variability across individuals are a key aspect of the
investigation. In Chapters 3 and 4 the differences in the individual responses in the
locusts were pointed out. In this chapter, the variability in locomotion is also going
to be quantified. This will study how different are the responses and movement across
animals when the experimental conditions and the stimuli are approximately the same
for all of them.
The chapter is structured as follows: First, in the methods section, it will be explained
how the the tarsal reflex responses are recorded and how these responses will be modelled
using the methodology described in the previous chapter. The results will then be
presented, including the tarsal responses, the optimal architecture, the models of the
responses. Finally, the discussion will consider all the results obtained.
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5.2 Methods
5.2.1 Data collection and post-processing
5.2.1.1 Animal preparation and set up
Similar to the methodology in Chapter 4, adult male and female locusts (Schistocerca
Gregaria) were fixed in modelling clay ventral side up, with the femur and the tibia
fixed. The femur was fixed at 60◦ from the abdomen and the tibia was fixed at 60◦
from the femur (Fig. 5.1). The femoro-tibial angle of 60◦ represents the middle of the
linear range of movement for both the FeCO apodeme and the flexor strand (Field and
Burrows, 1982) (Fig. 5.4). Lower or higher angles would reduce the total amplitude of
the apodeme displacement in the experiments (Newland and Kondoh, 1997a).
A small incision was made on the distal part of the femur in the semi-lunar process of
the hind leg. The cuticle at the incision was removed to expose the FeCO apodeme.
The cavity was rinsed and filled with locust saline (Kondoh et al., 1995). The FeCO
apodeme was exposed and grasped with the tips of a fine forceps distal from the loop
structure and the chordotonal organ to avoid any unwanted damage to the organ. To
open the feedback loop the apodeme was cut at distal end.
The forceps was driven by a shaker (permanent magnet shaker LDS V101, from Bru¨el
& Kjær, Fig. 5.2a) using the set up designed by Dewhirst (2013). The shaker received a
signal generated in Data Acquisition ToolboxTM from MATLAB R© which is amplified
and converted to analogue format via a digital-to-analogue (DA) converter (USB 2527
data acquisition card (DAC), Measure Computing, Norton, MA, USA).
The intersegmental response in the tarsus was recorded with a Keyence laser displace-
ment sensor (LK G3001V controller, LK G32 Head, Keyence, Milton Keynes, UK) aimed
to the unguis of the tarsus (Fig. 5.2b). A reflective sticker was attached to the tarsus,
joining the tarsus and the unguis together, to improve the laser reflection in the surface.
Because the unguis is glued to the tarsus through the sticker, the small reflex response
previously observed of the unguis in response to tarsal movement (see Section 3.3.2)
will not show in the recordings. The laser is aimed to the tarsus parallel to the tibia at
approximately the same distance in every individual, to record comparable responses in
different insects.
To reduce as many voluntary movements as possible in the hind leg, the nerves coming
from the brain were cut at the neck of the locust (Fig. 5.1). A small longitudinal incision
was made in the neck with a razor blade and the neck connectives were cut with a pair
of fine scissors.
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Figure 5.1: Locust set-up for the recordings. The locust is mounted in modelling
clay, with the hind leg femoro-tibial joint fixed at 60◦ (Newland and Kondoh, 1997b)
(see Figure 5.4). The FeCO apodeme was exposed through the semi-lunar process, and
the cavity was rinsed and filled with locust saline. The nerves to the thoracic ganglia
are cut in the neck to reduce voluntary movements. A reflective sticker is attached to
the tarsus to improve the laser recordings of the movement.
The recordings followed the flow chart shown in Figure 5.2c. A signal was sent from
the computer to the Digital-to-Analogue converter. It was amplified and fed to a shaker
with a forceps attached. The forceps grasps the distal end of the FeCO apodeme.
The displacement applied to the apodeme is transmitted through the nervous system
of the locust (as shown in Section 3.3.1.2) and the tarsal movement caused by this is
recorded with the leaser displacement sensor. The signal from the displacement sensor
is sent to the computer and it is recorded together with the input signal for oﬄine
analysis. Figure 5.1 shows an insect already prepared for the experiments, the forceps
are attached to the apodeme and the laser is aimed at the sticker on the tarsus.
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Figure 5.2: Equipment for the experimental set up and flow chart of the experiments.
a) Shaker used to control the displacement in the FeCO apodeme. The shaker contains
a forceps and a forceps mount that is attached to the apodeme. b) Diagram of the
linear measurement of the tarsal movements recorded with the laser. Tarsus drawing
based on a Figure by Laurent (1986). c) Flow chart of the signal in the experimental
set-up. The signal is generated in MATLAB R©, amplified and fed to the shaker. The
Graphical User Interface and software to drive the USB 2527 data acquisition board was
developed by Dr. Oliver Dewhirst using MATLAB and the data acquisition toolbox
(Dewhirst, 2013). The forceps moves the FeCO apodeme causing a response in the
tarsus. This response is captured with the laser sensor and recorded in MATLAB R©.
5.2.1.2 Stimulus signals
In previous work it was noted that the locust tarsal motor neurons fail to follow oscilla-
tions faster than 5 Hz (Burrows and Horridge, 1974). For this reason, the input signals
to the system were band-limited to 5 Hz, in order to focus in the low frequency responses
and avoid high frequency components that do not produce a response. The input signals
applied to the system where Gaussian White Noise band-limited to 5 Hz and a sinusoid
of 1 Hz. The reason for choosing a 1 Hz and not a higher frequency sinusoid is based
on the role of the reflex in postural stability rather than during walking, responding to
slow changes in the surface (Clarac et al., 1978).
The maximum peak-to-peak amplitude of the input signals was approximately 1 mm,
which represents a femoro-tibial displacement angle of 90◦ (Fig. 5.4), based on the graph
by Field and Burrows (1982) and Dewhirst (2013). This amplitude was chosen to avoid
the non-linearities in the apodeme position at the extremes, where the leg is either fully
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Figure 5.3: Insect and equipment prepared for the recordings. The nerves to the
thoracic ganglia have been cut, the FeCO apodeme has been exposed and the cavity
has been rinsed and filled with locust saline. The forceps have been attached to the
FeCO apodeme and the laser has been positioned aiming at the tarsus of the hind leg.
flexed or fully extended. It covers most of the range of movements in the leg during
normal locomotion, excluding the kicking movements which have frequencies greater
than 100 Hz (Dewhirst et al., 2012). Therefore, the relationship of kicking and jumping
with the intersegmental response will not be taken into account in this experiment.
Three versions of each 5 Hz band-limited GWN were created in MATLAB R© using its
pseudo random number generator, randn. This generates an array of random numbers
drawn from a Gaussian distribution with a standard deviation (σ) of one. Since only
one GWN input would not cover all the frequencies and amplitudes within the specified
range because of the relatively long time needed to cover the lowest frequencies, three
different GWN were created (i.e. 0.1 Hz requires 10s for just one amplitude). To use
only one recording it is needed a length of several minutes to achieve a wide spectrum
of amplitudes, which is also achieved by using sorter and different versions of GWN.
Therefore, three 5 Hz band-limited GWB signals are created which should cover most
of the band of interest.
The band was created by low pass filtering. The filter used was a 5th order Butterworth
low pass filter with cut off frequency of 5 Hz, applied in the forward and reverse directions
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Figure 5.4: Femoro-tibial joint and apodeme displacement relationship in the locust
hind leg as shown by Dewhirst (2013). The graph is based on recordings by Field
and Burrows (1982) (grey lines) and Dewhirst (2013) (blue lines). It shows the mean
and a regression line between 0◦ and 120◦, which is calculated only during the linear
response of the apodeme and used to calibrate the displacement of the shaker for the
experiments.
for zero phase shift.
The signals were then scaled to approximately 99.7% (−3σ to 3σ) of its values fall
between the femoro-tibial joint angles of 20◦ and 100◦ (0.9 mm of displacement in the
FeCO apodeme). In order to do this, the forceps displacement was recorded with the
laser displacement sensor. The recordings were then linearly transformed into femoro-
tibial angle using the regression line calculated (Fig. 5.4) and the gain was adjusted so
the amplitudes fall within the required range.
The sinusoidal stimuli were also generated inMATLAB R© with a frequency of 1 Hz. The
amplitude of the displacement was of approximately 1 mm and represents an angular
displacement between 19◦ and 108◦.
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5.2.1.3 Equipment response
In an ideal experiment, the response of the system under study is recorded directly, with
no influence from the equipment used. However, since the equipment is not perfect,
its response will be included as part of the system under study. In this section the
equipment response will therefore be analysed, in order to assess if this might have
an important impact on the results. The system in this section is formed of all the
experimental equipment and excludes the locust response. It thus include the amplifier,
the digital-to-analogue (DA) converter, the shaker, the forceps and the Keyence laser
displacement sensor.
It is necessary to minimise the impact of the components to obtain a clearer image of the
tarsal responses. Therefore, equipment with a flat amplitude and linear phase response
in the frequency band of interest (we select from 0 to 20 Hz to surpass comfortably the
5 Hz band from the stimulus) is required. The tarsus has been reported to respond to
oscillations up to 5 Hz (Burrows and Horridge, 1974), however, since it is a non-linear
system, higher frequencies might be present in the responses.
To measure the equipment response we prepared the same experimental set up as when
calibrating the amplitude of the input signals (Fig. 5.5). The movement of the tip of
the forceps was recorded using the displacement sensor.
Figure 5.5: Flow chart of the set-up for calibration and equipment response. The
signal sent from the computer is amplified and the tip of the forceps moves. This
movement is captured by the laser displacement sensor and recorded with the computer
for analysis.
To study the response of the equipment in the recordings, 200 Hz band-limited GWN was
applied to the amplifier and the displacement of the forceps was recorded. The input
signal was a 200 Hz band-limited GWN generated in MATLAB R©, with a sampling
frequency of 10000 Hz, designed as described in Section 5.2.1.2.
The recordings have been then analysed and the transfer function for the equipment
has been calculated using MATLAB R© built-in functions, and magnitude and phase of
the equipment behaviour is shown in Figure 5.6. The input calculated for the transfer
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function was the signal generated in MATLAB R© and the output the laser recordings
of the shaker movement. As it can be seen in Figure 5.6a the magnitude of the response
is flat within ±1 dB up to at least 20 Hz, which is the band of interest in the system.
The phase is also approximately linear within that range (Fig. 5.6b). The system has
a low-pass filter behaviour, with an attenuation of 3 dB at 100 Hz, and -15 dB at
200 Hz. However, frequencies higher than 100 Hz are not expected to appear in the
responses.
It is important to mention that there is a delay of 3.3 ms between the output from
MATLAB R© and the laser recordings, calculated using cross-correlation between the
input and the output. However, the majority of this delay ≈ 2ms was caused by the
Keyence laser displacement sensor’s signal processing module (value based on the data
sheet).
Therefore, we can assume that the responses recorded by the laser displacement sensor
in the tarsal intersegmental system would be the insect responses and not effects from
the equipment. Furthermore, it can be concluded that the input signal is a valid rep-
resentation of the movement of the forceps. There is however a small delay, and this
should be taken into account when describing the behaviour.
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Figure 5.6: Magnitude and phase response of the equipment. The input (200 Hz
band-limited GWN) was applied to the shaker usingMATLAB R© and the output of was
the movement of the tip of the forceps recorded with the laser displacement sensor. A
transfer function was fitted to the system and the magnitude and phase were calculated.
The magnitude has a low-pass filter behaviour with an attenuation of 3 dB at 100 Hz.
Therefore, we can consider the response to be flat in the band of interest. The phase
has a linear behaviour in the same frequency band.
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5.2.1.4 Post-processing of the recordings
Experimental data was recorded using the set up explained in Section 5.2.1.1. Individual
locusts were recorded and the best eight individuals were selected. These individuals
were selected by visually inspecting each of the recordings. The selection criteria was
based on the following conditions: they contained all the responses for each of the stimuli,
the responses are continuous (i.e. the full amplitude of the movement was recorded by
the laser) and the responses have an amplitude above 0.1 mm in response to a 1 Hz
sinusoid (a lower amplitude in the responses would likely mean that the apodeme has
been damaged and the stimulus is not propagated).
The total data from an individual is composed by three repeated recordings from each
of the stimulus signals described in Section 5.2.1.2. Therefore, each individual provided
three recordings for each of the three 5 Hz band-limited GWN signals and three for the
sinusoidal signals (a total of 12 files). The data was recorded at a sampling frequency
of 10000 Hz.
An example of the raw data is shown in Figure 5.7. The first step in the post-processing
of the recordings is to synchronise the data and select only the response section. The
data for each individual is formed by the input applied and the output response recorded
at the same time. To synchronise the data across repeated recordings and different
individuals the cross-correlation the inputs applied to each individual is used. The
maximum of the correlation function indicates that the relative delays between inputs
and outputs from each of the responses are maintained, which can then be compensated
for to time-align the recordings. The files where then plotted in the time domain to
evaluate the recording and select the response to the stimulus only, and not the noise
before and after stimulation.
To eliminate as much intra-subject variability as possible, the three recordings from
each animal for every stimulus were averaged. An overall average response for each of
the stimulus was also calculated by averaging the eight individual responses from the
animals.
The position of the laser tends to vary slightly across individuals, which gives different
offset positions in the recordings. To eliminate these differences, the mean was subtracted
from the recordings.
The recordings tended to be corrupted by low frequency noise or artefacts, i.e. small
spontaneous movements of the tarsus not related to the input applied in the FeCO
apodeme (Fig. 5.8). These noise or artefacts might correspond to other responses, such
as when other neuronal connections are activated. These movements typically consisted
Chapter 5. Recording and modelling of the tarsal intersegmental reflexes 98
2 4 6 8 10 12 14 16 18
In
pu
t s
tim
ul
us
 [V
]
-2
0
2
Time [s]
0 2 4 6 8 10 12 14 16 18 20
La
se
r d
isp
la
ce
m
en
t [m
m]
-3
-2
-1
0
1
2
Animal 1
Animal 2
Animal 3
Animal 4
Figure 5.7: Responses to 5 Hz GWN from four animals before post-processing the
data. The responses have been synchronised but not filtered. Each of the responses start
at a different amplitude offset depending on the distance from the laser displacement
sensor. The responses contain high levels of low frequency noise (slow drift) and a very
high number of samples that slow the computational analysis.
of a slow time varying drift. In the further analysis, this was removed using a third
order high pass Butterworth filter with a cut off frequency of 0.2 Hz.
Since the responses from the tarsal movement are expected to be relatively low (we
assumed not higher than 200 Hz), the data is re-sampled at 500Hz. An anti-alias filter
was used to avoid unwanted high frequency components above 200 Hz (Fig. 5.8). This
filter is a 3rd order low pass Butterworth filter with cut-off frequency of 200 Hz. By
using a lower sampling frequency the size of the files is decreased and the processing
time is reduced. Both Butterworth filters, the anti-alias low pass and the slow drift high
pass filter, where applied in the forward and reverse directions to avoid introducing any
phase delay.
There is spontaneous activity in the tarsus, that can be easily seen when no stimulus is
applied (Fig. 5.8). This spontaneous rhythmical discharge of 3-4 Hz has been previously
observed (Burrows and Horridge, 1974; Hoyle and Burrows, 1973a). Since its frequency
lies in the band of tarsal frequency response, a filter might delete useful information.
Therefore, no filter was applied to eliminate this oscillating noise.
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Figure 5.8: Input to the system, average response from 8 animals to the same input
and spontaneous activity recorded when no stimulus was applied. The responses show
that above 200 Hz the response with higher amplitude is the spontaneous activity and,
therefore, could be filter with an anti-alias filter to re-sample the data. The spontaneous
activity consists on 3-5 Hz peaks that disappear when the stimulus is applied and is
not necessary to filter them out.
5.2.2 Mathematical models for system identification of the tarsal reflex
responses
One of the aims of the chapter is to use mathematical models to describe the response
of the system in depth. Although it is suspected from Chapter 3 that the response
from system is non linear, a linear mathematical model is proposed. Linear models are
simpler than non-linear models, and can be sufficiently accurate to understand system
behaviour.
To model the tarsal reflex system a Least Square Method linear model is proposed, along
with a non-linear Artificial Neural Network, the Time Delay Neural Network, previously
described and tested (Chapter 4).
5.2.2.1 Linear least squares methods model
If we assume the response of the TIRCS is a Linear Time-Invariant (LTI) system, then
it can be parametrically modelled by its Impulse Response Function (IRF), represented
by h(τ) (Fig. 5.9). The most basic relationship between an input and an output is the
linear difference equation (Ljung, 1999). This equation implies that the output of the
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system y(t) is the weighted sum of the current and past input samples:
yˆ(t) =
T−1∑
τ=0
h(τ) · u(t− τ) (5.1)
where yˆ is the estimate of the response, T is the length of the signal and τ represents
the samples of the signal. The tarsal responses can be represented by Equation 5.1 only
when there is no noise present in the recordings and the model is adequate (i.e. is a
linear system that can be represented by this type of model). During the post-processing
of the data most of the background noise was filtered out; but there is still some noise
not related to the input that cannot be eliminated (Fig. 5.9). Therefore, to represent
the system with more accuracy, noise v(t) is added to the equation, as seen in Equation
5.2.
z(t) =
T−1∑
τ=0
h(τ) · u(t− τ) + v(t) (5.2)
Figure 5.9: Black box system identification blocks. a) The Tarsal Intersegmental
Reflex Control System depicted as a black box approximation with added noise v(t).
b) The Least Square Method black box approximation including the noise as part of
the system to model.
In order to model such a system, the parameters of h(τ) need to be calculated based on
recorded inputs and outputs. A widely used method to estimate these parameters is the
method of least squares, which minimises the difference between the measured output
z(t) and the estimated output yˆ(t) (Haykin, 2002).
The Least Squares method provides an unbiased estimate of h assuming that the mea-
surement noise v(t) is additive, with zero mean and independent of the input, that
the model order is adequate and that the system can be represented by a linear model
(Ljung, 1999).
This method of calculating the parameters usually carries an error in the estimation due
to the ill-conditioning of the matrix. There are many ways of reducing the parameter
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estimation error, such as the pseudo-inverse algorithm or the Tikhonov regularisation
method (Aster et al., 2013).
5.2.2.2 Time delay neural networks for system identification and predic-
tion
In Chapter 4 two different ANNs were used to model the FETi motor neuron responses,
the TDNN and the NARX network. There, it was shown that the TDNN was better, on
average, than the NARX network, although the difference was not statistically signifi-
cant. However, the networks might behave differently for another system, such as the
tarsal intersegmental responses, and previous results might not be representative of this
system. However, the computational time required to train and test the networks was
significantly larger in the NARX network (almost three times longer than the TDNN,
see Section 4.3.3.2).
To reduce computational time, only one ANN will be used to model the biological system.
In the present case, the results presented in Chapter 4 lead to the conclusion that both
the TDNN and the NARX networks have similar properties. Therefore, the TDNN (Fig.
5.10) will be used in this chapter to model the TIRCS responses, since it is faster than
the NARX network.
Figure 5.10: Time delay neural network structure with one hidden layer and one
output layer. The layer is formed by a number of neurons N , with a number of delayed
samples D. Each neuron contains a bias b and an activation function f(X), a sigmoid
function, to introduce non-linearity into the estimated output (Demuth et al., 2011).
The input is formed by a vector consisting on the actual present and previous D samples
Z1, and the output is the estimate of the present sample y(t).
As in Chapter 4, there are two activation functions in Figure 5.10. The first activation
function f(x) is the sigmoid function (Equation 5.3a). This function operates in each
node of the hidden layer and is used to introduce the non-linearity in the estimated out-
put. The last activation function, fo(x) is a simple linear activation function (Equation
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5.3b), where A ∈ R, and is only implemented in the output layer.
f(x) =
1
1 + e−x
(5.3a)
fo(x) = A · x (5.3b)
The same issues as described in Section 4.2.2 are present here. The first is the de-
sign of the TDNN architecture and the second the choice of delays used in the input
vector.
5.2.2.3 Estimation of the length of the delayed input vector to the TDNN
The TDNN uses as input a vector of the present sample and previous D samples (Fig.
5.10), as with the linear Least Square Method (LSM) previously proposed in Section
5.2.2.1. In Section 4.2.3 it was specified that 100 samples was the number of samples
needed in the TDNN input vector to model the FETi motor neural responses.
To estimate which delay would give the best performance in the case of the TDNN and
the LSM modelling of the tarsal intersegmental responses, the NMSE of the models with
delays from 10 samples to 150 samples is calculated. In the case of the TDNN, since
the optimal architecture is not know yet, the same architecture used in Chapter 4 to
estimate the delays is proposed. This architecture consisted on two hidden layers of 7
neurons in the first and 8 in the second layer.
Figure 5.11 shows the performance of the LSM and a two-layered TDNN, with 7 neurons
in the first and 8 in the second layer, over a range from 10 to 150 samples of delay in
the input.
As seen in Figure 5.11, the errors in the predictions decrease as the number of delays
used increase. This is the same behaviour as observed when modelling the FETi motor
neuron responses in Section 4.2.3. Based on the decay and the increasing computational
time with increasing delay values, the value D chosen is 100 samples, equivalent to 0.2
s, as in Chapter 4.
Higher delay values might produce better results in the TDNN, but not in the LSM
model. However, the improvement in performance is not very high and it would in-
crease the computational time. To keep the models as similar as possible and facilitate
comparison, the same number of parameters is going to be used in the LSM method
(100 parameters).
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Figure 5.11: Performance of LSMmodel and the TDNN artificial neural network when
estimating the tarsal response with a variable number of delayed samples in the input.
The LSM and the network are trained with two 5 Hz band-limited GWN inputs and the
performance is calculated using Equation 4.4, with another 5 Hz band-limited GWN not
used in training. Both mathematical models have an exponential decay, as the number
of samples in the input increases, the error in the estimations decreases exponentially.
An exponential function was fitted to the data, with a regression coefficient of R2 = 0.97
for the LSM and of R2 = 0.65 for the TDNN.
This value is the one used to optimise the architectures of the networks in the meta-
heuristic algorithm (see next section). The input vector would be then made of the
actual present and previous 99 samples, a total of 100 samples.
5.2.2.4 Metaheuristic algorithms for ANN architecture design
To select the architecture of the TDNN the same algorithm successfully applied before
(see Chapter 4) is going to be used here. In this case only one population is created, the
one representing the TDNN.
The population is made up by a total of 20 individuals initialised randomly. Each
individual is initialised with five hidden layers and a random value between 0 and 32,
which represent the nodes in each layer. The first layer is restricted to have at least 1
node.
With this population to start with, the metaheuristic algorithm designed in Section 4.2.4
(Fig. 4.8) is applied to the population. The algorithm is run for 50 generations, based
on the results previously observed (see Section 4.3.2).
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To train the networks represented by the individuals, the 5 Hz band-limited GWN
responses recorded as described in Section 5.2.1 are used. Three different 5 Hz band-
limited GWN responses are available for each individual. Two of the three recordings
were used to train the TDNN while the third one was used to test it and estimate its
fitness.
The performance of the network was defined as its Normalised Mean Square Error (see
Equation 4.4). This value was used to calculate the fitness of the individual (see Equation
4.5).
Based on their fitness, each individual is “moved” towards the optimal architecture. The
PSO and mutation equations are applied here (Equations 4.6 and 4.7). The competition
function ensures that only the fittest between the parent and the offspring passes to the
next generation.
Once the algorithm reaches the 50th generation, the best performing individual is chosen
to represent the system.
5.3 Results
5.3.1 Tarsal intersegmental reflex responses to FeCO apodeme stim-
uli
The tarsal intersegmental reflex control system response was recorded in eight individ-
uals, in response to the different stimuli as described in Section 5.2.1.2. All of the data
was post-processed equally, following the method described in Section 5.2.1.4.
The main response observed in the tarsus is consistent with the observations described
in Chapter 3 and those found by Burrows and Horridge (1974). As the tibia flexes, which
corresponds to a FeCO apodeme stretching caused by the shaker, the tarsus levates (Fig.
5.12) due to a series of synaptic activity from sensory neurons to interneurons to the
tarsal motor neurons. Conversely, as the tibia extends, which corresponds to a FeCO
apodeme contraction, the tarsus depresses.
The direction of the signals shown in Figure 5.12 is used in later sections to describe the
system. Therefore, a positive gradient in the response represents tarsal depression and
a negative gradient is tarsal levation.
The response of an individual animal is shown in the next page (Fig. 5.13). The
responses of the tarsus to the 1 Hz sinusoid follow approximately the input, although
there is an adaptation time or transient response in the first cycles (Fig. 5.13a). These
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Figure 5.12: Average tarsal intersegmental response to 1 Hz sinusoidal stimulus ap-
plied to the FeCO apodeme to show the direction of levation and depression of the
tarsus in relationship to the stretch and contraction of the FeCO apodeme. The figure
shows the connection already known (Burrows and Horridge, 1974). As the tibia ex-
tends, the FeCO apodeme contracts and the tarsus depresses. And vice versa, as the
tibia flexes, the FeCO apodeme stretches and the tarsus levates. In this figure we can
observe this relationship in the context of the recordings obtained.
responses show that the tarsal depression (positive gradient) is smoother than the tarsal
levation (negative gradient), which might indicate that during depression the motor
neurons produce a constant output and during levation the same motor neurons are
inhibited and the muscle relaxes. The figure also shows the presesence of the spontaneous
activity before the stimulus is applied, disappearing afterwards.
In the case of the 5 Hz band-limited GWN, the tarsal response seems to filter most of
the higher frequency peaks, smoothing the response (Fig. 5.13b). The responses shown
are the average across three repetitions of the same experiment, which might filter
out some of the background noise and could reduce some of the responses to higher
frequencies if they have different response times. Since the objective is to model the
tarsal intersegmental response, it is important to establish whether the average response
or individual responses are better at describing the system.
Figure 5.13c shows the response to 1 Hz of the eight animals recorded. The individual
responses seem to have approximately the same response to one another, with different
amplitudes. This graph illustrates the differences in the individuals when responding
to the same stimulus. In particular, animal 5 seems to have a larger response than any
other animal, while animal 6 seems smaller. Nonetheless, all animals have a similar
response. The smoothness might in part be due to the averaging done in each individual
using the repetitions to the same stimulus to remove the intra-subject variability.
In Figure 5.12a it is possible to see the delay in the responses. This delay, calculated
as the cross-correlation between the stimulus and the response, is of approximately 85
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Figure 5.13: Tarsal intersegmental response from the individuals. a) Tarsal response
of animal 5 to a 1 Hz sinusoidal stimulus. b) Tarsal response of Animal 5 to a 5 Hz band-
limited GWN stimulus. c) Synchronised tarsal responses of all the eight individuals to
a 1 Hz sinusoidal stimulus to illustrate the differences between individual responses.
ms, between the amplifier output and the laser recordings. In Section 5.2.1.3 it was
shown that there was a delay of 2 ms between the MATLAB R© output and the recorded
displacement of the forceps and thus the apodeme. We can assume that the 85 ms delay
is the time the signal needs to travel through the nervous system to finally reach the
muscle and produce movement.
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5.3.2 Linear model of the tarsal intersegmental responses using the
least squares method
The linear model of the average tarsal intersegmental response is calculated using the
Least Square Method described in Section 5.2.2.1. The parameters of the model are
calculated using the first of the three 5 Hz band-limited GWN responses, averaged
across the eight individuals (which in turn are the average of three recordings). One
model for each individual response is calculated, as well as a model for the average
response.
The performance of the model when the parameters have been calculated for Animal 5
is shown in Figure 5.14a and Figure 5.14d for the case of 5 Hz band-limited GWN input
and 1 Hz sinusoid. Figure 5.14b and Figure 5.14e show the fit of the LSM model to the
average response calculated across all individuals.
The LSM model for Animal 5 does not seem to follow the GWN response accurately,
with a NMSE of 82.6 %, being the worst predicted individual (see Table 5.1). However,
it improves for the 1 Hz sinusoid, with a NMSE of 33.2 %. The reason for depicting
Animal 5 rather than an animal with a better model is to show all the different models
with the same individual.
The best performing model is the LSM model calculated for Animal 8, with a NMSE
of 29.3 % for the GWN input. When the models are tested with 1 Hz inputs, the best
performing model, however, is the one designed for Animal 1, which is second worse at
predicting GWN inputs.
Table 5.1: Normalised Mean Square Error of the models using the LSM method
calculated for each individual response and tested with unseen data from the same
individual.
5 Hz GWN 1Hz
Average 27.18 4.61
Animal 1 81.30 11.80
Animal 2 41.52 13.05
Animal 3 49.90 80.37
Animal 4 71.12 61.36
Animal 5 82.64 33.23
Animal 6 38.17 122.98
Animal 7 33.89 13.72
Animal 8 29.29 13.52
The LSM model calculated with the average response is able to predict the average
response better than any individual model, with a NMSE = 27.2%, when tested with
unseen data. The performance of this model with the average tarsal response to 1
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Figure 5.14: Least Square Model predictions of unseen 5 Hz band-limited GWN and
1 Hz sinusoidal inputs (dotted line being the response and black line being the model).
a) Prediction of the model for Animal 5 to 5 Hz GWN. b) Prediction of the model for
the average tarsal response with 5 Hz band-limited GWN. c) 5 Hz band-limited GWN
input. d) Prediction of the LSM for Animal 5 to a 1 Hz input. e) Prediction of the
LSM for the average response to a 1 Hz input. f) 1 Hz input. The parameters of the
model have been calculated using a 5 Hz band-limited GWN tarsal response and tested
with unseen data.
Hz sinusoid is also better than with any of the individual responses, with NMSE =
4.6%.
However, these models cannot generalise to other individuals. When the models are
tested with other individuals (which have not been trained on), their performance
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drops. The NMSE values of these models are shown in Figure 5.15, where each box-
plot represents the NMSE of a model trained with the responses indicated in the x
axis and tested with unseen responses from all animals, including the average response.
The marks on the box-plots indicate the NMSE of that particular model (indicated in
the x axis) with unseen data from the animal indicated in the legend. These perfor-
mances are very poor overall (Fig. 5.15), with some individual responses impossible
to predict (NMSE > 100%) by some of the models. With an overall mean value of
NMSE = 74.7% for the models tested with band-limited GWN responses from all an-
imals (included the average response calculated) and of NMSE = 49.7% for the tests
with 1 Hz sinusoidal, the overall performance is worse than the values obtained for the
FETi with ANNs (Chapter 4).
Figure 5.15: Box-plots of the performances of all the models design with the LSM.
Each box-plot represent the LSM model with parameters estimated using that response
(i.e. average TIRCS response, animal 1 TICRS response...). Each of the points is the
performance of that model (NMSE value) with the response of that individual or the
average response. The generalisation of the models to predict 1 Hz sinusoidal responses
are also represented in the nine box-plots of the right.
The black dots of Figure 5.15 show the performance of the models when tested with the
average response calculated across all individuals. This shows that, although the average
response can be well predicted with this type of model, some of the individual responses
are predicted very badly, with some normalized mean-square errors above 100%.
Overall, the average tarsal intersegmental response is predicted best, out of all signals,
considering it produces the lowest NMSE values in most models, excluding Animal 3 and
7. However, whether the average is representative of the response is still to be discussed
and, furthermore, a better model needs to be applied, since this linear model cannot
accurately predict the responses of the individuals.
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5.3.3 Artificial neural network model of the tarsal intersegmental re-
sponses
In the previous section it was shown that the linear method, designed as a LSM model,
had very high NMSE values. Chapter 4 introduced Artificial Neural Networks as a new
mathematical tool to model non-linear nervous systems. Such models were as accurate
as the Wiener methods previously used and, furthermore, were able to generalise to
another input and predict the FETi responses in any individual. In this section, the
methodology designed and studied in Chapter 4 for ANN modelling is applied to the
tarsal recordings to model and predict the responses.
5.3.3.1 Metaheuristic algorithm and optimal architecture for the TDNN
The metaheuristic algorithm first described in Section 4.2.4 and modified for this chapter
(see Section 5.2.2.4) is applied to all the tarsal responses, as well as the average response
and the eight individual responses. Thus, the algorithm was run nine times, each time
optimising the architecture for a particular individual or the average response calculated
across the individuals.
The algorithm used two of the three tarsal intersegmental responses of each individual
with a 5 Hz band-limited GWN to train a specific network. The third 5 Hz band-limited
TIRCS response from that same individual was then used to estimate the fitness of the
architecture. Based on these results the optimal architecture was selected.
The optimal architectures obtained with the metaheuristic algorithm using the average
and the eight individual responses recorded are shown in Table 5.2.
Table 5.2: TDNN architectures obtained through the metaheuristic algorithm to
model the tarsal intersegmental responses. The algorithm was run for 50 generations,
although the optimal architectures were found within the first 35 to 40 generations. All
architectures are relatively small, with one hidden layer in most, and a second layer
with one hidden neuron in 3 of the networks.
Layer 1 Layer 2
Average 4 -
Animal 1 3 -
Animal 2 5 -
Animal 3 5 1
Animal 4 2 1
Animal 5 3 1
Animal 6 3 -
Animal 7 4 -
Animal 8 3 -
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The algorithm was run to design architectures of up to five hidden layers and 32 nodes
in each. However, the optimal architectures are significantly smaller than that. The
architectures obtained are made up of one hidden layer in five of the cases, and a second
layer of one neuron for three individuals. All architectures obtained are smaller than
those obtained with the same algorithm to model the FETi motor neuron responses
(Section 4.3.2).
5.3.3.2 Validation of TDNNs and generalisation to other inputs
In this section, the optimised TDNN architectures obtained using the individual and
the average response are presented. The TDNN models have lower NMSE than the
LSM models for every individual, including the average response (see Table 5.3). These
NMSE values have been calculated in TDNN models trained with a specific individual
(or the average response across all individuals) and tested with unseen data from the
same individual (or the average response).
Table 5.3: Performance of the TDNN and the LSM models when the weights and
parameters were calculated with the responses to 5 Hz band-limited GWN of an specific
individual. The values represent the NMSE of that model when tested with unseen
responses to 5 Hz band-limited GWN from the same individual it was trained with.
The average NMSE shows clearly that the LSM model performances are not as good
as the TDNN. The last two individuals, however, present a lower NMSE with the LSM
than with the TDNN.
5 Hz GWN 1 Hz
TDNN LSM TDNN LSM
Average 13.49 27.18 2.20 4.61
Animal 1 37.34 81.30 12.72 16.14
Animal 2 31.49 41.52 15.22 8.30
Animal 3 23.63 49.90 266.50 225.72
Animal 4 18.37 71.12 31.50 70.15
Animal 5 30.55 82.64 61.19 42.15
Animal 6 23.69 38.17 98.90 44.51
Animal 7 25.39 33.89 16.48 7.66
Animal 8 23.82 29.29 29.77 10.78
Mean 25.31 50.56 59.39 47.78
SD 6.37 19.77 74.40 62.93
These networks are able to predict the responses to 5 Hz GWN better than the previous
linear method shown. The fit of the network designed for Animal 5 and for the average
across all animals are shown in Figure 5.16 for an input of 5 Hz band-limited GWN and
a 1 Hz sinusoidal input. The performance of the network trained with responses from
Animal 5 gives NMSE = 30.6%, which is less than half the NMSE of LSM methods.
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In the case of the average response, the error of the TDNN is also less than half of that
of the LSM methods, with NMSE = 13.5% (see Table 5.3).
Figure 5.16: TDNN optimised to model animal 5 and the average response of the
tarsal responses. a) Fit of the TDNN to the GWN response from Animal 5. b) Fit of
the TDNN to the average GWN response. c) GWN input used to record the responses
and test the TDNN. d) Fit of the TDNN from Animal 5 to a 5 Hz stimulus. e) Fit of
the TDNN from the average response to a 5 Hz stimulus. f) 5 Hz sinusoidal stimulus
used to stimulate the tarsus and to test the TDNN.
Figure 5.16 shows that the models are able to approximate the response of the 5 Hz
GWN and follow its trajectory, both in the case of the TDNN trained with recordings
from Animal 5 and with the average response calculated across all animals. For the 1
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Hz stimulus, it seems that the model trained with Animal 5 is not able to predict the
high amplitude of the tarsal responses in Animal 5, although the model trained with the
average response can predict the average response to 1 Hz.
In Table 5.3 the results for each individual are shown, compared to the performances
obtained with the LSM models previously used. With a mean value of 25.3 %, the
TDNN seems to produce a better model than the LSM, with 50.6 %. To corroborate
whether the TDNN are better at predicting the tarsal responses, a paired samples t-test
is applied, chosen for the normality of the data (Shapiro-Wilk Test gives p = 0.881 for
the TDNN models and p = 0.098 for the LSM models), although it has a small sample
size (9 samples in total, considering models for the 8 individuals and the average response
across them). The results show that the TDNN has a statistically significantly lower
NMSE (25.3± 7.1%, mean ± standard deviation) than the LSM models (50.6± 22.1%),
with t(16) = −3.924 and p < 0.01. This indicates that the TDNN are statistically
significantly better at predicting the tarsal intersegmental responses. Since the sample
size is too small, and to compare with following statistical analysis, a Mann-Whitney U
test has been applied. The results also confirm that the performances of both models
are statistically significant (U = 74.0, p < 0.01).
To show the generalisation abilities of such models when another input signal is applied,
Figure 5.13 also shows the prediction of these networks when a sinusoidal is applied.
Table 5.3 shows that the performance of the TDNN models now becomes worse than
the performance of the LSM (59.4±74.4% for the TDNN and 47.8±62.9% for the LSM).
To determine whether this difference is statistically significant, a Mann-Whitney U test
is applied to the data, since both models produce non-normal data (Shapiro-Wilk Test
has a p = 0.00 < 0.05 for both the TDNN models and the LSM models, indicating that
the data from both models is non-normal). The results from the test indicate that the
performances of both models are not statistically significantly different (U = 34.0, p =
0.61).
Therefore, the TDNN models are statistically better at predicting the responses to 5 Hz
band-limited GWN than the LSM models, however they are not statistically different
to them when predicting responses to a 1 Hz sinusoid.
5.3.3.3 Generalisation of TDNNs to different individual responses
In this section, the generalisation of the TDNN models designed with the metaheuristic
algorithm for specific individuals is going to be studied. Here, the term generalisation
refers to the ability of the model in predicting the tarsal reflex responses in different
individuals that were not used in the training process.
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To study the generalisation, the models, trained with 5 Hz band-limited GWN, are then
tested with the responses from all the individuals and the average of these, following a
5 Hz band-limited GWN stimulation. The NMSE of the predictions for all models with
all the responses are shown in Figure 5.17.
In this graph, each box-plot represents the median, first and third quantile, and max-
imum and minimum NMSE of a specific model indicated by the x axis, trained with
either the average response or the responses from individual animals (1-8). The marks
in each box-plot indicate the NMSE of that particular ANN model when tested with the
animal indicated by the legend. The NMSE is calculated when these models are applied
to all the responses, represented by the different markers.
The second half of the figure shows the nine models trained with 5 Hz band-limited GWN
and tested with 1 Hz sinusoidal responses from each individual. Very poor performances
(> 100) are not shown in the plot.
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Figure 5.17: Performances represented by the NMSE for all the TDNN models tested with either 5 Hz band-limited GWN or 1 Hz sinusoid. Each
of the box-plots represents the performance of a TDNN trained with one of the responses, either the average TIRCS response or one of the eight
individual TIRCS responses (as indicated on the axis). The networks were trained with 5 Hz band-limited GWN TIRCS responses. The markers
of the box-plots represent the NMSE. For ease of visualization, values above 100 % are not shown in the graph, since these values clearly indicate
failure of the model to predict the response (a constant zero-valued response would provide a NMSE of 100%) and precise values above 100% thus
add little additional insight.
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Figure 5.17 shows that the models can predict the responses from some individuals.
However, there are still some responses that are poorly predicted by the models. The
TDNN model for FETi designed in Chapter 4 with the average response across individ-
uals, was able to predict all the individual responses. However, with these responses,
it seems that the model of the average response cannot predict the GWN responses of
Animal 5.
The average response across all animals, however, is predicted by all the individual
models (see black dot in Fig. 5.17). The model from the average is the best performing
one and the model for Animal 3 the worst performing model. All individual models have
a prediction error higher than 100 % when tested with Animal 5, with the exception of
the model trained with Animal 5, and the model trained with Animal 1. The model
trained with Animal 1 is able to predict all the responses from any individual recorded,
better than the model trained with the average response calculated across individuals,
with the exception of the tests on recordings from Animal 3 and 8.
The mean and standard deviation of the performances from each of the models is shown
in Table 5.4. The table shows the mean value of all the NMSE when the TDNN have
been tested with GWN and with 1 Hz sinusoid. Overall, the TDNN has a mean NMSE
performance of 86.8 % when tested with 5 Hz GWN and 64.7 % when tested with 1 Hz.
It should be noted that there are many outliers in the distribution, which bias estimates
of mean and standard deviation.
Table 5.4: Mean and standard deviation of the NMSE values for each of the nine
TDNN models designed. The NMSE value presented for each model is the mean of
the NMSE values calculated with that model and averaged across all the individuals,
including the average response. The mean NMSE for 1 Hz sinusoidal input is also calcu-
lated when the models are tested with 1 Hz sinusoidal and compared to 1 Hz individual
responses. The standard deviation is also given. The average response, animal 1, 4 and
5 provide the best individuals, while animal 3 gives very poor predictions.
Avg 1 2 3 4 5 6 7 8
GWN
Mean 55.9 43.6 82.2 219.6 48.6 52.1 57.5 119.8 102.2
Median 34.5 39.0 39.8 69.6 47.5 54.1 41.0 42.9 34.8
sd 52.7 14.6 77.8 271.5 24.5 10.5 49.7 141.8 124.0
1 Hz
Mean 47.7 31.9 69.8 109.4 40.0 38.0 37.0 146.3 62.1
Median 11.8 30.2 29.4 21.2 31.5 39.5 23.9 41.0 15.0
sd 64.4 16.7 97.2 175.3 28.9 14.4 32.7 226.6 101.2
Table 5.4 shows that effectively, the model trained with the responses from Animal 1
has lower performance error than any other model, while the model trained with the
responses from Animal 3 has the highest errors, although this may only be true due
to the NMSE values of the TDNN tested with Animal 5, which causes outliers. The
median value in the table indicates that the high NMSE values of the models trained
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with recordings from Animals 2, 3, 7 and 8 are mostly due to outliers and specific poor
performances with some animals. Surprisingly, the model trained with recordings from
Animal 5 can predict all the individual responses with a low performance not much higher
than the best performing model, considering that its responses cannot be predicted by
any other model.
To estimate whether the performances of the models are significantly different (i.e. the
animal used as training data, or average response, has a significant impact on the per-
formance of the model), a Friedman test is chosen. The Friedman test is chosen because
it analyses differences in three or more groups of dependant variables (i.e. repeated tests
from different animals within the same network) as long as the results are continuous
and the data is non-parametric. The test is applied to the NMSE values obtained with
GWN and 1 Hz testing separately as calculated in Section 4.3.3.2. This test will give
some insight on the importance of the animal chosen to design the model, or if the
average across individuals can be used as representation of the system.
The Friedman test is also chosen because of the non-normality of most of the data (the
Saphiro-Wilk tests have p < 0.05 for Animal 2, 3, 6, 7 and 8, and p < 0.001 for the overall
data). The Friedman test is run across all the NMSE values. The results indicate that
the NMSE values are significantly different (χ2(8) = 21.9, p = 0.01) when the networks
are tested with 5 Hz band-limited GWN and when they are tested with 1 Hz sinusoid
(χ2(8) = 15.3, p = 0.05). These statistical tests indicate that the training data used to
design the networks affects significantly the performance of the model when predicting
data from different individuals.
To see with more detail where the differences lie, a post-hoc test (Wilcoxon signed-
ranked test) is applied to the different groups of data. The results of the test, shown
in Table 5.5, suggest that some of the individuals are significantly different from each
other. Application of the Bonferroni corrections gives a p-value of p = 0.0013. With this
value applied, there are no significant differences across pairs of models and thus none
of the individual models are identified as significantly distinct from any other across the
test datasets.
The Wilcoxon post-hoc tests seen in Table 5.5 shows that, for example, the model trained
with the average response gives statistically different performances to the models trained
with Animal 2, 3 and 7, which are some of the worse predicting models (see Table
5.4). The model trained with Animal 8 gives also statistically different performances
to the models trained with Animal 2, 3 and 7, the same as the model trained with the
average response. Also the performances of the models trained with Animal 3 and 7 are
statistically different, as well as the models trained with Animal 1 and 4.
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Table 5.5: Wilcoxon post-hoc tests after the Friedmann test indicated that the NMSE
of the individual models was significantly different. The NMSE used was the one
obtained from the models trained with GWN and tested with GWN. The green cells
mark those tests where the difference is statistically significant, p < 0.05.
5.3.3.4 Inter-subject variability of the tarsal intersegmental responses anal-
ysed through ANNs
In Chapter 4 the average response was on average better for designing the ANN models
and predicting responses in other individuals. In Section 5.3.3.3, no recorded response is
significantly better for designing the model. The performances of the models with some
individuals, however, vary greatly from one another.
In this section, the differences across the individuals are going to be studied to determine
the level of individual differences in the animals. To study individual differences, the
amplitude and phase of the signal was studied. The ability of any designed model in
predicting specific animals is going to be used as representation of the response. As
it has been shown in Figure 5.17, not all individual recordings produce a model that
can predict responses in any other individual. And vice versa, not all individuals can
be predicted with any model, such as Animal 5, which can only be predict with some
accuracy by its own model. To illustrate this, Figure 5.18 shows the NMSE performances
of the models when tested with specific individuals. This is the same data as presented
in Figure 5.17, but now the horizontal axis shows the recording on which the data was
tested, and not the model used. The box and whiskers represent the results from the
different models.
Figure 5.18 shows that there are three animals with high NMSE that cannot be predicted
by all the models: Animal 1, 4 and 5. The responses from these animals can be predicted
by the ANN model trained with data from the same animal (Fig. 5.17), but when using
another model the NMSE increases drastically. This suggests that this animals have a
different response to other animals. The responses from the rest of the animals can be
predicted by all the models with a NMSE lower than 84.1 % down to 13.5 %, indicating
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Figure 5.18: Box-plots of the performances of the models with each individual, includ-
ing the average response across animals. All medians are below 50% for each individual,
with the exception of Animal 1, 4 and 5.
that at least a 15.9 % (100% − 84.1%) of the responses from these animals can be
predicted by any model.
To study if there is a statistical difference in the testing signals, i.e. the animal tested
with a model, a statistical test (Friedman test) has been applied to the NMSE values pre-
sented in Figure 5.18. The result of the test suggest that there is a significant difference
in the testing signals (χ2(8) = 33.7, p < 0.01). Therefore, there is a significant difference
in the accuracy of the models which depends on the individual that is tested.
To observe with more detail these differences, a Wilcoxon test is applied across the
individual results in pairs. The tests indicate that the performances of any model when
tested with Animal 1 and 5 are statistically different from when tested with any other
animal. However, considering the Bonferroni correction that puts the significance level to
p = 0.0013, it cannot be confirmed that the performances on this animal is significantly
different to that from any other animal.
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Table 5.6: Wilcoxon post-hoc tests p-values after the Friedmann test indicating
whether the testing signals, i.e. the responses recorded, are statistically significant.
The NMSE values used were the ones obtained from the performance of each model
trained with GWN and tested specific individuals. The green cells mark those tests
where the difference is statistically significant, p < 0.05.
5.3.3.5 Background noise and spontaneous responses in the tarsal interseg-
mental reflex
In Chapter 4 it was shown how the average response filtered out most of the differences
across the individuals. However, with the tarsal responses recorded, this is not as clear.
It is possible that some of the errors in predictions of the TDNN models tested with the
different individual responses, including the average across them, might be related to
background activity and/or differences across or within individuals, rather than failure
of the models.
These errors in prediction, or residuals, represent the portion of data that the model
cannot predict. Figure 5.19 shows these residuals along with the average response of the
TIRC system and the background activity described in Section 5.2.1.4, recorded when
no stimulus is applied.
Figure 5.19 shows that the residuals are not similar in either the time or the frequency
domain to the behaviour of the tarsus in the individual when no input was applied.
There are higher errors than background activity in frequencies below 2.5 Hz, where the
model may be failing. Between 3.5 Hz to 5 Hz the background activity is higher than
then residuals.
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Figure 5.19: Plot of the spontaneous activity and the residuals of the average model.
The spontaneous activity is observed in the tarsus when no stimulus is applied. It
consists on a 3-5 Hz cyclic peak that usually disappears when the stimulus is applied.
The response is the recording from one individual with a 5 Hz band-limted GWN
applied. The residuals are calculated as the difference between the prediction of the
TDNN trained with the average response and the average response itself.
5.4 Discussion
5.4.1 Tarsal intersegmental reflex responses to FeCO apodeme stim-
uli
The experiments designed have illustrated the response of an inter-segmental reflex in
the tarsus of the locust hind leg. The results have shown that the position of the tarsus
responds to changes in the femoro-tibial joint. As the leg is flexed, the apodeme in the
femoro-tibial chordotonal organ is extended and the tarsus is levated. And vice versa, as
the leg is extended, the apodeme relaxes or contracts and the tarsus is depressed.
The response observed is consistent with the results presented in Chapter 3, where
levation and depression of the tarsus where produced when extending and flexing the
tibia, and thus, pulling and relaxing the apodeme. These results were purely neuronal,
since the response ceased when the neuronal connections were cut. In this chapter,
a further step has been taken by allowing the responses to be recorded with higher
accuracy and in response to various types of stimulus.
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The recordings from the tarsus of the locust hind leg have been measured in response
to an stimulus applied to the FeCO apodeme. Considering that the FeCO monitors
the femoro-tibial joint, i.e. extension and flexion of the tibia, the tarsal movement
recorded could be dependent on the position, velocity and/or acceleration of the femoro-
tibial joint, all of which are monitored by the FeCO proprioceptors (Burrows et al.,
1988). However, without further analysis, the exact nature of the dependency cannot
be described.
The tarsal inter-segmental responses were recorded with a 5 Hz band-limited GWN
stimulus, which limited the responses to a low frequency band. Burrows and Horridge
(1974) suggested that the highest frequency the tarsus would be able to follow is 5 Hz,
although the tarsal motor neuron can respond to up to 25 Hz (Hoyle and Burrows,
1973b). Kondoh et al. (1995) showed that the sensory neurons in the FeCO can respond
to frequencies higher than 200 Hz. Furthermore, the FETi motor neuron response seen in
Section 4.3.1 produced responses higher than 100 Hz (Dewhirst et al., 2012). This might
suggest that the path from the FeCO sensory neurons to the actual tarsal movement
involves a process of low-pass filtering.
The papers published by Burrows and Horridge (1974) and Field and Rind (1981) dis-
cussed a reflex response in the locusts and the New Zealand Weta respectively, such as
the one described here, with far less detail. Similar reflexes have also been described in
crustaceans (Clarac et al., 1978), but with a longer inter-segmental path (more leg seg-
ments between the stimulus and the response). Nonetheless, no study of inter-segmental,
or intra-segmental reflex movements have shown the level of detail and repeatability of
the responses achieved in this chapter with the experimental method proposed.
This system does not perform equally in every individual. As Figure 5.13 showed,
each individual has their own amplitude and delay values. However, the source of
these differences is still unknown, it could be a random error in the recording or an
actual physiological or anatomical difference. An explanation could be small changes
in the initial conditions that, amplified through the non-linear behaviour of the system,
produced different responses (Goaillard et al., 2009). Cellular background noise could
also be a source of this variability, with the inadvertent excitation of for example chemical
or tactile sensory neurons that produce responses in some of the neurons involved in the
inter-segmental reflex (Faisal et al., 2008). Another source of noise is the electrical
noise, coming from the equipment used to record and then process the data (Faisal
et al., 2008).
Whether the average response calculated in each individual and over all represents the
true response of the locust tarsal intersegmental response is still to be determined. Figure
5.13 could indicate that the responses are fairly constant across individuals, however, the
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amplitude and delay differences in the individuals might represent underlying differences
in anatomy or could be due to noise and other random effects, such as changes in the
precise location and direction of excitation and measurement.
5.4.2 Linear model of the tarsal responses using the least squares
method
The Least Square Method has been used to design models of biological systems before
(Marmarelis, 2004). Although the inter-segmental response has been shown to behave
non-linearly (see Chapter 3), there is always the possibility that the linear component of
the system is significantly larger than the non-linear and the model can be used.
The LSM parameters calculated for the individual responses produced models with a
mean NMSE of 50.5 % (see table 5.4). This accuracy indicates that the models are able
to predict half of the response. Furthermore, the models cannot generalise to different
individuals, with a mean NMSE for the models of 74.7 %, suggesting that the LSM can
only predict a 25.3 % of the responses in any individual. Therefore, the NMSE of the
models suggests that the Least Square Method is not an adequate method to predict
the tarsal responses.
5.4.3 Artificial neural network models of the tarsal responses using
the time delay neural network
The results suggests that the TDNNs can also be used to study inter-segmental responses
as well as neural responses as shown in the previous chapter. The TDNN have been
shown to outperform linear models of the tarsal responses (LSM). Although the NMSE
values for the TDNN models trained and tested with data from the same animal are
higher in the case of the tarsal responses than in FETi recordings, the results cannot
be compared, since the input signal is different in both models. Furthermore, they are
models from different systems, and therefore, the levels and nature of background noise
varies.
There is also a difference in the architectures between the models designed for the FETi
responses and the tarsal responses. The architectures of the TDNNs obtained for each
of the individual responses with the metaheuristic algorithm are smaller than those
obtained to model the FETi motor neuron responses. Sietsma and Dow (1991) suggested
that networks with fewer layers are better at generalising, specially to noisy inputs. Small
networks were also suggested by Suraweera and Ranasinghe (2008) to model systems
in order to avoid over-fitting to background noise. Benardos and Vosniakos (2007)
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and Carvalho et al. (2011) produce much larger networks that worked with very high
signal-to-noise ratio. These network sizes could be an indication of the levels of noise
and variability in the recordings within one individual, from one recording to the next.
Thus, it can be suggested that the metaheuristic algorithm is adapting to the new type of
system and optimising the architecture for recordings with a higher level of background
noise and/or variability.
The TDNN models designed for the tarsal responses have a NMSE of approximately half
of the LSMmodels of the same responses (see Table 5.3). With every individual response,
including the average across individuals, the ability of the TDNN in predicting such
response is much better than the prediction obtained with its LSM model counterpart.
This difference has been shown to be statistically significant, indicating that the TDNN
models obtained are significantly better than a linear model such as the LSM.
The average response is predicted with the lowest NMSE, but no individual recording
has particularly high NMSE, for either the TDNN or the LSM models. In the case
of FETi modelling, the NMSE values obtained were similar, with NMSE from 15 %
to 34 % (see Table 4.2). The LNL cascade proposed in Dewhirst (2013) has NMSE
values closer to the ones observed in Table 4.2. Other mathematical models (Newland
and Kondoh, 1997b) produce higher NMSE values. However, the responses cannot be
compared further since the system is not the same.
The TDNN models trained with 5 Hz band-limited GWN responses have been tested
with a 1 Hz sinusoid. The responses were varied, with a similar accuracy as the LSM
models when tested with the same 1 Hz responses. But the errors of the TDNN were
much higher than the TDNN trained and tested with FETi responses (see Tables 4.2 and
5.3), partly due to the performance of the model trained with the responses from Animal
3, which gives a NMSE of 267 %, and thus, increasing the mean NMSE value.
The TDNN models were also tested with the other individuals to analyse whether they
were able to generalise across animals, i.e. if a model, trained with a specific individual or
the average response, was able to predict the responses from other individuals. This was
also tested with the LSM models with very poor results. Chapter 4 showed that TDNN
were able to predict and generalise to other individuals and other input data. However,
such analyses have not been performed with other mathematical methods.
The results showed that the TDNN can predict responses in other individuals and other
input data with varied accuracy. The errors in predictions diverge from low values in
some models to very high values in other models (see Table 5.4). The performances,
therefore, varied significantly depending on the individual which was used as training
data.
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This accentuates the discussion of Section 4.4, where the training signal used to model
the system was a key element to obtain a good model. It has been shown here that, not
only using individual signals might not produce optimal models, but also based on which
individual response is used it will be able to generalise better or worse. It is clear that
the model from any individual does not provide a robust representation of the tarsal
intersegmental reflex, and a cohort of individuals needs to be studied, even when some
individual recordings might seem representative (lower NMSE).
A possible reason for this is that the response of some individuals contain less noise
and variability and, therefore, they provide a better model than noisier individuals.
Some individuals have differences inherent to their nervous system or estate that can
be predicted only with models trained to predict such features. Furthermore, subtle
differences in experimental set up may also play a role into the differences.
5.4.4 Individual differences and background noise across individuals of
the tarsal intersegmental responses analysed through ANNs
The individual differences studied through the TDNN models of the system might give
an insight on the reason why some models trained with specific individuals perform
better than others. Chapter 4 showed that the models were able to detect part of the
underlying function of the system and provide predictions in different individuals.
In this chapter it has been shown that the models were not able to predict all individ-
ual responses, in particular the responses from Animals 1, 4 and 5. Furthermore, the
accuracy of the models in predicting Animal 1 and 5 was significantly different than
predicting any other individual with any model (Table 5.6).
Angarita-Jaimes et al. (2012) stated that the NMSE errors of the models in motor
neurons cannot be ascribe only to modelling errors or background noise, but may also
be due to individual differences. Similarly, Schneidman et al. (2001), in his research on
spike and information rates on the visual system of flies, suggested that the common
underlying response across the individuals is only a 70 % of the information recorded
in the response, whereas the remaining 30 % comes from individual differences in the
insect such as initial state, or inadvertent excitation of sensory neurons.
It can be assumed that the differences and errors in the predictions of the models orig-
inates partly from a mix of background noise and inter-subject variability along with
modelling errors. The differences in the responses of each individual can be caused by
differences in the parameters (Marder and Taylor, 2011) and electrical and cellular noise
(Faisal et al., 2008). Although the background noise when no stimulus was applied is
different to the residual of the predictions (Fig. 5.19), it is a source of errors in the
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models. Spontaneous activity in interneurons and motor neurons might leak into the
tarsal muscles producing some of the small variations observed (Bu¨schges et al., 1994;
Field and Burrows, 1982).
5.4.5 Conclusion
New experimental methods have been designed and presented to accelerate the data
collection and improve its accuracy in tarsal intersegmental responses, considering that
video recordings are slow to analyse, have limited input stimuli and have poor preci-
sion.
The responses recorded have shown that the tarsus responds to changes in the FeCO
apodeme, so that the apodeme is stretched, indicating tibia flexion, the tarsus levates
and vice versa. This response is constant across all individuals, although the amplitude
and delay of the responses varies in each animal.
While the system studied here has been previously described (Burrows and Horridge,
1974), the techniques used for recording the data, post-processing and modelling are
innovative, taking the research further.
The responses are non-linear and, although they can be modelled with linear models,
the accuracy of such models have been shown to be poor compared to other non-linear
models. The LSM applied produce high errors in the predictions and not good general-
isation to different individuals, although the performance with sinusoids is comparable
to the TDNN.
The Artificial Neural Networks proposed in Chapter 4, the TDNN, produced a more
accurate model of the system. The errors in the predictions of these models are similar
to the errors obtained when modelling the FETi motor neuron (see Section 4.3.3), and
lower than the errors in predictions when using the LSM models.
Furthermore, the prediction errors of the tarsal intersegmental responses seem to be
connected to background noise and individual differences. The tarsal responses seemed
to be formed by an underlying response common across all individuals and a variable
response, which is inherent to the individual, since the models are able to predict part
of the responses from other individuals, although usually not with the same accuracy
as with the individual they have been trained on. The individual differences in the
responses highlight the importance of the training signal for modelling.
In conclusion, in this chapter new experimental methods to record the TIRCS responses
have been developed. The tarsal intersegmental responses have been analysed and a
Chapter 5. Recording and modelling of the tarsal intersegmental reflexes 127
deeper description of the system has been presented. A previously verified mathemati-
cal method has been applied to the system to model the system’s behaviour. Finally, the
responses recorded and modelled have been analysed to describe the tarsal intersegmen-
tal nervous system, its responses, background noise and individual differences.
The results presented here could be now extrapolated to other fields. The tarsal re-
sponses play an important role in the stability of a locust (Burrows, 1996), and con-
tributes to the control of movement during locomotion (Hess and Bu¨schges, 1999). Such
a system can provide inspiration in current engineering and medical problems (Webb
et al., 2004). For example, robotics strives for a stable robot able to walk on irregular
terrains (Ijspeert, 2008). These type of responses could improve the foot positioning
and increase the stability of robots. Active prosthesis and orthoses might also be able
to make use of the knee joint-feet relationship described by this system to improve their
performance (Dollar and Herr, 2007).

Chapter 6
Effects of amines in the tarsal
reflex responses
6.1 Introduction
Neuromodulators are chemicals that are able to alter the synaptic responses of one or
more neurons, since they are diffused in a large area. One of their main functions is to
reshape neural circuits, making them multifunctional (Katz and Frost, 1996). Neuro-
modulation accounts for one of the most interesting phenomena in the nervous system:
behavioural plasticity and learning (Delcomyn and Nelson, 2000). By changing the way
neurons respond to stimuli, neuromodulation allows neural circuits to adapt to changing
circumstances.
One of the most important group of neuromodulators are biogenic amines. The effect
of amines in certain insects are well known. They are known to modulate responses
of neurons and nervous systems, altering circuits and their properties (Katz and Frost,
1996; Matheson, 1997; Parker, 1995, 1996). They can influence locomotion (Chase et al.,
2004; Eilam et al., 1992; Omura et al., 2012), modulate reflex and neuromuscular trans-
mission (Evans and O’Shea, 1977; Gill and Skorupski, 1996; Livingstone et al., 1980;
Skorupski, 1996) and visual systems (Erber and Kloppenburg, 1995), affect behaviour
(Barron et al., 2007; Edwards and Kravitz, 1997; Kawabata et al., 2012; Kume et al.,
2005; Larson and Summers, 2001) and learning (Beninger, 1983).
Some of the most common amines are dopamine, serotonin and octopamine (Homberg,
2002). Octopamine is specially important in invertebrates (Delcomyn, 1998) and is
closely linked to behaviours such as aggressive and escape behaviour (Adamo et al.,
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1995; Alexander, 1961) and the honey bee dance (Barron et al., 2007). It also modu-
lates the responses on some invertebrate systems, such as the visual system (Erber and
Kloppenburg, 1995), olfactory responses (Pophof, 2002), neuromuscular transmission
(Evans and O’Shea, 1977) and motor neurons (Parker, 1996).
Serotonin is known to be related to food, modulating salivary glands (Ali, 1997), mandibu-
lar muscle contraction (Baines et al., 1990) and pharyngeal neurons (Horvitz et al., 1982).
It is also related to social status and aggressiveness (Edwards and Kravitz, 1997; Larson
and Summers, 2001) and also affects locomotion and posture (Livingstone et al., 1980)
and modulates motor neurons (Parker, 1995).
Dopamine is known to be essential in the control of locomotion (Beninger, 1983). It
modulates flight in the locust (Buhl et al., 2008; Leitch et al., 2003) and in the cockroach
(Claassen and Kammer, 1986), reconfigure locomotory patterns in C. elegans (Chase
et al., 2004; Omura et al., 2012) and in the fly (Tunnicliff et al., 1969) and regulates the
sleep cycle in the fly (Kume et al., 2005).
In the case of locusts, amines such as serotonin and dopamine are responsible for me-
diating the phase change from solitary to gregarious and vice versa (Alessi et al., 2014;
Anstey et al., 2009). Such changes in the responses also produce an increase in the
variability of the individuals (Gill and Skorupski, 1996; Skorupski, 1996).
The aim of this chapter was to study the tarsal intersegmental reflex and the effect of
amines on responses using mathematical models. Mathematical models of neuromod-
ulation processes are scarce, although they can provide a deeper understanding of its
role in behaviour. They have been used to study decision making in crickets (Kawabata
et al., 2012) and in neuronal circuits (Goldman et al., 2001).
Artificial Neural Networks designed using the metaheuristic algorithms presented in the
previous chapters are used to study the effect of amines on the tarsal responses. Since
previous chapters have shown that the TDNN models were the best performing, only
TDNN will be used in this chapter.
The chapter is structured as follows: First, in the methods section, it will be explained
how the tarsal reflex responses are recorded based on the amine used and how these
responses will be modelled using the methodology described in the previous chapters.
The results will then be presented, including the tarsal responses to biogenic amines
and the models of the responses. Finally, the discussion will consider all the results
obtained.
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6.2 Methods
6.2.1 Data collection and post-processing
To determine tarsal responses to FeCO apodeme stimulation under the influence of
amines the same set up as in Chapter 5 is prepared. To record the effects of the
amines, five different chemical compounds have been prepared: dopamine hydrochlo-
ride, fluphenazine hydrochloride, serotonin hydrochloride, mianserin hydrochloride and
octopamine hydrochloride (see table 6.1). In order to do this, specific amounts of each
chemical compound described by its molecular mass is mixed with locust saline.
Table 6.1: Concentration in mM and molecular weight in grams/mole for each of the
amine compounds used in the experiment.
Dopamine Fluphenazine Serotonin Mianserin Octopamine
Molar solution 10 0.1 1 0.01 1
Molecular weight 189.64 510.44 212.68 300.83 189.64
The concentration used for each compound was based on that used in previous studies.
In the case of dopamine, 10 mM were used in the work published by Alessi et al. (2014)
to study the effect of dopamine in phase change of locusts. The concentration of 0.1 mM
of fluphenazine was chosen based on preliminary experimental results. Concentrations
of 5 mM was found to be excessive and abolished any response of the tarsus. That
concentration was reduced gradually to 0.1 mM, which reduced the effect of dopamine
to control levels and was also used by Alessi et al. (2014). The concentration of serotonin
of 1 mM was based on the work published by Anstey et al. (2009). The concentration
of its antagonist, mianserin, was based on the work published by Molaei and Lange
(2003) which studied the association of serotonin with the alimentary canal of locusts.
Mianserin is also an antagonist of octopamine, and this concentration was found to
counteract its effects as well. The concentration of octopamine was chosen based on
that of Barron et al. (2007) where they investigated the effects of octopamine in the
reporting of sources with dances by forager bees, although this was adapted since through
preliminary tests the amount was shown to be excessive.
For experiments, adult male and female locusts (Schistocerca gregaria) were fixed in mod-
elling clay ventral-side-up, with the femur fixed at 60◦ from the abdomen and the tibia
fixed at 60◦ from the femur (see Figure 5.1) as was described in Section 5.2.1.1.
To evoke and record the tarsal intersegmental response a small incision was made in the
distal part of the femur in the semi-lunar process of the hind leg. The cuticle at the
incision was removed to expose the FeCO apodeme. The cavity was rinsed and filled
with locust saline (Kondoh et al., 1995). The FeCO apodeme was exposed and grasped
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with the tips of a fine forceps distal to the loop structure and the chordotonal organ to
avoid any unwanted damage to the organ. To open the feedback loop the apodeme was
cut distal to the forceps.
To reduce as many voluntary movements as possible of the hind leg, the connectives
from the brain were cut at the neck of the locust (see Figure 5.1). A small longitudinal
incision was made in the neck with a razor blade and the neck connectives were cut with
a pair of fine scissors. This procedure follows the methodology used in Chapter 5 to
record the intersegmental tarsla reflex responses.
As in the previous chapter, the forceps were driven through a shaker (permanent magnet
shaker LDS V101), which received a signal generated inMATLAB R©, amplified and con-
verted to analogue via a digital-to-analogue (DA) converter (USB 2527 data acquisition
card (DAC), Measure Computing, Norton, MA, USA). The intersegmental response in
the tarsus was recorded using a Keyence laser displacement sensor (LK G3001V con-
troller, LK G32 Head, Keyence, Milton Keynes, UK) aimed at the unguis of the tarsus
(see Section 5.2.1.1).
To determine the effects of the amines on the tarsal responses, the cuticle of the ventral
thorax was removed to expose the thoracic ganglion. The cavity was rinsed and perfused
with saline for control recordings. After control recordings, the cavity was bathed in
either dopamine, serotonin or octopamine for 5 minutes and the recordings made again.
To determine the specificity of the amines the thorax was again rinsed with normal
saline for 10 minutes, to eliminate most of the amine compound. Then the cavity was
bathed in a mix of the amine compound and its antagonist at equal parts for 5 minutes
and the recordings made again.
Four different experimental sets were prepared for each neuromodulator compound.
Recordings from four animals were made in each of the following situations: dopamine
and its antagonist fluphenazine, serotonin and its antagonist mianserin, octopamine
and its antagonist mianserin and eight individuals with dopamine for modelling pur-
poses.
In the first three of these conditions, the neuromodulator tests, three repetitions were
made for each of the stimuli. The stimuli used were 1 Hz sinusoid and three Gaussian
White Noise Signals (GWN) (see Section 5.2.1.2). Background noise (when no stimuli
was applied) was also recorded twice. This means that for each animal, in each test,
there were 14 recordings for control, 14 for the amine alone, and 14 for the amine and
its antagonist. Therefore, for each animal there were a total of 42 recordings for each
stimuli. A total of 168 recordings for the dopamine and fluphenazine test, 168 for the
serotonin and mianserin test and 168 for the octopamine and mianserin test. For the
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last experimental set up, the dopamine recordings for the modelling, the last section of
both amine and antagonist was skipped. The stimuli used were the same three GWN
and the 1 Hz sinusoid, a total of 224 recordings.
Once the recordings were obtained, the signals were post-processed as in Section 5.2.1.4.
The data were recorded at a sampling frequency of 10,000 Hz. Each recorded file from an
individual contains the stimulus applied to the FeCO apodeme and the tarsal response
from that individual. The data was synchronised using the stimulus as reference, and
the section containing the response selected, eliminating background noise before and
after. The mean value was subtracted to remove variations from the laser position. A
high pass Butterworth filter with a cut off frequency of 0.2 Hz was applied forwards and
backwards to remove low frequency noise and slow time varying drift. An anti-alias filter
was then used fowards and backwards to avoid unwanted high frequency components
above 200 Hz and to reduce the sampling rate to 500 Hz. The anti-alias filter was a 3rd
order low pass Butterworth filter with a cut-off frequency of 200 Hz.
6.2.2 Mathematical models for system identification
The mathematical models follow the same procedure as in the previous chapters (see
Section 5.2.2 for more details). For this chapter, only the TDNN models were applied
to the recordings, since the results from Chapter 4 and Chapter 5 indicated that the
NARX and the LSM are not as accurate with this type of data.
For the TDNN modelling only the responses to dopamine for the last set up were used.
Therefore recordings from eight individuals were post-processed, formed by control and
dopamine responses to three different 5 Hz band-limited GWN and a 1 Hz sinusoid.
The metaheuristic algorithm used two GWN responses to train the network and the
third to test and calculate its fitness (Equation 4.5). Based on this fitness, the optimal
architecture for each individual, including an average response across individuals, was
calculated for control and dopamine responses (a total of 18 architectures).
The TDNN used the sigmoid activation function f(x) (Equation 5.3a) in all layers but
the output layer, where the linear activation function was used (Equation 5.3b). The
delay used to calculate the size of the input vector was the same as before, 100 samples,
the equivalent to 0.2 seconds.
For the last section of the chapter a new optimal architecture was calculated using the
metaheuristic algorithm described in Section 4.2.4, that used as training input two of
the 5 Hz band-limited GWN average control responses and training targets two of the
5 Hz band-limited GWN average dopamine responses. The third average response for
control and dopamine was used to test the network and calculate its fitness.
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6.3 Results
6.3.1 Effects of the neuromodulators dopamine, serotonin and octopamine
on the tarsal reflex responses
6.3.1.1 Effects of dopamine on the tarsal intersegmental responses to FeCO
apodeme displacement
Control experiments showed that stretch of the apodeme, corresponding to tibial flex-
ion, lead to a levation of the tarsus, while apodeme relaxation, corresponding to tibial
extension, results in tarsal depression (see Chapter 5).
The responses observed, shown in Figure 6.1 show that the tarsus follow the same re-
sponse previously described in Section 5.3.1, as the tibia extends, which corresponds
to apodeme contraction, the tarsus depresses. An vice versa, as the tibia flexes, corre-
sponding to apodeme extension, the tarsus levates.
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Figure 6.1: Effect of dopamine and its antagonist, fluphenazine, on tarsal movement in
response to stimulation of the FeCO. Dopamine increased the amplitude of the response
while the application of both fluphenazine and dopamine returned it to control. When
both neuromodulators were applied the response was lower than control, since the
fluphenazine agonises residual dopamine response.
When 10 mM dopamine was applied to the thorax for 5 minutes, a change in the am-
plitude of the tarsal movement was observed of approximately twice the amplitude of
control (Fig. 6.2). There was no significant change to the onset and delay of the response
(data not shown, p = 0.975).
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After the dopamine was washed off, a mixture of 10 mM dopamine and 0.1 mM fluphenazine
was applied to the thorax. The amplitude of the tarsal response with this mixture of
compounds was similar to the control response, with small variations in amplitude.
A one-way ANOVA was applied to the amplitudes of the responses to determine whether
there was a significant difference in the mean amplitudes of the responses. The tests
show that there was a significant difference in the mean amplitude of the responses
(F(2)=185.47, p < 0.01). To determine where the differences exist, a post-hoc test was
applied to the three groups of data (control, dopamine and dopamine + fluphenazine).
For this a Tukey’s post-hoc test was applied to the groups, where it can be seen that there
was a significant difference between the dopamine mean amplitude and the control and
dopamine + fluphenazine amplitudes (p = 0.19), however, there was no significant differ-
ence between the control and the dopamine + fluphenazine amplitude (p < 0.01).
This results indicate that dopamine produces a significant increase in the amplitude of
the tarsal movement in response to a stimulus to the femoro-tibial joint. Also, it is
corroborated that this change was due specifically to dopamine, since the response of
the tarsus did not change when dopamine and its antagonist fluphenazine were applied
together.
Figure 6.2: Box-plot showing the amplitude of the peaks of the responses of the tarsus
under control, dopamine, and dopamine + fluphenazine conditions. The dopamine
effect produces a higher amplitude in the response, while the fluphenazine reduces the
reflex response.
6.3.1.2 Effects of serotonin on the tarsal intersegmental responses to FeCO
apodeme displacement
The effects of serotonin on the tarsal reflex response were also analysed. The control
responses observed (Fig. 6.3) show that the tarsus follow the same response already
described in the previous section.
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Figure 6.3: Effect of serotonin and its antagonist mianserin on tarsal movement in
response to stimulation of the FeCO. Serotonin increased the amplitude of the response
while the application of both mianserin and serotonin had little effect on the response
of the tarsus.
When serotonin was applied to the thorax, a small increase in the amplitude of the
tarsal response was observed (Fig. 6.4). After the serotonin was washed off, a mixture of
serotonin and mianserin was applied to the thorax. The amplitude of the tarsal response
with this mixture of compounds was similar to that of the control response.
A one-way ANOVA showed that there was a significant difference in the mean amplitude
of the responses from eight individuals (F(2)=113.46, p < 0.01). To determined where
this differences occurred, a post-hoc Tukey test showed that there was a significant
difference between the response to serotonin compared to control and to the combined
application of serotonin and its antagonist, mianserin (p < 0.00 for both). There was
no significant difference between the control and the serotonin + mianserin amplitude
(p = 1.00).
These results show that serotonin produces a significant change in the amplitude of the
tarsal movement in response to FeCO stimulation. Furthermore, analysis showed that
this change in amplitude was specific to serotonin, since the response of the tarsal did
not change when mianserin was added together with serotonin.
6.3.1.3 Effects of octopamine on the tarsal intersegmental responses to
FeCO apodeme displacement
A similar control response was observed in the tarsus, such that as the tibia was flexed,
the tarsus levated and vice versa. When octopamine was bathed, a small decrease in
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Figure 6.4: Box-plot showing the amplitude of the peaks in the sinusoidal response
of the tarsal movement in control and with serotonin and serotonin + mianserin bath
applied to test animals.
the amplitude of movement was observed (Fig. 6.6). After the octopamine was washed
off, a mixture of octopamine and mianserin was bathed. The amplitude of the tarsal
response with this mixture of compounds did not return to the control amplitude, but
instead reduced further.
Figure 6.5: Effect of the amine octopamine and its antagonist mianserin in the tarsal
movement in response to stimulus in the FeCO. Octopamine decreases the amplitude of
the response, specially during the more flexed period of the movement. This suggests
that the levator is more affected than the depressor muscle. The application of both
mianserin and serotonin returns the movement to its original shape, but not its original
amplitude.
A one-way ANOVA showed that there was a significant difference in the mean amplitude
of the responses (F(2)=67.15, p < 0.01). A post-hoc Tukey test revealed that there was
a significant difference between all groups: the octopamine mean amplitude and the
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control, the octopamine mean amplitude and the octopamine + mianserin amplitudes
and between the control and the octopamine + mianserin amplitude (p < 0.01).
These results showed that octopamine produces a significant reduction in the amplitude
of the tarsal movement in response to FeCO stimulation. The tests indicated, however,
that this change in amplitude which seems to be due to octopamine, was not antagonised
by mianserin.
Figure 6.6: Box-plots showing the amplitude of the peaks in the sinusoidal response
of the tarsal movement during control, octopamine and simultaneous octopamine +
mianserin bath applied to test animals.
6.3.2 Artificial neural network modelling and analysis of the tarsal
intersegmental responses during of dopamine modulation
6.3.2.1 ANN architectures for control and dopamine responses
The responses recorded from eight locust during control and dopamine application were
used to develop the ANN models using the metaheuristic method previously applied in
Chapter 5. A different network was designed for control and dopamine affected responses
to study what is the difference between the responses using these models. The optimal
architectures, shown in Table 6.2, were smaller than those obtained in the previous
chapter, with some of the individuals having an optimal architecture of just one node.
With the exception of Animal 5, the optimal architectures were different for control
responses and dopamine modulated responses.
As shown previously in Chapter 5, the algorithm needed around 35 generations to find
the optimal architecture, although the size was reduced dramatically within the first
generations. This was mainly because the performance of the networks with higher
numbers of nodes do not necessarily improved the performance with the responses.
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Table 6.2: Architectures of the TDNN calculated using the metaheuristic algorithm.
Most of the individual responses were made of one single layer with a small number
of nodes, between one and four. Only the control Average response and the dopamine
response of Animal 3 are made of two layers.
Control Dopamine
layer 1 layer 2 layer 1 layer 2
Average 2 1 3 0
Animal 1 2 0 1 0
Animal 2 2 0 1 0
Animal 3 1 0 1 1
Animal 4 1 0 2 0
Animal 5 2 0 2 0
Animal 6 1 0 2 0
Animal 7 2 0 1 0
Animal 8 3 0 4 0
6.3.2.2 ANN models for control responses
The TDNN models of the responses optimised with the metaheuristic algorithm were
used to model the responses of the tarsus in response to FeCo stimulation recorded with
no neuromodulator applied, i.e. the control responses.
The errors of the models trained and tested with the same individual (Table 6.3) were
higher than the errors obtained in Section 5.3.3, for the same type of responses.
The fit of the network trained with control responses from Animal 5 and the network
trained with the average response are shown in Figure 6.7. The TDNN trained with
Animal 5 had a performance of 48.9 %, a very high error, although not the highest of all
the models. The model trained with the average had the best performing model, with
a NMSE of 21.8 %.
During GWN stimulation of the FeCO apodeme, the model for Animal 5 poorly follows
the GWN responses (Fig. 6.7a), although the model for the average response could
follow the average GWN responses better (Fig. 6.7b). In terms of the generalisation of
the models to a different input, a 1 Hz sinusoidal FeCO input, the model trained with
responses from Animal 5 had a poor performance at predicting the responses of Animal
5 to a 1 Hz FeCO input, with a NMSE of 40.2 %. The performance of the model trained
with the average response was better at predicting the average response to a 1 Hz input,
with a NMSE of 36.0 %.
With an average NMSE of 40.1% ± 13.4%, these ANN models had 15 % more error
than the TDNN presented in Chapter 5. The performances were similar with the gen-
eralisation to 1 Hz sinusoidal FeCO input, where these models had a mean value of
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Figure 6.7: TDNN optimised to model Animal 5 and the average response of the tarsal
response dopamine group. a) Fit of the TDNN to the GWN response from Animal 5.
b) Fit of the TDNN to the average GWN response. c) GWN input used to record the
responses and test the TDNN. d) Fit of the TDNN from Animal 5 to a 5 Hz stimulus.
e) Fit of the TDNN from the average response to a 5 Hz stimulus. f) 5 Hz sinusoidal
stimulus used to stimulate the tarsus and to test the TDNN.
160.2%± 255.3%, mostly due to the poor performance of the models designed for Ani-
mals 3 and 6 (397.7 % for Animal 3 and 764.9 % for Animal 6).
An Independent Samples t-test was applied between the NMSE of the control group
responses and the NMSE values of the tarsal responses calculated in Chapter 5. The
Independent Samples t-test is chosen for the normality of the data, with a Shapiro-Wilk
test of p > 0.05 for both NMSE groups. The results showed that the mean values were
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statistically significantly different, with t(16) = 2.5 and p = 0.02. This indicates that
the models performed significantly differently, considering that all models were obtained
following the same procedure in the same system.
For the case of the generalisation of the network to a different input, such as the 1 Hz
sinusoid, a Mann Whitney U test was applied due to the non-normality of the data
(p < 0.05 in the Shapiro-Wilk test). The results indicated that the performance of
the models with a 1 Hz sinusoid as input were statistically different, with U = 25 and
p = 0.19.
This indicates that the models behave significantly different than the models designed
in Chapter 5.
6.3.2.3 ANN models during dopamine modulation
The performance of TDNN models optimised with the metaheuristic algorithm and
trained and tested with the same individual during dopamine modulation were anal-
ysed. The performances of such models, also shown in Table 6.3 alongside the control
performances, were slightly higher than the performances obtained for the models of the
control responses in the same individuals.
For example, the fit of the network trained with responses from Animal 5 and the
network trained with the average response after dopamine was applied are shown in
Figure 6.8. The TDNN trained with Animal 5 had a performance of 72.02 %, a very
high error, higher than the model of the same individual under control conditions. The
model trained with the average had the best performing model, with a NMSE of 23.9
%, similar to that in control conditions.
The model for Animal 5 fails to predict most of the high frequency peaks of the GWN
responses, while the model for the average response follows the average responses some-
what better (Fig. 6.8). In the case of the generalisation of the models to a 1 Hz input,
the model trained with responses from Animal 5 had a very poor performance at pre-
dicting the responses of Animal 5 to the 1 Hz input, with a NMSE of 31.8 %. The
performance of the model trained with the average response was better at predicting
the average response to 1 Hz input, with a NMSE of 12.0 %. These results were higher
than the performances obtained in the previous section of control tarsal responses.
With an average NMSE of 52.7%±18.4%, the models had an error 10% higher than the
models trained with control responses from the same individuals. In the case of their
generalisation to a 1 Hz sinusoidal input, the models had a mean of 26.5% ± 14.6%;
Chapter 6. Effects of amines in the tarsal reflex responses 142
Figure 6.8: TDNN optimised to model Animal 5 and the Average response of the
tarsal response dopamine group. a) Fit of the TDNN to the GWN response from
Animal 5. b) Fit of the TDNN to the average GWN response. c) GWN input used to
record the responses and test the TDNN. d) Fit of the TDNN from Animal 5 to a 5 Hz
stimulus. e) Fit of the TDNN from the average response to a 5 Hz stimulus. f) 5 Hz
sinusoidal stimulus used to stimulate the tarsus and to test the TDNN.
almost five times better than control models and similar to the results from Chapter
5.
An Independent Samples t-test was used to compare the NMSE of the control group
responses and the NMSE values of the dopamine responses. The t-test was chosen for
the normality of the data, with a Shapiro-Wilk test of p > 0.05. The results showed
that the performances of the models for control and dopamine tarsal responses were not
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statistically significantly different, with t(16) = −1.66 and p = 0.117. This indicates
that the models designed with dopamine responses do not perform significantly different
to the models designed with control responses.
For the case of the generalisation of the network to a different input, such as the 1
Hz sinusoid, a Mann Whitney U test was applied for the non-normality of the data
(p < 0.05 in the Shapiro-Wilk test). The results indicated that the performance of the
models with a 1 Hz sinusoid as input were not statistically different, with U = 16.0 and
p = 0.03.
This indicates that the models designed with control and dopamine responses, although
they show a significant difference when tested with GWN, the signal they have been
optimised to, do not behave significantly different when tested with another input such
as a 1 Hz sinusoidal FeCO displacement.
Table 6.3: Normalised Mean Square Error of the models using the metaheuristic
method calculated for each individual response and tested with unseen data from the
same individual. The table shows the NMSE for tests with unseen data of GWN and
1 Hz sinusoid in both control and dopamine tarsal responses.
GWN 1 Hz
Control Dopamine Control Dopamine
Average 21.78 23.89 36.01 11.95
Animal 1 58.91 51.00 59.17 12.94
Animal 2 29.57 52.56 81.95 32.50
Animal 3 49.33 67.22 397.65 24.90
Animal 4 53.97 45.10 25.86 12.33
Animal 5 48.86 72.02 40.22 31.75
Animal 6 30.33 30.10 764.87 17.98
Animal 7 42.23 53.11 30.45 39.51
Animal 8 26.26 79.40 23.78 54.85
Mean 40.14 52.71 162.22 26.53
SD 13.44 18.37 255.34 14.61
6.3.2.4 Generalisation and variability of the control and dopamine modu-
lated responses
All the TDNN models trained with control responses from the eight individuals and the
average calculated were tested with the responses from all the other animals, and their
performance was calculated (Fig. 6.9). The box-plots show the mean, first and third
quartile and the maximum and minimum NMSE of each ANN model when tested with
each animal, which is indicated by the x axis.
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Figure 6.9: Normalised MSE for each of the TDNN models designed, including the
TDNN designed with the average response, when tested with all the individual responses
to GWN in the control group.
To test whether there was a significant difference in the performances of the models
when tested with the different individuals (control recordings), a Friedman test was
applied to the different NMSE values for each model trained with a specific individual
or the average response. The Friedman test was chosen for the non-normality of the
data (p < 0.05 in the Shapiro-Wilk test, except for Animal 4 and 5). The test indicated
that the performances of the models for each individual were not statistically different
(χ2(8) = 12.3, p = 0.14), which means that there was no significant difference in the
performance of the model depending on the animal used for training.
For the TDNN models trained with dopamine responses, the performance of the models
when tested to all different individual responses in the dopamine group, was similar to
the control generalisation values (Fig. 6.10).
To test whether there was a significant difference in the performances of the models
when tested with different individuals (in the case of recordings after dopamine had
been applied), a Friedman test was applied to the different NMSE values for each model
trained with a specific individual or the average response. The Friedman test was chosen
for the non-normality of the data (p < 0.05 in the Shapiro-Wilk test, except for Animal
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Figure 6.10: Normalised MSE for each of the TDNN models designed, including the
TDNN designed with the average response. when tested with all the responses to GWN
recorded in the dopamine group.
4). The test indicated that the performances of the models for each individual were
statistically different (χ2(8) = 22.0, p = 0.01), which means that there was a significant
difference in the performance of the model depending on the animal used for training as
was also the case of dopamine responses.
To corroborate this results, a post hoc test (Wilcoxon signed-ranked test) was applied
to the individual pairs to determine where the differences were. The results showed that
Animal 5 was significantly different from all other animals (p < 0.05), Animal 6 was
also significantly different from any other animal except for Animal 4, and Animal 8 is
significantly different from the average, Animal 2, Animal 5, Animal 6 and Animal 7
(Table 6.4).
To show the differences in generalisation for each individual model between the model
trained and tested with control responses and the model trained and tested with dopamine
responses, Figure 6.11 shows all the models when tested with all the individual responses
from their group. The figure also shows the models for average and all the other indi-
viduals when they were trained and tested with either control responses or dopamine
responses. This figure shows the box-plot of each ANN model trained with responses
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Table 6.4: Wilcoxon post-hoc tests after a Friedmann test indicating which of the
NMSE of the individual models was significantly different. The NMSE used was the
one obtained from the models trained with GWN and tested with GWN. The green
cells mark those tests where the difference is statistically significant, p < 0.05.
indicated by the x axis and tested with all the animals, including the average response,
as indicated by the marks in the legend.
Most of the models had a similar performance when trained with control responses and
when trained with dopamine responses. Overall, the average response was the best
predicted response, both the control average response (by the control models) and the
dopamine average response (by the dopamine models). The predictions of Animal 4
and Animal 5, which were poorly predicted by most models, lie above 100 %. Animal 4
was poorly predicted by mostly the dopamine models, with the exception of the models
trained with Animal 4 responses, while Animal 5 was mostly poorly predicted by control
models with the exception of the control model trained with Animal 5.
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Figure 6.11: Normalised MSE for each of the TDNN models designed using the metaheuristic algorithm for the control and the responses after
the bath of 10 mM of dopamine. The models include the TDNN designed with the average response and all the individuals. The TDNN have
been tested with all the responses respectively, i.e. models trained with control responses are tested with control responses and models trained with
dopamine affected responses are tested with dopamine affected responses.
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6.3.3 Analysis of the TDNN models trained with the average response
of control and dopamine tarsal movement responses
The control and dopamine movement responses to FeCO input are significantly different
(Section 6.3.1). Figure 6.12 shows how the amplitude of the predicted responses increase
in a control model and in a dopamine trained model.
Figure 6.12: Amplitude in cm of the output in TDNN trained with the average control
and dopamine affected responses to different input amplitudes in a 1 Hz sinusoid. As
the amplitude of the input increases so does the output. Above 1.5 V (higher than the
apodeme’s range of 1 V) the amplitudes for the TDNN for the control and dopamine
average responses diverge.
Although the output amplitude was similar up to 1.5 V of input (which corresponds to
approximately 2 mm of displacement peak to peak), it then changed, increasing in the
dopamine model up to 2.5 times. Considering that the networks have been trained with
inputs up to 1.5 V, approximately, the output amplitude in dopamine responses can be
said to be higher than in control responses.
When the frequency response of the models were compared, the output amplitude for
sinusoidal signals from 0.1 to 10 Hz were different between the control response trained
models and the dopamine response trained model (Fig. 6.13).
Between 3 Hz to 5 Hz, including in the training signal, the control response trained model
produced a constant output amplitude, while the dopamine response trained model has
an increase in the output amplitude of around 2 times. The increase was dramatically
reduced at 5 Hz to 6 Hz while the output amplitude of the control response trained
model increased drastically.
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Figure 6.13: Amplitude in cm of the output in TDNN trained with control and
dopamine affected responses to sinusoids of different frequencies. The responses for
control and dopamine are fairly similar up to 3 Hz. Above 3 Hz, still in the training
bandwidth of 0-5 Hz, the amplitude of the control increases while the dopamine trained
TDNN amplitude decrease. Above 5 Hz this tendency is switched, the amplitude of the
dopamine trained TDNN increases and the control trained TDNN decreases.
The delay in the output prediction depending on the input frequency also changed
between the two models(Fig. 6.14).
Figure 6.14: Delay in seconds between the output of TDNN trained with control and
dopamine modulated responses and the input of sinusoids of different frequencies. As
the frequency of the input increases the output delay changes. Above 1 Hz (lower than
the bandwidth of the training data of 5 Hz) the differences already existing between
the control and dopamine responses increase, reaching a difference of up to 4 times at
3 Hz.
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The delay in a model trained with control responses was constant across the frequency
band where the model had been trained (0 - 5 Hz). The delay in the model trained
with the average dopamine response increased up to 4 times between the frequencies of
3 to 5 Hz. Nevertheless, it was shown in a previous chapter that the fit of this model to
higher frequencies was fairly poor, missing some of the high frequency peaks (see Section
6.3.2.3).
6.3.4 Model interchangeability for control and dopamine responses
To analyse model interchangeability, the models trained with control responses from
a specific individual were tested with the dopamine responses of the same individual
(including the average response), and vice versa, the dopamine trained models were
tested with the control responses.
The model trained with the control responses from Animal 5 is not able to predict the
dopamine response from Animal 5 (Fig. 6.15). In the case of the model trained with the
average control response, the TDNN was able to predict the average dopamine response
better, but it could not reach the higher amplitudes of the response. Similarly when
tested with 1 Hz input, the model trained with control responses from Animal 5 could
follow the dopamine responses to 1 Hz from Animal 5 but delayed and with reduced
amplitude, while the average trained control response model could follow the average
dopamine response better, but with reduced amplitude.
The fit of the model trained with control responses from Animal 5 when tested with
dopamine responses from the same animal had a NMSE of 81.5 % (Fig. 6.15), almost
twice the performance of that model when tested with control responses from Animal 5
(48.9 %). When tested with a 1 Hz sinusoid, the model trained with control responses
from Animal 5 had a NMSE of 73.4 %, almost twice the performance of the same model
when tested with control responses from Animal 5.
The performance of the model trained with the average control response across all indi-
viduals, when tested with the average dopamine response of 26.6 %, was slightly higher
than its performance with the average control response of 21.8 %. When tested with a
1 Hz sinusoid, it had a performance of 17.1 %, which was lower than the same model
when tested with the average control response to 1 Hz of 35.2 %.
The model trained with dopamine responses from Animal 5 produced a prediction with a
greater amplitude than the control responses from Animal 5 (Fig. 6.16), with an NMSE
of 3435.6 %, suggesting that the model did not fit the data well. In the case of the model
trained with the average dopamine response, the model was able to predict better the
average control response, with an NMSE of 17.6 %, better than the performance of the
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Figure 6.15: TDNN prediction of the tarsal movement in response to a 5 Hz band-
limited GWN and a 1 Hz sinusoid when the TDNN has been trained with the control
response and it has been tested with the response after a 10 mM of dopamine bath.
a) Fit of the TDNN to the GWN response from Animal 5. b) Fit of the TDNN to
the average GWN response. c) GWN input used to record the responses and test the
TDNN. d) Fit of the TDNN from Animal 5 to a 5 Hz stimulus. e) Fit of the TDNN
from the average response to a 5 Hz stimulus. f) 5 Hz sinusoidal stimulus used to
stimulate the tarsus and to test the TDNN.
same model with the average dopamine responses (23.9 %). Similarly when tested with
1 Hz response, the models trained with control responses from Animal 5 and the average
control responses produced amplitudes higher than the actual control responses, with a
NMSE of 965.4 % for the model trained with Animal 5 dopamine responses, and of 91.9
% for the model trained with average dopamine responses.
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Figure 6.16: TDNN prediction of the tarsal movement in response to a 1 Hz sinusoid
when the TDNN has been trained with the response after a 10 mM of dopamine bath
and it has been tested with the control response. a) Fit of the TDNN to the GWN
response from Animal 5. b) Fit of the TDNN to the average GWN response. c) GWN
input used to record the responses and test the TDNN. d) Fit of the TDNN from
Animal 5 to a 5 Hz stimulus. e) Fit of the TDNN from the average response to a 5
Hz stimulus. f) 5 Hz sinusoidal stimulus used to stimulate the tarsus and to test the
TDNN.
The differences in the performances between a model trained with control responses and
tested with either control responses and dopamine responses and vice versa, a model
trained with dopamine responses and tested with either control or dopamine responses
are shown in Figure 6.17. A model trained with control responses had a poor perfor-
mance at predicting dopamine responses, i.e. they were not able to predict the changes
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in the responses due to dopamine. A model trained with dopamine responses has a sim-
ilar performance whether it was tested with dopamine responses or control responses.
Figure 6.17: Normalised MSE of the TDNN models trained with control and
dopamine affected responses when tested with the either type of response. The columns
names represent the training signal and testing signal (i.e. C-C, trained with control
and tested with control responses, C-D trained with control and tested with dopamine
affected responses, D-D trained and tested with dopamine affected responses, D-C
trained with dopamine affected responses and tested with control responses).
To analyse this in more detail, a Mann Whitney U test was applied due to the non-
normality of the data (p < 0.05 in the Shapiro-Wilk test for one of the performances).
The results indicate that the performances of the models depending on the testing
signal were statistically different, with U = 15.0 and p = 0.02 for the model trained
with control responses, but were not statistically significant for the models trained with
dopamine responses U = 38.0 and p = 0.86. This indicates that a model trained with
control responses has a significantly different performance when tested with dopamine
responses, but not the other way around.
6.3.5 TDNN model of neuromodulation effects
To study the effect of dopamine on the system, the metaheuristic algorithm was run
once more to calculate the optimal architecture for a TDNN. This TDNN should be able
to receive as an input the average control response and predict the average dopamine
response of the system, i.e. it should model the effect of dopamine in the system.
The algorithm was run, as before, for 50 generations, although only for the average
response and not the individual responses. The optimal architecture obtained was a
network with one hidden layer and four nodes in the layer. The performance of this
network, when trained with two of the GWN average control responses and tested with
the unseen average GWN control response had a NMSE of 24.34 %, and when tested
with 1 Hz average responses, its prediction was of 13.28 %.
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Figure 6.18: TDNN prediction of the effect of dopamine in the system. The TDNN
has been trained with the control 5 Hz band-limited GWN response as input and the
same response after a 10 mM of dopamine bath as output. a) Model prediction of
the average response to GWN dopamine modulated. b) GWN stimulus to the sys-
tem. c) Model prediction of the average response to 1 Hz FeCO stimulation dopamine
modulated. d) 1 Hz FeCO stimulus applied to the system.
The fit of such a model (Fig. 6.18), was able to approximate the response of the same
system when dopamine was applied with 75.6 % accuracy in the case of GWN stimulus
and 86.7 % accuracy for 1 Hz responses.
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6.4 Discussion
The methodology developed in Chapter 5 has been used to analyse the effect of the
neuromodulators dopamine, serotonin and octopamine on the tarsal reflex responses of
the locust hind leg. Using previously validated mathematical methods (see Chapter 4
and Chapter 5), these responses were analysed and modelled.
The results show that dopamine, serotonin and octopamine modulated the tarsal move-
ments, increasing it in the case of dopamine and serotonin and decreasing it in the case
of octopamine.
Using recordings from control and dopamine modulated responses from the same indi-
vidual, TDNN models of the responses were produced, although with higher errors than
the previous TDNN from Chapter 5. These models also had different performances de-
pending on the individual used for training, highlighting the importance of the training
signal, which in this case was a specific individual, since the average response was not
better than all the individuals (see Section 6.3.2.4).
Furthermore, the models were only partly interchangeable, i.e. a model trained to predict
control responses was unable to predict well the dopamine responses, although a model
trained with dopamine responses could predict control responses.
Results also showed that it was possible to use the TDNN models and techniques to
predict the effects of neuromodulation on the tarsal reflex responses.
6.4.1 Effects of neuromodulators on the tarsal reflex responses to FeCO
apodeme displacement
Each of the amines used in this study have been shown to have strong modulatory effects
on the tarsal intersegmental reflex. Of the amines tested, dopamine had the strongest
effect on the tarsal responses, almost doubling the amplitude of the responses, a change
that was antagonised by its antagonist, fluphenazine.
An increase in dopamine concentration has been shown to be related to an increase
in activity (Beninger, 1983). It is known to increase locomotion in rats (Eilam et al.,
1992) and levels of activity in flies (Kume et al., 2005). Dopamine is also necessary
to correctly adjust locomotion rates in C. elegans (Omura et al., 2012). This general
increase in activity might simply be reflected in the locust tarsal reflex by increasing the
response amplitude.
The change may also be related to phase change, since dopamine is known to affect locust
phase change (Alessi et al., 2014). Dopamine injected into gregarious locusts induce
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solitary behaviour, where the movements are slower and they rely more on walking than
on flying (Alessi et al., 2014; Rogers et al., 2004).
The increase in amplitude of the reflex responses due to serotonin modulation is corre-
lated with an increase in spike width of the locust FETi motor neuron (Parker, 1995),
which is also activated through the FeCO sensory neurons. Furthermore, serotonin has
been shown to increase assistance and resistance reflexes in crayfish (Gill and Skorupski,
1996), similarly to the assistance reflex of the locust tarsal responses and the resistance
reflex of the FETi, and it also produces flexion of the limbs is the lobsters (Erber and
Kloppenburg, 1995).
Octopamine generally has an opposite effect to serotonin, producing extension in the
limbs of lobsters (Erber and Kloppenburg, 1995) or abolishing assistance reflexes and
facilitating resistance reflexes in the crayfish (Gill and Skorupski, 1996). In the locust
hind leg, octopamine enhances excitation and depresses inhibitory neuromuscular synap-
tic transmission (Evans and O’Shea, 1977). In the tarsal reflex, however, the experiments
had shown that octopamine reduced slightly the amplitude of the reflex response. This
is the opposite effect that it produces in the locust hind leg (Evans and O’Shea, 1977),
although it also opposes serotonin modulation in the system.
The specificity effect of octopamine, however, could not be determined, since its antago-
nist, mianserin, did not cancel the effect of octopamine, but rather reduced its amplitude
even further. One possible reason for this might be that mianserin is cancelling the ef-
fect of other amines present in the system naturally, such as serotonin, and it is not
acting strongly enough to reduce the effect of octopamine (Molaei and Lange, 2003).
It is necessary, then, to study the octopamine neuromodulatory effects using a specific
antagonist for octopamine, unrelated to serotonin. However, due to time limitations,
such experimental work will not be possible to be carried out for this thesis.
6.4.2 Artificial neural network models of tarsal responses under con-
trol and dopamine conditions
The TDNN models obtained with the metaheuristic algorithm suggests that such mod-
elling methods and techniques, previously validated in Chapter 4 for motor neural re-
sponses and in Chapter 5 for tarsal responses can also be used to predict responses with
and without the effect of neuromodulation.
Furthermore, the TDNN models trained with control responses were not able to predict
responses under the effect of dopamine as accurately as they would predict control
responses, and vice versa (Fig. 6.17), with these differences being statistically significant.
Chapter 6. Effects of amines in the tarsal reflex responses 157
This indicates that the models for the responses of the intersegmental reflex are different
when high levels of dopamine are present in the system.
The role of neuromodulators in the control of locomotion is unknown (Borgmann and
Bu¨schges, 2015). Neuromodulation is known to have an effect in inter- and intra-limb
coordination (Liu et al., 2009). In this chapter it has been shown that there is a change
in the models needed to predict the responses. This change includes an increase of the
amplitude of the responses under the effect of dopamine. “Gain modulation” has been
described before as an effect of modulators in a sensory organ, where the firing rate
of a sensory neuron changes either increasing or decreasing (Wenning and Calabrese,
1995).
Dopamine, in particular, is able to reduce the synaptic activity of flight motor neurons
in locusts (Leitch et al., 2003). In contrast, in this chapter it is shown that dopamine
increases the activity in the movement (Section 6.3.5), which most likely comes from
an increase of activity in the tarsal motor neurons. A TDNN model designed that
tries to predict the neuromodulatory effect, mostly increases the amplitude of the tarsal
movement response (Fig. 6.18). Figures 6.12, 6.13 and 6.14, show where the differences
in the responses may lie when dopamine levels increase. Although there is a change
in amplitude, the larger change seems to be in frequency domain. Whether this is
connected to the motor neuron response still needs to be investigated.
Neuromodulation effects in reflex response movements have not been quantified until
now. In previous research, modulation has been implemented in a mathematical model
of a neuron as a change in conductance or “gain” in the neuron response (Eckhoff et al.,
2009). Stochastic phase models of neuromodulators in Central Pattern Generators have
been previously presented (Fuchs et al., 2011), as well as models of modulation in cortical
circuits (Eckhoff et al., 2009) on decision making. Fuchs et al. (2011) described the
phase relationship between the different oscillators of motor patterns in cockroaches,
where it states that each step provides the sensory feedback to modulate the motor
program.
6.4.3 Conclusion
In this chapter new experimental methods have been design to record and study the
effect of certain amines such as dopamine, octopamine and serotonin, in the tarsal reflex
response of the locust hind leg. Until now, no experimental method able to accurately
record these effects have been published, and the effects of the amines modulation on
the locust tarsal reflex response has not been described.
Chapter 6. Effects of amines in the tarsal reflex responses 158
Using the different techniques, the changes in amplitude, phase and frequency response
have been described in the system. Although these amines are known to affect reflexes
in the locust (Birmingham and Tauck, 2003; Matheson, 1997), they are also related with
many other functions of the locomotor system and postural system (Buhl et al., 2008;
Leitch et al., 2003; Parker, 1995, 1996).
Artificial Neural Networks have been design to predict the responses and the dopamine
responses. These models have shown the change in the response of the tarsus to
dopamine, and furthermore, a model able to predict its effect in control responses has
been developed.
The role these amines play in the locust central system, and in particular in interseg-
mental reflexes, is still unknown, although could be related to an increase in the reflex
due to effects of amines in the phase change in the locust (Alessi et al., 2014; Anstey
et al., 2009). It might also be related to posture and stability (Livingstone et al., 1980),
maybe when the insect is eating in a tall grass blown by the wind.
Chapter 7
Summary, General Discussion
and Future Work
7.1 Summary
The results of this thesis have shown the responses of the tarsal intersegmental reflex to
apodeme stimuli. In Chapter 3 a preliminary study has shown the tarsal responses to
changes in the femoro-tibial joint, highlighting the fact that it was neurally mediated and
it was affected by neuromodulators. Chapter 4 presented a new methodology to model,
predict and analyse biologically sourced signals. These methods were then applied into
modelling the responses presented in Chapters 5 and 6. The goal of the thesis has
been to describe, analyse and model the these responses in order to provide a deeper
understanding on how the tarsal reflex responds to FeCO stimuli, how neuromodulatory
compounds might affect it and how consistent the responses are across individuals.
These points, alongside the modelling process, are summarised in detail in the following
sections.
7.1.1 Responses of the tarsal intersegmental responses
New experimental methods have shown for the first time extensive, more detailed and
quantitative responses of an intersegmental reflex in the tibio-tarsal joint which was
caused by changes in the position of the femoro-tibial joint. As the leg is flexed, the
apodeme of the Femoro-tibial Chordotonal Organ is extended and the tarsus is levated.
By contrast, as the leg is extended, the apodeme relaxes and the tarsus is depressed (see
Section 3.3.1 and Section 5.3.1).
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This intersegmental reflex was first described by Burrows and Horridge (1974) in the
locust hind leg, indicating that the link between the two leg segments is purely neuromus-
cular, which has been also corroborated in Section 3.3.1.2. The neural intersegmental
response is initiated neurally by the FeCO sensory neurons and transferred through a
series of interneurons to the tarsal motor neurons (as shown by the response to changes
in the FeCO apodeme in Section 5.3.1), a link which was also reported by Hoyle and
Burrows (1973a,b). The responses also show substantial hysteresis, a difference in the
responses during flexion and extension, similar to that observed in the FeCO afferents
(Zill and Jepson-Innes, 1988).
The new experimental methods have been proposed to record accurately the responses
to changes in femoro-tibial position and apodeme stimulation (see Section 3.2.1 and
Section 5.2.1). In previous work on the reflex responses only the estimated positions
of the leg segments were indicated (Burrows and Horridge, 1974), and the general be-
haviour of the intersegmental response described, but no detailed data was given. My
methods accelerate data collection and improve its accuracy. Moreover, until now, no
experimental method has recorded accurately the intersegmental reflex responses either
under control or under neuromodulatory effects.
The results have also shown that amines play an important role in modulating the
responses. The effect of dopamine, mostly observed during flexion of the tibia (see Sec-
tion 3.3.1.4), produces an increase in the reflex response of almost two-fold (see Section
6.3.1). A similar effect is observed with serotonin. Moreover, octopamine produces the
opposite effect, which is consistent with previous work in crustacean limbs (Erber and
Kloppenburg, 1995; Gill and Skorupski, 1996; Livingstone et al., 1980). Changes due
to serotonin and octopamine have also been observed previously at the neuronal and
neuromuscular level in locusts (Evans and O’Shea, 1977; Parker, 1995, 1996).
A small intersegmental response of the unguis response to femoro-tibial changes has also
been found (see Section 3.3.2), showing that is neurally mediated as well. This response
is also present in the New Zealand Weta (Field and Rind, 1981), although not in the
stick insect (Radnikow and Ba¨ssler, 1991). The unguis also responds to changes in the
tibio-tarsal joint, although this seems to be due to the response to a chordotonal organ
at the joint between the tibia and tarsus (Section 3.3.2.2). This intersegmental reflex
has not been described before.
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7.1.2 Artificial neural networks for system identification in biological
systems
To model the responses in the FETi and the tarsus intersegmental reflex and to anal-
yse in depth the differences across individuals, Artificial Neural Networks have been
used. The modelling of such physiological systems serves to improve the quantitative
understanding of biological function and should simulate the behaviour under natural
conditions. The models designed in this thesis were able to predict the individual re-
sponses and the average across individual responses of both the FETi motor neuron
and the tarsal intersegmental reflex. The results from Chapters 4, 5 and 6 showed that
ANNs can be used to model biological responses and to explore and understand such
responses with a high degree of accuracy.
The method used to design the ANN architecture, a combination of Evolutionary Al-
gorithms and Particle Swarm Optimization (Eiben and Smith, 2003; Holland, 1975;
Kennedy and Eberhart, 1995), optimised the architecture of the network to individual
and average responses. The design of an optimal architecture is necessary to reduce
computational time, improve prediction accuracy, reduce over-fitting and improve gen-
eralisation capabilities (Angeline et al., 1994; Suraweera and Ranasinghe, 2008; Xin,
1999).
The method presented produced small networks with up to two hidden layers and a small
number of nodes in each layer (larger hidden layer contained 21 nodes) to model both
FETi responses and tarsal intersegmental reflex responses, although the networks were
smaller for tarsal responses than for FETi responses. The small size is thought to be
better at generalising and in reducing over-fitting (Sietsma and Dow, 1991; Suraweera
and Ranasinghe, 2008). Larger networks might have produced a lower error in the
training data, but will not be as able to predict the responses to new stimulus.
The ANNs have been shown to outperform significantly previously used mathematical
methods when modelling the FETi motor neuron responses to a GWN stimulus. Using
ANN the prediction error is reduced by approximately 10 % compared to the LNL
methods (Dewhirst, 2013) and by 25 % over Wiener methods (Newland and Kondoh,
1997b). However, it should be pointed out that such comparison must be considered
with caution, since it is not just the model structure or tis type that affects the results,
but also the size or number of model parameters that can impact the fit and ability to
generalise.
In the case of the tarsal intersegmental responses, no previous model has been presented,
and, therefore, the results can only be directly compared with the linear models used in
Chapter 5. Artificial Neural Networks had approximately half the mean square error of
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the linear models (Table 5.3), suggesting than ANNs are better than linear models so
commonly used in biological systems (Marmarelis, 2004).
When the effect of amines was studied in ANN models in Chapter 6, the ANN models
were not as accurate as the previously described models in Chapter 5. One of the
many explanations for this is the effect of noise and background activity in the system,
which can be a challenging issue in modelling (Sarkar et al., 2012). The architectures
obtained in the metaheuristic algorithm for these data are smaller than the architectures
designed in Chapters 4 and 5 for the FETi and tarsal intersegmental responses. This
might be an indication of higher levels of variability in the recordings if it is considered
that smaller networks are preferred for data with high levels of noise and variability
(Angeline et al., 1994; Suraweera and Ranasinghe, 2008; Xin, 1999), or that they are
just simpler systems.
7.1.3 The noise and variability in the tarsal intersegmental reflex re-
sponses
Across the experiments and analysis carried out in this thesis, the individual differences
across the individuals have been analysed. Since noise and variability is a challenging
issue in nervous systems research, and it plays a vital role in information transmission
(Scaglione et al., 2011) and plasticity (Golowasch et al., 1999), it is important to under-
stand the nature of the differences in the responses obtained. It has been shown that
there is a significant statistical difference between individual motor responses during
tibial extension but not during tibial flexion (Section 3.3.1.3).
Burrows and Horridge (1974) stated that there were large differences between the animals
in the motor neuron responses. In the results presented in Section 5.4.4, the performance
of the models is consistently best when tested with unseen data from the same individual
from which the training data is used (Fig. 4.16 and 5.17). Similarly, Zill (1985) also
commented on the variability in motor neuron responses to FeCO stimulation. Moreover,
they suggested that this variability originated in the central nervous system and could
not be averaged out, since it was not related to baseline levels of activity prior to
stimulus.
Although this may be true, the modelling results indicate that there is a common re-
sponse across all individuals (Sections 4.3.3 and 5.3.3.3), since all models were able to
predict some (but not all) of the responses from other animals, independently of the
animal used for training. Even so, the ability of each model to predict the responses
from each of the animals is significantly different. These differences in the prediction
errors can partly be explained by differences across animal responses, as a result of
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spontaneous activity found in central interneurons and motor neurons (Bu¨schges et al.,
1994; Field and Burrows, 1982). This strengthens the suggestion that the models are
different, not only that the noise levels differ.
7.2 Discussion
The intersegmental reflex of the tarsus in the locust hind leg is not unique. Similar
intersegmental reflexes have also been described in the New Zealand Weta, rock lobsters
and crayfish (Bush et al., 1978; Clarac et al., 1978; El Manira et al., 1991; Field and Rind,
1981), where a response in a segment of the leg is initiated by a chordotonal organ from
another leg segment. Yet, such a reflex is not present in the stick insect (Radnikow and
Ba¨ssler, 1991), despite the innumerable similarities in their nervous systems (Ba¨ssler,
1977), where reflex responses can be elicited by a chordotonal organ in the same way
as in locusts (Bucher et al., 2003; Hess and Bu¨schges, 1997, 1999). However, overall,
arthropods consistently display reflex responses.
The function of such reflexes are still not fully understood. It is believed to be a locomo-
tory reflex rather than a stance reflex, aimed to facilitate centrally driven movement. Its
function seems to be related to avoid catching the claws on the substrate while walking
and pressing the tarsus onto the floor during the power phase of locomotion (Field and
Rind, 1981). Similarly, the rock lobster also produces the reflex response using the joint
which produces the main power during the propulsive phase of a step (Clarac et al.,
1978). On the other hand, reflex responses to FeCO apodeme stimulation in FETi are
thought to not be greatly activated during walking (Dewhirst et al., 2012).
During walking, or any other motor behaviour involving limb movements or postural
adjustments, many proprioceptors are activated together (Clarac et al., 1978), suggest-
ing that the simulation of a single chordotonal organ was able to activate a chain of
reflexes in multiple joints. This chain of reflexes includes chordotonal organs, muscle
receptors, tension receptors and all the other sensory organs which evoke their own type
of reflex or response (Burrows, 1992; Bu¨schges, 2005; Bu¨schges and Gruhn, 2007; Field
and Matheson, 1998). The combination of all of the response to the multiple inputs
leads to a complex network of reflex interactions from which the position and movement
of each segment of a limb emerges. Furthermore, these responses can be modulated by
amines which means these reflexes will be modified depending on internal states, such
as motivation and stress.
Overall, neuromodulation seems to play a role in adaptation to a different situation which
initially causes the neuromodulator to be released (Delcomyn, 1998). Neuromodulatory
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effects such as enhancement or diminishing of neurotransmitters in synaptic connections
are easily overlooked in research, specially if neurons are able to perform both tasks,
information transmission and neuromodulation (Katz, 1995). Considering that they
mediate many changes from effects on motor neurons, to environmental responses, to
changes in behaviour and changes in neuronal circuits, a deeper understanding is still
needed to comprehend their role in the nervous system, and ultimately, in behaviour.
Furthermore, it is necessary to explore the possibility of multiple, interacting modulatory
effects, in which the use of computational tools would suggest new lines of research,
besides of promoting a deeper understanding of neuromodulation (Birmingham and
Tauck, 2003).
An increase in dopamine is linked to a profound change in behaviour that occurs during
phase change where locust change from a gregarious to a solitary phenotype (Alessi et al.,
2014). During phase change solitary locust are less active, have an altered walking
gait and fly less (Uvarov, 1921). Therefore, it is possible that solitary locust have
altered reflexes that matched the changed gait, altered stance and reduced mobility.
Dopamine is also known to adjust locomotion in other species (Eilam et al., 1992; Kume
et al., 2005; Omura et al., 2012), which might be related to an increase in the reflex
response. Octopamine is also known to modulate the sensory neurons of the FeCO
(Matheson, 1997), an effect which may be passed onto the tarsal motor neurons to alter
gain. Serotonin and octopamine tend to have opposite neuromodulatory effects (Erber
and Kloppenburg, 1995), an effect which has been confirmed in Section 6.3.1 for the
locust reflex response.
It is also important to consider the noise in the responses, both from the experimental set
up and data gathering and from the system itself. Background noise can also contribute
to the differences observed in the recordings. The initial state of the neurons, which refers
to the current and voltage values present in the neuron before it receives any input form
a synapse, will likely be different in different trials and in different animals, and thus
provide different responses (Faisal et al., 2008). Spontaneous activity in interneurons and
motor neurons might also be passed on to the tarsal muscles via tarsal motor neurones
thus producing producing some of the small variations observed between individuals
(Bu¨schges et al., 1994; Field and Burrows, 1982).
Burrows and Horridge (1974) also mentioned that a larger sample size would reduce
the standard deviation of the samples providing more accurate results, although it will
also hide the individual differences. In my experiments, the analysis was done with
8 individuals, to study both the tarsal response and the variability across individuals.
In this results the average response seems to provide more accurate responses and it is
possible that a larger sample size will produce more accurate models. It is also important
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to consider that the variability across individuals may play a critical role in information
transmission (Averbeck, 2009; Scaglione et al., 2011; Stein et al., 2006) and should not be
filtered by averaging. Furthermore, the individual differences observed can be the result
of an underlying process of plasticity (Golowasch et al., 1999), to maintain stability of
the neural circuit under many conditions (Grashow et al., 2010). The results presented
here suggest that the average response across individuals is able to train a ANN model
that is able to predict approximately all animals (Fig. 4.16 and 5.17), and may thus be
deemed representative. Nonetheless, the differences in the accuracy of the models for
each individual suggest a difference in their responses that is not due to the background
noise but to specific responses from the individuals.
To further understand these behaviours, it is necessary to model the system. Modelling
is an extremely useful tool when handling large amounts of data from complex, non-
linear systems (Nowotny et al., 2007). An adequate model can overcome the difficulties
of limited sample size and individual variability, by extrapolating and estimating the
responses missing. The advantage of the Artificial Neural Networks is their abilities
to deal with background noise and individual differences in the recordings due to their
adaptability and generalisation capabilities (Benardos and Vosniakos, 2007). Not only
can they predict accurately responses to GWN they have been trained on, but also to a
sinusoidal input, which resembles more the natural input these systems would receive.
Furthermore, they can predict the responses from different individuals besides the one
they have been trained on.
There are other mathematical modelling techniques for non linear systems that could be
used to model and understand the reflex responses, such as NARMAX methods (Billings,
2013; Siegelmann et al., 1997), or statistical methods such as Bayesian methods (Clarke,
1994). NARMAX methods were used in Chapter 4 in the shape of ANNs and were
shown to behave in a similar way to the TDNN used in the remaining chapters, although
another optimisation process or another structure might produce a better fit in reflex
responses.
Wiener models of similar neuronal responses produced higher Normalised Mean Square
Errors than the ANNs model of the FETi motor neuron, with the exception of the
work by DiCaprio (2003) and Marmarelis and Naka (1973b), in which they modelled
sensory neuron responses. When the NMSEs of the ANN models designed for the tarsal
responses are compared with NMSEs from the ANN models designed for the FETi motor
responses, the errors in the tarsal response models are higher. This errors may be the
result of comparing a long chain process from stimulus to motor output, including the
sensory neurons, the interneurons, the motor neurons, and muscles, whose responses
reflect the cumulative effects of modulation, plasticity, learning and noise of the entire
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system. However, since the system and the responses were not the same it cannot be
compared further.
Moreover, modelling a system allows the system to be extrapolated and applied in dif-
ferent research areas. Since reflexes play an important role in the stability (Burrows,
1996) and control of movement (Hess and Bu¨schges, 1999), they can provide inspira-
tion in current engineering and medical problems (Webb et al., 2004), such as medical
treatment or control systems.
The design of prostheses and orthoses for gait deficiencies could be benefited greatly by
adding a reflex response. Powered or active prosthesis that aid movement have already
improved gait (Shultz et al., 2015), however their development has been slow over the
last few years because of limitations in technology (Samuel and Herr, 2008). Bioinspired
systems could provide the next step in their development, providing a more natural
movement. Functional Electrical Stimulation (FES) (Rushton, 1997) is another medical
treatment that could benefit from reflex modelling, improving the natural voluntary
movements, for which reflexes are necessary. Including feedback responses from the
environment in the form of reflexes, such as knee joint position, can add flexibility
and easiness into the feet movement that current systems lack, being based on pre-
programmed patterns (Jime´nez-Fabia´n and Verlinden, 2012).
Furthermore, robotics, autonomous systems and control are already using direct appli-
cations of biological systems (Beer et al., 1997). In robotics, some of the most successful
legged robots are based upon arthropods (Ritzmann et al., 2004b). However, these de-
signs have issues related to the level of autonomy, stability and coordination (Bares and
Wettergreen, 1999). Local reflexes such as those seen in insects have been shown to suc-
cessfully improve robot locomotion when implemented (Espenschied et al., 1993, 1996),
since insects have the ability to deal with uneven terrain, a characteristic that robots are
aiming to emulate (Chen et al., 2011; Cruse et al., 1998; Delcomyn and Nelson, 2000;
Kovac et al., 2008; Lewinger et al., 2011).
7.3 Conclusion
The objectives of the thesis, as proposed in Section 1.3, include: the study and de-
scription of the anatomy and behaviour of the tarsal intersegmental reflex, the design
and validation of a mathematical model able to describe accurately a biological system,
the development of new experimental methods to record tarsal intersegmental responses
and the study of the effects of neuromodulators in the responses using the techniques
developed.
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The tarsal intersegmental reflexes of the locust hind leg have been described in detail
over the chapters, specifying the changes during flexion and extension of the tibia. Ad-
ditionally, new experimental methodology has been presented to record accurately these
responses to a different number of inputs. Also, the individual differences between in-
dividuals have been highlighted, suggesting a difference in the responses from different
individuals that is not due to the background noise of the system alone.
Moreover, new mathematical methods have also been developed to model and predict
these intersegmental responses. The mathematical methods have been tested and cor-
roborated with other mathematical methods in motor neuron responses of the locust
hind leg.
Using these developed methodologies the last objective has been achieved by studying
the effects of neurotransmitters in intersegmental reflexes. The change in amplitude of
the tarsal response under a neuromodulatory effect has been shown for the first time,
indicating a strong increase in amplitude for dopamine and serotonin and a decrease in
amplitude for octopamine.
7.4 Future work
This study has analysed the responses of the tarsal intersegmental reflex to GWN and
sinusoidal stimuli, however the study of the responses to more natural inputs, such
as walking patterns or jumping could provide further insights in the functioning and
purpose of the reflexes. Furthermore, the adequacy of the Gaussian White Noise as input
signal to study and model the system needs to be considered. Since GWN is not a signal
found under natural conditions, the responses obtained might not be representative of
the behaviour of the animal in the wild.
Another study which could provide further insight into the intersegmental reflexes would
be the analysis of the responses when the gait pattern generator is activated. Such a
study would indicate whether the reflexes are active mostly while walking or whether
they have another function.
In this thesis the mathematical method chosen to model the responses has been Ar-
tificial Neural Networks. Although the ANNs have been compared with Volterra and
Wiener methods in Chapter 4 and with linear Least Square Methods in Chapter 5, other
methodology could provide a better description of the system, including NARMAX or
Bayesian methods (Billings, 2013; Clarke, 1994; Siegelmann et al., 1997).
Furthermore, hardware implementations such as robotics of these models could provide
a deeper understanding to whether the predictions obtained can produce logical leg
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movements and their purpose (Webb, 2000). A possible implementation inspired by the
responses of the locust tarsal responses would be, in the case of orthoses or prosthesis,
adding a small movement in the feet elicited by changes detected with a sensor in the knee
join. The feet movement would aid lifting the feet when walking or going up the stairs,
avoiding tripping over on the floor or on the steps. Similar procedures could be added in
robots that walk using central pattern generators, where the reflex is another movement
evoked by the pattern generator or a response to a change in a specific joint.
Although not many differences were found in the performances of the ANN models of
control and dopamine responses, the ANNs models led to the identification of possible
effects of dopamine in the system, such as changes in amplitude and delay for specific
frequencies (Section 6.3.3). In Chapter 6, the antagonist used for serotonin and oc-
topamine was the same compound, leaving unanswered the question of specific effects of
each amine. Besides, only three of the many possible amines were used to study the neu-
romodulation in this system, which leaves unanswered the behavioural responses to other
amines. Further analysis of neuromodulation of reflex responses could provide a more
detailed understanding of locomotion in insects, which could ultimately lead to a better
understanding of adaptation in nervous systems in general (Delcomyn, 1998).
Bibliography
P. Achard and E. De Schutter. Complex parameter landscape for a complex neuron
model. PLoS Computational Biology, 2(7):e94, 2006.
S. A. Adamo, C. E. Linn, and R. R. Hoy. The role of neurohormonal octopamine
during ’fight or flight’ behaviour in the field cricket gryllus bimaculatus. Journal of
Experimental Biology, 198(8):1691–700, 1995.
T. Akay, U. Ba¨ssler, P. Gerharz, and A. Bu¨schges. The role of sensory signals from the
insect coxa-trochanteral joint in controlling motor activity of the femur-tibia joint.
Journal of Neurophysiology, 85(2):594–604, 2001.
A. M. Alessi. Behavioural and Physiological Plasticity during Phase Change in the Desert
Locust. Thesis, Centre for Biological Sciences, 2012.
A. M. Alessi, V. O’Connor, H. Aonuma, and P. Newland. Dopaminergic modulation of
phase reversal in desert locusts. Frontiers in Behavioral Neuroscience, 8, 2014.
R. D. Alexander. Aggressiveness, Territoriality, and Sexual Behavior in Field Crickets
(Orthoptera: Gryllidae), 1961.
D. Ali. The aminergic and peptidergic innervation of insect salivary glands. Journal of
Experimental Biology, 200(14):1941–9, 1997.
N. Angarita-Jaimes, O. P. Dewhirst, D. M. Simpson, Y. Kondoh, R. Allen, and P. L.
Newland. The dynamics of analogue signalling in local networks controlling limb
movement. European Journal of Neuroscience, 36(9):3269–3282, 2012.
P. J. Angeline, G. M. Saunders, and J. B. Pollack. An evolutionary algorithm that
constructs recurrent neural networks. Neural Networks, IEEE Transactions on, 5(1):
54–65, 1994.
M. L. Anstey, S. M. Rogers, S. R. Ott, M. Burrows, and S. J. Simpson. Serotonin medi-
ates behavioral gregarization underlying swarm formation in desert locusts. Science,
323(5914):627–630, 2009.
169
Bibliography 170
R. C. Aster, B. Borchers, and C. H. Thurber. Chapter Two - Linear Regression, pages
25–53. Academic Press, Boston, 2013.
S. K. Au, P. Bonato, and H. Herr. An emg-position controlled system for an active
ankle-foot prosthesis: An initial experimental study. Proceedings of the 2005 IEEE
9th International Conference on Rehabilitation Robotics, 2005:375–379, 2005.
B. B. Averbeck. Poisson or not poisson: Differences in spike train statistics between
parietal cortical areas. Neuron, 62(3):310–311, 2009.
J. Axelrod and J. M. Saavedra. Octopamine. Nature, 265(5594):501–504, 1977.
J.-H. Baik, R. Picetti, A. Saiardi, G. Thiriet, A. Dierich, A. Depaulis, M. Le Meur,
and E. Borrelli. Parkinsonian-like locomotor impairment in mice lacking dopamine d2
receptors. Nature, 377(6548):424–428, 1995.
R. A. Baines, N. M. Tyrer, and R. G. H. Downer. Serotoninergic innervation of the
locust mandiblar closer muscle modulates contractions through the elevation of cyclic
adenosine monophosphate. Journal of Comparative Neurology, 294(4):623–632, 1990.
J. E. Bares and D. S. Wettergreen. Dante ii: Technical description, results, and lessons
learned. International Journal of Robotics Research, 18(7):621–649, 1999.
A. B. Barron, R. Maleszka, R. K. Vander Meer, and G. E. Robinson. Octopamine
modulates honey bee dance behavior. Proceedings of the National Academy of Sciences
of the United States of America, 104(5):1703–1707, 2007.
U. Ba¨ssler. Sense organs in the femur of the stick insect and their relevance to the
control of position of the femur-tibia-joint. Journal of Comparative Physiology, 121
(1):99–113, 1977.
U. Ba¨ssler. The femur-tibia control system of stick insects–a model system for the study
of the neural basis of joint control. Brain Research, 18(2):207–226, 1993.
R. D. Beer, H. J. Chiel, R. D. Quinn, Kenneth S. Espenschied, and Patrik Larsson. A
distributed neural network architecture for hexapod robot locomotion. Neural Com-
putation, 4(3):356–365, 1992.
R. D. Beer, R. D. Quinn, H. J. Chiel, and R. E. Ritzmann. Biologically inspired ap-
proaches to robotics: what can we learn from insects? Communications of the ACM,
40(3):30–38, 1997.
R. D. Beer, H. J. Chiel, and J. C. Gallagher. Evolution and analysis of model cpgs for
walking: Ii. general principles and individual variability. Journal of Computational
Neuroscience, 7(2):119–147, 1999.
Bibliography 171
P. G. Benardos and G. C. Vosniakos. Optimizing feedforward artificial neural network
architecture. Engineering Applications of Artificial Intelligence, 20(3):365–382, 2007.
R. J. Beninger. The role of dopamine in locomotor activity and learning. Brain Research
Reviews, 6(2):173–196, 1983.
S. A Billings. Nonlinear system identification: NARMAX methods in the time, frequency,
and spatio-temporal domains. John Wiley & Sons, 2013.
J. T. Birmingham and D. L. Tauck. Neuromodulation in invertebrate sensory systems:
from biophysics to behavior. Journal of Experimental Biology, 206(20):3541–3546,
2003.
C. M. Bishop. Neural Networks for Pattern Recognition. Oxford university press, 1995.
L. M. Blackburn, S. R. Ott, T. Matheson, M. Burrows, and S. M. Rogers. Motor neurone
responses during a postural reflex in solitarious and gregarious desert locusts. Journal
of Insect Physiology, 56(8):902–910, 2010.
A. Borgmann and A. Bu¨schges. Insect motor control: methodological advances, descend-
ing control and inter-leg coordination on the move. Current Opinion in Neurobiology,
33:8–15, August 2015.
R. A. Brooks. A robot that walks; emergent behaviors from a carefully evolved network.
Proceedings, 1989 International Conference on Robotics and Automation, 262:253–
262, 1989.
T. G. Brown. The intrinsic factors in the act of progression in the mammal. Proceedings
of the Royal Society of London. Series B, Containing Papers of a Biological Character,
84(572):308–319, 1911.
C. G. Broyden. Quasi-newton methods and their application to function minimisation.
Mathematics of Computation, 21(99):368–381, 1967.
D. Bucher, T. Akay, R. A. DiCaprio, and A. Bschges. Interjoint coordination in the stick
insect leg-control system: The role of positional signaling. Journal of Neurophysiology,
89(3):1245–1255, 2003.
E. Buhl, K. Schildberger, and P. A. Stevenson. A muscarinic cholinergic mechanism
underlies activation of the central pattern generator for locust flight. Journal of
Experimental Biology, 211(14):2346–2357, 2008.
M. Burrows. Parallel processing of proprioceptive signals by spiking local interneurons
and motor neurons in the locust. Journal of Neuroscience, 7(4):1064–1080, 1987.
Bibliography 172
M. Burrows. Local circuits for the control of leg movements in an insect. Trends in
Neurosciences, 15(6):226–232, 1992.
M. Burrows. The neurobiology of an insect brain. Oxford University Press, 1996.
M. Burrows and G. A. Horridge. The organization of inputs to motoneurons of the
locust metathoracic leg. Philosophical Transactions of the Royal Society of London.
Series B, Biological Sciences, 269(896):49–94, 1974.
M. Burrows, G. J. Laurent, and L. H. Field. Proprioceptive inputs to nonspiking local
interneurons contribute to local reflexes of a locust hindleg. Journal of Neuroscience,
8(8):3085–3093, 1988.
A. Bu¨schges. Sensory control and organization of neural networks mediating coordi-
nation of multisegmental organs for locomotion. Journal of Neurophysiology, 93(3):
1127–1135, 2005.
A. Bu¨schges and M. Gruhn. Advances in Insect Physiology, volume 34. Academic Press,
2007.
A. Bu¨schges, R. Kittmann, and J. Schmitz. Identified nonspiking interneurons in leg
reflexes and during walking in the stick insect. Journal of Comparative Physiology A,
174(6):685–700, 1994.
A. Bu¨schges, J. Schmitz, and U. Bssler. Rhythmic patterns in the thoracic nerve cord
of the stick insect induced by pilocarpine. The Journal of Experimental Biology, 198
(2):435–56, 1995.
B. M. Bush, J. P. Vedel, and F. Clarac. Intersegmental reflex actions from a joint sensory
organ (cb) to a muscle receptor (mco) in decapod crustacean limbs. The Journal of
Experimental Biology, 73(1):47–63, 1978.
A. R. Carvalho, F. M. Ramos, and A. A. Chaves. Metaheuristics for the feedforward arti-
ficial neural network (ann) architecture optimization problem. Neural Compututation
Applications, 20(8):1273–1284, 2011.
W. Chapple. Kinematics of walking in the hermit crab, pagurus pollicarus. Arthropod
Structure & Development, 41(2):119–131, 2012.
D. L. Chase, J. S. Pepper, and M. R. Koelle. Mechanism of extrasynaptic dopamine
signaling in caenorhabditis elegans. Nature Neuroscience, 7(10):1096–1103, 2004.
D. Chen, C. L. Giles, G. Z. Sun, H. H. Chen, Y. C. Lee, and M. W. Goudreau. Con-
structive learning of recurrent neural networks. In Neural Networks, 1993., IEEE
International Conference on, pages 1196–1201 vol.3, 1993.
Bibliography 173
D. Chen, J. Yin, K. Zhao, W. Zheng, and T. Wang. Bionic mechanism and kinematics
analysis of hopping robot inspired by locust jumping. Journal of Bionic Engineering,
8(4):429–439, 2011.
J. Chia-Feng. A hybrid of genetic algorithm and particle swarm optimization for re-
current network design. Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE
Transactions on, 34(2):997–1006, 2004.
H. J. Chiel, R. D. Beer, R. D. Quinn, and K. S. Espenschied. Robustness of a dis-
tributed neural network controller for locomotion in a hexapod robot. Robotics and
Automation, IEEE Transactions on, 8(3):293–303, 1992.
Z. Chunkai, S. Huihe, and L. Yu. Particle swarm optimisation for evolving artificial neu-
ral network. In Systems, Man, and Cybernetics, 2000 IEEE International Conference
on, volume 4, pages 2487–2490 vol.4, 2000.
Mark M. Churchland, Afsheen Afshar, and Krishna V. Shenoy. A central source of
movement variability. Neuron, 52(6):1085–1096, 2006.
D. E. Claassen and A. E. Kammer. Effects of octopamine, dopamine, and serotonin on
production of flight motor output by thoracic ganglia of manduca sexta. Journal of
Neurobiology, 17(1):1–14, 1986.
F. Clarac, J. P. Vedel, and B. M. Bush. Intersegmental reflex coordination by a single
joint receptor organ (cb) in rock lobster walking legs. The Journal of Experimental
Biology, 73(1):29–46, 1978.
J. E. Clark, J. G. Cham, S. A. Bailey, and E. M. Froehlich. Biomimetic design and
fabrication of a hexapedal running robot. In ICRA’01, pages 3643–3649, 2001.
R. T. Clarke. Statistical modelling in hydrology. John Wiley & Sons, 1994.
A. Costalago Meruelo, D.M. Simpson, S.M. Veres, and P.L. Newland. Artificial neural
network models of intersegmental reflexes. In Proceedings of the International Con-
ference on Neural Computation Theory and Applications (IJCCI 2014), pages 24–31,
2014a.
A. Costalago Meruelo, D.M. Simpson, S.M. Veres, and P.L. Newland. Artificial neural
network models of intersegmental reflexes of the locust hind leg. In 8th IEEE EMBS
UK & Republic of Ireland Postgraduate Conference on Biomedical Engineering and
Medical Physics, 2014b.
A. Costalago Meruelo, D.M. Simpson, S.M. Veres, and P.L. Newland. Improved system
identification using artificial neural networks and analysis of individual differences in
responses of an identified neuron. Neural Networks, 75:56–65, 2016.
Bibliography 174
H. Cruse, K. Dautenhahn, and H. Schreiner. Coactivation of leg reflexes in the stick
insect. Biological Cybernetics, 67(4):369–375, 1992.
H. Cruse, Ch. Bartling, M. Dreifert, J. Schmitz, D.E. Brunn, J. Dean, and T. Kin-
dermann. Walking: A complex behavior controlled by simple networks. Adaptive
Behavior, 3(4):385–418, 1995.
H. Cruse, T. Kindermann, M. Schumm, J. Dean, and J. Schmitz. Walkneta biologically
inspired network to control six-legged walking. Neural Networks, 11(78):1435–1447,
1998.
C. Darwin. On the origin of the species by means of natural selection: or, the preserva-
tion of favoured races in the struggle for life. John Murray, 1859.
A. P. Davenport and P. D. Evans. Stress-induced changes in the octopamine levels of
insect haemolymph. Insect Biochemistry, 14(2):135–143, 1984a.
A. P. Davenport and P. D. Evans. Changes in haemolymph octopamine levels associated
with food deprivation in the locust, schistocerca gregaria. Physiological Entomology,
9(3):269–274, 1984b.
M. S. Dekin and G. G. Haddad. Membrane and cellular properties in oscillating networks:
implications for respiration. Journal of Applied Physiology, 69(3):809–821, 1990.
F. Delcomyn. Foundations of neurobiology. W.H. Freeman, 1998.
F. Delcomyn. Insect walking and robotics. Annual Review of Entomology, 49:51–70,
2004.
F. Delcomyn and M. E. Nelson. Architectures for a biomimetic hexapod robot. Robotics
and Autonomous Systems, 30(12):5–15, 2000.
H. Demuth, M.T. Hagan, and M.H Beale. Neural network toolbox user’s guide: for use
with MATLAB. MathWorks, 2011.
N. Desneux, A. Decourtye, and J.-M. Delpuech. The sublethal effects of pesticides on
beneficial arthropods. Annual Review of Entomology, 52:81–106, 2007.
O. P. Dewhirst. Validation of nonlinear system identification models of the locust hind
limb control system using natural stimulation. Thesis, 2013.
O. P. Dewhirst, D. M. Simpson, R. Allen, and P. L. Newland. Neuromuscular reflex con-
trol of limb movement - validating models of the locusts hind leg control system using
physiological input signals. In Neural Engineering, 2009. NER ’09. 4th International
IEEE/EMBS Conference on, pages 689–692, 2009.
Bibliography 175
O. P. Dewhirst, N. Angarita-Jaimes, D. M. Simpson, R. Allen, and P. L. Newland. A
system identification analysis of neural adaptation dynamics and nonlinear responses
in the local reflex control of locust hind limbs. Journal of Computational Neuroscience,
pages 1–20, 2012.
R. A. DiCaprio. Nonspiking and spiking proprioceptors in the crab: Nonlinear analysis
of nonspiking tcmro afferents. Journal of Neurophysiology, 89(4):1826–1836, 2003.
M. H. Dickinson, C. T. Farley, R. J. Full, M. A. R. Koehl, R. Kram, and S. Lehman.
How animals move: An integrative view. Science, 288(5463):100–106, 2000.
V. Dietz, D. Schmidtbleicher, and J. Noth. Neuronal mechanisms of human locomotion.
Journal of Neurophysiology, 42(5):1212–1222, 1979.
A. M. Dollar and H. Herr. Active orthoses for the lower-limbs: Challenges and state
of the art. In Rehabilitation Robotics, 2007. ICORR 2007. IEEE 10th International
Conference on, pages 968–977, 2007.
M. Dorigo, M. Birattari, and T. Stutzle. Ant colony optimization. Computational
Intelligence Magazine, IEEE, 1(4):28–39, 2006.
C. Duch and H. J. Pflger. Dum neurons in locust flight: a model system for amine-
mediated peripheral adjustments to the requirements of a central motor program.
Journal of Comparative Physiology A, 184(5):489–499, 1999. ISSN 0340-7594. doi:
10.1007/s003590050349.
V. Du¨rr, J. Schmitz, and H. Cruse. Behaviour-based modelling of hexapod locomotion:
linking biology and technical application. Arthropod Structure & Development, 33(3):
237–250, 2004.
P. Eckhoff, K. F. Wong-Lin, and P. Holmes. Optimality and robustness of a biophysical
decision-making model under norepinephrine modulation. The Journal of Neuro-
science, 29(13):4301–4311, 2009.
Gerald M. Edelman and Joseph A. Gally. Degeneracy and complexity in biological
systems. Proceedings of the National Academy of Sciences, 98(24):13763–13768, 2001.
D. H. Edwards and E. A. Kravitz. Serotonin, social status and aggression. Current
Opinion in Neurobiology, 7(6):812–819, 1997.
A. E. Eiben and J. E. Smith. Introduction to Evolutionary Computing. SpringerVerlag,
2003.
D. Eilam, H. Talangbayan, G. Canaran, and H. Szechtman. Dopaminergic control of
locomotion, mouthing, snout contact, and grooming: opposing roles of d1 and d2
receptors. Psychopharmacology, 106(4):447–454, 1992.
Bibliography 176
O. Ekeberg, M. Blmel, and A. Bschges. Dynamic simulation of insect walking. Arthropod
Structure & Development, 33(3):287–300, 2004.
A. El Manira, R. A. DiCaprio, D. Cattaert, and F. Clarac. Monosynaptic interjoint
reflexes and their central modulation during fictive locomotion in crayfish. European
Journal of Neuroscience, 3(12):1219–1231, 1991.
J. Erber and P. Kloppenburg. The modulatory effects of serotonin and octopamine in the
visual system of the honey bee (apis mellifera l.). Journal of Comparative Physiology
A, 176(1):111–118, 1995.
K. S. Espenschied, H. J. Chiel, R. D. Quinn, and R. D. Beer. Leg coordination mecha-
nisms in the stick insect applied to hexapod robot locomotion. Adaptive Behavior, 1
(4):455–468, 1993.
K. S. Espenschied, R. D. Quinn, R. D. Beer, and H. J. Chiel. Biologically based dis-
tributed control and local reflexes improve rough terrain locomotion in a hexapod
robot. Robotics and Autonomous Systems, 18(12):59–64, 1996.
P. D. Evans. Biogenic amines in the insect nervous system. Advances in Insect Physi-
ology, Volume 15:317–473, 1980.
P. D. Evans and M. O’Shea. An octopaminergic neurone modulates neuromuscular
transmission in the locust. Nature, 270(5634):257–259, 1977.
A. A. Faisal, L. P. J. Selen, and D. M. Wolpert. Noise in the nervous system. Nature
Reviews Neuroscience, 9(4):292–303, 2008. 10.1038/nrn2258.
Z. Faulkes and D. H. Paul. Digging in sand crabs: coordination of joints in individual
legs. Journal of Experimental Biology, 201(14):2139–49, 1998.
J.-M. Fellous and C. Linster. Computational models of neuromodulation. Neural Com-
putation, 10(4):771–805, 1998.
D. P. Ferris, J. M. Czerniecki, and B. Hannaford. An ankle-foot orthosis powered by
artificial pneumatic muscles. Journal of Applied Biomechanics, 21(2):189–197, 2005.
L. H. Field and M. Burrows. Reflex effects of the femoral chordotonal organ upon leg
motor neurones of the locust. Journal of Experimental Biology, 101(1):265–285, 1982.
L. H. Field and T. Matheson. Chordotonal Organs of Insects, volume Volume 27, pages
1–228. Academic Press, 1998.
L. H. Field and F. C. Rind. A single insect chordotonal organ mediates inter- and intra-
segmental leg reflexes. Comparative Biochemistry and Physiology Part A: Physiology,
68(1):99–102, 1981.
Bibliography 177
E. Fuchs, P. Holmes, T. Kiemel, and A. Ayali. Intersegmental coordination of cockroach
locomotion: adaptive control of centrally coupled pattern generator circuits. Frontiers
in Neural Circuits, 4:125, 2011.
E. R. Gamble and R. A. DiCaprio. Nonspiking and spiking proprioceptors in the crab:
White noise analysis of spiking cb-chordotonal organ afferents. Journal of Neurophys-
iology, 89(4):1815–1825, 2003.
S. C. Gandevia, K. M. Refshauge, and D. F. Collins. Proprioception: peripheral inputs
and perceptual interactions. Advances in Experimental Medicine and Biology, 508:
61–8, 2002.
C. L. Giles, D. Chen, G.-Z. Sun, H.-H. Chen, Y.-C. Lee, and M. W. Goudreau. Construc-
tive learning of recurrent neural networks: limitations of recurrent cascade correlation
and a simple solution. Neural Networks, IEEE Transactions on, 6(4):829 –836, jul
1995.
M. D. Gill and P. Skorupski. Modulation of spontaneous and reflex activity of crayfish
leg motor neurons by octopamine and serotonin. Journal of Neurophysiology, 76:
3535–3549, 1996.
J.-M. Goaillard, A. L. Taylor, D. J. Schulz, and E. Marder. Functional consequences
of animal-to-animal variation in circuit parameters. Nature Neuroscience, 12(11):
1424–1430, 2009.
D. J. Goble, J. P. Coxon, N. Wenderoth, A. Van Impe, and S. P. Swinnen. Proprioceptive
sensibility in the elderly: Degeneration, functional consequences and plastic-adaptive
processes. Neuroscience & Biobehavioral Reviews, 33(3):271–278, 2009.
M. S. Goldman, J. Golowasch, E. Marder, and L. F. Abbott. Global structure, ro-
bustness, and modulation of neuronal models. The Journal of Neuroscience, 21(14):
5229–5238, 2001.
J. Golowasch, L. F. Abbott, and E. Marder. Activity-dependent regulation of potassium
currents in an identified neuron of the stomatogastric ganglion of the crab cancer
borealis. The Journal of Neuroscience, 19(20):RC33, 1999.
J. Golowasch, M. S. Goldman, L. F. Abbott, and E. Marder. Failure of averaging in the
construction of a conductance-based neuron model. Journal of Neurophysiology, 87
(2):1129–1131, 2002.
M. W. Goosey and D. J. Candy. The d-octopamine content of the haemolymph of
the locust, schistocerca americana gregaria and its elevation during flight. Insect
Biochemistry, 10(4):393–397, 1980.
Bibliography 178
D. Graham and U. Ba¨ssler. Effects of afference sign reversal on motor activity in walking
stick insects (carausius morosus). Journal of Experimental Biology, 91(1):179–193,
1981.
R. Grashow, T. Brookings, and E. Marder. Compensation for variable intrinsic neuronal
excitability by circuit-synaptic interactions. Journal of Neuroscience, 30(27):9145–56,
2010.
M. J. Griffin. Measurement, evaluation, and assessment of peripheral neurological dis-
orders caused by hand-transmitted vibration. International archives of occupational
and environmental health, 81(5):559–73, 2008.
S. Grillner. Control of Locomotion in Bipeds, Tetrapods, and Fish. John Wiley & Sons,
Inc., 1981.
S. Grillner and T. M. Jessell. Measured motion: searching for simplicity in spinal
locomotor networks. Current Opinion in Neurobiology, 19(6):572–586, 2009.
J. M. Halbertsma. The stride cycle of the cat: the modelling of locomotion by comput-
erized analysis of automatic recordings. Thesis, 1983.
J. Han, C. Moraga, and S. Sinne. Optimization of feedforward neural networks. Engi-
neering Applications of Artificial Intelligence, 9(2):109–119, 1996.
M. A. Hanson, Burton. K., N. A. A. Kendall, R. J. Lancaster, and A. Pilkington. The
costs and benefits of active case management and rehabilitation for musculoskeletal
disorders. Health and Safety Executive, 2006.
S. S. Haykin. Neural networks: a comprehensive foundation. Prentice Hall PTR, second
edition edition, 1999.
S. S. Haykin. Adaptive filter theory. Prentice Hall, 2002.
C. Heaver, K. S. Goonetilleke, H. Ferguson, and S. Shiralkar. Handarm vibration syn-
drome: a common occupational hazard in industrialized countries. Journal of Hand
Surgery (European Volume), 36(5):354–363, 2011.
H. M. Herr and A. M. Grabowski. Bionic anklefoot prosthesis normalizes walking gait for
persons with leg amputation. Proceedings of the Royal Society B: Biological Sciences,
2011.
D. Hess and A. Bu¨schges. Sensorimotor pathways involved in interjoint reflex action of
an insect leg. Journal of Neurobiology, 33(7):891–913, 1997.
Bibliography 179
D. Hess and A. Bu¨schges. Role of proprioceptive signals from an insect femur-tibia joint
in patterning motoneuronal activity of an adjacent leg joint. Journal of Neurophysi-
ology, 81(4):1856–1865, 1999.
J. H. Holland. Adaptation in natural and artificial systems: An introductory analysis
with applications to biology, control, and artificial intelligence. U Michigan Press,
1975.
P. Holmes, R. Full, D. Koditschek, and J. Guckenheimer. The dynamics of legged
locomotion: Models, analyses, and challenges. SIAM Review, 48(2):207–304, 2006.
U. Homberg. Neurotransmitters and neuropeptides in the brain of the locust. Microscopy
Research and Technique, 56(3):189–209, 2002.
F. B. Horak, C. L. Shupert, and A. Mirka. Components of postural dyscontrol in the
elderly: A review. Neurobiology of Aging, 10(6):727–738, 1989.
H. R. Horvitz, M. Chalfie, C. Trent, J. E. Sulston, and P. D. Evans. Serotonin and
octopamine in the nematode Caenorhabditis elegans. Science (New York, N.Y.), 216
(4549):1012–1014, 1982.
G. Hoyle and M. Burrows. Neural mechanisms underlying behavior in the locust schisto-
cerca gregaria i. physiology of identified motorneurons in the metathoracic ganglion.
Journal of Neurobiology, 4(1):3–41, 1973a.
G. Hoyle and M. Burrows. Neural mechanisms underlying behavior in the locust schis-
tocerca gregaria. ii. integrative activity in metathoracic neurons. Journal of Neurobi-
ology, 4(1):43–67, 1973b.
K. J. Hunt, D. Sbarbaro, R. Z˙bikowski, and P. J. Gawthrop. Neural networks for control
systemsa survey. Automatica, 28(6):1083–1112, 1992.
I. W. Hunter and M. J. Korenberg. The identification of nonlinear biological systems:
Wiener and hammerstein cascade models. Biological Cybernetics, 55(2-3):135–144,
1986.
A. J. Ijspeert. Central pattern generators for locomotion control in animals and robots:
A review. Neural Networks, 21(4):642–653, 2008.
F. Ingrand and M. Ghallab. Deliberation for autonomous robots: A survey. Artificial
Intelligence, 0, 2014.
R. A. Jacobs. Increased rates of convergence through learning rate adaptation. Neural
Networks, 1(4):295–307, 1988.
Bibliography 180
A. K. Jain, Mao Jianchang, and K. M. Mohiuddin. Artificial neural networks: a tutorial.
Computer, 29(3):31–44, 1996.
R. Jime´nez-Fabia´n and O. Verlinden. Review of control algorithms for robotic ankle
systems in lower-limb orthoses, prostheses, and exoskeletons. Medical Engineering
and Physics, 34(4):397–408, 2012.
H. Jiping, M. G. Maltenfort, W. Qingjun, and T. M. Hamm. Learning from biological
systems: modeling neural control. Control Systems, IEEE, 21(4):55–69, 2001.
L. M. Jordan and U. Slawinska. Modulation of rhythmic movement. Control of coordi-
nation, volume 188. Elsevier, 2011.
P. Kara, P. Reinagel, and R. C. Reid. Low response variability in simultaneously recorded
retinal, thalamic, and cortical neurons. Neuron, 27(3):635–646, September 2000.
P. S. Katz. Intrinsic and extrinsic neuromodulation of motor circuits. Current Opinion
in Neurobiology, 5(6):799–808, 1995.
P. S. Katz and W. N. Frost. Intrinsic neuromodulation: altering neuronal circuits from
within. Trends in Neurosciences, 19(2):54–61, 1996.
K. Kawabata, T. Fujii, H. Aonuma, T. Suzuki, M. Ashikaga, J. Ota, and H. Asama. A
neuromodulation model of behavior selection in the fighting behavior of male crickets.
Robotics and Autonomous Systems, 60(5):707–713, 2012.
D. Kennedy and K. Takeda. Reflex control of the abdominal flexor muscles in the crayfish
i. the twich system. Journal of Experimental Biology, 43(2):211–227, October 1965.
J. Kennedy and R. Eberhart. Particle swarm optimization. In Neural Networks, 1995.
Proceedings., IEEE International Conference on, volume 4, pages 1942 –1948 vol.4,
nov/dec 1995.
B. G. Kermani, S. S. Schiffman, and H. T. Nagle. Performance of the levenbergmarquardt
neural network training method in electronic nose applications. Sensors and Actuators
B: Chemical, 110(1):13–22, 2005.
Y. Kfir, I. Renan, E. Schneidman, and R. Segev. The natural variation of a neural code.
PLoS ONE, 7(3), 2012.
J. F. C. Khaw, B. S. Lim, and L. E. N. Lim. Optimal design of neural networks using
the taguchi method. Neurocomputing, 7(3):225–245, 1995.
T. Kohonen. The self-organizing map. Proceedings of the IEEE, 78(9):1464–1480, 1990.
Bibliography 181
Y. Kondoh, J. Okuma, and P. L. Newland. Dynamics of neurons controlling movements
of a locust hind leg: Wiener kernel analysis of the responses of proprioceptive afferents.
Journal of Neurophysiology, 73(5):1829–1842, 1995.
M.J. Korenberg and I. W. Hunter. The identification of nonlinear biological systems:
Wiener kernel approaches. Annals of Biomedical Engineering, 18(6):629–654, 1990.
M. Kovac, M. Fuchs, A. Guignard, J. C. Zufferey, and D. Floreano. A miniature 7g
jumping robot. In Robotics and Automation, 2008. ICRA 2008. IEEE International
Conference on, pages 373–378, 2008.
J. R. Koza and J. P. Rice. Genetic generation of both the weights and architecture for
a neural network. In Neural Networks, 1991., IJCNN-91-Seattle International Joint
Conference on, volume ii, pages 397–404 vol.2, 1991.
E. A. Kravitz. Hormonal control of behavior: amines and the biasing of behavioral
output in lobsters. Science, 241(4874):1775–1781, 1988.
K. Kume, S. Kume, S. K. Park, J. Hirsh, and F. R. Jackson. Dopamine is a regulator
of arousal in the fruit fly. Journal of Neuroscience, 25(32):7377–7384, 2005.
D. G. Lamb and R. L. Calabrese. Small is beautiful: models of small neuronal networks.
Current Opinion in Neurobiology, 22(4):670–675, 2012.
E. T. Larson and C. H. Summers. Serotonin reverses dominant social status. Behavioural
Brain Research, 121(12):95–102, 2001.
G. Laurent. Thoracic intersegmental interneurons in the locust with mechanoreceptive
inputs from a leg. Journal of Comparative Physiology a-Sensory Neural and Behavioral
Physiology, 159(2):171–186, 1986.
B. Leitch, S. Judge, and R. M. Pitman. Octopaminergic modulation of synaptic trans-
mission between an identified sensory afferent and flight motoneuron in the locust.
The Journal of Comparative Neurology, 462(1):55–70, 2003.
K Levenberg. A method for the solution of certain non-linear problems in least squares.
Quarterly Journal of Applied Mathmatics, 2:164–168, 1944.
W. A. Lewinger, B. L Rutter, M. Blmel, A. Bschges, and R. D. Quinn. Sensory coupled
action switching modules (scasm) generate robust, adaptive stepping in legged robots.
In Proceedings of the 9th International Conference on Climbing and Walking Robots
(CLAWAR’06), Brussels, Belgium, September 12-14, pages 661–71. Professional En-
gineering Publishing, 2006.
Bibliography 182
W. A. Lewinger, H. M. Reekie, and B. Webb. A hexapod robot modeled on the stick
insect, carausius morosus. In Advanced Robotics (ICAR), 2011 15th International
Conference on, pages 541–548, 2011.
C. E. Linn and W. L. Roelofs. Modulatory effects of octopamine and serotonin on male
sensitivity and periodicity of response to sex pheromone in the cabbage looper moth,
trichoplusia ni. Archives of Insect Biochemistry and Physiology, 3(2):161–171, 1986.
J. Liu, T. Akay, P. B. Hedlund, K. G. Pearson, and L. M. Jordan. Spinal 5-ht7 receptors
are critical for alternating activity during locomotion: in vitro neonatal and in vivo
adult studies using 5-ht7 receptor knockout mice. Journal of Neurophysiology, 102(1):
337–348, 2009.
M. S. Livingstone, R. M. Harris-Warrick, and E. A. Kravitz. Serotonin and octopamine
produce opposite postures in lobsters. Science, 208(4439):76–79, 1980.
L. Ljung. System identification. John Wiley and Sons, Inc., second edition, 1999.
B. C. Ludwar, M. L. Go¨ritz, and J. Schmidt. Intersegmental coordination of walking
movements in stick insects. Journal of Neurophysiology, 93(3):1255–1265, 2005.
S. Luke. Essentials of Metaheuristics. Lulu, 2009. Available at
http://cs.gmu.edu/∼sean/book/metaheuristics/.
M. Maes and H. Y. Meltzer. The serotonin hypothesis of major depression. Psychophar-
macology: The fourth generation of progress, 10:933–934, 1995.
E. Marder and A. L. Taylor. Multiple models to capture the variability in biological
neurons and networks. Nature Neuroscience, 14(2):133–138, 2011.
S. Marinesco and T. J. Carew. Serotonin release evoked by tail nerve stimulation in the
cns of aplysia: Characterization and relationship to heterosynaptic plasticity. Journal
of Neuroscience, 22(6):2299–2312, 2002.
P. V. Z. Marmarelis. Nonlinear dynamic modeling of physiological systems. Wiley, 2004.
P. Z. Marmarelis and K. I. Naka. White-noise analysis of a neuron chain: an application
of the wiener theory. Science (New York, N.Y.), 175(4027):1276–1278, 1972.
P. Z. Marmarelis and K. I. Naka. Nonlinear analysis and synthesis of receptive-field
responses in the catfish retina. i. horizontal cell leads to ganglion cell chain. Journal
of Neurophysiology, 36(4):605–18, 1973a.
P. Z. Marmarelis and K. I. Naka. Nonlinear analysis and synthesis of receptive-field
responses in the catfish retina. ii. one-input white-noise analysis. Journal of Neuro-
physiology, 36(4):619–33, 1973b.
Bibliography 183
P. Z. Marmarelis and K. I. Naka. Nonlinear analysis and synthesis of receptive-field
responses in the catfish retina. iii. two-input white-noise analysis. Journal of Neuro-
physiology, 36(4):634–48, 1973c.
D. Marquardt. An algorithm for least-squares estimation of nonlinear parameters. Jour-
nal of the Society for Industrial and Applied Mathematics, 11(2):431–441, 1963.
T. Matheson. Octopamine modulates the responses and presynaptic inhibition of propri-
oceptive sensory neurones in the locust schistocerca gregaria. Journal of Experimental
Biology, 200(9):1317–25, 1997.
T. Matheson and L. H. Field. Innervation of the metathoracic femoral chordotonal organ
of locusta migratoria. Journal of Cell and Tissue Research, 259:551–560, 1990.
W. S. McCulloch and W. Pitts. A logical calculus of the ideas immanent in nervous
activity. The Bulletin of Mathematical Biophysics, 5(4):115–133, 1943.
H. M. Meinck, B. Piesiur-Strehlow, and W. Koehler. Some principles of flexor reflex gen-
eration in human leg muscles. Electroencephalography and Clinical Neurophysiology,
52(2):140–150, 1981.
R. Mendes, P. Cortez, M. Rocha, and J. Neves. Particle swarms for feedforward neural
network training. In Neural Networks. IJCNN ’02. Proceedings of the International
Joint Conference on, volume 2, pages 1895–1899, 2002.
D. A. Miller, R. Arguello, and G. W. Greenwood. Evolving artificial neural network
structures: experimental results for biologically-inspired adaptive mutations. In Evo-
lutionary Computation. CEC2004. Congress on, volume 2, pages 2114–2119 Vol.2,
2004.
M. Minsky and S. Papert. Perceptrons: an introduction to computational geometry
(expanded edition), 1988.
G. Molaei and A. B. Lange. The association of serotonin with the alimentary canal
of the African migratory locust, Locusta migratoria: Distribution, physiology and
pharmacological profile. Journal of Insect Physiology, 49(11):1073–1082, 2003.
N. H. Molen. Energy/speed relation of below-knee amputees walking on a motor-driven
treadmill. Internationale Zeitschrift f??r Angewandte Physiologie Einschlie??lich Ar-
beitsphysiologie, 31(3):173–185, 1973.
J. J. More´. The Levenberg-Marquardt algorithm: Implementation and theory, volume
630 of Lecture Notes in Mathematics, book section 10, pages 105–116. Springer Berlin
Heidelberg, 1978.
Bibliography 184
L. Mu and R. E. Ritzmann. Interaction between descending input and thoracic reflexes
for joint coordination in cockroach: I. descending influence on thoracic sensory reflexes.
Journal of Comparative Physiology A, 194(3):283–298, 2008.
A. Mu¨cke. Innervation pattern and sensory supply of the midleg ofschistocerca gregaria
(insecta, orthopteroidea). Zoomorphology, 110(4):175–187, 1991.
P. L. Newland and Y. Kondoh. Dynamics of neurons controlling movements of a locust
hind leg ii. flexor tibiae motor neurons. Journal of Neurophysiology, 77(4):1731–1746,
1997a.
P. L. Newland and Y. Kondoh. Dynamics of neurons controlling movements of a locust
hind leg iii. extensor tibiae motor neurons. Journal of Neurophysiology, 77(6):3297–
3310, 1997b.
Thomas Nowotny, Attila Szu¨cs, Rafael Levi, and Allen I. Selverston. Models wagging
the dog: Are circuits constructed with disparate parameters? Neural Computation,
19(8):1985–2003, 2007.
H. Obata, N. Kawashima, M. Akai, K. Nakazawa, and T. Ohtsuki. Age-related changes
of the stretch reflex excitability in human ankle muscles. Journal of Electromyography
and Kinesiology, 20(1):55–60, 2010.
C. W. Omlin and C. L. Giles. Pruning recurrent neural networks for improved gener-
alization performance. In Neural Networks for Signal Processing. IV. Proceedings of
the 1994 IEEE Workshop, pages 690–699, 1994.
D. T. Omura, D. A. Clark, A. D. T. Samuel, and H. R. Horvitz. Dopamine signaling is
essential for precise rates of locomotion by c. elegans. PLoS ONE, 7(6), 2012.
A. J. Owens, M. J. Walsh, and L. J. Fogel. Artificial intelligence through simulated
evolution. 1966.
G. Palm and T. Poggio. Wiener-like system identification in physiology. Journal of
Mathematical Biology, 4(4):375–381, 1977.
D. Parker. Serotonergic modulation of locust motor neurons. Journal of Neurophysiology,
73:923–932, 1995.
D. Parker. Octopaminergic modulation of locust motor neurones. Journal of Compara-
tive Physiology A, 178(2):243–252, 1996.
K. G. Pearson. Common principles of motor control in vertebrates and invertebrates.
Annual Review of Neuroscience, 16(1):265–297, 1993.
Bibliography 185
K. G. Pearson. Proprioceptive regulation of locomotion. Current Opinion in Neurobiol-
ogy, 5(6):786–791, 1995. ISSN 0959-4388.
K. G. Pearson and J. F. Iles. Nervous mechanisms underlying intersegmental co-
ordination of leg movements during walking in the cockroach. Journal of Experimental
Biology, 58(3):725–744, 1973.
K.G. Pearson and R. Franklin. Characteristics of leg movements and patterns of coor-
dination in locusts walking on rough terrain. The International Journal of Robotics
Research, 3(2):101–112, 1984.
D. T. Pham and X. Liu. Neural networks for identification, prediction, and control.
Springer-Verlag New York, Inc., 1995.
B. Pophof. Octopamine enhances moth olfactory responses to pheromones, but not those
to general odorants. Journal of Comparative Physiology A, 188(8):659–662, 2002.
S. D. Prentice, A. E. Patla, and D. A. Stacey. Artificial neural network model for
the generation of muscle activation patterns for human locomotion. Journal of Elec-
tromyography and Kinesiology, 11(1):19–30, 2001.
A. A. Prinz, D. Bucher, and E. Marder. Similar network activity from disparate circuit
parameters. Nature Neuroscience, 7(12):1345–1352, 2004.
J. Procha´ska. De functionibus systemis nervosi, et observationes anatomico-
pathologicae. Adnotationum Academicarum, Prague, 1784.
A. Prochazka. Comparison of natural and artificial control of movement. Rehabilitation
Engineering, IEEE Transactions on, 1(1):7–17, 1993.
A. Prochazka, F. Clarac, G. E. Loeb, J. C. Rothwell, and J. R. Wolpaw. What do
reflex and voluntary mean? modern views on an ancient debate. Experimental Brain
Research, 130(4):417–432, 2000.
D. Purves. Neuroscience. Sinauer Associates, Inc., Massachusetts, 2004.
G. Radnikow and U. Ba¨ssler. Function of a muscle whose apodeme travels through
a joint moved by other muscles: Why the retractor unguis muscle in stick insects is
tripartite and has no antagonist. Journal of Experimental Biology, 157(1):87–99, 1991.
J. M. Ramirez and K. G. Pearson. Octopaminergic modulation of interneurons in the
flight system of the locust, volume 66. 1991.
D. J. Reinkensmeyer, J. L. Emken, and S. C. Cramer. Robotics, motor learning, and
neurologic recovery. Annual Review of Biomedical Engineering, 6(1):497–525, 2004.
Bibliography 186
R. E. Ritzmann and A. Bu¨schges. Adaptive motor behavior in insects. Current Opinion
in Neurobiology, 17(6):629–636, 2007.
R. E. Ritzmann, S. N. Gorb, and R. D. Quinn. Arthropod locomotion systems: from
biological materials and systems to robotics. Arthropod Structure and Development,
33(3):183–185, 2004a.
R. E. Ritzmann, R. D. Quinn, and M. S. Fischer. Convergent evolution and locomotion
through complex terrain by insects, vertebrates and robots. Arthropod Structure and
Development, 33(3):361–379, 2004b.
T. Roeder. Tyramine and octopamine: Ruling behavior and metabolism. Annual Review
of Entomology, 50(1):447–477, 2005.
S. M. Rogers, T. Matheson, K. Sasaki, K. Kendrick, S. J. Simpson, and M. Burrows.
Substantial changes in central nervous system neurotransmitters and neuromodulators
accompany phase change in the locust. Journal of Experimental Biology, 207(20):
3603–3617, 2004.
D. E. Rumelhart, G. E. Hinton, and R. J. Williams. Learning representations by back-
propagating errors. Nature, 323(6088):533–536, 1986.
D. N. Rushton. Functional electrical stimulation. Physiological Measurement, 18(4):241,
1997.
A. Samuel and H. Herr. Powered ankle-foot prosthesis. Robotics and Automation Mag-
azine, IEEE, 15(3):52–59, 2008.
U. Saranli, M. Buehler, and D. E. Koditschek. Rhex: A simple and highly mobile
hexapod robot. International Journal of Robotics Research, 20:616–631, 2001.
A. X. Sarkar, D. J. Christini, and E. A. Sobie. Exploiting mathematical models to
illuminate electrophysiological variability between individuals. Journal of Physiology-
London, 590(11):2555–2567, 2012.
A. Scaglione, K. A Moxon, J. Aguilar, and G. Foffani. Trial-to-trial variability in the
responses of neurons carries information about stimulus location in the rat whisker
thalamus. Proceedings of the National Academy of Sciences of the United States of
America, 108(36):14956–61, September 2011.
M. Schetzen. The Volterra and Wiener theories of nonlinear systems. John Wiley &
Sons, Inc., 1980.
M. Schilling, T. Hoinville, J. Schmitz, and H. Cruse. Walknet, a bio-inspired controller
for hexapod walking. Biological Cybernetics, 107(4):397–419, 2013.
Bibliography 187
E. Schneidman, N. Brenner, N. Tishby, R. R. van Steveninck, and W. Bialek. Universal-
ity and individuality in a neural code. In Advances in Neural Information Processing
Systems 13: Proceedings of the 2000 Conference, volume 13, page 159. MIT Press,
2001.
D. J. Schulz and G. E. Robinson. Biogenic amines and division of labor in honey bee
colonies: behaviorally related changes in the antennal lobes and age-related changes
in the mushroom bodies. Journal of Comparative Physiology A, 184(5):481–488, 1999.
P. M. J. Shelton, R. O. Stepehn, J. J. A. Scott, and A. R. Tindall. The apodeme complex
of the femoral chordotonal organ in the metathoracic leg of the locust schistocerca
gregaria. Journal of Experimental Biology, 163(1):345–358, 1992.
Y. Shi and R. C. Eberhart. A modified particle swarm optimizer. In Evolutionary Com-
putation Proceedings, 1998. IEEE World Congress on Computational Intelligence.,
The 1998 IEEE International Conference on, pages 69 –73, 1998a.
Y. Shi and R. C. Eberhart. Parameter selection in particle swarm optimization. In
Proceedings of the 7th International Conference on Evolutionary Programming VII,
EP ’98, pages 591–600, London, UK, 1998b. Springer-Verlag.
A. Shultz, B. Lawson, and M. Goldfarb. Variable Cadence Walking and Ground Adaptive
Standing with a Powered Ankle Prosthesis. IEEE transactions on neural systems and
rehabilitation engineering : a publication of the IEEE Engineering in Medicine and
Biology Society, April 2015.
H. T. Siegelmann, B. G. Horne, and C. L. Giles. Computational capabilities of recurrent
narx neural networks. Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE
Transactions on, 27(2):208–215, 1997.
J. Sietsma and R. J. F. Dow. Creating artificial neural networks that generalize. Neural
Networks, 4(1):67–79, 1991.
K. T. Sillar, F. Clarac, and B. M. Bush. Intersegmental coordination of central neu-
ral oscillators for rhythmic movements of the walking legs in crayfish, pacifastacus
leniusculus. Journal of Experimental Biology, 131(1):245–264, 1987.
S. J. Simpson, A. R. McCaffery, and B. F. Hgele. A behavioural analysis of phase change
in the desert locust. Biological Reviews, 74(4):461–480, 1999.
J. Sjo¨berg, Q. Zhang, L. Ljung, A. Benveniste, B. Delyon, P.-Y. Glorennec, H. Hjal-
marsson, and A. Juditsky. Nonlinear black-box modeling in system identification: a
unified overview. Automatica, 31(12):1691–1724, 1995.
Bibliography 188
P. Skorupski. Octopamine induces steady-state reflex reversal in crayfish thoracic ganglia,
volume 76. 1996.
S. Sombati and G. Hoyle. Generation of specific behaviors in a locust by local release
into neuropil of the natural neuromodulator octopamine. Journal of Neurobiology, 15
(6):481–506, 1984.
C. Spearman. ”general intelligence,” objectively determined and measured. The Amer-
ican Journal of Psychology, 15(2):201–292, 1904.
R. B. Stein, E. R. Gossen, and K. E. Jones. Neuronal variability: noise or part of the
signal? Nature Reviews Neuroscience, 6(5):389–397, 2005.
W. Stein, A. Bu¨schges, and U. Ba¨ssler. Intersegmental transfer of sensory signals in
the stick insect leg muscle control system. Journal of Neurobiology, 66(11):1253–1269,
2006.
G. E. Stelmach, J. Phillips, R. P. DiFabio, and N. Teasdale. Age, functional postural
reflexes, and voluntary sway. Journal of Gerontology, 44(4):B100–B106, 1989.
N. P. Suraweera and D. N. Ranasinghe. A natural algorithmic approach to the structural
optimisation of neural networks. In Information and Automation for Sustainability,
2008. ICIAFS 2008. 4th International Conference on, pages 150–156, 2008.
S. Tanida, T. Kikuchi, T. Kakehashi, K. Otsuki, T. Ozawa, T. Fujikawa, T. Yasuda,
J. Furusho, S. Morimoto, and Y. Hashimoto. Intelligently controllable ankle foot
orthosis (i-afo) and its application for a patient of guillain-barre syndrome. In Re-
habilitation Robotics, 2009. ICORR 2009. IEEE International Conference on, pages
857–862, 2009.
L. Torburn, C. M. Powers, R. Guiterrez, and J. Perry. Energy expenditure during
ambulation in dysvascular and traumatic below-knee amputees: a comparison of five
prosthetic feet. Journal of Rehabilitation Research and Development, 32(2):111–9,
1995.
G. Tunnicliff, J. T. Rick, and Kevin Connolly. Locomotor activity in drosophilav. a com-
parative biochemical study of selectively bred populations. Comparative Biochemistry
and Physiology, 29(3):1239–1245, 1969.
A. Twickel, A. Bu¨schges, and F. Pasemann. Deriving neural network controllers from
neuro-biological data: implementation of a single-leg stick insect controller. Biological
Cybernetics, 104(1-2):95–119, 2011.
Bibliography 189
P. N. R. Usherwood, H. I. Runion, and J. I. Campbell. Structure and physiology of a
chordotonal organ in the locust leg. Journal of Experimental Biology, 48(2):305–323,
1968.
B. P. Uvarov. A revision of the genus locusta, l. (= pachytylus, fieb.), with a new theory
as to the periodicity and migrations of locusts. Bulletin of Entomological Research,
12(02):135–163, 1921.
A. G. Vidal-Gadea, X. J. Jing, D. Simpson, O. P. Dewhirst, Y. Kondoh, R. Allen, and
P. L. Newland. Coding characteristics of spiking local interneurons during imposed
limb movements in the locust. Journal of Neurophysiology, 103(2):603–615, 2010.
D. Viggiano, L. A. Ruocco, and A. G. Sadile. Dopamine phenotype and behaviour in
animal models: in relation to attention deficit hyperactivity disorder. Neuroscience
& Biobehavioral Reviews, 27(7):623–637, 2003.
A. Vogel, R. M. Hennig, and B. Ronacher. Increase of neuronal response variability at
higher processing levels as revealed by simultaneous recordings. Journal of Neuro-
physiology, 93(6):3548–3559, June 2005.
V. Volterra. Theory of functionals and of integral and integro-differential equations.
Courier Corporation, 1930.
A. Waibel, T. Hanazawa, G. Hinton, K. Shikano, and K.J. Lang. Phoneme recognition
using time-delay neural networks. Acoustics, Speech and Signal Processing, IEEE
Transactions on, 37(3):328 –339, mar 1989.
A. R. Webb, D. Lowe, and M. D. Bedworth. A comparison of nonlinear optimisation
strategies for feed-forward adaptive layered networks. Technical report, DTIC Docu-
ment, 1988.
B. Webb. What does robotics offer animal behaviour? Animal Behaviour, 60(5):545–558,
2000.
B. Webb. Robots in invertebrate neuroscience. Nature, 417(6886):359–363, 2002.
B. Webb, R. R. Harrison, and M. A. Willis. Sensorimotor control of navigation in
arthropod and artificial systems. Arthropod Structure & Development, 33(3):301–329,
2004.
A. Wenning and R. L. Calabrese. An endogenous peptide modulates the activity of a
sensory neurone in the leech hirudo medicinalis. The Journal of experimental biology,
198(Pt 6):1405–1415, 1995.
Bibliography 190
H. White. Economic prediction using neural networks: the case of ibm daily stock
returns. In Neural Networks, 1988., IEEE International Conference on, pages 451–
458 vol.2, 1988.
D. Whitley, T. Starkweather, and C. Bogart. Genetic algorithms and neural networks:
optimizing connections and connectivity. Parallel Computing, 14(3):347–361, 1990.
N. Wiener. The homogeneous chaos. American Journal of Mathematics, 60(4):897–936,
1938.
N. Wiener. Nonlinear Problems in Random Theory. MIT press, Cambridge, MA, 1958.
R. A. Wise. Dopamine, learning and motivation. Nature Reviews Neuroscience, 5(6):
483–494, 2004.
Y. Xin. Evolving artificial neural networks. Proceedings of the IEEE, 87(9):1423–1447,
1999.
S. Yano, Y. Ikemoto, H. Aonuma, and H. Asama. Forgetting curve of cricket, gryllus bi-
maculatus, derived by using serotonin hypothesis. Robotics and Autonomous Systems,
60(5):722–728, 2012.
E. Paul Zehr and Richard B. Stein. What functions do reflexes serve during human
locomotion? Progress in Neurobiology, 58(2):185–205, 1999.
S. N. Zill. Plasticity and proprioception in insects. ii. modes of reflex action of the
locust metathoracic femoral chordotonal organ. Journal of Experimental Biology, 116
(1):463–480, 1985.
S. N. Zill and K. Jepson-Innes. Evolutionary adaptation of a reflex system: sensory
hysteresis counters muscle catch tension. Journal of Comparative Physiology A, 164
(1):43–48, 1988.
