For self-dual codes with all weights divisible by an integer greater than one, the minimum distance is bounded by the Mallows-Sloane upper bounds and by their improvements due to Krasikov-Litsyn and Rains. We obtain the improved upper bounds from short relations with constant coefficients on suitable binomial moments of the codes. In this approach, the Mallows-Sloane bounds are analogues of the Singleton bound and the improved bounds are analogues of the Plotkin bound.
Introduction
For a linear code of length n and dimension k over a finite field F, the minimum distance d is the smallest Hamming distance between any two distinct words. A trivial upper bound for the minimum distance is given by the Singleton bound d ≤ n − k + 1. For a code with dual minimum distance d ⊥ , it follows that
A code is divisible by c if the Hamming distance between any two words is a multiple of c. In [2] , the author gives improvements of the Singleton bound for divisible codes. In general, d + cd ⊥ ≤ n + c(c + 1).
For binary codes that contain the all-one word, 2d + cd ⊥ ≤ n + c(c + 2).
The Mallows-Sloane upper bounds for the minimum distance of a divisible self-dual code [4] are obtained as a special case with the substitution d ⊥ = d. The GleasonPierce theorem shows that divisible self-dual codes with d > 2 exist, over a field F of q elements, only if (q, c) = (2, 2), (2, 4) , (3, 3) , (4, 2) . For doubly-even binary selfdual codes, the case (q, c) = (2, 4), Krasikov and Litsyn [3] obtained an asymptotic improvement of the Mallows-Sloane upper bound.
Rains [5] proved a generalized bound that holds for all four types of divisible self-dual codes.
All bounds follow from linear relations among the coefficients of the weight enumerator. The improved bounds exploit the sign pattern of the smallest possible relation among the leading coefficients in the weight enumerator. The analysis of the sign pattern requires a choice on how to represent weight enumerators and how to express MacWilliams duality for weight enumerators. Krasikov and Litsyn use Krawchouck polynomials to represent weight enumerators and find the relation with Delsarte's method. Rains uses invariant theory and Gleason's theorem to represent weight enumerators and the Bürmann-Lagrange theorem to find the relation. Both methods require a considerable amount of analysis to locate the sign changes in the sign pattern of the relation. Our approach can be seen as a two step version of the last method. Instead of using the Bürmann-Lagrange theorem to obtain relations for the coefficients of the weight enumerator we describe relations among suitable binomial moments. These relations turn out to be of finite length with coefficients that depend only on the class of the code (i.e. the values for q and c) but not on the codelength n. From these short relations a short and elementary argument gives the improved bounds. The proof using binomial moments separates the roles of q and n. The argument that gives the improved bounds by putting the two parts together is analogous to the Plotkin bound.
In the next section, we present our approach for arbitrary self-dual codes. In Section 3, we redefine binomial moments in two different ways for divisible codes. In Section 4, we determine relations among the binomial moments of a divisible self-dual code. In Section 5, we use the relations to obtain asymptotic upper bounds for the minimum distance of divisible self-dual codes.
Self-dual codes
In this section, we illustrate our approach by proving the asymptotic upper bound d/n (1 − 1/q)/2 for the relative distance of a general self-dual code. The bound is the special case c = 1 of the Rains bound and the special case k/n = 1/2 of the asymptotic Plotkin bound d/n (1 − 1/q)(1 − k/n). In the next sections we refine the arguments in the proof in order to obtain bounds for divisible self-dual codes. Let C be a linear code of length n over the field of q elements, and let A w denote the number of words of weight w in C. The weight enumerator of C is the polynomial
The weight enumerator of the dual code is obtained with the MacWilliams transform
The binomial moments of the code are defined as
The binomial moments appear as coefficients of the weight enumerator when it is written out on a different basis.
The moment enumerator of C is the polynomial
The transform for the dual moment enumerator is
For a self-dual code of length n = 2m, the transform amounts to the m + 1 identities
The term A 0 = 1 appears with multiplicity n i in the binomial moment B i . After dividing both sides by Combination of the identities for r = 1 and r = 2 yields a relation among A 1 , A 2 , . . . ,
For 0 ≤ s ≤ 4, we use the approximation
Equation (6) shows that, as m −→ ∞, the contribution of A w to the right side is negative for w/m in the range w/m ∈ (1 − 1/ √ q, 1 − 1/q) and positive for w/m outside that range. It follows that, as n −→ ∞, A w = 0 for some w/m ≤ 1 − 1/q, and d/n (1 − 1/q)/2.
Binomial moments
For a divisible code of length N = cn, let A w denote the number of words of weight cw, for w = 0, 1, . . . , n. The weight enumerator of the code is the polynomial
Define binomial moments B i , for i = 0, 1, . . . , n, by
The moments satisfy the transformation
For a binary divisible code of length N = cn, with n even such that A n−w = A w for w = 0, 1, . . . , n, we define binomial moments B i differently. For i = 0, 1, . . . , n/2, let
The definition corresponds to the transformation
Or, for
The correspondence between (10) and (11) is based on the identity, for n even,
Another approach is given by Lemma 4.1 in the next section. Applied to (12), with g(t) = (1 − t) 2 , it yields
From this one easily obtains (10).
Divisible self-dual codes
By the Gleason-Pierce theorem the nontrivial self-dual divisible codes are of four types. For each type, the ring of invariants generated by the weight enumerators is of the form C[F, G].
For each of the four types, we express the weight enumerator A(X, Y ) as a polynomial in the invariants F and G and we compare this with an expression in terms of binomial moments.
The case (q, c) = (3, 3). Let A(X, Y ) be a weight enumerator of degree
The binomial moments B i are defined as in (7). For t = V /U,
The case (q, c) = (4, 2). Let A(X, Y ) be a weight enumerator of degree
The binomial moments B i are defined as in (7) . For t = V /U,
The case (q, c) = (2, 2). Let A(X, Y ) be the weight enumerator of a code of length
There exist C j , j = 0, 1, . . . , m such that
The binomial moments B i are defined as in (10). For t = V /U,
The case (q, c) = (2, 4). Let A(X, Y ) be the weight enumerator of a code of length
Equations (13), (14), (15), (16) imply relations among the binomial moments. The relations are given in Proposition 4.3. The general procedure to obtain the relation is to use the Bürmann-Lagrange theorem, for example in the form of Lemma 3.1 and Corollary 3.2 in [5] . The special case that we need is a direct consequence of the following lemma.
Lemma 4.1. Let g(t) be a polynomial with g(0) = 1. For r ∈ Z,
Proof. The cases r = 0 and r < 0 are immediate. For r > 0,
Lemma 4.2. Let g(t) be a polynomial of degree ≥ 1 with g(0) = 1, and let
Then, for r ≥ 1,
Proof. Use the previous lemma. For 0 ≤ j ≤ m < m + r, 
For codes of types (q, c) = (2, 2), (2, 4), let
The binomial moments B i satisfy, for any real number α,
Proof. Apply the lemma to Equations (13), (14), (15), (16).
Asymptotic bounds
Using Proposition 4.3 we obtain relations among the leading coefficients A 1 , A 2 , . . . , A m+2 of the weight enumerator of a divisible self-dual code. To obtain relations we first substitute in (17) the expressions for the binomial moments B i .
Recall that for a divisible self-dual code we use the following notation. Codes are of length N = cn and minimum distance d. For w = 0, 1, . . . , n, the coefficient A w in the weight enumerator gives the number of words of weight cw. For the cases (q, c) = (3, 3), (4, 2), n = m, = c + 1, and for the cases (q, c) = (2, 2), (2, 4), n/2 = m, 2 = c + 2.
The cases (q, c) = (3, 3), (4, 2) .
For the binomial moments in the finite interval B m+2 , B m+1 , . . . , B m+2−2 , where is the degree of the polynomial g(t), we use the approximation, as m −→ ∞,
The cases (q, c) = (2, 2), (2, 4).
Theorem 5.1. For a divisible self-dual code, let g(t) be defined as in Proposition 4.3 and let β m,w and t w be defines as above. The coefficients A 1 , A 2 , . . . , A m+2 in the weight enumerator of the code satisfy
Proof. We use Equation (17),
[t m+2 ] (g(t) − tg (t))(g(t) − αt) Thus, as m −→ ∞, the contribution of A w to the left side of Equation (18) is negative for w/n in the range w/n ∈ (ω, ω ) and positive for w/n outside that range. It follows that, as n −→ ∞, A w = 0 for some w/n ≤ ω , and therefore d/N ω .
