Abstract Lyapack is a package for the solution of large-scale sparse problems arising in control theory. The package has a modular design, and is implemented as a Matlab toolbox, which renders it easy to utilize, modify and extend with new functionality. However, in general, the use of Matlab in combination with a general-purpose multicore architecture (CPU) offers limited performance when tackling the sparse linear algebra operations underlying the numerical methods involved in control theory.
Introduction
The solution of Lyapunov (matrix) equations is a key operation to address control theory problems such as model order reduction and optimal control; see, e.g., [2, 11] .
In consequence, during the past decades, diverse algorithms have been developed to tackle this class of equations. Also, the large dimension of the equations appearing in some of the control problems and the high computational cost of the Lyapunov solvers have attracted a considerable effort to leverage High Performance Computing (HPC) techniques and architectures. Matlab is a software package widely adopted by the scientific community mainly because of its large functionality and usability. Matlab has a modular architecture, and new toolboxes can be easily added to its backbone to extend its functionality. On the other hand, Matlab employs numerical kernels from high performance libraries tuned for general-purpose multi-core processors (or CPUs), so that it usually attains reasonable computational performance on this class of architectures. Lyapack is a Matlab toolbox for the solution of large-scale sparse matrix equations and control theory problems. Lyapack also features a modular design, which facilitates its modification and customization, and, being based on Matlab, yields reasonable performance on CPUs.
During the last years, the use of hardware accelerators, and in particular graphics processors (GPUs), has gained considerable attention among the HPC community due to their high computational performance, low Watt-per-arithmetic operation ratio, and affordable price. The use of GPUs has been shown to report relevant acceleration factors for a variety of scientific and engineering applications involving intensive floating-point computations. In particular, the studies in [3, 4] report the benefits of adopting hybrid architectures consisting of one or more CPUs and a GPU for the solution of large-scale dense Lyapunov equations via the matrix sign function.
The contribution of this paper is twofold. First, we develop a hybrid CPU-GPU (or CUDA-enabled) solver to tackle large and sparse Lyapunov equations via an Alternating Direction Implicit (ADI) iteration [10] , a method which is fundamentally different from those algorithms that have been traditionally utilized in the dense case (e.g., the matrix sign function). Note also that the ADI solver basically consists of operations like sparse linear systems and sparse matrix-matrix products, with a parallelization on CPU-GPU platforms very different from those of the basic dense linear algebra operations involved in the sign function solvers (mainly, dense matrix inversion). Second, we accommodate the CUDA-enabled routine into the framework of Lyapack, thus inheriting the usability of this toolbox to deal with different classes of "sparse" Lyapunov equations: tridiagonal, irregular, banded, etc.
The rest of the paper is organized as follows. In Sect. 2 we briefly review the organization of Lyapack. In Sect. 3, we describe a flexible approach to leverage CPU-GPU platforms from the routines of Lyapack. This is followed by further implementation details as well as an experimental evaluation in Sect. 4. Finally, in Sect. 5 we offer some concluding remarks and outline our future work.
Overview of Lyapack
Lyapack offers a variety of numerical routines for the solution of Lyapunov and Riccati equations, model order reduction, and optimal control. The toolbox is particularly appropriate for large and sparse problems and/or particularly structured dynamical systems. Two main properties of Lyapack are its user-friendly interface and a flexible modular architecture which facilitates its extension and customization.
Lyapack implements an efficient ADI solver for large-scale sparse Lyapunov equations, an operation which is the cornerstone for the rest of the problems addressed by the toolbox. Specifically, Lyapack includes an efficient variant of the LR-ADI (lowrank ADI) method [10] for the solution of Lyapunov equations, while the Riccati solver and the model order reduction/optimal control methods are then built on top of this LR-ADI solver. Consequently, the performance of the methods in Lyapack is mostly driven by the efficiency of its Lyapunov solver.
Consider the sparse Lyapunov equation AX + XA T = −BB T , where A ∈ R n×n has a small number of nonzero entries, B ∈ R n×m , with m n, and X ∈ R n×n is the sought-after solution. Mathematically, the Lyapunov solver implemented in Lyapack benefits from the frequently encountered low-rank property of the constant term B (see [2] ) to provide a low-rank approximation to a full-rank factor of X, thus reducing the number of computations and the memory requirements. Specifically, given an "l-cyclic" set of complex shifts {p 1 , p 2 , . . .}, with p k = p k+l , p k = α k +β k j , and j = √ −1, the cyclic LR-ADI for the Lyapunov equation can be formulated as follows:
where
stands for the conjugate of p k , and I n denotes the identity matrix of order n. Upon convergence, afterk iterations, a lowrank matrix Sk ∈ R n×km is obtained such that X ≈ SkS T k . The convergence of the LR-ADI method can be accelerated with a careful selection of the shifts {p 1 , p 2 , . . .}. In practice, the computation of these parameters involves an Arnoldi iteration with the coefficient matrix A and its inverse. For further details of the convergence of the LR-ADI iteration and the properties of heuristic vs. optimal procedures to select the shift parameters, see [10, 12] .
From the implementation point of view, the principal routines in Lyapack perform the underlying most expensive computations in terms of three types of basic matrix operation (BMO): matrix-matrix product (Z := AY ), solution of linear systems (Z := A −1 Y ), and solution of shifted linear systems (Z := (A + pI n ) −1 Y ); see, e.g., (1) . In all cases, one of the inputs to the BMOs is the sparse coefficient matrix of the Lyapunov equation, A, while Y is a matrix with a small number of columns and p is a scalar. Lyapack's strategy to accommodate coefficient matrices with different nonzero patterns (e.g., sparse, tridiagonal, banded, . . . ) is a reverse communication interface also featured, e.g., by ARPACK and PETSc. Thus, it is the user's responsibility to supply a tuned kernel to compute each BMO (hereafter, referred to as user-supplied functions or USFs) that efficiently leverages the nonzero pattern of the problem on a specific target architecture.
In summary, the use of USFs yields a "soft" object-oriented polymorfism: the data for matrix A are stored into hidden global variables, and the purpose of the USFs is to manipulate these abstract data structures (e.g., create and release the global data) and compute the corresponding BMOs. In consequence, the user can define specific routines tuned to exploit the particular features of the problem data on the target hardware architecture, without having to modify the numerical methods in Lyapack.
Extending Lyapack to leverage CPU-GPU platforms
Our major goal is to provide a general framework to invoke CUDA kernels from Lyapack with minimal changes to the library. Precisely, the design philosophy underlying this toolbox give us the opportunity to leverage the acceleration of a GPU without modifying the contents of the library, by implementing the appropriate CUDAenabled USFs. Concretely, in our solution we use Matlab's Mex application programming interface (API) that provides interoperability between Matlab and other programming languages like C, Fortran or, in our case, CUDA. This approach also allows to invoke hybrid multi-threaded and CUDA codes, which simultaneously execute tasks on both CPU and GPU.
Our CUDA-enabled extension of Lyapack is composed of two main components:
-CUDA_Library: This library implements the necessary USFs to manipulate different classes of matrices and perform BMOs (matrix-matrix product and possibly shifted linear system solvers). In particular, in the current version we support both tridiagonal and sparse matrices. All data manipulation is performed in the CPU while, depending on the specific matrix class, the BMOs are implemented as CUDA kernels or computed in the CPU. -Mex_Files: A number of files that provide the necessary interfaces between Lyapack and the CUDA Library. A Mex file receives the parameters from the Lyapack function call, transforms the data from the Matlab storage format to a certain input format, transfers the data from the main memory to the GPU memory (if necessary), and invokes the appropriate CUDA kernel. Upon completion, the Mex file retrieves the result from GPU memory to main memory (if necessary), transforms the result output format to the Matlab storage format, and returns the control and the result to Lyapack.
Further details of the specific implementation of the CUDA kernels are given in the next section, where we discuss the functionality of the current CUDA-enabled extension of Lyapack. Note also that, in our implementations, we aim at reducing the number/volume of data transfers between the CPU and the GPU memory address spaces, by reutilizing data that are already in the GPU memory. For example, given that the shifted systems to be solved for V k+1 during the LR-ADI iteration in (1) share the same coefficient matrix, except for the shift parameter, we transfer the matrix A to the GPU memory only once, and construct/solve the different systems there. (Notice that this level of optimization is difficult to attain with tools that automatically offload Matlab routines to the GPU like, e.g., AccelerEyes' Jacket toolbox.) A more detailed discussion of similar enhancements is omitted due to space limitations.
Implementation and experimental results
In this section we compare the performance of the original CPU routines and the new CUDA-enabled routines for the solution of Lyapunov equations via the LR-ADI method. Our current version of the CUDA-enabled Lyapack provides the infrastructure to efficiently solve Lyapunov equations with tridiagonal or sparse coefficient matrices on CPU-GPU platforms. Note that, to the user, these new CUDA-enabled routines still present the conventional Matlab interface so that the usability of Lyapack is retained.
Experimental setup
All experiments were performed using IEEE double precision arithmetic. The target platform consisted of an Intel i7-2600 processor (four cores), running at 3.40 GHz and equipped with 16 GBytes of RAM, connected to an NVIDIA C2070 GPU via a PCI-e bus. We use Matlab R2011b (linked to a recent multi-threaded version of Intel MKL) and the GNU gcc 4.4.6 compiler for the C codes, and NVIDIA CUDA 4.1 for the GPU kernels and data CPU-GPU transfers.
The four data benchmarks described in the following were employed in the evaluation. The former two arise in model order reduction and involve the solution of large-scale Lyapunov equations with tridiagonal coefficient matrices. The Lyapunov equations for the latter two benchmarks exhibit sparse coefficient matrices.
Benchmark HEAT. This example models the heat diffusion in a (1-dimensional) thin rod with a single heat source [5] . The system is parameterized by a scalar that we set to α = 0.1. The spatial domain is discretized into segments of length h = ] T , with e 1 ∈ R N being the first column of the identity matrix. Three instances of this problem are evaluated for different discretization meshes. In particular, N = 320, 384 and 448 for P S , P M and P L , respectively.
Benchmark LAPLACE. The three models in this family are obtained with a test case generator included in Lyapack. The tool produces the stiffness matrix A for the finite difference discretization (equidistant grid) of a PDE involving the Laplace operator. The three models evaluated, L S , L M and L L , differ in their order and, for this particular case, they present the same size n as the corresponding instances of the POISSON problem.
The default number of shifts was employed in all cases (l = 10). The specific shifts returned by the selection procedure in Lyapack determined that benchmarks HEAT and POISSON required only real arithmetic (and, therefore, BMOs) while benchmarks POISSON and LAPLACE involved complex arithmetic. The following evaluation only considers the LR-ADI iteration, neglecting the cost of computing the shifts as, in practice, the time of this computation is minor compared with the iteration itself. For fair comparison, all our timings include the cost of data transfers for the CUDA-enabled routines, and the original version of the Lyapack routine is executed on the Intel CPU using four threads (one per physical core).
Implementation and evaluation of the tridiagonal solvers
The most time-consuming operation for the solution of Lyapunov equations with tridiagonal coefficient matrix via the LR-ADI method is the solution of (shifted) tridiagonal linear systems. Therefore, our aim is to accelerate the solution of these systems by off-loading them to the GPU. Consequently, a specific GPU-based kernel for the solution of triangular systems using real arithmetic was implemented.
For the CUDA-enabled routine, we implement the tridiagonal solver proposed in [1] when all operations can be performed in real arithmetic, and we simply employ kernel tsgv from the CUSPARSE library [9] when complex arithmetic is involved. On the other hand, the original routine employs Matlab backslash operation (based on Thomas algorithm). Due to its simplicity, the sparse matrix-matrix product is computed in the CPU in both the original CPU routine and the CUDA-enabled routine.
Implementation of the tridiagonal solvers
A compact data structure formed by three arrays, one per each non-null diagonal in the matrix, is employed in the tridiagonal solver. The data storage format requires a precomputing stage to explicitly form the shifted linear system. This is efficiently performed by a CUDA kernel. This operation is suitable for GPU computing, since it exhibits a large parallelism and requires strictly aligned data accesses (allowing coalesced memory accesses).
To solve the shifted linear systems we use a GPU-based variant (following the ideas exposed in [1] ) of the Cyclic Reduction method [7] . This approach can be decomposed into three steps: reduction, resolution and substitution. In the first stage, the coefficient matrix of the system is successively reduced eliminating half of the unknowns at each step. This procedure is repeated until the system of equations is small enough. At that point, the system is solved either by substituting an unknown or using the Thomas method. Then, the substitution stage is performed. The previously calculated values are introduced in the equations, and a new set of unknowns that will be solved in the next step is identified.
The solution of the tridiagonal system is a memory-bounded operation, and a relevant feature of this implementation is that it takes advantage of the large memory bandwidth of the device performing coalesced memory accesses. To achieve this goal, the matrix is allocated in the GPU memory as two blocks of contiguous rows. The routine takes the input matrix and reorders the output rows at each step. Consequently, even rows are stored in the lower part of the matrix while odd rows are kept in the upper part.
As stated above, the reduction stage is stopped when the reduced system reaches a specific dimension. Then a single CUDA thread executes the Thomas algorithm exploiting the shared-memory features. The optimal dimension at which the reduction stage is stopped is specific for each problem and was empirically determined. The described implementation as well as the one provided in the CUSPARSE library [9] were evaluated. The results showed that the developed variant outperformed the CUSPARSE implementation. Therefore, the CUSPARSE solver is employed for the solution of problems that require complex arithmetic and our ad-hoc implementation is used for the solution of non-complex problems.
Evaluation of the tridiagonal solver
The top part of Table 1 reports the execution time (in seconds) to solve the Lyapunov equations associated with the three instances of the HEAT problem, employing the original CPU routine and the new CUDA-enabled routine, as well as the speed-up of the CUDA-enabled version w.r.t. the original routine. This example involves only real arithmetic, since none of the shift parameters returned by the Lyapack selection procedure is complex. The results demonstrate that the new CUDA-enabled routine is more than 10× faster than the original Lyapack routine, clearly illustrating the benefits of using the GPU for the solution of tridiagonal linear systems.
The original and the CUDA-enabled routines differ only in the use of the GPU to accelerate the tridiagonal system solver in the latter. In order to assess the contribution of this particular operation to the overall solution process, Table 2 presents the percentage of time spent in the different stages of both routines, showing that the tridiagonal system solver is accelerated by a factor of 20×. Thus, while in the original routine, the solution of tridiagonal linear systems requires over 95 % of the total execution time, in the CUDA-enabled one this percentage is decreased to 50 % approximately. This result clearly demands the application of GPU-acceleration to other stages of the method, which is part of our future work.
The bottom part of Table 1 displays the execution time and acceleration offered by the CUDA-enabled routine when compared to those of the original CPU routine for the three evaluated models of the CIRCUIT benchmark. Note that Lyapack generates complex shift parameters for this particular case so that complex arithmetic is therefore required during the LR-ADI iteration. In this case, the CUDA-enabled codes also outperform the original CPU routine by a large factor, and the speed-up obtained is close to 8×, growing with the problem dimension. Compared with the previous tridiagonal benchmark, the speed-up is clearly inferior, which can be attributed to the lower performance of CUSPARSE kernel tsgv. An implementation of the tridiagonal solver in [1] in complex arithmetic is ongoing work.
Implementation and evaluation of the sparse solvers
Similar to the tridiagonal case, the most time-consuming operation for the solution of Lyapunov equations with sparse coefficient matrix via the LR-ADI method is the solution of (shifted) linear systems. Therefore, our implementation aims to accelerate the solution of these shifted systems by off-loading them to the GPU. Thus, our effort has been focused on the development of an efficient variant of the BiCGSTAB algorithm for the GPU, as well as a matrix-vector product kernel specific for several consecutive products with shifted matrices. Our CUDA-enabled routine was implemented for real and complex arithmetic.
Given that m = 1 in the two sparse benchmarks, to compute the sparse matrixmatrix product Z := AY in the GPU, we simply utilize the same matrix-vector product kernel developed for the sparse solver.
In the original routine, the solution of sparse linear systems is tackled via Matlab backslash operator (based on Tim Davis' UMFPACK), and the sparse matrix-vector product employs the corresponding kernel from Intel MKL library.
Implementation of the sparse solver
We employ a BICGSTAB iterative solver based on the approach described in [8] for the solution of sparse linear systems on the GPU. This algorithm is suitable for GPUs and renders a substantial acceleration to our sparse CUDA-enabled solver.
The BiCGSTAB algorithm for shifted systems, see Algorithm 1, is an iterative procedure and its two most time-consuming operations are the matrix-vector products performed at each step (lines 10 and 16 of Algorithm 1). Thus, an efficient implementation of this particular operation is crucial to obtain an efficient sparse solver. In our implementation, the matrix-vector product is computed in the GPU, where the matrix is stored in CSR format. Furthermore, matrix A is transferred to the GPU only once, before the computation commences. Then, the successive matrices (A+σ I ) are computed in the GPU. The naive implementation is to add σ to all the elements in the main diagonal of A, but this would modify the original matrix, possibly introducing fill-in in the main diagonal and, subsequently, requiring the re-allocation of matrix (A + σ I ) in the GPU memory due to changes in the structure of the CSR format. An alternatively consists of keeping a copy of A and simultaneously form (A + σ I ), but this would yield a notorious increment in the memory required and also unnecessary computations. To avoid the drawbacks of these two solutions, in our approach the matrix-vector product (A + σ I ) · y is rewritten as (Ay) + (σ Iy) = Ay + σy so that the resulting matrix-vector product and vector-scaling operations can be easily computed using routines csrmv and axpy from the CUSPARSE and CUBLAS libraries, respectively.
The rest of operations in Algorithm 1 are performed via calls to the corresponding CUBLAS kernels. Table 3 reports the execution times (in seconds) to solve the equations associated with the POISSON and LAPLACE benchmarks. In the first case all the shifts are real and, consequently, the real implementations of the BMOs are employed. The second case features complex shifts, requiring complex arithmetic/BMOs. The results in the table show that the speed-up of the CUDA-enabled routine scales with the problem dimension, reaching an acceleration factor over 38× for the largest case of the POISSON benchmark. The speed-ups are more modest for the LAPLACE case, mainly due to the slow convergence rate of the iterative BICGSTAB method for the solution of the associated sparse linear systems, which blurs part of the advantage of the GPU routine when compared with a direct method like that employed by the original CPU routine. In response to this, we plan to investigate the use of simple preconditioners to accelerate the convergence rate of the iterative solver when applied to data matrices arising in control theory problems.
Evaluation of the sparse solvers

Conclusions and future work
During the last years a number of efforts have demonstrated that GPUs are extremely efficient architectures to tackle intensive floating-point computations and, in particular, linear algebra operations. As part of this effort, in this work we have presented a new framework which unleashes the potential of GPU acceleration for the methods in the Lyapack Matlab toolbox. Our new CUDA-enabled version of Lyapack preserves the strengths of the approach, namely, its user-friendly interface and usability, while notably enhancing its performance on platforms equipped with a GPU. To evaluate the CUDA-enabled version of Lyapack, we described and experimentally evaluated two particular extensions for the solution of tridiagonal and sparse Lyapunov equations. The numerical results show the efficiency of the proposed framework, specifically the remarkable acceleration attained when using a GPU for the solution of large-scale Lyapunov equations. As part of future work, we propose to investigate the following:
-Use of mixed precision solvers that exploit the superior performance of CPU/GPU single precision arithmetic. -GPU-acceleration of all stages. The solution of linear systems accounts for most of the execution time of the original CPU routine in Lyapack. On the other hand, when this part is accelerated via the GPU, the time required by the rest of operations is no longer negligible, and therefore is likely to become a bottleneck for the global Lyapunov solver. -GPU implementation of a complex kernel for the solution of tridiagonal linear systems. -The use of preconditioners is necessary to improve the speed-up obtained in the solution of sparse systems via iterative methods. -Develop a CUDA-enabled extension of Lyapack for band matrices.
