ABSTRACT Recognizing human actions across different views is challenging, since observations of the same action often vary greatly with viewpoints. To solve this problem, most existing methods explore the cross-view feature transfer relationship at video level only, ignoring the sequential composition of action segments therein. In this paper, we propose a novel hierarchical transfer framework, which is based on an action temporal-structure model that contains sequential relationship between action segments at multiple timescales. Thus, it can capture the view invariance of the sequential relationship of segment-level transfer. Additionally, we observe that the original feature distributions under different views differ greatly, leading to view-dependent representations irrelevant to the intrinsic structure of actions. Thus, at each level of the proposed framework, we transform the original feature spaces of different views to a view-shared lowdimensional feature space, and jointly learn a dictionary in this space for these views. This view-shared dictionary captures the common structure of action data across the views and can represent the action segments in a way robust to view changes. Moreover, the proposed method can be kernelized easily, and operate in both unsupervised and supervised cross-view scenarios. Extensive experimental results on the IXMAS and WVU datasets demonstrate superiority of the proposed method over state-of-the-art methods.
I. INTRODUCTION
In the recent years, video-based human action recognition has received increasing research interest in computer vision community. Human action recognition is central to many important applications, including virtual training [19] , intelligent surveillance, human-machine interaction, and videocontent-based retrieval [1] , [41] , [43] , etc. To improve the performance, many visual features have been developed to capture the characteristics of actions, such as dynamic texture features [42] , optical-flow motion features [4] , [8] , [23] , trajectory-based features [16] , [30] , [44] - [46] , shape or silhouette features [3] , [5] , [6] , [23] , [25] , and spatio-temporal interest-point-based features [7] , [20] , [26] , [52] .
Specifically, with the popularity of cameras in many realworld applications, we need to recognize action samples captured from different views (each camera has a particular viewpoint). However, we often see that action data from some views are scarce, which are insufficient to train a classifier for their own views. The task of cross-view action recognition aims to recognize human actions robustly across different views [14] , [15] , i.e., it tries to recognize unlabeled action samples in a view (i.e., the target view) via a classifier trained only on labeled samples from another view (i.e., the source view). The task is challenging, because observations of the same action taken from different views often appear very different (as can be seen in Fig. 1 ), which may confuse the classifier and lead to serious drop of performance.
To address the challenge in cross-view action recognition, one important line of research adopts the transfer learning strategy [21] , [27] , [60] . In [27] , Liu et al. proposed a ''bilingual word'' model based on the co-occurrence of visual words from the source and target views. They represented action videos by bags of bilingual words (BoBW) to transfer action models at video level across the two views. Zheng et al. [60] proposed a transferable dictionary pair for the source and target views, which can represent the corresponding action videos of the two views with similar sparse coefficients. In [21] , to bridge the feature spaces of the source and target views, Li and Zickler established a sequence of virtual views between the two views. Each virtual view stands for a linear transformation of action descriptors, so that feature representations of actions can be transferred across the source and target views through the virtual-view sequence.
However, existing methods only consider video-level transferable relationship across views, ignoring the sequential composition of action segments within a complete action. This may hamper the objective of building a descriptive and discriminative model to capture the underlying cross-view relationship, because the sequential relationship between action segments they ignore embody critical temporal patterns of an action. Furthermore, existing methods usually capture the cross-view transferable relationship directly from the original feature spaces under the specific views. However, distributions in the original feature spaces change significantly with viewpoints, introducing view-dependent variations irrelevant to the intrinsic action structures. Such transferable relationships lack the ability to extract common intrinsic action structures between the views effectively.
In this paper, we propose a novel hierarchical transfer framework to capture segment-level transferable relationship across views, which is motivated by the fact that the sequential order between action segments within an action does not change with viewpoints. In the proposed framework, at multiple timescales, we divide the source-and target-view action videos into several action segments along the time dimension for transfer. Thus, the proposed framework can not only capture a finer-granularity (i.e., segment-level) transferable relationship than the usual video-level approaches, but also incorporate the view invariance of action-segment sequential order into the transferable relationship at multiple timescales.
Additionally, to perform segment-level transfer at each level (timescale) of the proposed framework, we need to tackle the challenge that action samples in the source and target views may have very different distributions, which will lead to large feature variations across the two views. Inspired by [36] , where low-dimensional embedding was adopted to find the underlying common structure of data in a domain adaptation problem, we propose to transform the original feature spaces of the source and target views to a view-shared low-dimensional space, and jointly learn the transformations and a view-shared dictionary in this space, where feature variations dependent on specific views can be reduced. The viewshared dictionary captures the intrinsic common structure of feature distributions from the two views effectively, so action segments can be represented with sparse coefficients robust to view changes. Consequently, the proposed framework is capable of transferring feature representations under the two views to the common view-invariant feature space at multiple segment levels.
The proposed method can be easily kernelized to handle non-linearities in feature distributions, and can apply to both unsupervised and supervised scenarios. The sourceand target-view training samples for learning the cross-view relationship are unlabeled in the unsupervised scenario and labeled in the supervised scenario.
The main contributions of this paper can be summarized as follows.
• We propose a novel hierarchical transfer framework for cross-view action recognition, which captures feature transferable relationship across different views at multiple segment levels. The approach is more discriminative than traditional video-level transfer strategies.
• The intrinsic common structure of feature distributions between the source and target views is captured by transforming the original feature spaces to a view-shared lowdimensional space at each level of the proposed transfer framework. A dictionary in this space is jointly learned with the transformations, which leads to view-invariant sparse representations of the action segments from the two views.
• We conduct extensive experiments on the IXMAS and WVU datasets, which demonstrate the superiority of the proposed method compared with state-of-the-art methods. The rest of the paper is organized as follows. Section II introduces some related work on cross-view action recognition. The proposed method is described in Section III. In Section IV, extensive experiments are conducted on the IXMAS and WVU datasets to verify the effectiveness of the proposed method. Finally, Section V concludes this paper.
II. RELATED WORK
To address cross-view action recognition, some approaches attempt to construct 3D models for capturing view invari-ance of actions [11] , [28] , [49] , [53] . Recently, Rahmani et al. [33] introduced a histogram of oriented principal components (HOPC) computed at the 3D pointcloud within an action, which is used to detect spatio-temporal keypoints (STK) and obtain view-invariant STK descriptors. In [47] , to represent the hierarchical structure of actions across views, Wang et al. proposed a multiview spatiotemporal AND-OR graph, which contains a separate transformation for each pair of views. All the transformations must be used while matching across different views, which makes the model complicated. Moreover, the approach needs extra 3D human skeleton data for training, which is not always available in practice.
Another line of research uses 2D images to construct view-invariant features, such as the temporal self-similarities proposed in [17] and [18] . Some other 2D approaches are proposed in [10] , [31] , [35] , [37] , and [55] . Specifically, Haq et al. [13] adopted the view invariance of temporal order within an action. However, the temporal order they considered is between local features within an action, not between action segments as in our work. Moreover, they constructed view-invariant features based on the original feature spaces of the source and target views, whereas we transform the feature spaces of the two views to a view-shared space, in which view invariance (i.e., the common structure of data distributions) is explored.
Recently, inspired by its success in cross-domain action recognition [24] , [38] , transfer learning has been used in some 2D and 3D approaches to bridge the feature gap between different views.
3D transfer-learning-based approaches aim to transfer action models across different views via 3D motion information. In [32] , Rahmani and Mian applied deep learning technology to explore the transferable action model across different views. They proposed a non-linear knowledge transfer model (NKTM), through which they discovered a shared high-level virtual path linking different views to a canonical view and obtained view-invariant action descriptors. Gupta et al. [12] introduced a non-linear circulant temporal encoding method to match the motion features from action videos to multi-view mocap data. The above approaches need a large number of extra 3D mocap data for training, which makes them less useful when the mocap data are limited.
2D transfer-learning-based approaches typically transfer action models across different views by exploring the connection between 2D view-dependent visual features [9] , [21] , [22] , [27] , [29] , [50] , [51] , [58] , [60] . Specifically, extending the work of [21] , Zhang et al. [57] discovered a continuous virtual path between the source and target views. The concatenation of all the virtual views in this path forms viewinvariant features that characterize continuous changes from the source view to the target view. In [48] , Wang et al. proposed a statistical translation framework to estimate visual word transfer probabilities across different views, based on which action transfer probabilities can be inferred for crossview action classification.
Similar to the view-shared dictionary adopted in this paper, Zheng and Jiang [59] and Zheng et al. [61] proposed to learn a common dictionary across different views. The main differences between our work and [59] , [61] are as follows. Firstly, the common dictionary in [59] and [61] is learned directly from the original feature spaces of the source and target views, while our view-shared dictionary is learned in a shared low-dimensional feature space between the two views. This view-shared space maintains the intrinsic common action structure of the two views, reducing the irrelevant view-dependent information. Thus, our viewshared dictionary does not suffer from the large variations between the feature spaces of the two views, and better captures their common structure. Secondly, we propose to learn a view-shared dictionary at each level of the hierarchical framework, using action segments of the corresponding timescale. Thus, the segment-level transferable relationship can be captured at coarse to fine temporal granularities, which is more discriminative than the traditional video-level (i.e., with coarse granularity only) transferable relationship.
III. PROPOSED METHOD
In the following, we first introduce an action temporalstructure model that can effectively capture the sequential relationship between action segments within an action. Then, based on this model, we describe the proposed hierarchical view-shared dictionary learning framework for unsupervised and supervised cross-view scenarios.
A. ACTION TEMPORAL-STRUCTURE MODEL
Motivated by the fact that the sequential composition of action segments within an action contains the viewinvariant temporal pattern of the action, we think that exploiting the sequential relationship between action segments may be beneficial for constructing the discriminative transferable relationship across different views. Thus, before feature transfer across different views, we use the action temporal-structure model in our previous work [56] to capture the action-segment sequential relationship.
Considering that various timescales contain temporal information at various granularities, the action temporalstructure model involves multiple timescales. For action videos that are approximately aligned in time dimension, at the l-th scale, l = 1, 2, . . . , L, an action video is divided into 2 l−1 segments of approximately equal duration along the time dimension. The sequence of such increasingly finer action segments at the L levels forms the temporal-structure model of the action video, where each level corresponds to a timescale. Thus, this model involves the action-segment sequential relationship at increasingly finer timescales within the action video. Based on this model, a novel hierarchical view-shared dictionary learning framework is proposed in the following. VOLUME 6, 2018 FIGURE 2. View-invariant action representations based on the proposed hierarchical view-shared dictionary learning framework (best viewed in color).
B. HIERARCHICAL VIEW-SHARED DICTIONARY LEARNING
In this section, we propose a novel hierarchical viewshared dictionary learning framework built upon the preceding temporal-structure model. Different from the traditional video-level transfer strategy, the proposed framework aims to construct segment-level transferable relationship across different views at multiple timescales. The flow diagram of the proposed framework is presented in Fig. 2 . For simplicity, we assume that the source-and target-view action videos V s and V t have a two-level temporal structure.
Given that there always exist large variations between the action data distributions in the original feature spaces of different views, which involve view-dependent information irrelevant to the intrinsic action structure, it is hard for the transferable relationship learned directly across such spaces to capture the common action structure between the views effectively. Different from previous approaches, at each level of the proposed framework, we transform the source-and target-view feature spaces to a view-shared low-dimensional space, as indicated by the transformation operators {ϕ s1 (·), ϕ t1 (·)} and {ϕ s2 (·), ϕ t2 (·)} in Fig. 2 . A dictionary is jointly learned in this space with the transformations, which we term ''view-shared dictionary'', i.e., D 1 and D 2 shown in Fig. 2 . Since the source-and target-view action data are both transformed to such a shared low-dimensional space with their view-dependent feature variations reduced, their distributions tend to be more consistent in this space than they are in the original feature spaces. Specifically, the intrinsic common structure of their distributions is captured by the view-shared dictionary, and can be reflected via the view-invariant sparse representations over this dictionary for the action segments in the two views, such as {s s11 , s t11 } and {s s21 , s t21 } in Fig. 2 .
As mentioned before, the proposed framework can apply to both unsupervised and supervised cross-view scenarios. In both scenarios, there are a few action samples in the source and target views available for learning the cross-view transferable relationship. Specifically, we divide these action samples into several segments at multiple timescales, as mentioned in the preceding subsection. Thus, at each level of the proposed framework, there are some segment samples of the corresponding timescale for view-shared dictionary learning. In the following, we explain the procedure of learning the view-shared dictionary at each level of the proposed framework for the two cross-view scenarios in detail.
1) UNSUPERVISED CROSS-VIEW SCENARIO
In this cross-view scenario, there are a few unlabeled action samples in the source and target views available for training. Suppose that there are totally L levels in the proposed transfer framework. At a specific level l, where l = 1, 2, . . . , L, there are M sl and M tl segment samples from all the training data in the source and target views, respectively. Let B sl ∈ R d×M sl , B tl ∈ R d×M tl denote the corresponding d-dimensional feature representations of the training segment samples in the original feature spaces. ϕ sl (·) and ϕ tl (·) are the space transformation operators at level l for the source and target views, respectively. Let D l ∈ R d c ×K denote the view-shared dictionary with K items for level l.
Since distributions in the original feature spaces of the two views are not always linearly separable, it is beneficial to consider ϕ sl (·) and ϕ tl (·) as non-linear operators. Specifically, ϕ sl (B sl ) is defined as follows: a non-linear mapping φ (·) is first used to map the action segments B sl onto a highdimensional feature space, in which they are likely to become linearly separable. Then a linear operator P sl is learned to 16858 VOLUME 6, 2018 transform φ (B sl ) to a d c -dimensional view-shared space, i.e., ϕ sl (B sl ) = P sl φ (B sl ). Similarly, we define ϕ tl (B tl ) = P tl φ (B tl ). When φ (B sl ) and φ (B tl ) are transformed to the view-shared space, their linear separability may hopefully be incorporated into the captured common structure. This is beneficial for the proposed method to cope with non-linearities in the original action data B sl and B tl , while exploring the transferable relationship across views. Specifically, if we define φ (·) as the identity mapping, we can obtain the linear forms of ϕ sl (·) and ϕ tl (·) as a special case. Once the mapping φ (·) is specified, only P sl and P tl need to be learned from the data for determining ϕ sl (·) and ϕ tl (·). Inspired by [36] , P sl , P tl , and D l are learned jointly by minimizing the following objective function:
where 
aim to reduce the loss information of the source-and targetview segment samples while transforming them from their high-dimensional feature spaces to the view-shared space. As revealed in (1), when transformed from the source and target views to the view-shared space, the segment samples from the two views (i.e., B sl and B tl ) are both expected to be represented in a common subspace spanned by the columns of D l . This means that D l contains the intrinsic common structure of feature distributions between the source and target views, encouraging the sparse representations of the segment samples over D l to be robust to view changes, as shown in Fig. 3 . Thus, the proposed framework is capable of transferring the feature representations of different views to the view-invariant sparse representations at multiple segment levels.
Finally, for each action video in the source and target views, we calculate the sparse representations of its transformed action segments over D l using the orthogonal matching pursuit (OMP) algorithm [40] , for l = 1, 2, . . . , L. Then, its full sparse representation can be obtained by concatenating the sparse representations of all the action segments at all levels of the temporal-structure model, i.e., [s s11 s s21 s s22 ] and [s t11 s t21 s t22 ] shown in Fig. 2 . In this way, the viewinvariant multi-timescale sequential order between action segments can be incorporated into the full sparse representation, which can be fed to a suitable classifier for cross-view action recognition.
2) SUPERVISED CROSS-VIEW SCENARIO
In this scenario, we also suppose that there are L levels in the proposed transfer framework, except that the training action samples in the source and target views are labeled. The segment samples are assumed to have the same labels as the corresponding full videos. We adopt the idea of Fisher discrimination dictionary learning method [36] , [54] , and use the labeled segment samples to learn a structured view-shared
l is the sub-dictionary corresponding to class i, and N is the total number of classes. Then, the sparse representations S sl of the M sl segment samples can be rewritten as
sl is the sub-matrix containing the sparse representations of the segment samples of class i in the source view. Similarly, the sparse representations S tl of the target-view segment samples can be rewritten as
sl and S i tl can be further written as
where S i sl j and S i tl j contain the sparse coefficients of the source-and target-view segment samples of class i over the sub-dictionary D j l , respectively. Then, P sl , P tl , and D l can be jointly learned by minimizing the following objective function: 
where α and β are constant weights. The matrices S w sl , S b sl ∈ R K ×M sl are defined as follows: 
S w tl and S b tl ∈ R K ×M tl can be defined similarly. In (2), similar to [54] , the term P sl φ (B sl ) − D l S w should also be small. Consequently, by minimizing (2), the learned dictionary D l is expected to contain a discriminative structure for different classes. Since segment samples from both views with the same label are expected to be well represented by the same sub-dictionary within D l , their sparse representations over D l tend to be discriminative and view-invariant, as shown in Fig. 4 . This guarantees the capability of the proposed framework for transferring the view-dependent feature representations to view-invariant discriminative sparse representations.
After the discriminative view-shared dictionaries are learned for all levels in the proposed framework, we can obtain the full sparse representation of each action video from the source and target views in a similar way to that in the unsupervised cross-view scenario. The full sparse representation is discriminative and robust to view changes at multiple timescales, which is used to recognize actions across the source and target views.
C. SOLUTION
To minimize (1) and (2), for simplification, define
and
and (2) can be rewritten, respectively, as
According to Proposition 1 in [36] , (5) and (6) have their own optimal solutions P * l , D * l with the following forms:
where
and K tl = φ(B tl ) T φ (B tl ). Thus, (5) and (6) can be rewritten, respectively, as
Since K l involves source-and target-view inner products φ(B sl ) T φ (B sl ) and φ(B tl ) T φ (B tl ), the kernel trick can be adopted to avoid defining the non-linear mapping φ (·) explicitly. In this way, these inner products can be computed efficiently via a kernel function.
To solve minimization of (8) and (9), we treat each view as a data domain. Then, we can minimize (9) using the shared domain-adapted dictionary learning (SDDL) algorithm proposed in [36] , which was originally derived to address supervised domain adaptation problem. By the SDDL algorithm, A l , C l , and S l in (9) are updated iteratively until convergence. After that, according to (7), we can obtain the optimal
Moreover, since φ (·) can be defined as a kernel mapping implicitly via the kernel trick, there is no need to calculate the optimal P * sl and P * tl explicitly, and the optimal ϕ * sl (·) and ϕ * tl (·) can be obtained as follows,
according to (7) , where the inner products φ(B sl ) T φ (·) and φ(B tl )
T φ (·) can be calculated efficiently using a kernel function.
For (8) , since it applies to the unsupervised cross-view scenario, and the SDDL algorithm in [36] only operates in the supervised situation, it is not suitable to minimize (8) by using the SDDL algorithm. We propose the following modification on the SDDL algorithm for minimizing (8) . Firstly, since the SDDL algorithm requires an objective function to contain discriminative terms like
, which are removed in (8), we set the weights of the two discriminative terms to be zeros as inputs to the SDDL algorithm, disregarding the label information of segment samples. Then, we modify the update step for dictionary and sparse codes in SDDL by adopting the K-SVD algorithm in [2] instead of the FDDL algorithm in [54] , since the K-SVD is an unsupervised algorithm for dictionary learning, but the FDDL algorithm is supervised. The modified SDDL algorithm does not require label information, and can be used to minimize (8) effectively.
IV. EXPERIMENTAL RESULTS

A. DATASETS AND EXPERIMENTAL SETUP
We evaluate the proposed method on two public multi-view datasets IXMAS [41] and WVU [34] . In the IXMAS dataset, there are 11 action classes, including check watch, cross arms, scratch head, sit down, get up, turn around, walk, wave, punch, kick, and pick up. Each action class is observed by five cameras with different views, and has 36 instances performed by 12 people for three times. We denote the five camera views of this dataset as C1, C2, . . . , C5, respectively. Some samples of the IXMAS dataset are shown in Fig. 1(a) . There are 11 action classes in the WVU dataset, including nodding head, clapping, waving one hand, waving two hands, punching, jogging, jumping jack, kicking, picking, throwing, and bowling. Each class contains 47 instances observed by eight cameras with different views. We denote the eight camera views of this dataset as C1, C2, . . . , C8, respectively. Fig. 1(b) shows some samples of the WVU dataset.
To make a fair comparison with [61] and [27] , we extract spatial-temporal interest-point-based features [7] and shapeflow features [39] to describe the actions in each viewpoint of the IXMAS dataset. Then, by k-means clustering, the spatialtemporal interest-point-based features and the shape-flow features are quantized into 1000 and 500 visual words, respectively. A 1500-dimensional Bag-of-Words (BoW) descriptor is then obtained for each action video and each of its action segments by concatenating the histograms of both features.
Given that the WVU dataset does not contain silhouette data, we extract spatial-temporal interest-point-based features from it, as in [48] and [61] , for a fair comparison. Then, a codebook of size 1000 can be learned by k-means clustering on these features. Therefore, each action video and each of its action segments can be represented by a 1000-dimensional BoW descriptor.
As mentioned before, the proposed method can apply to both unsupervised and supervised cross-view scenarios. The experimental setups in the two scenarios are as follows.
1) For the unsupervised scenario, to allow a fair comparison with state-of-the-art methods, we follow their unsupervised correspondence mode in the experiments. In this mode, the unlabeled training action samples in the source and target views correspond to each other, i.e., they are the observations of the same action captured from the two views. Moreover, we use the leave-one-action-class-out evaluation scheme as in [21] , [27] , [48] , [57] , [61] , and [58] for a fair comparison. Under this scheme, only one action class is considered for testing in the target view each time (i.e., as an orphan action), and all other action classes in the source and target views are used for training (i.e., as shared actions). Specifically, following [21] , [48] , [57] , and [58] , we randomly select 30% of the samples from the shared actions as the unlabeled corresponding instances to train the view-shared dictionaries in the proposed transfer framework.
2) For the supervised scenario, to have a fair comparison with state-of-the-art methods, we consider the supervised correspondence mode in [61] and the partially labeled mode in [21] and [61] . In the supervised correspondence mode, the labeled training action samples in the source and target views correspond to each other. Moreover, we also follow the leave-one-action-class-out scheme as in [61] , and randomly select 30% of the labeled and shared action samples to train the view-shared dictionaries in the proposed framework. In the partially labeled mode, a few target-view action samples are labeled for training while their corresponding sourceview samples do not exist, i.e., there is no correspondence between the labeled training samples across the two views. Moreover, following [21] and [61] , we do not separate the action classes into shared and orphan actions. For each action VOLUME 6, 2018 class in the target view, we randomly select only 30% of their samples as the labeled training samples, and exclude their corresponding samples in the source view (i.e., we only use the remaining labeled 70% samples as source-view training samples). This guarantees that there is no correspondence between the labeled training samples of the source and target views for the proposed framework.
In the experiments, we find that the proposed transfer framework produces relatively better results when it has three levels than when it has other number of levels. Moreover, at each level of the proposed framework, when the dimension of the view-shared space reaches 75, the performance of the proposed framework tends to be stable. Thus, we report experimental results according to the three-level transfer framework with 75-dimensional view-shared space at each level by default.
The parameters in the proposed transfer framework are determined as follows. The number of dictionary atoms is the same for all levels of the framework, which equals the number of training action videos. Besides, the sparsity constraint T 0 is set to be the number of training action videos from each class, as we assume that each action video can be well represented by videos of the same class. Moreover, in all the experiments, we kernelize the proposed method using the histogram intersection kernel.
In the classification phase, we use the SVM classifier for the preceding three working modes, and employ six-fold cross validation to evaluate the performance of cross-view action classification, as in [27] and [21] .
B. RESULTS ON THE IXMAS DATASET
In this section, we compare the proposed method with stateof-the-art methods on the IXMAS dataset in the unsupervised correspondence, supervised correspondence, and partially labeled modes. The experimental results are reported in terms of average accuracies over all the action classes in each pairwise view combination.
1) COMPARISON IN THE UNSUPERVISED CORRESPONDENCE MODE
In Fig. 5 , we provide the experimental comparison for each pairwise view combination in the unsupervised correspondence mode using shape-flow features only. Compared with the EM and LLR algorithms proposed in [48] , the method proposed in this paper reports significantly higher accuracies in all 20 pairwise view combinations. In Table 1 , we provide the comparison in terms of the average accuracies in each target view. Specifically, the average accuracy of the proposed method over all target views is 86.4%, which is 18% and 19.6% higher than those of the EM and LLR algorithms in [48] , respectively. Moreover, the proposed method obtains higher average accuracies than [58] in 4 out of 5 target views, improving the overall average accuracy by 2.9%. The results in Fig. 5 and Table 1 demonstrate the superiority of the proposed method while transferring across different views with shape-flow features. Fig. 6 shows the experimental results for each pairwise view combination when both interest-point-based and shapeflow features are implemented. The proposed method outperforms [27] and [48] in all 20 pairwise view combinations, and performs better than [21] and [57] in 19 out of 20 pairwise view combinations. Table 2 shows the corresponding average accuracies for each target view. The overall average accuracy of the proposed method is up to 96.9% for the five target views, with significant improvements of 21.6%, 11.2%, 15.7%, and 11.1% over [27] , [48] , [21] , and [57] , respectively. We also make a comparison with the unsupervised methods un-RSTDL and un-RLTDL in [61] . Fig. 6 shows that the proposed method receives higher accuracies than both un-RSTDL and un-RLTDL in 15 out of 20 pairwise view combinations. The average accuracy of the proposed method over all the target views is 6.6% and 4.1% higher than those of un-RSTDL and un-RLTDL, respectively, as demonstrated in Table 2 .
The preceding results demonstrate the superiority of the proposed method to state-of-the-art methods in terms of cross-view action recognition in the unsupervised correspondence mode. We think the reasons are as follows. Firstly, state-of-the-art methods generally adopt video-level transfer strategy, i.e., they simply transfer action models across views at the video level. Thus, the transferable relationship is only captured at a coarse temporal granularity. Instead, the proposed method constructs the transferable relationship by considering action segments of multiple timescales, so it captures the view invariance of action-segment sequential order at multiple temporal granularities. This makes our hierarchical transfer strategy more discriminative than the traditional video-level transfer. Moreover, state-of-the-art methods tend to explore transferable relationship directly from the original feature spaces of different views. However, large feature variations always exist between such spaces with view-dependent information irrelevant to the intrinsic action structure, which may limit the performance of transfer. Different from previous methods, at each level of the proposed framework, we transform the feature spaces of different views to a view-shared low-dimensional space, and train a viewshared dictionary jointly with the transformations to capture the transferable relationship across the views. The viewshared space reduces the feature variations between the views and maintains their intrinsic common action structure, which contributes to improving the performance of the transferable relationship. Table 3 shows experimental results on the IXMAS dataset in the supervised correspondence mode. For a fair comparison with the supervised methods su-RSTDL and su-RLTDL in [61] , both interest-point-based and shape-flow features are implemented. The results show that the proposed method performs better in 16 out of 20 pairwise view combinations compared with su-RSTDL. The overall average accuracy of the proposed method is 98.9%, which is 4.3% higher than that of the su-RSTDL method. Compared with su-RLTDL, the proposed method achieves higher average accuracies in 3 out of 5 target views on the IXMAS dataset, with improvements of 2%, 1.5%, and 2.7% in the target views C1, C2, and C4, respectively.
2) COMPARISON IN THE SUPERVISED CORRESPONDENCE MODE
Besides, comparing Table 3 with Table 2 , we can see that the proposed method improves the overall average accuracy in the supervised correspondence mode by 2% over that in the unsupervised correspondence mode. This demonstrates the effectiveness of the proposed framework in using label information of action segments to construct a more discriminative transferable relationship.
3) COMPARISON IN THE PARTIALLY LABELED MODE
For the partially labeled mode, we provide the comparison on the IXMAS dataset for each pairwise view combination in Fig. 7 . The comparison in terms of the average accuracies in each target view is provided in Table 4 . The results are obtained by using interest-point-based and shape-flow features to allow fair comparison. As can be seen in Fig. 7 , the proposed method is superior to [21] , the VVK method VOLUME 6, 2018 of [57] , and the RLTDL method of [61] in all 20 pairwise view combinations. Additionally, the average accuracy of the proposed method over all the target views is 82.5%, with significant improvements of 21.3%, 16.2%, and 18% over [21] , the VVK method of [57] , and the RLTDL method of [61] , respectively, as shown in Table 4 .
It is also observed in Table 4 that the proposed method obtains relatively lower average accuracy in target view C5 than in other four target views. The reason is that, C5 of the IXMAS dataset is set above the actor (i.e., the top view), while the other four target views are set around the actor (i.e., the side views). Thus, the observation of an action captured by C5 is extremely different from those captured by the other target views (as shown in Fig. 1(a) ). This makes it more difficult to find a transferable relationship from a side view to C5 than to another side view.
4) INFLUENCE OF PARAMETERS
In addition, we study the influence of parameters of the proposed method in the partially labeled mode. The results are shown in Fig. 8 , which are reported in terms of the average accuracy of the proposed method over all the pairwise view combinations.
In Fig. 8(a) , we fix the value of β in (2) to be 1, and change the value of α. As we can see, when α changes from 0 to 0.5, the average accuracy is improved by 4.9%, which demonstrates the effectiveness of restricting reconstruction errors of the source-and target-view action segment samples over the corresponding-class sub-dictionaries (i.e., the α term in (2)) in the view-shared space. When α increases to 1, the average accuracy decreases steadily to 78.1%. When α changes from 1 to 4, the average accuracy drops dramatically to 36.1%. In Fig. 8(b) , we fix the value of α in (2) to be 0.5, and change the value of β. We can see that the average accuracy increases by 20.8% when β changes from 0 to 1, which demonstrates the effectiveness of weakening the sparse coefficients over the view-shared sub-dictionaries that belong to classes different from the source-and target-view segment samples, (i.e., the β term in (2)). After that, a gradual decline in the average accuracy is observed when β continues to increase.
Moreover, we investigate the performance of the proposed method when the dimension of view-shared space is changed. The results are summarized in Fig. 8(c) . As can be observed, the average accuracy increases significantly with the viewshared space dimension when it is no more than 75. After the dimension increases to more than 75, the average accuracy tends to be stable, without evident improvement. The results show that a view-shared space with higher dimension may capture the common structure between different views more effectively, which contributes to improvement of the performance. However, when the space dimension becomes too high, redundant information will also be involved in the space, which may limit the performance of the proposed method.
In Fig. 8(d) , we compare the average accuracies of the proposed method with various levels in the hierarchical transfer framework. As can be seen, the average accuracy rises obviously when the number of levels increases from 1 to 3. When there are more than three levels, the average accuracy tends to decrease slightly. The results demonstrate that it is beneficial to leverage more temporal granularities of action segments for constructing a more discriminative transferable relationship across the views. However, the action segments at too fine granularity may not help to further improve the performance of the proposed method.
C. RESULTS ON THE WVU DATASET
We compare the proposed method with state-of-the-art methods on the WVU dataset in this section. Experimental results are reported in the unsupervised and supervised correspondence modes for a fair comparison. We follow the leave-one-action-class-out evaluation scheme and use only interest-point-based features extracted from the WVU dataset as in state-of-the-art work. Fig. 9 shows experimental comparison in the unsupervised correspondence mode for all the pairwise view combinations on the WVU dataset. The proposed method outperforms [48] in 55 out of 56 pairwise view combinations, and achieves higher accuracies than the un-RSTDL method of [61] in 54 pairwise view combinations. Moreover, compared with the un-RLTDL method of [61] , the proposed method obtains lower accuracies in only 3 out of 56 pairwise view combinations, with slight performance gaps of no more than 1%. Table 5 shows the comparison in terms of the average accuracies in each target view. It can be observed that the overall average accuracy of the proposed method reaches 98.3%, improving those of [48] , un-RSTDL and un-RLTDL in [61] by 8.9%, 9.4%, and 4.9%, respectively.
In the supervised correspondence mode, we make experimental comparison with the su-RSTDL and su-RLTDL methods in [61] . Fig. 10 shows the comparison for each pairwise view combination on the WVU dataset. It can be seen that the accuracies of the proposed method surpass 90% in all the pairwise view combinations. Moreover, the proposed method achieves better performance than the su-RSTDL and su-RLTDL methods in most of the pairwise view combinations. We further provide the comparison in terms of the average accuracies of the target views in Table 6 . The average accuracy of the proposed method over all the target views is up to 99.6%, which is higher than those of the su-RSTDL and su-RLTDL methods by 8.6% and 4.7%, respectively.
Besides, comparing Table 6 with Table 5 , we can see that the proposed method in the supervised correspondence mode improves the overall average accuracy by 1.3% over that in the unsupervised correspondence mode. This again verifies that the proposed framework can effectively leverage actionsegment label information and enhance discrimination of the cross-view transferable relationship. 
V. CONCLUSION
In this paper, we aim to address the challenging cross-view action recognition problem. For this purpose, we propose a novel hierarchical transfer framework. The framework can capture cross-view transferable relationship at segment levels of multiple timescales, while maintaining the view invariance of the sequential relationship between action segments. Thus, the proposed framework is more discriminative than the usual video-level transfer strategy in existing work. Moreover, at each level of the proposed framework, by jointly transforming the original feature spaces of the source and target views to a view-shared low-dimensional space and learning a shared dictionary in this space, we can reduce the feature variations between the two views and capture their intrinsic common structure of feature distributions. Therefore, over the view-shared dictionary, we can obtain view-invariant sparse representations for the action segments in both source and target views. The proposed framework can be easily kernelized to handle non-linearities in feature distributions, and applies to unsupervised and supervised cross-view scenarios. Its superior performance over state-of-the-art methods in both scenarios is demonstrated by extensive experimental results on the IXMAS and WVU datasets. In the future, we intend to further explore the common action structure across views via deep learning technology. Given that deep learning can hierarchically capture intrinsic characteristics of visual data, we think it may also be beneficial to extracting the view invariance more adequately within action features of different views. He serves as a Deputy Director of the Image and Graphics Association of China and also serves as a Standing Director of the Image and Graphics Association of Guangdong. He is also the Deputy Director of Computer Vision Committee, China Computer Federation. He has published over 250 scientific papers in the international journals and conferences on image processing and pattern recognition, e.g. the IEEE TPAMI, the IEEE TNN, the IEEE TIP, the IEEE TSMC (Part B), Pattern Recognition, ICCV, CVPR, and ICDM. His current research interests are in the areas of computer vision and pattern recognition and its applications.
