We derive the asymptotic equations governing the evolution of a quasi-monochromatic optical pulse in a nonresonant quadratic material starting from Maxwell equations. Under rather general assumptions, equations of nonlinear Schrödinger ͑NLS͒ type with coupling to mean fields result ͑here called NLSM͒. In particular, if the incident pulse is polarized along one of the principal axes of the material, scalar NLSM equations are obtained. For a generic input, however, coupled vector NLSM systems result. Special reductions of these equations include the usual scalar and vector NLS equations. Based on results known for similar systems which arise in other physical contexts, we expect the behavior of the solutions to be characterized by a rather large variety of phenomena. In particular, we show that the presence of the coupling to the dc fields can have a dramatic effect on the dynamics of the optical pulse, and stable localized multidimensional pulses can arise through interaction with boundary terms associated to the mean fields.
I. INTRODUCTION
The propagation of a light pulse in a nonlinear medium is characterized by a series of complex changes in its structure. A theoretical interpretation of these phenomena is crucial in order to understand the nonlinear properties of the medium and the complex dynamics of such nonlinear systems. Quadratically nonlinear media are potentially promising for a number of applications. Propagation of a single light beam in a quadratic medium has attracted significant interest in recent years ͑see, e.g., Refs. ͓1-3͔ and references therein͒. In this kind of media the nonlinear response generates second harmonic components and dc fields which subsequently play a key role in the evolution of the optical pulse. Here we concentrate on novel system of equations which arise due to the interaction between the fundamental and dc fields in the situation where second-harmonic generation is not phase matched. In this case, the second harmonic component can be solved explicitly and produces an additional self-phase modulation contribution due to cascaded nonlinearity. The importance of the coupling between dc fields and the fundamental was realized early in nonlinear optics-in a different context ͓4,5͔. The interaction between optical pulses and dc fields was also recently studied in Refs. ͓1,6,7͔.
In more familiar isotropic ͑Kerr͒ media, where the nonlinear response of the material depends cubically on the applied field, the dynamics of a quasi-monochromatic optical pulse is governed by the nonlinear Schrödinger equation ͑hereafter NLS͒. The NLS equation ͑first derived in optics in 1965 ͓8,9͔ and in a general context in 1967 ͓10͔͒ is also a centrally important equation in other areas like fluid dynamics, plasma physics, etc. In optics, its spatial and temporal versions provide a framework to describe and explain a large variety of phenomena, from optical switching to longdistance communication systems. In one-dimensional nonresonant quadratic materials the NLS equation was recently derived as the evolution equation of a single optical pulse in Refs. ͓2,3͔. The evolution of two pulses at the fundamental and second harmonic in a nonresonant one-dimensional material with both quadratic and cubic response was studied in Ref. ͓11͔ , where coupled equations of NLS-type were shown to appear for the two wave components.
The above cited studies are relative to the onedimensional temporal case, in which the modulation of the pulse envelope over the transverse coordinates is neglected. However, it is well known that (1ϩ1)-dimensional structures propagating in a multidimensional medium are unstable with respect to modulations along the direction perpendicular to the structure ͑this instability is in a sense the analog in several dimensions of the well-known Benjamin-Feir instability ͓12͔ in one-dimensional systems͒. As a consequence, in a medium which has large transverse extent it is not desirable to reduce the dynamics of the pulse to a simple onedimensional system. When studying the modulation of a wave packet in a multidimensional dispersive medium, generalized NLS systems with coupling to a mean term are known to appear in various physical situations ͓13,14͔. Hereafter we denote such equations as NLSM. In some special cases these systems are also known to be integrable; the limiting integrable case was first studied in Ref. ͓15͔ in the context of water waves, and has been the subject of many research papers ever since ͑cf. Refs. ͓16-18͔͒. However, even in the general, nonintegrable case these systems exhibit interesting phenomena depending on the coefficients in the equations, such as focusing, singularities and a rich structure of solutions ͑see, e.g., Refs. ͓19,20͔͒.
In a recent letter ͓21͔ we discussed how novel NLSM systems appear in the context of nonlinear optics when studying three-dimensional bulk materials with nonzero (2) , i.e., with quadratic nonlinearity. A brief discussion of this subject also appears in Ref. ͓22͔ , where a prototypical twodimensional scalar system is derived from a model scalar wave equation. However, as shown in Ref. ͓21͔ and as we further explain here, the results obtained from the vector Maxwell equations in the full three-dimensional case differ significantly.
The structure of this work is the following. In Sec. II we present in detail the general framework that we use to derive the asymptotic equations of these systems. In Sec. III we provide a full derivation of the scalar NLSM system presented in Ref. ͓21͔ , and we discuss in some detail the results arising in different physical situations. In Sec. IV we show how the same type of derivation can be extended to obtain novel systems of vectors, coupled NLSM equations, and discuss some of the different physical scenarios that can arise. Finally, in Sec. V, we numerically obtain localized solutions of the optical NLSM equations, and we show that the dynamics of the optical pulse can be significantly affected by the presence of the associated dc fields.
These results provide a generalization in quadratic materials of the well-known scalar and vector nonlinear Schrö-dinger equations-to which they reduce in some appropriate limits. Since both the scalar and vector versions of the nonlinear Schrödinger equation have proven to be of fundamental importance in many different aspects of nonlinear optics, we can expect our results to be of general character and to have a wide range of applicability.
II. THE PERTURBATION SCHEME
In this section we present the general framework that we will use in Secs. III and IV to derive the asymptotic equations of the system from the full (3ϩ1)-dimensional Maxwell equations.
A. The vector nonlinear wave equation
In nonmagnetic materials, and in the absence of sources, Maxwell equations yield the vector nonlinear wave equation for the electric field E as
where c is the speed of light in vacuum. The material polarization P is expressed in terms of the electric field by the expansion
͑2.2͒
where ""¯" (n) (t 1 ,...,t n ) is the nth order susceptibility of the material, and the asterisk denotes a n-dimensional convolution integral. Although not independent from the nonlinear wave equation ͑2.1͒, it is advantageous to use the divergence law:
͑2.3͒
We note that, as a consequence of equation ͑2.3͒, "•Eϭ Ϫ"•P 0. Since the term "•E is usually a small perturbation, its contribution to the nonlinear wave equation ͑2.1͒ is often neglected. However, its presence is sometimes crucial in the derivation of the correct asymptotic equations of the system, as we are going to show.
B. The multiple scale expansion
We study the evolution of a quasi-monochromatic wave with central frequency . We consider an incident field propagating along the z axis and polarized along one or both the transverse axes, where our coordinate axes are taken to be an appropriate permutation of the crystallographic axes of the material ͑see following sections͒. Our derivation is based on a multiple scale perturbation expansion. We define the rapidly varying phase ϭkzϪt, ͑2.4a͒ and slowly varying space and time coordinates as
where k() and v() are, respectively, the wave number and the group velocity, to be determined later, and ⑀ is a parameter that measures the width of the frequency spectrum of the input pulse: that is, ⑀ϳ(⌬)/. Concretely speaking, we use a slowly varying envelope approximation, i.e., we assume that the modulation of the amplitude of the electromagnetic field occurs over scales which are much longer than the optical wavelength. This assumption motivates the substitutions
C. Perturbation expansion of the optical field
We expand the electric field in powers of ⑀. Given the field at O(⑀) one can deduce the higher order terms in the usual manner for such perturbation expansions. Explicitly, we write each Cartesian component j ( jϭx,y,z) of the electric field as
At any order in ⑀, E j (n) is found to consist only of a finite number of higher harmonics generated by the nonlinear polarization P. As a result, at any order in ⑀ we can decompose the electric field into a sum of harmonic frequencies, each modulated by a complex envelope which is assumed to be slowly varying:
The assumption of a quasi-monochromatic input field guarantees that each of the envelopes E j,m (n) is centered around zero frequency. ͑As a consequence, the term e im E j,m (n) is centered around the frequency m.͒ Also, due to the reality of the electric field, E j,m (n) ϭ(E j,Ϫm (n) )*, where the asterisk denotes the complex conjugate.
D. Perturbation expansion of the material polarization
The polarization vector P can also be expanded in powers of ⑀. Substituting the electric field in Eq. ͑2.2͒ we employ relations such as
where for convenience we define m ϭm, with
and where (1) () is the Fourier transform of (1) (t). Similar relations apply for the (2) and (3) contributions when Eq. ͑2.9͒ is substituted by a multivariate Taylor expansion. Our task is to expand the vector wave equation in powers of ⑀ and to solve iteratively for the quantities E j,m (n) . While the results obtained with this procedure are perfectly equivalent to those coming from a more traditional perturbation method ͑cf. Ref. ͓10͔͒, the merits of the expansion ͑2.7͒ manifest in ͑i͒ the substitution of differential equations for the E j;m (n) with algebraic relations; and ͑ii͒ the effective decomposition of the problem into small units, which allows an easier identification of the relevant contributions at any stage. As a result, a substantial simplification of the calculations is obtained. This will be particularly useful when deriving the vector NLSM equations, where the number of different nontrivial contributions in the expansion is considerably large.
E. Perturbation expansion of the wave equation
Motivated by the previous considerations we substitute the expansions ͑2.6͒-͑2.7͒ into Eq. ͑2.1͒, which allows us to formally decompose the wave equation into a set of equations for the corresponding harmonic components: 
͑2.17͒
At any order n and in each direction j, the product L j;m E j;m decomposes as
where again the index j has been omitted for simplicity. A similar decomposition holds for the nonlinear terms and for the divergence term D j;m in Eq. ͑2.10͒. In the next sections, using these expansions, we solve Eq. ͑2.10͒ and the divergence Eq. ͑2.3͒ recursively in powers of ⑀ in a number of representative cases.
III. SCALAR NLSM EQUATIONS
In this section we consider the case in which the electric field is polarized along one of the principal axes of the material. ͑That is, the incident field has a nonzero component only along one of the principal axes.͒ In this case only a relatively small number of terms in the vector wave equation ͑2.1͒ plays a significant role, and we are able to obtain a relatively simple scalar result. To be specific, we consider the propagation of a light pulse in a ͑uniaxial͒ tetragonal 4 mm-material. Materials with such a symmetry class are provided, for instance, by photorefractive BaTiO 3 , SBN, and KTN ͓23͔. This particular choice of symmetry class is motivated by the special structure assumed by the nonlinear susceptibility tensors (2) , (3) ͑cf. Ref. ͓24͔͒, and guarantees that only few components play an active role in the vector wave equation ͑2.1͒. For convenience of exposition, we take our x axis to coincide with the crystallographic z axis of the material. The nonzero entries of the susceptibility tensors are the following.
͑1͒
The three elements with all indices equal xxxx (3) ϭ yyyy (3) ; zzzz (3) . Also, the 18 elements with indices equal in pairs, with equality between elements obtained by exchanging x↔y ͑i.e., zxzx (3) ϭ zyzy (3) , etc.͒. In total, this leaves 11 independent elements.
A. Derivation of the scalar equations
We take the leading order incident field to consist only of the fundamental polarized in the x direction. That is, we take
we obtain the usual dispersion relation: kϵ x (), with j () defined by ͑2.12͒. Here we neglect the imaginary part of (1) (), which leads to attenuation. The effects of loss can be included in the theory in a straightforward way. Note that, due to the uniaxiality, yy ϭ zz ͑i.e., xx ϭ yy in the crystallographic system͒, which will be important later.
O(⑀ 2 ): For each Cartesian component j, the relevant combination for the linear part of the wave equation ͑2.10͒ is 2) . Then, from the x component of the wave equation at the fundamental ͑jϭx, mϭ1͒, we obtain the group velocity vϵv x (), with
͑3.1͒
Also, at mϭ2 we have E y,2 (2) ϭE z,2 (2) ϭ0, from the y and z components, and from the x component we find the second harmonic generated by the quadratic nonlinearity:
where
We emphasize that in our derivation we assume ⌬ x 2 ()ӷ⑀; i.e., we assume to be far away from the phase matching condition which leads to second harmonic resonance. We also note that the particular choice of material ͑reflecting in the tensor structure of (2) ͒ ensures that no new Cartesian components are generated as an effect of the nonlinearity. At O(⑀ 2 ), all the other harmonics are found to be zero with one important exception for mϭ0: Due to the absence of fast derivatives, the dc electric field ͑i.e., mϭ0͒ is undetermined at this stage; that is, E x,0 (2) 0. In fact, at O(⑀ 2 ), similar dc fields are also allowed for the y and z components. Like the field at the fundamental E x,1
(1) , the dc fields E x,0 (2) , E y,0 (2) , and
(2) need to be determined at higher orders in the expansion. As it turns out, all dc fields play a crucial role in the calculation. It is important to realize that such mean terms cannot simply be ignored, otherwise inconsistencies develop at higher orders in the expansion, as we are going to show. It is also important to observe that, at this stage, the results of the derivation would be exactly the same for Kerr materials ͑with the exception that, for Kerr materials, (2) ϭ0 and no second harmonic is produced͒. The difference lies on the fact that, in the absence of quadratic nonlinearity, at higher orders there would be no source term in the equations for the dc fields and no coupling to the dc fields in the equations for the optical fields.
Finally, at O(⑀ 2 ), the divergence equation ͑2.3͒ at the fundamental determines the z component of the optical field, which is generated by the slow modulation of the x component:
where the linear index of refraction is defined in the usual way as
The fast variation of ‫ץ‬ X E x,1 (1) with respect to generates a nonzero z component at order O(⑀ 2 ). However, since the modulation of the envelope with respect to y is slow, no such component is generated in the y direction. That is, E y,1
The divergence law ͑2.3͒ at dc (mϭ0) yields an explicit equation for E z,0
(2) in terms of the fundamental E x,1
and the dc fields in the x and y directions, E x,0 (2) and E y,0 (2) :
It is noted that the presence of the source term proportional to ͉E x,1 (1) ͉ 2 makes it impossible to neglect the dc fields and maintain consistency in the derivation.
For each Cartesian component j, the relevant combination for the linear part of the wave equation ͑2.10͒ is L j;m (3) E j;m 3) . From the x component at the fundamental, we find the evolution of the slowly varying amplitude of the incident field. Defining
and using Eq. ͑3.2͒ in the nonlinear contributions and ͑3.6͒ to compute D x ͑the divergence term͒, we get for A the following evolution equation:
where the coefficients ␣ 
Once is known, the auxiliary field E y,0 (2) is obtained from as
The coefficient ␣ j,m appearing in Eqs. ͑3.8͒ is defined as
while the M j,m and N j,m are given by
and
where c j 2 ()ϭc 2 /n j 2 () is the phase velocity. We recall that, for convenience, our choice of axes is a permutation of the crystallographic set. Also, although we only need the coefficients for jϭx at this time, the corresponding coefficients for jϭy will also be needed when considering vector NLSM equations.
We note that N j,2 and the ␣ j,m arise from the vector nature of the electric field ͓via the contribution of "("•E)͔. That is, N j,2 ϭ␣ j,m ϭ0 if "•Eϭ0. Also, M x,1 results from the combined effects of (3) and two (2) in cascade: the first term in M x,1 is due to the self-interaction of the fundamental, while the second originates from the coupling between first and second harmonic. Similar physical problems are known to be capable of leading to large ''effective'' third order processes ͓25,26͔. Again, the choice of the symmetry class is instrumental in simplifying the contribution arising from (3) . In fact, due also to the particular input considered ͑namely, the fact that E y,Ϯ1
(1) ϭE z,Ϯ1
(1) ϭ0͒, only the tensor components xxx (2) and xxxx (3) of the nonlinear susceptibilities play a role in the calculations.
B. Remarks
Equations ͑3.8͒ constitute the fundamental scalar system that governs the evolution of a multidimensional quasimonochromatic pulse in a nonresonant material with quadratic nonlinearity. They are the (3ϩ1)-dimensional analogue in optics of the (2ϩ1)-dimensional equations arising in water waves ͓13,15͔.
As a result of the perturbation expansion, the electric field E(x,y,z,t) is decomposed as follows:
where E x,2 is given by Eq. ͑3.2͒, E z,1 is given by Eq. ͑3.4͒, E z,0 is given by Eq. ͑3.6͒, E y,0 is given by Eq. ͑3.9͒, and E x,1 and E x,0 are determined by the NLSM equations ͑3.8͒. The absence of a Z derivative in Eqs. ͑3.8b͒ and ͑3.9͒ originates from the choice of using a reference frame that is moving with the group velocity of the optical pulse. In fact, an alternative but equivalent derivation can be done without performing the transformation to the comoving frame and introducing the multiple time and space scales Tϭ⑀t, Z 1 ϭ⑀z, Z 2 ϭ⑀ 2 z, ... .
͑3.12͒
In this case the resulting equations would be ϫ(,,Ϫ). Then, if we further assume (1) to be isotropic, ␣ x,1 ϭ0 and we obtain the usual scalar multidimensional NLS equation for isotropic materials as a reduction of Eqs.
͑3.8͒.
We also emphasize that the special structure of Eqs. ͑3.8͒ depends on the particular choice of symmetry class, which crucially reflects on the type of nonlinear couplings between the different harmonic components. In general, different symmetry classes lead to different types of evolution equations. As an example, we consider a ͑biaxial͒ orthorhombic mm 2 class. ͑A material with such a symmetry class is provided by KNbO 3 ͓23͔.͒ The derivation of the fundamental equations proceeds exactly in the same way as before, and equations similar to the system Eqs. ͑3.8͒ are found. However, due to biaxiality, we now have yy zz ͑i.e., xx yy in the crystallographic system͒. This implies that ␣ y,0 0, and E y,0 (2) enters in the equation for E x,0 (2) . That is, the resulting equations for the fundamental E x,1
and for the mean fields E x,0 ϭ . . x (X,Y ,Z,T) and
As a consequence, Eqs. ͑3.14a͒ and ͑3.14b͒ do not form a closed system anymore, and the full set of Eqs. ͑3.14͒ is now necessary to describe the behavior of the material. In this case neglecting the term "•E in the nonlinear wave equation ͑2.1͒-which corresponds to letting ␣ j,m ϭ0-would result in a different systems of equations, which miss the direct coupling between the two dc fields. We also emphasize that, even in the relatively simpler situation in which Eqs. ͑3.8a͒ and ͑3.8b͒ are sufficient to completely determine the evolution of the pulse, the underlying dynamics of the system is still characterized by highly nontrivial dc interactions in all Cartesian components. It is also evident that the NLSM equations are rather general. Several comments are now in order. ͑1͒ As mentioned before, the above equations are derived under the assumption that there are no resonant wave interactions; otherwise the governing equations and relevant scales would be very different-e.g., two/three wave interactions, which have already been the subject of many research papers ͑see, e.g., Refs. ͓27,28͔ and references therein͒.
͑2͒ We do not introduce dc fields and/or second harmonic components at leading order because we are interested in the evolution of a modulated optical field and not in the interactions among different waves. This is a standard assumption in order to obtain NLS-type-and in this case NLSM-typeequations. Of course, other assumptions would lead to different evolution equations, e.g., long-short wave interactions ͑cf. Refs. ͓6,7,20,29͔͒.
͑3͒ Again, we emphasize that the mean fields are driven by the optical field and play a central role in the equations. Indeed, as we have seen, it is necessary to incorporate the dc field in the analysis at O(⑀ 2 ); otherwise inconsistencies arise in the expansion. This is true even in the one-dimensional temporal case ͑i.e., when the mean fields are independent of X and Y͒. In this case however the mean fields can be integrated explicitly; only then the equations reduce to the wellknown NLS equation ͑cf. Refs. ͓2,3͔͒. In particular, if (2) ϭ0 ͑i.e., for the familiar Kerr materials͒ there are no source terms in the analogue of Eqs. ͑3.14b͒-͑3.14c͒ and the mean fields are zero.
͑4͒ Finally, if the modulations of the incident field are so slow that it can be assimilated to a continuous wave, the scenario reduces to that described in Ref. ͓1͔, in which a static dc field produces a change in the refractive index through the electro-optic effect. However, if a temporally or spatially modulated pulse is considered, the full NLSM system of equations is necessary for a more accurate description of the physics, in which a traveling dc field is obtained, and for which phase matching can occur mediated by the optical group velocity and the dc field phase velocity. Previous studies on the coupling between optical fields and their low frequency counterparts show that a traveling dc field is produced by a modulated optical envelope ͓4͔. Our results show that a spatially modulated envelope works just as well as a temporally modulated one.
It is also worth discussing some results that are known for similar systems of (2ϩ1)-dimensional NLSM equations which arise in water waves ͑cf. Ref. ͓19͔͒, since we expect that many of the issues will be also relevant in our context.
C. NLSM equations in water waves
In the context of water waves, the relevant problem for our purposes is the evolution of a small-amplitude, slowly modulated packet of surface waves on sufficiently deep water. If A is the dimensionless envelope of the wave packet, propagating in the x direction, and ⌽ is the dimensionless amplitude of the mean fluid flow, the dynamical equations for A and ⌽ take the form ͓13͔
where ϭ⑀k(xϪc g t), ϭ⑀ky and ϭ⑀
t are the dimensionless coordinates, ͑k,l͒ are the wave numbers in the ͑x,y͒ directions, c g ϭ‫ץ/ץ‬k is the group velocity, and g is the gravity acceleration. The coefficients c 1 , c 2 , 1 , 2 , ␥, and ␤ are suitable functions of k, c g , the dispersion coefficients ‫ץ‬ 2 /‫ץ‬k 2 and ‫ץ‬ 2 /‫ץ‬l 2 , the water depth h and the surface tension T.
Depending on the values of the dimensionless quantities kh and T ϭ(k 2 ϩl 2 )T/g, several physical scenarios arise, as discussed in detail in Refs. ͓19,20͔. Also, different reductions are possible in different physical limits.
͑1͒ When derivatives with respect to y can be neglected ͑e.g., in a narrow canal͒, Eq. ͑3.15b͒ can be integrated immediately, and one recovers the familiar one-dimensional nonlinear Schrödinger equation, which is a completely integrable infinite-dimensional Hamiltonian system that can be solved by the inverse scattering transform ͑IST͒ ͓20͔. ͑2͒ In the deep water limit, kh→ϱ, the coefficient ␤ tends to zero. Thus, the mean flow ⌽ vanishes and Eqs. ͑3.15͒ reduce to the (2ϩ1)-dimensional NLS equation:
͑3.16͒
Contrary to the one-dimensional case, this equation is not solvable by IST. Also, for various choices of parameters ͑sufficiently strong surface tension in sufficiently deep water͒ the solutions can blow up in finite time. One-dimensional solitons ͑i.e., NLS solitons͒ embedded in the twodimensional equation are unstable to slow transverse perturbations. ͑3͒ A different scenario arises in the opposite limit, that is shallow water, when kh→0 with ⑀Ӷ(kh) 2 . In this case, after rescaling, the equations can be written as
where ϭsign( 1 3 ϪT ). This system, usually called the Davey-Stewartson equations ͓15͔, is of IST type, and thus completely integrable. We should note that if a similar situation were also true for the optical NLSM equations found here, the corresponding equations would provide one of the first integrable multidimensional systems in nonlinear optics.
In this last case-that is, for the Davey-Stewartson system-several exact solutions are available. In particular, stable localized pulses, often called ''dromions,'' are known to exist which are driven by the appropriate mean fields. In Sec. V we further discuss these solutions of the integrable case, and we show that similar solutions exist even in the more general nonintegrable case described in this work.
IV. VECTOR NLSM EQUATIONS
We now direct our attention to the case in which the electric field has nonzero components along both the transverse principal axes of the material. This allows us to derive new systems of equations, whose analog is not known to exist in other physical contexts. The derivation of these coupled equations closely follows the method developed for the scalar case. For concreteness, we consider a ͑uniaxial͒ hexagonal 6 material, where now we take x,y,z to coincide with the crystallographic axes of the material. Materials with other uniaxial symmetry classes such as 3 m ͑like LiNbO 3 and LiTaO 3 , cf. Ref. ͓23͔͒ will result in similar vector NLSM equations. This amounts to assuming the following structure for the nonlinear susceptibility tensors ͓24͔: ͑1͒ For (1) , only diagonal elements are nonzero: xx
ϭ yy (1) and zz (1) . ͑2͒ For (2) , only eight components are nonzero, corresponding to all possible combinations of x and y indices. Of these, only two are independent. Explicitly, xyy (2) ϭ yxy Finally, we allow for a small birefringence in the transverse dimensions by assuming that ͉k x Ϫk y ͉գ⑀, due to a slight effective difference between xx (1) and yy (1) which could be obtained in various ways, e.g., imperfections of the crystal or a waveguide, and would break the degeneracy of the propagation modes. Of course, in a waveguide we would neglect one of the transverse derivatives. The presence of artificial birefringence allows us to illustrate some of the scenarios that can appear when the derivation is performed for different materials. As we will see, the asymptotically small size of the birefringence terms plays an important role in determining the precise details of the resulting NLSM equations.
A. Derivation of the vector equations
The electric field is expanded as in Eq. ͑2.6͒. However, in this case we include both transverse components at O(⑀), i.e., we take E x,Ϯ1
(1)
0, E y,Ϯ1
(1) 0, and E x,Ϯ1
(1) ϭ0. The perturbation expansion is similar to the case discussed above. The main difference from the scalar case is the presence of two different phases for the x and y components; namely, the ͑fast͒ variable defined in ͑2.4a͒ is substituted by x and y , with
where each of the wave numbers k j () is to be determined in the following. Also, the definition of the ͑slow͒ retarded time is now modified to be Tϭ⑀(tϪz/v ), where the mean group velocity v is also to be determined later. As a consequence, some care must be taken in replacing the z derivative with the proper slow and fast counterparts ͓Eq. ͑2.5c͔͒, since each transverse component now evolves with its own characteristic wave number. Therefore we expand the electric field as
͓We should point out that, as long as E z,m (n) is slowly varying, the choice of z is arbitrary, since the z component of the electric field is only driven by the x and y components, as in the scalar case. In other words, E z will turn out to be independent of z ; cf. Eq. ͑4.8͒ below.͔ In turn, Eq. ͑2.11͒ needs to be replaced by
͑4.3͒
Equations ͑2.15͒ change accordingly. In spite of these modifications, and although the calculations are considerably more involved, the analysis proceeds almost exactly as in the scalar case. In what follows we only concentrate on the differences between the two cases.
At O(⑀) we find the respective wave numbers as a function of . As it may be expected, k x and k y are given by k j ϭ j (), where j () is still defined by ͑2.12͒. At O(⑀ 2 ), for the fundamental in each transverse component aϭx,y we find
The respective group velocities are given by v j ϭ1/k j Ј , as before. However, due to birefringence we have v x v y . The mean velocity is then defined as v ()ϭ1/k Ј(), where
͑4.5͒
Then, if k x Ј()Ϫk y Ј()ϳO(⑀), it is useful to introduce the O(1) temporal walk-off coefficients w a ϭ2k a ͑ k a Ј͑͒Ϫk Ј͑͒͒/⑀.
͑4.6͒
In fact, since the difference k a ЈϪk Ј is O(⑀), the O(⑀ 2 ) equations at the fundamental become effectively residuals of O(⑀ 3 ), which are carried at next order in the expansion. Also, at O(⑀ 2 ) for mϭ2, we obtain the second harmonic components in the transverse coordinates as
where a indicates either x or y, and ā is the other transverse coordinate ͓with ⌬ j () still given by ͑3.3͔͒. Note how the more complicated tensor structure of (2) and the presence of a y component at the fundamental generate the appearance of many more coupling combinations in Eq. ͑4.7͒ compared to Eq. ͑3.2͒. As in the scalar case, at O(⑀ 2 ) all other harmonics are found to be zero, except for all the dc fields, which are unknown at this level and need to be determined at higher order in the expansion.
From the divergence law at the fundamental we get the O(⑀ 2 ) correction to the fields at the fundamental as
which is to be compared to Eq. ͑3.4͒. Similarly, at O(⑀ 3 ), from the divergence law at dc we get the z component of the dc field in terms of transverse fields:
which is the analog of Eq. ͑3.6͒. The difference ͉E x,1 (1) ͉ 2 Ϫ͉E y,1 (1) ͉ 2 in Eq. ͑4.9͒ arises from the particular tensor structure belonging to the symmetry class considered ͑namely, the fact that xyy (2) ϭϪ xxx (2) ͒, and should not be considered as a generic feature of quadratic materials.
From the O(⑀ 3 ) contribution of the wave equation at the fundamental we find the evolution of the transverse components of the optical field. Define
Then A x ,A y are found to satisfy the following system of coupled NLSM equations:
where again a denotes either x or y, and ā is the other transverse coordinate. Note that Eqs. ͑4.11a͒ are characterized by the presence of additional nonlinear combinations compared to Eq. ͑3.14a͒. In particular, note the direct coupling between the two optical fields and the coupling of either optical field to the dc field in the other transverse coordinate. As in the scalar case the evolution of the mean fields x , y is captured at O(⑀ 4 ):
͑4.11b͒
Again, we note the presence of many more nonlinear forcing terms in Eqs. ͑4.11b͒ as opposed to Eqs. ͑3.14b͒ and ͑3.14c͒. As in the scalar NLSM case discussed before, some of these combinations result from the contribution of the divergence of the electric field, "•E, in Eq. ͑2.1͒, through ␣ j,m , and
with ⌬ j () given by ͑3.3͒. The particular symmetry class considered ensures that a symmetrical result is obtained for x and y components, and that the couplings due to (3) contributions are written as a simple extension of those valid for isotropic materials.
B. Reductions and physical limits
Together, the coupled NLSM equations ͑4.11͒ constitute the fundamental system that governs the evolution of the electromagnetic pulse in the material considered. They generalize Eqs. ͑3.14͒ in the case where the incident field has nonzero components along both transversal axes of the material. As far as we know, the vector system of (3ϩ1)-dimensional NLSM equations ͑4.11͒ has no known counterpart in other physical situations.
As a result of the perturbation expansion, the electric field E(x,y,z,t) has the following decomposition: 
jϭ1,2, with ϭ2ͱ2(␥Ϫ1)k 1 k 2 , and with k j , j ,x 0,j arbitrary real parameters. The constant ␥ determines the overall amplitude, the parameters k j represent the width of the pulse in each respective direction, and the j represent the Cartesian components of the velocity, while the x 0,j determine the dromion position. The ''potentials'' U(x 1 ,x 2 ,t) and V(x 1 ,x 2 ,t) are obtained by integrating Eqs. ͑5.9͒ subject to the boundary conditions
͑5.13͒
The resulting expressions are U͑x 1 ,x 2 ,t ͒ϭ2"ln F͑x 1 ,x 2 ,t ͒… x 1 x 2 , V͑x 1 ,x 2 ,t ͒ϭ2"ln F͑x 1 ,x 2 ,t ͒… x 2 x 2 .
͑5.14͒ Figure 1͑a͒ shows a typical ͑stationary͒ dromion solution, corresponding to k 1 ϭk 2 ϭ1, 1 ϭ 2 ϭ0, and ␥ϭ9. The corresponding dc field QϭUϩV is shown in Fig. 1͑b͒ ͓note the nonzero boundary conditions u ϱ (x 1 ) and v ϱ (x 2 ) corresponding to Eq. ͑5.13͔͒. The pulse is located at the intersection of U and V.
C. Special solutions: General case
When 1 and/or 2 are not zero, to date no localized analytical solutions have been found, and one must resort to numerical simulations. We integrated Eq. ͑5.7a͒ with a twodimensional second order split-step method and Eqs. ͑5.9͒ with a second order numerical quadrature routine, for a number of different values of 1 and 2 . Figure 1͑a͒ shows a typical stationary pulse in the integrable case 1 ϭ 2 ϭ0, while Fig. 1͑b͒ represents the corresponding dc field QϭU ϩV obtained from Eq. ͑5.9͒ with u ϱ ,v ϱ given by Eq. ͑5.13͒. If the pulse shown in Fig. 1͑a͒ is used as initial condition for 1 , 2 0, and the same boundary conditions as in Fig. 1͑b͒ are used for the dc fields numerical simulations show that, even though some radiation is produced, a localized pulse similar to the one in the integrable case persists for a long propagation distance. On the other hand, Fig. 2 shows the output produced after just two propagation distances by the same input pulse as in Fig. 1͑a͒ if the boundary conditions u, v for the dc fields are zero ͑i.e., u ϱ ϭv ϱ ϭ0͒, for 1 ϭ 2 ϭ0.4. In this case the pulse decays very quickly, and no localized asymptotic state is obtained. ͑Note that the pulse disperses along directions which are the analog of the Mach lines associated with the propagation of a supersonic disturbance in a classical fluid.͒ It is therefore clear that, even in the more general situation 1 0, 2 0, the dc fields can stabilize the optical pulses, which otherwise would disperse away very quickly without the presence of nonzero boundary conditions. Similar results were found for a wide range of values of 1 and 2 .
A further result can be achieved if u 0 , v 0 are used instead of u ϱ , v ϱ . In this case, generalized stationary solutions are found to exist even when 1 and 2 are significantly different from zero. To find these solutions, we integrated Eqs. ͑5.7a͒ and ͑5.9͒ with 1 , 2 0, using the dromion solution of the integrable case as initial condition and inserting absorbing boundaries at the edges of the two-dimensional grid to remove the radiation shed by the pulse ͓31͔. After the pulse has reached an asymptotic state, we removed the absorbing boundaries and let the pulse evolve according to the NLSM equations, to verify that we have obtained a stationary solution. As an example, in Fig. 3͑a͒ we show the stationary pulse corresponding to 1 ϭ 2 ϭ0.4, while Fig. 3͑b͒ is relative to the case 1 ϭ0, 2 ϭϪ1. ͑In particular, this last case implies that, even for defocusing self-interaction, the presence of nonzero asymptotic mean fields is sufficient to main- 
FIG. 2.
The output pulse at out ϭ2, for 1 ϭ 2 ϭ0.4, with same initial condition as in Fig. 1͑a͒ but with zero boundary conditions. tain a localized state.͒ These findings suggest that stable localized multidimensional pulses are not unique to integrable systems; rather, they are a generic feature of forced evolution equations of this type.
When 1 and 2 are nonzero, the stationary pulses differ significantly from the corresponding solution of the integrable case. In particular, a numerical study of the equations reveals that 1 affects the shape of the pulse, while 2 controls its amplitude. More precisely, we find that, starting from a fixed initial condition, for increasingly negative values of 2 ͑implying strong defocusing͒, the amplitude of the asymptotic stationary state decreases, while for increasing positive values of 2 ͑implying focusing͒ the final amplitude of the solution increases until, for large enough values of 2 , the pulse does not asymptote to a stationary state anymore, and, presumably, higher order solutions are obtained.
Some of these features can be explained on the basis of simpler one-dimensional models. To this aim, we consider the parametrically forced NLS equation iq t ϩ͑1/2͒q xx ϩ͑V͑x ͒ϩ͉q͉ 2 ͒qϭ0.
͑5.15͒
As initial condition and forcing potential we take, respectively, q 0 (x)ϭa sech x and V(x)ϭA sech 2 x. By comparison with the usual NLS equation it is clear that, if Aϩa 2 ϭ1 ͓that is, if aϭͱ(1ϪA)/͔, the initial condition corresponds to the profile of the stationary state q(x,t)ϭa sech x e it/2 . This implies that, in the presence of a strong enough forcing potential ͑AϾ1 in this case͒, stationary solutions also exist for Ͻ0; however, the amplitude of these states decreases with . For Ͼ0 the picture is more complicated. In this case, looking for stationary solutions of the form q(x,t) ϭ f (x)e it , with f (x) real, Eq. ͑5.15͒ leads to the following nonlinear eigenvalue problem:
The number N of discrete eigenvalues j in Eq. ͑5.16͒ depends on the potential V(x), but also on the self-phase modulation coefficient . If NϾ1, the solution of Eq. ͑5.15͒ may be expected to be a superposition of all the corresponding stationary modes. Since each of these modes has its own frequency, the overall pulse can be expected to undergo periodic or quasiperiodic oscillations, which corresponds to what is observed numerically in the two-dimensional system.
VI. CONCLUSIONS
In this paper we have studied the evolution of a single quasi-monochromatic optical pulse in a multidimensional, nonresonant quadratic material. We have seen that, if there are no resonant wave interactions, and under rather general assumptions, the dynamics of the pulse is governed by equations of nonlinear Schrödinger type with coupling to mean ͑dc͒ fields ͑NLSM͒. In general, if the incident optical field is polarized along one of the principal axes of the material, scalar equations can be expected to apply. These equations are the (3ϩ1)-dimensional analog in optics of a similar type of (2ϩ1)-dimensional NLSM equations in water waves. If instead the optical pulse has nonzero polarization projections along both transverse axes, more general vector systems of equations are found depending on the particular physical situations considered. As far as we know, these systems have no known counterpart in other physical situations outside of optics. Even in the scalar case, the dynamics of the optical pulse appears to depend in a critical way upon the interactions with the associated dc fields ͑cf. also Ref. ͓29͔͒. In particular, for appropriate choices of boundary conditions, stable localized multidimensional pulses can arise even in nonintegrable cases. These findings suggest that stable localized multidimensional pulses are not unique to integrable systems; rather, they are a generic feature of nonlinear evolution equations with forcing terms like those present in Eq. ͑5.9͒. In our case, the presence of small applied dc fields ͓O(⑀ 2 ) in the perturbation expansion͔ can drive much larger optical pulses ͓O(⑀) in the expansion͔. Preliminary studies suggest that the above described dynamical configuration might be realized experimentally, given the wide range of values of 1 and 2 over which stationary propagation occurs. It is expected that, since these values can be adjusted through linear material properties, proper design of the device structure will ensure pulse propagation within the desired regime. This possibility is particularly interesting because such experiments would allow the production of stable localized multidimensional optical pulses whose dynamics can be electrically controlled by modification of the relevant dc fields.
