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DIMENSION OF FAMILIES OF DETERMINANTAL SCHEMES.
JAN O. KLEPPE, ROSA M. MIRO´-ROIG∗
Abstract. A scheme X ⊂ Pn+c of codimension c is called standard determinantal if its
homogeneous saturated ideal can be generated by the maximal minors of a homogeneous
t×(t+c−1) matrix andX is said to be good determinantal if it is standard determinantal
and a generic complete intersection. Given integers a0, a1, ..., at+c−2 and b1, ..., bt we
denote by W (b; a) ⊂ Hilbp(Pn+c) (resp. Ws(b; a)) the locus of good (resp. standard)
determinantal schemes X ⊂ Pn+c of codimension c defined by the maximal minors of a
t × (t + c − 1) matrix (fij)
i=1,...,t
j=0,...,t+c−2 where fij ∈ k[x0, x1, ..., xn+c] is a homogeneous
polynomial of degree aj − bi.
In this paper we address the following three fundamental problems : To determine
(1) the dimension of W (b; a) (resp. Ws(b; a)) in terms of aj and bi, (2) whether the
closure of W (b; a) is an irreducible component of Hilbp(Pn+c), and (3) when Hilbp(Pn+c)
is generically smooth alongW (b; a). Concerning question (1) we give an upper bound for
the dimension of W (b; a) (resp. Ws(b; a)) which works for all integers a0, a1, ..., at+c−2
and b1, ..., bt, and we conjecture that this bound is sharp. The conjecture is proved for
2 ≤ c ≤ 5, and for c ≥ 6 under some restriction on a0, a1, ..., at+c−2 and b1, ..., bt. For
questions (2) and (3) we have an affirmative answer for 2 ≤ c ≤ 4 and n ≥ 2, and for
c ≥ 5 under certain numerical assumptions.
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1. Introduction
In this paper, we will deal with determinantal schemes, i.e. schemes defined by the
vanishing locus of the minors of a homogeneous polynomial matrix. Some classical schemes
that can be constructed in this way are the Segre varieties, the rational normal scrolls
and the Veronese varieties. Determinantal schemes have been a central topic in both
commutative algebra and algebraic geometry and, due to their important role, their study
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has attracted many researchers and have received considerable attention in the literature.
Some of the most remarkable results about determinantal schemes are due to J.A. Eagon
and M. Hochster; in [8], they proved that generic determinantal schemes are arithmetically
Cohen-Macaulay; and to J.A. Eagon and D.G. Northcott; in [9], they constructed a finite
free resolution for any standard determinantal and as a corollary they got that standard
determinantal schemes are arithmetically Cohen-Macaulay. Since then many authors have
made important contributions to the study of determinantal schemes and the reader can
look at [5], [21], [4] and [10] for background, history and a list of important papers.
A scheme X ⊂ Pn+c of codimension c is called standard determinantal if its homo-
geneous saturated ideal can be generated by the maximal minors of a homogeneous
t × (t + c − 1) matrix and X is said to be good determinantal if it is standard deter-
minantal and a generic complete intersection. In this paper, we address the problem of
determining the dimension of the family of standard (resp. good) determinantal schemes.
The first important contribution to this problem is due to G. Ellinsgrud [12]; in 1975, he
proved that every arithmetically Cohen-Macaulay, codimension 2 closed subscheme X of
Pn+2 is unobstructed (i.e. the corresponding point in the Hilbert scheme Hilbp(Pn+2) is
smooth) and he also computed the dimension of the Hilbert scheme at X . Recall also
that the homogeneous ideal of an arithmetically Cohen-Macaulay, codimension 2 closed
subscheme X of Pn+2 is given by the maximal minors of a t × (t + 1) homogeneous ma-
trix, the Hilbert-Burch matrix. That is, such a scheme is standard determinantal. The
purpose of this work is to extend Ellingsrud Theorem, viewed as a statement on stan-
dard determinantal schemes of codimension 2, to arbitrary codimension. The case of
codimension 3, is solved in [17]; Proposition 1.12. In the present work, using essentially
the methods developed in [17]; §10, we succeed in generalizing to arbitrary codimension
the formula for the dimension of families of determinantal schemes provided certain weak
numerical conditions are satisfied (see Theorem 3.5, Proposition 3.13 and Corollaries 4.7,
4.10, 4.14, 4.15 and 4.18). We also address the problem whether the closure of the locus
W of determinantal schemes in Pn+c is an irreducible component of Hilbp(Pn+c) and when
Hilbp(Pn+c) is generically smooth along W (see Corollaries 5.3, 5.7, 5.9 and 5.10).
Next we outline the structure of the paper. In section 2, we recall the basic facts on
standard and good determinantal schemes X ⊂ Pn+c of codimension c defined by the
maximal minors of a t × (t + c − 1) homogeneous matrix and the associated complexes
needed later on. Sections 3-5 are the heart of the paper. Given integers b1, ..., bt and
a0, a1, ..., at+c−2, we denote by W (b; a) ⊂ Hilb
p(Pn+c) the locus of good determinantal
schemes X ⊂ Pn+c of codimension c ≥ 2 defined by the maximal minors of a homogeneous
matrix A = (fji)
i=1,...,t
j=0,...,t+c−2 where fji ∈ k[x0, ..., xn+c] is a homogeneous polynomial of
degree aj − bi. The goal of section 3 is to give an upper bound for the dimension of
W (b; a) in terms of b1, ..., bt and a0, a1, ..., at+c−2 (cf. Theorem 3.5 and Proposition 3.13).
To this end we proceed by induction on c by successively deleting columns of the largest
possible degree and we strongly use the Eagon-Northcott complexes and the Buchsbaum-
Rim complexes associated to a standard determinantal scheme. In section 4, using again
induction on the codimension and the theory of Hilbert flag schemes, we analyze when the
upper bound of dimW (b; a) given in section 3 is indeed the dimension of the determinantal
locus. In turns out that the upper bound of dimW (b; a) given in Theorem 3.5 is sharp
3in a number of instances. More precisely, if 2 ≤ c ≤ 3, this is known ([17], [12]), for
4 ≤ c ≤ 5 it is a consequence of the main theorem of this section (see Corollaries 4.10
and 4.14), while for c ≥ 6 we get the expected dimension formula for W (b; a) under more
restrictive assumptions (see Corollary 4.15). In section 5, we study when the closure of
W (b; a) is an irreducible component of Hilbp(Pn+c) and when Hilbp(Pn+c) is generically
smooth along W (b; a), and other cases of unobstructedness. The main result of this
section (Theorem 5.1) shows that the closure ofW (b; a) is a generically smooth irreducible
component provided the zero degree piece of certain Ext1-groups vanishes. The conditions
of the Theorem can be shown to be satisfied in a wide number of cases which we make
explicit through this section. In particular we show that the mentioned Ext1-groups
vanishes if 3 ≤ c ≤ 4 (Corollary 5.3). Similarly, in Corollaries 5.7, 5.9 and 5.10 and as
a consequence of Theorem 5.1, we prove that under certain numerical assumptions the
closure of W (b; a) is indeed a generically smooth, irreducible component of Hilbp(Pn+c)
of the expected dimension. In Examples 5.6 and 5.8, we show that this is not always the
case, although the examples created are somewhat special because all the entries of the
associated matrix are linear entries and W (b; a) parameterizes curves.
We end the paper with a Conjecture raised by this paper and proved in many cases (cf.
Conjectures 6.1 and 6.2) and we correct an inaccuracy in [17].
The first author expresses his thanks to the University of Barcelona and the University
of Oslo. Part of this work was done while the second author was a guest of the University
of Oslo and she thanks the University of Oslo for its hospitality.
Notation: Throughout this paper PN will be the N -dimensional projective space over
an algebraically closed field k, R = k[x0, x1, . . . , xN ] and m = (x0, . . . , xN ). The sheafifi-
cation of a graded R-module M will be denoted by M˜ .
For any closed subscheme X of PN of codimension c, we denote by IX its ideal
sheaf, NX its normal sheaf, I(X) = H0∗ (IX) its saturated homogeneous ideal and ωX =
ExtcO
PN
(OX ,OPN )(−N − 1) its canonical sheaf. For any quotient A of R of codimen-
sion c, we let IA = ker(R ։ A), NA = HomR(IA, A) be the normal module and
KA = Ext
c
R(A,R)(−N − 1) be its canonical module. When we write X = Proj(A),
we let A = R/I(X) and KX = KA.
We denote the Hilbert scheme by Hilbp(PN). Thus, any X ∈ Hilbp(PN) is a closed
subscheme of PN with Hilbert polynomial p ∈ Q[s]. By definition X ∈ Hilbp(PN ) is
unobstructed if Hilbp(PN) is smooth at X .
2. Preliminaries
This section provides the background and basic results on standard (resp. good) deter-
minantal schemes needed in the sequel and we refer to [5] and [10] for more details.
Let A be a homogeneous matrix, i.e. a matrix representing a degree 0 morphism φ of
free graded R-modules. In this case, we denote by I(A) (or I(φ)) the ideal of R generated
by the maximal minors of A.
Definition 2.1. A codimension c subscheme X ⊂ Pn+c is called a standard determinantal
scheme if I(X) = I(A) for some t× (t+c−1) homogeneous matrix A. X ⊂ Pn+c is called
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a good determinantal scheme if additionally, A contains a (t− 1)× (t+ c− 1) submatrix
(allowing a change of basis if necessary) whose ideal of maximal minors define a scheme
of codimension c+ 1.
It is well known that a good determinantal scheme X ⊂ Pn+c is standard determinantal
and the converse is true provided X is a generic complete intersection, cf. [20].
Now we are going to describe the generalized Koszul complexes associated to a codi-
mension c standard determinantal scheme X . To this end, we denote by ϕ : F −→ G the
morphism of free graded R-modules of rank t and t+ c− 1, defined by the homogeneous
matrix A of X . We denote by Ci(ϕ
∗) the generalized Koszul complex:
Ci(ϕ
∗) : 0 −→ ∧iG∗ ⊗ S0(F
∗) −→ ∧i−1G∗ ⊗ S1(F
∗) −→ . . . −→ ∧0G∗ ⊗ Si(F
∗) −→ 0.
Let Ci(ϕ∗)∗ be the R-dual of Ci(ϕ∗). The map ϕ induces graded morphisms
µi : ∧
t+iG∗ ⊗ ∧tF −→ ∧iG∗.
They can be used to splice the complexes Cc−i−1(ϕ
∗)∗ ⊗ ∧t+c−1G∗ ⊗ ∧tF and Ci(ϕ
∗) to
a complex Di(ϕ∗) :
0 −→ ∧t+c−1G∗ ⊗ Sc−i−1(F )⊗ ∧
tF −→ ∧t+c−2G∗ ⊗ Sc−i−2(F )⊗ ∧
tF −→ . . . −→
∧t+iG∗⊗S0(F )⊗∧
tF −→ ∧iG∗⊗S0(F
∗) −→ ∧i−1G∗⊗S1(F
∗) −→ . . . −→ ∧0G∗⊗Si(F
∗) −→ 0.
The complex D0(ϕ∗) is called the Eagon-Northcott complex and the complex D1(ϕ∗) is
called the Buchsbaum-Rim complex. Let us rename the complex Cc(ϕ∗) as Dc(ϕ∗). Then
we have the following well known result:
Proposition 2.2. Let X ⊂ Pn+c be a standard determinantal subscheme of codimension
c associated to a graded minimal (i.e. im(ϕ) ⊂ mG) morphism ϕ : F −→ G of free
R-modules of rank t and t + c− 1, respectively. Set M = coker(ϕ∗). Then it holds:
(i) Di(ϕ∗) is acyclic for −1 ≤ i ≤ c.
(ii) D0(ϕ∗) is a minimal free graded R-resolution of R/I(X) and Di(ϕ∗) is a minimal
free graded R-resolution of length c of Si(M), 1 ≤ i ≤ c.
(iii) KX ∼= Sc−1(M) up to degree shift . So, up to degree shift, Dc−1(ϕ∗) is a minimal
free graded R-module resolution of KX .
Proof. See, for instance [5]; Theorem 2.20 and [10]; Corollary A2.12 and Corollary A2.13.

Remark 2.3. By Proposition 2.2(ii), any standard determinantal scheme X ⊂ Pn+c is
arithmetically Cohen-Macaulay (briefly, ACM). Moreover, in codimension 2, the converse
is true: If X ⊂ Pn+2 is an ACM, closed subscheme of codimension 2 then it is standard
determinantal (Hilbert-Burch Theorem).
The homogeneous matrix A associated to a standard determinantal scheme X ⊂ Pn+c
of codimension c also defines an injective morphism ϕ : F −→ G of locally free OPn+c-
modules of rank t and t+c−1. Since the construction of the generalized Koszul complexes
globalizes, we can also associated to ϕ∗ the Eagon-Northcott complex of OPn+c-modules
50 −→ ∧t+c−1G∗ ⊗ Sc−1(F)⊗ ∧
tF −→ ∧t+c−2G∗ ⊗ Sc−2(F)⊗ ∧
tF −→ . . . −→
∧tG∗ ⊗ S0(F)⊗ ∧
tF −→ OPn+c −→ OX −→ 0
and the Buchsbaum-Rim complex of locally free OPn+c-modules
0 −→ ∧t+c−1G∗ ⊗ Sc−2(F)⊗ ∧
tF −→ ∧t+c−2G∗ ⊗ Sc−3(F)⊗ ∧
tF −→ . . . −→
∧t+1G∗ ⊗ S0(F)⊗ ∧
tF −→ G∗
ϕ∗
−→ F∗ −→ M˜ −→ 0.
Since the degeneracy locus of ϕ∗ has codimension c, these two complexes are acyclic.
Moreover, the kernel of ϕ∗ is called the 1st Buchsbaum-Rim sheaf associated to ϕ∗.
Let X ⊂ Pn+c be a standard (resp. good) determinantal scheme of codimension c ≥ 2
defined by the vanishing of the maximal minors of a t×(t+c−1) matrixA = (fji)
j=0,...,t+c−2
i=1,...t
where fji ∈ k[x0, ..., xn+c] are homogeneous polynomials of degree aj−bi with b1 ≤ ... ≤ bt
and a0 ≤ a1 ≤ ... ≤ at+c−2. We assume without loss of generality that A is minimal; i.e.,
fji = 0 for all i, j with bi = aj . If we let uji = aj − bi for all j = 0, . . . , t + c − 1 and
i = 1, . . . .t, the matrix U = (uji)
j=0,...,t+c−2
i=1,...t is called the degree matrix associated to X .
We have:
Lemma 2.4. The matrix U has the following properties:
(i) For every j and i, uj,i ≤ uj+1,i and uj,i ≥ uj,i+1.
(ii) For every i = 1, . . . , t, ui−1,i = ai−1 − bi > 0.
And vice versa, given a degree matrix U of integers verifying (i) and (ii) there exists a
codimension c standard (resp. good) determinantal scheme X ⊂ Pn+c with associated
degree matrix U .
Proof. The first condition is obvious. For the second one we only need to observe that
if for some i = 1, . . . , t, we have ui−1,i ≤ 0 then in the matrix A we have fj,k = 0 for
j ≤ i− 1 and k ≥ i. But this would imply that the minor which is obtained by deleting
the last c− 1 columns has to be zero contradicting the minimality of A.
The converse is trivial. Indeed, given a matrix of integers, U , satisfying (i) and (ii), we
can consider the standard (resp. good) determinantal scheme X ⊂ Pn+c of codimension
c associated to the homogeneous matrix
A =


x
at+c−2−bt
0 x
at+c−3−bt
1 ... ... x
at−1−bt
c−1 0 0 ... ...
0 x
at+c−3−bt−1
0 x
at+c−4−bt−1
1 ... ... x
at−2−bt−1
c−1 0 0 ...
0 0 x
at+c−4−bt−2
0 x
at+c−5−bt−2
1 ... ... x
at−3−bt−2
c−1 0 ...
.... ... ... ... ... ... ... ... ...


(resp. A =

x
at+c−2−bt
0 x
at+c−3−bt
1 ... ... x
at−1−bt
c−1 0 0 ... ...
xat+c−2−bt−1c x
at+c−3−bt−1
0 x
at+c−4−bt−1
1 ... ... x
at−2−bt−1
c−1 0 0 ...
0 xat+c−3−bt−2c x
a2−bt−2
0 x
at+c−5−bt−2
1 ... ... x
at−3−bt−2
c−1 0 ...
.... ... ... ... ... ... ... ... ...

).
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Up to re-ordering, we easily check that the degree matrix associated to X is U . 
Given integers b1, ..., bt and a0, a1, ..., at+c−2, we denote by W (b; a) ⊂ Hilb
p(Pn+c) (resp.
Ws(b; a) ⊂ Hilb
p(Pn+c)) the locus of good (resp. standard) determinantal schemes X ⊂
Pn+c of codimension c ≥ 2 defined by the maximal minors of a homogeneous matrix
A = (fji)
i=1,...,t
j=0,...,t+c−2 where fji ∈ k[x0, ..., xn+c] is a homogeneous polynomial of degree
aj − bi. Clearly, W (b; a) ⊂Ws(b; a). Moreover, it holds:
Corollary 2.5. Assume b1 ≤ ... ≤ bt and a0 ≤ a1 ≤ ... ≤ at+c−2. We have that
W (b; a) 6= ∅ if and only if Ws(b; a) 6= ∅ if and only if ui−1,i = ai−1 − bi > 0 for i = 1, ..., t.
Proof. It easily follows from Lemma 2.4. 
Let X ⊂ Pn+c be a good scheme of codimension c ≥ 2 defined by the homogeneous
matrix A = (fji)
j=0,...,t+c−2
i=1,...t . It is well known that by successively deleting columns from
the right hand side, one gets a flag of determinantal subschemes
(2.1) (X.) : X = Xc ⊂ Xc−1 ⊂ ... ⊂ X2 ⊂ P
n+c
where each Xi+1 ⊂ Xi (with ideal sheaf IXi+1|Xi = Ii) is of codimension 1, Xi ⊂ P
n+c is
of codimension i (i = 2, . . . , c) and where there exist OXi-modules Mi fitting into short
exact sequences
(2.2) 0→ OXi(−at+i−1)→Mi →Mi+1 → 0 for 2 ≤ i ≤ c− 1,
such that Ii(at+i−1) is the OXi-dual of Mi, for 2 ≤ i ≤ c, and M2 is a twist of the
canonical module of X2, cf. (3.4)-(3.7) for details.
Remark 2.6. Assume b1 ≤ ... ≤ bt and a0 ≤ a1 ≤ ... ≤ at+c−2. Similar to Lemma 2.4, if
X is general in W (b; a) and ui−min(α,t),i = ai−min(α,t) − bi ≥ 0 for min(α, t) ≤ i ≤ t, then
Xj = Proj(Dj), for all j = 2, · · · , c, is non-singular except for a subset of codimension
≥ min{2α− 1, j + 2}, i.e.
(2.3) codimXj Sing(Xj) ≥ min{2α− 1, j + 2}.
This follows from [6]; Theorem arguing as in [6]; Example 2.1. In particular, if α ≥
3, we get that for each i > 0, the closed embeddings Xi ⊂ Pn+c and Xi+1 ⊂ Xi are
local complete intersections outside some set Zi of codimension ≥ min(4, i + 1) in Xi+1
(depthZi OXi+1 ≥ min(4, i+ 1)).
3. Upper bound for the dimension of the determinantal locus
The goal of this section is to write down an upper bound for the dimension of the locus
W (b; a) (resp. Ws(b; a)) of good (resp. standard) determinantal subschemes X ⊂ P
n+c of
codimension c inside the Hilbert scheme Hilbp(s)(Pn+c), where p(s) ∈ Q[s] is the Hilbert
polynomial of X . In section 4, we will analyze when the mentioned upper bound is sharp
and in section 5, we will discuss under which conditions the closure ofW in Hilbp(s)(Pn+c)
is a generically smooth, irreducible component of Hilbp(s)(Pn+c).
Let X ⊂ Pn+c be a good determinantal scheme of codimension c ≥ 2 defined by the
vanishing of the maximal minors of a t × (t + c − 1) matrix A = (fji)
j=0,...,t+c−2
i=1,...t where
fji ∈ k[x0, ..., xn+c] are homogeneous polynomials of degree aj − bi and let A = R/I(X)
7be the homogeneous coordinate ring of X . The matrix A defines a morphism of locally
free sheaves
ϕ : F :=
t⊕
i=1
OPn+c(bi) −→ G :=
t+c−2⊕
j=0
OPn+c(aj)
and we may assume without loss of generality that ϕ is minimal; i.e., fji = 0 for all i, j
with bi = aj .
Our aim is to upper bound dimW (b; a) in terms of b1, ..., bt and a0, a1, ..., at+c−2. To
this end, we consider the affine scheme V = HomO
Pn+c
(F ,G) whose rational points are the
morphisms from F to G. Let Y be the non-empty, open, irreducible subscheme of V whose
rational points are the morphisms ϕλ : F −→ G such that their associated homogeneous
matrix Aλ defines a good determinantal subscheme Xλ ⊂ Pn+c.
The Eagon-Northcott complex of the universal morphism
Ψ : pr∗2F −→ pr
∗
2G
on Y×Pn+c (where pr2 : Y×Pn+c −→ Pn+c is the natural projection) induces a morphism
f : Y −→W (b; a)
which is defined by f(ϕλ) := Xλ on closed points. The affine group scheme G := Aut(F)×
Aut(G) operates on Y:
σ : G× Y −→ Y; ((α, β), ϕλ) 7→ βϕλα
−1.
The action σ is compatible with the morphism f . Thus, at least set-theoretically
f : Y −→W (b; a) induces a surjective map from the orbit set Y//G toW (b; a). Moreover,
since the map from Y to the closure W (b; a) in Hilbp(s)(Pn+c) is dominant, we get that
W (b; a) is irreducible and we have (small letters denote dimension):
(3.1) dimW (b; a) ≤ homO
Pn+c
(F ,G)− aut(G)− aut(F) + dim(Gλ)
where
Gλ = {(δ, τ) ∈ Aut(F)× Aut(G) | τϕλδ
−1 = ϕλ}
is the isotropy group of a general closed point ϕλ ∈ Y. By [17]; Proposition 10.2, for all
ϕλ ∈ Y, we have (we let
(
n+a
a
)
= 0 for a < 0, as usual):
(3.2) dim(Gλ) = aut(Bλ) +
∑
j,i
(
bi − aj + n+ c
n+ c
)
.
Therefore, we have
(3.3) dimW (b; a) ≤
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n + c
)
−
∑
i,j
(
bi − bj + n+ c
n+ c
)
+
∑
j,i
(
bj − ai + n+ c
n+ c
)
+ aut(Bλ).
Our next goal is to bound aut(B) in terms of aj and bi, where B = coker(ϕ) and ϕ is a
closed point of Y. To this end we need to fix some more notation.
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Let Ai be the matrix obtained deleting the last c − i columns. The matrix Ai defines
a morphism
(3.4) ϕi : F =
t⊕
i=1
R(bi) −→ Gi :=
t+i−2⊕
j=0
R(aj)
of R-free modules and let Bi be the cokernel of ϕi. Put ϕ = ϕ0, G = Gc and B = Bc. Let
Mi be the cokernel of ϕ
∗
i = HomR(ϕi, R), i.e. let the sequence
(3.5) G∗i
ϕ∗i−→ F ∗ −→ Mi ∼= Ext
1
R(Bi, R) −→ 0
be exact. If Di ∼= R/IDi is the k-algebra given by the maximal minors of Ai and Xi =
Proj(Di) (i.e. R ։ D2 ։ D3 ։ ...։ Dc = A), then Mi is a Di-module and there is an
exact sequence
(3.6) 0 −→ Di −→Mi(at+i−1) −→Mi+1(at+i−1) −→ 0
in which Di −→Mi(at+i−1) is the regular section which defines Di+1 [20]. Indeed,
(3.7) 0 −→Mi(at+i−1)
∗ = HomDi(Mi(at+i−1), Di) −→ Di −→ Di+1 −→ 0
and we may put Ii := IDi+1/Di = Mi(at+i−1)
∗. An R-free resolution of Mi is given by
Proposition 2.2, and we get in particular that Mi is a maximal Cohen-Macaulay Di-
module. Using (3.7) we see that Ii is also a maximal Cohen-Macaulay Di-module. Propo-
sition 2.2 (iii) also gives us KDi(n+ c+ 1)
∼= Si−1Mi(ℓi) where ℓi :=
∑t+i−2
j=0 aj −
∑t
i=1 bi.
In what follows we always let Zi ⊂ Xi be some closed subset such that Ui = Xi−Zi →֒
Pn+c is a local complete intersection. By the well known fact that the 1. Fitting ideal of
Mi is equal to It−1(ϕi), we get that M˜i is locally free of rank 1 precisely onXi−V (It−1(ϕi))
[4], Lemma 1.4.8. Since the set of non locally complete intersection points of Xi →֒ Pn+c
is precisely V (It−1(ϕi)) by e.g. [22], Lemma 1.8, we get that Ui ⊂ Xi − V (It−1(ϕi)) and
that M˜i and IXi/I
2
Xi
are locally free on Ui.
Finally note that there is a close relation between Mi+1(at+i−1) and the normal module
NDi+1/Di := HomDi(Ii, Di+1) of the quotient Di → Di+1. If we suppose depthI(Zi)Di ≥ 2,
we get, by applying HomDi(Ii, .) to (3.7), that
(3.8) 0 −→ Di −→Mi(at+i−1) −→ NDi+1/Di
is exact. Hence we have an injection Mi+1(at+i−1) →֒ NDi+1/Di, which in the case
depthI(Zi)Di ≥ 3 leads to an isomorphism Mi+1(at+i−1)
∼= NDi+1/Di . Indeed, this fol-
lows from the more general fact (by letting M = N = Ii) that if M and N are finitely
generated D-modules such that depthI(Z)M ≥ r+1 and N˜ is locally free on U := X −Z
(X = Proj(D)), then the natural map
(3.9) ExtiD(N,M) −→ H
i
∗(U,HomOX (N˜, M˜)) ≃ H
i+1
I(Z)(HomD(N,M))
9is an isomorphism, (resp. an injection) for i < r (resp. i = r), Cf. [13], exp. VI.
Lemma 3.1. Let M be an R-module. With the above notation, the sequence
0→ HomR(Mi,M)→ F ⊗R M → Gi ⊗R M → Bi ⊗R M → 0
is exact and HomR(Mi,M) = Tor
R
1 (Bi,M).
Proof. We apply Hom(., R) to
(3.10) 0 −→ F −→ Gi −→ Bi −→ 0
and we get
0→ Hom(Bi, R)→ G
∗
i → F
∗ → Ext1R(Bi, R) = Mi → 0.
Hence
0→ Hom(Mi,M)→ Hom(F
∗,M) ∼= F ⊗M → Hom(G∗i ,M)
∼= Gi ⊗M
and we get the first exact sequence and Hom(Mi,M) = Tor
R
1 (Bi,M) by applying (.)⊗RM
to (3.10). 
Lemma 3.2. With the notations above, if C is good determinantal, then depthI(Zi)Di ≥ 1
for 2 ≤ i ≤ c and HomDi(Mi,Mi) = Di.
Proof. If X is a standard determinantal scheme, defined by some t×(t+i−1) matrix, and
if we delete a column and let Y be the corresponding determinantal scheme, then Y is also
standard determinantal [3]. Hence if X is good determinantal, it follows that Y is also
good determinantal by the definition of a good determinantal scheme. In particular all
Xi, 2 ≤ i ≤ c, are good determinantal schemes and hence generic complete intersections.
By the definition of Zi, we get depthI(Zi)Di ≥ 1.
Let Ui = Proj(Di)− Zi and note that M˜i|Ui is an invertible sheaf. Let Sr(Mi) be the
r-th symmetric power of the Di-module Mi. For 1 ≤ r ≤ i − 1, Sr(Mi) are maximal
Cohen-Macaulay modules and Si−1(Mi)(ℓi) ∼= KDi(n + c + 1) (cf. Proposition 2.2 (iii)).
By (3.9) we have injections
HomDi(SrMi, SrMi) →֒ H
0
∗ (Ui,Hom( ˜SrMi, ˜SrMi))
∼= H0∗ (Ui, D˜i).
Since Si−1(Mi) is a twist of the canonical module and since Hom(KDi, KDi)
∼= Di, we
get the lemma from the commutative diagram
HomDi(Mi,Mi) →֒ H
0
∗ (Ui, D˜i)
ψ ↓ ‖
HomDi(Si−1Mi, Si−1Mi) →֒ H
0
∗ (Ui, D˜i).
Indeed, ψ is injective and we conclude by
Di → HomDi(Mi,Mi) →֒ HomDi(Si−1Mi, Si−1Mi)
∼= Di.

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Proposition 3.3. Assume b1 ≤ ... ≤ bt, a0 ≤ a1 ≤ ... ≤ at+c−2 and c ≥ 2. Set
ℓ :=
∑t+c−2
j=0 aj −
∑t
i=1 bi. If (c− 1)at+c−2 < ℓ then, aut(B) = 1. Otherwise, it holds
aut(B) ≤
c−3∑
i=1

∑
r+s=i
∑
0≤ii<...<ir≤t+i
1≤j1≤...≤js≤t
(−1)i−r
(
hi + ai1 + · · ·+ air + bj1 · · ·+ bjs
n + c
)
+
(
h0
n+ c
)
+ 1
where we set hi := 2at+1+i+ at+2+i+ · · · ac+t−3+ ac+t−2− ℓ+n+ c, for i = 0, 1, · · · , c− 3.
Proof. If (c − 1)at+c−2 < ℓ then, by [17]; Lemma 10.1(ii), B is stable and aut(B) = 1
because stable reflexive sheaves are simple. So, from now on, we assume (c−1)at+c−2 ≥ ℓ
and we will proceed by induction on c by successively deleting columns from the right
side, i.e. of the largest degree. For c = 2 the result was proved in [12] if n ≥ 1 and in [17]
for any n ≥ 0. So, we will assume c ≥ 3.
Consider the commutative diagram
0 0
↓ ↓
OPn+c(at+c−2) = OPn+c(at+c−2)
↓ ↓
0 −→ ⊕ti=1OPn+c(bi)
ϕc
−→ ⊕t+c−2j=0 OPn+c(aj) −→ Bc −→ 0
‖ ↓ ↓
0 −→ ⊕ti=1OPn+c(bi)
ϕc−1
−→ ⊕t+c−3j=0 OPn+c(aj) −→ Bc−1 −→ 0
↓ ↓
0 0
and the exact sequence
0 −→ Hom(Bc−1,Bc) −→ Aut(Bc)
α
−→ Hom(OPn+c(at+c−2),Bc) = H
0(Bc(−at+c−2)) −→
Ext1O
Pn+c
(Bc−1,Bc) −→ Ext
1
O
Pn+c
(Bc,Bc) −→ 0.
Moreover, if we tensor with .⊗R Bc the exact sequence
0→ Dc−1(−at+c−2) −→Mc−1 −→Mc −→ 0
we get
TorR1 (Bc,Mc−1) −→ Tor
R
1 (Bc,Mc) −→ Dc−1(−at+c−2)⊗Bc −→
−→ Mc−1 ⊗ Bc ∼= Ext
1
R(Bc−1, Bc) −→Mc ⊗ Bc
∼= Ext1R(Bc, Bc) −→ 0.
Applying Lemmas 3.1 and 3.2 we get TorR1 (Bc,Mc−1) = Hom(Mc,Mc−1) = 0 (since Mc
is supported in Xc which has codimension 1 in Xc−1 = Supp(Mc−1) ) and Tor
R
1 (Bc,Mc) =
Hom(Mc,Mc) = Dc = A. Hence,
H0(Bc(−at+c−2))→ Ext
1
O
Pn+c
(Bc−1,Bc)
11
coincides with (Dc−1(−at+c−2) ⊗ Bc)0 → (Mc−1 ⊗ Bc)0 whose kernel is A0 ∼= k, i.e. 1-
dimensional. Therefore, dim(im(α)) = 1 which gives us
(3.11) aut(Bc) ≤ hom(Bc−1,Bc) + 1.
We call 0 6= e ∈ Ext1(Bc−1,OPn+c(at+c−2)) the non-trivial extension
e : 0 −→ OPn+c(at+c−2) −→ Bc −→ Bc−1 −→ 0,
we have
0 −→ Hom(Bc−1,O(at+c−2)) −→ Hom(Bc−1,Bc)
η
−→ Hom(Bc−1,Bc−1)
δ
−→ Ext1(Bc−1,O(at+c−2)).
Since δ(1) = e 6= 0, we have dim(ker(δ)) ≤ aut(Bc−1)− 1. On the other hand, using the
hypothesis of induction to bound aut(Bc−1), we obtain
(3.12) hom(Bc−1,Bc) = hom(Bc−1,O(at+c−2)) + dim(im(η)) =
hom(Bc−1,O(at+c−2)) + dim(ker(δ)) ≤
hom(Bc−1,O(at+c−2)) + aut(Bc−1)− 1 ≤
hom(Bc−1,O(at+c−2)) + 1− 1 +
(
h0
n+ c
)
+
c−4∑
i=1

∑
r+s=i
∑
0≤i1<...<ir≤t+i
1≤j1≤...≤js≤t
(−1)i−r
(
hi + ai1 + · · ·+ air + bj1 · · ·+ bjs
n + c
)
where we set hi := 2at+1+i+at+2+i+ · · ·+at+c−2− ℓ+n+ c, for all i = 1, · · · , c−3. Now,
we will compute hom(Bc−1,O(at+c−2)). To this end, we first observe that Hom(Bc−1,O)
is the first Buchsbaum-Rim module associated to
ϕ∗c−1 : G
∗
c−1 =
t+c−3⊕
j=0
R(−aj) −→ F
∗ :=
t⊕
i=1
R(−bi).
Therefore, we have the following free graded R-resolution
0 −→ ∧t+c−2G∗c−1 ⊗ Sc−3(F )⊗ ∧
tF −→ · · · −→ ∧t+i+1G∗c−1 ⊗ Si(F )⊗ ∧
tF
−→ . . . −→ ∧t+1G∗c−1 ⊗ S0(F )⊗ ∧
tF −→ Hom(Bc−1,O) −→ 0.
Since,
∧tF = R(
t∑
i=1
bi),
Sm(F ) =
⊕
1≤j1≤...≤jm≤t
R(bj1 + ... + bjm), and
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∧r(G∗c−1) =
⊕
0≤i1<...<ir≤t+c−3
R(−ai1 − ...− air)
=
⊕
0≤i1<...<it+c−2−r≤t+c−3
R(−
t+c−3∑
j=0
aj + ai1 + ...+ ait+c−2−r)
=
⊕
0≤i1<...<it+c−2−r≤t+c−3
R(−
t+c−2∑
j=0
aj + at+c+2 + ai1 + ...+ ait+c−2−r)
we have
∧t+i+1(G∗c−1)⊗Si(F )⊗∧
tF =⊕
0≤i1<...<ic−3−i≤t+c−3
1≤j1≤...≤ji≤t
R(−ℓ + at+c−2 + ai1 + ... + aic−3−i + bj1 + ...+ bji).
So, dimk(∧t+i+1(G∗c−1)⊗ Si(F )⊗ ∧
tF ) =
∑
0≤i1<...<ic−3−i≤t+c−3
1≤j1≤...≤ji≤t
(
−ℓ+ at+c−2 + ai1 + ...+ aic−3−i + bj1 + ...+ bji + n+ c
n+ c
)
and, we conclude that
(3.13) hom(Bc−1,O(at+c−2)) =
∑
r+s=c−3

 ∑
0≤i1<...<ir≤t+c−3
1≤j1≤...≤js≤t
(−1)c−3−r
(
hc−3 + ai1 + ...+ air + bj1 + ... + bjs
n+ c
)
being hc−3 = 2at+c−2 − ℓ+ n + c. Putting altogether (3.11), (3.12) and (3.13), we obtain
aut(Bc) ≤
(
h0
n+ c
)
+ 1+
c−3∑
i=1

∑
r+s=i
∑
0≤i1<...<ir≤t+i
1≤j1≤...≤js≤t
(−1)i−r
(
hi + ai1 + · · ·+ air + bj1 · · ·+ bjs
n + c
)
where we set hi := 2at+1+i + at+2+i + · · ·+ at+c−2 − ℓ+ n+ c, for i = 0, 1, ..., c− 3, which
proves what we want. 
Remark 3.4. Note that aut(B) = 1 provided ℓ > 2at+c−2+at+c−3+ ...+at+1+at. (Indeed
all binomials in the expression in Proposition 3.3 vanish.)
We are now ready to state the main result of this section.
13
Theorem 3.5. Assume a0 ≤ a1 ≤ ... ≤ at+c−2, b1 ≤ ... ≤ bt and c ≥ 2. Set ℓ :=∑t+c−2
j=0 aj−
∑t
i=1 bi and hi := 2at+1+i+at+2+i+· · ·+at+c−2−ℓ+n+c, for i = 0, 1, ..., c−3.
It holds
(i) If (c− 1)at+c−2 < ℓ, then
dimW (b; a) ≤
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n + c
)
−
∑
i,j
(
bi − bj + n+ c
n + c
)
+
∑
j,i
(
bj − ai + n+ c
n + c
)
+ 1.
(ii) If (c− 1)at+c−2 ≥ ℓ, then
dimW (b; a) ≤
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n + c
)
−
∑
i,j
(
bi − bj + n + c
n + c
)
+
∑
j,i
(
bj − ai + n+ c
n + c
)
+
(
h0
n + c
)
+ 1+
c−3∑
i=1

∑
r+s=i
∑
0≤i1<...<ir≤t+i
1≤j1≤...≤js≤t
(−1)i−r
(
hi + ai1 + · · ·+ air + bj1 · · ·+ bjs
n + c
) .
Proof. It follows from the inequality (3.3) and Proposition 3.3. 
Remark 3.6. Note that if ℓ > 2at+c−2 + at+c−3 + ... + at+1 + at then
dimW (b; a) ≤
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n + c
)
−
∑
i,j
(
bi − bj + n+ c
n + c
)
+
∑
j,i
(
bj − ai + n+ c
n + c
)
+ 1.
Indeed it follows form Theorem 3.5 and Remark 3.4.
Remark 3.7. Given integers a0, a1, · · · , at+c−2 and b1, · · · , bt, we always have dimWs(b; a) =
dimW (b; a). In fact, it is an easy consequence of Corollary 2.5 and the fact that an stan-
dard determinantal scheme is good determinantal if it is generic a complete intersection
and being a generic complete intersection is an open condition.
Example 3.8. (i) According to Ellingsrud Theorem ([12]; Theoreme 2), in codimension
2 case, the bound given in Theorem 3.5 is sharp provided n ≥ 1.
(ii) According to [17]; Proposition 1.12, in codimension 3 case, the bound given in
Theorem 3.5 is sharp, provided n ≥ 1 and depthI(Z2)D2 ≥ 4.
(iii) A Rational normal Scroll X ⊂ PN is a non-degenerate variety of minimal degree
(i.e. deg(X) = codim(X)+1) defined by the maximal minors of a 2× (c+1) matrix with
linear entries (c = codim(X)). As example of rational normal scrolls we have the smooth,
rational normal curves of degree d in Pd. It is well known that the family of rational normal
scrolls of degree d and codimension d−1 in PN is irreducible of dimension d(2n+2−d)−3.
So, again in this case the bound given in Theorem 3.5 is sharp.
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We are led to pose the following questions.
Question 3.9. (i) When is the closure ofW (b; a) an irreducible component of Hilbp(s)(Pn+c)?
(ii) Is W (b; a) smooth or, at least, generically smooth?
(iii) Under which extra assumptions are the bounds given in Theorem 3.5 sharp?
We will address questions (i) and (ii) in next section 5 and question (iii) in section 4.
Finally we want to point out that the inequality for aut(B) in Proposition 3.3 is indeed
an equality. One may see it by chasing the proof of Proposition 3.3 more carefully.
We will, however, take the opportunity to compute dimAut(B) by a different method,
leading to an apparently new formula, and then prove that they coincide provided we
assume a0 ≤ a1 ≤ ... ≤ at+c−2 and b1 ≤ ... ≤ bt. This new formula will be used in next
section.
Lemma 3.10. With the previous notation, there is an exact sequence
0→ HomR(Bc, F )→ HomR(Bc, Gc)→ HomR(Bc, Bc)→ HomR(Mc,Mc)→ 0.
Proof. We apply HomR(Bc, .) to
0 −→ F −→ Gc −→ Bc −→ 0
and we get
0→ Hom(Bc, F )→ HomR(Bc, Gc)→ HomR(Bc, Bc)→
→ Ext1R(Bc, F ) =Mc ⊗R F → Ext
1(Bc, Gc) = Mc ⊗R Gc.
By Lemma 3.1, we have the exact sequence
0→ HomR(Mc,Mc)→Mc ⊗R F →Mc ⊗R Gc
and we are done. 
Using the Buchsbaum-Rim resolution
0 −→ ∧t+c−1G∗c ⊗ Sc−2(F )⊗ ∧
tF −→ · · · −→ ∧t+i+1G∗c ⊗ Si(F )⊗ ∧
tF
−→ . . . −→ ∧t+1G∗c ⊗ S0(F )⊗ ∧
tF −→ Hom(Bc, R) −→ 0,
we immediately get the following Corollary:
Corollary 3.11. Set τν := homR(Bc, R)ν. Then,
aut(Bc) = 1 +
t+c−2∑
j=0
τaj −
t∑
i=1
τbi .
Proof. It follows from Lemmas 3.2 and 3.10 and the isomorphisms
HomR(Bc, F ) ∼= Hom(Bc, R)⊗ F ∼= ⊕
t
i=1 Hom(Bc, R(bi)).

Proposition 3.12. Set Ki := hom(Bi−1, R(at+i−2))0, for 3 ≤ i ≤ c. Suppose b1 ≤ ... ≤ bt
and a0 ≤ a1 ≤ ... ≤ at+c−2. Then we have
aut(B) = 1 +K3 +K4 + · · ·+Kc,
and the inequality of dimAut(B) in Proposition 3.3 is an equality.
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Proof. Dualizing the exact sequence 0→ R(at+c−2)→ Bc → Bc−1 → 0, we get
0→ Hom(Bc−1, R)→ HomR(Bc, R)→ R(−at+c−2)→ Mc−1 →Mc → 0
which together with (3.6) gives us the exact sequence
(3.14) 0→ Hom(Bc−1, R)→ HomR(Bc, R)→ IDc−1(−at+c−2)→ 0.
Look at the commutative diagram
0 0
↓ ↓
Hom(Bc−1, F )0 −→ Hom(Bc−1, Gc)0
↓ ↓
Hom(Bc, F )0 −→ Hom(Bc, Gc)0
↓ ↓
0 = Hom(R(at+c−2), F )0 −→ Hom(R(at+c−2), Gc)0.
By (3.14), Hom(Bc, Gc)0 → Hom(R(at+c−2), Gc)0 is zero because its image is (IDc−1 ⊗
Gc(−at+c−2))0. Hence, we get
hom(Bc, Gc)0 − hom(Bc, F )0 =
hom(Bc−1, Gc−1)0 + hom(Bc−1, R(at+c−2))0 − hom(Bc−1, F )0.
Since, we have
aut(Bc) = 1 + hom(Bc, Gc)0 − hom(Bc, F )0
by Lemma 3.10 and we may suppose
aut(Bc−1) = 1 + hom(Bc−1, Gc−1)0 − hom(Bc−1, F )0
we have proved
(3.15) aut(Bc) = Kc + aut(Bc−1).
Now, we conclude by induction taking into account that aut(B2) = hom(ID2 , ID2)0 = 1.
Moreover combining (3.15) and the definition of Kc with (3.13) we see that the expression
we have got for aut(Bc) coincides with the corresponding binomials in the expression of
aut(Bc) in Proposition 3.3, and it follows that the inequality must be an equality. 
So, we can rewrite Theorem 3.5 and we have
Proposition 3.13. With the above notation
dimW (b; a) ≤
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n + c
)
−
∑
i,j
(
bi − bj + n+ c
n+ c
)
+
∑
j,i
(
bj − ai + n+ c
n+ c
)
+ 1 +K3 + · · ·+Kc.
Proof. It follows from the inequality (3.3) and Proposition 3.12. 
Remark 3.14. One may show that the right hand side of the inequality for dimW (b; a) in
Proposition 3.13 is equal to dim Ext1R(Bc, Bc)0. This indicates an interesting connection
to the deformations of the R-module Bc.
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4. The dimension of the determinantal locus
The purpose of this section is to analyze when the bound given in Theorem 3.5 is
sharp. We will see that under mild conditions the upper bound of dimW (b; a) given in
the preceding section is indeed the dimension of the determinantal locusW (b; a) provided
the codimension c is small. Indeed, if 2 ≤ c ≤ 3 and n ≥ 1, this is known ([17], [12])
while for 4 ≤ c ≤ 5 is a consequence of the main theorem of this section. If c ≥ 6 we also
get the expected dimension formula for W (b; a) under more restrictive assumptions. As
in the preceding section the proofs use induction on c by successively deleting columns of
the largest possible degree.
We keep the notation introduced in §2 and §3: see in particular (3.4)-(3.8). If we
denote by W (F,G) := W (b; a) and by V(F,Gi) := HomO
Pn+c
(F˜ , G˜i) the affine scheme
whose rational points are the morphisms from F˜ to G˜i, we have by the definition of
W (F,Gc) and W (F,Gc−1) a diagram of rational maps
V(F,Gc) //


V(F,Gc−1)


W (F,Gc) W (F,Gc−1)
where the down arrows are dominating and rational and V(F,Gc) −→ V(F,Gc−1) is
defined by deleting the last column.
To prove that the upper bound of dimW (F,Gc) of Proposition 3.13 is also a lower
bound, we need a deformation-theoretic technical result which computes the dimension of
W (F,Gc) in terms of the dimension of W (F,Gc−1). To do so, we consider the Hilbert flag
scheme D(p, q) parameterizing ”pairs” X ⊂ Y of closed subschemes of Pn+c with Hilbert
polynomial p and q respectively and the subset D(F,Gi, Gi−1) of ”pairs” X ⊂ Y where
X ∈ W (F,Gi) is a good determinantal scheme defined by a matrix Ai ∈ V(F,Gi) and
Y is a good determinantal scheme defined by the matrix Ai−1 ∈ V(F,Gi−1) obtained by
deleting the last column of Ai. Then the diagram above fits into
V(F,Gc) //
)) ))TT
TT
TT
TT
TT
TT
TT
T


V(F,Gc−1)


D(F,Gc, Gc−1)
p1
uujjj
jj
jj
jj
jj
jj
jj
p2
// W (F,Gc−1)
W (b; a) =W (F,Gc)
where p1 and p2 are the restriction of the natural projections pr1 : D(p, q) −→ Hilb
p(Pn+c)
and pr2 : D(p, q) −→ Hilb
q(Pn+c) respectively, and where V(F,Gc) ։ D(F,Gc, Gc−1) is
dominating and rational by definition. Denoting
mi(ν) = dimkMi(at+i−2)ν
we have
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Proposition 4.1. Let c ≥ 3. Suppose that W (b; a) 6= ∅ and that depthI(Zc−1)Dc−1 ≥ 2
for a general enough Dc−1 ∈ W (F ;Gc−1). Then
(1) p2 is dominating and
dimD(F,Gc, Gc−1) ≥ dimW (F,Gc−1) +mc(0);
(2) dimW (b; a) ≥ dimW (F,Gc−1) +mc(0)− homO
Pn+c
(IXc−1 , Ic−1).
Proof. Due to [20], Proposition 3.2, we see that for any Y ∈ W (F,Gc−1) there exists a
regular section R/I(Y ) →֒ Mc−1(at+c−2) whose cokernel is supported at some X with
dimX < dimY , and such that Mc−1 is the cokernel of the morphism ϕ
∗
c−1 : G
∗
c−1 → F
∗ as
in §3. Moreover, for a given Y , the mapping cone construction shows that for any regular
section R/I(Y ) →֒ Mc−1(at+c−2) there is a morphism ϕ∗c : G
∗
c → F
∗ which reduces to the
given ϕ∗c−1 by deleting the extra (say the last) column of the corresponding matrix. This
shows that p2 is dominating and that the fibers p
−1
2 (Y ) ”contains” the space of regular
sections of Mc−1(at+c−2) in a natural way.
More precisely note that any Y ∈ W (F,Gc−1) has the same Betti numbers of a
Buchsbaum-Rim resolution (cf. Proposition 2.2) and so the same dimension ofMc(at+c−2)0 =
Mc−1(at+c−2)0/k. If Y is general enough, we have
dimD(F,Gc, Gc−1) = dimW (F ;Gc−1) + dim p
−1
2 (Y )
by generic flatness. Hence it suffices to see that dim p−12 (Y ) ≥ mc(0). Pick (X ⊂ Y ) ∈
p−12 (Y ), look at (3.8) and consider the injection Mc(at+c−2)0 →֒ (NX/Y )0. In the tangent
space (NX/Y )0 of pr
−1
2 (Y ) ⊇ p
−1
2 (Y ) at (X ⊂ Y ) we therefore have a mc(0)-dimensional
family arising from deforming the matrix A = [Ac−1, L] of ϕ∗c leaving ϕ
∗
c−1 (i.e. Ac−1)
fixed (L is the last column of A). We may think of the last column of such a deformation
of ϕ∗c as L +
∑mc(0)
i=1 tiL
(i) mod. (t1, t2, ..., tmc(0))
2 where the t′is are indeterminates and
where the degree matrix of the columns L(i) are exactly the same as that of L. Since the
degeneracy locus of the t× (t+ c− 1) matrix [Ac−1, L+
∑mc(0)
i=1 tiL
(i)] defines a flat family
over some open subset T of Spec(k[t1, ..., tmc(0)]) containing the origin (because the Eagon-
Northcott complex over Spec(k[t]) must be acyclic over some T provided the pullback to
(0) ∈ Spec(k[t]) is acyclic), we see that the fiber p−12 (Y ) contains a mc(0)-dimensional
(linear) family, as required. This proves (1).
(2) It is straightforward to get (2) from (1). Indeed,
dimD(F,Gc, Gc−1)− dimW (b; a) ≤ dim p
−1
1 (Dc)
and since p−11 (Dc) is contained in the full fiber of the first projection pr1 : D(p, q) →
Hilbp(Pn+c) whose fiber dimension is known to have hom(IXc−1 , Ic−1) as an upper bound
(e.g. [17], Chapter 9), we easily conclude. 
Proposition 4.1 allows us, under some assumptions, to find a lower bound for dimW (b; a)
provided we have a lower bound of dimW (F,Gc−1). Indeed, since it is easy to find mi(0)
using the Buchsbaum-Rim resolution of Mi or by using (3.6) recursively, it remains to
find hom(IXi , Ii) in terms of hom(IXi−1 , Ii−1).
Lemma 4.2. Set a = at+i−2 − at+i−1.
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(a) If Ext1Di−1(IDi−1 ⊗ I
∗
i−1, Ii−1)ν+a = 0 and depthI(Zi−1)Di−1 ≥ 3, then
hom(IDi , Ii)ν ≤ dim(Di)ν+a + hom(IDi−1 , Ii−1)ν+a.
(b) If Ext2Di−1(IDi−1 ⊗ I
∗
i−1, Ii−1)ν+a = 0 and depthI(Zi−1)Di−1 ≥ 4, then
Ext1Di−1(IDi−1/I
2
Di−1
, Ii−1)ν+a = 0⇒ Ext
1
Di
(IDi/I
2
Di
, Ii)ν = 0.
Remark 4.3. Since Ii−1 =Mi−1(at+i−2)
∗, we have
Ext1Di−1(IDi−1 ⊗ I
∗
i−1, Ii−1(a))
∼= Ext1Di−1(IDi−1 ⊗Mi−1,M
∗
i−1(−at+i−2 − at+i−1)).
Proof. (a) We consider the two exact sequences
(4.1) 0→ HomR(Ii−1, Ii)→ HomR(IDi, Ii)→ HomR(IDi−1 , Ii)
(4.2)
0→ HomDi−1(IDi−1⊗I
∗
i−1, Ii−1)→ HomDi−1(IDi−1⊗I
∗
i−1, Di−1)→ HomDi−1(IDi−1⊗I
∗
i−1, Di).
We have depthI(Zi−1)Di−1 ≥ 3 and hence depthI(Zi−1)Di ≥ 2 and depthI(Zi−1) Ii ≥ 2 and
we get by (3.9)
(4.3) Hom(Ii−1, Ii) ∼= H
0
∗ (Ui−1,Hom(Ii−1, Ii))
∼=
H0∗ (Ui−1,HomOXi (Ii−1 ⊗OXi−1 OXi ⊗ I
∗
i ,OXi))
∼= Di(a)
because, by (3.6), M˜i−1(at+i−2)⊗OXi−1 OXi |Ui−1
∼= M˜i(at+i−1)(a)|Ui−1 and hence
Ii−1 ⊗OXi−1 OXi |Ui−1
∼= Ii(−a)|Ui−1 .
For similar reasons;
HomDi−1(IDi−1 ⊗ I
∗
i−1, Di−1)
∼= H0∗ (Ui−1,Hom(IXi−1/I
2
Xi−1
⊗ I∗i−1,OXi−1))
∼=
H0∗ (Ui−1,Hom(IXi−1/I
2
Xi−1
, Ii−1)) ∼= HomR(IDi−1, Ii−1)
and
HomR(IDi−1 , Ii)
∼= H0∗ (Ui−1,HomOXi (IXi−1/I
2
Xi−1
⊗ I∗i ,OXi))
is further isomorphic to
HomDi−1(IDi−1⊗I
∗
i−1, Di(a))
∼= H0∗ (Ui−1,HomOXi (IXi−1/I
2
Xi−1
⊗I∗i−1⊗OXi−1OXi ,OXi(a))).
Putting all this together, we get that the exact sequences (4.1) and (4.2) reduce, in
degree ν and ν + a resp., to
(4.4)
0→ (Di)ν+a → HomR(IDi, Ii)ν → HomR(IDi−1 , Ii)ν
∼= HomDi−1(IDi−1 ⊗ I
∗
i−1, Di)ν+a →
(4.5)
0→ Hom(IDi−1⊗I
∗
i−1, Ii−1)ν+a → HomR(IDi−1 , Ii−1)ν+a → HomDi−1(IDi−1⊗I
∗
i−1, Di)ν+a → 0
where (4.5) is short-exact by assumption. Taking dimensions, we immediately get (a).
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(b) As in (4.3) we see that
(4.6) Ext1Di−1(Ii−1, Ii)
∼= H1∗ (Ui−1,OXi(a)) = 0.
Sheafifying (4.4) and (4.5) and taking global sections, we get
(4.7) 0→ H1∗(Ui−1,Hom(IXi/I
2
Xi
, Ii(−a)))→ H
1
∗(Ui−1,Hom(IXi−1/I
2
Xi−1
, Ii(−a)))→
‖
→ H1∗(Ui−1,Hom(IXi−1⊗I
∗
i−1,OXi−1))→ H
1
∗(Ui−1,Hom(IXi−1⊗I
∗
i−1,OXi))→ H
2
∗(Ui−1,Hom(IXi−1⊗I
∗
i−1, Ii−1)).
SinceHom(IXi−1⊗I
∗
i−1,OXi−1)
∼= Hom(IXi−1/I
2
Xi−1
, Ii−1), then depthI(Zi−1)Di−1 ≥ 4 and
(3.9) show that the H i∗-groups of (4.7) are isomorphic to the Ext
i-groups in the following
diagram
(4.8) 0→ Ext1Di(IDi/I
2
Di
, Ii)→ Ext
1
Di−1
(IDi−1/I
2
Di−1
, Ii)→
‖
→ Ext1Di−1(IDi−1/I
2
Di−1
, Ii−1(a))→ Ext
1
Di−1
(IDi−1⊗I
∗
i−1, Di(a))→ Ext
2
Di−1
(IDi−1⊗I
∗
i−1, Ii−1(a))
of exact horizontal sequences. Using (4.8) we easily get (b). 
Remark 4.4. By (4.4) the conclusion of Lemma 4.2 obviously holds provided we have
HomR(IDi−1 , Ii)ν = 0. Using the Eagon-Northcott resolution of IDi−1 (i.e. of Di−1), one
may see that this Homν-group vanishes if at+i−2 is large enough.
Put
λc :=
∑
i,j
(
ai − bj + n + c
n+ c
)
+
∑
i,j
(
bj − ai + n + c
n+ c
)
−
∑
i,j
(
ai − aj + n + c
n+ c
)
−
∑
i,j
(
bi − bj + n + c
n+ c
)
+ 1
where the indices belonging to aj (resp. bi) ranges over 0 ≤ j ≤ t + c − 2 (resp. 1 ≤
i ≤ t). We define λc−1 by the analogous expression where now aj (resp bi) ranges over
0 ≤ j ≤ t + c− 3 (resp. 1 ≤ i ≤ t). It follows after a straightforward computation that
(4.9) λc =
λc−1+
t∑
i=1
(
at+c−2 − bi + n+ c
n+ c
)
−
t+c−3∑
j=0
(
at+c−2 − aj + n+ c
n+ c
)
−
t+c−2∑
j=0
(
aj − at+c−2 + n + c
n + c
)
.
We now come to the main theorem of this section which shows that the inequalities in
Theorem 3.5 are equalities under certain assumptions. Recalling the equivalent expression
of the upper bound of dimW (b; a) given in Proposition 3.13, we have
Theorem 4.5. Let a0 ≤ a1 ≤ ... ≤ at+c−2 and b1 ≤ ... ≤ bt and assume ai−min(2,t) ≥ bi for
min(2, t) ≤ i ≤ t. Let c ≥ 3 and let W (b; a) be the locus of good determinantal schemes
in Pn+c where n ≥ 0 if c ≥ 4 and n ≥ 1 if c = 3. For a general Proj(A) ∈ W (b; a), let
R։ D2 ։ D3 ։ ...։ Dc = A be the flag obtained by successively deleting columns from
the right hand side. If
Ext1Di−1(IDi−1 ⊗ I
∗
i−1, Ii−1)ν = 0 for ν ≤ 0 and 3 ≤ i ≤ c− 1
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then
dimW (b; a) = λc +K3 +K4 + ...+Kc
where Ki = hom(Bi−1, R(at+i−2))0 for 3 ≤ i ≤ c.
Remark 4.6. If c = 2 and n ≥ 1 one knows by [12] that
dimW (b; a) = λ2.
The same formula holds if c = 2 and n = 0 as well. In this case one may get the formula
by taking a general Proj(A) ∈ W (b; a) and show that
homR(IA, A)0 = ext
1
R(IA, IA)0 = λ2
by e.g. using [18], (26). We leave the details to the reader.
Proof. Due to Remark 2.6 and the assumption ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t, the
set Zi = Sing(Xi) satisfies depthI(Zi)Di ≥ 3 for 2 ≤ i ≤ c − 2, depthI(Zc−1)Dc−1 ≥ 2
(and also depthI(Z2)D2 ≥ 3 in case c = 3 since n ≥ 1) by choosing C = Proj(A) general
enough in W (b; a).
To use Proposition 4.1, we only need to compute mc(0) and hom(IDc−1, Ic−1)0 because
we may by induction suppose that dimW (F,Gc−1) = λc−1 + K3 + ... + Kc−1 for c ≥ 3
(interpreting the case c− 1 = 2 as λ2). By (3.6) and (3.5) we get
(4.10) m0(c) = dimMc−1(at+c−2)0 − 1 =
dimF ∗(at+c−2)0 − dimG
∗
c−1(at+c−2)0 + hom(Bc−1, R(at+c−2))0 − 1 =
=
t∑
i=1
(
at+c−2 − bi + n+ c
n+ c
)
−
t+c−3∑
j=0
(
at+c−2 − aj + n + c
n + c
)
+Kc − 1.
Thanks to Lemma 4.2, we can find an upper bound of hom(IDc−1, Ic−1)0. We have
hom(IDc−1, Ic−1)0 ≤
(
a+ n+ c
n+ c
)
+ hom(IDc−2, Ic−2)a
because a = at+c−3 − at+c−2 ≤ 0 and dim(Di)a, which is either 0 or 1, must be equal to
the binomial coefficient above. Repeatedly use of Lemma 4.2 implies
(4.11) hom(IDc−1 , Ic−1)0 ≤
t+c−3∑
j=t+1
(
aj − at+c−2 + n + c
n + c
)
+ hom(ID2 , I2)at+1−at+c−2.
It remains to compute hom(ID2 , I2)α with α = at+1− at+c−2. Using (3.9) (cf. the proof
of Lemma 4.2), we get
Hom(ID2 , I2)
∼= HomD2(ID2 ⊗ I
∗
2 , D2)
∼= HomD2(ID2 ⊗M2(at+1), D2).
Moreover, if ℓ2 =
∑t
j=0 aj −
∑t
i=1 bi, then M2
∼= KD2(−ℓ2+n+ c+1) by Proposition 2.2.
In codimension c = 2, one knows
(ID2/I
2
D2
)∗ ∼= Ext1R(ID2 , ID2)
∼= Ext1R(ID2 , D2)⊗ ID2
∼= KD2(n+ c+ 1)⊗ ID2
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and since depthI(Z2)D2 ≥ 3 and hence depthI(Z2) ID2/I
2
D2
≥ 2 (because the codepth of
ID2/I
2
D2
is ≤ 1 by [1]), we get
(4.12) Hom(ID2, I2)α
∼= Hom(ID2 ⊗KD2(n+ c+ 1), D2)(ℓ2 − at+1)α
∼=
∼= (ID2/I
2
D2)
∗∗(ℓ2 − at+1)α ∼= (ID2/I
2
D2)ℓ2−at+c−2.
Thus the inequality aj ≤ at+c−2 and the exact sequences
0→ F → G2 = ⊕
t
j=0R(aj)→ ID2(ℓ2)→ 0
(4.13) 0→ ∧2F → F ⊗G2 → S2G2 → I
2
D2
(2ℓ2)→ 0
show
hom(ID2, I2)α = dim(G2)−at+c−2 =
t∑
j=0
(
aj − at+c−2 + n + c
n + c
)
.
Using this last inequality together with (4.10), (4.11) and Proposition 4.1, we get by
induction
dimW (b; a) ≥ λc−1 +K3 + ... +Kc−1 +
t∑
i=1
(
at+c−2 − bi + n+ c
n+ c
)
−
t+c−3∑
j=0
(
at+c−2 − aj + n+ c
n+ c
)
+Kc − 1−
t+c−3∑
j=0
(
aj − at+c−2 + n+ c
n+ c
)
= λc +K3 +K4 + ... +Kc
where the last equality is due to (4.9). Combining with Proposition 3.13, we get the
Theorem. 
Note that the vanishing assumption of Theorem 4.5 is empty if c = 3. Hence, we have
Corollary 4.7. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 1 and c = 3. If ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t, then
dimW (b; a) = λ3 +K3.

Remark 4.8. The above Corollary essentially generalizes [17], Corollary 10.15(i) where
the depth condition is slightly stronger than the one we use in the proof of Theorem
4.5. The only missing part is that the assumption n ≥ 1 excludes the interesting case
of 0-dimensional good determinantal schemes. See Corollary 4.18 for the 0-dimensional
case.
To apply Theorem 4.5 in the codimension c = 4 case, it suffices to prove that
Ext1D2(ID2 ⊗ I
∗
2 , I2) = 0.
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Due to Remark 4.3 and Proposition 2.2, the Ext1-group above is isomorphic to a twist of
(4.14) Ext1D2(ID2 ⊗M2,M
∗
2 )
∼= Ext1D2(ID2 ⊗KD2 , K
∗
D2
)(2ℓ2 − 2n− 2c− 2).
Hence, all we need follows from
Lemma 4.9. Let R ։ D = R/ID be a Cohen-Macaulay codimension 2 quotient and
suppose Proj(D) →֒ Pn+c is a local complete intersection outside a closed subset Z ⊂
Proj(D) which satisfies depthI(Z)D ≥ 4. Then
depth
m
HomD(ID ⊗KD, K
∗
D) ≥ depthmD − 1.
In particular, depthI(Z)HomD(ID ⊗KD, K
∗
D) ≥ 3 and hence
Ext1D(ID ⊗KD, K
∗
D) = 0.
Proof. D is determinantal, say D = D2 and we have a minimal free R-resolution
(4.15) 0→ F → G2 → ID(ℓ2)→ 0
as previously. If Hi is the i-th Koszul homology built on some set of minimal generators
of ID, it suffices to show that there are two exact sequences
(4.16) 0→ HomD(KD(n + c+ 1), H1)→ ∧
2(F (−ℓ2))⊗D → H2 → 0
(4.17) 0→ HomD(KD, H1)→ K
∗
D ⊗G2(−ℓ2)→ Hom(ID ⊗KD(n+ c+ 1), K
∗
D)→ 0.
Indeed, Hi are maximal Cohen-Macaulay modules by [16]. Hence, the first sequence shows
that HomD(KD(n+ c+ 1), H1) is maximal Cohen-Macaulay while the second shows that
the codepth of Hom(ID⊗KD(n+c+1), K∗D) is at most 1 and all conclusions of the lemma
follow easily (cf. (3.9) for the last conclusion).
To see that (4.16) is exact we deduce, from (4.15), the exact sequence
0→ KD(n+ c + 1)
∗ → F (−ℓ2)⊗R D → G2(−ℓ2)⊗R D → ID/I
2
D → 0.
Indeed, we only need to prove that KD(n+ c+1)
∗ = ker[F (−ℓ2)⊗RD → G2(−ℓ2)⊗RD]
which follows by applying HomR(., D) to
..→ G2(−ℓ2)
∗ → F (−ℓ2)
∗ → Ext1R(ID, R)
∼= KD(n+ c+ 1)→ 0.
Since one moreover knows
(4.18) 0→ H1 → G2(−ℓ2)⊗R D → ID/I
2
D → 0
we get the exact sequence
(4.19) 0→ KD(n+ c+ 1)
∗ → F (−ℓ2)⊗R D → H1 → 0,
from which we see that the Cohen-Macaulayness of KD(n + c + 1)
∗ follows from that of
H1. Sheafifying (4.19) and using [14], Ch II, exec. 5.16, we get an exact sequence
0→ K˜D(n+ c+ 1)
∗
⊗ H˜1|U → ∧
2(F˜ (−ℓ2))⊗ D˜|U → ∧
2H˜1|U
where U = Proj(D) − Z. Applying H0∗ (U, .) and recalling that H
0
∗ (U,∧
2H˜1) ∼= H2
[18], Proposition 18, we get the exact sequence (4.16) because depthI(Z)H1 ≥ 2 implies
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Hom(KD(n + c + 1), H1) ∼= H0∗ (U, K˜D(n+ c + 1)
∗
⊗ H˜1) and the right most map in the
exact sequence
0→ ∧3(F (−ℓ2))→ ∧
3(G2(−ℓ2))→ ∧
2(F (−ℓ2))→ H2 → 0
(see [1]) must correspond to the map ∧2(F (−ℓ2)) ⊗ D → H2 in (4.16) and the later is
surjective (which one may prove directly as well, by applying H0∗ (U, K˜
∗
D ⊗ (.)) to (4.19),
to see H0∗ (U, K˜
∗
D ⊗ H˜1) = 0).
To see that (4.17) is exact we dualize (4.18) and we get
0→ (ID/I
2
D)
∗ → G2(−ℓ2)
∗ ⊗D → H∗1 → 0
because Ext1D(ID/I
2
D, D)
∼= Ext1D((ID/I
2
D)⊗KD, KD) = 0 by the Cohen-Macaulayness of
(ID/I
2
D)⊗KD(n+c+1)
∼= (ID/I2D)
∗, cf. the proof of Theorem 4.5 for the last isomorphims
and [17], Ch. 6, for the Cohen-Macaulayness. Applying HomD(., K
∗
D) to the last exact
sequence we get (4.17) because depthI(Z)D ≥ 3 implies HomD(H
∗
1 , K
∗
D)
∼= HomD(KD, H1)
and Ext1D(H
∗
1 , K
∗
D)
∼= H1∗ (U,Hom(K˜D, H˜1)) = 0 where the vanishing is due to the Cohen-
Macaulayness of Hom(KD, H1), which holds because we already have proved the exactness
of (4.16). This concludes the proof. 
Corollary 4.10. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 1 and c = 4. If ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t, then
dimW (b; a) = λ4 +K3 +K4.
Proof. Due to Remark 2.6 and the assumption ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t, the
set Z2 = Sing(X2) satisfies depthI(Z2)D2 ≥ 4 by choosing C = Proj(A) general enough
in W (b; a). Hence combining (4.14), Lemma 4.9 and Theorem 4.5, we are done. 
To apply Theorem 4.5 in the codimension c = 5 case, it suffices to prove that
Ext1D3(ID3 ⊗ I
∗
3 , I3)ν = Ext
1
D3
(ID3 ⊗M3,M
∗
3 (−at+2 − at+3))ν = 0
for ν ≤ 0. Since depthI(Z3)D3 ≥ 3 and I3 is a maximal Cohen-Macaulay D3-module, we
have by (3.9)
Ext1D3(ID3 ⊗M3,M
∗
3 )
∼= H1∗ (U3,Hom(IX3 ⊗ M˜3, M˜
∗
3 ))
∼=
H1∗ (U3,Hom(IX3 ⊗ S2(M˜3),OX3))
∼= Ext1D3(ID3 ⊗ S2(M3), D3)
where U3 = X3 − Z3. Since by Proposition 2.2(iii) KD3(n + c + 1 − ℓ3)
∼= S2(M3) with
ℓ3 =
∑t+1
j=0 aj −
∑t
i=1 bi, we get (letting B := D3)
(4.20) Ext1D3(ID3 ⊗ I
∗
3 , I3) = Ext
1
B(IB ⊗KB(n + 1 + c− ℓ3), B(−at+2 − at+3))
∼= Ext1B(IB ⊗KB(n+ 1 + c), B)(ℓ3 − at+2 − at+3).
Lemma 4.11. Let R → B = R/IB be a codimension 3 good determinantal quotient, let
X →֒ Pn+c be the corresponding embedding, and let Z = Sing(X).
(a) If depthI(Z)B ≥ 4 then there is an exact sequence
0→ Ext1B(IB ⊗KB(n+ c+ 1), B)→ IB/I
2
B → (IB/I
2
B)
∗∗
which preserves the grading. In particular,
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(a1) Ext1B(IB⊗KB(n+c+1), B)(ℓ3−at+2−at+3)ν = 0 for ν < at+3+at+2−at+1−at.
(a2) If Char(k) = 0, then Ext1B(IB ⊗KB(n+ c+ 1), B)(ℓ3 − at+2 − at+3)ν = 0 for
ν ≤ at+3 + at+2 − at+1 − at.
(b) If depthI(Z)B ≥ 5 then there is an exact sequence
IB/I
2
B → (IB/I
2
B)
∗∗ → Ext2B(IB ⊗KB(n+ c+ 1), B)
∼= H1I(Z)(IB/I
2
B)→ 0
which preserves the grading.
Remark 4.12. Note that (a2) shows the desired vanishing because we in Theorem 4.5
have assumed a0 ≤ a1 ≤ · · · ≤ at+3.
Proof. (a) The Eagon-Northcott resolution associated to ϕ3 : F → G3 = ⊕
t+1
j=0R(aj) leads
to
(4.21) 0→ F3 := ∧
t+2G∗3 ⊗ S2F ⊗ ∧
tF → F2 := ∧
t+1G∗3 ⊗ S1F ⊗ ∧
tF →
→ F1 := ∧
tG∗3 ⊗ ∧
tF → IB → 0.
Applying HomR(., R) we get the exact sequence
0→ R→ F ∗1 → F
∗
2 → F
∗
3 → Ext
2
R(IB, R)
∼= KB(n + 1 + c)→ 0.
The tensorialization with .⊗R B leads to a complex
(4.22) 0→ (IB/I
2
B)
∗ → F ∗1 ⊗ B → F
∗
2 ⊗ B
ψ
−→ F ∗3 ⊗ B → KB(n + c+ 1)→ 0
which is exact except in the middle where we have the homology IB ⊗KB(n + c + 1) ∼=
TorR1 (KB(n+ c+1), B). Indeed this easily follows from the right exactness of .⊗B B and
the left exactness of HomR(., B) (applied to (4.21)). Since (4.21) also implies
(4.23) 0→ H ′1 := ker(ρ)→ F1 ⊗R B
ρ
−→ IB/I
2
B → 0
(observe that H ′1 is quite close to the 1. Koszul homology H1). By [19], Lemma 35, we
have depth
m
(IB/I
2
B)
∗ ≥ depth
m
B − 1 and hence by (3.9),
Ext1B(IB/I
2
B, B) = 0.
Dualizing (4.23), it follows that
(4.24) 0→ (IB/I
2
B)
∗ → F ∗1 ⊗B → H
′∗
1 → 0
(and, if desirable, one may see H∗1
∼= H ′∗1). Since we know the homology ”in the middle”
of (4.22), we get the exact sequences
(4.25) 0→ H ′
∗
1 → ker(ψ)→ IB ⊗KB(n + c+ 1)→ 0,
(4.26) 0→ ker(ψ)→ F ∗2 ⊗B
ψ
−→ F ∗3 ⊗ B → KB(n+ c+ 1)→ 0.
Now we have the set-up to prove that Ext1B(IB⊗KB(n+c+1), B)
∼= K := ker(IB/I2B →
(IB/I
2
B)
∗∗). Firstly note that dualizing (4.24) once more and comparing with (4.23) in
obvious way, we see that
0→ H ′1 → H
′∗∗
1 → K → 0
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by the snake-lemma. Now we apply Hom(., B) to (4.25) and the left part of (4.26). We
get a commutative diagram
F2 ⊗ B → H ′1 → 0
↓ ↓
Hom(ker(ψ), B) → Hom(H ′∗1, B) → Ext
1
B(IB ⊗KB(n + c+ 1), B) → Ext
1
B(ker(ψ), B)
↓
Ext1B(im(ψ), B)
from which we deduce the exact sequence
(4.27) Ext1B(im(ψ), B)→ K → Ext
1
B(IB ⊗KB(n+ c+ 1), B)→ Ext
1
B(ker(ψ), B).
Hence it suffices to show
Ext1B(im(ψ), B) = 0 = Ext
1
B(ker(ψ), B).
By (4.26) we have
Ext1B(im(ψ), B)(n+ c+ 1)
∼= Ext2B(KB, B)
∼= Ext2B(KB ⊗KB, KB)
Ext1B(ker(ψ), B)(n+ c+ 1)
∼= Ext3B(KB, B)
∼= Ext3B(KB ⊗KB, KB)
where the rightmost isomorphism is a consequences of the spectral sequence used in
[15], Satz 1.2 because we have depthI(Z)B ≥ 3. By [7]; Corollary 3.4, we know that
depth
m
S2(KB) ≥ depthmB − 1. Hence by Gorenstein duality Ext
i
B(S2(KB), KB) = 0 for
i ≥ 2. Defining ∧ by
0→ ∧ → KB ⊗KB → S2(KB)→ 0
and noting that ∧˜|Proj(B)−Z = 0, we get Ext
i
B(∧, KB) = 0 for i ≤ 3 by (3.9) and the as-
sumption depthI(Z)B ≥ 4. Combining we get Ext
i
B(KB⊗KB, KB)
∼= ExtiB(S2(KB), KB) =
0 for i = 2 and 3 as required, i.e. K ∼= Ext1B(IB ⊗KB(n+ c+ 1), B) by (4.27).
Now it is a triviality to see (a1) because the smallest degree of a minimal generator of
IB is ℓ3 − at − at+1.
(a2) Since depthI(Z)B ≥ 2, we get (IB/I
2
B)
∗∗ ∼= H0(X−Z, IX/I2X) and hence that K is
isomorphic to H0I(Z)(B). Similarly we prove that the kernel of the ”universal” derivation
d : IB/I
2
B → ΩR/k ⊗R B is H
0
I(Z)(B) which by [11], Theorem 3, is isomorphic to I
(2)
B /I
2
B
where I
(2)
B is the second symbolic power of IB. Hence we have a grading-preserving
isomorphism
(4.28) Ext1B(IB ⊗KB(n+ c+ 1), B)
∼= I
(2)
B /I
2
B.
Now, in characteristic zero, I
(2)
B ⊂ mIB by [11]; Proposition 13, which shows that the
smallest degree of the minimal generators of I
(2)
B is at least one less than the smallest
degree of the generators of IB, i.e. we have
(I
(2)
B )ℓ3−at+2−at+3+ν = 0 for ν ≤ 0
and we conclude by (4.28).
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(b) Again since depthI(Z)B ≥ 2, we have (IB/I
2
B)
∗∗ ∼= H0∗ (X − Z, IX/I
2
X) and hence
coker[IB/I
2
B → (IB/I
2
B)
∗∗] ∼= H1I(Z)(IB/I
2
B)
∼= H2I(Z)(H
′
1), cf. (4.23) for the last isomor-
phism. Using (4.25), we get the exact sequence
Ext1B(ker(ψ), B)→ Ext
1
B(H
′∗
1 , B)→ Ext
2
B(IB ⊗KB(n + c+ 1), B)→ Ext
2
B(ker(ψ), B).
As argued in (4.27) and after (4.27), we see that Ext1B(ker(ψ), B) = 0 and
Ext2B(ker(ψ), B)(n+ c+ 1)
∼= Ext4B(KB ⊗KB, KB)
∼= Ext4B(S2(KB), KB) = 0
where the last isomorphism to the second symmetric power follows from the fact that
depthI(Z)B ≥ 5 implies Ext
i
B(∧, KB) = 0 for i ≤ 4, and the vanishing to the right follows
from depth
m
S2(KB) ≥ depthmB − 1. Since by (3.9),
Ext1B(H
′∗
1 , B)
∼= H1∗ (U,Hom(H˜
′∗
1 , B˜))
∼= H1∗ (U, H˜
′
1)
∼= H2I(Z)(H
′
1)
we are done. 
Remark 4.13. For generic determinantal schemes one knows that depthI(Z)(IB/I
2
B) ≥ 2
by [5]. So the vanishing of Ext1B(IB ⊗ KB(n + c + 1), B)ν under reasonable genericity
assumptions is expected (for any ν).
Corollary 4.14. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 1 and c = 5. If ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t and Char(k) = 0, then
dimW (b; a) = λ5 +K3 +K4 +K5.
Proof. It follows from Remark 2.6 and the assumption ai−min(3,t) ≥ bi formin(3, t) ≤ i ≤ t
that the set Zj = Sing(Xj) has depthI(Zj)Dj ≥ 4 for j = 2 and 3 provided C = Proj(A)
is chosen general enough in W (b; a). By (4.14), Lemma 4.9, (4.20), Lemma 4.11(a2) and
Remark 4.12 the assumptions of Theorem 4.5 are fulfilled and we conclude by applying
it. 
Now we state the last Corollaries of this section which shows that the upper bound of
dimW (b; a) given in Theorem 3.5 is indeed equal to dimW (b; a) for all c ≥ 3 and most
values of a0, a1, · · · , at+c−2; b1, · · · , bt. Our result is based upon Remark 4.4 and the proof
of Theorem 4.5. Indeed, we have seen that
dimW (b; a) = λc +K3 +K4 + · · ·+Kc
provided
dimW (F,Gc−1) = λc−1 +K3 +K4 + · · ·+Kc−1
and
(4.29) HomR(IDc−2 , Ic−1)0 = 0.
Corollary 4.15. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 0 and c ≥ 6. Assume ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t, Char(k) = 0 and
(i6) : at+4 > at−1 + at + at+1 + at+2 − a0 − a1 − a2,
(i7) : at+5 > at−1 + at + at+1 + at+2 + at+3 − a0 − a1 − a2 − a3,
....
(ic) : at+c−2 >
∑t+c−4
j=t−1 aj −
∑c−4
j=0 aj.
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Then,
dimW (b; a) = λc +K3 + · · ·+Kc.
Proof. By the Eagon-Northcott resolution the largest possible degree of a generator of
IDc−2 is ℓc −
∑c−4
j=0 aj − at+c−3 − at+c−2 where ℓc =
∑t+c−2
j=0 aj −
∑t
i=0 bi and the smallest
possible degree of a generator of Ic−1 ∼= IDc/IDc−1 is ℓc −
∑t+c−3
j=t−1 aj because a0 ≤ a1 ≤
· · · ≤ at+c−2. Hence if the latter is strictly larger than the former, i.e. if
at+c−2 >
t+c−4∑
j=t−1
aj −
c−4∑
j=0
aj
then Hom(IDc−2 , Ic−1)0 = 0 and we conclude using the argument of (4.29) and Corollaries
4.7, 4.10 and 4.14. 
Remark 4.16. (1) If we want to skip the characteristic zero assumption, we can avoid
the use of Corollary 4.14 by introducing the assumption
(i5) : at+3 > at−1 + at + at+1 − a0 − a1.
We still get dimW (b; a) = λc+K3+· · ·+Kc, supposing ai−min(3,t) ≥ bi formin(3, t) ≤ i ≤ t
and (i5), (i6),...,(ic).
(2) We can further weaken ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t to ai−min(2,t) ≥ bi for
min(2, t) ≤ i ≤ t by avoiding Corollary 4.10 and assuming in addition (i4) : at+2 >
at−1 + at − a0.
Remark 4.17. While Corollaries 4.7, 4.10 and 4.14 do not apply to the case whenW (b; a)
is the locus of zero-dimensional determinantal schemes, Corollary 4.15 and Remark 4.16
do apply to the zero-dimensional case. In particular, using Remark 4.16 (1) (resp. (2))
for c = 5 (resp. c = 4), we get a single assumption, namely (i5) (resp. (i4)) in addition
to ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t (resp. ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t) which
suffices for having dimW (b; a) equal to the upper bound given in Theorem 3.5 for the
zero schemes as well.
It is worthwhile to point out that this last remark on zero-schemes works also in the
codimension c = 3 case, and here the (i3) assumption is very weak. We have
Corollary 4.18. Let W (b; a) be the locus of good determinantal schemes in Pn+3 of codi-
mension 3. If ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t and if in addition
(i3) : at+1 > at−1
then dimW (b; a) = λ3 +K3.
Proof. Slightly extending Remark 2.6 by introducing the determinantal hypersurface X1 =
Proj(D1) we have depthI(Z1)D1 ≥ 3 and depthI(Z2)D2 ≥ 2 by choosing C = Proj(A) ∈
W (b; a) general enough. It follows that (4.4) is exact also for i = 1, and since ai−min(2,t) ≥
bi for min(2, t) ≤ i ≤ t implies HomR(ID1 , I2)0 = 0 we get
hom(ID2, I2)0
∼= dim(D2)at−at+1.
Hence Proposition 4.1 (ii) for c = 3 applies to explicitly get a lower bound of dimW (b; a),
which combining (4.10) and (4.9) turns out to be λ3 +K3. Hence, dimW (b; a) = λ3 +K3
by Theorem 3.5. 
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5. Unobstructedness of determinantal schemes
In this section we keep the notation introduced in sections 3 and 4 and we consider the
problem of when the closure of W (b; a) is an irreducible component of Hilbp(Pn+c) and
when Hilbp(Pn+c) is smooth or, at least, generically smooth along W (b; a).
Through this section we always assume n ≥ 1 and c ≥ 2, The following result is crucial
to our work in this section:
Theorem 5.1. Let C ⊂ Pn+c be a good determinantal scheme of dimension n ≥ 1, let
C = Xc ⊂ Xc−1 ⊂ ... ⊂ X2 ⊂ P
n+c be the flag obtained by successively deleting columns
from the right hand side and let Zi ⊂ Xi be some closed subset such that Xi − Zi ⊂ Pn+c
is a local complete intersection.
(i) If depthI(Zi)Di ≥ 3 for 2 ≤ i ≤ c−1, and if Ext
1
Di
(IDi/I
2
Di
, Ii)0 →֒ Ext
1
Di
(IDi/I
2
Di
, Di)0
for i = 2, ..., c− 1, then C (and each Xi) is unobstructed, and
dimXi+1 Hilb
pi+1(Pn+c) = dimXi Hilb
pi(Pn+c) + dim(NDi+1/Di)0 − hom(IDi, Ii)0
for i = 2, 3, ..., c− 1.
(ii) If a0 ≤ a1 ≤ ... ≤ at+c−2, b1 ≤ ... ≤ bt and ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t,
and if a sufficiently general C ∈ W (b; a) satisfies
Ext1Di(IDi/I
2
Di
, Ii)0 = 0 for i = 2, ..., c− 1
then W (b; a) is a generically smooth irreducible component of Hilbp(Pn+c).
Proof. (i) First of all we claim that there are 2 short exact sequences, the vertical and the
horizontal one, fitting into a commutative diagram (whose square is cartesian)
(5.1)
0
↓
HomR(IDi , Ii)0
↓
A1
Tpr2−→ HomR(IDi , Di)0
Tpr1 ↓  ↓
0→ Hom(Ii, Di+1)0 → Hom(IDi+1 , Di+1)0 → HomR(IDi , Di+1)0 → 0
↓
0
where A1 is the tangent space of the Hilbert flag scheme D(pi+1, pi) at (Xi+1 ⊂ Xi) and
Tpri the tangent maps of the projections pri (see Proposition 4.1 for details). Since the
vertical sequence is exact by assumption and the tangent space description of the Hilbert
flag scheme and its projections are well known ([17], Chapter 6, and note that the zero
piece of the graded Hom’s above and the corresponding global sections of their sheaves
of [17] coincide by (3.9)), we only have to prove the short-exactness of the horizontal
sequence. Hence it suffices to prove that Tpr2 is surjective. To see it, it suffices to slightly
generalize the argument in the proof of Proposition 4.1 where we showed that the dimen-
sion of the fiber is ≥ mc(0). We skip the details since [17], Theorem 10.13 shows more.
Indeed, it contains a deformation theoretic argument which shows that pr2 is not only
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dominating but also ”infinitesimal dominating or surjective” (i.e. smooth at (Xi+1 ⊂ Xi)).
In particular, we have that the tangent map Tpr2 is surjective, cf. Remark 5.2 for another
argument.
By the proof of Theorem 10.13 of [17] (see Remark 5.2 for an easy argument), D(pi+1, pi)
is smooth at (Xi+1 ⊂ Xi) provide Hilb
pi(Pn+c) is smooth at Xi. Since the tangent
map of the first projection pr1 : D(pi+1, pi) → Hilb
pi+1(Pn+c) is surjective, we get that
Hilbpi+1(Pn+c) is smooth at Xi+1. By induction C (and each Xi) is unobstructed since X2
is unobstructed [12], and the two exact sequences of (5.1) easily lead to the dimension of
dimXi+1 Hilb
pi+1(Pn+c) because NDi+1/Di = Hom(Ii, Di+1).
(ii) To prove that W (b; a) is an irreducible component, we use the notation of Proposi-
tion 4.1 and we may by induction suppose that W (F,Gc−1) is an irreducible component
of Hilbpc−1(Pn+c) since W (F,G2) is an irreducible component by [12]. We have
(5.2) dimD(F,Gc, Gc−1) ≥ dimW (F,Gc−1) +mc(0)
by Proposition 4.1 (ii) while for an irreducible component V of D(pc, pc−1) containing
D(F,Gc, Gc−1) we must have
(5.3) dimV ≤ dimW (F,Gc−1) + dim(NDc/Dc−1)0
because dim(NDc/Dc−1)0 is the fiber dimension of pr2 at (Xc ⊂ Xc−1). Since depthI(Zc−1)Dc−1 ≥
3, we have by (3.8)
dim(NDc/Dc−1)0 = mc(0).
Combining (5.2) and (5.3) we get dimD(F,Gc, Gc−1) ≥ dim V and henceD(F,Gc, Gc−1)
is an irreducible component of D(pc, pc−1). Since the first projection pr1 : D(pc, pc−1) →
Hilbpc(Pn+c) is smooth at (Xi+1 ⊂ Xi) by the surjectivity of Tpr1 and the smoothness
of D(pi+1, pi) at (Xi+1 ⊂ Xi), we get that W (b; a) is an irreducible component, which
necessarily is generically smooth because Hilbpc(Pn+c) is smooth at a general point C by
the first part of the proof and by Remark 2.6. 
Remark 5.2. If, in Theorem 5.1, we suppose depthI(Zi)Di ≥ 4 we may easily see the
surjectivity of Tpr2 in the following way. Using (3.9), we get Ext
1
Di
(Ii, Ri) = Ext
2
Di
(Ii, Ii) =
0 by the depth condition above. Applying HomDi(Ii, .) to the exact sequence 0 → Ii →
Di → Di+1 → 0, we get Ext
1
Di
(Ii, Di+1) = 0 and the lower horizontal sequence of (5.1)
is short exact and we easily conclude. Finally using the vanishing of Ext1Di(Ii, Di+1)0,
it follows from (3.9) that H1(Ui, N˜Di+1/Di)
∼= Ext1Di+1(Ii/I
2
i , Di+1)0 = 0. Then it is not
difficult to see that D(pi+1, pi) is smooth at (Xi+1 ⊂ Xi) provided Hilb
pi(Pn+c) is smooth
at Xi.
To apply Theorem 5.1(ii) in the codimension c = 3 case, it suffices to prove that
Ext1D2(ID2/I
2
D2
, I2)0 = 0.
By (3.9) and (4.12) we see that (U2 = X2 − Z2)
(5.4) Ext1D2(ID2/I
2
D2, I2)
∼= H1∗ (U2,Hom(IX2 , K˜D2(n+ 4),OX2)(ℓ2 − at+1))
∼= H1∗ (U2, IX2/I
2
X2
(ℓ2 − at+1))
and we consider two cases:
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If depthI(Z2)D2 ≥ 4, we get depthI(Z2) ID2/I
2
D2
≥ 3 [1] and the group in (5.4) vanishes.
If depthI(Z2)D2 = 3 (e.g. X2 is smooth and 2 dimensional), the group, in degree zero, is
clearly H1(U2, IX2/I
2
X2
(ℓ2−at+1)), and we have to suppose it vanishes in order to conclude
that W (b; a) is a generically smooth component of Hilbp(Pn+3) of dimension λ3+K3. All
this is essentially [17], Corollary 10.15 (ii).
The case c = 4 is also straightforward. In this case it suffices to see that (5.4) vanishes
and that
(5.5) Ext1D3(ID3/I
2
D3
, I3) = 0.
If we suppose
(5.6) depthI(Z2)D2 ≥ 4 and depthI(Z3)D3 ≥ 4
we claim that both group vanish. We only need to prove (5.5). Since depthI(Z2)D2 ≥ 4
it follows from (3.9) that (4.4) is short-exact for i = 3. Using Lemma 4.9 and (4.14), we
see that (4.5) is short-exact for i = 3 as well, i.e. we have exact sequences
(5.7) 0→ D3(a)→ HomR(ID3 , I3)→ HomR(ID2, I3)→ 0
‖
0→ Hom(ID2 ⊗ I
∗
2 , I2(a))→ HomR(ID2, I2(a))→ HomD2(ID2 ⊗ I
∗
2 , D3(a))→ 0
where a = at+1 − at+2. By Lemma 4.9, the codepth of Hom(ID2 ⊗ I
∗
2 , I2(a)) is at most
1 while (4.12) shows the same conclusion for Hom(ID2, I2(a)). The lower exact sequence
of (5.7) therefore shows that the codepth of HomD2(ID2 ⊗ I
∗
2 , D3(a)) is at most 1 as a
D3-module. The upper sequence shows that
(5.8) depth
m
HomR(ID3 , I3) ≥ depthmD3 − 1.
Now since depthI(Z3)D3 ≥ 4, we get depthI(Z3)HomD3(ID3/I
2
D3
, I3) ≥ 3 and hence by
(3.9) that (5.5) holds. By Remark 2.6, we see that (5.6) holds for a general C ∈ W (b; a)
provided ai−min(3,t) ≥ bi formin(3, t) ≤ i ≤ t. Combining with Corollary 4.7 and Corollary
4.10 we get
Corollary 5.3. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 2 and c = 3 or c = 4. If ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t, then W (b; a) is a
generically smooth, irreducible component of Hilbp(Pn+c) of dimension λc+K3+ ...+Kc.
Remark 5.4. If c = 4, then the assumption (5.6) excludes the interesting case when
W (b; a) parameterizes good determinantal curves in P5. To consider this case we will
weaken (5.6) and only suppose depthI(Z2)D2 ≥ 4. Recalling that (4.12) leads to
H1∗ (U2,Hom(IX2 ⊗ I
∗
2 ,OX2))
∼= H1∗ (U2, IX2/I
2
X2(ℓ2 − at+1)) = 0,
we have by (4.7) injections
(5.9)
Ext1D3(ID3/I
2
D3
, I3)0 →֒ H
1(U2,Hom(IX2 ⊗I
∗
2 ,OX3(a))) →֒ H
2(U2,Hom(IX2 ⊗I
∗
2 , I2(a)))
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‖ ‖
H1(U2, IX2/I
2
X2
⊗OX3(ℓ2 − at+2)) →֒ H
2(U2, IX2/I
2
X2
⊗ K˜∗D2(a
′))
where a = at+1−at+2 and a′ = 2ℓ2−6−at+1−at+2. In the interesting case C = X4 ⊂ X3 ⊂
X2 ⊂ P5 where X2 is smooth, then U2 = X2. In particular if one of the groups of (5.9)
vanishes, then W (b; a) is still a generically smooth, irreducible component of Hilbp(P5) of
dimension λ4 +K3 +K4.
As a Corollary of the first part of Theorem 5.1 we also get the unobstructedness and
the vanishing of H i∗(C,NC) for good determinantal schemes C ∈ P
n+c of codimension
3 ≤ c ≤ 4. For c = 3, the unobstructedness is essentially proved in [17], Corollary 10.15
and the vanishing of H i∗(C,NC) is shown in [19], Lemma 35.
Corollary 5.5. Let C = Proj(A) ⊂ Pn+c be a good determinantal scheme of dimension
n ≥ 2 for which there is a flag satisfying depthI(Zi)(Di) ≥ 4 for 2 ≤ i ≤ c − 1. If
3 ≤ c ≤ 4, then C is unobstructed and the normal module NA := HomR(IA, A) satisfies
depth
m
(NA) ≥ n− 1. In particular
H i∗(C,NC) = 0 for 1 ≤ i ≤ n− 2.
Proof. Due to the vanishing of (5.4) and (5.5), the unobstructedness of C follows at once
from Theorem 5.1(i). Moreover exactly as we managed to show that the exact sequences
of (5.7) implied (5.8), we may see that the graded exact horizontal and vertical sequences
of (5.1) for i = 2 (and not only the degree zero piece of these sequences) imply
(5.10) depth
m
Hom(ID3, D3) ≥ dimD3 − 1
because we have depthI(Z2)(D2) ≥ 4 and hence Ext
1
D2
(ID2/I
2
D2
, I2) = 0 by (5.4). This
shows what we want for c = 3. Finally the same argument for i = 3, assuming (5.6) and
using (5.8) and (5.10), leads to depth
m
HomR(ID4, D4) ≥ dimD4−1 and we are done. 
In the following example we will see that Corollary 5.3 does not always work for de-
terminantal curves C ⊂ P5, i.e. the closure of W (b; a) is not necessarily an irreducible
component of Hilbp(P5) although by Corollary 4.10 we know that dimW (b; a) is indeed
λ4 +K3 +K4.
Example 5.6. Let C ⊂ P5 be a smooth good determinantal curve of degree 15 and
arithmetic genus 10 defined by the maximal minors of a 3× 6 matrix with linear entries.
The closure of W (b; a) inside Hilb15t−9(P5) is not an irreducible component. In fact,
let H15,10 ⊂ Hilb
15t−9(P5) be the open subset parameterizing smooth connected curves
of degree d = 15 and arithmetic genus g = 10. It is well known that any irreducible
component of H15,10 has dimension ≥ 6d + 2(1 − g) = 72; while by Corollary 4.10,
dimW (b; a) = 64.
For the codimension c = 5 case we have
Corollary 5.7. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 1 and c = 5. If ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t and ifW (b; a) contains a determi-
nantal scheme C = Proj(D5) whose flag R→ D2 → D3 → D4 → D5 obtained by deleting
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columns of ”largest possible degree” satisfies (with Zi = Sing(Xi)), depthI(Z2)D2 ≥ 4,
depthI(Z3)D3 ≥ 5 and H
1(X3 − Z3, I2X3(ℓ3 − 2at+3)) = 0, then W (b; a) is a generically
smooth, irreducible component of Hilbp(Pn+5) (of dimension λ5 +K3 +K4 +K5 provided
Char(k) = 0).
Proof. First of all note that by Remark 2.6, if we choose C ∈ W (b; a) general enough,
we have depthI(Z2)D2 ≥ 4 and depthI(Z3)D3 ≥ 5. By Theorem 5.1 and the conclusion of
(5.6), it suffices to show
(5.11) Ext1D4(ID4/I
2
D4
, I4)0 = 0.
By Lemma 4.2(b) and (5.5) we must show that Ext2D3(ID3 ⊗ I
∗
3 , I3)at+2−at+3 = 0.
Looking to (4.20), this group is isomorphic to
Ext2D3(ID3 ⊗KD3(n+ c+ 1), D3)ℓ3−2at+3
which by Lemma 4.11 (b) is further isomorphic to H1I(Z3)(ID3/I
2
D3
)ℓ3−2at+3. Since X3 =
Proj(D3) is Cohen-Macaulay, the cohomology sequence associated to
0→ I2D3 → ID3 → ID3/I
2
D3 → 0
gives us
H1I(Z3)(ID3/I
2
D3
)ℓ3−2at+3
∼= H2I(Z3)(I
2
D3
)ℓ3−2at+3
∼= H1(X3 − Z3, I
2
X3
(ℓ3 − 2at+3))
and we get (5.11). 
We will now give two examples. The first one will be a smooth determinantal surface
S ⊂ P7 whose flag R → D2 → D3 → D4 → D5 obtained by deleting columns of ”largest
possible degree” satisfies all hypothesis required in Corollary 5.7 and hence W (b; a) is a
generically smooth, irreducible component of Hilbp(P6) of dimension λ5 +K3 +K4 +K5
(Char(k) = 0). The second one will be a smooth determinantal curve C ⊂ P6 hence the
condition depthI(Z3)D3 ≥ 5 is not fulfilled and in this case we will see that the closure of
W (b; a) is not an irreducible component of Hilbp(P6) although by Corollary 4.14 we know
that dimW (b; a) is indeed λ4 +K3 +K4 +K5 (Char(k) = 0).
Example 5.8. (1) Let S ⊂ P7 be a smooth good determinantal surface of degree 6 defined
by the maximal minors of a 2 × 6 matrix with general linear entries. Let R → D2 →
D3 → D4 → D5 be the flag obtained by deleting columns from the right hand side. With
the computer program Macaulay [2] we check that all hypothesis required in Corollary
5.7 are satisfied, i.e., depthI(Z2)D2 ≥ 4, depthI(Z3)D3 ≥ 5 and H
1(X3 − Z3, I2X3(ℓ3 −
2at+3)) = H
1(X3, I2X3(2)) = 0. By Corollary 5.7 the closure of W (b; a) inside Hilb
p(P7) is
a generically smooth irreducible component of dimension 57.
(2) Let C ⊂ P6 be a smooth good determinantal curve of degree 21 and arithmetic genus
15 defined by the maximal minors of a 3× 7 matrix with linear entries. Since dim(C) =
1, we have dim(X3) = 3 and hence depthI(Z3)D3 ≤ 4. The closure of W (b; a) inside
Hilb21t−14(P6) is not an irreducible component. In fact, let H21,15 ⊂ Hilb
21t−14(P6) be the
open subset parameterizing smooth connected curves of degree d = 21 and arithmetic
genus g = 15. It is well known that any irreducible component of H21,15 has dimension
≥ 7d+ 3(1− g) = 105; while by Corollary 4.14, dimW (b; a) = 90.
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Our final Corollaries are similar to Corollaries 4.15 and 4.18. To apply the final part
of Theorem 5.1 we must show that Ext1Di(IDi/I
2
Di
, Ii)0 = 0 for i = 2, ..., c − 1. Using,
however, the upper sequence of (4.8) it suffices to show that Ext1Di−1(IDi−1/I
2
Di−1
, Ii)0 = 0
provided depthI(Zi−1)Di−1 ≥ 4. This vanishing is fulfilled if
(5.12) Ext1R(IDi−1 , Ii)0 = 0 for i = 4, ..., c− 1
(since Ext1Di(IDi/I
2
Di
, Ii)0 = 0 for i = 2, 3 provided dimI(Zi)Di ≥ 4 by (5.4) and (5.5)).
Corollary 5.9. Let W (b; a) be the locus of good determinantal schemes in Pn+c where
n ≥ 1 and c ≥ 5, or n ≥ 2 and 3 ≤ c ≤ 4. Assume ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t
and
(j5) : at+3 > at−1 + at + at+1 − a0 − b1,
(j6) : at+4 > at−1 + at + at+1 + at+2 − a0 − a1 − b1,
....
(jc) : at+c−2 >
∑t+c−4
j=t−1 aj −
∑c−5
j=0 aj − b1.
Then W (b; a) is a generically smooth, irreducible component of Hilbp(Pn+c) of dimen-
sion λc +K3 + ...+Kc.
Proof. The relation of IDc−2 of the largest possible degree is ℓc −
∑c−5
j=0 aj − b1 − at+c−3 −
at+c−2 and the smallest possible degree of a generator of Ic−1 is ℓc −
∑t+c−3
j=t−1 aj . Hence
Ext1R(IDc−2, Ic−1)0 = 0 if ℓc−
∑c−5
j=0 aj−b1−at+c−3−at+c−2 < ℓc−
∑t+c−3
j=t−1 aj or, equivalently,
at+c−2 >
∑t+c−4
j=t−1 aj −
∑c−5
j=0 aj − b1 which is our assumption (jc).
Similarly we get Ext1R(IDi−1, Ii)0 = 0 if (ji+1) holds. Since we by Remark 2.6 and the
hypothesis ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t know that a general enough C ∈ W (b; a)
satisfies depthI(Zi)Di ≥ 4 for 2 ≤ i ≤ c − 2, we conclude by (5.12). For the dimension
formula we use Remark 4.16 (1). 
Since Corollary 5.9 does not apply to n = 1 and 3 ≤ c ≤ 4, we include one more result
to cover these cases. For c = 3, the result is known ([17], Corollary 10.11).
Corollary 5.10. Let W (b; a) be the locus of good determinantal schemes in Pn+c of di-
mension n ≥ 1. If either
(1) c = 3, ai−min(2,t) ≥ bi for min(2, t) ≤ i ≤ t and at+1 > at−1 + at − b1, or
(2) c = 4, ai−min(3,t) ≥ bi for min(3, t) ≤ i ≤ t and at+2 > at−1 + at − b1,
then W (b; a) is a generically smooth, irreducible component of Hilbp(Pn+c) of dimension
λc +K3 + ... +Kc.
Proof. Let c = 3. To see the vanishing of Ext1D2(ID2/I
2
D2
, I2)0 of Theorem 5.1, it suffices
to prove Ext1R(ID2, I2)0 = 0. As in the proof of Corollary 5.9, we find the minimal degree
of relations of ID2 to be ℓ2 − b1, and we get the vanishing of the Ext
1
R-group above by
assuming ℓ2 − b1 = ℓ3 − at+1 − b1 < ℓ3 −
∑t
j=t−1 aj , i.e. at+1 > at−1 + at − b1.
If c = 4, it suffices to prove that Ext1R(ID2, I3)0 = 0 by the argument of (5.12). Indeed,
(5.4) vanishes and we know that depthI(Z2)D2 ≥ 4 implies an injection
Ext1D3(ID3/I
2
D3
, I3)0 →֒ Ext
1
D2
(ID2/I
2
D2
, I3)0
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by (4.8) and that the latter Ext1-group vanishes if Ext1R(ID2 , I3)0 = 0. Now exactly as in
the first part of the proof of Corollary 5.9, we have Ext1R(ID2 , I3)0 = 0 provided
(j4) : at+2 > at−1 + at − b1.
and we conclude by Theorem 5.1. For the dimension formulas, we use Remark 4.16(2)
and Corollary 4.18. 
Corollaries 4.15 and 5.9 and Remark 4.16(1) can be improved a little bit if we increase
depthI(Zi)Di. In fact, by Remark 2.6 we know that under the assumption ai−min(3,t) ≥ bi
for min(3, t) ≤ i ≤ t, we can suppose depthI(Zi)Di ≥ 5 for i ≥ 3, letting Zi = Sing(Xi).
Since Zi ⊂ Zi−1, if we suppose
(5.13) depthI(Zi−2)Di−2 ≥ 5
we get depthI(Zi−2)Di−1 ≥ 4, and hence depthI(Zi−1)Di−1 ≥ 4, as well as depthI(Zi−2)Di ≥
3. As in (4.3), we see that
Ext1Di−2(Ii−2, Ii)
∼= H1∗(Ui−2,HomOXi−2 (Ii−2, Ii))
∼=
H1∗ (Ui−2,HomOXi (Ii−2 ⊗ I
∗
i ,OXi))
∼= H1∗ (Ui−2,OXi(at+i−3 − at+i−2)) = 0.
Arguing as in (4.7) and combining with (4.8) we get injections
(5.14) Ext1Di(IDi/I
2
Di
, Ii) →֒ Ext
1
Di−1
(IDi−1/I
2
Di−1
, Ii) →֒ Ext
1
Di−2
(IDi−2/I
2
Di−2
, Ii).
In particular, if Ext1R(IDi−2 , Ii)0 = 0 and if (5.13) hold, then Ext
1
Di
(IDi/I
2
Di
, Ii)0 = 0.
Now looking to the proof of Corollary 5.9, we easily see that Ext1R(IDc−3, Ic−1)0 = 0
provided
(5.15) at+c−2 >
t+c−5∑
j=t−1
aj −
c−6∑
j=0
aj − b1.
Hence if (jc−1) holds, then (5.15) holds because at+c−2 ≥ at+c−3, and it is superfluous to
assume (jc) in Corollary 5.9. The argument requires depthI(Zc−3)Dc−3 ≥ 5, i.e. c ≥ 6, and
arguing slightly more general, we see that for 6 ≤ i ≤ c, then (ji) is superfluous provided
(ji−1) holds.
In particular the conclusion of Corollary 5.9 holds if (ji) holds for any odd number i
such that 5 ≤ i ≤ c.
Remark 5.11. (1) In Corollary 5.9, the assumption (ji) is superfluous if (ji−1) holds,
6 ≤ i ≤ c.
(2) Increasing depthI(Zi)Di even more (say by assuming ai−min(4,t) ≥ bi for min(4, t) ≤
i ≤ t, cf. Remark 2.6), we can weaken (jk), resp. (ik), conditions of Corollary 5.9, resp.
Corollary 4.15, further.
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6. Conjecture
We end the paper with a Conjecture raised by this paper. In fact Theorem 3.5, Propo-
sition 3.13, and Corollaries 4.7, 4.10, 4.14, 4.15 and 4.18 suggest - and prove in many
cases - the following conjecture:
Conjecture 6.1. Given integers a0 ≤ a1 ≤ ... ≤ at+c−2 and b1 ≤ ... ≤ bt, we set
ℓ :=
∑t+c−2
j=0 aj −
∑t
i=1 bi and hi := 2at+1+i + at+2+i + · · · + at+c−2 − ℓ + n + c, for
i = 0, 1, ..., c− 3. Assume ai−min([c/2]+1,t) ≥ bi for min([c/2] + 1, t) ≤ i ≤ t. Then we have
dimW (b; a) =
∑
i,j
(
ai − bj + n+ c
n+ c
)
−
∑
i,j
(
ai − aj + n+ c
n+ c
)
−
∑
i,j
(
bi − bj + n + c
n + c
)
+
∑
j,i
(
bj − ai + n+ c
n + c
)
+
(
h0
n + c
)
+ 1+
c−3∑
i=1

∑
r+s=i
∑
0≤i1<...<ir≤t+i
1≤j1≤...≤js≤t
(−1)i−r
(
hi + ai1 + · · ·+ air + bj1 · · ·+ bjs
n + c
) .
In particular, we would like to know if the Conjecture 6.1 is at least true when the
entries of A all have the same degree. More precisely,
Conjecture 6.2. Let W (0; d) be the locus of good determinantal schemes in Pn+c of
codimension c given by the maximal minors of a t × (t + c − 1) matrix with entries
homogeneous forms of degree d. Then,
dimW (0; d) = t(t + c− 1)
(
d+ n + c
n+ c
)
− t2 − (t + c− 1)2 + 1.
Finally, since [17], §10 has served as standard reference, we take the opportunity to
mention an inaccuracy in [17], (10.12) and correct it.
Remark 6.3. We propose to substitute the hypothesis [17], (10.12):
Given C ⊂ Pn+c a good standard determinantal scheme of dimension n, there always
exists a flag C = Xc ⊂ Xc−1 ⊂ ... ⊂ X2 ⊂ Pn+c such that for each i < c, the closed
embedding Xi →֒ Pn+c and Xi+1 →֒ Xi are local complete intersection (l.c.i.) outside
some set Zi of codimension 1 in Xi+1 (depthZi OXi+1 ≥ 1).
by (*):
Given C ⊂ Pn+c a good standard determinantal scheme of dimension n, we will assume
that there exists a flag C = Xc ⊂ Xc−1 ⊂ ... ⊂ X2 ⊂ P
n+c such that for each i < c,
the closed embedding Xi+1 →֒ Xi is l.c.i. outside some set Zi of codimension 2 in Xi+1
(depthZi OXi+1 ≥ 2). Moreover, we suppose X2 →֒ P
n+c is a l.c.i. in codimension ≤ 1.
The reason of increasing the depth related to Xi+1 →֒ Xi by 1 is that the exactness of
[17], (10.15) in the proof of [17], Proposition 10.12 is straightforward to see if (*) holds
(by e.g. (3.9)) while it is doubtful with the original hypothesis. Hence in [17], Proposition
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10.12, Theorem 10.13, Remarks 10.6 and 10.14, Example 10.16, Corollary 10.17 (n = 1)
and Example 10.18 (n = 1) we should suppose (*) instead of [17], (10.12). So in [17]
Corollary 10.17 (n = 1) and Example 10.18 (n = 1) we need to suppose C ⊂ S to be
Cartier instead of generically Cartier and S to be G1, while [17], Corollary 10.15 need no
change because C ⊂ S is supposed to be Cartier outside a sufficiently small Z. In [17],
Corollary 10.15 we may replace [17], (10.12) by (*) and hence by ”S is G1”, and hence
we point out that [17], Propositions 10.7 and 1.12 are valid as stated.
Now we consider the 0-dimensional case. Looking closer to the proof of [17], Proposition
10.12, we need the graded version of [17] (10.15) to be exact in degree zero. Therefore
still assuming (*) the proof is only complete for a flag R ։ D2 ։ ... ։ Dc = A
satisfying dimA ≥ 2 or dimA = 1 and Mc(at+c−2)0 ∼= (NDc/Dc−1)0, cf. (3.9). Hence in
[17], Theorem 10.13 theH-unobstructedness (when dimC = 0) does not necessarily follow
from [17], Proposition 10.12. Fortunately, [17], Theorem 9.6, makes explicit an assumption
which implies the H-unobstructedness of C ( (iii) below), and we can weaken (iii) further
to Ext1A(Ic/I
2
c , A)0 = 0 by the proof of [17], Theorem 9.6 because H
2(Dc−1, A, A) ∼=
Ext1A(Ic/I
2
c , A). Summing up, in the dimC = 0 case of [17], Theorem 10.13 and Corollary
10.17, if we assume (*) instead of [17], (10.12), and in addition at least one of the following
conditions
(i) C is H-unobstructed (e.g.Ext1A(Ic/I
2
c , A)0 = 0),
(ii) Mc(at+c−2)0 ∼= (NA/Dc−1)0 (i.e. (3.8) extends to a short exact sequence in degree
zero for i = c− 1),
(iii) HomR(Ic, H
2
m
(IA))0 = 0,
then the conclusions hold. The only example in which dimC = 0 is [17], Example 10.18.
In this example (iii) holds because the degree of all minimal generators of IC are m− t−1
and H2
m
(IA)ν ∼= H
1(IC(ν)) = 0 for ν > m + t − 3, cf. [17], Example 7.5 for details.
Similarly, in the situation of [17], Corollary 10.17, using the order b1 ≥ ... ≥ bt and
a0 ≥ a1 ≥ ... ≥ at+1 appearing in [17], Corollary 10.17 we see that (iii) holds provided
a1 + a2 ≤ 3 + 2bt, a rather strong condition. The condition (i) might however be week.
So while the substitution of [17] (10.12) by (*) in the case dimC ≥ 1 is relatively
innocent (i.e. Xi+1 →֒ Xi has to be Cartier in codimension ≤ 1 instead of generically
Cartier), the 0-dimensional case leads to an extra assumption. Therefore, it is probably a
more natural approach in the 0-dimensional case to just find dimW (b; a) without trying to
prove that W (b; a) is an irreducible component of GradAlg and if dimC ≥ 1, it is natural
both to find dimW (b; a) and to see that W (b; a) is a generically smooth, irreducible
component of Hilbp(Pn+c) as it has been the strategy of this paper.
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