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(a) Basic interface (b) Sensitivity analysis widget added
Figure 1: The two interfaces presented to participants in the user study. (a) is interface without sensitivity which is divided into two sections.
On the left of the screen are the bar charts showing the expected return (left) and expected risk (right). The expected return bar is interactive.
The user can adjust the expected return by dragging the top of the corresponding bar in the plot. The right section of the interface shows
the optimal investment allocations computed by the Markowitz [Mar52] model. When the expected return changes, the system automatically
recomputes the optimal investment choices and displays the results. (b) is the interface with the additional sensitivity feature. We encode the
gradient of the expected risk with respect to the expected return as the length of a small “whisker” glyph on top of the expected risk bar. This
represents the increase in expected risk given a small increase in expected return.
Abstract
We present an empirical study that illustrates how individual users’ decision making preferences and biases influence visual-
ization design choices. Twenty-three participants, in a lab study, were shown two interactive financial portfolio optimization
interfaces which allowed them to adjust the return for the portfolio and view how the risk changes. One interface showed the
sensitivity of the risk to changes in the return and one did not have this feature. Our study highlights two classes of users. One
which preferred the interface with the sensitivity feature and one group that does not prefer the sensitivity feature. We named
these two groups the “risk fixers” and the “sweet spotters” due to the analysis method they used. The “risk fixers” selected a
level of risk which they were comfortable with while the “sweet spotters” tried to find a point right before the risk increased
greatly. Our study shows that exposing the sensitivity of investment parameters will impact the investment decision process and
increase confidence for these “sweet spotters.” We also discuss the implications for design.
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1. Motivation
Visualization designers are faced with a plethora of choices when
designing an analysis tool. Guidelines about which visual en-
codings and interactions to use and when to use them allow
for faster and more effective design decisions. Perceptual stud-
ies [HB10,War04, CM84, BHR17] and task taxonomies [AES05,
BM13, Shn96] help us understand, at a low-level, what visual en-
codings are most effective and what tasks users will perform. How-
ever, Teovanovic´ et al. [TKS15] find that cognitive biases and even-
tual descision making performance varies on an individual level.
This implies that two different users will use different low-level
tasks and visual encodings to perform the same high-level task. If
we could discern different classes of user behavior for the same
problem then we could develop guidelines for which visual en-
codings and interactions better address the decision making pref-
erences of these different user groups. In this study we develop
a protocol and present evidence of these different user classes. In
addition we show that adding additional visualization components
may only help certain user groups.
We perform the investigation in the context of a user study that
measures the effect of the addition of sensitivity analysis to a visu-
alization tool for portfolio optimization. The specific question we
seek to answer is: “Does a proper visual encoding of a sensitivity
analysis measure convey sensitivity and lead people to make more
informed decisions?” Furthermore, what are the cognitive conse-
quences of adding these measures? Sensitivity analysis [STCR04]
is one method designed to facilitate this analysis. On the one hand,
these measures elicit additional information about the input/output
relationship of simulations. On the other hand, they add some com-
plexity to the analysis. Instead of computing numerical measures, it
may be simpler to give the users interactive control over their sim-
ulation and let them infer the input/output relationships that way.
Our hypothesis was that encoding the gradient of expected risk
versus expected return would be effective for all participants. After
our study we found that this was not effective for all participants.
However, we do identify a subset of participants (12/23), which
we named the “sweet spotters,” for which we saw a clear effect
of increased confidence in their investment decisions. These users
focused on the non-linear relationship of the risk/return trade-off
and sought a point right before the risk increased greatly and tried
to invest there. The “risk fixers,” which did not focus on the non-
linear relationship of the risk/return curve, did not find the sensitiv-
ity analysis feature as helpful.
2. Study design
We chose an investment task because it is a domain where non-
specialists regularly interact with complex models. In addition, they
need to understand these models to work productively with them.
Selecting an investment portfolio is a very open-ended decision.
There is no notion of a “correct” answer and a faster answer may
not be better [APM∗11]. There are many optimal solutions to the
problem which lie along the “efficient frontier” or “Pareto front.”
Each participant could have their own notion about what an ideal
risk/return trade-off is. For this study we wanted to maintain eco-
logical validity as much as possible by not forcing a participant to
make a “correct” investment. Therefore, we measured participants’
confidence in their decision as a metric. This has been used as a
quality metric in other open-ended tasks such as visual encodings
of uncertainty [CG14] and decision support systems [MG00,Yi08].
The questions used in our study are adapted from those used in Yi’s
PhD thesis [Yi08] and are included in the supplementary material.
We employed a within-subject A-B-A study design presenting
the two interfaces shown in Figure 1. The only difference between
the two interfaces is the addition of a sensitivity indicator encoded
as a small whisker on top of the risk bar for the B-test (shown in
Figure 1b) in order to mitigate external factors. Whiskers have been
shown to be undesirable for showing error distributions [CG14].
However, we are using the whisker to indicate the change in bar
height as the return value increases (i.e. the gradient) rather than a
distribution. The expectation is that if the B-test has any real effect
then we would see a change in the confidence results for the sen-
sitivity interface and then a return to the baseline confidence when
given the A-test interface again.
We conducted a lab study administered in the offices of our re-
search group consisting of 23 participants recruited frommajor uni-
versities. There were 8 females and 15 males with age ranges from
20 to 40 years old with an average age of 27.7. Few participants had
prior investment experience. Participants were not compensated for
their participation in the study nor given course credit. Before start-
ing the study the participants were given an overview of the inter-
face. We identified the sensitivity whisker to each participant be-
fore they used the B-test interface. After each participant finished
they selected via a form which of the two interfaces they preferred
overall as well as a semi-structured interview about the study. Prior
work on behavioral decision making shows that experts tend to use
their expertise to identify a solution rather than comparing differ-
ent solutions against each other [LKOS01]. Thus, we decided to
use investing amateurs.
Before analyzing the results, we split the participants into two
groups based on their investment strategy as reported during their
interview. Personality factors have been shown to have an influence
on visual layout [CCH∗14] and user strategy [OYC15].
After analyzing the results, as a preliminary determination of
what is driving this decision making process, we coded the inter-
views using grounded theory [Cha06] methods. Two coders ana-
lyzed the qualitative data of 22 interviews (one participant asked
not to be recorded) and assigned relevant codes to various phrases
spoken by the participants.
3. Results
We divided the participants based on their response to a question
about how they chose their final portfolio. We found that our initial
hypothesis that encoding sensitivity analysis in the form of local
change in expected risk given a small change in expected return
is not universally effective for all participants (Figure 2a). When
examined separately, however, the “sweet spotters” (12/23 partici-
pants), did indicate an increase in confidence and preference for the
interface with the sensitivity feature. The “risk fixers” did not indi-
cate such a response (Figure 2b). The “sweet spotters,” focused on
the non-linear relationship of the risk/return trade-off and sought
c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.
120
T. Torsney-Weir, S. Afroozeh, M. Sedlmair, & T. Möller / Risk fixers and sweet spotters
C1: best decision C2: cautious C3: predicted C4: satisfied C5: features
A1 B A2 A1 B A2 A1 B A2 A1 B A2 A1 B A2
2
4
6
interface
co
n
fid
en
ce
(a) all participants
C1: best decision C2: cautious C3: predicted C4: satisfied C5: features
risk fixe
r
sw
e
et spotter
A1 B A2 A1 B A2 A1 B A2 A1 B A2 A1 B A2
2
4
6
2
4
6
interface
co
n
fid
en
ce
(b) participants split by type
Figure 2: (a) The blue line shows the fitted response to the participants confidence questions. The confidence interval is shown as a light
blue band. While there is some response to interface B, it is not a very strong one. (b) Fitted responses to the different confidence questions
as the participants progressed through the study. We split the participants into groups of “risk fixers” and “sweet spotters.” Note the lack of
change in confidence for the risk fixers but the increased confidence from the “sweet spotters”.
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(b) participants split by type
Figure 3: Results of the interface preference question. The columns
marked “no” refer to the interface without the sensitivity analysis
widget and the columns marked “yes” refer to the interface with
the sensitivity analysis widget. When viewed in aggregate (a) the
users seemed to prefer the interface with the sensitivity analysis
widget but upon further inspection (b) this is due to the overwhelm-
ing preference for this interface by the “sweet spotters.”
a point right before the risk increased greatly and tried to invest
there. The “risk fixers” did not focus on the non-linear relationship
and instead had a pre-selected notion of what an acceptable risk
level is and adjusted the interface to that goal. For our analysis we
rely on plots of data and confidence bands rather than statistical sig-
nificance testing. For an excellent discussion of the advantages of
confidence intervals seeUnderstanding the new statistics [Cum12].
3.1. Interface preferences
In Figure 2 we show the results of the confidence questionnaire
(question detail is in supplementary material). The increased confi-
dence and fall to the baseline, especially with respect to questions
C1, C4, and C5, is consistent with the expected behavior if the ad-
ditional sensitivity element is effective. In fact, the sweet spotters’
confidence dropped even further than the baseline between inter-
Figure 4: The decision tree we built using the coded interview data.
We can see that the “sweet spotters” seemed to focus on the quan-
titative/modelling side of the system while the risk fixers did not.
face A1 and A2 after they were shown the sensitivity widget. We
believe this preference is due to the difference in how the users
accomplished the portfolio selection task. The “sweet spotters” no-
ticed that the sensitivity widget would jump right before reaching
the point where the risk/return changed greatly. The “risk fixers”
only cared about finding a particular risk value.
We also split up the results of our A/B interface questions by
whether the participants are “risk fixers” or “sweet spotters.” The
histograms of these results are shown in Figure 3. Here we can
see the clear difference between the preferences of the two groups.
The “risk fixers” have no clear preference for the with- versus
without-sensitivity interfaces. However, the overwhelming major-
ity of “sweet spotters” preferred the interface with the sensitivity
widget. We believe, and indeed this some participants mentioned
this in the interviews, that the widget helped them identify the
“sweet spot” in the risk/return curve that they were searching for.
c© 2018 The Author(s)
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3.2. Coding
To further elucidate the reasons these participants chose a particu-
lar strategy we coded the semi-structured interviews using ground-
ing theory methods [Cha06]. Two coders independently listened to
recordings of the interviews and produced code lists. The coders
then met and discussed any differences in order to resolve the
codes. The inter-coder reliability, as measured by Krippendorff’s
alpha [Kri13], is 0.67.
We used these codes and user class to build a decision tree de-
signed to classify the users based on the interview codings, shown
in Figure 4. We used this tree to understand which codes are most
predictive of the user type. We found that the most common char-
acteristics for “risk fixers” was a lack of confidence in their choices
and a focus on irrelevant visual information (the widget). “Sweet
spotters” were very number-focused and explored the model.
4. Discussion
Our original hypothesis that adding a local sensitivity feature in
the form of the gradient of expected risk to expected return would
increase the confidence about investment decisions turned out to be
wrong as stated. We did, however, find that feature helpful for the
“sweet spotters” group. This makes sense as these participants were
trying to find the point right before the risk changed drastically. We
had not anticipated that there would be these two types of users, one
that tried to optimize the gradient of the risk/return curve and one
that just picked a (maximum) risk value. This separation only came
about as a result of careful consideration of participants responses
to our post-test interview.
We can use our decision tree to identify the key factors for cat-
egorizing users. The “risk fixers” seem to exhibit many of the in-
vestor biases that are laid out by Sahi et al. [SAD13]. For example,
the “risk fixers” tended to be adverse to losses and played safe with
the level of risk. This may be the reason they did not identify the
heuristic employed by the “sweet spotters.” However, in the Sahi
et al. study few participants employed financial models to make in-
vestment decisions. In addition to requiring the participants to use
financial models, our study measured participant’s actual perfor-
mance versus their self-reported investment methodology.
4.1. Proper user characterization
In general our results echo the importance of understanding user
characteristics in the visualization design process and early itera-
tive design [LD11, SMM12]. Namely, that one needs to firmly un-
derstand users’ cognitive biases and decision making preferences
before designing an interface. Speaking with potential users and
understanding their needs is vital to producing a well-designed
tool. Iteration on design is also vital. Our initial assumption, aug-
mented with feedback from a financial industry expert, was that
users would pick a risk value which they would be comfortable
with. This was also our mode of thinking when we wrote up the
investment scenario. It was only once participants started using the
interface that they realized the benefit of the sensitivity feature. This
was true for both experienced and novice participants in investing.
This is a strong case for iterative design. This also has implications
for activity-centered design [Nor05].
4.2. Adaptive user interfaces
Our results also have applications for adaptive user interfaces.
Toker et al. [TCCH12], evaluate the effectiveness of taking into
account user characteristics in visualization displays. Hudlicka and
Billingsley propose a framework to adapt an interface to address
user biases [HB99]. We have identified that there are two ways that
participants went about performing the portfolio optimization task.
These two types had different interface requirements, one found
the sensitivity analysis feature we added useful while the other did
not. With a proper automatic identification of the type of user one
could design a user interface that would automatically add addi-
tional analysis features in order to support those users.
4.3. Unnecessary features
We did not find a great difference between the with- and without-
sensitivity interfaces for the “risk fixer” group. This finding indi-
cates that you may be able to add small features like our use of the
sensitivity widget and not negatively impact people. But you can
help others do their analysis better. In our study we only added a
small glyph which, according to the 50/50 split in Figure 3b, did
not negatively affect the “risk fixers.” Other visual elements may
be distracting, though, especially in light of what we discussed in
Section 4.1. The sensitivity widget was a relatively small addition
and this makes it easy to ignore. Users may find larger changes
more distracting. This is an exciting opportunity for future work.
4.4. Critical reflection and future work
This study was performed on a limited subject pool of 23 par-
ticipants. We intend to extend this study on a larger scale using
something like mechanical turk along with additional personality
tests like numeracy [FZFU∗07] and maximizing versus satisfic-
ing [SWM∗02]. Currently, we identify user behavior based on man-
ually coding the interviews with participants. It would be imprac-
tical to do this for a few hundred participants and mechanical turk
users may not write sufficient detail about how they went about
their analysis to produce a reliable classification. We will develop a
more reliable method for detecting the user behavior perhaps based
on mouse data, similar to what was done in Brown et al. [BOZ∗14].
One unanticipated issue is that a number of participants men-
tioned in the interview that they had never invested before and
that affected their confidence. Users have trouble understanding a
model that they have never used before, even this simple-seeming
portfolio model. It would be interesting to also run a test with expert
investors and see if we get similar results. We could also employ a
much more complex investment model in order to discern if we still
see these two types of users exist.
5. Conclusion
Given a single task, namely select a portfolio to invest in, partici-
pants had two very different ways of accomplishing this task. We
then evaluated the participant interviews to identify user factors that
contribute to these behaviors. By identifying the different types of
analyses that different users want to perform, we can build visual-
ization systems that address shortcomings in their methods of anal-
ysis while supporting their strengths.
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