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In a random sequential adsorption process, objects are deposited randomly, irreversibly, and
sequentially; if an attempt to add an object results in an overlap with previously deposited objects,
the attempt is discarded. The process continues until the system reaches a jammed state when no
further additions are possible. Exact analyses have been performed only in one-dimensional models,
and the average number of absorbed particles has been computed in a few solvable situations. We
analyze a process in which landing on an empty site is allowed when at least b neighboring sites
on the left and the right are empty. For the minimal model (b = 1), we compute the full counting
statistics of the occupation number.
I. INTRODUCTION
Random sequential adsorption (RSA) is a toy model
mimicking the irreversible deposition of suspended parti-
cles onto substrates. The RSA model postulates that the
deposition events are random: If the new particle is suf-
ficiently far away from already deposited ones, it sticks
to the substrate; otherwise, the deposition event is dis-
carded. In the two-dimensional setting, the RSA models
have been applied to modeling chemisorption on single-
crystal surfaces and adsorption in colloidal systems [1–5].
There are also applications in nanotechnology, see [6–9].
The RSA models have been also used in high dimensions,
e.g. in the context of packing problems [10].
The first RSA model with adsorption of dimers was in-
troduced by Flory for the description of reactions along
a long polymer chain [11]. Another beautiful RSA model
with adsorption on a continuous one-dimensional line was
introduced by Re´nyi [12] as a toy model of car parking.
The RSA type of models has been also used in several
other one-dimensional settings, e.g., in modeling polymer
translocation [13, 14] and describing zero-temperature
dynamics of Ising chains [15–17].
The RSA models mimic the generation Rydberg exci-
tations. In experiments, a laser excites ultra-cold atoms
on a lattice from the ground state to a Rydberg state
(see e.g. [18–21]). Interactions between Rydberg atoms
cause the blockage forbidding the excitation of atoms suf-
ficiently close to a Rydberg atom. When the radiative de-
cay of the Rydberg atoms can be ignored, this RSA model
mimics certain features of the excitation process [22], al-
though it disregards features like the non-ergodic quan-
tum dynamics of Rydberg-blockaded chains (see [23–26]
and references therein).
We investigate a model in which particles are absorbed
randomly and irreversibly onto an interval with L sites.
We assume that each particle attaches to a single site.
The blockage effect is modeled by the requirement that
adjacent particles are separated by at least b vacant sites.
In experimental realizations with Rydberg atoms where
excitation plays the role of deposition, these systems typ-
ically occupy L ∼ 50 lattice sites. For such relatively
small systems, fluctuations are significant and they can
be probed experimentally [21, 27]. The minimal model
with blockage radius b = 1 is especially popular in the
realm of laser-driven Rydberg lattice gases [23–26, 28].
In Sec. II, we compute the average occupation number
and a few other basic properties of the minimal model.
The average occupation number was already established
by Flory in a mathematically isomorphic model [11], our
goal is to outline the tools which we employ later. The
minimal model is further studied in Sec. III where we
compute the full counting statistics of the occupation
number. In the general case when the blockage radius
is arbitrary (Sec. IV), the average occupation number is
still easily computable; the generating function encod-
ing all the cumulants satisfies a Riccati equation which
appears unsolvable for any b ≥ 2. Cumulants can still
be extracted one by one via more and more cumbersome
calculations, so we only determine the variance (the com-
putations are relegated to Appendix A). The extreme
probabilities of maximally sparse and maximally dense
jammed configurations are tractable for arbitrary b ≥ 1.
II. THE MINIMAL MODEL: AVERAGE
PROPERTIES
The exclusion interaction between particles is mod-
eled by requiring that the two sites surrounding an occu-
pied site are empty. Thus there is the blockade effect as
each absorbed particle forbids future adsorption into the
nearest-neighbor sites.
Eventually, the system reaches a jammed state. For
instance,
• ◦ • ◦ ◦ • ◦ ◦ • ◦ • ◦ ◦ • ◦ • ◦ • ◦ • (1)
is a jammed configuration with N = 9 occupied sites on
the interval of length L = 19.
Locally, jammed states vary from realization to real-
ization. More global features of jammed states become
deterministic in the thermodynamic limit, L → ∞; e.g.,
the fraction of short segments • ◦ • is 1−3e−2, while the
fraction of the long segments • ◦ ◦ • is 3e−2. Since we
study fluctuations, so we must analyze finite systems. We
consider open intervals that are relevant in the context of
Rydberg atoms; the extension to rings is straightforward.
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2A. The average number of occupied sites
Here we outline the computation of the average num-
ber AL = 〈N〉 of occupied sites on an open interval
of length L. We employ an approach essentially devel-
oped by Flory [11], see also a textbook [29]; our analysis
(Sec. III) of the cumulant generating function will pro-
ceed along similar lines.
For small L, one can compute AL = 〈N〉 by hand. For
instance, N = 1 when L = 1 and 2; for L = 4, one gets
N = 2. For L = 3 and L ≥ 5, the total number N of
absorbed particles varies from realization to realization,
e.g. N = 1 (probability 1/3) or N = 2 (probability 2/3)
when L = 3. Thus
A1 = 1, A2 = 1, A3 =
5
3
, A4 = 2 (2)
To compute AL for arbitrary L, suppose k is the land-
ing site of the first particle. The intervals of lengths k−2
and L− k − 1 on the left and right of the first deposited
particle are subsequently filled independently. This key
feature makes the one-dimensional situation tractable.
For our model, we arrive at the recurrence
AL =
1
L
L∑
k=1
(
Ak−2 + 1 +AL−k−1
)
(3)
that is applicable for all L ≥ 1 if we set A−1 = A0 = 0.
Using the generating function
A(x) =
∑
L≥1
AL x
L (4)
we convert the recurrence (3) into a differential equation
dA(x)
dx
=
2x
1− x A(x) +
1
(1− x)2 (5)
Solving this linear inhomogeneous differential equation
subject to the initial condition A(0) = 0 we obtain
A(x) =
1− e−2x
2(1− x)2 (6)
from which
AL =
L−1∑
k=0
(−2)k
(k + 1)!
(L− k) (7)
Using (7) one can extract the large L behavior:
AL =
1− e−2
2
(L+ 3)− 1 + (−2)
L+1
(L+ 2)!
+ . . . (8)
B. Behavior near the boundary
In the L→∞ limit the jamming density is
ρjam =
1− e−2
2
= 0.432332358 . . . (9)
When L  1, the probability that a site in the bulk is
occupied is very close to (9). Near the boundary the
densities are different.
Let us first compute the probability pL that the left-
most is occupied. For small L, one can compute pL by
hand to yield
p1 = 1, p2 =
1
2
, p3 =
2
3
, p4 =
5
8
(10)
etc. Generally, the probability pL satisfies the recurrence
pL =
1
L
+
1
L
L−2∑
k=1
pk (11)
which is established similarly to the recurrence (3). Using
the generating function
P (x) =
∑
L≥1
pL x
L (12)
we convert the recurrence (11) into a differential equation
dP (x)
dx
=
x
1− x P (x) +
1
1− x (13)
which is solved to yield
P (x) =
1− e−x
1− x (14)
Expanding P (x) we obtain
pL =
L∑
k=1
(−1)k−1
k!
(15)
In the L→∞ limit, i.e. for the semi-infinite lattice, the
left-most site is occupied with probability
pi1 = p∞ = 1− e−1 = 0.6321205588 . . . (16)
which substantially exceeds the probability (9) that a
bulk site is occupied.
The probability qL that the second site, viz. the site
adjacent to the left-most site is occupied, is dual to the
probability pL:
qL = 1− pL =
L∑
k=0
(−1)k
k!
(17)
for L ≥ 2. In particular
pi2 = q∞ = e−1 = 0.36787944117 . . . (18)
The probability rL that the third site is occupied sat-
isfies the recurrence
rL =
1
L
+
1
L
L−2∑
k=3
rk +
1
L
pL−2 (19)
3Using the generating function
R(x) =
∑
L≥3
rL x
L (20)
we convert the recurrence (19) into a differential equation
dR(x)
dx
=
x
1− x R(x) +
x2
1− x + xP (x) (21)
with P (x) given by (14). Solving (21) subject toR(0) = 0
we obtain
R(x) =
1− x+ x2 −
(
1 + x
2
2
)
e−x
1− x (22)
from which
rL = 1− 1
2
L−2∑
k=0
(−1)k
k!
−
L∑
k=0
(−1)k
k!
(23)
In particular
pi3 = r∞ = 1− 32e−1 = 0.4481808382 . . . (24)
A longer calculation gives
pi4 =
37
4 e
−1 − 3 = 0.4028848308 . . . (25)
These results hint that
pi2n = Ane
−1 −Bn, pi2n−1 = Cn −Dne−1
with some positive rational An, Bn, Cn, Dn. Recalling
that pi∞ = ρjam, one gets
lim
n→∞
[
1 + 2Bn − 2Ane−1
]
= e−2
lim
n→∞
[
1− 2Cn + 2Dne−1
]
= e−2
C. The total number of jammed states
The total number of jammed states JL satisfies an ob-
vious recurrence
JL = JL−2 + JL−3 (26)
The solution of this recurrence subject to the boundary
conditions J0 = J1 = 1 and J2 = 2 is encapsulated in the
generating function∑
L≥0
JLx
L =
1 + x+ x2
1− x2 − x3 (27)
In particular, the asymptotic behavior is
JL ' (1 + r)
2
2r + 3
rL as L→∞ (28)
where r is the real root of the cubic equation r3 = r + 1
r =
3
√
1 +
3
√
1 + 3
√
1 + . . .
=
3
√
108 + 12
√
69 +
3
√
108− 12√69
6
= 1.3247179572 . . .
known as a plastic number. The Padovan sequence (26)
is a cousin of the Fibonacci sequence, it arises in several
applications, see e.g. [30, 31].
III. THE MINIMAL MODEL: FULL COUNTING
STATISTICS
One-dimensional RSA models are often tractable (see
[1, 2, 29] for a review) and basic features like the jam-
ming density have been probed analytically. For the min-
imal model with b = 1, we have shown (Sec. II) how
to compute the jamming density, the behavior near the
boundary, and the total number of jammed states. In
this section we analyze fluctuations.
A. Full counting statistics
Consider an interval of length L. The RSA procedure
brings the system into a jammed state. The total num-
ber N of absorbed particles fluctuates from realization
to realization. Here we compute the cumulant generat-
ing function that encodes all the cumulants of N . Thus
we want to compute the average
F (λ, L) ≡ 〈eλN 〉 =
∑
N
eλNP (N,L) (29)
where P (N,L) is the probability to have N particles in
a jammed state. The standard relation
ln〈eλN 〉 =
∑
n≥1
λn
n!
〈Nn〉c (30)
then gives all the cumulants: the average 〈N〉c = 〈N〉,
the variance 〈N2〉c = 〈N2〉 − 〈N〉2, etc.
The function F (λ, L) ≡ 〈eλN 〉 grows exponentially
with L. The cumulant generating function
U(λ) = lim
L→∞
L−1 lnF (λ, L) (31)
encapsulates all cumulants:
U(λ) =
∑
n≥1
λn
n!
Un, 〈Nn〉c = LUn (32)
To determine F (λ, L) we proceed in the same way as
in the derivation of the average and obtain a recurrence
F (λ, L) =
eλ
L
L∑
k=1
F (λ, k − 2)F (λ, L− k − 1) (33)
4expressing that after the first deposition event, say at site
k, the intervals on the left and the right are filled inde-
pendently. (The one-dimensional nature of the problem
is crucial for this property.) The recurrence (33) applies
for all L ≥ 1 if we set
F (λ,−1) = F (λ, 0) = 1 (34)
We now introduce the generating function
Φ(λ, x) =
∑
L≥0
F (λ, L)xL (35)
To recast (33) into an equation for the generating func-
tion we multiply (33) by LxL−1 and sum over all L ≥ 1.
The left-hand side turns into∑
L≥1
LF (λ, L)xL−1 =
∂Φ(λ, x)
∂x
The right-hand side becomes
eλ
∑
L≥1
L∑
k=1
F (λ, k − 2)F (λ, L− k − 1)xL−1
and using the boundary conditions (34) we simplify the
double sum to
x2
∑
m≥−1
F (λ,m)xm
∑
n≥−1
F (λ, n)xn = [1 + xΦ(λ, x)]
2
and recast the recurrence (33) into a Riccati equation
dΦ
dx
= eλ [1 + xΦ]
2
(36)
which turns out to be solvable. The solution of Eq. (36)
subject to the initial condition Φ(λ, 0) = 1 reads
Φ(λ, x) =
1 + Λ tanh(Λx)
1− x+ (Λ−1 − Λx) tanh(Λx) (37)
where Λ ≡ eλ/2. The generating function Φ(λ, x) has a
simple pole at x = y = y(λ). Using (37) we find that the
pole is implicitly determined by
tanh(Λy)
Λ
=
y − 1
1− Λ2y , Λ = e
λ/2 (38)
The cumulant generating function
U(λ) = − ln y(λ) (39)
is plotted in Fig. 1.
We already know the dominant exponential factor in
F (λ, L) ∝ eLU(λ). The exact result (37) allows one to find
a pre-exponential factor. A straightforward calculation
gives the residue of the simple pole of Φ(λ, x). We find
Φ(λ, x) = (Λy)−2(y − x)−1 + O(1) when x → y, from
which we deduce
F (λ, L) ' (Λ2y3)−1 eLU(λ) (40)
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FIG. 1: The plot of the cumulant generating function U(λ).
The expansion of U(λ) at λ = 0 yields the cumulants.
when L 1.
The cumulant generating function is implicitly defined
through (38)–(39). Expanding U(λ) we recover already
known value of the first cumulant: 〈N〉 = Lρjam. In
principle, one can determine an arbitrary cumulant. We
haven’t succeeded in finding an explicit general formula.
Here we merely list a few cumulants that are extracted
by expanding U(λ) implicitly given by (38)–(39):
〈N2〉c
L
=
1
e4
〈N3〉c
L
=
e4 − 61
16 e6
〈N4〉c
L
=
43− e4
2 e8
〈N5〉c
L
=
305e4 − 10283− 2e8
64 e10
〈N6〉c
L
=
47871− 1720e4 + 17e8
32 e12
〈N7〉c
L
=
359905e4 + 17e12 − 8540689− 4697e8
512 e14
〈N8〉c
L
=
6935126− 335097e4 + 5418e8 − 31e12
32 e16
(41)
The so-called Mandel Q parameter [32] defined via
Q =
〈N2〉c
〈N〉 − 1 (42)
is a basic measure characterizing the deviation from Pois-
sonian statistics. The values −1 ≤ Q < ∞ are per-
missible, for the Poisson statistics Q = 0 and the range
−1 ≤ Q < 0 is sub-Poissonian. The numerical value
Q =
2
e2(e2 − 1) − 1 = −0.95763528097389 . . . (43)
5indicates that the statistics is strongly sub-Poissonian in
the present case.
The ratios 〈Nn〉c/〈N〉 of cumulants to the average are
known as Fano factors [33]. Here are a few Fano factors
〈N3〉c
〈N〉 =
e4 − 61
8 e4(e2 − 1) = −0.0022940394167 . . .
〈N4〉c
〈N〉 =
43− e4
e6(e2 − 1) = −0.00449971626 . . .
〈N5〉c
〈N〉 =
305e4 − 10283− 2e8
16 e10(e2 − 1) = 0.00009049346 . . .
〈N6〉c
〈N〉 =
47871− 1720e4 + 17e8
16 e12(e2 − 1) = 0.0002787944 . . .
For the Poisson distribution, Q = 0 and all Fano factors
are equal to unity. Therefore Fano factors also illustrate
a substantial deviation from the Poisson statistics.
B. Extremal jammed states
Extremal jammed states are the states with the largest
and the smallest number of occupied sites. Let us extract
the probabilities of such states from the behavior of the
cumulant generating function in the λ→ ±∞ limits. An
asymptotic analysis of (38) yields (see also Fig. 1)
U(λ) =
{
1
3λ− 13 ln 3 λ→ −∞
1
2λ− lnu λ→∞
(44)
where we dropped the terms vanishing in the λ → ±∞
limits and denoted by u the positive root of the equation
u tanh(u) = 1; numerically u = 1.19967864 . . .. Combin-
ing (40) and (44) we get
F (λ, L) ∼
{
3−L/3 eλL/3 λ→ −∞
u−L eλL/2 λ→∞ (45)
To appreciate the first asymptotic in (45) we note that
in the λ → −∞ limit the dominant contribution to the
sum in Eq. (29) is provided by the jammed state with the
smallest number of occupied sites. This jammed state
. . . ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ . . . (46a)
has Nmin = b(L+2)/3c particles explaining the dominant
eλL/3 factor. The 3−L/3 pre-factor gives the probability
to end up in such jammed state.
In the λ → ∞ limit the dominant contribution to the
sum (29) is provided by the jammed state with the largest
number of occupied sites:
. . . ◦ • ◦ • ◦ • ◦ • ◦ • ◦ • ◦ • ◦ • ◦ • ◦ . . . (46b)
We have Nmax = b(L+ 1)/2c and this explains the eλL/2
factor in (45). The u−L pre-factor is the probability to
end up in the jammed state with the largest number of
occupied sites. Thus the large deviation technique gives
the asymptotic behaviors of the probability to reach the
extremal jamming jammed states:
P (Nmin, L) ∼ 3−L/3, P (Nmax, L) ∼ u−L (47)
The probabilities P (Nmin, L) and P (Nmax, L) can be
also computed exactly as follows. Let us start with max-
imally dense jammed states (46b). The maximally dense
state with Nmax = n particles may occur when L = 2n−1
or L = 2n. For concreteness, consider the first case. The
probability µn = P (n, 2n − 1) can be recurrently deter-
mined from
µn =
1
2n− 1
n−1∑
k=0
µkµn−k−1 (48)
The boundary conditions read
µ0 = µ1 = 1 (49)
Introducing the generating function
µ(x) =
∑
k≥0
µkx
k (50)
we convert the recurrence (48) into a Riccati equation
2
dµ
dx
=
µ− 1
x
+ µ2 (51)
which is solved to yield
µ(x) =
1
1−√x tanh√x (52)
Analyzing the divergence of the generating function when
x→ u2, we extract the large n asymptotic
µn = P (n, 2n− 1) ' 2
u2n+2
(53)
For maximally sparse jammed states (46a), say when
L = 3n and Nmin = n, the probabilities νn = P (n, 3n)
satisfy the recurrence
νn =
1
3n
n−1∑
k=0
νkνn−k−1 (54)
from which
P (n, 3n) = 3−n (55a)
A similar but longer analysis gives two other series of
probabilities of maximally sparse jammed states:
P (n, 3n− 1) = 3n+ 2
5
1
3n−1
(55b)
and
P (n, 3n− 2) = 63n
2 + 45n+ 8
350
1
3n−2
(55c)
Thus, in the realm of the RSA model, the defect-free
arrays arise with exponentially small probabilities. The
defect-free arrays (46a)–(46b) of Rb atoms excited to Ry-
dberg states have been recently assembled experimentally
by Bernien et al. [23].
6C. Probability distribution P (N,L)
The probability distribution P (N,L) satisfies a recur-
rence relation
LP (N,L)=
L∑
k=1
∑
i+j=N−1
P (i, k − 2)P (j, L− k − 1) (56)
which holds for all L ≥ 1 if we set
P (N,L) = δN,0 for all L ≤ 0. (57)
One can verify that P (N, 1) = δN,1 and P (N, 2) = δN,1.
We now introduce the generating function
P(x, y) =
∑
N≥0
∑
L≥0
P (N,L)xNyL (58)
This definition implies that
∑
N≥0
∑
L≥0
LP (N,L)xNyL−1 =
∂P
∂y
(59)
Using (56)–(59) we obtain a differential equation for the
generating function
∂P
∂y
= x[1 + yP]2 (60)
which is mathematically identical to Eq. (36). The solu-
tion of (60) subject to the boundary condition P(x, 0) = 1
is thus identical to (37) in different notation:
P(x, y) =
1 +
√
x tanh(y
√
x)
1− y + ( 1√
x
− y√x) tanh(y√x) (61)
Generally N lies within the bounds⌊
L+ 2
3
⌋
≤ N ≤
⌊
L+ 1
2
⌋
(62)
For instance, 5 ≤ N ≤ 7 when L = 14; expanding (61)
one finds the corresponding probabilities
P (5, 14) = 17405 , P (6, 14) =
1854632
3274425 , P (7, 14) =
1282348
3274425
IV. ARBITRARY BLOCKAGE RADIUS
In this section, we analyze the model with an arbitrary
blockage radius and show that some characteristics re-
main analytically tractable. (In the context of ultra-cold
Rydberg atoms, models with b > 1 are often relevant, see
e.g. [34, 35].)
A. The average number of occupied sites
The average number of occupied sites obeys
AL =
1
L
L∑
k=1
(
Ak−b−1 + 1 +AL−k−b
)
(63)
This recurrence is applicable for all L ≥ 1 after setting
Aj = 0 for j ≤ 0. Using the generating function (4) we
convert (63) into a differential equation
dA
dx
=
2xb
1− x A+ (1− x)
−2 (64)
Solving (64) subject to A(0) = 0 yields
A(x) =
e−2Lb(x)
(1− x)2
∫ x
0
dy e2Lb(y) (65)
where we shortly write
Lb(x) =
b∑
j=1
xj
j
(66)
Using (65) we extract the density of occupied sites
ρb = e
−2Lb(1)
∫ 1
0
dy e2Lb(y) (67)
in the L→∞ limit.
For the minimal model we recover ρ1 = (1 − e−2)/2.
The next jammed density ρ2 also admits an explicit ex-
pression through standard special functions:
ρ2 =
√
pi
2e4
[Erfi(1) + Erfi(2)] = 0.2745509877 . . . (68)
where Erfi(z) = −√−1 Erf(√−1z) is an error function.
The following jammed densities are
ρ3 ≈ 0.200973, ρ4 ≈ 0.158455, ρ5 ≈ 0.130772
The maximally dense and maximally sparse jammed
states provide obvious upper and lower bounds on the
jammed density:
1
2b+ 1
< ρb <
1
b+ 1
(69)
These bounds hint that the limit
lim
b→∞
bρb = C (70)
exists and further suggest that 12 < C < 1. One can com-
pute C using (67) and performing an asymptotic analysis.
First we re-write (67) as
ρb =
∫ 1
0
dy exp
−2 b∑
j=1
1− yj
j
 (71)
7We then write y = 1− v/b and transform (71) into
bρb =
∫ b
0
dv exp
−2 b∑
j=1
1− (1− vb )j
j
 (72)
In the b → ∞ limit, we can use the asymptotic relation(
1− vb
)j → e−vj/b and replace summation over j by in-
tegration over u = vj/b. This leads to
C =
∫ ∞
0
dv exp
[
−2
∫ v
0
du
1− e−u
u
]
known as the Re´nyi’s parking constant [12].
The efficiency of the coverage is measured by the ratio
of the jamming density ρb to the upper bound: θb = (b+
1)ρb. This quantity monotonically decays as b increases
and it approaches C = θ∞. Here are a few numerical
values
θ1 = 0.86466471676338 . . .
θ2 = 0.82365296317734 . . .
θ3 = 0.80389347991537 . . .
θ4 = 0.79227591371305 . . .
θ5 = 0.78463015586503 . . .
θ∞ = 0.74759791502876 . . .
B. Full counting statistics and probability
distribution P (N,L)
The function F (λ, L) satisfies the recurrence
F (λ, L) =
eλ
L
L∑
k=1
F (λ, k − b− 1)F (λ, L− k − b) (73)
which we recast into a differential equation for the gen-
erating function Φ = Φ(λ, x) defined by Eq. (35):
dΦ
dx
= eλ
[
1− xb
1− x + x
bΦ
]2
(74)
This Riccati equation (74) appears solvable only for
the minimal b = 1 model. It is still possible to deter-
mine the variance by analyzing ∂λΦ(λ, x) and ∂
2
λΦ(λ, x)
at λ = 0. These functions satisfy equations which can be
deduced from (74); solving these equation we determined
the variance, see Appendix A.
We also note that the probability distribution P (N,L)
satisfies a recurrence relation
LP (N,L)=
L∑
k=1
∑
i+j=N−1
P (i, k−b−1)P (j, L−k−b) (75)
generalizing (56). Using the generating function (58) we
recast the recurrence (75) into a Riccati equation
∂P
∂y
= x
[
1− yb
1− y + y
bP
]2
(76)
which is mathematically identical to (74) and appears
unsolvable when b = 2, 3, 4, . . ..
C. Extremal jammed states
The probabilities of the largest possible deviations, i.e.
extremal jammed states, can be probed analytically us-
ing the same approach as in Sec. III B. We start with
maximally dense jammed states and choose for concrete-
ness such states with Nmax = n in the chains of length
L = (b+ 1)n− b. This
• ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ • (77)
is an example of such maximally dense jammed state with
Nmax = 6 and L = 16 for the model with the blockage
radius is b = 2. The probabilities µn = P (n, (b+ 1)n− b)
satisfy the recurrence
µn =
1
(b+ 1)n− b
n−1∑
k=0
µkµn−k−1 (78)
and the boundary condition (49). The generating func-
tion (50) satisfies a Riccati equation
(b+ 1)
dµ
dx
= b
µ− 1
x
+ µ2 (79)
Solving this Riccati equation subject to µ(0) = 1 yields
µ = −
√
bx [Iβ−1(z) + Iβ−3(z)] + (1 + 2b)Iβ−2(z)
2x Iβ−2
(80)
Here Ip is the modified Bessel function and we have used
shorthand notation β = (1 + b)−1 and z = 2β
√
bx.
2 4 6 8 10 12
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FIG. 2: Top curve: The exact value of u(b) that determines
the asymptotic decay, Eq. (82), of the probability to reach a
maximally dense jammed state. Bottom curve: The approxi-
mate value given by Eq. (85).
The denominator in (80) vanishes when x→ y, where
y = y(b) is found from
Iβ−2
(
2β
√
by
)
= 0, β = (1 + b)−1 (81)
8This zero is simple and hence µn ∼ [y(b)]−n. Re-writing
in terms of the length of the chain, we arrive at
P (Nmax, L) ∼ [u(b)]−L, u(b) = [y(b)]1/(b+1) (82)
The plot of u(b) is shown in Fig. 2. Only positive integer
values of the blockage radius, b ∈ Z+, matter. A few first
numerical values are
u(1) = 1.19967864026 . . .
u(2) = 1.21712361233 . . .
u(3) = 1.20704834272 . . .
u(4) = 1.19255384190 . . .
u(5) = 1.17847101637 . . .
To extract more explicit results in the b→∞ limit we
recall that
Iβ−2(z) =
∑
m≥0
1
m! Γ(m+ β − 1)
(z
2
)2m−2+β
(83)
Since z = 2β
√
by(b)  1 when b  1 limit, i.e. β  1,
it suffices to keep the first three terms in (83). Using
additionally Γ(β) ' β−1 we obtain
Iβ−2(z) ' −β
(z
2
)−2
+
1
4
(z
2
)2
(84)
in the leading order, from which we deduce
u ' ln(b+ 1)
2(b+ 1)
(85)
This is asymptotically exact when b→∞, but provides a
reasonable approximation already for small b, see Fig. 2.
Maximally sparse jammed states are easier to analyze
than maximally dense jammed states. For instance, for
chains of length L = (2b+1)n we have Nmin = n and the
probabilities νn = P (n, (2b+1)n) to generate such states
satisfy the recurrence
νn =
1
(2b+ 1)n
n−1∑
k=0
νkνn−k−1 (86)
from which νn = (2b+ 1)
−n.
V. CONCLUSIONS
We have studied a class of one-dimensional random
sequential adsorption (RSA) models parametrized by a
positive integer b ≥ 1, the number of sites on the left and
the right of an occupied site which must be empty. This
class of models is tractable. For instance, we have deter-
mined the average number of occupied sites, the average
densities near the boundaries, and the extreme proba-
bilities to fall into maximally dense or minimally dense
jammed states. We have mostly focused on large devi-
ations and derived a Riccati equation for the cumulant
generating function. This Riccati equation is solvable
only for the minimal model, b = 1. When b ≥ 2, it
is still possible to extract lower cumulants via perturba-
tion analysis. In Appendix A we determined the vari-
ance. The complexity of such calculations quickly in-
creases with the order of the cumulant, the computation
of the variance is already rather involved. The probabil-
ities of maximally sparse jammed states exhibit a simple
dependence on b; in the most clean situation of chains
of length L = (2b + 1)n when Nmin = n, the proba-
bilities are (2b + 1)−n. The probabilities of maximally
dense jammed states are more challenging: to extract the
asymptotic behavior one must solve a Riccati equation
for the generating function encoding these probabilities,
this is possible for arbitrary b.
The RSA models are occasionally tractable on quasi-
one-dimensional structures, e.g., on ladders. In particu-
lar, the RSA model with b = 1 has been studied, and the
jamming density has been computed [36, 37]. The deriva-
tion [36, 37] of the jamming density is significantly more
convoluted than in the purely one-dimensional setting,
but perhaps the extreme probabilities would be easier to
derive. The maximal density is again ρmax =
1
2 , while
the minimal density on the ladder, ρmin =
1
4 , is smaller
than in the one-dimensional setting.
The RSA models are often analytically tractable on
lattices without loops, e.g. on the Bethe lattices [1] and
some classes of infinite trees [38]. Large tree-like graphs,
i.e. graphs with few loops, can be also tractable. For
instance, the RSA model on the sparse Erdo˝s-Re´nyi ran-
dom graphs with b = 1 has been studied, see [39–42].
It would be interesting to determine the full counting
statistics of the occupation number for this RSA model.
Acknowledgments. I am grateful to Chris Laumann
for discussions.
Appendix A: Calculation of the variance
The Riccati equation (74) seems solvable only when
b = 1. One can circumvent solving (74) by recalling
that we need only compute the derivatives of the rate
function U(λ) at λ = 0. To compute the average and the
variance, it suffices to determine the first and the second
derivatives. Below we extract these derivatives from the
functions
A(x) = ∂λΦ(λ, x)
∣∣
λ=0
, B(x) = ∂2λΦ(λ, x)
∣∣
λ=0
(A1)
Since Φ(λ, 0) = 1, we have
A(0) = B(0) = 0 (A2)
Below we also use
Φ(0, x) =
1
1− x (A3)
9which follows from F (0, L) ≡ 1, see (29), and the defini-
tion (36) of the generating function Φ(λ, x).
Differentiating Eq. (74) over λ, setting λ = 0 and using
(A3) we find that A(x) satisfies Eq. (64). The boundary
condition is also the same, A(0) = 0, and therefore A(x)
is given by (65).
Differentiating Eq. (74) twice over λ, setting λ = 0 and
using (A3) we find that B(x) obeys
dB(x)
dx
− 2x
b
1− x B(x) =
A(x)
(1− x)2 (A4)
where we have used the shorthand notation
A(x) = 1 + 4(1− x)xbA(x) + 2(1− x)2x2b [A(x)]2 (A5)
Integrating (A4) and using B(0) = 0 we obtain
B(x) =
e−2Lb(x)
(1− x)2
∫ x
0
dy e2Lb(y)A(y) (A6)
We extract the first two cumulants by analyzing the
singular behaviors of A(x) and B(x) near x = 1. Using
Eq. (64) we find that A(x) has a pole of degree two
A(x) =
ρb
(1− x)2 +
2bρb − 1
1− x +O(1) (A7a)
Similarly using (A5)–(A7a) one finds that B(x) has a
pole of degree three
B(x) =
2ρ2b
(1− x)3 +
B2
(1− x)2 +
B1
1− x +O(1) (A7b)
Extracting the amplitudes from the exact solution (A6)
is not straightforward. One may try to insert (A7b) into
(A4), with the right-hand side computed with the help
of (A7a). This gives B3 = 2ρ
2
b , but does not fix B2. To
determine B2 we combine (A6) and (A7b) to find
B2 = lim
x→1
[∫ x
0
dy e2Lb(y)−2Lb(x)A(y)− 2ρ
2
b
1− x
]
(A8)
Equivalently, B2 + 2ρ
2
b = ρbJb with
Jb = lim
x→1
∫ x
0
dy
[
e2Lb(y)−2Lb(x)
A(y)
ρb
− 2ρb
(1− y)2
]
(A9)
To appreciate that the singular behaviors of A(x) and
B(x) near x = 1 give the cumulants we start by recalling
that the function Φ(λ, x) has a simple pole at y(λ), so
Φ(λ, x) =
Y (λ)
y(λ)− x +O(1) (A10)
when x→ y(λ), with
Y (0) = 1, y(0) = 1 (A11)
as it follows e.g. from Eq. (A3). The average and the
variance are found from the cumulant generating function
U(λ) = − ln y(λ) to yield
lim
L→∞
L−1〈N〉 = −y′ (A12a)
lim
L→∞
L−1〈N2〉c = (y′)2 − y′′ (A12b)
where (· · · )′ = d(··· )dλ
∣∣
λ=0
.
Differentiating Eq. (A10) over λ, setting λ = 0 and
using (A11) we find
A(x) = − y
′
(1− x)2 +
Y ′
1− x +O(1) (A13a)
B(x) =
2(y′)2
(1− x)3 −
y′′ + 2Y ′y′
(1− x)2 +
Y ′′
1− x +O(1) (A13b)
Comparing (A7a) and (A13a) we conclude that
y′ = −ρb, Y ′ = 2bρb − 1 (A14)
and thus re-derive that ρb is indeed the jammed density.
Comparing (A7b) and (A13b) and using (A14) we get
y′′ = 2ρb(2bρb − 1)−B2 (A15)
Collecting these results we arrive at the final formula
Qb = Jb + 1− (1 + 4b)ρb (A16)
for the Mandel Q parameter. The jammed density ρb ad-
mits an integral representation, Eq. (67), while Jb given
by (A9) requires taking the limit of an integral. (The
naive replacement, x → 1, in (A9) gives erroneous inte-
gral representation.) It is still possible to extract very
accurate results, e.g. one finds Q2 ≈ −0.9518 indicat-
ing that the statistics of the occupation number is also
strongly sub-Poissonian when b = 2.
One can similarly compute higher cumulants. For in-
stance, to determine the third cumulant one deduces the
governing equation for ∂3λΦ(λ, x)
∣∣
λ=0
from (74), solves it
and from the singular behavior at x = 1 extracts y′′′; the
third cumulant is then 3y′y′′ − 2(y′)3 − y′′′.
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