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We discuss the theory and implementation of the finite temperature coupled cluster singles and doubles
(FT-CCSD) method including the equations necessary for an efficient implementation of response properties.
Numerical aspects of the method including the truncation of the orbital space and integration of the ampli-
tude equations are tested on some simple systems, and we provide some guidelines for applying the method
in practice. The method is then applied to the 1D Hubbard model, the uniform electron gas at warm,
dense conditions, and some simple materials. The performance on model systems at high temperatures is
encouraging: for the 1-dimensional Hubbard model FT-CCSD provides a qualitatively accurate description of
finite-temperature correlation effects even at U = 8, and it allows for the computation of systematically im-
provable exchange-correlation energies of the warm, dense UEG over a wide range of conditions. We highlight
the obstacles that remain in using the method for realistic ab initio calculations on materials.
I. INTRODUCTION
An ab initio description of the thermal properties of
molecules and materials remains a significant challenge.
In many cases, experimental temperatures are so small
relative to the lowest energy electronic excitations that
electronic temperature can be assumed to be effectively
zero. However, there are cases where this assumption is
not justified. Some examples include
1. warm, dense matter
2. the low-energy phases of correlated materials
3. metallic systems
In these systems, the electronic temperature cannot be
ignored, and how best to incorporate thermal effects into
computational methods for treating electron correlation
is an open question.
In warm, dense matter, the thermal effects are
comparable in magnitude to the effects of electron
correlation.1,2 Conditions like this occur in planetary
cores,3 and can be realized in the laboratory with high
intensity lasers.4,5 Finite temperature density functional
theory (DFT) coupled with molecular dynamics (MD) for
the nuclei is the most practical computational method
for such systems.6–8 However, the parameterization of
finite temperature density functionals is a non-trivial
problem,9–11 and a variety of quantum Monte Carlo
(QMC) methods have been developed with the goal of
providing an accurate treatment of finite-temperature
fermionic systems to aid in the development of finite-
temperature functionals.12–17 In this context, the warm,
dense uniform electron gas (UEG) has become an impor-
tant system both as a benchmark for new methods and
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as an ingredient in the parameterization of finite temper-
ature density functionals.18–28
The rich electronic phases of correlated materials also
require a treatment of electron correlation at finite tem-
perature. Here, the low energy excitations typically in-
volve the spin degrees of freedom and thus phase tran-
sitions can occur on the emergent exchange coupling
temperature (or lower) scales. Theoretical work has
largely focused on model systems such as the Hubbard
model.29–33 For such lattice problems, a variety of meth-
ods including dynamical mean field theory (DMFT),34,35
the dynamical cluster approximation (DCA),36,37 and fi-
nite temperature extensions to the density matrix renor-
malization group (DMRG)38–40 are commonly used.
In ab initio calculations on metals, DFT often offers a
good description, and it is common practice to use a ther-
mal smearing of the electron density to ease convergence
of the Kohn-Sham equations.41,42 Explicit treatment of
electron correlation in metals beyond density functional
theory is less common though GW theory has been ap-
plied to metals.43 Ab initio DMFT has been used to study
correlated metallic systems, especially those which un-
dergo a low-temperature phase transition due to electron
correlation (see Section IV of Ref. 35 for a review).
Problems like these have spurred a recent interest
in extending ab initio electronic structure methods to
the case of finite electronic temperatures. The simplest
methods in this hierarchy are thermal mean-field theo-
ries, Hartree-Fock (HF) theory44 or DFT.45 The goal is
to develop hierarchies that mirror those at zero temper-
ature and approach the thermal full configuration inter-
action (FCI)46 limit with polynomial scaling approaches.
Examples include finite temperature extensions of per-
turbation theory,47,48 configuration interaction (CI),49
Green’s function methods,50–52 or coupled cluster (CC)
theory.47,53–56
The coupled cluster method is the method of choice
for high-accuracy, ground-state, quantum chemistry
calculations,57–63 and we believe it to be a promising
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2method for finite temperature calculations as well. The
first polynomial-scaling finite temperature generalization
of coupled cluster theory was the thermal cluster cumu-
lant theory of Mukherjee and coworkers.53,64–67 Recently,
there has been renewed interest in finite-temperature
coupled cluster methods. Hermes and Hirata suggested
a coupled cluster doubles method based on their ”renor-
malized” perturbation theory,47 White and Chan pre-
sented a finite-temperature extension of CCSD (FT-
CCSD),54 Hummel published a finite temperature lin-
earized, direct coupled cluster doubles method for pe-
riodic solids, and Harsha et al derived a finite temper-
ature coupled cluster theory based on the thermofield
formalism.56 Coupled cluster methods for the dynamics
of finite temperature systems driven out of equilibrium
have also been the subject of several recent studies.68–70
Despite all this development, many practical questions
remain unanswered, and it is the goal of this work to
address such questions.
Working within the FT-CCSD formalism presented in
Ref. 54, we will clarify several aspects of the theory and
present the equations necessary for an efficient imple-
mentation of FT-CCSD including a response treatment
of properties. In Section III we will discuss the numerical
and computational aspects of the method in the context
of some simple benchmark calculations. In Section IV we
apply the method to several finite temperature systems.
The 1D Hubbard model allows us to compare to exact
results for different values of the onsite repulsion, and
we find that FT-CCSD performs well even for U = 8, a
relatively large value of the onsite repulsion. We present
FT-CCSD calculations of the UEG exchange-correlation
energy at finite temperature with particular emphasis on
the potential of FT-CC methods to provide consistent,
systematically improvable results over a wide range of
temperatures and densities. Finally, some simple ab ini-
tio calculations on periodic solids serve to demonstrate
both the potential of the method and the difficulties we
face in ab initio calculations at a finite electronic temper-
ature.
II. THEORY
Here, we review and expand on the theory presented
in Ref. 54. The theory is, in a fundamental sense, iden-
tical to the thermal cluster cumulant (TCC) theory of
Mukherjee and coworkers,53,64–67 but our focus is on us-
ing the FT-CCSD theory presented in Ref. 54 as a com-
putational tool.
A. The FT-CC equations: Integral and differential forms
The FT-CC contribution to the grand potential is de-
termined from an integration in imaginary time,
ΩCC =
1
β
∫ β
0
dτE[s(τ)], (1)
where β is the inverse temperature, s is a vector of FT-
CC amplitudes, and the kernel, E, is local in imaginary
time and given in Equation A8.
The FT-CC equations can be derived directly from di-
agrammatics as in Ref. 54, or from the thermally normal-
ordered ansatz of TCC. The amplitude equations are
non-linear and, in integral form, are given by:
sµ(τ) = −
∫ τ
0
dτ ′e∆µ(τ
′−τ)Sµ[s(τ ′)]. (2)
The index, µ, runs over the amplitudes which are typi-
cally truncated at some excitation level. Here, the S ker-
nel is local in imaginary time and is given in Appendix A
for the case of finite-temperature coupled cluster singles
and doubles (FT-CCSD). ∆µ is the difference of orbital
energies associated with the µth excitation. In Ref. 54,
we chose to define the amplitudes, s, such that the oc-
cupation numbers were associated with each line appear-
ing “above” the interaction diagrammatically. Here, we
adopt a slightly different convention where the occupa-
tion numbers are split symmetrically. For example, at
first order, the definition of sai (τ) differs between Ref. 54
and this work,
Ref. 54: fai(1− na) (3)
This work: fai
√
ni(1− na) (4)
where n is Fermi-Dirac occupation number and f is the
finite temperature Fock matrix. The appropriate modifi-
cations to the amplitude and energy equations are shown
in Appendix A. This modification changes neither the
theory nor the results, but it allows us to form effective
integrals which retain the symmetry of the underlying
integrals, and it leads to a more symmetric treatment of
the λ amplitudes.
In order to efficiently compute properties, we define a
variational Lagrangian,
L ≡ 1
β
∫ β
0
dτE(τ) +
1
β
∫ β
0
dτλµ(τ)
[
sµ(τ) +
∫ τ
0
dτ ′e∆µ(τ
′−τ)Sµ(τ ′)
]
. (5)
Note that this definition differs by a minus sign from that given in Ref. 54. This sign convention does not change
3the results, but makes the λ equations more closely re-
semble those of the ground-state theory. The λ ampli-
tudes are defined by the condition that L is stationary
with respect to variations of the s amplitudes which leads
to a linear equation:
λµ(τ) = −L[s(τ), λ˜(τ)] (6)
We define the quantity, λ˜, as
λ˜µ(τ) ≡
∫ β
τ
dτ ′e∆µ(τ−τ
′)λµ(τ ′). (7)
Given these integral equations (Equation 2 and Equa-
tion 6), one can easily obtain differential equations for s
and λ˜ directly:
dsµ
dτ
= −{∆µsµ(τ) + Sµ[s(τ)]} (8)
dλ˜µ
dτ
=
{
∆µλ˜µ(τ) + Lµ[s(τ), λ˜(τ)]
}
. (9)
These equations, in integral (Equations 2, 6, and 7)
or differential (Equations 8 and 9) form, are described
in more detail in Appendix A for the specific case of
FT-CCSD. Once the λ amplitudes have been computed,
properties can be evaluated by computing the partial
derivatives of the Lagrangian. In Section II D we will
show how these derivatives, including the response of the
reference orbital energies, can be computed by contract-
ing the basis representation of an operator with response
densities.
B. Choice of reference
Like in zero temperature coupled cluster theory, the
choice of reference orbitals will have some effect on the
energy and properties. Unlike the ground state theory,
the choice of orbital energies will also have an effect. In
other words, for a given choice of orbitals, the relative
partitioning of the energy between between 0th and 1st
order will matter at finite temperature even though it
does not at zero temperature. This difference is most
easily conceptualized within the TCC formulation which
uses a thermally normal ordered ansatz. At zero tem-
perature, partitioning the orbitals into an occupied and
virtual space defines entirely the normal-ordering with
respect to that reference:
N [ABC . . .]T=0 = ABC . . .− 〈ABC . . .〉T=0. (10)
This is because the expectation value in the zero tem-
perature reference is determined entirely by the choice
of occupied space. However, at some finite temperature
(T = T0), the normal-ordering depends on the occupa-
tions explicitly:
N [ABC . . .]T=T0 = ABC . . .− 〈ABC . . .〉T=T0 . (11)
This is because the thermal average will depend on the
occupation numbers of the states in question which, in
turn, are functions of the non-interacting, single-particle
energies.
This means that we must always be careful to spec-
ify the reference energies as well as orbitals used for a
particular calculation since it will affect the final answer.
There are many possible choices of reference orbitals and
energies, and some aspects of the choice of reference have
been described by Sanyal et al.71
C. Numerical integration and propagation in imaginary
time
In practice the imaginary-time integral to to determine
the free energy must be done by numerical quadrature:∫ β
0
I(τ)dτ ≈
∑
x
gxI(τx). (12)
The values of amplitudes at some finite set of ng points
are stored and the tensor g contains the quadrature
weights. If the integral form of the equations are used
(see Equations 2, 6, and 7), then the amplitudes are de-
termined by solving an integral equation of the form
s(τy) ∼
∫ τy
0
I(τ)dτ ≈
∑
x
GxyI(τx) (13)
where G is a tensor of quadrature weights and the inte-
grand I depends on the amplitudes. On the other hand, if
the differential form of the equations are used (see Equa-
tions 8 and 9), then the amplitudes are propagated like
s(τy) = s(τy−1) + ∆s, (14)
where the step, ∆s, is determined either from a differ-
ential equation integrator such as a Runge-Kutta,72,73
Adams,74,75 or Crank-Nicolson76 method. There is a re-
lationship between the integral and differential form of
the equations in that any integral method defined by a
set of quadrature rules encoded in G should be equiva-
lent to some, generally non-trivial, integrator. If G has
non-zero diagonal entries then the associated integral it-
eration is equivalent to an implicit propagation scheme,
like Crank-Nicolson, and otherwise it will be equivalent
to an explicit propagation scheme, like 4th order Runge-
Kutta.
D. Response properties
Properties in FT-CC theory are best computed from
the response of the grand potential to a perturbation.
This is most easily accomplished by computing ana-
lytic derivatives of the Lagrangian presented in Equa-
tion 5. The λ amplitudes are computed such that this
Lagrangian is stationary with respect to variations in the
4amplitudes, so we need not consider the response of the
amplitudes directly, but there are still several types of
response that must be considered. We will first consider
the derivative with respect to a parameter α, where α
represents the coupling to some operator X. In this case
are 3 types of terms:
1. Terms resulting from the explicit dependence of the
Hamiltonian on α.
2. Terms resulting from the dependence of the occu-
pation numbers and orbital energies on α
3. Terms resulting from the dependence of the orbitals
themselves on α
Unlike in ground state coupled cluster, the orbital ener-
gies and the 1-electron part of the perturbation appear
separately in the Lagrangian. This means that properties
will depend on the relative partitioning of X into a part
that is included in the orbital energies and a part that ap-
pears as part of the perturbation, e.g. for a one-electron
X:
Xpq = X
(0)
q δpq +X
(1)
pq . (15)
Terms of type 1 are the simplest and they may be
efficiently computed by tracing X(1) with the unre-
laxed, normal-ordered FT-CCSD 1-RDM, γN (or the 2-
RDM ΓN for 2-electron properties), as described in Ap-
pendix B. We use the subscript N to indicate that these
densities represent the response only to the thermally
normal ordered part of the operator. Terms of type 2
can be incorporated by tracing a diagonal matrix, d, with
X(0). The computation of this quantity is also described
in Appendix B. The incorporation of the response of the
orbital energies and occupation numbers is crucial to ob-
taining a density matrix that has a trace equal to the
electron number computed as −∂Ω/∂µ. The orbital re-
sponse (type 3) must be included to compute fully re-
laxed properties, and it is possible to also incorporate
this into a fully relaxed density matrix. In this work,
we ignore this contribution for several reasons. First,
in most cases we use zero temperature orbitals which
means that there will be no orbital response contribu-
tion to the energy, entropy, or number of electrons. Fur-
thermore, for the UEG, this term is rigorously zero be-
cause the form of the orbitals is fixed by the translation
invariance of the system. Finally, we suspect that, as
in zero-temperature CCSD, the orbital contribution to
most properties is small, though this should ultimately
be verified numerically. The entropy can be computed
from the derivative with respect to β for which there are
additional terms that we must consider:
4. terms arising from the explicit dependence of the
Lagrangian on β
5. terms arising from the dependence of the quadra-
ture weights on β
6. terms arising from the positions of the grid points
which depend on β
Terms of type 4 are simply proportional to the value of
the Lagrangian itself (Equation B35). Terms of type 5 are
related ultimately to the dependence of the integration
limits on β. Terms of type 6 can also be computed for a
given discretization, though these terms will vanish in the
limit of a dense grid (Equation B38). Precise equations
for all these terms are given in Appendix B.
III. BENCHMARKS
In this section we will use some simple benchmarks to
suggest an answer to several practical questions. How
severe an approximation is the truncation of the ampli-
tudes based on small occupation numbers? What types
of grids are most effective and how many grid points are
necessary to obtain a desired accuracy? What computa-
tional resources are required to perform a given calcula-
tion? In exploring these questions, we will focus on two
small systems: the beryllium atom in a minimal basis
(STO-3G) at fixed µ (µ = 0) , and the 14 electron, un-
polarized UEG in a basis of 33 plane wave orbitals at a
fixed average number of electrons i.e. µ is adjusted such
that 〈N〉 = 14.
A. Restricted occupied and virtual spaces
One of the simplest ways to reduce the cost of FT-
CCSD is to allow nonzero amplitudes only when the “oc-
cupied” (“virtual”) indices are associated with orbitals
that have particle (hole) occupation number greater than
some threshold. In general such a truncation will lead to
approximate results, and we must ask what error is in-
curred and what kind of thresholds are acceptable.
Though it is tempting to assume that the contribution
to the free energy due to excitation from an orbital with
occupation ni is proportional to ni, this is unfortunately
not the case, and we must be careful when truncating the
excitation space in this way. As a rough estimate, con-
sider the 2nd order contribution to the grand potential
due a 1-particle matrix element vai:
Ω
(2)
ai =
1
β
ni(1− na)|vai|2
[
β
εi − εa +
1− eβ(εi−εa)
εi − εa
]
.
(16)
For the purpose of this analysis, we will assume, without
loss of generality, that µ = 0. Consider the case where β
and/or εi are large such that
ni ∼ e−βεi . (17)
If we furthermore assume that vai and (1−na) are of or-
der 1 and εa is small, then we can extract the asymptotic
behavior of the 2nd order expression, and we find that
Ω
(2)
ai ∼
1
βε2i
. (18)
5This would seem to suggest that, as a rigorous thresh-
old, one should assume an error that goes like the nat-
ural log of the occupation numbers, (−εi lnni)−1, and
not the occupation numbers themselves. This behavior
is shown in Figure 1 for the beryllium atom. This fig-
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FIG. 1. Error per electron due to truncating the “virtual”
space of the the minimal basis (STO-3G) Be atom so as not
to include the lowest energy orbital. (Note that in the finite-
temperature theory, the virtual space includes all orbitals,
the virtual labels serving only to indicate the time-direction
of the propagator associated with the orbital). The lower
panel shows the hole occupation, na−1, of this orbital. While
the occupation decreases exponentially with temperature, the
corresponding contribution to the properties decreases like
some polynomial in temperature.
ure clearly shows that the error incurred by truncating
the cluster amplitudes is some polynomial in the inverse
temperature even though the occupation numbers them-
selves decay exponentially. Despite this fact, we have
observed that a threshold of approximately 1 × 10−30 is
sufficient to guarantee errors of less than 1 meV per elec-
tron relative to the full FT-CCSD. In general this may
be system dependent and it is always prudent to exam-
ine the convergence of relevant properties with respect to
this threshold.
B. Numerical integration and propagation schemes
Efficient FT-CCSD calculations are critically depen-
dent on the numerical quadrature used to compute the
grand potential and the integral or differential scheme
used to solve for the amplitudes. In this section we will
discuss two questions:
1. How does the error depend on the number of grid
points for some simple numerical schemes?
2. How many grid points are typically required?
One has great freedom in choosing a propagation scheme
and numerical integration scheme, and we cannot claim
that the methods we use in this work are optimal. We
believe that the best choice will ultimately be an adaptive
scheme, but this is beyond the scope of this work.
In this work, we use a quadrature generated by Simp-
son’s rule,77 and use either the implicit integral method
generated by the same Simpson’s rule or an explicit
Runge-Kutta (RK) propagator to compute the ampli-
tudes. Even though we use the same grid for the quadra-
ture that determines the grand potential and the integra-
tor that determines the amplitudes, these are really sepa-
rate sources of numerical error. In Figure 2, we show the
error in the exchange-correlation energy and exchange-
correlation entropy of the 14 electron unpolarized UEG
in 33 plane-wave orbitals. The density is characterized
by rs = 4, and the reduced temperature is θ = 0.125.
Note that in all cases, the numerical error is controllable.
The error in the entropy is larger than the error in the
energy, and this is to be expected because
S = −β(Ω− E − µN). (19)
Therefore any error in the energy should be magnified in
the entropy by a factor of the inverse temperature. This
is consistent with the behavior observed in Figure 1. One
must be cautious in using Figure 2 to suggest the “best”
numerical method. Though the Simpson’s rule integra-
tor may provide the smallest error for a given number
of grid points, this implicit method requires the itera-
tive solution of a non-linear equation at each step and is
therefore considerably more expensive. We will return to
this point in Section III C.
The theoretical and observed behavior of the numeri-
cal error is summarized for different methods in Table I.
This confirms that these numerical methods are behav-
ing as expected and provides an answer to question (1).
Furthermore, the clear asymptotic behavior of the nu-
merical error allows us to estimate the numerical error in
a given calculation and extrapolate the dense grid limit
if desired. The deviations of the asymptotic error from
its expected behavior in some cases may be due to the
number of electrons not being sufficiently converged. For
this system we fixed the number of electrons separately
for each number of grid points to better than 1 × 10−4.
In practice, the answer to question (2) can be obtained
by monitoring the change in properties of interest as the
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FIG. 2. The error per electron in the exchange-correlation
energy (top) and exchange-correlation entropy (bottom) for
different integrators as a function of the number of grid points.
The polynomial behavior of the error in the grid spacing
matches the theoretical expectation (see Table I).
number of grid points is increased. We have observed the
number of grid points necessary for a given accuracy to
scale roughly with β with other parameters fixed.
C. Timings and computational considerations
We must also consider the computational aspects of
these calculations. For the numerical integration we can
use either an explicit or implicit integrator in the solution
of the amplitude equations. Implicit methods will gener-
ally be more accurate and more stable at the cost of iter-
atively solving a non-linear equation at each grid point.
This trade-off is illustrated in Table II which suggests
that explicit methods will usually be cheaper, though im-
plicit methods may be preferable in some cases. In par-
ticular, we have observed that at lower temperatures the
differential equations can become “stiff.” In such cases,
the step-size necessary to stably integrate the equations
with an explicit method may be impractically small and
an implicit integrator may be more efficient.
solver Int. error amp. error obs. (Exc) obs. (Sxc)
Simpson’s h4 h4 h4.1 h4.0
RK1 h4 h1 h1.2 h0.8
RK2 h4 h2 h2.4 h2.8
RK4 h4 h4 h4.4 h4.6
TABLE I. Theoretical vs observed asymptotic error with re-
spect to the step size, h = 1/ng. The first column indicates
the method used to compute the amplitudes, the second indi-
cates the asymptotic behavior of the error due to the quadra-
ture used to compute the grand potential and its derivatives,
the third column shows the asymptotic behavior of the error
due to the numerical solution of the amplitudes themselves.
The final two columns show the behavior observed in Figure 2
for the error in the exchange-correlation energy and entropy
respectively.
Method ng time (s)
Simpson’s 40 4054
RK1 320 5720
RK2 80 2447
RK4 40 2128
TABLE II. Minimum number of grid points (given calcula-
tions for ng = 20, 40, 80, 160, 320) necessary to obtain sub-
millivolt error per electron in the exchange-correlation energy
for the 14 electron UEG system, and the time of that calcu-
lation. All calculations were performed on a single 28 core
node.
Though the differential and integral form of the ampli-
tude equations do not differ conceptually, they suggest
slightly different algorithms. The algorithm that mir-
rors the differential form of the algorithm is described in
Algorithm III C. The algorithm that follows the integral
1: Initialize s(τ0) = 0
2: Initialize ΩCC = 0
3: for i = 1 : ng do
4: Compute ∆s from Eqn. 8
5: Form s(τi) = s(τi−1) + ∆s
6: Increment ΩCC = ΩCC + giE[s(τi)]/β
7: end for
ALGORITHM 1. Solve for the amplitudes using the differen-
tial form of the equations. The key step is line 4 where either
an explicit integrator (like RK4) or an implicit integrator (like
the Crank-Nicolson method) is used to find the step.
form of the equations is given in Algorithm III C. In both
cases, the most expensive step is is evaluation of the S
kernel (Equations A15 and A16 for CCSD). The number
of times that this kernel must be evaluated depends on
the specific integrator or quadrature.
The computational scaling of FT-CCSD is asymptot-
ically the same as for ground-state CCSD, but the pref-
actor is considerably larger due to the number of grid
points and the fact that there is no distinction between
71: Initialize s(τ0) = 0
2: for i = 1 : ng do
3: Compute S[s(τj)] for j ≤ i
4: Compute s(τi) from Eqn. 2
5: end for
6: Compute Ωcc from Eqn. 1
ALGORITHM 2. Solve for the amplitudes using the integral
form of the equations. The key step is line 4 where s(τi) is
solved from Equation 2 discretized as shown in Equations 13.
Depending on the form of the quadrature, this may or may
not require the iterative solution of a system of non-linear
equations.
“occupied” and ”virtual” orbital spaces. The additional
memory cost due to the grid points can be ameliorated
by using disk storage as shown in Table III. Technical im-
method disk mem. cpu
incore - ngN
4 ngN
6
disk ngN
4 N4 ngN
6
TABLE III. Scaling of disk storage, memory, and cpu time for
the fully-incore and disk-based implementations of FT-CCSD.
N indicates the number of orbitals and ng the number of grid
points.
provements, such as distributed memory parallelization,
are necessary to improve the performance further.
IV. APPLICATIONS
In order to demonstrate some features of the FT-CCSD
method, we will now apply it to several prototypical sys-
tems.
A. The Hubbard model
First we consider the one-dimensional (1D) Hubbard
model,29 an exactly solvable model of strong correlation.
The one-band, 1D Hubbard model is given by the Hamil-
tonian
H = −t
∑
iσ
(a†i,σai+1,σ + a
†
i+1,σai,σ) + U
∑
i
ni↑ni↓ (20)
where i runs over the sites of a 1-dimensional lattice and
σ runs over the spin states of a spin-1/2 particle. The
equilibrium properties of this model at finite temperature
in the thermodynamic limit can be found exactly via the
Bethe ansatz. This provides us with an opportunity to
evaluate the strengths and weaknesses of FT-CCSD by
comparing to an exact result for different values of the
onsite repulsion U/t.
In Figure 3 we show the exact and FT-CCSD grand po-
tential, energy, and entropy per site for the 1D Hubbard
model with periodic boundary conditions at half filling
(µ = U/2). The FT-CCSD results are taken from a 32
site lattice which is very close to the thermodynamic limit
for the parameters considered here. FT-CCSD results
from a Ne´el state reference and from a zero-temperature
unrestricted Hartree-Fock (UHF) reference are shown to
highlight the effect of different references. In both cases
the reference non-interacting system is defined by the di-
agonal entries of the zero-temperature Fock matrix. The
exact results are computed via the Bethe ansatz.78 In all
cases, even for the relatively strongly correlated case of
U = 8, FT-CCSD provides qualitatively correct results.
The agreement with the exact result is better for smaller
U as we might expect from the performance of ground
state CCSD on the Hubbard model.33,79,80 Though both
sets of reference orbitals lead to FT-CCSD results with
a similar level of accuracy, the optimized UHF orbitals
clearly provide a better starting point. The difference
between UHF and Ne´el orbitals gets smaller at larger
U where the UHF orbitals more closely resemble a Ne´el
state.
The price that must be paid for coupled cluster cal-
culations on strongly repulsive systems like this is arti-
ficial symmetry breaking in the reference orbitals. Both
references (Ne´el and UHF) break spin symmetry, and
this symmetry cannot be fully restored by FT-CCSD as
shown in Figure 4 where we plot the staggered magneti-
zation per site in the FT-CCSD 1-particle reduced den-
sity. This artificial symmetry breaking is not an issue
if one is interested in just the energy or grand potential
(see Figure 3), but it will likely obscure certain types
of phase transitions. The systematic underestimation of
the entropy at low temperatures shown in row 3 of Fig-
ure 3 is also related to this artificial symmetry breaking
since the configuration obtained by flipping all the spins
of the reference is not well-described and cannot properly
contribute to the entropy.
It is encouraging that FT-CCSD provides qualitatively
correct results even for relatively strongly correlated case
of U = 8. However, the symmetry-broken references
required to obtain these results suggest that FT-CCSD
would not be appropriate for describing a phase transi-
tion, like the Ne´el transition in the 3-dimensional Hub-
bard model, that is governed by a spontaneous breaking
of spin symmetry.
B. The warm dense UEG
The warm, dense UEG has been the focus of much
work within the quantum Monte Carlo community
with the focus being the accurate computation of the
exchange-correlation energy.18–20,22–28,81,82 The 66 elec-
tron unpolarized and 33 electron polarized UEG are the
most commonly considered finite-size models. The work
in this area is best summarized in Ref. 28. Our inter-
est in the UEG is twofold: we compare to QMC results
where accurate QMC results are available, and we eval-
uate the potential of FT-CC methods to provide results
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FIG. 3. The grand potential per site (1st row), energy per site (2nd row), and entropy per site (3rd row) as a function of
temperature for the 1D Hubbard model with U = 2 (blue), U = 4 (green), and U = 8 (red). In the first column we plot the
exact results (solid line) and FT-CCSD results with a Ne´el state reference (dotted line) and a UHF reference (dashed line). In
the second column the error in the FT-CCSD results is plotted. The entropy curves are also plotted in Appendix C for clarity.
for some sets of parameters where reliable QMC calcula-
tions are more difficult. In particular note Figures 18-20
of Ref. 28 where the state-of-the-art QMC calculations
on these systems are summarized. We compare to the
following finite temperature QMC methods: configura-
tion path-integral Monte Carlo (CPIMC)14, density ma-
trix quantum Monte Carlo (DMQMC)15 with the initia-
tor approximation (iDMQMC),25 permutation-blocking
path integral Monte Carlo (PB-PIMC),16 and restricted
path integral Monte Carlo (RPIMC).12 The warm-dense
UEG can be completely characterized by its density (or
Wigner-Seitz radius, rs) and its temperature, θ, given
in units of the Fermi energy. In general, CPIMC and
DMQMC are expected to perform better at high den-
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FIG. 4. The staggered magnetization in the FT-CCSD 1-
particle reduced density matrix as a function of temperature
for 1D Hubbard model with U = 2 (top, blue), U = 4 (middle,
green), and U = 8 (bottom, red). Results for both a Ne´el state
reference (dotted line) and UHF reference (dashed line) are
shown.
sity (low rs) while PB-PIMC and RPIMC are expected
to be more reliable at low density (high rs). All finite
temperature QMC methods should be more reliable at
higher temperatures for which the sign problem is less
severe. We do not report results for rs < 0.5 or for θ > 1
since a variety of methods including FT-CCSD should be
reliable in these limits.
In the FT-CCSD calculations shown here, there are
two sources of error: the finite basis set and the neglect of
high-order excitations (triples, quadruples, etc.). Addi-
tionally, FT-CC results in the grand canonical ensemble
will differ from QMC calculations in the canonical ensem-
ble for a finite number of electrons. In other words, the
finite-size error will be different in canonical and grand
canonical ensembles. In Appendix D we describe two
methods of basis set extrapolation and comment on the
magnitude of the basis set error in these calculations. In
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FIG. 5. The exchange-correlation energy of the N = 33 po-
larized UEG as a function of rs for θ = 0.5. The exchange-
correlation energy is scaled by rs to make the scale of the plot
more uniform. The FT-CCSD calculations are performed in
a basis of 123 plane-waves. The close agreement between FT-
CC and QMC approaches in this basis set is likely due to a
favorable cancellation of errors.
Figures 5 and 6, we show the exchange-correlation en-
ergy of the warm-dense polarized UEG as a function of
rs as computed with FT-CCSD and a variety of QMC
methods at reduced temperatures of 0.5 and 0.25 respec-
tively. For rs ≤ 2 FT-CCSD agrees well with CPIMC
and iDMQMC which should be reliable in this region
(see Ref. 28 section 5.7). For rs = 4 FT-CCSD under-
estimates the magnitude of the exchange correlation at
both temperatures shown here. This is likely due to the
neglect of triples. At zero temperature, the triples are
estimated to account for approximately 15% of the cor-
relation energy at rs = 4,
83 and this is consistent with
what we see in the warm dense regime. We expect the
finite-basis error to be significant, especially at θ = 0.5,
and the good agreement at low rs for θ = 0.5 is likely
due to a cancellation of errors.
In Figures 7 and 8 we show analogous calculations for
the N = 66 unpolarized UEG. For N = 66, differences
between grand canonical and canonical ensembles should
be smaller, and we expect the primary source of error to
be the basis set for rs ≤ 4 and the neglect of higher exci-
tations at rs = 4. In Appendix D we provide an analysis
10
100
rs (Bohr)
0.72
0.70
0.68
0.66
0.64
0.62
r s
E x
c/N
 (E
h)
FT-CCSD
CPIMC
iDMQMC
RPIMC
FIG. 6. The exchange-correlation energy of the N = 33 po-
larized UEG as a function of rs for θ = 0.25. The exchange-
correlation energy is scaled by rs to make the scale of the plot
more uniform. The FT-CCSD calculations are extrapolated
to the complete basis set limit using the E1 method described
in Appendix D. For rs = 4 in particular the neglect of triple
excitations is likeley the primary source of error.
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FIG. 7. The exchange-correlation energy of the N = 66 un-
polarized UEG as a function of rs for θ = 0.5. The exchange-
correlation energy is scaled by rs to make the scale of the plot
more uniform. The FT-CCSD calculations are performed in
a basis of 123 plane-waves.
of the finite basis error which supports this claim.
More detailed calculations are necessary to make
definitive statements about this system. These include
calculations in larger basis sets, calculations that allow
for an estimate of triples, and calculations that provide
an estimate of the finite-size error. FT-CC has the poten-
tial to provide systematically improvable results for the
polarized and unpolarized UEG for rs ≤ 4 and for a very
wide range of temperatures. For even moderate rs (such
as rs < 4) it is known that zero-temperature mean-field
theory gives a wide range of broken symmetry solutions84
and the role of these broken symmetry states in subse-
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FIG. 8. The exchange-correlation energy of the N = 66 unpo-
larized UEG as a function of rs for θ = 0.25. The exchange-
correlation energy is scaled by rs to make the scale of the plot
more uniform. The FT-CCSD calculations are performed in
a basis of 123 plane-waves.
quent coupled cluster calculations at finite temperature
should be explored. Additionally, classifying correlation
in terms of the order of the coupled cluster excitations
can provide insight into the nature of correlation in this
important system at finite temperature.
C. Ab initio Hamiltonians
Finally, we consider the application of FT-CCSD to
the ab initio problem. This problem is characterized by
a number of difficulties including
• converging to the thermodynamic limit in materials
• larger 1-particle basis sets and/or plane-wave cut-
offs may be required at finite temperature because
states with larger kinetic energy are populated
• the large number of grid points required to control
the numerical error at lower temperatures
• the inclusion of finite temperature nuclear effects
FT-CCSD in its current form is still too expensive for
us to meaningfully address all these difficulties, how-
ever we will nonetheless show that it is possible to ap-
ply FT-CCSD to the problem of ab initio calculations
on materials within the framework of local basis func-
tions. In the following calculations, we use a minimal va-
lence basis set of periodic Gaussian orbitals (SZV)85 and
GTH pseudopotentials.86,87 The matrix elements have
been obtained from the PySCF program package88 using
plane-wave density fitting.89 Zero-temperature, ground-
state CCSD calculations were performed as described in
Ref. 90.
In Figures 9 and 10 we show the energy per atom
of diamond and silicon respectively relative to the zero
11
temperature CCSD energy in the same basis set. In
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FIG. 9. The FT-CCSD energy per atom of diamond relative
to the zero temperature CCSD energy in the same basis.
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FIG. 10. The FT-CCSD energy per atom of silicon relative
to the zero temperature CCSD energy in the same basis.
both of these calculations twist averaging over a 3x3x3
k-point grid at fixed µ was used to partially alleviate
finite-size errors, and a zero-temperature Hartree-Fock
reference was used. As the temperature approaches zero,
the FT-CCSD energy approaches the zero-temperature,
ground-state CCSD energy. The difference between the
ground-state and finite-temperature energy is more pro-
nounced for silicon relative to diamond because silicon
has lower energy excited states.
Unfortunately, at lower temperatures, large orbital en-
ergy differences make integrating the FT-CCSD differ-
ential equations numerically unstable. This makes larger
calculations difficult at lower temperatures. For example,
for a 2-atom supercell of copper metal twist averaged over
3x3x3 mesh of k points, we were unable to reliably inte-
grate the FT-CCSD equations much below 3000K (see
Figure 11). Dealing with this difficulty is the subject of
current investigations, but the initial results are nonethe-
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FIG. 11. The FT-CCSD energy (Eh) per atom of copper. A
finite-temperature Hartree-Fock reference with T = 0.01Eh
was used for all points.
less promising. It is rare to see finite-temperature calcu-
lations on materials where electron correlation is treated
beyond the level of DFT, and FT-CCSD should be capa-
ble of providing valuable insight for such systems.
V. CONCLUSIONS
In this paper, we have discussed several aspects of FT-
CCSD. All equations necessary for an efficient implemen-
tation have been presented, and some simple benchmarks
have been provided to address the error incurred by re-
stricting the orbital spaces and by numerical treatments
of the imaginary time integration. Finally, we have shown
results for the 1D Hubbard model, the warm, dense UEG,
and some simple ab initio Hamiltonians. The 1D Hub-
bard model and the warm, dense UEG have allowed us to
evaluate the strengths and weaknesses of FT-CCSD rel-
ative to exact or nearly exact results, and we find that,
broadly speaking, FT-CCSD performs well for systems
in which we might expect CCSD to perform well at zero
temperature. For the warm, dense UEG, more calcu-
lations are needed to make truly definitive estimates of
the exchange-correlation energy, but FT-CCSD performs
well over a wide range of temperatures and densities. Ab
initio Hamiltonians present some difficulties because of
the large system sizes necessary to approach the ther-
modynamic limit in materials applications, and because
of the relatively low temperatures necessary to obtain re-
sults of relevance to many phenomena of interest. The re-
sults for small models of silicon and diamond clearly show
that the ground state CCSD energy is the zero temper-
ature limit of FT-CCSD, and we are currently pursuing
solutions to the numerical problems at low temperatures.
Future work on finite-temperature coupled cluster
methods is proceeding in three directions:
1. Technical improvements to address larger systems
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2. Theoretical improvements and approximations to
more reliably treat lower temperatures
3. Applications: more precise calculations on the
UEG, benchmark ab initio calculations on materi-
als in the warm-dense regime, ab initio calculations
of metallic systems at ambient temperatures.
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Appendix A: FT-CCSD energy, amplitude, λ equations
We will now state the FT-CCSD energy, amplitude,
and λ equations. We will use “thermal” 1-electron and
2-electron integrals integrals:
fij ≡ √ninj [〈i| f |j〉 − δijεi] (A1)
fia ≡
√
ni(1− na) 〈i| f |a〉 (A2)
fai ≡
√
ni(1− na) 〈a| f |i〉 (A3)
fab ≡
√
(1− na)(1− nb) [〈a| f |b〉 − δabεb] (A4)
〈ij| |ab〉 ≡
√
ninj(1− na)(1− nb)
× [〈ij|V |ab〉 − 〈ij|V |ba〉] (A5)
〈ij| |ka〉 ≡
√
ninjnk(1− na)
× [〈ij|V |ka〉 − 〈ij|V |ak〉] (A6)
etc.
The operator f is the Fock operator of the finite-
temperature mean-field density, the orbital energies, εp,
define the mean field system, and V is the 2-particle
Coulomb interaction.
The FT-CCSD grand potential is computed as
ΩCC =
1
β
∑
y
gyE(τy) (A7)
where g is the tensor of weights for some numerical in-
tegration scheme (see Section II C), and the kernel, E, is
given by
E(τ) ≡
∑
ia
fias
a
i (τ) +
1
4
∑
ijab
〈ij||ab〉[sabij (τ) + 2sai (τ)sbj(τ)].
(A8)
The FT-CCSD amplitude and λ iterations can be writ-
ten as:
sai (τy) = −S˜
a
i (τy) (A9)
sabij (τy) = −S˜
ab
ij (τy) (A10)
λia(τx) = −Lia(τx) (A11)
λijab(τx) = −Lijab(τx) (A12)
If the integral form of the equations are solved, we will
use the following quadrature approximations to the inte-
grated quantities:
S˜µ(τy) ≡
∑
x
Gyxe
∆µ(τx−τy)Sµ(τx) (A13)
λ˜µ(τx) ≡
∑
y
gy
Gyx
gx
e∆µ(τx−τy)λµ(τy) (A14)
If instead the differential form of the equations are prop-
agated in imaginary time, the s and λ˜ amplitudes are
computed directly from the S and L kernels. In either
case, the utility of these definitions lies in the fact that
the S and L kernels are local in time and are closely
related to the ground state CCSD equations. For the
singles, we find that
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Sai (τx) = fai +
∑
b
fabs
b
i (τx)−
∑
j
fjis
a
j (τx) +
∑
jb
〈ja| |bi〉 sbj(τx) +
∑
jb
fjbs
ab
ij (τx)
+
1
2
∑
jbc
〈aj| |bc〉 sbcij (τx)−
1
2
∑
jkb
〈jk| |ib〉 sabjk(τx)−
∑
jb
fjbs
b
i (τx)s
a
j (τx) +
∑
jbc
〈ja| |bc〉 sbj(τx)sci (τx)
−
∑
jkb
〈jk| |bi〉 sbj(τx)sak(τx)−
1
2
∑
jkbc
〈jk| |bc〉 sbi (τx)sacjk(τx)−
1
2
∑
jkbc
〈jk| |bc〉 saj (τx)sbcik(τx)
+
∑
jkbc
〈jk| |bc〉 sbj(τx)scaki(τx) +
∑
jkcd
〈jk| |bc〉 sbi (τx)scj(τx)sak(τx) (A15)
And similarly, for the doubles
Sabij (τx) = 〈ab| |ij〉+ P (ij)
∑
c
〈ab| |cj〉 sci (τx)− P (ab)
∑
k
〈kb| |ij〉 sak(τx) + P (ab)
∑
c
fbcs
ac
ij (τx)
− P (ij)
∑
k
fkjs
ab
ik (τx) +
1
2
∑
cd
〈ab| |cd〉 scdij (τx) +
1
2
∑
kl
〈kl| |ij〉 sabkl (τx)
+ P (ij)P (ab)
∑
kc
〈kb| |cj〉 sacik (τx) +
1
2
P (ij)
∑
cd
〈ab| |cd〉 sci (τx)sdj (τx)
+
1
2
P (ab)
∑
kl
〈kl| |ij〉 sak(τx)sbl (τx)− P (ij)P (ab)
∑
kc
〈ak| |cj〉 sci (τx)sbk(τx)
− P (ij)
∑
kc
fkcs
c
i (τx)s
ab
kj(τx)− P (ab)
∑
kc
fkcs
a
k(τx)s
cb
ij (τx)
+ P (ab)
∑
kcd
〈ka| |cd〉 sck(τx)sdbij (τx)− P (ij)
∑
klc
〈kl| |ci〉 sck(τx)sablj (τx)
+ P (ij)P (ab)
∑
kcd
〈ak| |cd〉 sci (τx)sdbkj(τx)− P (ij)P (ab)
∑
klc
〈kl| |ic〉 sak(τx)scblj (τx)
+
1
2
P (ij)
∑
klc
〈kl| |cj〉 sci (τx)sabkl (τx)−
1
2
P (ab)
∑
kcd
〈kb| |cd〉 sak(τx)scdij (τx)
+
1
4
∑
klcd
〈kl| |cd〉 scdij (τx)sabkl (τx) +
1
2
P (ij)P (ab)
∑
klcd
〈kl| |cd〉 sacik (τx)sdblj (τx)
− 1
2
P (ab)
∑
klcd
〈kl| |cd〉 scakl (τx)sdbij (τx)−
1
2
P (ij)
∑
klcd
〈kl| |cd〉 scdki(τx)sablj (τx)
− 1
2
P (ij)P (ab)
∑
kcd
〈kb| |cd〉 sci (τx)sak(τx)sdj (τx) +
1
2
P (ij)P (ab)
∑
klc
〈kl| |cj〉 sci (τx)sak(τx)sbl (τx)
+
1
4
P (ij)
∑
klcd
〈kl| |cd〉 sci (τx)sdj (τx)sabkl (τx) +
1
4
P (ab)
∑
klcd
〈kl| |cd〉 sak(τx)sbl (τx)scdij (τx)
− P (ij)P (ab)
∑
klcd
〈kl| |cd〉 sci (τx)sak(τx)sdblj (τx)− P (ij)
∑
klcd
〈kl| |cd〉 sck(τx)sdi (τx)sablj (τx)
− P (ab)
∑
klcd
〈kl| |cd〉 sck(τx)sal (τx)sdbij (τx) +
1
4
P (ij)P (ab)
∑
klcd
〈kl| |cd〉 sci (τx)sak(τx)sbl (τx)sdj (τx). (A16)
The kernel L is also local in time and is equal to the CCSD λ equations evaluated with λ˜:
Lia(τx) = fia +
∑
b
λ˜ib(τx)fba −
∑
j
λ˜ja(τx)fij +
∑
jb
λ˜jb(τx) 〈bi| |ja〉+
∑
jb
〈ij| |ab〉 sbj(τx)
−
∑
jb
λ˜ja(τx)fibs
b
j(τx)−
∑
jb
λ˜ib(τx)fjas
b
j(τx) +
∑
jbc
λ˜ic(τx) 〈cj| |ab〉 sbj(τx)
−
∑
jkb
λ˜ka(τx) 〈ij| |kb〉 sbj(τx) +
∑
jbc
λ˜jc(τx) 〈ci| |ba〉 sbj(τx)−
∑
jkb
λ˜kb (τx) 〈ji| |ka〉 sbj(τx)
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− 1
2
∑
jkbc
λ˜ja(τx) 〈ik| |bc〉 sbcjk(τx)−
1
2
∑
jkbc
λ˜ib(τx) 〈jk| |ac〉 sbcjk(τx) +
∑
jkbc
λ˜jb(τx) 〈ki| |ca〉 sbcjk(τx)
−
∑
jkbc
λ˜ja(τx) 〈ik| |bc〉 sbj(τx)sck(τx)−
∑
jkbc
λ˜ib(τx) 〈jk| |ac〉 sbj(τx)sck(τx)
−
∑
jkbc
λ˜kb (τx) 〈ji| |ca〉 sbj(τx)sck(τx) +
1
2
∑
jbc
λ˜ijcb(τx) 〈cb| |aj〉
− 1
2
∑
jkb
λ˜kjab(τx) 〈ib| |kj〉 −
∑
jkbc
λ˜jkac(τx) 〈ic| |bk〉 sbj(τx)−
∑
jkbc
λ˜ikbc(τx) 〈jc| |ak〉 sbj(τx)
+
1
2
∑
jbcd
λ˜ijcd(τx) 〈cd| |ab〉 sbj(τx) +
1
2
∑
jklb
λ˜klab(τx) 〈ij| |kl〉 sbj(τx)−
1
2
∑
jkbc
λ˜jkba(τx)fics
bc
jk(τx)
− 1
2
∑
jkbc
λ˜jibc(τx)fkas
bc
jk(τx) +
1
2
∑
jkbcd
λ˜jkbd(τx) 〈di| |ca〉 sbcjk(τx)−
1
2
∑
jklbc
λ˜jlbc(τx) 〈ki| |la〉 sbcjk(τx)
+
∑
jkbcd
λ˜jibd(τx) 〈kd| |ca〉 sbcjk(τx)−
∑
jklbc
λ˜jlba(τx) 〈ki| |cl〉 sbcjk(τx)−
1
4
∑
jkbcd
λ˜jkad(τx) 〈id| |bc〉 sbcjk(τx)
+
1
4
∑
jklbc
λ˜ilbc(τx) 〈jk| |al〉 sbcjk(τx)−
∑
jkbcd
λ˜ikdb(τx) 〈dj| |ac〉 sbj(τx)sck(τx)
+
∑
jklbc
λ˜lkab(τx) 〈ij| |lc〉 sbj(τx)sck(τx)−
1
2
∑
jkbcd
λ˜jkad(τx) 〈id| |bc〉 sbj(τx)sck(τx)
+
1
2
∑
jklbc
λ˜ilbc(τx) 〈jk| |ad〉 sbj(τx)sck(τx)−
1
2
∑
jklbcd
λ˜klca(τx) 〈ij| |db〉 sbj(τx)scdkl (τx)
− 1
2
∑
jklbcd
λ˜kicd(τx) 〈lj| |ab〉 sbj(τx)scdkl (τx)−
∑
jklbcd
λ˜jlad(τx) 〈ik| |bc〉 sbj(τx)scdkl (τx)
−
∑
jklbcd
λ˜ilbd(τx) 〈jk| |ac〉 sbj(τx)scdkl (τx) +
1
4
∑
jklbcd
λ˜klab(τx) 〈ij| |cd〉 sbj(τx)scdkl (τx)
+
1
4
∑
jklbcd
λ˜ijcd(τx) 〈kl| |ab〉 sbj(τx)scdkl (τx)−
1
2
∑
jklbcd
λ˜klcb(τx) 〈ji| |da〉 sbj(τx)scdkl (τx)
− 1
2
∑
jklbcd
λ˜kjcd(τx) 〈li| |ba〉 sbj(τx)scdkl (τx) +
1
2
∑
jklbcd
λ˜jlac(τx) 〈ik| |bd〉 sbj(τx)sck(τx)sdl (τx)
+
1
2
∑
jklbcd
λ˜ilbc(τx) 〈jk| |ad〉 sbj(τx)sck(τx)sdl (τx) (A17)
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Lijab(τx) = 〈ij| |ab〉+ P (ij)P (ab)fiaλ˜jb(τx) + P (ij)
∑
c
λ˜ic(τx) 〈cj| |ab〉
− P (ab)
∑
k
λ˜ka(τx) 〈ij| |kb〉+ P (ij)P (ab)
∑
kc
λ˜jb(τx) 〈ik| |ac〉 sck(τx)
− P (ij)
∑
kc
λ˜ic(τx) 〈kl| |ab〉 sck(τx)− P (ab)
∑
kc
λ˜ka(τx) 〈ij| |cb〉 sck(τx)
+ P (ab)
∑
c
λ˜ijac(τx)fcb − P (ij)
∑
k
λ˜ikab(τx)fjk +
1
2
∑
cd
λ˜ijcd(τx) 〈cd| |ab〉
+
1
2
∑
kl
λ˜klab(τx) 〈ij| |kl〉+ P (ij)P (ab)
∑
kc
λ˜ikac(τx) 〈cj| |kb〉
− P (ij)
∑
kc
λ˜ikab(τx)fjcs
c
k(τx)− P (ab)
∑
kc
λ˜ijac(τx)fkbs
c
k(τx)
+ P (ab)
∑
kcd
λ˜ijad(τx) 〈dk| |bc〉 sck(τx)− P (ij)
∑
klc
λ˜ilab(τx) 〈jk| |lc〉 sck(τx)
+ P (ij)P (ab)
∑
kcd
λ˜ikad(τx) 〈dj| |cb〉 sck(τx)− P (ij)P (ab)
∑
klc
λ˜ilac(τx) 〈kj| |lb〉 sck(τx)
−
∑
kcd
λ˜ijcd(τx) 〈kd| |ab〉 sck(τx) +
∑
klc
λ˜klab(τx) 〈ij| |cd〉 sck(τx)
− P (ij)1
2
∑
klcd
λ˜ikab(τx) 〈jl| |cd〉 scdkl (τx)− P (ab)
1
2
∑
klcd
λ˜ijac(τx) 〈kl| |bd〉 scdkl (τx)
+ P (ij)P (ab)
∑
klcd
λ˜ikac(τx) 〈lj| |db〉 scdkl (τx)− P (ab)
1
2
∑
klcd
λ˜klca(τx) 〈ij| |db〉 scdkl (τx)
− P (ij)1
2
∑
klcd
λ˜kicd(τx) 〈lj| |ab〉 scdkl (τx) +
1
4
∑
klcd
λ˜klab(τx) 〈ij| |cd〉 scdkl (τx)
+
1
4
∑
klcd
λ˜ijcd(τx) 〈kl| |ab〉 scdkl (τx)− P (ij)
∑
klcd
λ˜ikab(τx) 〈jl| |cd〉 sck(τx)sdl (τx)
− P (ab)
∑
klcd
λ˜ijac(τx) 〈kl| |bd〉 sck(τx)sdl (τx)−
∑
klcd
λ˜ikad(τx) 〈lj| |cb〉 sck(τx)sdl (τx)
+
1
2
∑
klcd
λ˜klab(τx) 〈ij| |cd〉 sck(τx)sdl (τx) +
1
2
∑
klcd
λ˜ijcd(τx) 〈kl| |ab〉 sck(τx)sdl (τx) (A18)
In practice we use the intermediate scheme of Stanton
and Gauss91,92 to compute S and L efficiently.
Appendix B: FT-CCSD response densities
As we discussed in Section II D, the computation of
derivatives can be efficiently implemented by computing
response densities that can be contracted with the basis
representation of operators to compute properties. In
Section II D we described a total of 6 terms relevant to
the computation of derivatives. We will now describe how
the contribution of all terms can be efficiently computed
for FT-CCSD.
Terms of type 1 can be computed by evaluating the
Lagrangian with the the quantities
∂E
∂α
,
∂Sµ
∂α
, (B1)
but it is more efficient to first form unrelaxed, normal-
ordered 1- or 2-particle response densities, γN or ΓN ,
and then trace them with the appropriate operators when
more than one property is desired. The expressions for
these quantities are given in Equations B2-B14 with im-
plied summations.
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The unrelaxed 1-RDM:
(γN )ia√
ni(1− na)
= −gyλ˜ia(τy) (B2)
(γN )ba√
(1− nb)(1− na)
= −gyλ˜ia(τy)sbi (τy)−
1
2
gyλ˜
ki
cb(τy)s
ca
ki(τy) (B3)
(γN )ji√
ninj
= gyλ˜
j
a(τy)s
a
i (τy) +
1
2
gyλ˜
kj
ca(τy)s
ca
ki(τy) (B4)
(γN )ai√
ni(1− na)
= gys
a
i (τy)− gyλ˜jb(τy)sbaji (τy) + gyλ˜jb(τy)sbi (τy)saj (τy)
+
1
2
gyλ˜
jk
bc (τy)s
b
i (τy)s
ac
jk(τy) +
1
2
gyλ˜
jk
bc (τy)s
a
j (τy)s
bc
ik(τy) (B5)
The unrelaxed 2-RDM:
(ΓN )ijab√
njnj(1− na)(1− nb)
= −gyλ˜ijab(τy) (B6)
(ΓN )ciab√
(1− nc)ni(1− na)(1− nb)
= −gyλ˜jiab(τy)scj(τy) (B7)
(ΓN )jkai√
njnk(1− na)ni
= gyλ˜
jk
ab(τy)s
b
i (τy) (B8)
(ΓN )cdab√
(1− nc)(1− nd)(1− na)(1− nb)
= −1
2
gyλ˜
kl
ab(τy)s
cd
kl (τy)− P (cd)gy
1
2
λ˜klcd(τy)s
c
k(τy)s
d
l (τy) (B9)
(ΓN )bjia√
(1− nb)njni(1− na)
= −gyλ˜ja(τy)sbi (τy)− gyλ˜kjca(τy)scbki(τy) + gyλ˜kjac(τy)sbk(τy)sci (τy) (B10)
(ΓN )klij√
nknlninj
= −1
2
gyλ˜
kl
cd(τy)s
cd
ij (τy)− P (ij)
1
2
gyλ˜
kl
cd(τy)s
c
i (τy)s
d
j (τy) (B11)
(ΓN )bcai√
(1− nb)(1− n)(1− na)ni
= −gyλ˜ja(τy)sbcji(τy)− P (bc)gyλ˜ja(τy)sbj(τy)sci (τy)
− P (bc)1
2
gyλ˜
lk
da(τy)s
db
lk (τy)s
c
i (τy)− P (bc)gyλ˜klad(τy)scdil (τy)sbk(τy)
+
1
2
gyλ˜
kl
ad(τy)s
bc
kl(τy)s
d
i (τy) + gyλ˜
kl
ad(τy)s
b
k(τy)s
d
i (τy)s
c
l (τy) (B12)
(ΓN )kaij√
nk(1− na)ninj
= gyλ˜
k
b (τy)s
ba
ij (τy) + P (ij)gyλ˜
k
b (τy)s
b
i (τy)s
a
j (τy)
+ P (ij)
1
2
gyλ˜
kl
bd(τy)s
bd
il (τy)s
a
j (τy) + P (ij)gyλ˜
kl
bd(τy)s
ad
jl (τy)s
b
i (τy)
− 1
2
gyλ˜
lk
db(τy)s
db
ji (τy)s
a
l (τy)− gyλ˜lkdb(τy)sdj (τy)sal (τy)sdj (τy) (B13)
(ΓN )abij√
(1− na)(1− nb)ninj
= gys
ab
ij (τy) +
1
2
P (ij, ab)gys
a
i (τy)s
b
j(τy) + P (ab)gyλ˜
k
c (τy)s
cb
ij (τy)s
a
k(τy)
+ P (ij)gyλ˜
k
c (τy)s
ab
kj(τy)s
c
i (τy)− P (ij, ab)gyλ˜kc (τy)sbcjk(τy)sai (τy)
+ P (ij, ab)gyλ˜
k
c (τy)s
a
k(τy)s
c
i (τy)s
b
j(τy)−
1
4
gyλ˜
kl
cd(τy)s
ab
kl (τy)s
cd
ij (τy)
− 1
2
P (ij, ab)gyλ˜
kl
cd(τy)s
ca
ki(τy)s
db
lj (τy) +
1
2
P (ab)gyλ˜
kl
cd(τy)s
ac
ij (τy)s
bd
kl (τy)
+
1
2
P (ij)gyλ˜
kl
cd(τy)s
ab
ij (τy)s
cd
jl (τy)−
1
4
P (ab)gyλ˜
kl
cd(τy)s
cd
ij (τy)s
a
k(τy)s
b
l (τy)
− 1
4
P (ij)gyλ˜
kl
cd(τy)s
ab
kl (τy)s
c
i (τy)s
d
j (τy) + P (ij, ab)gyλ˜
kl
cd(τy)s
bd
jl (τy)s
a
k(τy)s
c
i (τy)
+
1
2
P (ij, ab)gyλ˜
kl
cd(τy)s
cd
jl (τy)s
b
k(τy)s
a
i (τy) +
1
2
P (ij, ab)gyλ˜
kl
cd(τy)s
bd
kl (τy)s
c
j(τy)s
a
i (τy)
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− 1
4
P (ij, ab)gyλ˜
kl
cd(τy)s
a
k(τy)s
c
i (τy)s
b
l (τy)sd
d
j (τy) (B14)
Recall that the indices i and a do not refer to disjoint
subspaces and therefore the full unrelaxed density matrix
can be written in the MO basis as
(γN )pq =
∑
ia
(γN )iaδipδaq +
∑
ba
(γN )baδbpδaq
+
∑
ij
(γN )jiδjpδiq +
∑
ai
(γN )aiδapδiq. (B15)
We may compute the average of some operator, X, as
〈X〉 =
∑
pq
(γN )qpX
(1)
pq +
∑
pq
pqpXpq (B16)
where p is the mean-field 1-RDM:
pqp = δqpnp. (B17)
The expression for the average of 2-particle properties
is analogous. The normal ordered 2-RDM is given by
(ΓN )pqrs = (ΓN )ijabδipδjqδraδsb + . . . (B18)
The full unrelaxed 2-RDM additionally includes the con-
tribution from the reference density:
Γpqrs = (ΓN )pqrs +
1
2
[(γN )prpqs − (γN )psprq]
+
1
2
[ppr(γN )qs − pps(γN )rq] + pprpqs − ppspqr.
(B19)
A 2-electron observable, Y , can then be approximated by
tracing its operator representation with the unrelaxed 2-
RDM:
〈Y 〉 = 1
4
∑
pqrs
ΓpqrsYrspq (B20)
It is also possible to partially relax the properties by
including the response of the orbital energies and the
occupation numbers. This involves three contributions:
∂Ω(1)
∂ni
∂ni
∂εi
∂εi
∂α
,
∂L
∂ni
∂ni
∂εi
∂εi
∂α
,
∂L
∂εi
∂εi
∂α
. (B21)
Since the derivative of the orbital energies is just equal
to
∂εi
∂α
= 〈i|X |i〉 (B22)
for a 1-electron operator, the contribution due to the re-
laxation of the orbital energies and occupation numbers
can be computed as ∑
q
dqX
(0)
q (B23)
where
dq =
∂Ω(1)
∂nq
∂nq
∂εq
+
∂L
∂nq
∂nq
∂εq
+
∂L
∂εq
. (B24)
The first term is most easily computed from the deriva-
tive of the first order correction to Ω:
∂Ω(1)
∂nq
= (hqq − εq) +
∑
j
[〈qj|V |qj〉 − 〈qj|V |jq〉]nj
= 〈q| f |q〉 − εq. (B25)
This contribution will be zero for a thermal Hartree-Fock
reference.
The second term is most efficiently computed by first
forming derivative integrals,
f
(q)
ab =
∂nq
∂εq
∂
∂nq
fab (B26)
〈ab| |cd〉(q) = ∂nq
∂εq
∂
∂nq
〈ab| |cd〉 , (B27)
and then contracting them with the unrelaxed, normal-
ordered, 1- and 2-RDMs:
(γN )baf
(q)
ab + (ΓN )cdab 〈ab| |cd〉(q) + . . . (B28)
Note that while the derivatives of the Fock matrix are
dense 3-index quantities because the Fock matrix involves
sums over occupation numbers, the derivatives of the
two-electron interaction are still only 4-index quantities
because
〈ab| |cd〉(q) = 〈ab| |cd〉(a) δqa + 〈ab| |cd〉(b) δqb
+ 〈ab| |cd〉(c) δqc + 〈ab| |cd〉(d) δqd (B29)
The remaining contribution is computed by taking the
derivative of orbital energies which appear directly in the
Lagrangian in the exponential factor. If the integral form
of the equations are used, then this term can be computed
directly:
∂L
∂εq
= − 1
β
∑
y
gyλ
µ(τy)
×
∑
x
(τy − τx)Gyxe∆µ(τx−τy)Sµ(τx)
∂∆µ
∂εq
(B30)
The label µ runs over all singles and doubles, and the
derivatives of the energies differences are sparse in that
∂∆ai
∂εq
= δaq − δiq. (B31)
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In the case that the differential form of the equations is
used, this term must be calculated as
1
β
∫ β
0
dτSµ[s(τ)]
∂λ˜µ(τ)
∂εp
(B32)
where the derivative appearing under the integral can be
propagated along with λ˜
d
dτ
∂λ˜µ(τ)
∂εp
= ∆µ
∂λ˜µ(τ)
∂εp
+ λ˜(τ). (B33)
Usually, X(0) contains all the diagonal elements and X(1)
contains all the off-diagonal elements. In this case, we can
construct one partially-relaxed FT-CCSD density matrix
as
pccqp = (γN )qp(1− δqp) + δqp(dq + nq). (B34)
This is the FT-CCSD “density matrix” which incorpo-
rates the relaxation of the orbital energies and occupa-
tion numbers.
We will not explicitly discuss the procedure for includ-
ing orbital response (term 3), as we do not consider these
terms in this work. However, the computation of the FT-
CC Z-vector parallels closely the ground-state case which
is discussed in Ref. 93.
For the derivatives with respect to β, there are 3 ad-
ditional terms that we must consider. Term 4 is just
(4) = − 1
β
Ωcc. (B35)
Term 5 can be computed specifically for a particular dis-
cretization by evaluating the Lagrangian with
∂G
∂β
and
∂g
∂β
(B36)
respectively, or these terms can be computed as the
derivative of the integration limits in the Lagrangian.
This amounts to evaluating the integrand of L at τ = β,
and two methods will agree in the limit of a dense grid.
Terms of type 6 are simple to write down due to the fact
that the positions of the grid points depend linearly on
β,
∂τy
∂β
=
τy
β
, (B37)
therefore
(6) = − 1
β2
∑
y
gyλ
µ(τy)
×
∑
x
∆µ(τy − τx)Gyxe∆µ(τx−τy)Sµ(τx). (B38)
This final term will vanish in the limit of a dense grid and
can therefore be ignored without affecting the properties
in the limit as ng →∞.
Appendix C: Entropy of the 1D Hubbard model
In Figure 12, the entropy of the 1D Hubbard model is
plotted in more detail. FT-CCSD consistently underes-
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FIG. 12. More detailed view of the entropy per site of the 1D
Hubbard model at half filling for U = 2 (blue, top), U = 4
(green, middle), andU = 8 (red, bottom). This is the same
as row 3 (1st column) of Figure 3.
timates the entropy at low temperatures, and this effect
is more pronounced at for larger U .
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Appendix D: Basis set error in the warm, dense UEG
The exchange-correlation energy is defined for a fixed
number of electrons. In the grand canonical ensemble, we
compute Exc for N electrons in M plane wave orbitals
as
Exc(N,M) = ECC(µCC(M),M) + E0(µCC(M),M)
− E0(µ0(M),M) (D1)
where ECC is the FT-CCSD exchange-correlation energy
and µCC and µ0 are chosen separately so that the coupled
cluster and reference systems each have N electrons. The
simplest basis extrapolation technique, which we will re-
fer to as “E1,” to extrapolate this quantity assuming that
the basis dependence behaves asymptotically like 1/M .
However, at higher temperatures, there will be significant
finite-basis error in the computation of E0 and we could
also compute
E′xc(N,M) = ECC(µCC(M),M) + E0(µCC(M),∞)
− E0(µ0(M),∞). (D2)
The extrapolation of this quantity based on an asymp-
totic 1/M dependence will be referred to as “E2.” Other
types of extrapolations are possible, but these two are
sufficient for our purposes.
In Figures 13 and 14 we plot the FT-CCSD exchange
correlation energy of the polarized UEG in a basis set of
123 plane waves. Additionally, we have extrapolated to
the complete basis set limit with the E1 and E2 methods
using basis set sizes of 93 and 123 plane waves. The
difference in the two extrapolations, which should provide
the same answer asymptotically, allows us to estimate
the uncertainty in the basis set extrapolation. For θ =
0.5 the uncertainty is quite large, and there is no reason
to think that either extrapolation is more reliable than
the M = 123 results. On the other hand, for θ = 0.25
both E1 and E2 methods provide similar results which
suggests that either may provide a better estimate than
the M = 123 results.
In Figures 15 - 16 we plot the FT-CCSD exchange cor-
relation energy of the unpolarized UEG in a basis set
of 123 plane waves along with the results of E1 and E2
extrapolations. As with the polarized UEG, there is
a larger difference between the E1 and E2 methods at
higher temperature. This makes sense because at higher
temperature states with larger kinetic energy will be ther-
mally populated, and a larger plane-wave basis will be
necessary. Unlike for the polarized UEG, the basis set
extrapolation is probably not reliable at either temper-
ature. Calculations in larger basis sets should allow for
basis set extrapolation with greater confidence.
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