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Future photometric surveys will provide vastly more supernovae than have
presently been observed, the majority of which will not be spectroscopically
typed. Key to extracting information from these future datasets will be
the efficient use of lightcurves. In the first part of this thesis we introduce
two methods for distinguishing type Ia supernovae from their contaminat-
ing counterparts, kernel density estimation and boosting. We show that
these methods perform well at classifying 20, 000 simulated Dark Energy
Survey lightcurves, provided that training is done on a sample which is rep-
resentative of the unclassified supernovae. However, training on the types
of spectroscopic samples currently produced by supernova surveys leads to
poor performance, and we recommend that special attention be given to the
creation of more representative training samples.
In the second half of this thesis we shift focus from classification to the
related problem of type probability estimation, and ask how best to use type
probabilities. In their 2007 paper, the inventors of BEAMS (Bayesian Es-
timation Applied to Multiple Species) showed how to use a contaminated
dataset to perform unbiased parameter estimation, using all of the data
points in conjuction with their probabilities of being of particular types. We
describe an implicit assumption made by the authors of the first BEAMS pa-
per, relating to the independence of data and type probabilities, and present
the necessary modifications to deal with correlated data. We also perform a
simple 1-D simulation to compare pre- and post- modification BEAMS, and
show how the modification provides a 50% reduction in parameter estimation
variance. We then perform three tests to quantify the importance of the type
probabilities, one of which illustrates the effect of biasing the probabilities in
various ways. Finally, a general presentation of the selection bias problem is
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Supernovae (SNe) have captured the minds of mortal men for millenia. Of all
the wonders in the night sky, SNe best illustrate that life and death are not
unique to our planet. The brightest apparent magnitude event in recorded
history, the SN of 1006 AD so captured the minds of prehistoric native North
Americans that they recorded the event by carving its likeness into a rock.
That same SN, which was visible during daytime to the naked eye with an
apparent magnitude of -7.5, was also recorded by star watchers in Europe,
Japan, China and the Middle East [1].
The observations in Europe of Milky Way SNe in 1572 and 1602, the
most recent to be observable to the naked eye, had a noticeable impact
on European science. Johannes Kepler’s observations of the 1602 SN may
well have paved the way for the rejection of the idea that the universe is
unchanging beyond the moon and planets [2].
In more recent times, SNe featured in the famous Curtis-Shapley debate
of 1920 as to the scale of the universe and the nature of nebulae. The faint
novae that had been observed in nebulae suggested to Harlow Shapley that
the systems containing them must be nearby [3]. Heber Curtis countered
that the novae being observed were of previously unheard of magnitudes in












extremely faint Cepheid variable stars in the nebulae using the 100 inch
Hooker Telescope, at the time the largest telescope in the world.
The word supernova was first used by Swiss astrophysicist Fritz Zwicky,
who along with Walter Baade carried out the first systematic SN survey in
the 1930s. Zwicky hypothesized that a SN was the release of energy from a
normal star collapsing in on itself to form a neutron star [4]. This was not
the correct explanation for the SNe that Zwicky and Baade studied, but was
in fact the correct explanation for type II SNe, which at that time had not
been observed. Zwicky and Baade had been observing what we today call
type Ia SNe.
SNe are classified into two groups, depending on whether their spectra
show hydrogen lines: type I SNe do not show hydrogen lines and type II SNe
do. Type II SNe all result from the core collapse of a supergiant star. Type I
SNe can be subclassified according to the presence of Silicon absorption lines
in their spectrum. Type Ia SNe are those type I SNe which contain Silicon
lines, while type Ib and Ic lack Silicon lines. Type Ib and Ic SNe are thought
to result from similar processes as those leading to type II SNe, the difference
being that the supergiant stars which cause Ib and Ic SNe have previously
had their hydrogen lost in intense stellar winds. The spectra of the different
types of SNe are illustrated in Figure 1.1. Two good sources of information
about SNe are the references [5] and [6].
The currently accepted belief is that type Ia SNe result when a white
dwarf gradually increases in mass until it reaches the Chandrasekhar limit
of about 1.4 times the mass of the Sun [8]. At this mass the star becomes
unstable and carbon and oxygen fuse to form nickel, releasing enormous
amounts of energy. The additional matter required to reach the critical mass
is provided by a companion star, which loses its mass through a process
called Roche overflow [9]. It is the property that type Ia SNe all explode with
approximately the same energy that makes them more than just beautiful
events but tools of cosmology: Ia SNe are standard candles.
The idea of a standard candle is that, given an object of known absolute
magnitude such as a 100 watt tungsten incandescent light bulb, it is possible











Figure 1.1: (Above) Peak magnitude spectra of type Ia, II, Ib and Ic SNe.
Type Ia show pronounced Silicon absorption at 6150 Å, and lack the distinct
hydrogen lines of type II SNe. While the top figure above is of frequencies
of light at one moment, the bottom figure is of light through a blue filter,
recorded over several months. The labels Ia, Ib, IIL, IIB refer to subclasses
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apparent magnitude falls as the inverse of the square of the distance: double
the traveling time of a beam of light and its apparent magnitude is quartered.
Without knowing the absolute magnitude of an object, it is not possible to
determine whether it is a faint object nearby or a bright object at a great
distance. That type Ia SNe all explode with approximately the same density
and mass means that they all release approximately the same amount of
energy, and emit the same amount of light. Strong evidence supporting this
is that, over the past 40 years, several galaxies have been observed to host
two Ia SNe, and in all of these galaxies the two SNe have had almost the same
maximum apparent brightness [5]. Other evidence is provided by the use of
other confirmed standard candles, in particular Cepheid variable stars [5].
Type Ia SNe are generally not referred to as standard candles, but rather
as standardisable candles. While the variance in peak magnitude of type Ia
SNe is lower than that of any other type, there is still a significant variance
(35%) in absolute magnitude. However, there is a way to reduce this variance
which we will discuss later, and thus type Ia are standardisable. Cepheid
variable stars are technically also only standardisable candles, as it is only
by using a particular period-luminosity relationship that the variance in their
magnitudes can be reduced to less than 15%. Type Ia SNe are the brightest
standardisable candles available, and have been observed at a time when the
universe was less than a quarter of its current age [10]. For this reason, type
Ia SNe are greatly important as they allow us to measure the size of our
observable universe. But not only do SNe help us measure the size, but also
the change in size of the universe through time. To better understand this it
is necessary to briefly discuss the relevant ideas from general relativity.
General Relativity and Models of the Universe
Einstein’s field equations of general relativity tell us how the distribution
of energy and momentum determine the geometry of space and time. The















were spectacularly successful in accurately predicting planetary motion
and the deflection of light by the Sun, and were readily adopted as the best
description of physics on the large scale. The tensor quantity on the left
of (1.1), G, describes the geometry of spacetime, while the tensor quantity
on the right, T, describes the distribution of energy in the universe. c is the
speed of light and is constant.
When Einstein tried to use these equations to describe the space-time
geometry of the entire universe, he realized that in the form (1.1) they would
not allow a static universe. Believing that the universe was static, he chose
to include an additional term in (1.1), which could be done without violating
any of the basic assumptions of his work. This additional term (Λg) allowed
for a static universe,




The tensor g is the metric tensor, and the term Λ came to be known
as the cosmological constant. The effect of a positive cosmological constant
is a long-range force which works to oppose gravity and thus prevents a
stationary universe from collapsing in on itself. Twelve years after Einstein’s
1917 publication which included the cosmological constant, it was discovered
that the universe is expanding [11], at which point Einstein famously claimed
that the inclusion of the cosmological constant was the ‘greatest blunder’ of
his life.
A central assumption which is often made in modeling the whole uni-
verse is what is referred to as the Cosmological Principle. Simply stated, it
says that on sufficiently large scales, the universe is homogeneous (the same
everywhere) and isotropic (the same in all directions). The universe is also
usually modeled as being uniformly filled with a gas or liquid, where one can
think of galaxies as being the atoms composing this cosmic fluid. With this
assumption, one only needs to specify the average density and pressure at a












cosmic fluid of the expanding or contracting universe at time t are usually
denoted by p(t) and ρ(t) respectively. The model is usually simplified further
by assuming that the pressure is negligible. These are all assumptions which
Einstein made in constructing the static model.
Another important feature of Einstein’s model of the Universe, not cap-
tured in (1.2), is that it has positive curvature, which implies that the uni-
verse is spatially finite in extent, and that if one were to travel in a straight
line for a sufficiently large distance, one would return to one’s starting point.
This is analogous to what happens when one travels in a straight line on the
surface of a sphere, but in one dimension higher. The curvature (k) is an
important feature of a model of the universe, and when assumed to spatially
constant can be positive: closed universe with k = 1, zero: flat universe with
k = 0, or negative: open universe with k = −1.

















) [(dx2) + (dy2) + (dz2)]− c2dt2 (1.4)
to determine the behavior of the universe. An important element of
the equation and metric is the scale factor R(t), often referred to as a(t).
R(t1)/R(t0) is the factor by which the universe has expanded between times
t0 and t1. Note that R(t) can be interpreted as the radius of a closed universe
(k = 1), but this interpretation is not valid in the cases of flat and open space,
as the universe is then infinite in extent. Appearing also in the Friedmann
equation are Λ and ρ(t). In the static Einstein model it is a requirement that


















the solution to the Friedman equation is R(t) = 1 for all t, that is the static
universe. Shortly after Einstein published in 1917, the Dutch astronomer
Willem de Sitter proposed a quite different model for the universe. As is
usually done, de Sitter assumed the Cosmological Principle to be true. He
differed in two ways in solving the field equations from Einstein, firstly in
assuming a flat universe (k = 0), and secondly in assuming that in addition
to the pressure being negligible, the matter density was negligible. What lit-
tle matter there was in the de Sitter universe would not affect cosmological
expansion or contraction, this would be determined entirely by the cosmolog-
ical constant. In the de Sitter model, with a positive cosmological constant,
the universe would expand forever. This was the key feature of the de Sitter
model: it was the the first to describe an expanding universe.
An important quantity in describing an expanding or contracting universe








which describes a situation where the distance between two points which
are initially co-moving grows exponentially.
So far we have described two of the possible solutions of the Friedmann
equations. We will now give a brief taxonomy of the other spatially isotropic
and homogeneous possible solutions, which together are called Friedmann-
Robertson-Lemâıte-Walker models. The case where Λ < 0 is not particularly
interesting. In such a case, independent of the curvature of the universe and
the matter density, the universe starts with a ‘big bang’ (R(0) = 0) and ends
in a ‘big crunch’ after some finite time, with Ḣ < 0 at all times [5].
The models with Λ = 0 were until recently believed to be the most likely
models of our universe. Amongst these models with a cosmological constant
of zero, all models necessarily start with a big bang, irrespective of curvature.












and this is known as the closed model. In the flat and open cases, the universe
continues expanding forever, but differ in the rate at which they do so. In
the open universe, the distance between objects grows linearly in the limit
(R(t) ∝ t), while in the flat case the rate of expansion is slower (R(t) ∝ t 23 ).
This model, with k = 0 and Λ = 0 is often referred to as the critical model,
and is used as a reference for other models as we will describe. Note that





Let us now consider the case where Λ > 0. We have already met two
of these, the Einstein model (k = 1) and the de Sitter model (k = 0). The
Einstein model is in fact a very special case of a closed universe solution
with Λ > 0, where Λ and ρ follow the strict relationship (1.5). The other
possibilities for the closed universe with positive Λ are 0 < Λ < ΛE and ΛE <
Λ. In the case of a lower but non-zero cosmological constant (0 < Λ < ΛE),
for the closed universe there are two possibilities: a big bang - big crunch
model, and a model where the universe is infinitely old. In this infinitely old
universe model the universe undergoes an infinitely long contraction, before
reaching some critical compression and expanding thereafter forever. If our
universe really started with a big bang as we believe, this model is ruled out.
The final possibility for k = 1 is Λ > ΛE, known as the Lemâıtre model.
In this model of a finite universe, the universe starts with a big bang and
then expands indefinitely. An interesting feature of this model which the de
Sitter model does not contain, is a period of reduced expansion, during which
matter almost wins out in reversing expansion, but fails to do so.
It should be mentioned that in addition to the Einstein model, there are
two other possible solutions when Λ = ΛE. These correspond to a slightly
smaller and slightly larger universe, neither being stationary as is the Einstein
model. In the case of a smaller universe, it is necessary that it starts with a
big bang, and then asymptotically approaches the Einstein universe in size.
If the universe is slightly larger than is the Einstein, it grows exponentially.











remaining cases to discuss are with Λ > 0, and k = 0 / − 1. These two
models are qualitatively the same, in that they both describe a universe
which starts with a big bang and continues to expand forever. When there
is a non-negligible matter density, they both exhibit an epoch of reduced
expansion (like the Lemâıtre model), during which the gravitational force of
matter is dominant. However, after a certain amount of expansion, matter is
too sparsely distributed to maintain the repulsive effect of the cosmological
constant, and thereafter the universe accelerates forever. The de Sitter model
is the limiting case where matter density is zero for Λ > 0, k = 0, for which
the epoch of deceleration does not happen. The case of k = 0 and a non-
negligible matter component, commonly called the accelerating model, is at
present the most likely model of our universe, as we will discuss.
Discovery that the Universe is Expanding and
Accelerating
In 1907 there was no evidence that the universe was anything but static.
However in 1929, a decade after Einstein laid forth his model of the static
universe, strong evidence that we live in a non-static universe was presented.
During a public talk, Hubble presented a figure of 24 spiral galaxy distances
vs redshifts, showing a significant linear relationship. Who deserves credit for
the discovery that the universe is expanding is still currently being debated,
but we do know that Hubble calculated the distances to the galaxies by
observing Cepheid variables in the galaxies, and the redshift values which
Hubble used were known thanks to the meticulous work of Vesto Slipher [12].
The linear relationship Hubble observed agreed well with the de Sitter
model of an expanding universe. The light leaving more distant galaxies
would take longer to reach Earth, and so in an expanding universe would
have more time to be stretched. In the de Sitter model the amount by which
















where d is the distance that the light has travelled to reach the observer
and H0 is the Hubble constant, which for the de Sitter model is indeed
constant through time. Hubble’s presentation of data which obeyed relation-
ship (1.7) was strong evidence against the static model. With the demise
of the static model, the two models competing for preference were the de
Sitter model and the steady-state model, which we will not discuss here but
to say that it lost credibility with the discovery of the Cosmic Microwave
Background (CMB) in 1964. Although Hubble was out by a factor of ten
in his estimate of H0, his discovery marks the starting point in the quest to
accurately measure the expansion of the universe.
Equation 1.7 is a precise relationship in an exponentially growing de Sit-
ter universe, but it is only a first order approximation in other Friedmann-
Lemâıtre-Robertson-Walker solutions. If one is going to include acceleration












where H0 and q0 are the Hubble and deceleration parameters at the
present time. The choice of a deceleration parameter as opposed to an ac-
celeration parameter in (1.8) is explained by the fact that until recently it
seemed more plausible that the universe were decelerating than accelerating.
The determination of these parameters was for many years the primary ob-
jective of observational cosmologists. The deceleration parameter, like the
















the universe is the average cosmic matter density, ρ. It is difficult to measure
the current value of ρ, that is ρ0, as it is believed that approximately five
sixths of the matter contributing to the total matter in the universe is dark
matter, which can only be detected by its gravitational effects on ordinary
matter.
From (1.6), for a given value of the Hubble parameter, we have a cor-
responding critical density for the critical model. As already mentioned, it
is common to use the critical density as a reference for other models, and a







If one looks at the Friedmann equation (1.3), one notices that ρ and
Λc2/8πG enter in the same way. This suggests that Λc2/8πG is some type of
energy density and can be represented in a way analogous to ρ in (1.9). This
is indeed what is done, and so another much quoted quantity is the density






where ρΛ = Λc
2/8πG. (1.10)
By rearranging the Friedmann equation, it is not difficult to show that
a flat universe (k = 0) corresponds to the situation where Ωm + ΩΛ = 1.
The evidence from the power spectrum of the CMB strongly suggests that
k = 0 at present [13]. While the CMB best constrains Ωm + ΩΛ, it is with
SNe that the best constraints on Ωm−ΩΛ are obtained. Together, these two
constraints can be used to determine what type of universe we live in. It is
to the topic of constraints from SNe that we now turn.
Constraining Cosmology with Supernovae
Even before it was discovered in the 1990s that the universe is expanding
at an accelerating rate, there was a big problem with unaccelerating models












predicted that the universe was 9 billion years old, while astrophysicists be-
lieved that the oldest observed objects in the universe, globular cluster stars,
were at least 11 billion years old [14]. The discovery that the universe was
accelerating pushed the predicted age of the universe back, and it currently
stands at 13.75± 0.11 billion years, which is consistent with the age of glob-
ular clusters [15].
The method that Hubble used to estimate the Hubble constant was not
powerful enough to detect a signifcant non-zero deceleration parameter. The
problem was that the standard candles he was using, Cepheid variables, were
not bright enough to be observed beyond a redshift of 0.1 which would be
necessary to observe acceleration or deceleration of any significant amount.
With the building of the Mount Palomar telescope in the late 1940s, it was
hoped that whole galaxies could be used as standard candles at redshifts
greater than 0.1. The hope was that, if galaxies had some intrinsic magnitude
limit, then the brightest galaxies in clusters would be close to that limit, and
thus be standard candles. The result that q0 = 3.7 ± 0.8 was published in
1956 under the assumption that this reasoning was sound, suggesting that our
universe was one with Λ = 0. By the late 1970s however, it was shown that
attempts to use galaxies as standard candles were erroneous [5], as galaxies
in the early universe (high redshift) were intrinsically brighter than those of
our epoch. High redshift galaxies were therefore more distant than claimed,
and therefore their light had taken longer to be redshifted by the amount
observed, in agreement with a lower value for q0. With the realization that
galaxies were not standard candles, cosmologists turned to SNe in the hope
that they would be able to elucidate the expansion history of the universe.
Cosmological distances are usually given as distance moduli, where the
distance modulus (µ) is related to the apparent magnitude (m) and the
absolute magniude (M) by,
µ = m−M
and it is related to the distance (d) in parsecs by
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33  nearby (JRK07)
103  SDSS-II (this paper)
56  ESSENCE (WV07)
62  SNLS (Astier06)
34  HST (Riess07)
Figure 1.2: Hubble diagram of 288 SNe from the indicated surveys. Taken
from SDSS-II [18].
where 1 parsec is ∼ 3× 1016 m. A plot of the distance moduli of several
objects against their redshifts is called a Hubble diagram, as presented in
Figure 1.2. In 1968, Charles Kowal made the first SN Hubble diagram in an
attempt to estimate H0, using 19 type Ia SNe [16]. There were several sources
of error in that first Hubble diagram and the estimate of H0 was poor, but
Kowal was optimistic: “It may even be possible to determine the second-order
term in the redshift-magnitude relation when light curves become available
for very distant objects.” [17]. It would be thirty years before his prediction
was realized, as there were several complications with observing SNe at the
necessarily high redshifts.
One complication, as already mentioned, is that type Ia SNe are not
standard candles, but only standardisable candles. There is a 35% variation
in the peak absolute magnitude of uncorrected type Ia SNe, but when the
correlation between peak magnitude and time of decay is taken into account,












the Phillips correction, as illustrated in Figure 1.3 [19]. With its discovery it
was estimated that by observing and correcting about 30 type Ia SNe with
redshifts in the range between 0.5 and 1.0, moderate cosmic acceleration or
deceleration should be discovered [20]. Two groups in the mid-1990s did
this, the High-z Supernovae Search Team [21] and the Supernova Cosmology
Project [22], and they came to the same conclusions. By 1998 the results
clearly showed that SNeIa are too faint than would be expected if the universe
had been expanding at its current rate since the big bang. Therefore, the light
has been traveling for longer than predicted by a non-accelerating universe,
and so in the past the universe was expanding at a slower rate. It was an
unexpected result at the time, but the data seemed decisive: the universe is
accelerating.
It took thirty years for the technology and understanding of SNe to
progress to the level where such a discovery could be made, but results since
then have only confirmed the finding [24, 25, 26, 27, 28, 29, 15]. That said,
there is still a lingering concern amongst some that systematic uncertainties
undermine the validity of results, as will be discussed in the next section.
In the view of many, we are now entering an era of precision cosmology [5].
In the coming decades, it is hoped that the true values of the cosmological
parameters will be measured more and more accurately. It should be noted
that at present there are several competing models as to what ΩΛ really
represents in our universe. The mysterious energy which is causing cosmic
acceleration has come to be called dark energy. The competing models of
dark energy, which we will not discuss here, each manifest themselves slightly
differently through the dark energy equation of state. Roughly speaking, this
equation relates the density of dark energy (ρDE) to the pressure of dark




If the universe is correctly described by Einstein’s field equations with a cos-
mological constant, that is a ΛCDM universe, then wDE = −1. Other models











Figure 1.3: Illustration of the Phillip’s correction. Intrinsically brighter
SNeIa have simultaneously extended lifespans, as illustrated in the top fig-
ure. By taking this correlation into account, it is possible to significantly
reduce the variance in absolute magnitude estimation. In the bottom figure,
fainter SNeIa have been simultaneously stretched along the time and magni-
tude axis, and the bright SNe have been similarly shrunk. Figure from the
Berkeley Labs [23].
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is no evidence against wDE = −1, and so ΛCDM stands strong. It is through
accurately observing type Ia SNe that we hope to further constrain wDE and
whittle down the number of competing models of our universe.
Type Ia Supernova Complications
As mentioned already, galaxies cannot be used as standard candles, because
their absolute magnitudes are dependent on the age of the universe. Are
we certain that this is not the case for type Ia SNe? The physical process
giving rise to type Ia SNe suggests that they should be immu e to such
evolution, but concerns persist. If evolution does exist for type Ia SNe it is
significantly less than that of galaxies [30, 31]. That said, one group have
found a significant correlation between the absolute magnitude of type Ia
SNe and the metallicity of host galaxies [32]. They find that SNe in metal
rich galaxies are 0.13 ± 0.06 magnitudes brighter after Phillips corrections,
which is in fact in agreement with particular nucleosynthesis models [33].
One of the largest unknowns in estimating distances to SNe is the amount
of dust existing between SNe and the Earth, and the effect this dust has on
the light as it passes through it. It is known that dust particles found in
interstellar gas, of around 10−7 m in diameter are very effective at absorbing
ultraviolet and visible light, making observations redder. It is not known how
much dust there is in other galaxies and whether it has the same composition
as dust in our galaxy, although efforts have been made to determine its effect
assuming it is of the same composition [34]. One important fact to consider
in making dust corrections is that intrinsically faint SNe are also intrinsically
redder [20].
A feature of the dust in our galaxy is the reddening effect it has on light,
but the possibility of a “grey dust” which causes dimming without reddening
has also been considered [35]. It has been suggested that such a dust could be
the cause of high redshift SNe appearing dimmer than they would in a dust
free non-accelerating universe, but this possibility was ruled out with the ob-
servation of what was at the time the most distantly observed SN, at redshift











it therefore fitted a model of a universe which was undergoing deceleration
at redshift 1.7. Recall that when the matter density of the universe is non-
neglibible, there is a period during which the universe decelerates. Objects
whose light was emitted during a deceleration phase appear brighter than
they would be, had deceleration occured. With the detection of the apparent
cosmic deceleration, dust became an unviable explanantion, as it would be
impossible for dust to increase the flux of light passing through it.
There are observed relationships in our galaxy between reddening and
overall loss (extinction) of light. One of the more common of these is referred
to as the CCM law. However, even in our galaxy, one important constant in
the CCM law has a best fit value which varies by a fact r of two depending
on the line of sight [37]. Add to this the real possibility of dust evolution with
redshift, and one sees that dust is possibly the greatest barrier at present to
measuring the cosmological parameters using SNIa.
It is a growing concern that larger samples of distant SNe will not lead
to improved knowledge about dark energy [17]. This concern stems from the
fact that systematic uncertainties such as dust may now be the dominant
source of error. In addition to dust, another important systematic is the
uncertainty in the lightcurve fitting methods. Different lightcurve fitters,
such as SALT, SALT2, and MCLS2k2 each fit for the peak magnitudes and
distances in different ways. SALT2 for example uses a principal component
analysis algorithm for missing data [38].
Finally, there is the systematic error which is well known in observational
astronomy - the Malmquist bias [39]. Simply put, bright objects in the the
sky are more likely to be observed than faint ones. As the SNe with known
distances are all relatively nearby, they do not suffer from the Malmquist
bias. The more distantly observed SNe which do suffer from the Malmquist
bias, are näıvely believed to be nearer than they actually are, biasing the
estimated cosmological parameters. This thesis is very much related to the












Other methods of constraining Ωm and ΩΛ
Type II SNe can also be used as standard candles, although currently they
do not provide as tight bounds as those provided by type Ia SNe [40, 41].
The relationship which is used to standardize type II SNe is the one between
their blackbody spectra and temperatures. Given temperature and flux over
several nights, both obtained from observations, one can determine the SN’s
fractional expansion rate. Then, one can calculate the SN’s absolute ex-
pansion rate from the absorption lines of the expanding sphere of hydrogen.
Combining the absolute and fractional expansion, one can obtain the SN’s
distance.
The constraints from SNe are strongest on Ωm − ΩΛ. As already men-
tioned, the best constraint on Ωm + ΩΛ comes from the precise shape of the
power spectrum of the CMB. Evidence for the precise vale of Ωm came first
from galaxy clustering surveys, and then from Baryon Acoustic Oscillations
(BAO) [24], whereby the clustering of baryonic matter follows a particular
pattern. These methods are all in agreement with each other, in that the
currently best fitting cosmological parameters are not in disagreement with
any of their results [42]. This agreement leads cosmologists to refer to the
ΛCDM model as the concordance model.
Statistics and The Contribution of this Thesis
The work which I will present in this thesis was originally in the form of
two papers. The first of these papers [43], is presented in Chapter 2, and
the second of these papers which has not yet been published, is presented in
Chapter 3. The summaries of these chapters which will follow are based on
the introductions of these two papers.
Thus far we have discussed in broad terms the history of the relevent
cosmological ideas to which this thesis pertains. While the story told has been
an interesting one, it would have been perhaps equally relevent to present a












P(A|B) = P(B|A)× P(A)
P(B)
.
However, the statistical tools we will use in this thesis consist of a mixed
bag, a group of ideas which would not sit as neatly aligned as perhaps the
preceding overview of supernova cosmology does. For this reason, we have
preferred to introduce the relevent statistical ideas as the necessity arises.
Chapter 2: Photometric Supernova Classification
There are two distinct ways in which a SN can be observed. The first of these
is photometrically, whereby the apparent magnitude of the SN is observed
over a series of nights in a variety of colourbands. Using this method it is
cheap to observe a SN, but the observed photometric lightcurves do not in
general provide sufficient information with which to classify a SNe as being
of type Ia or otherwise. The second, relatively expensive way to observe a
SN is spectroscopically. As already mentioned, type Ia SNe are unique in
lacking hydrogen lines and containing the broad absorption lines of nickel
and silicon, and so by obtaining the spectrum of a SN, one can say with
certainty whether it of type Ia or otherwise.
We have already discussed that SNeIa provided the first widely accepted
evidence for cosmic acceleration in the late 1990’s [21, 22]. Based on small
numbers of spectroscopically-confirmed type Ia SNe, those results have been
confirmed by independent analyses and by a series of steadily improving
SNIa surveys [24, 25, 26, 27, 28, 29, 15]. These modern SNIa surveys have
acquired about an order of magnitude more Ia SNe than the early survets,
now covering redshifts out to z ∼ 1.5 [44, 45, 46, 47, 48, 49]. In addition,
these surveys now have excellent photometric lightcurve coverage with rolling
search strategies and multi-frequency lightcurve data with significantly better
control of photometric errors due to the use of a single telescope to acquire
the data in each major survey.
The next generation of SNIa surveys will be integrated into major pho-
tometric surveys, such as the Dark Energy Survey (DES) [50], PanSTARRS












to catalyse a new revolution in SNIa research due to the sheer number of
high-quality SNIa candidates that will be discovered: tens of thousands and
perhaps millions of good SNIa candidates over the next decade. Spectro-
scopic followup will probably be limited to a very narrow subset of these
candidates and so finding ways to best choose the followup subset to utilize
the photometric data is a key challenge in SN cosmology.
In Chapter 2 we are interested in methods that can be used to accu-
rately identify type Ia SNe from their lightcurves alone. This is a departure
from traditional studies of type Ia SNe where all SNe used in cosmological
parameter estimation have had their type confirmed via one or more spec-
tra. Previous endeavors to use lightcurves for classification include those of
Poznanski et al. [54], Brett et al. [55] and Rodney et al. [56]. In addition
template-based photometric typing was used in the SDSS II SN survey [57]
to select the most likely Ia candidates for spectroscopic followup with high
confidence.
The origin of Chapter 2 was an entry into the Supernova Photometric
Classification Challenge (SNPCC) run by Rick Kessler at the University of
Chicago [58]. The SNPCC provided a simulated spectroscopic training data
sample of approximately 1000 known SNe. The challenge was then to predict
the types of approximately 20 000 other objects from their lightcurves alone.
The challenge is now over, and the results from the different contributors
have been summarised as a paper [59]. In Chapter 2 we present the details
of a number of approaches to this problem, and their successes and failures.
In it, we will discuss methods we have implemented to go from multi-band
lightcurves to a classification, and the performance of the methods in the
SNPCC. In particular, we will discuss in detail Kernel Density Estimation
and boosting.
One of the main results which we discover and which we highlight in Chap-
ter 2 is not specific to any particular classification technique, but a general
problem faced in classification problems. That is, how a non-representative
training sample negatively affects the performance of classification algorithms.
For SN classification, spectroscopically confirmed SNe are brighter than un-











jects which we wish to classify. While this problem is illustrated in Chapter 2,
it is only in Chapter 3 that a solution is presented.
Chapter 3: BEAMS and debiasing
There are two ways that one can imagine using photometric candidates to
measure cosmic expansion. The first approach is to use all of the SNe, irre-
spective of how likely they are to actually be of type Ia. This is the approach
exemplified by the BEAMS formalism, which accounts for the contamination
from non-Ia SN data using the appropriate Bayesian framework [60]. We
consider BEAMS in greater detail in Chapter 3. The more conservative ap-
proach is to try to classify the candidates into Ia, Ib, Ic or II SNe, and then
only use those objects that are believed to be SNeIa above some threshold
of confidence, which is the essence of Chapter 2.
Where the emphasis in Chapter 2 is on absolute classification for param-
eter estimation, Chapter 3 focuses on the obtaining of accurate type prob-
abilities for parameter estimation within the BEAMS framework. BEAMS
(Bayesian Estimation Applied to Multiple Species) is a method for using
unclassified data from distinct population subgroups to perform unbiased
parameter estimation. Where other methods would require cuts to increase
the purity of the contaminated set, BEAMS uses all of the data points in
conjunction with their probabilities of being ‘pure’. For application to SNe,
the data points are the lightcurves of each SN, and the probabilities are the
probabilities of being type Ia or another type of SN.
Chapter 3 consists roughly of three parts. First, we describe an implicit
assumption made by the authors of the first BEAMS paper, relating to the
independence of data and type probabilities, and present the necessary mod-
ifications to extend BEAMS to the case where the assumption does not hold.
Then we perform a simple 1-D simulation to compare pre- and post- modifi-
cation BEAMS, and show how the modification provides a 50% reduction in
parameter estimation variance. Second, we perform three tests to quantify
the importance of the type probabilities, one of which illustrates the effect


























In this chapter we are interested in methods that can be used to identify
SNeIa from their lightcurves alone. The work presented here was performed
for the SNPCC, which provided a simulated spectroscopic training data
sample of approximately 1000 known SNe and 20 000 other objects with
lightcurves alone. We will here present the details of a number of approaches
to this problem, and their successes and failures. We will discuss methods we
have implemented to go from multi-band lightcurves to a final classification,
and the performance of the methods in the SNPCC. In particular, we will
discuss in detail Kernel Density Estimation and Boosting.
One of the main results in this chapter is that a non-representative train-
ing sample negatively affects the performance of the SN classification algo-
rithms. For SN classification, spectroscopically confirmed SNe are brighter
than unconfirmed photometric SNe, and so the training set is brighter than











CHAPTER 2. Supernova Classification
2.1 The Lightcurve Data
2.1.1 The Supernova Challenge Data
The SN data used in this thesis consists of approximately 20 000 simulated SN
lightcurves with associated SN types released after the SNPCC1. The SNPCC
data 2 are only relevant in our discussion of competition scores. Our reason
for using the post-competition data is that it has numerous improvements
and bug-fixes and is a more accurate simulation. The simulation was based
on a DES-like survey [61]. The SNPCC dataset consists of a mixture of
SN types (Ia, II, Ib, Ic), sampled randomly with proportions given by their
expected rates as a function of redshift.
Figure 2.1: Filters used for the DES survey, illustrating the proportion of
light detected through each of four filters at different frequencies. Figure
taken from Bartelmann, M. & White, S. [62]
Each simulated SN consists of flux measurements in the griz filters illus-
1These post-SNPCC lightcurves are available at http://sdssdp62.fnal.gov/sdsssn /SIM-
GEN PUBLIC/












2.1. The Lightcurve Data
trated in Figure 2.1 [63]. In effect, the flux of an object in a particular colour
band is the integral over all frequencies of the filtered flux. Distances were
calculated assuming a standard ΛCDM cosmology (ΩM = 0.3,ΩΛ = 0.7 and
w = −1), with anomalous scatter around the Hubble diagram drawn from
a Gaussian distribution with σm = 0.09. The SNPCC data includes two
selection criteria, that is criteria on being photometrically observed. Each
object is required to have at least one observation with a signal-to-noise ratio
(S/N) above 5 in any filter, and must also have at least 5 observations after
explosion. A complete summary of the SNPCC is given in the challenge and
results papers [58, 59].
We (the authors of [43]) took part in two of the SNPCC challenges. In
the first (+HOSTZ) challenge, participants were provided with photometric
host galaxy redshift estimates, based on simulated galaxies analysed using
the methods discussed in Oyaizu et al. [64] and asked to return the type of
each SN candidate. In the second (-HOSTZ) challenge, no redshift estimates
for simulated SNe were provided. Both challenges are considered in this
chapter, but with emphasis on the +HOSTZ challenge. We did not attempt to
distinguish between non-Ia sub-types (such as type II and type Ib/c SNe).
Figure 2.3 shows the multi-band lightcurve data for a randomly selected
Ia and non-Ia SN. To these measurements, a parametric curve has been fitted
as discussed in Section 2.1.2.
Training Samples
The aim of the SNPCC was for the participants to classify each of the sim-
ulated SNe into Ia or non-Ia (and non-Ia sub-classes if they desired) with
the aim of minimising false Ia detections and maximising correct Ia detec-
tions. A spectroscopic training sample of ∼ 1000 SNe of known type was
provided which was a simulation of spectroscopic observations on expected
telescopes. The imagined telescopes were set to have limiting magnitudes,
that is mimimum observable fluxes, through r band and i band filters of 21.5
and 23.5 respectively. Because spectroscopy is harder than photometry, the
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Figure 2.2: A typical well-sampled SNIa lightcurve, in this case at redshift z
= 0.694. Overplotted is the best-fitting curves using Eq. 2.1.
























Figure 2.3: The lightcurve of a typical well-sampled non-Ia SN at z = 0.663.

















2.1. The Lightcurve Data
than the full photometric sample, and hence is not representative of the full
sample. This is a crucial point to appreciate and as a result in this chapter
we refer to this sample as the non-representative training sample.
We will often compare with the results from a representative sample,
generated by spectroscopically following up a sample of objects that is rep-
resentative of the full photometric SN population. To produce an unbiased
training sample, at the conclusion of the SNPCC when the types of each
SNPCC object were revealed, we randomly selected ∼ 1000 SNe from the
entire SNPCC dataset, and considered the effect of using this as our training
sample. This is referred to in the text as the representative training sample.
We refer to the SNe that require classification as the unclassified set.
2.1.2 Post-processed Data
Fitting a parameterised curve
In the provided photometric data the number, sampling times, frequency and
accuracy of the sampled magnitudes varies greatly for each SN, as illustrated
in Figure 2.3. In order to standardize the raw data, we fit by weighted least
squares, a parameterised function to the lightcurves in each of the four colour
bands. Our parameters are (A, φ, ψ, k, σ) and the flux in each band is taken
to be 3:










k−kek + Ψ(t). (2.1)
The five parameters to be fit in each band have the following interpretations:
A + ψ is the peak flux, φ is the starting time of the explosion, k determines
relative rise and decay times and σ is a temporal stretch term. An additional
parameter τ , the time of peak flux, is determined by these parameters via
τ = k · σ + φ. The function Ψ is a “tail” function such that F (t) → ψ as
t→∞. The exact form (illustrated in Figure 2.4) of Ψ is:
3This function has a single maximum and therefore cannot fit examples which have a
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Figure 2.4: The tail function Ψ, which is used in fitting Eq. 2.1. Parameters
(ψ, φ, τ) are kept fixed at (0.5, 0, 1) here.






Figure 2.5: The effect of varying A on the function F (t) from low (dark) to
high (light). We keep the parameters (k, σ, φ, ψ) fixed at (1, 1, 0, 0).
Ψ(t) =

0 −∞ < t < φ
cubic spline φ < t < τ
ψ τ < t <∞
where the cubic spline is uniquely determined to have zero derivative at
t = φ and t = τ . The effect of each parameter is illustrated in Figures 2.5 to
2.8. We have also posted two files at our website [65], each containing 200
randomly selected and fitted SNe to illustrate the range of fits possible. With
five free parameters, A, ψ, φ, k and σ in each colour band and a host redshift
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Figure 2.6: The effect of varying ψ on the function F (t) from low (dark) to
high (light). We keep the parameters (k, σ, φ, A) fixed at (1, 1, 0, 1).








Figure 2.7: The effect of varying σ on the function F (t) from 0.1 (dark) to
1.0 (light). Increasing σ linearly stretches the curve away from the t = φ.
We keep the parameters (A, φ, k, τ) fixed at (1, 0, 1, 3).
require that there be any correlation between the derived parameters in any
band, e.g. between explosion time, time at peak or stretch. It would be a
natural extension to allow for such correlations, as a reduction in the number
of dimensions of the KDE would reduce it’s variance. We leave this to future
work.
Sparse datasets
About 5% of all the SNe had fewer than 8 observations in one or more of
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Figure 2.8: The effect of varying k on the function F (t) from 0.2 (dark) to
1.8 (light). Increasing k decreases the ratio of rise to decay time (Rapid rise
relative to decay means low k). We keep the parameters (A, σ, φ, τ) fixed at
(1, 1.5, 0, 3).
Instead, these sparsely sampled SNe were each fit to a 5 dimensional point
- the maximum flux in each of the four colour bands plus the host redshift.
The KDE and boosting methods (Section 2.2) were applied to these SNe in
the same way as was done in the 21 dimensional case (Sections 2.3.1, 2.3.2).
Unless otherwise stated, discussions and illustrations will all reference the
95% of SNe which had 8 or more observations in all bands and hence were
fit with 21 parameters.
SALT fits
In Section 2.3.4, we consider classification methods that require information
on the distances to SNe to constrain their type. Distance moduli for all
SNPCC SNe were derived using the publicly available lightcurve fitter SALT2
[66]. Fits were carried out using the g, r and i passbands (i.e. z colour
band data was not included). All available SNe were considered, which is
significantly more liberal than the usual data-quality cuts applied during
past SN cosmology analyses [48]. In this way, we maximized the number of
SNe available for this work. We applied SALT2 to 1256 SNe available in
the non-representative training sample. Immediately, we found that 165 SNe
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having too low a S/N or missing g-band data. We did not investigate these
errors further and simply exclude these SNe. Furthermore, when the S/N
is low, SALT2 fits some SNe but returns a default upper limit magnitude
of 99 and is unable to produce meaningful parameters from the lightcurve
fit. This problem affected 62 SNe in the training sample, which were also
removed from the sample. For the 1029 SNe that were successfully fitted,
SALT2 returned a best fit value for the four parameters x0, x1 and c for each
event. These parameters relate to the peak magnitude and stretch/colour
corrections of the lightcurve, details of which can be found in Guy et al. [66].
The best-fit Ia model lightcurve was also returned in the observer frame,
which we used to calculate a χ2 goodness of fit value for each SN in each
passband (g,r,i) which are used in Section 2.3.4 to classify SNe. Distance
moduli are calculated using the best fit parameters using
µ = (mB −M) + αx1 − βc. (2.2)
where we used values of α = 0.1, β = 2.77 and M = 30.1 to calculate the
distance moduli, as discussed in Hicken et al.[67]. These values are consistent
with those found in other analyses and were not expected to significantly
affect our results. Figure 2.9 shows the Hubble diagrams for the two training
samples considered in thi analysis. Also shown is the best-fit cosmology
to each Ia dataset assuming a flat ΛCDM model. In the non-representative
training sample, non-Ia SNe are predominately found at lower redshifts than
the representative training sample due to the effective magnitude cuts coming
from the spectroscopic requirement of the non-representative sample.
2.2 New Classification Methods
We now describe in very general terms the classification algorithms we have
used. In order to classify a given object Y as either Ia or non-Ia, one would
like the posterior probabilities P (Y = Ia|x) and P(Y = non-Ia|x) = 1 −
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Figure 2.9: Hubble diagrams for the 2 training samples considered in this
chapter. SNeIa are shown as red triangles, while non-Ia SNe are plotted as
blue squares. Also shown is the best-fit cosmology to each SNIa sample.
(Above) The representative training sample, with Ωm = 0.23. (Below) The
non-representative training sample, as provided for the SNPCC, with Ωm =
0.3.
SN. Knowing these posterior probabilities is equivalent to knowing the odds :
odds(x) =
P(Y = Ia|x)
P(Y = non-Ia|x) .
Now one classifies Y as a Ia for example if odds(x) > 1, i.e if P(Y =
Ia|x) > 0.5. The two methods we discuss in this Section approximate the
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1) Kernel Density Estimation estimates P(x|Y = Ia) and P(x|Y = non-Ia),
the density of the features in classes Ia and non-Ia respectively, and then uses
Bayes’ formula,
P(Y = Ia|x) = P(x|Y = Ia)P(Y = Ia)
P(x)
,
to express the odds in terms of these quantities:
odds(x) =
P(x|Y = Ia)P(Y = Ia)
P(x)
P(x|Y = non-Ia)P(Y = non-Ia)
P(x)
=
P(x|Y = Ia) · P(Y = Ia)
P(x|Y = non-Ia) · P(Y = non-Ia) .
2) Boosting directly estimates odds(x ) through regression methods, as
a sum of small trees built by a type of functional gradient descent. These
methods are discussed in detail below.
2.2.1 Kernel Den ity Estimation (KDE)
Kernel Density Estimation (KDE) is a non-parametric method for estimating
the probability density function (pdf) of a random variable. Within this
chapter, the probability densities of the post-processed data described in
Sections 2.1.2 - 2.1.2 are used for classification. Pdfs are useful as we may
base a classification rule upon the relative probabilities that a candidate SN
is either type Ia or not type Ia. Such a classification rule will require both
the Ia and the non-Ia probability densities for the observed SN data. KDE
enables us to derive these pdfs in a fairly model-independent manner, as we
now discuss.
Suppose we have a set of d observables and that we would like to estimate
the value of the pdf at a point ~x in this d-dimensional space. Given a training
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Figure 2.10: Schematic figure illustrating the idea of a KDE in one dimension.
The training data points are shown as dark points with arrows. The Gaussian
kernels are shown together with the sum of the kernels. Note that the KDE
is not normalized in this figure and is thus close to what we actually used.














where f̂h (~x) is the KDE, ~Xi is the i-th training observation, Ki is the kernel
function for the i-th training observation and h is the global kernel band-
width. h is a tuning parameter: the kernels become more “peaked” about
the training observations as h becomes smaller. The optimal bandwidth may
be obtained by cross-validation (see Appendix A1). The choice of kernel is
















2.2. New Classification Methods
• K(−~x) = K(~x)
The first condition ensures that the KDE integrates to unity and that all
observations carry equal weight, whilst the second condition ensures that
the KDE is unbiased and that each kernel is centered about one of the n
d-dimensional training data points. The basic idea of the KDE method is
illustrated in Figure 2.10 in a simple 1D example. A commonly used kernel
(and the kernel that we will use in this chapter) is a multivariate Gaussian,





















Here ~x and ~Xi are d dimensional vectors and Σi is a d× d covariance matrix
that changes the orientation and shape of the kernel around each training
observation i; for example the covariance matrix Σi can be estimated from
the nearest ` neighbours of a training data point, which is what we do, as
described in Section 2.3.1 and as illustrated in Figure 2.11. This approach
provides the possibility of adapting the kernel to local variation. In contrast
the bandwidth parameter h affects the global behaviour of the kernels. While
it is more common to choose the covariances to be equal, for the SNPCC and
the current application this would have been a bad choice (as described in
Section 2.3.1).
Integration over data errors
In order to classify a SN with lightcurve measurements ~x, we must evaluate
the KDEs at ~x. However in our case we are not sure where ~x lies in param-
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Figure 2.11: A realisation of fifty points from an unusual distribution.
Around each observed point a kernel is constructed. The axes of each kernel
are the eigenvalues of the point’s (2 × 2) Σi matrix (Eq. 2.4). Each Σi is the
covariance matrix of the nearest ` points multiplied by the global bandwidth,
h. Here h = 0.6 a d ` = 10.















For simplicity we suppress vector notation but all quantities (other than n
and h) are d dimensional vectors or matrices, and the index i runs over the
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Now assume that the location of a point in the d dimensional space is not
known exactly and is instead given by a Gaussian pdf. We take the mean to
be x and the covariance matrix to be Y . The KDE value is then given by
integrating the KDE over the unknown pdf of the point being classified:∫














We notice that this reverts back to the original value if K is a delta-function
located at x. Further, the function being integrated is a product of two

















i.e. the KDE kernels simply have an increased variance, given by the sum of
their covariance matrix and the covariance matrix of the point being eval-
uated, scaled by h−2d. The importance of including this increased variance
for uncertain observations should not be ignored, especially when the vari-
ances of the points being classified are large (as is the case in our situation).
Correctly implementing Eq. (2.6) can significantly improve classification per-
formance. In Section 2.3.1 we compare analyses on the SN data including
and ignoring the covariance Y .
2.2.2 Boosting
Boosting is a learning algorithm for classification [68]. Until recently the most
commonly used boosting algorithm was AdaBoost [69]. AdaBoost works
by combining weak-classifiers into a committee, whose combined decision
is significantly better than that of individual weak-classifiers. The precise
workings behind AdaBoost’s success remained hazy until it was shown that
boosting produces the powerful committee by sequentially adding together
weak-classifiers calculated by steepest descent [70]. The further ideas of slow
learning [71] and bagging [72] were later introduced to boosting, culminating
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rithm, implemented as a package in the statistical programming language
R4, is described in this section. A brief discussion of trees and loss functions
is first presented in preparation for the presentation of the GBM algorithm.
Tree functions
The most widely used weak-classifiers (a.k.a. basis functions) in boosting
are trees. Trees are discontinuous functions which take discrete values in
different regions of a domain. That is to say, a tree T has the form:
T (~x) =

z1 if ~x ∈ R1
...
zK if ~x ∈ Rn
where the K distinct regions R1 · · ·RK together partition ~x-space. The
region boundaries can be described through the branchings of a tree, as
illustrated in Figure 2.12. For boosting, it is common to only use trees of
a very simple form, that is only trees with branchings of the form x(i) < v,
where x(i) is one of the dimensions of ~x-space and v is a real number. In
the case of the SNPCC, ~x are the parameters fitted to the lightcurves in
Section 2.1.2.
Loss function for classification
Suppose we have observed n training points, each consisting of data and
type: ( ~Xi, τi), where the data ~Xi is a d-dimensional vector, and the type τi is
±1, corresponding to the two classes. Suppose that we are required to find
a function F : Rd → R which minimises the following loss function:










The specific form chosen for the loss function 2.7 can be explained by
considering its partial derivatives with respect to F ( ~Xi). Doing so, it can be
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Figure 2.12: (Above) A tree of depth 2 for classifying an object into one of 22
regions. (Below) The tree domain containing 22 distinct regions as defined
by the tree.
shown that the form of F which minimises (2.7) is given by [73]:




# observations: ~Xi, τ = 1
# observations: ~Xi, τ = −1
(2.8)
Eq. (2.8) is an approximation to half the log odds (the log of the odds):
log odds ≡ log P(τi = 1|~x =
~Xi)
P(τi = −1|~x = ~Xi)
. (2.9)
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tion (2.7) is a good approximation to half the log odds. A good approxima-
tion to the log odds is exactly what is needed for classification problems. The
boosting algorithm aims to approximately minimise this loss function and in
so doing arrive at an approximation of the log odds which can then be used
for classification.
If you have observations at every possible data point, you can directly
approximate the log odds through (2.8). In reality, you will not have obser-
vations at all possible data points, and so cannot do this. This corresponds
to not having observed all possible lightcurves, and so needing to make in-
ferences from similar lightcurves. Boosting does this inference through con-
strained minimisation of the loss function, as described in the following sec-
tion.
The Gradient Boosting Machine
The Gradient Boosting Machine [71] works by sequentially adding new trees
to a function F , each addition reducing L(F ) (2.7) and so improving the
approximation of F to half the log odds.
The trees, which have depth D, are appended to F at each of the M
iterations of the GBM algorithm. Choosing larger M and D values results
in a final L(F ) nearer to the global minimum value (2.8). However, our
end objective is not to reach the global minimum but to construct a good
approximation to the log odds, and trees of lower depth are generally better
suited to this end, being less prone to fitting noise.
Algorithm 1 (below) outlines an implementation of the GBM. A few sub-
tleties have been omitted from it here, and we refer you to Appendix A5 for
a fuller description. We recommend watching our demonstrative animation
of the algorithm while reading Algorithm 1. The animation can be found at
our website [65].
Algorithm 1 - Gradient Boosting Machine
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· Initialize: zi ← 0 for observations i = 1 to n. The zi’s will measure how
much of a “misfit” each observation is.
· Choose tree depth D and number of trees M .
· for m = 1 to M :











2) Fit by least squares Tm, the new tree: zi ∼ Tm( ~Xi).
(where Tm has regions Rm,1 · · ·Rm,2D fitted to minimise
the ingroup variance: see Appendix A3 for details.)
3) Choose constants γm,1 · · · γm,2D for Rm,1 · · ·Rm,2D . (chosen to min-
imise L (Fm−1 + Tm))
4) Fm ← Fm−1 + Tm
· Finally, F ← FM .
F is our final approximation to half the log odds, and it can now be used to
classify with a simple rule of the form:
IF F (~xi) > v ⇒ τi = 1; ELSE τi = −1,
where the optimal v depends on the Figure of Merit.
Notice that the variable zi, updated in step 1, is positive if τi = 1 and
negative if τi = −1. For this reason, when Tm is fit to the zi’s at step 2,
observations of the same type are more likely to fall into the same region of
Tm. Moreover, observations with large zi’s carry more weight while fitting
Tm, and hence are even more likely to be placed with objects of the same
type. This acts to place special attention on unusual objects, or objects
whose type is not clear.
While values are fitted for each tree region in step 2 (as described in Ap-
pendix A3), these values will not necessarily result in a reduced L (Fm−1 + Tm).
Hence at step 3 of the algorithm, γm,k values are explicitly chosen to minimise
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2.3 Results
The entries in the SNPCC were evaluated using the Figure of Merit (FoM):
f(NXIa, N
7









NXIa + 3 ·N 7non−Ia
)
,
where NXIa is the number of correctly classified SNeIa, N
7
non−Ia is the
number of non-Ia SNe classified as SNeIa, and NTOTIa is the total number
of SNeIa. Had the coefficient of N 7non−Ia in the denominator of the pseudo-
purity term been 1 and not 3 the term would have been true purity, i.e.
the proportion of SNeIa in the final Ia-classified group. How relevant the
FoM (2.10) is to cosmology is not absolutely clear, but it is a robust measure
of how well a classification algorithm penalizes both missed detections and
false discoveries. For applications such as BEAMS [60] a FoM which takes
type probabilities as inputs would be more useful.
In this section we discuss the implementation and performance of each of
our methods. Unless stated otherwise, the scores given in this section refer
to the SNPCC, while all figures are using the post-SNPCC data described
in Section 2.1.1. Of particular interest to us is the comparison of results ob-
tained when the training is done with representative and non-representative
samples. We also briefly mention applications that these methods have pre-
viously found in cosmology and related fields.
2.3.1 21D KDE
Application
Kernel Density Estimators have been used before in astronomy for estimating
the probability density function from a discrete or noisy data set [74, 75, 76],
identifying groups [77] and clusters [78] in galaxy surveys, and determining
the timings of millisecond pulsars [79] and gamma-ray bursts [80], to name
a few examples.












bands using the parameterised function (2.1), resulting in twenty lightcurve
parameters. With the addition of host redshift in the case of the +HOSTZ
challenge, each SN is described by a 21 dimensional (21D) point. We use
KDE to approximate the 21D Ia and non-Ia probability density functions
based on the training data.
We allowed the 21D training points to have different covariance matrices,
as described in Section 2.2.1. As previously mentioned a single global covari-
ance is most common for KDE, but in cases where a pdf has large regions of
high and low probability, this can be problematic. In low probability regions
the kernel density will be too “spikey” while in high probability regions it
will be too smooth. To understand this, consider what would happen if, in
Figure 2.11, the ellipses were constrained to all be of the same size (cho-
sen too small and the low probability region would have “bumps”, too large
and the high probability region would lose features.). The 21D points for
the SNPCC are not uniformly distributed, as illustrated by the cumulative
plots of Appendix A6, and so are susceptible to this problem. Using cross-
validation as described in Appendix A1 we chose ` = 10 and h = 0.6 (using
the notation from Section 2.2.1).
Having constructed two KDEs from a training sample, each unclassified
SN may be classified as follows:
1. Fit Eq. 2.1 to each of the four lightcurves thus obtaining a 21D point
for the candidate.
2. Evaluate the Ia and non-Ia kernel probabilities derived from the train-
ing sample at the 21D point, and then evaluate the odds.
3. If the odds (or log odds) is above some threshold, classify as Ia.
In cases where one or both of the KDEs are a poor representation of the
underlying pdf, it may be preferable to modify step (3). For example if
one of the KDEs is particularly inaccurate, one may prefer to classify by
using only the other KDE. For the SNPCC leaving step (3) unchanged was
advisable, as can be deduced from Figure 2.13. The lines in Figure 2.13 are
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Figure 2.13: Ia (red crosses) and non-Ia (blue circles) in the non-
representative training sample. The KDE values at calculated using tenfold
cross-validation.
of constant odds is optimal for discriminating between Ia’s (below the line)
and non-Ia’s (above the line), irrespective of the FoM used. Furthermore,
if the KDEs are accurate approximations to pdfs, there should be an equal
number of Ia’s and non-Ia’s on the line odds = 1 and 1000 times more Ia’s
as non-Ia’s on the line odds = 1000. This is roughly observed in Figure 2.13
and so we can proceed to choose the odds line which maximizes the SNPCC
FoM.
For the entry in the SNPCC, we failed to include the parameter covariance
matrices when calculating KDE values (in effect, we set Y to be a matrix of
zeros in Eq. 2.6). Our final score suffered as a result - the benefit of correctly
implementing the calculation (2.6) is illustrated in Figure 2.15, where we see
from both the histograms and the cumulative plots an increased separation
between Ia’s and non-Ia’s when Eq. (2.6) is correctly implemented. We find a
15% increase in score when correctly implemented on the post-SNPCC data.
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The KDE method still obtained the second and third highest scores in the
-HOSTZ and +HOSTZ competitions respectively, with scores of 0.37 and 0.39.
Of interest is that the 20D KDE (-HOSTZ) is almost as good at classifying as
the 21D KDE (+HOSTZ). The winning competition scores were 0.51 (-HOSTZ)
and 0.53 (+HOSTZ) [59].
Non-representative vs representative
As with all of our methods, we constructed classifiers using both the non-
representative sample provided and a representative sample of equal size, as
described in Section 2.1.1. In each case, the remaining unclassified SNe were
used as a test of the performance of the classifier.
Figure 2.14 carries useful information about the performance of the non-
representatively trained KDEs and representativ ly trained KDEs. For ex-
ample, the efficiency of classifying Ia’s with a log odds threshold of 2 is
simply 1 minus the cumulative value of the unclassified Ia’s (solid red) at log
odds = 2. For both representatively and non-representatively trained KDEs
1− FIa(2) ≈ 0.75, meaning that about 25% of SNeIa are correctly classified
when a threshold of log odds = 2 is used.
To obtain high purity, the log odds threshold must be chosen such that the
non-Ia cumulative frequency is high compared to the Ia cumulative frequency.
To obtain high efficiency, the log odds threshold must be chosen such that
the Ia cumulative frequency is low. Putting these together, to obtain both
high purity and high efficiency, a log odds threshold must be found at which
the non-Ia cumulative frequency is high and the Ia cumulative frequency is
low.
The dashed lines in Figure 2.14 are the cumulatives of the training data
using tenfold cross-validation. In the case of representative training, we see
that these are accurate predictors of the true cumulatives. But in the case of
non-representative training, the non-Ia cumulatives of training and unclas-
sified SNe are vastly different. If in the case of non-representative training
one assumed that the training samples were in fact representative, one would
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Figure 2.14: The cumulative frequency of log odds for non-Ia (blue) and Ia
(red) SNe, for the training (dashed) and unclassified (solid) samples. The
training log odds were calculated using tenfold cross-validation. (Above) Us-
ing non-representative training and (Below) using representative training.
of 1. In reality it is 30%. Such dangerous predictions are impossible to make
if a representative sample is used in KDE construction, as illustrated by the
hugging of the solid lines to the dotted lines.
2.3.2 Boosting
Application
Boosting has been used in particle physics, for example by the MiniBooNE
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log odds (with)
Figure 2.15: (Above) Histograms and (Below) cumulative plots of the 21D
(representatively constructed) KDE log odds. (Left) The parameter covari-
ance matrix is not included in KDE evaluation as proposed in Section 2.2.1.
(Right) The parameter covariance matrix is included in KDE evaluation.
redshift package AborZ [82]. In the SNPCC we applied boosting to the twenty
fitted lightcurve parameters for the -HOSTZ competition, and the twenty-one
parameters for the +HOSTZ competition. Using tenfold cross-validation we
chose to use 4000 trees to maximize the FoM (2.10). We chose the learning
rate to be 0.05 and the bagging fraction to be 0.5 (these parameters are
described in Appendix A5).
During the training phase of the SNPCC we expected, based on the idea
that the training sample was representative, that boosting would significantly
outperform the 21D KDE. In reality boosting performed more poorly than
the 21D KDE, obtaining scores of 0.20 (-HOSTZ) and 0.25 (+HOSTZ) [59]
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the training set than boosting.
In the case of the post-SNPCC data, the score obtained with non repre-
sentative training is even lower (0.15) (+HOSTZ) due to bugs in the original
SNPCC data such as too dim non-Ias which made classification easier, as
described in the results paper[59]. As a result, comparison of scores in this

















Figure 2.16: (Small black circles) The score obtained by boosting when
trained with random representative samples of varying size (100 to 6000
SNe). (Large red circle) Training on the given non-representative sample.
(Blue cross) The score obtained in the +HOSTZ competition. (Green triangle)
The performance when trained with a “random” sample with non-random
Ia:non-Ia ratio of 1:1 as opposed to true ratio Ia:non-Ia ∼ 1:3.
Non-representative vs representative
Our failure to correctly predict our score in the SNPCC was a result of the
biases in the training sample. Boosting appears to be even more sensitive












the large deviation in Figure 2.17 of the unclassified non-Ia curve from the
training non-Ia curve with non-representative training.
While boosting is more sensitive to bias in the training sample than the
21D KDE, it is a superior classifier when a representative training sample
is used. This is illustrated in Figure 2.17 by the large vertical separation
between non-Ia and Ia cumulative curves when a representative sample is
used. The vertical separation between the Ia and non-Ia curves is larger in the
case of the boosting than the 21D KDE, resulting in a lower contamination
rate and higher efficiency when boosting is used.
We see from Figure 2.16 that training with 1000 representative SNe results
in a score 3 times greater than training with 1000 non-representative SNe.
We also see from Figure 2.16 that training with a non-representative sample
of size 1000 can be matched by training with only 50 representative SNe.
The score obtained when 500 representative Ia and 500 representative non-Ia
SNe are used for training, as opposed to the truly representative case where
the Ia:non-Ia training ratio is 1:3, is only slightly higher; the advantage of
extra Ia’s at the cost of non-Ia’s is marginal.
We did not include the parameter covariance matrices in any way in
boosting. It is not clear how this inclusion would best be done, but the no-
ticeable improvement to the 21D KDE score when the covariance is included
suggests that it is worthwhile considering this question for future implemen-
tations. Two possibilities are a) ‘supersampling’ - converting each training
point into 100 training points drawn from a distribution with covariance
given by the parameter covariance matrix, and b) including the covariance
matrix determinant as a 22nd boosting parameter.
We find that with boosting if a non-representative training sample is used
the cumulative frequency lines of the unclassified SNe do not follow those of
the training sample. On the other hand if a representative sample is used,
tenfold cross-validation provides accurate predictions for the unclassified SNe
boosting values, as illustrated by the close hugging of training and unclassi-
fied cumulative lines in Figure 2.17.
We see that boosting the 21D lightcurve parameters with a representative
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Figure 2.17: Boosting values obtained using (Above) the non-representative
training sample and (Below) the representative training sample. The boost-
ing values are approximations to 1
2
log odds.
have created on online archive of 200 randomly selected unclassified SNe,
and labeled them according to boosting’s output [65]. In some cases it is














One advantage of the boosting algorithm is its ability to quantify the im-
portance of parameters for classification (see Appendix A4 for details). In
this section we consider this special property of boosting in an effort to dis-
cover which fitted parameters are most useful for classification. We also ask
which are the parameters that distinguish the non-representative training
sample from the representative training sample, i.e. what makes the non-
representative Ia’s and non-Ia’s a biased sample. We answer this question
by performing boosting on a sample of representative and non-representative
Ia’s, as if the SNPCC had been a competition to determine if a SN attains a
spectrum or not.
Figure 2.19 illustrates which parameters are most useful in distinguish-
ing Ia from non-Ia in the representative training sample. One interesting
feature illustrated in Figure 2.19 is that every parameter appears to carry
information.
The third most important parameter (after redshift and and A in z-band)
is the parameter k in the i-band. To interpret this piece of information, we
first see in Figure A.7 that non-Ia SNe have on average lower k values than
Ia’s. From this we then infer from Figure 2.8 that Ia’s have a higher rise-time
to decay-time ratio than non-Ia SNe.
The equivalent figure for the non-representative training (Figure A.2 in
Appendix A4 paints a similar picture with one noticeable difference: The
information for distinguishing between Ia and non-Ia SNe in the non-represe-
ntative training sample is carried almost exclusively in the r -band.
We now turn to the comparison of representative and non-representative
SNe. Figure 2.20 suggests that the most biased parameter in the non-
representative training sample is redshift. This is not surprising given that
we know that the non-representative SNeIa are at lower redshift than the
true Ia population (Figure 2.18). Indeed, we see from Figure 2.18 70% of Ia
SNe in the non-representative training set are at a redshift of less than 0.6,
while only 20% of Ias in the unclassified set are within this redshift.
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Figure 2.18: Cumulative plot of redshift, non-representative training
(dashed) vs unclassified (solid) and Ia (red, thick) vs non-Ia (blue, thin).
the majority of the bias in the non-representative sample to the A’s. This
is also unsurprising given that we are more likely to obtain a spectrum from
bright objects than dim objects. It is not clear to us why boosting designates
non-Ia bias to the A’s and Ia bias to redshift.
2.3.4 Hubble KDE
Applications
An alternative method for using the idea of KDEs is to use the SALT2
lightcurve fitter (with α = 0.1 and β = 2.77 as in Hicken et al.[67]) to
estimate distance moduli, µi and errors σi for all the objects in both the
training and unclassified data, assuming that all the data are SNeIa. We can
then construct two 2D KDEs for the training data: one consisting of all the
known SNeIa and one from all the non-Ia data. Each kernel is normalised to
have a total volume of unity and we use a slight modification of the standard
KDE formalism because we do not normalise the KDE. Instead the heights
of the summed KDEs are proportional to the number of SNeIa and non-
Ia respectively. In this way we include prior information related to the SN
rates. A redshift range where there are many more SNeIa than non-Ia will
automatically tend to lead to a larger Ia KDE as a result.












fixed bandwidth (standard deviation) in the redshift direction of 0.05 (chosen
simply to avoid being too peaked or smooth) while the bandwidth in the µ
direction was determined by the error σi in the distance modulus coming
from SALT2 along with the 0.12 mag intrinsic dispersion error as mentioned
already. This variation means that points with large errors contribute very
stretched out, low amplitude humps to the final KDE, while points with
small errors are much more peaked, reflecting our confidence in that point.
For illustrative purposes we plot the difference KDEIa − KDEnon−Ia of the
two KDEs in Figure 2.21. Positive values correspond to places where the Ia
KDE dominates, negative values to where the non-Ia KDE dominates. In
addition we plot the training data used to construct the KDEs.
Classification using these KDEs is then simple. For any candidate object,
we run it through SALT2 to give an estimated µ and σ. We can only use
this approach on the data with a redshift estimate, z, unlike the 20D KDE
and boosting algorithms which do not require a redshift. We then simply
find the values of the two KDEs at that (µ, z) to yield probabilities of the
object being a Ia or non-Ia. As in the other KDE method, one should fold
in the error σ on the candidates which, assuming Gaussianity, is simple, as
described in Section 2.2.1. The result of this analysis is that each candidate
has a pair of probabilities: (PIa, Pnon−Ia) that can be used to classify.
Non-representati e training sample
We applied this method to the whole sample of unknown SNe supplied. In to-
tal, we lost 4578 SNe as junk because of SALT2 failures previously mentioned
(of which 2619 were complete failures and 1959 failed to return meaningful
parameters from the Ia lightcurve fit), leaving 12487 SNe for further analysis.
Essentially this Hubble KDE approach simply checks whether or not an
object lies close to the true cosmology curve on the Hubble diagram (defined
by the Ia KDE) at that redshift. This may seem circular, as it is the cos-
mology which we are wanting to calculate from SNeIa, but in fact there is
no assumed cosmology using this approach and therefore no inbuilt bias to
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lie close to the true cosmology curve, and as a result one either has to be
very strict with cuts (and therefore lose many true Ia’s) or one has to accept
a large number of false positives: non-Ia’s that are classified as Ia’s.
Because there are so many non-Ia’s this, and similar Hubble-diagram
based methods (such as the Portsmouth entry to the SNPCC), are less com-
petitive as classifiers. In addition they also require a redshift estimate for
the SNe and are hence doubly inferior compared with the 21D KDE and
boosting.
2.3.5 Combining 21D and Hubble KDEs
In Section 2.3.1 we described the 21D KDE approach, and in Section 2.3.4 we
described the Hubble KDE approach. In this section, we describe how one
combines these approaches. As outlined in Appendix A2, there are several
ways of combining odds from different algorithms to construct a better com-
bined classifier. For our combination entries in the SNPCC, we constrained
our classifier to be of the form:
(Hubble odds)α · (21D odds)β > η. (2.11)
This corresponds to a straight line in Figure 2.22. The scores for the
combination entry was 0.28. Surprisingly, this was less than the score ob-
tained using the 21D KDE alone, and so we believe that the line chosen for
the SNPCC was poor. A straight line does seem to be a good choice for the
distribution of values in Figure 2.22, but perhaps a better choice would be
of the form:
Hubble odds > γ1 and 21D odds > γ2. (2.12)
A pure 21D odds classifier would rely on a vertical decision line, and a
pure Hubble odds classifier would rely on a horizontal line, but it is clear from
Figure 2.22 that a classifier of the form 2.11 (dashed) or 2.12 (solid) should
work better. Figure 2.22 shows the separation of Ia’s and non-Ia’s that come
from using the Hubble KDE odds and 21D KDE odds with the integration of












result in scores of 0.24 and 0.22 respectively in the case of non-representative
training and 0.45 and 0.42 respectively in the case of representative train-
ing. These scores are calculated using a purely 21D odds classification for
the ∼ 8000 SNe without SALT2 fits, and a 21D-Hubble combination for the
remaining ∼ 12500 SNe with SALT2 fits. As with boosting, the 21D KDE
classifier is significantly worse using the post-SNPCC data as previously dis-
cussed in section 2.3.2, and so comparison between these post-SNPCC scores
and other SNPCC scores should not be made until further analyses have been
done.
To be in the top-right corner of Figure 2.22, and therefore be classified
as Ia, requires that a candidate must simultaneously lie close to the true
cosmology distance modulus and have multiband lightcurves that have the
right shape; a very natural approach to SNIa classification. It would be
interesting to combine the Hubble odds with 21D boosting instead of 21D
KDE, as boosting the twenty parameters produces better results, as seen in
Section 2.3.2.
An obvious extension, if one wanted to combine the outputs from more
than two classifiers, would be to use them as inputs to a new boosting anal-
ysis. The odds from the 21D KDE, the Hubble KDE, the 21D boosting, and
indeed any classifier of sufficient ability can be used as weak classifiers in
boosting. A reason to exercise caution in using boosting or a neural network
as a final classifier in this way is the possibility of overtraining, but this can











CHAPTER 2. Supernova Classification


























Figure 2.19: The importance of each of the 21 parameters in classifying SNe
as Ia (or not) using boosting on the representative training sample. The
precise value on the x-axis is calculated according to how variables appear






































Figure 2.20: The importance of parameters in distinguishing representative

































Figure 2.21: 3D contours of the difference between the Ia and non-Ia Hubble
diagram KDEs as a function of redshift and distance modulus (µ) together
with the actual non-representative training data used to produce the KDEs.
The data used to construct the KDEs are also shown: Ia data as red circles
and non-Ia data as blue crosses. There is a clear offset in the two KDEs
reflecting the fact that in this training data the non-Ia’s are fainter, hence
predominantly at lower redshift and with a much larger scatter than the Ia’s.
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Figure 2.22: SNe of type Ia (cross) and non-Ia (circle), located according to
their 21D odds (x-axis) and Hubble odds (y-axis). (Above) Odds were calcu-
lated from KDEs constructed using the non-representative training sample.
(Below) A corresponding plot where KDEs were constructed with the rep-
resentative training sample. We see that the separation obtained is smaller
when non-representative training is used, and indeed the score obtained in
the non-representative case is significantly lower. Note that the SNe in this
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2.4 Dealing with bias
We include this section here for completeness, as it was published in the
same paper as the rest of Chapter 2. However, in the process of writing
Section 3.7 we realised that much of what was previously written in the
section was wrong, and has therefore been removed!
We see in Figure 2.16 that representative training samples with more than
50 objects outperforms the 1000 strong non-representative training sample.
In light of this astonishing fact we ask: how large a representative sample
can be extracted from the non-representative sample? The correct answer
to this question is a sample of size zero, as there are no spectroscopically
confirmed SNe as dim as the dimmest unconfirmed SNe, and therefore it is
impossible to extract a representative sample for the unconfirmed SNe. A
correct treatment of this topic will be presented in the following chapter in
Section 3.7.
2.5 Discussion and Conclusions
In this chapter we have discussed the problem of classifying SNe into sub-
classes (Type Ia or non-Ia) based on photometric lightcurve data alone, that
is, multi-band fluxes as a function of time. This classification will be neces-
sary for future surveys which will detect vastly more candidates than will be
possible to follow up spectroscopically.
We have investigated two novel classes of classification algorithms, Kernel
Density Estimation (KDE) and boosting, and applied them to simulated SNe
lightcurve data, finding that the methods performed impressively as long as
they were trained on a representative sample. Using the KDE approach, we
considered both a 21 dimensional case based on lightcurve parameters from
all bands and a 2 dimensional version based on fits to the Hubble diagram,
using redshift information and an estimate of the distance modulus obtained
using standard lightcurve fitting software.
A key issue for the classification methods we used was the issue of the
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different data sets: the first, a non-representative set, mimicking the kind of
spectroscopic sample available as part of the follow-up program of a typical
current-generation SN survey. The second was a representative sample of
the same size where training objects were selected at random from the full
sample.
In general we found that the training on the representative sample pro-
duced exceptionally good results and that cross-validation on the training
sample was able to accurately predict the purity and efficiency of the method
on the full sample. On the other hand, training on the non-representative
sample lead to relatively poor performance on the full data set. The im-
portance of having an unbiased, representative sample is illustrated by the
fact that for boosting, representative samples larger than about 50 objects
outperformed the full non-representative sample of 1000 objects, as shown in
Figure 2.16.
Our primary result and recommendation therefore is that boosting and
KDE are powerful methods for SN classification, with remarkably little astro-
physical input. However, they require training samples that are as unbiased
and representative as possible. Further, we found that a small unbiased
training sample outperforms a much larger, but biased, training sample.
Our other main result is that neither boosting nor the 21D KDE method
suffered particularly when the SN redshift information was unavailable. This
is particularly gratifying given that accurate SN/host galaxy redshifts will
not be available for most candidates in the future and that methods based
on the Hubble diagram critically require redshift information to perform
successfully.
While the algorithms we have presented were successful, there are modi-
fications to our boosting implementation that should be experimented with,
for example different choices of lightcurve parameterisation. Finally it is per-
haps useful to comment on how our methods compare to the winner of the
SNPCC (the methods we described in this chapter finished second and third
in the competition) which used a template-based method and performed
very well. Our first comment is that comparison is hard because there was
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the SNPCC, as described in the results paper [59], so it is not clear how the
method would perform on completely independent data. Secondly, it is not
known how the various classification methods would perform with different
Figures of Merit. For cosmological applications one might prefer to use a
Figure of Merit which looks at the bias in recovered cosmological parameters
such as the w0, wa dark energy equation of state parameters. Investigat-
ing this important issue is left to future work. It is clear that finding the
best approach to SN classification, and the best way to combine results from
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Figure 2.23: Hubble diagrams for the boosting results using the represen-
tative training sample. (Above) Objects that were correctly identified by
the boosting method. SNeIa are plotted as red triangles, with non-Ia SNe
shown as blue squares. (Below) SNe that were incorrectly typed by boosting.
SNeIa that were considered to be non-Ia SNe by boosting are shown as green
triangles, with incorrectly typed non-Ia SNe shown as purple squares. Over-
plotted on each graph is the best fitting cosmological model inferred from











CHAPTER 2. Supernova Classification
Figure 2.24: Cumulative histograms of the residuals from the best-fit Hubble
diagram, determined using the SNeIa in the representative training sample.
(Above) Residuals for the representative training sample. SNeIa are plotted
in blue, with non-Ia SNe shown in red. (Below) Residuals for the boosting
results. SNeIa that were correctly typed are shown in red, with correctly
typed non-Ia SNe shown in blue. SNeIa that were considered to be non-





0.3 • Nan-Ia 
0.2 
0.1 







• la carrectly typed 
• Non-Ie correctly typed 
• la, classified as non-Ie 
• Non-la, classified as 10 
O.UJL-________ ~ ... 
-4 -2 
o 2 4 












As we have mentioned, there are two ways that one can imagine using photo-
metric candidates for estimating cosmological parameters. The first approach
is to try to classify the candidates into Ia, Ibc or II SNe [83, 84, 85, 86] and
then use only those objects that are believed to be SNeIa above some thresh-
old of confidence. This has recently been discussed by [87] who showed that
photometric cuts could achieve high purity. Nevertheless it is clear that
this approach can still lead to biases and systematic errors from the small
contaminating group when used in conjunction with the simplest parameter
estimation approaches such as the maximum likelihood method. A second
approach is to use all the SNe, irrespective of how likely they are to actually
be a SNIa. This approach is exemplified by the BEAMS formalism, which
accounts for the contamination from non-Ia SN data using the appropriate
Bayesian framework, as presented in [60], hereafter referred to as KBH.
In KBH, two threads are woven: a general statistical framework, and a
discussion of how it may be applied to SNeIa. As noted in KBH, the general
framework can be applied to any parameter estimation problem involving
several populations, and indeed may have already been done so in other
fields. In this chapter we take the same approach as in KBH of keeping the
notation general enough for application to other problems, while discussing
its relevance to SNe.
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we consider it necessary. For example, we write conditional probability den-
sities as fΘ|D(θ|d). The quantity fΘ|D(θ|d)∆θ, should be interpreted as the
probability that Θ lies in the interval (θ, θ + ∆θ), conditional on D = d (for
small ∆θ).
We preserve capital letters for random variables and lowercase letters for
their observed values. In the BEAMS framework, one wishes to estimate
parameter(s) Θ from N observations of the random variable X. We will use
the boldface X to denote a vector of N such random variables: X = X1···N .
An observation of X we will denote by x, so that the full set of N observations
is denoted by x = x1···N . For SNe, the observations x are the photometric
data of the N SNe. As such, for SNe the probability density function (pdf)
fX|Θ(x|θ) is the likelihood of observing the photometric data x assuming
some cosmological parameters θ, which we will discuss. The relationship
between raw photometric data (X) and the true cosmological parameters
(Θ) is highly intricate, resulting in a pdf which cannot realistically be worked
with, and so one first reduces each observation x to a single feature d for which
there is a direct Θ-dependent model. For SNe, if the parameters Θ are for
example ΩΛ and Ωm, then d will consist of an estimated luminosity distance
and redshift. If the parameter of interest Θ is a luminosity distance at a
given redshift, then d will be simply a fitted distance modulus. Unless stated
otherwise, this is the case.
The correct treatment of redshifts will be important to BEAMS as applied
to future SN surveys. Future surveys will likely have only photometric infor-
mation for the SNe but will have a spectroscopic redshift for the host galaxy
obtained by chance (because of overlap with existing surveys) or through a
targeted follow-up program. The SDSS-II supernova survey [88] is an ex-
ample of both of these. There were host redshifts available from the main
SDSS galaxy sample and there was also a targeted host followup program as
part of the BOSS survey. Future large galaxy surveys like SKA, EUCLID or
BigBOSS will likely provide a very large number of host galaxy redshifts for
free.
BEAMS is unique in that the underlying types of the observations are















= P(T = A|XP ),
where XP is a subset of features of X. In other words, XP is the component
of the raw data X on which type probabilities are conditional. Note that we
treat P as a random variable: while the value of P is completely determined
by XP , which in turn is completely determined by X, X is a random variable
and therefore so too is P . The realizations of the type probabilities P of
the N observations are denoted by p = p1···N , and we will call them τA-
probabilities. The τA-probability for a SN is thus the probability of being
type Ia, conditional on knowing the subset xP of the the photometric data.
xP may be the full photometric time-series, the earliest segment of the SN’s
light curve, a fitted shape parameter, or any other extracted photometric
information. Finally, we mention that the type of the SN (T ) is a random
variable with realisation denoted τ . A summary of all the variables used in
the chapter is given in Table 3.
Attempts to approximate τA-probabilities include those of [54, 43, 89]
and as implemented in SALT2 [66]. Note that values obtained using these
methods are only approximations of τA-probabilities, as the algorithms are
trained on only a handful of spectroscopically confirmed SNe. Note too
that there is no sense in which one set of τA-probabilities is the correct set,
as ‘correct’ depends on what XP is. Obtaining unbiased estimates of τA-
probabilities is not easy, and we will consider the problems faced in doing so
in Section 3.6. For SNe, the problem is made especially difficult by the fact
that spectroscopically confirmed SNe, which are used to train τA-probability
estimating algorithms, are brighter than unconfirmed photometric SNe.
In 2009 the Supernova Photometric Classification Challenge (SNPCC)
was run to encourage work on SN classification by lightcurves alone [58].
Performance of the classification algorithms was judged according to the fi-
nal purity and efficiency of extracted Ia samples. While the processing of
photometric data is essential to the workings of BEAMS for SNe, the clas-
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competition where entrants are required to calculate τA-probabilities for SNe.
Algorithms would then not only need to recognise SNeIa, but would also need
to provide precise, unbiased probabilities of the object being an SNeIa.
In brief, this chapter consists of three more or less independent parts. In
Section 3.1 we present an extension of BEAMS to the case where particular
correlations, which were ignored in KBH, are present. In Section 3.2, we dis-
cuss the relevance of τA-probabilities in a broader context, and specifically
the importance to of them in BEAMS. Then is Sections 3.3, 3.4 and 3.5,
we perform simulations to better understand the importance of sample sizes,
nearness of population distributions, biases of τA-probabilities and decisive-
nesses of τA-probabilities (to be defined). Finally, in Section 3.6 we present
new ideas from the machine learning literature describing when and how τA-
probability biases emerge and how to correct for them. These ideas are then















The probability of being type A conditional on
XP . We call P the τA-probability.
D d
A particular feature of an object whose distri-
bution depends directly on the parameter(s) we
wish to approximate using BEAMS. SNe: D is
luminosity distance.
T τ
The type of an object, T ∈ {A,B} SNe: T ∈
{Ia, nIa}
X x
All the features observed of an object. SNe: X is
the photometric data.
XF xF
That part of the features which affects confir-
mation probability. SNe: XF are peak apparent
magnitudes.
XP xP
That part of the features used to determine the
τA-probability. SNe: XP could be any reduction
of X.
F f
Whether the object is confirmed or not. For SNe:
F = 1 if a spectroscopic confirmation is per-
formed.
P̄ p̄
Is exactly P if the object is unconfirmed and 1 or
0 if confirmed, depending on type.
3.1 Introducing and Modifying the Beams equa-
tions
The posterior probability on the parameter(s) Θ, given the dataD, is derived
in Section II of KBH as
fΘ|D(θ|d) ∝ fΘ(θ) ×
∑
τ∈[A,B]N
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where the pis are τA-probabilities. The summation is over all of the 2
N
possible ways that the N observations can be classified into two classes. We
will refer to the expression on the right of (3.1) as the original posterior.
When the N observations are assumed to be independent, that is when








fDi|Θ,Ti (di|θ, A) pi + fDi|Θ,Ti(di|θ, B) (1− pi)
]
. (3.2)
There is one substitution in the derivation of the original posterior on which
we would like to focus, given in KBH as eqn. (5) on page 3:






(1− pi) . (3.3)
Equation (3.3) states that the l.h.s. prior probability of the SNe having
types τ is given by the product on the r.h.s. involving τA-probabilities. We
argue that this product should not be treated as the prior fT , but rather as
the conditional fT |P . In effect, we argue that KBH should not use the τA-
probabilities p unless P is explicitly included as a conditional parameter. It
is to this end that we now rederive the posterior on Θ, taking fΘ|D,P (θ|d,p)
as a starting point, discussing at each line what has been used.
fΘ|D,P (θ|d,p)
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fΘ,D,P ,T (θ,d,p, τ )
fD,P (d,p)
.





fD|Θ,P ,T (d|θ,p, τ )fΘ,P ,T (θ,p, τ )
fD,P (d,p)
.
→ We will now assume that the probability of having τA-probabilities and
types p and τ respectively are independent of Θ. As noted following eqn.(4)
in KBH, for SNe this assumption rests on the fact that Θ (that is Ωm, ΩΛ)
describes large scale evolution, while the SN types τ depend on local gastro-




fD|Θ,P ,T (d|θ,p, τ )fΘ(θ)fP ,T (p, τ )
fD,P (d,p)
.








fD|Θ,P ,T (d|θ,p, τ )fT |P (τ |p).
→ The first term on the line above is constant with respect to Θ, and so is
absorbed into a proportionality constant. We now make one final weak as-
sumption: fT |P (τ |p) =
∏N
i=1 fTi|Pi(τi|pi). This assumption will be necessary
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(3.4)
We will refer to the newly derived expression (3.4) as the full posterior. Let
us now consider the difference between the original posterior (3.1) and the
full posterior, and notice that in the full posterior, the likelihood of the
data D is conditional on Θ,P and T , whereas in the original posterior D
is only conditional on Θ and T . This difference in conditional variables
is the only difference between the two posteriors, and so when D|Θ,T is
independent of P , the posterior (3.4) reduces to the original posterior (3.1),
making them equivalent. This is an important result: when D|Θ,T and P
are independent, the original and full posteriors are the same. Our results
can be summarised as follows,
(1) As the posterior fΘ|D(θ|d) is not conditional on τA-probabilities it should
be independent of τA-probabilities, and we thus prefer to replace the original
posterior in (3.1) by
fΘ|D(θ|d) ∝ fΘ(θ) ×∑
τ∈[A,B]N







where π is an estimate of the global proportion of type A objects.
(2) fΘ|D,P (θ|d,p) is always given by the full posterior (3.4). When D|Θ,T
and P are independent, it reduces to the original posterior (3.1).
It is worth discussing for SNe the statement, “D|Θ,T and P are not inde-
pendent”. One incorrect interpretation of this statement is, “given that we
know the cosmology is Θ, observing1 P for a SN of unknown type adds no
information to the estimation of the distance modulus.” Indeed it is difficult
1Of course we mean “observing” in the statistical sense, that is obtaining the realista-
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to imagine how this could be the case: we know that SNeIa are brighter
that other SNe, and therefore obtaining a τA-probability close to 1 shifts the
estimated distance modulus downwards (towards being brighter).
A correct interpretation of the statement is, “given the cosmology Θ, ob-
serving P of a SN of known type adds no information to the estimation of the
distance modulus.” It may seem necessarily true that a τA-probability con-
tributes no new information if the type of the SN is already known, but this
is not in general the case; it depends on the method by which τA-probabilities
are obtained.
Currently for SNe, fitted distance moduli and approximations of τA-
probabilities are frequently obtained simultaneously, using for example SALT2
[66]. This simultaneity in itself suggests that D|Θ,T and P will not be in-
dependent. In some cases however, τA-probabilities are calculated from the
early stages of the light curves [90, 91] while the distance modulus is esti-
mated from the peak of the light curve, and so the dependence may be weak.
As another example, in Section 4.4 of [43] τA-probabilities are obtained di-
rectly from a Hubble diagram. Objects lying in regions of high relative SNIa
density are given higher τA-probabilities than objects lying in low relative
SNIa density. As a result, at a given redshift, brighter nIa SNe have higher
τA-probabilities than faint nIa SNe. Similarly, at a given fitted distance
modulus (fitted assuming type Ia), nIa will lie on average at lower redshifts
than Ia. Both of these cases, (distance modulus | Θ, type) being correlated
with P , and (redshift | Θ, type) being correlated with P , are precisely when
D|Θ,T and P are dependent. In Section 3.5 a simulation illustrating this
dependence is presented. For completeness, we mention that in the case of
independent observations, that is when,




















fDi|Θ,Pi,Ti (di| θ, pi, A)pi + (3.5)
fDi|Θ,Pi,Ti(di|θ, pi, B) (1− pi)
]
.
In Section 3.6 we will make suggestions as to what functional form may
be chosen for fDi|Θ,Pi,Ti when using BEAMS for independent SNe.
3.2 Rating τA-probabilities
An object’s τA-probability is the expected proportion of other objects with
its features which are type A. In other words, if an object has features x,
its τA-probability is the expected proportion of objects with features x which
are type A. Suppose that the global distribution of P is fP . The expected
total proportion of type A objects is then
P(T = A) = 〈P 〉 =
∫ 1
0
pfP (p) dp. (3.6)
In some circumstances, it is necessary to go beyond calculating τA-probabilities
and commit to an absolute classification, as was the case in the SNPCC. In
such cases the optimal strategy moving from a τA-probability to an absolute
type (A or B) is to classify objects positively (A) when the τA-probability is
above some threshold probability (c). The False Positive Rate (FPR) using
such a strategy is




(1− p)fP (p) dp∫ 1
0
(1− p)fP (p) dp
, (3.7)
and the False Negative Rate is



















0.0 0.2 0.4 0.6 0.8 1.0
τA-probability
Figure 3.1: Two τA-probability distributions, both with means of 0.5. Using
a threshold of 0.6, we have on left: FPR = 0.17, FNR = 0.45 and on right:




p fP (p) dp∫ 1
0
p fP (p) dp
. (3.8)
For SNe the FPR is the proportion of nIa SNe which are misclassified,
while the FNR is the proportion of SNeIa which are misclassified (missed).
Intuition dictates that for classification problems, a useful fP will be one
whose mass predominates around 0 and 1. That is, an fP which with high
probability attaches decisive2 τA-probabilities to observations. To minimize
the FPR and FNR this is optimal, as illustrated in Figure 3.1.
We will be presenting a simulation illustrating how the decisiveness of
τA-probabilities affects the parameter estimation of BEAMS. To simplify our
study of the effect of the decisiveness of τA-probabilities on BEAMS, we intro-




(δP(p) + δ1−P(p)) (3.9)
where δP and δ1−P are δ-functions centered at P and 1−P respectively. It is
worth mentioning that we will be drawing probabilities from this distribution,
which is potentially confusing. Drawing a observation of P from (3.9) is
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equivalent to drawing it from {1− P ,P} with equal probability:
P(P = p) =
{
0.5 if p = P
0.5 if p = 1− P .
If P1 is more decisive than P2, we say that the distribution fP1 is more
decisive than fP2 .
On page 5 of KBH it is stated that the expected proportion of type A
objects (3.6) determines the expected error in estimating a parameter which
is independent of population B. Specifically, they present the result that the





It should be noted that the the result from KBH (3.10) is an asymptotic
result in N . For small N , the decisiveness of the probabilities plays an
important part. If (3.6) were the only factor determining the expected error
(σµ), then f
0.5 would be equivalent to f 1 in terms of expected error. This
equivalence would mean that perfect type knowledge does not reduce error,
which would be surprising. An example in Section 3.3.1 illustrates that
decisiveness does play a role in determining the error.
As mentioned on page 8 of KBH, the effect of biases in τA-probabilities on
BEAMS can be catastrophic. They consider the case where there is a uniform
bias (a) of the τA-probabilities. That is, if observation i has a claimed τA-
probability pi of being type A, then the correct probability of it being type
A is pi − a. KBH show how, by including a free global shift parameter,
such a bias is completely removed. However it is not clear what to do if
the form of the bias is unknown. For example, it could be that there is an
‘overconfidence’ bias, where to obtain the true τA-probabilities one needs to
transform the claimed priors (p̃) by
p = 0.2 + 0.6 p̃. (3.11)
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on the optimal FPR and FNR, provided the probability threshold is chosen
optimally. This is because (3.11) is a one-to-one biasing, and so a thresh-
old (c̃) on biased probabilities results in exactly the same partitioning as a
threshold in the unbiased space of 0.2 + 0.6c̃. However, introducing a bias
such as (3.11) does have an effect on BEAMS parameter estimation, as we
show in Section 3.4. In Section 3.6 we discuss how to guarantee that the
τA-probabilities are free of bias.
3.3 Effects of Decisiveness and sample size on
beams
In this section we will perform simulations to better understand the key
factors in BEAMS. The data generated will have the following cosmological
analogy: Θ - distance modulus at a given redshift z0; d - the fitted distance
moduli of SNe at z0. Furthermore, D|Θ,T and P will be independent, such
that the original and full posterior are equivalent.
3.3.1 Simulation 1: Estimating a population mean
This simulation was performed to see how the performance of BEAMS is
affected by the decisiveness of τA-probabilities, and by the size of the data
set. The two populations (A and B) were chosen to have distributions,
fD|T (d, τ) = Normal(µτ , 1), (3.12)
where µA = −1 and µB = +1, as illustrated in Figure 3.3. The τA-probability
distribution is chosen to be fP , so that about half of the observations have a
τA-probability of P , with the remaining observations having τA-probabilities
of 1− P . By varying P we vary the decisiveness.
Let us make it clear how the data for this simulation is generated. First, a
τA-probability (p) is selected to be either P with probability 0.5 or 1−P with
probability 0.5, that is according to fP . Second, the type of the observation
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Figure 3.2: Contour plot of h(N,P). The solid lines are approximations to
lines of constant h, of the form (3.13).
is chosen as B. Finally, the data (d) is drawn from (3.12). Notice that D|T
is independent of P , and so the original posterior is equivalent to the full
posterior.
In this simulation we only estimate µA, with all other parameters known.
We use the following Figure of Merit (h) to compare the performance with




where µ̂A is the maximum likelihood estimate of µA using the original
posterior on a sample of size N with τA-probabilities from f
P , and 〈·〉 denotes
an expectation. Values of h were obtained by simulation, illustrating in
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good approximation to the FoM h in Figure 3.2 appears to be
h(N,P) ≈ N
(





although this approximation is an ad hoc observation. One interesting ob-
servation is that h(N,P = 1) ≈ h(1.5N,P = 0.5) in the region illustrated in
Figure 3.2. This relationship tells us that given a completely blind sample
(P = 0.5), and the option to either double its size (N → 2N) or to discover
the hidden types (P : 0.5→ 1), doubling its size will provide more informa-
tion about µA. It is important to reiterate that, according to the previously
mentioned result of KBH, in the limit of N →∞ we do not expect P to play
any part in determining h(N,P). That is, for N sufficiently large, the FoM
will be independent of P .
While this simulation is too simple to make extrapolations about cosmo-
logical parameter estimations from, it may suggest that the information con-
tained in unconfirmed photometric data may be currently underestimated.
3.3.2 Simulation 2: Estimating two population means
The two population distributions for this simulation are the same as those
presented in Simulation 1 and as illustrated in Figure 3.3. In this simulation,
we leave both the population means as free parameters to be fitted. Twenty
objects are drawn from the types A and B, with the τA-probabilities are
drawn from fP . The simulation is done with five different P values. The
τA-probabilities are illustrated in Figure 3.4, and the approximate shape of
the posterior marginals of µA for each P value are illustrated in Figure 3.5
by MCMC chain counts.
There are two interesting results from this simulation. The first is that
there is negligible difference in performance between P = 1 and P = 0.7, so
that having a 30% type uncertainty for all objects as opposed to absolute type
knowledge does not weaken the results. The second is that as P approaches
0.5, BEAMS still correctly locates the population means but is unsure which
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Figure 3.3: Population A (left) and population B (right) distributions, with
(for Simulation 3.3.2) the observed values ofD drawn from these distributions
shown as vertical lines beneath.
of the distribution to below −1 is an artifact; the mean of the posterior is
expected to vary about the true mean.
3.4 Effects of τA-probabilities bias on BEAMS
In the previous section we considered the effect of the decisiveness of τA-
probabilities on the performance of BEAMS. In this section we will consider
the effect of using incorrect τA-probabilities. We will again be estimating µA
and µB where they are −1 and 1 respectively, and the population variances
are again both known to be 1. The true τA-probability distribution will be
f 0.8, that is
P(P = p) =
{
0.5 if p = 0.8
0.5 if p = 0.2
It is worth reminding the reader that we are drawing probabilities from a
probability distribution, an unusual thing to do. To generate a τA-probability
from this distribution, one could flip a coin, and return p = 0.2 if H and
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0.8 P = 0.6




0.8 P = 0.5
Figure 3.4: For values of P from 1 (above) to 0.5 (below), a τA-probability
of P or 1− P is attached to each observation.
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Figure 3.5: MCMC chain counts, approximating the posterior distributions











3.4. Effects of τA-probabilities bias on BEAMS
















Figure 3.6: The 99 % posterior confidence regions using the five biasings of
the τA-probabilities, as described in Section 3.4.
such a manner in the following ways:
1. P −+⇒ {0, 1}. Here the decisiveness of the τA-probabilities is overesti-
mated, so that p = 0.8→ p = 1 and p = 0.2→ p = 0.
2. P +−⇒ {0.4, 0.6}. Here the decisiveness of τA-probabilities are underes-
timated, so that p = 0.8→ p = 0.6 and p = 0.2→ p = 0.4.
3. P −−⇒ {0, 0.6}. Here the τA-probabilities are underestimated by 0.2, so
that p = 0.8→ p = 0.6 and p = 0.2→ p = 0.
4. P ++⇒ {0.4, 1}. Here the τA-probabilities are overestimated by 0.2, so
that p = 0.8→ p = 1 and p = 0.2→ p = 0.4.
5. P σ⇒ U . Here, to each τA-probability a uniform random number from
[−0.2, 0.2] is independently added.
The 99% posterior confidence regions obtained using these biased τA-
probabilities in a simulation of 400 points are illustrated in Figure (3.6). The
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region, but overestimating the τA-probability decisiveness (1) results in a 6σ
bias. Note that overestimating decisiveness results in the estimate (µ̂A, µ̂B)
being biased towards (µB, µA). This effect is caused by type B objects which
are too confidently believed to be type A, which pull µ̂A towards µB, and
type A objects which are too confidently believed to be type B, which pull
µ̂B towards µA.
The contrast in effect between underestimating and overestimating the
decisiveness of τA-probabilities is interesting, and not easy to explain. One
suggestion we have received is to consider the cause of the observed effect
as being analogous to the increased contamination rate induced by overesti-
mating the decisiveness in the case BEAMS is not used. With an increased
contamination rate comes an increased bias, precisely as observed in Fig-
ure 3.6. It is worth mentioning that underestimating the decisiveness is not
entirely without effect, as simulations with more pronounced drops in P
(0.95 → 0.55) result in noticable increases in the size of the 99% confidence
region.
The effects of the flat τA-probability shifts (3) and (4) introduce biases
larger than 4σ. This case was considered in KBH where, as we have already
mentioned, it was shown that simultaneously fitting for this bias completely
compensates for it. While this is a pleasing result, one would prefer to know
that the τA-probabilities are correct, as one cannot be sure what form the
biasing will take.
One phenomenon which is observed in this simulation, as it was in simula-
tions as summarised in Table II on page 8 of KBH, is that a flat τA-probability
shift in confidence towards being type B (3) does not bias the estimate of
µA as much as it does the estimate of µB, and vice versa. In other words,
underestimating the probabilities that objects are type A will result in less
biased population A parameters than overestimating the probabilities. This
result may also be understood in light of an analogy to increased contamina-
tion versus reduced population size in the case where BEAMS in not used.
Finally, we notice that in this simulation the addition of unbiased noise to
the τA-probabilities (5) has no significant effect. This suggests that system-
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of τA-probabilities.
3.5 When given type, the data is still depen-
dent on τ-priors
In this section we consider for the first time a simulation in which the data
is not drawn from fD|T , but from fD|T,P , so that there is a dependence of the
data on the τA-probability even when the type is known. The conditional
pdfs are shown in Figure 3.7. To clarify the difference between this simulation
and the previous ones, prior to this data was simulated as follows:
P → T |P → D|T,
where at the last step, the data was generated with a dependence only on
type. Now it will be simulated as:
P → T |P → D|P, T.
More specifically, to generate data we start by drawing a τA-probability from
f 0.7,
P(P = p) =
{
0.5 if p = 0.7
0.5 if p = 0.3.
Note that the above distribution guarantees that P(T = A) = 1
2
. When
the τA-probability (p) has been generated, we draw a type (τ) from {A,B}
according to
P(T = τ) =
{
p if τ = A
1− p if τ = B.
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Figure 3.7: Plots of fD|P,T (d|p, τ) (filled curves) for p = 0.7 (light) and p =
0.3 (dark), and for type A (left) and type B (right). Overlying are fD|T (d|A)
(light) and fD|T (d|B) (dark).
been chosen such that we have
fD|T (d|A) = Normal (−1, 1) (3.14)
fD|T (d|B) = Normal (1, 1), (3.15)
as before. The marginal fD|P,T (d|0.7, A) is composed of the halves of two
Gaussian curves with different σs, chosen such that the tail away from the
B population is longer than the one towards the B population. Specifically,





(d+ 1)2 if d < −1
K exp −100
32
(d+ 1)2 if d > −1
where K is a normalizing constant. The marginal fD|P,T (d|0.3, A) is then
constructed to guarantee (3.14). The above construction guarantees that the
population of A objects with low τA-probabilities (0.3) lie on average closer to
the B mean than do objects with high (0.7) τA-probabilities. The marginals
of the B population are constructed to mirror exactly the A population











3.5. When given type, the data is still dependent on τ -priors
To compare the use of the original BEAMS posterior (3.2) with the full
conditional posterior (3.5), we randomly draw 40 data points from the above
distribution and construct the respective posterior distributions, as illus-
trated in Figure 3.8. Observe that the original posterior is significantly wider
than the full posterior. Indeed, approximately half of the interior of the 80%
region of the original posterior is ruled out to 1% by the full posterior. It
is interesting to note that, while the original posterior is wider than the full
posterior, it is not biased. This result goes against our intuition; we believed
that the original posterior would result in estimates for µA and µB which ex-
aggerated |µA − µB|. Whether it is a general result that no bias exists when
the original posterior is used, or if there can exist dependencies between P
and D for which the use of (3.1) leads to a bias, remains an open question.
Figure 3.8 illustrates one realistation from the distribution we have de-
scribed, but repeated realisations show that on average, the variance in the
maximum likelihood estimator using the original posterior is ∼ 3 times larger
than the variance using the modified posterior. While these simulations
are too simple to draw conclusions about cosmological parameter estimation
from, they do suggest that where correlations between τA-probabilities and
distance moduli exist within a class of SNe, it may be worthwhile accounting
for it by using the modified posterior. Currently it is most common when
modelling SNe for cosmology, to assume that the likelihood fD|Θ,T (d|θ, τ) is
a Gaussian with unknown mean and variance,
D|θ, T = Normal(µ(θ, T ), σ(T )2).
If one wishes to include the τA-probabilities in the likelihood, one could
include a linear shift in P for the mean or variance. That is,
D|θ, P, T = Normal(µ(θ, T ) + c1P, σ(T )2 + c2P ).
Of course this is just one possibility, and one would need to analyse SN data











CHAPTER 3. BEAMS and Debiasing









Figure 3.8: Posterior distributions on the parameters (µA, µB) using the
correct posterior (3.4) (solid) and the original posterior (3.1) (dashed). The
original posterior assumes independence between D|T and P . Plotted are the
80%, 95% and 99% confidence levels. The true parameters (orange point) lie
within the 95 % confidence regions of both posteriors.
3.6 Obtaining Unbiased τA-probabilities
In this section we investigate likely sources of τA-probability biases such as
those presented in Section 3.4, and discuss how to detect and remove them.
For SNe, one source of τA-probability bias could be the failure to take into
account the preferential confirmation of bright objects. This type of bias
has been considered in the machine learning literature under the name of
selection bias, and we here present the relevant ideas from there. We end the
section with a brief discussion on how one could model the pdfs fD|Θ,P ,T and
fD|Θ,F ,P ,T , which are the likelihoods appearing in the extended posteriors
introduced in Section 3.1.
3.6.1 Selection Bias
With respect to classification methods, selection bias refers to the situation
where the confirmed data is a non-representative sample of the unconfirmed
88




























3.6. Obtaining Unbiased τA-probabilities
data. A selection bias is sometimes also referred to as a covariate shift al-
though the two are defined slightly differently, as described in [92]. With
selection bias, the confirmed data set is first randomly selected from the full
set, and then at a second stage it is non-randomly reduced. Such is the
situation with a population census, where at a first stage, a random sample
of people is selected from the full population, and then at a second stage,
people of a certain disposition cooperate more readily than others, resulting
in a biased sample of respondees.
A form of selection bias which is well known in observational astronomy
is the Malmquist bias, whereby magnitude limited surveys lead to the prefer-
ential detection of intrinsically bright (low apparent magnitude) objects. In
the case of SN cosmology, the bias is also towards the confirming of bright
SNe. A reason for this bias is that the telescope time required to accurately
classify a SN is inversely proportional to the SN’s brightness. It is there-
fore relatively cheap to confirm bright objects and expensive to confirm faint
ones.
If the SN confirmation bias is ignored, particular inferences made about
the global population of SNe are likely to be inaccurate. In particular, esti-
mates of a classifier’s False Positive and False Negative Rates will be biased,
and the estimated τA-probabilities will be biased in particular circumstances,
as we will discuss in the following section.
Formalism
Following where possible the notation of [93], in what follows we assume that
variables (X, T , F ) are drawn from X × T × F , where
1. X is the feature space,
2. T = {A,B} is the binary type space,
3. F = {0, 1} is the binary confirmation space, where F = 1 if confirmed
(F for followed-up).
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test set
def
= {(x, τ, f) s.t. f = 0}
training set
def
= {(x, τ, f) s.t. f = 1}.
For SN cosmology it could be that X , T and F are respectively,
1. X is the space of all possible photometric data, where a SN’s photomet-
ric data consists of apparent magnitudes and observational standard
deviations in four colour bands over several nights.
2. T = {Ia, nIa}, type Ia and non-Ia SNe.
3. F = {0, 1}, where F = 1 if the SN has been spectroscopically confirmed
and thus has its type known.
By having a training set be unbiased we mean that it is a representative
sample of the test set, specifically that F is independent of both X and T .
That is, the probability of confirmation is independent of both features and
type:
P(F = 1|X = x, T = τ) = P(F = 1) (for all x and τ) (3.16)
When the training set is unbiased, training set and test set objects are
drawn from the same distribution over X ×T . This distribution over X ×T
can be estimated from the training set, so directly providing an estimate of
the more useful test set distribution.
There are three important ways in which the independence relation (3.16)
can break down, resulting in a biased training set, as described in [94] and
listed below. By removing bias from a training set, we mean reweighting the
training points such that the training set becomes unbiased.
1. Confirmation is independent of features when conditioned on type: X
and F |T are independent only. This violation of joint independence is
the simplest kind of biasing, and there are methods for correcting for
it [95], [96]; we do not have this type of bias in SN data.
2. Confirmation is independent of type when condtional on features: T
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and perhaps some other factors which are independent of T , this is the
bias which exists. This the bias which probably exists in SN data, and
there are methods for correcting for it, as we will discuss.
3. Confirmation depends on both features and type simultaneously. In
this case, it is not possible to remove the bias from the data unless the
exact form of the selection bias is known.
The decision to confirm a SN can be dictated by different features, examples
include [91, 90], all of which are contained in the photometric data X. Such
was the also case in the SNPCC where the probability of confirmation was
based entirely on the peak magnitude in the r and i f, as we will discuss in
Section 3.7. In reality, there are other factors which affect the confirmation
decision such as the weather and telescope availability, but these are factors
independent of SN type. Therefore the type 2 bias above is the bias which
exists in the SN data. Thus, for the remainder of this section we will assume
the type 2 bias, that is
P(F = 1|X = x, T = τ) = P(F = 1|X = x) (for all τ) (3.17)
The assumption of the type 2 bias can be made stronger. The decision to
confirm an object does not in general depend on all of X but only a low-
dimensional component (XF ) within X, and so we have
P(F = 1|X = x, T = τ) = P(F = 1|XF = xF ), (3.18)
where XF is contained in X. For SNe, XF could be the peak apparent
magnitude in particular colour bands.
In the following subsection we will describe how to correctly obtain τA-
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3.6.2 Correctly obtaining τA-probabilities




= P(Ti = A|XP,i = xP,i) = pi, (3.19)
where XP,i is an observable feature of the ith object, extracted from Xi.
Estimates of pi values can be obtained using several methods, of which those
mentioned previously are [54, 43, 89, 66] It is worth rementioning that these
different methods attempt to estimate different probability functions, as they
each condition on different SN features. Thus there is no sense in which one
set of τA-probabilities estimates is the correct set.
We now make an adjustment to definition (3.19), to take into account




= P(Ti = A|Fi = fi, XP,i = xP,i) = Pi. (3.20)
The most informative τA-probabilities one could use would be those con-
ditional on all of the features at one’s disposal,
XP = X : pi = P(T = A|F = 0, X = x). (3.21)
However, when X is a high-dimensional non-homogeneous space, as is the
case with photometric SN data, it can be difficult to approximate (3.21) accu-
rately. It is for this reason that it is necessary to reduce the features to a lower
dimensional quantity XP ∈ XP , so that the τA-probabilities are calculated
from a subspace (XP ) of the full feature space, as described by (3.20). The
subspace XP should be chosen to retain as much type specific information
as possible while being of a sufficiently low dimension. In the SNPCC [43]
chose XP to be a 20-dimensional space of parameters obtained by fitting
lightcurves.
The job of obtaining estimated τA-probabilities for test set objects (F =
0) is one of obtaining an estimate of the type probability mass function,











3.6. Obtaining Unbiased τA-probabilities
Again, for (3.22) we prefer not to use the standard mass function notation,
in order to to neaten particular integrals which follow. The τA-probability of
a test set object can now be expressed in the following way,
P(T = A|F = 0, XP = xP ) = fT |F,XP (A|0, xP ).
Using kernel density estimation, boosting, or any other method of ap-
proximating a probability function, one can construct an approximation (f̂)
of the type probability function for training set objects,
f̂(xP ) ≈ fT |F,XP (A|1, xP ). (3.23)
Using the estimate f̂ in (3.23) one can estimate the τA-probabilities for
the training set objects:
P(T = A|F = 1, XP = xP ) ≈ f̂(xP ). (3.24)
The estimate (3.24) is not directly important as the training set object
types are known exactly. But it is only through the training set objects that
we can learn anything about the types of the test set objects.
How f̂ from the training set is related to fT |F=0,XP (3.22) depends on
the relationship between XF (the data which determines confirmation prob-
ability) and XP (the data used to calculate τA-probabilities). There are two
cases to consider. The first, which we write as XF ⊂ XP , arises when the
data which determines confirmation probabilities is completely contained in
the data used to calculate τA-probabilities. That is,
XF ⊂ XP def↔ P(F = 1|XP = xP ) = P(F = 1|XF = xF ).
The second case, when XF 6⊂ XP is when not all confirmation information
is contained in XP ,
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In the case of XF ⊂ XP , it can be shown that,
P(F = 1|T = τ,XP = xP ) = P(F = 1|XF = xF ). (3.25)
XF ⊂ XP
We will show that in the case of XF ⊂ XP , a type probability function
approximating the training population (f̂) is an unbiased approximation for
the type probability function of the test population (F = 0). To show this
we start with the type probability of a test object:
P(T = τ |F = 0, XP = xP ).
→ Using Bayes’ Theorem, we have
=
P(F = 0|T = τ,XP = xP ) · P(T = τ |XP = xP )
P(F = 0|XP = xP )
→Then using (3.25), we have
=
P(F = 0|XF = xF ) · P(T = τ |XP = xP )
P(F = 0|XF = xF )
= P(T = τ |XP = xP ). (3.26)
→ Using the same steps as above but in reverse and with F = 1, we arrive
at
P (T = τ |XP = xP ) = P(T = τ |F = 1, XP = xP ).
→ On the right side is the type probability function for training set objects,
and it can be approximated:
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This equation provides a useful result, as it says that f̂ is not only an ap-
proximation of the type probability function of the training data, but also
of the test set. Thus, f̂ should provide unbiased τA-probabilities within the
test set when XF ⊂ XP .
It should be noted that for f̂ to be a good approximation for the test set, it
is necessary that the training set covers all regions of XP where there are test
points. That is, if there are values of xP for which P(XP = xP |F = 1) = 0
and P(XP = xP |F = 0) 6= 0, then the approximation f̂ will not converge
to fT |F=0,XP as the training set size grows. One can refer to [93] for a full
treatment of this topic.
With respect to SNe, the requirement of the preceding paragraph is that,
if a SN is too faint to be confirmed and to enter the training set, it should
not enter the test set either. We will return to this point again in Section 3.7.
One important question which we do not attempt to answer here is, how
many SNe of different apparent magnitudes should be confirmed to obtain as
rapid as possible convergence of f̂ to fT |F=0,XP . An interesting method for
deciding which SNe to confirm may be one based on the real-time approach
proposed in [97], where the decision to add an object to the training set is
based on the uncertainty of its type using the currently fitted f̂ . In Section 3.7
we discuss this further.
XF 6⊂ XP
If XF 6⊂ XP we will not be able to use f̂ to estimate the τA-probabilities
in the test set, as (3.27) required XF ⊂ XP . In addition to this problem of
not being able to use f̂ to obtain unbiased τA-probabilities for the test set
objects, if XF 6⊂ XP then
P(T = τ |XP = xP ) 6= P(T |XP = xP , XF = xF ).
This inequality tells us that there is additional type information to be ob-
tained from XF , and so by not including XF one is wasting type information.
For this reason we recommend reconstructing the τA-probabilities based on
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However, it is possible that one prefers not to use XF in calculating τA-
probabilities. This preference may be the case if one wishes to reduce the
dependence between D and P , as presented in Section 3.1. For SNe, this
reduction may involve obtaining τA-probabilities from shape alone, indepen-
dent of magnitude, so that XP is a space whose dimensions describe only
shape and not magnitude. In this case, as we cannot use f̂ , we need to use
the relationship derived in [98],




fT,XF |F,XP (τ, xF |1, xP ) · w(xF , xP ) dxF , (3.28)
where the weight function is defined as
w(xF , xP ) =
fF |XF (0|xF )fF |XP (1|xP )
fF |XF (1|xF )fF |XP (0|xP )
. (3.29)
Notice that if XF ⊂ XP , then w(xF , xP ) = 1 and so (3.28) reduces to
the type probability function for training set objects, approximated by f̂ as
expected from (3.27). When w(xF , xP ) 6= 1, the training set type probabil-
ity function f̂ cannot be used directly as an approximation to the test set
type probability function. However, if each training set object is weighted us-
ing (3.28), then an unbiased test set type probability function approximation
can be obtained.
The weight function (3.29) does not require any type information and so
can be estimated as a first step. This additional step of estimation introduces
additional error into the final estimate of (3.22), a theoretical analysis of
which is presented in [99]. An alternative to the two-stage approach would
be to fit the two terms in (3.28) simultaneously, as suggested and described
by [92]. The use of (3.29) was first suggested in [98], where a detailed analysis
of the asymptotic behaviour of its approximation is given. Therein, it is
suggested that (3.29) be approximated by kernel density estimation.
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to one of only XF ,
w(XF = xF ) =
P(F = 0|XF = xF )P(F = 1)
P(F = 1|XF = xF )P(F = 0)
. (3.30)
This reduction in dimension may be valuable in approximating the weight
function.
3.6.3 Detecting and removing biases in τA-probabilities
In the previous section we presented the correct way in which to estimate
τA-probabilities in the case XF 6⊂ XP . In this section we will present an
example illustrating this process, but in the context of bias removal.
Suppose that we have a program which outputs scalar values (p̃), which
are purported τA-probabilities. We believe that the output values have some
unspecified bias, which we wish to remove. An assumption we make is that
the p̃ values are calculated in the same way for training and test sets. That
is that the program does not process cases F = 0 and F = 1 differently. It
may seem strange to be interested in what the program does when F = 1,
but as already mentioned it is only from the training set that we can learn
anything about the test set. The idea now is to treat the received p̃ values
as the xP ’s from the previous section, and not directly as τA-probabilities.
For this example, we choose XF = [0, 1]. To now transform a test set
value p̃ ∈ [0, 1] into an unbiased τA-probability using (3.28), one needs to
estimate previous probability functions using kernel density estimation. The
necessary functions we see from (3.28) and (3.29) are fT,XF |F,XP (τ, xF |1, p̃),
fF |XF (1, xF ), fF |XP (0, p̃), fF |XF (0, xF ) and fF |XP (0, xP ).
It is an interesting and important question as to how accurately these
probability functions can be approximated with few data points, but for this
example we assume them known,





x2F < p̃ < 1− 12x2F ,
2 · xF if p̃ > 1− 12x2F
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Figure 3.9: Realisations of a training set (left) containing type A (red pluses)
and type B (blue points) objects, and a test set (right), drawn according
to (3.31). Overlaid are faint lines delineating the discrete regions described
by (3.31)
fF |XF (0, xF ) = (1− xF ),
fF |XF (1, xF ) = xF , (3.31)




Realisations from the above distribution are illustrated in Figure 3.9. By
integrating xF out of fT,XF |F,XP (A, xF |1, p̃) in (3.31), we have that
P(T = A|F = 1, XP = p̃) = p̃. (3.32)
That is, in the training set p̃ is an unbiased estimate of a τA-probability. The
τA-probabilities for objects in the test set we estimate using (3.28),








fT,XF |F,XP (τ, xF |1, xP )w(xF , p̃) dxF
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Figure 3.10: Corrected τA-probabilities. The disproportionately large num-
ber of training SNe with decisive τA-probabilities (as depicted in Figure 3.9),










2 p̃− p̃ if p̃ < 0.5,
2− p̃−√2− 2p̃ if 0.5 < p̃.
(3.33)
The τA-probabilities (3.32) and (3.33) are plotted in Figure 3.10, where
we see that p̃ provided accurate τA-probabilities for the training set, but
not for the test set. This contrast is not unexpected in reality, where the
program providing the τA-probabilities may have been trained only on the
biased training data. It is important to remember that this bias should only
arise when XF 6⊂ XP .
3.7 Supernova surveys and the SNPCC
The SNPCC provided a simulated spectroscopic training data set of approx-
imately 1000 known SNe. The challenge was then to predict the types of
approximately 20 000 other objects3 from their lightcurves alone. Since the
end of the competition, the types of all the simulated SNe have been released,













CHAPTER 3. BEAMS and Debiasing
making a post competition autopsy relatively easy to perform. In the results
paper [59] we see that the probability that a SN was confirmed was based on











where mbandpeak is the band-specific apparent magnitude of a SN, and M
band
min
























spec have been calculated, if
a [0 → 1] uniform random number is less than either of them, confirma-




P(T = τ |F = 0,mipeak,mrpeak) = P(T = τ |F = 1,mipeak,mrpeak). (3.35)
Equation (3.35) can be interpreted as saying that the ratio Ia:nIa is the same
in a given mipeak,m
r
peak bin. The manner in which the follow-up was simulated
should of course guarantee that (3.35) holds. In theory one should be able to
deduce the verity of (3.35) from Figure 3.11, but the redshift bins with large
numbers of confirmed SNe are too sparsely populated by unconfirmed SNe
to check that the Ia:nIa is invariant. To be in a position where (3.35) can be
checked is in general an unrealistic luxury, as without the types of the test
objects this is impossible.
In terms of obtaining accurate τA-probabilities, a disturbing feature of
Figure 3.11 is the absence of training SNe with high apparent magnitudes.
With no training SNe with i-band apparent magnitudes greater than 23.5,
we cannot infer the types of test SNe with apparent magnitudes greater
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Figure 3.11: Counts of confirmed (left) and not confirmed (right) SNe, Ia
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that all SNe with apparent magnitudes greater than 23.5 are non-Ia. As
already mentioned in Section 3.6.1, in situations where the training set does
not span the test set, one should ignore unrepresented test objects from all
analyses. All test SNe other than those for which there are training SNe of
comparable peak apparent magnitudes in r and i bands should be removed
from a BEAMS analysis, unless there is a valid astrophysical reason not to
do so. Cross validation entails ignoring about 95% of unconfirmed SNe; an
enormous cut. We therefore consider it important to confirm more faint SNe.
In [43], a comparison is made between training a boosting algorithm on
the non-representative spectroscopically confirmed SNe and a representative
sample, randomly selected from the unconfirmed SN set. Therein, the au-
thors use twenty fitted lightcurve parameters, including fitted apparent mag-
nitudes in r and i bands. This situation corresponds to the one discussed
in Section 3.6.2, where XP ⊂ XF . For this reason, the probability density
function f̂ in 3.24 as estimated by their boosting algorithm should be an
unbiased estimate for fT |F=0,XP . But being unbiased does not guarantee low
error, and when trained on the confirmed SNe, regions of parameter space
corresponding to high apparent magnitude had no training SNe with which
to learn, and so the approximation of 3.22 was poor. However when trained
on the representative set, every region of populated parameter space was
represented by the training set, and the approximation of 3.22 was greatly
improved.
In their paper, [89] describe their entry in the SNPCC, and they report
how a semi-supervised learning algorithm performs better with a few faint
training SNe than with many bright ones. The comparison was performed
while keeping the total confirmation time constant. Thus their conclusion
was the same as ours; that it is important to obtain a more representative
SN training sample.
3.8 Conclusions and Recommendations
In this chapter we discussed BEAMS, and extended the original posterior
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(type probability) are dependent. In Section 3.5 we considered an example
where the dependence between D|T and P is strong, and observed a large
reduction in the posterior width using the extended posterior as opposed to
the original posterior. No bias is observed when using either the extended or
the original posterior.
In Section 3.3 we considered examples where the original posterior is valid,
that is when D|T and P are independent. We performed tests to ascertain
the importance to BEAMS of i) the decisiveness of the τA-probabilities (ob-
servations of P ), and ii) sample size. In one test (3.3.1), we observed how
doubling a sample size reduces error in parameter estimation more than ob-
taining the true type identity of the objects does. In another test (3.3.2), we
observed how BEAMS accurately locates two population means, but fails to
match each mean to its population.
We examined the effects of using biased τA-probabilities in Section (3.4).
The result of KBH, that τA-probability biases towards population A affect
the population’s parameter estimates less than biases in favour of population
B, was observed. A similar discovery is that biases towards high decisiveness
are more damaging than biases towards low decisiveness. In other words, it
is better to be conservative in your prior type beliefs than too confident.
Our recommendations for BEAMS may thus be summarised as follows.
Firstly, the inclusion in the likelihood function of τA-probabilitiescan dra-
matically reduce the width of the final posterior, providing tighter con-
straints on cosmological parameters. Secondly, conservative estimation of
τA-probabilities is less harmful than too decisive an estimation. Thirdly, it is
possible to remove biases in τA-probabilities using the techniques described
in Section (3.6).
In Section 3.6 we considered the problem of debiasing τA-probabilities.
Interpreting recent results from the machine learning literature in terms of
SN cosmology, we discussed the different ways in which training sets can
be biased and how to remove such biases. The key to understanding and
correcting biases is the relationship between XF and XP , where XF are ob-
ject features which determine confirmation probability, and XP are those
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τA-probabilities should be unbiased, but if this is not the case, there are
sometimes ways for correcting the bias.
With respect to future SN surveys, we emphasize the importance of an
accurate record as to what information is used when deciding whether or not
a SN is confirmed. Using this information, one should in theory be able to
remove all the affects of selection bias when XF 6⊂ XP . In other words, using
all the variables which are considered in deciding whether to follow-up a SN,
it will always be possible to obtain unbiased τA-probabilities, irrespective of
what the τA-probabilities are based on. Such follow-up variables may include
early segments of light curves, χ2 goodness of fits, fit probabilities, host
galaxy position and type, expected peak apparent magnitude in particular
filters, etc.
Our second recommendation for SN surveys is that more faint objects
are confirmed. While it not necessary for most machine learning algorithms
to have a spectroscopic training set which is exactly representative of the
photometric test set, it is necessary that the spectroscopic set at least covers
the photometric set. Thus having large numbers of faint unconfirmed objects












We will now repeat the most important points from the Conclusions to Chap-
ters 2 and 3. In Chapter 2 we discussed the problem of classifying SNe into
sub-classes (Type Ia or non-Ia) based on photometric lightcurve data alone.
This approach will be useful for future surveys which will detect vastly more
candidates than will be possible to follow up spectroscopically.
We investigated two classes of classification algorithms, Kernel Density
Estimation (KDE) and boosting, and applied them to simulated SNe lightcurve
data, finding that the methods performed impressively as long as they were
trained on a representative sample. Using the KDE approach, we considered
both a 21 dimensional case based on lightcurve parameters from all bands
and a 2 dimensional version based on fits to the Hubble diagram, using red-
shift information and an estimate of the distance modulus obtained using the
SALT2 lightcurve fitting software.
A key issue for the classification methods we used was the training data
sets. We compared the results based on training on two very different
data sets: the first, a non-representative set, mimicking the kind of spec-
troscopic sample available as part of the follow-up program of a typical
current-generation SN survey. The second was a representative sample of
the same size where training objects were selected at random from the full
sample.
In general we found that training on the representative sample produced
exceptionally good results and that cross-validation on the training sample
was able to accurately predict the purity and efficiency of the method on the
full sample. On the other hand, training on the non-representative sample
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dict purity and efficiency. The importance of having an unbiased, representa-
tive sample is illustrated by the fact that for boosting, representative samples
larger than about 50 objects outperformed the full non-representative sample
of 1000 objects.
Our primary result and recommendation therefore is that boosting and
KDE are powerful methods for SN classification, with remarkably little astro-
physical input. However, they require training samples that are as unbiased
and representative as possible. Our other main result is that neither boost-
ing nor the 21D KDE method suffered particularly when the SN redshift
information was unavailable. This outcome is important given that accurate
redshifts will not be available for most candidates in the future.
In Chapter 3 we introduced BEAMS, and extended the riginal posterior
probability function presented in [60] to the case when the data and type
probabilities are dependent within classes. We considered an example where
this dependence is strong, and observed a large difference between the result-
ing original and extended posterior distributions. No bias is observed when
the original posterior is used.
We then considered examples where the original posterior is valid. In
particular we performed tests to ascertain the importance to BEAMS of i)
the decisiveness of the τA-probabilities, and ii) sample size. In one test, we
observed that doubling sample size reduces error in parameter estimation
more than obtaining the type identity of objects does. In another test, we
observed how BEAMS accurately located two population means, but failed
to match each mean to its population.
We examined the effects of using biased τA-probabilities. The result
of KBH, that τA-probability biases away from a population affect the pop-
ulation’s parameter estimates less than biases towards the population, was
observed. A similar result which is discovered is that biases towards high
decisiveness are more damaging than biases towards low decisiveness. In
other words, it is better to be conservative in your prior type belief than
overconfident.
We considered the problem of debiasing τA-probabilities. Interpreting
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we discussed the different ways in which training sets can be biased and how
to remove such biases. The key to understanding and correcting biases is the
relationship between the data used in deciding to add observations to the
training set, and that used to calculate type probability.
The relevence of the results from Chapter 3 to the findings in Chap-
ter 2 was illustrated. It was shown how, under some circumstances, the
problem induced by training on a non-representative spectroscopic training
set for classification can be removed by reweighting the training SNe cor-
rectly. However, in practice, the dearth of faint, high redshift SNe may make
reweighting futile. While it may be possible to apply astrophysical insight
such as K-corrections [100] to determine how low redshift training set SNe
would appear at high redshifts, if one wishes to be astrophysically blind then
90% of the photometric data must be discarded from cosmological parame-
ter estimation. That is unless an exerted effort is made to spectroscopically
confirm more high redshift objects.
Thus our overall conclusion is that having large numbers of faint uncon-
firmed objects without any confirmed faint objects is suboptimal if one wishes
to estimate cosmological parameters in an astrophysically blind manner. In
addition, if one wishes to use the reweighting scheme presented in Chapter 3,
then we recommend that an accurate record is kept of what information is
used to decide whether a SN is confirmed. An important point is that the
reweighting we presented is not always necessary, and that we do not believe
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[75] N. Bissantz, L. Dömbgen, H. Holzmann and A. Munk,
Non-parametric confidence bands in deconvolution density estimation,
Journal of the Royal Statistical Society 69 (May, 2007) 483–506.
[76] Y. Ascasibar, Estimating multidimensional probability fields using the
Field Estimator for Arbitrary Spaces (FiEstAS) with applications to
astrophysics, Computer Physics Communications 181 (Aug., 2010)
1438–1443 [arXiv:1006.1296].
[77] M. Balogh et. al., Galaxy ecology: groups and low-density
environments in the SDSS and 2dFGRS, MNRAS 348 (Mar., 2004)
1355–1372 [arXiv:astro-ph/0311379].
[78] I. Valtchanov, M. Pierre, J. Willis, S. Dos Santos, L. Jones,
S. Andreon, C. Adami, B. Altieri, M. Bolzonella, M. Bremer, P. Duc,
E. Gosset, C. Jean and J. Surdej, The XMM-LSS survey. First high
redshift galaxy clusters: Relaxed and collapsing systems, A&A 423
(Aug., 2004) 75–85 [arXiv:astro-ph/0305192].
[79] I. R. Carstairs, A. J. Court, A. J. Dean, N. A. Dipper, M. J. Gorrod,
R. A. Lewis, A. Bazzano, P. P. Maggioli, F. Perotti and E. Quadrini,












observations of the Crab pulsar, Advances in Space Research 11
(1991) 95–99.
[80] O. C. de Jager, B. C. Raubenheimer and J. W. H. Swanepoel, Kernel
density estimations applied to gamma ray light curves, A&A 170
(Dec., 1986) 187–196.
[81] B. P. Roe, H. Yang, J. Zhu, Y. Liu, I. Stancu and G. McGregor,
Boosted decision trees as an alternative to artificial neural networks
for particle identification, Nuclear Instruments and Methods in
Physics Research A 543 (May, 2005) 577–584
[arXiv:physics/0408124].
[82] D. W. Gerdes, A. J. Sypniewski, T. A. McKay, J. Hao, M. R. Weis,
R. H. Wechsler and M. T. Busha, ArborZ: Photometric Redshifts
Using Boosted Decision Trees, AJ 715 (June, 2010) 823–832
[arXiv:0908.4085].
[83] B. D. Johnson and A. P. S. Crotts, Photometric Identification of Type
Ia Supernovae at Moderate Redshift, AJ 132 (Aug., 2006) 756–768
[arXiv:astro-ph/0511377].
[84] N. V. Kuznetsova and B. M. Connolly, A Probabilistic Approach to
Classifying Supernovae Using Photometric Information, ApJ 659
(Apr., 2007) 530–540 [arXiv:astro-ph/0609637].
[85] D. Poznanski, D. Maoz and A. Gal-Yam, Bayesian Single-Epoch
Photometric Classification of Supernovae, AJ 134 (Sept., 2007)
1285–1297 [arXiv:astro-ph/0610129].
[86] S. A. Rodney and J. L. Tonry, Fuzzy Supernova Templates. I.
Classification, ApJ 707 (Dec., 2009) 1064–1079 [0910.3702].
[87] M. Sako, B. Bassett, B. Connolly, B. Dilday, H. Campbell,
J. Frieman, L. Gladney, R. Kessler, H. Lampeitl, J. Marriner,












Photometric SN Ia Candidates from the Three-Year SDSS-II SN
Survey Data, ArXiv e-prints (July, 2011) [1107.5106].
[88] K. N. Abazajian, J. K. Adelman-McCarthy, M. A. Agüeros, S. S.
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Cross-validation is a statistical technique that enables one to tune model
parameters so as to optimize model prediction. Within the context of the
21D KDE, both the kernel bandwidth h, the number of nearest neighbours
k and the odds threshold may be optimized for some figure of Merit (FoM)
by tenfold cross-validation. This entails partitioning the training set into 10
roughly equal parts. One may then use nine-tenths of the data to estimate the
Ia and non-Ia probability densities and then use these probability densities
to classify the remaining one-tenth of the training set. This step may be
repeated ten times, predicting the class for each of the ten partitions of the
data using the KDEs estimated from the remaining nine partitions. Since we
know the SN types of the training set, we can then find a combination of the
aforementioned three parameters that maximizes the FoM. Cross-validation
can be used in a similar way for boosting. Figure A.4 uses cross-validation
to determine that 4000 trees will be near optimal.
A2. Probabilistic interpretation and combina-
tion of probabilities
By evaluating each KDE, we may obtain the probability of observing a
lightcurve (with the lightcurve data denoted as x) conditioned on the SN












of p1 to p2 is known as the Bayes factor, B12. What interests us, however, is
the relative probability of the observation x being from a SNIa versus another



















The probabilities P(Ia) and P(non-Ia) are the prior probabilities to observe
a Ia supernova or one of another type respectively.
To convert the relative probability back into absolute probabilities we
need use the fact that there are only two possibilities (Ia or not), so that
P2 = (1− P1). In this case we have that
P1 = odds(x)/(1 + odds(x)). (A.4)
If we have two independent observations x and y then we can update the
relative probability odds(x) from observation x:
odds(x, y) = odds(x)
P(y|Ia)
P(y|non-Ia) . (A.5)
We can use this to combine for example the probability from the 21 dimen-
sional KDEs with information from the Hubble diagram, but we have to be
careful if the 21D KDEs already contain some of the Hubble information im-
plicitly, e.g. through the evolution of the overall amplitudes of the lightcurves
as a function of redshift.
It is possible that the KDEs should not be interpreted as probabilities.
This may be due to oversmoothing of too wide kernels, or shot noise from











accurately the KDEs represent probabilities - the proportion of SNeIa in a
(calculated) odds bin should equal that predicted by Eq. A.4. If it is not, one
can consider making a mapping from the calculated odds to the true odds.
If in combining probabilities one does not want to assume independence,
or does not trust the probabilities and doesn’t want to make a mapping to
true probabilities, there are several alternatives to Eq. A.5. Some of these
include capping unreliable odds at 1, using linear combinations of odds in-
stead of products, using p-values instead of probabilities and down-weighting
particularly small/large Bayes’ factors. Often an optimal method can be de-
cided on by considering a scatter plot (like Figure 2.22) of the training set. In
Section 2.3.5 we considered two new ways of combining odds, equations 2.11
and 2.12.
A3. Best trees
Suppose we have some data ~Xi ∈ R2, zi ∈ R, and we would like to fit zi ∼ ~X
using a tree. To be precise, we would like to find a tree which minimises∑n
i=1(T (
~Xi)− zi)2, where T ( ~Xi) = vk when ~Xi falls into node k of the tree.
We therefore need to find two things, the tree shape and the “leaf” values
(the vks). Figure A.1 illustrates the idea of “greedy” tree construction. Note
that tree show shown here may not be the best depth 3 tree. The greedy
approach ignores se eral potential trees. However it is quick and easy, and for
boosting where thousands of trees are made it is not necessary to have exactly
minimising trees at each step. See also our animation of tree construction on
the arxiv at [65].
A4. Calculating parameter importance
To measure how much information each parameter carries in the boosting
classifier, we can do the following. For each branching within each tree con-
structed from the training data, calculate how much total ingroup variance
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Figure A.1: (Above left) At several ~Xi ∈ R2 we have a value zi ∈ R, rep-
resented by a rectangle if negative and a circle if positive, with the size of
the shape being proportional to the magnitude of zi. We want to split the
set of observations by X(1) or X(2) to minimise the average ingroup variance.
(Above right) After considering all vertical and horizontal lines, we settle on
this vertical line as our first “branching” as it minimizes ingroup variance.
(Below left) Sub-branches are chosen to minimize ingroup variance. (Below
right) A tree of depth 3.
ings which it defines, add up the ingroup variance reductions. This value is
a good indicator of a parameter’s importance in classification. This has been
done to create the two boosting parameter importance figures: A.2 and A.3.
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Figure A.2: The importance of parameters in distinguishing Ia from non-Ia
in the non-representative training sample.
A5. GBM in full
In this appendix we complete the GBM algorithm presented in Section 2.2.2.
There was no mention in Section 2.2.2 of the learning rate ν, or the bagging
fraction φ. The learning rate ν ∈ [0, 1] should appear in step 4 of the main
loop. Originally given as,
Fk ← Fk−1 + Tk
step 4 should appear as,







































Figure A.3: The importance of parameters in distinguishing non-
representative training (with spectrum) from unclassified (without spectrum)
non-Ia SNe using boosting.
The learning rate should be set quite low, we used 0.05. It acts to reduce
the sensitivity of F to the initial tree choice.
The use of bagging has been shown to improve the efficiency of the GBM
algorithm and the accuracy of the final classifier [72]. The idea of bagging is
that instead of all the training data being used for every tree construction, a
fraction (φ) is randomly chosen to fit the tree at each step. For the SNPCC
we used φ = 0.5. To include bagging, the inner for loop should be modified
to read,












The last modification that needs to be made to complete the GBM algo-
rithm is at step 3 of the main loop. Full line searches for optimal γk,j’s are
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Figure A.4: The score, predicted using tenfold validation, on the represen-
tative training sample (1.0). There seems to be no overfitting as more trees
are added. We go with number of trees = 4000.
A6. Parameter distributions
In this appendix we examine how the five lightcurve fitting parameters and
redshift differ between Ia’s and non-Ia’s, and between training and unclassi-
fied SNe. Ia SNe cumulative frequency lines are red and thick, while non-Ia
SNe are blue and thin. The cumulative frequency lines for training SNe are
dotted, while the cumulative frequency lines for the unspecified SNe are solid.
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Figure A.5: Cumulative plots of parameter A in bands g,r,i,z. Non-
representative training (dashed) vs unclassified (solid) and Ia (red, thick)
vs non-Ia (blue, thin). In all bands, the magnitude A of SNe is far larger in
the non-representative training set than in the unclassified set.
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Figure A.6: Cumulative plot of parameter tail in bands g,r,i,z. Non-
representative training (dashed) vs unclassified (solid) and Ia (red, thick)
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Figure A.7: Cumulative plot of parameter k in bands g,r,i,z. Non-
representative training (dashed) vs unclassified (solid) and Ia (red, thick)
vs non-Ia (blue, thin).
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Figure A.8: Cumulative plot of parameter σ in bands g,r,i,z. Non-
representative training (dashed) vs unclassified (solid) and Ia (red, thick)
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Figure A.9: Cumulative plot of parameter φ in bands g,r,i,z. Non-
representative training (dashed) vs unclassified (solid) and Ia (red, thick)
vs non-Ia (blue, thin).
A7. Random SNe
This appendix consists of a random selection of unclassified Ia and non-Ia SNe
and their boosting values from representative training. Also, had a threshold
of zero been used on the boosting value, would the classification have been
correct (X) or incorrect (7). An extension of this appendix (200 SNe) can
be found online at [65]. This appendix contains Figures A.10 to A.19
A8. Posterior Type Probabilities
We here derive the posterior type probabilities based on the modifications of
Section 3.1. The posterior type probability will be derived, conditional on D
and P . This derivation can be easily extended to posterior type probabilities




































Figure A.10: Ia SN at z = 0.64. Boosting value of 1.78. X

































































Figure A.12: Ia SN at z = 0.439. Boosting value of 1.15. X




























































Figure A.14: Ia SN at z = 0.692. Boosting value of -0.869. 7




































































Figure A.16: non-Ia SN at z = 0.674. Boosting value of -3.17. X






























































Figure A.18: non-Ia SN at z = 0.722. Boosting value of -3.33. X
























Figure A.19: non-Ia SN at z = 0.688. Boosting value of 0.52. 7
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fTi|Θ,Di,Pi(A|θ, di, pi)fΘ|D,P (θ|d,p) dθ




fDi|Θ,Pi,Ti(di|θ, pi, A)fTi|Θ,Pi(A|θ, pi)
fDi|Θ,Pi(di|θ, pi)
×
× fΘ|D,P (θ|d,p) dθ








fΘ|D,P (θ|d,p) dθ. (A.7)
→ where Ai = P(di|θ, pi, Ti = A)pi, Bi = P(di|θ, pi, Ti = B)(1− pi), and we
have assumed used that fTi|Θ,Pi(A|θ, pi) = pi.
If the posterior fΘ|D,P confines θ to a region sufficiently small such that Ai
and Bi are approximately constant, then the posterior type probability (A.7)




where θ̂ is the maximum






can be shown to be given by the prior odds ratio multiplied by the Bayes
Factor,





















A9. Additional conditioning on the confirma-
tion of supernova type
In chapter 3 we did not distinguished between the contributions of uncon-
firmed and confirmed objects to the posterior. While we can calculate ap-
proximate τA-probabilities for confirmed objects, these values should not en-
ter the posterior, but be replaced by 0 (if type B) or 1 (if type A). Let us
introduce the random variable F to denote whether an object is confirmed,
so that F = 1 if confirmed and F = 0 if unconfirmed. With F introduced,
we wish to replace the τA-probabilities p by p̄, where,
p̄i =

pi if fi = 0,
1 if fi = 1 and τi = A,
0 if fi = 1 and τi = B.
We must be careful to let the new information which we introduce in p̄
be absorbed elsewhere in the posterior. To this end, as we did in the case
without F , we start afresh the posterior derivation, explicitly including the
vector (f) which describes which objects have been followed-up. By this
strategy, we arrive at the following posterior distribution
fΘ|D,F ,P (θ|d,f ,p) ∝ fΘ(θ) × (A.8)∑
τ







The new information (f) has been absorbed into the likelihood, fD|···.
For a particular application, one may now ask if the addition of F in fD|···
is necessary. We have already mentioned that for SNe D|θ,T is unlikely to
be independent of P . It is also unlikely that D|θ,T is independent of F ,
as bright SNe, which have lower fitted distance moduli at a given redshift,
are confirmed more regularly than faint ones. However, it is possible that by
additionally conditioning D on P this confirmation dependence is broken,













In the case of independent SNe, the posterior (A.8) reduces to




fDi|Θ,Fi,Pi,Ti (di|θ, fi, pi, A)p̄i +
fDi|Θ,Fi,Pi,Ti(di|θ, fi, pi, B) (1− p̄i)
]
. (A.9)
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