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Abstract
In this dissertation we applied methods of ultrafast terahertz (THz) spectroscopy to
study several aspects of semiconductor physics and in particular of collective mode
excitations in semiconductors. We detect and analyze THz radiation emitted by
these collective modes to reveal the underlying physics of many-body interactions.
We review a design, implementation and characterization of our ultrafast tera-
hertz (THz) time-domain spectroscopy setup, with additional features of mid-infrared
tunability and coherent as well as incoherent detection capabilities.
Temperature characterization of the collective plasmon excitation in indium anti-
monide (InSb) is presented to reveal the importance of non-parabolicity corrections
in quantitative description. We also obtain electronic mobility from the radiation sig-
nals, which, once corrected for ultrafast scattering mechanisms, is in good agreement
ix
with DC Hall mobility measurements. Exhibited sensitivity to non-parabolicity and
electronic mobility is applicable to non-contact characterization of electronic trans-
port in nanostructures.
As a first goal of this work, we have addressed the possibility of an all-optical
control of the electronic properties of condensed matter systems on an ultrafast time
scale. Using femtosecond pulses we have demonstrated an ability to impose a nearly
20% blue-shift of the plasma frequency in InSb. Preliminary investigations of coher-
ent control of the electron dynamics using third-order nonlinearity were also carried
out in solid state and gaseous media. In particular, we have experimentally veri-
fied the THz coherent control in air-breakdown plasmas and have demonstrated the
ability to induce quantum-interference current control in indium arsenide crystals.
As a second focus of this dissertation, we have addressed manipulation of the
plasmon modes in condensed matter systems. After development of the analytical
model of radiation from spatially extended longitudinal modes, we have applied it
to analysis of two experiments. In first, we established the ability to control plas-
mon modes in InSb by means of a plasmonic one dimensional cavity. By control
of the cavity geometry, we shifted the plasmon mode into the regime where non-
local electron-electron interaction is enforced. We observed the consequential Lan-
dau damping of the collective mode, in good agreement with the predictions made
within the random-phase approximation. In the second experiment we have invoked
plasmon confinement in all three dimensions via a nanowire geometry. We observed
enhancement of terahertz emission which we attributed to leaky modes of the waveg-
uide. We attributed this emission to the low-energy acoustic surface plasmon mode
of the nanowire, which was also supported by our numerical modeling results and
independent DC electronic measurements.
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Introduction
1.1 Motivations
Manipulation of electromagnetic fields at sub-wavelength dimensions is an emerg-
ing trend in nanoscience and nanotechnology. This is realized by modification and
control of material properties and geometries on the nanoscale [1]. For example,
spatial modulation of the real part of the dielectric function impresses Bloch states
onto an incident electromagnetic plane wave. This can create a forbidden energy
gap, i.e. a semiconductor of light! [2]. In plasmonics, light-matter coupling results
in excitation of charge carrier waves at metallic surfaces. This gives rise to new
propagation modes of coupled light-plasmon system, resulting in confinement and
posibilities of geometric control of the light on the nanoscale [3]. Such exotic man-
ifestations of electromagetism as negative refractive index and optical cloaking are
possible in meta-materials, where both real and imaginary parts of the response can
be engineered [4]. The underlying theme of all of these approaches is the control of
light and light-matter modes in the materials with engineered nanostructures.
Can we learn more about light-matter interaction and control by scaling the
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problem down to low energies?
We argue that at low frequencies, namely terahertz, we can create a platform
where fundamental concepts and ideas can be tested on scales that offer relatively
easy access. There are several conceptual and technological advantages of such scal-
ing. In this dissertation we motivate these advantages and provide early-stage proof-
of-principle experiments that demonstrate our ideas.
Recent progress in metal plasmonics has seen remarkable success in both funda-
mental studies and application development [3]. Typical metals are characterized by
dense gas of free electrons. This situation corresponds to high-energy plasma modes
with fundamental frequency that cannot be easily controlled.
A combination of ultrafast terahertz spectroscopy and semiconductor materials
offer an interesting complementary system for studies of the physics and engineering
aspects of collective mode excitations. In particular to the case of plasmonics, this
system offers several key advantages.
Control of carrier density. High mobility and high purity are prominent features
of narrow-gap semiconductors. This provides the possibility of excitation of highly
coherent plasmon modes. Equally important, the carrier density can be controlled in
several ways, including sample temperature and crystal growth. Optically injected
electron-hole pairs can be made comparable to intrinsic concentrations. This implies
that ultrafast control of the plasma density is possible. One can couple plasmons to
highly coherent phonon modes, resulting in optical control of the coupled plasmon-
phonon system [5, 6]. It is also possible to couple conduction and valence bands
of the semiconductor optically [7, 8], resulting in coherent control of the collective
modes. These possibilities offer a direct path for fundamental as well as engineering
studies of condensed matter systems.
Spatial resolution. Plasmons in semiconductors can be excited directly with light
at optical frequencies. This offers another advantage because the excitation volume
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can be minimized by a factor of r3, where r is the ratio of optical to THz frequency.
Using optical pulses in combination with engineered semiconductor structures, we
envision an ability to efficiently excite, observe, and manipulate plasmons in areas
up to a million times smaller then posed by the diffraction limit associated with the
plasmon wavelength! [9]
Coherent detection. Techniques of ultrafast terahertz spectroscopy (UTS) are
ideally suited for studies of the elementary excitations in semiconductors. Tunable
broadband THz pulses provide direct access to the ultrafast dynamics at low energies.
Full electric field resolution is possible so that the real and imaginary parts of the
response can be obtained simultaneously. Recent developments in high-field THz
pulse technology [10] offer a possibility of direct control [11, 12] of the collective
modes or even possibility of coherently coupling them with the light field itself [13].
The advantages outlined above constitute a set of ideas that have provided mo-
tivation for our work. In the next section we outline some of our own efforts that
make modest steps in these directions.
1.2 Dissertation outline
In this dissertation we apply methods of ultrafast terahertz spectroscopy to study
the behavior of collective excitations in condensed matter systems. In particular, we
focus on understanding of plasmon modes in narrow-gap semiconductors by charac-
terizing the radiation that they emit. Furthermore, we experimentally demonstrate
the possibility of controlling the plasmon modes on both ultrafast and nanometer
scales.
The first part of the dissertation is concerned with the experimental apparatus,
including the near-infrared excitation sources and details of THz spectroscopy.
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• Chapter 2 is on femtosecond sources. After an overview of the key devel-
opments in the field of ultrafast science, we present original contributions on
the design of a stable broadband Ti:Sa seeding laser for the amplifier (Section
2.2.3). We conclude the chapter with a novel design and implementation of an
optical parametric amplifier (Section 2.2.5).
• Chapter 3 is on ultrafast THz spectroscopy. After a historical introduction,
it proceeds with review of basic principles of THz generation. Some original
remarks are made about THz waveform shapes in connection with our data
(Section 3.2.2). We discuss and present characterization of incoherent and
coherent THz detection schemes employed in this work. We conclude with a
presentation of our configurable time-domain THz spectroscopy system.
In the second part of this work we discuss several experiments addressing spec-
troscopy and control of the plasmon modes.
• In Chapter 4 we discuss spectroscopy of long-wavelength longitudinal plas-
mons in narrow-gap semiconductors. After review of the basic physical prin-
ciples, we present data and analysis temperature-dependent coherent plasmon
emission in InSb. We highlight the importance of non-parabolicity in quanti-
tative understanding on the temperature dispersion of the plasma frequency.
Non-contact measurement of electronic mobility is demonstrated – this is es-
pecially attractive for characterization of the nanoscale devices. We conclude
this chapter with results from a pump-probe experiment, where we demon-
strate over 15% plasmon frequency shift on a picosecond time scales (Section
4.5.2).
• Chapter 5 is concerned with the geometric control of the plasmon modes.
After brief introduction of the concept of Landau damping, we discuss our
experiments where we confine a plasmon to a cavity in one of the three di-
Chapter 1. Introduction 5
mensions. By progressive shift of the plasmon mode we observe plasmon dis-
persion and the onset of Landau damping. Experimental results are compared
with numerical simulations (Section 5.2). In the second part of this chapter
we reduce the plasmon volume further by confining it in two dimensions in a
nanowire (Section 5.3). This section is written in a style of a journal article.
Here, we show enhanced THz radiation from the InAs nanowires compared to
bulk crystal and assign emission to low-energy acoustic surface plasmon modes.
Our conclusions are supported by numerical modeling and electrical transport
measurements.
• In Chapter 6 we discuss the possibility of coherent control of the collective
modes. After brief overview of the theory, we present coherent-control of THz
emission from an air-breakdown plasma. We generate and detect hybrid electric
fields by performing nonlinear interferometry. We conclude this chapter with
preliminary experiments where some evidence of coherent control in bulk InAs
is presented.
The concluding Chapter 7 provides an executive summary and future outlook
of the presented work. The dissertation also includes several appendices that contain
more technical parts of the discussion. This was done in an attempt to make the
presentation more concise and readable.
6Chapter 2
Experimental techniques I:
Femtosecond sources
Knowing is not enough – we must
apply. Being willing is not enough
– we must do.
Leonardo da Vinci
2.1 Overview
Ultrafast science strives to uncover and control the dynamics of the underlying pro-
cesses governing single and collective particle motions in various phases of mat-
ter. This task can only be accomplished if an event (probe) that is shorter than
the dynamics of interest can be produced. Short events, such as pulses of elec-
tromagnetic radiation can be most naturally produced from repeating events, for
instance Bremsstrahlung radiation of accelerating particles in synchrotron ring, i.e.
synchrotron radiation [14]. However, a more practical source of pulsed events at
optical frequencies is a mode-locked laser. A brief account of techniques to real-
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ize short-pulse laser operation will be given below (Sec. 2.2), with the emphasis on
the Ti:sapphire (titanium doped sapphire) technology in the near infrared (NIR)
spectrum (Sec. 2.2.3).
An important consequence of short pulses is high peak intensity of electromag-
netic field, which makes possible to drive nonlinear light-matter interaction processes
with high efficiency. In fact, the peak electric field at the focus of a femtosecond
source (e.g. from regenerative amplifiers (Sec. 2.2.4)) can greatly exceed the electron
binding (Coulomb attraction) field of a typical atom. This would drive the system
beyond the perturbative nonlinear response to a new regime where the atom gets
completely ionized as a result of the interaction with the laser pulse. Accelerated by
the optical wave, these electrons can be arranged to collide with their parent ions,
giving off extreme ultraviolet (XUV) [15] and soft X-ray radiation [16] in the process.
Advances in this non-perturbative regime of extreme nonlinear optics have led to the
development of the new field of attosecond (1 as = 10−18 s) science [17, 18, 19] and
proposals for table-top laser-driven particle accelerators [20].
2.2 Femtosecond excitation sources
2.2.1 Introduction
Since the invention of the laser, optical pulse duration has seen a rapid decrease from
the millisecond to the attosecond domains [21]. With each new time regime uncov-
ered, we can get a glimpse at physical processes on shorter and shorter timescales, for
instance observation of molecular rotations (10−12s), molecular and solid-state lattice
vibrations (10−13s) free electron (10−14s) and bound electron dynamics (10−18s).
The method that fundamentally allowed the generation of short [22] and ul-
timately single-cycle pulses at the NIR frequencies [23] has been the termed the
Chapter 2. Experiment I: UF 8
mode-locking technique.
Consider an inhomogeneously broadened gain medium which supports pulsed
laser action at a number (N) of the longitudinal modes, each separated by the free
spectral range of the oscillator cavity:
∆νFSR =
c
2nL
, (2.1)
where n ∼ 1 is the refractive index of the cavity of length L much larger than the
laser crystal thickness. The number of lasing modes depends on the gain bandwidth
(∆νg) of the lasing medium, i.e. N ≈ ∆νg/∆νFSR. Thus, we have an equally spaced
frequency comb (ignoring dispersion of the refractive index) of N modes, spanning
the envelope of the gain bandwidth of the lasing medium. By the properties of the
Fourier transform (for large N), the time domain picture is also an equally-spaced
comb of the identical pulses, with a separation
τRT =
2L
c
, (2.2)
which is the round-trip time of the cavity τRT. The width of each pulse in the time
comb is given by
τp =
1
∆νg
, (2.3)
reinstating the inverse relationship of the Fourier-transform pairs. This is only true
for the case of no dispersion. As discussed in Appx. B, for a case of real material (with
dispersion), the two quantities τp and ∆νg are related by the uncertainty principle
(Eq. B.6):
τp∆νg ≥ a (2.4)
where a is a constant, depending on the assumed shape of the pulse (a = 0.44 for
Gaussian envelopes [24]) and ∆νg represents the full-width-half-maximum (FWHM)
of the gain bandwidth νg. The case when the left hand side of Eq. 2.4 is at its
minimum is referred to as transform-limited pulse (Appendix B).
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When performing the mental Fourier transform above we implicitly assumed that
there is a definite phase relationship between the N frequency modes. In a case of
a continuous wave (CW) operation, each lasing longitudinal mode oscillates with its
own phase. This implies randomness of the output, such that coherence of the time
comb is washed out up to the time scales of inverse ∆νFSR. This modulation on a
longer time scales produces a true CW output. In order to preserve the time comb,
a mechanism that maintains definite phase relationship between the modes has to
exist. There are numerous experimental techniques that allow to lock the phase of
longitudinal modes. These are divided into active and passive mode-locking schemes.
2.2.2 Mode-locking
Methods of active mode-locking
If amplitude- or phase-modulated loss were to be introduced into the oscillator from
an external source at multiples of the νFSR, this would lead to locking of the phases of
the modes, resulting in pulsed laser action [25]. This technique, originally referred to
as synchronous intracavity modulation. Such approach was pioneered in the 1960’s
using external electronics to modulate the intra-cavity loss of a HeNe laser [26]. This
produced pulses of duration on the order of one (or large fraction) of the cavity
length, i. e. about 1 ns. In addition to limited bandwidth of the modulation
electronics, HeNe lasers do not have large enough gain bandwidth to support short
pulses (Eq. 2.4).
A breakthrough came when continuous wave (CW) lasing was demonstrated in a
new medium of Rhodamine 6G organic dye [27], possessing the advantageous proper-
ties of large gain bandwidth, low saturation intensity and large emission cross section
[28]. Active mode locking in the form of gain modulation by synchronous pumping
soon followed, leading to sub-picosecond pulse duration [29]. Despite this progress,
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active mode locking was unable to produce pulses much shorter than a picosecond
due to the technological limitations imposed by the bandwidth of the various mod-
ulation techniques [28]. The passive mode-locking techniques came to the rescue.
Methods of passive mode locking
Passive mode-locking typically relies on the self-action (nonlinearity) of the intra-
cavity elements. The first implementation of the passive mode-locking occurred in
the 1960s and used reversible bleacheable dye cells inside of the laser cavity (DeMaria
et. al. [30]), yielding ∼ 100 ps pulse duration. Demonstration of lasing in Rhodamine
6G dye allowed rapid progress, reaching pulse duration of 300 fs by means of a faster
saturable absorber [31].
With the invention of the colliding pulse mode-locking (CPM) technique, laser
pulse durations were reduced to 90 fs by the beginning of 1980s [32]. In CPM tech-
nique, two counter-propagating pulses in a ring cavity are overlapped on a saturable
absorber. Transient reduction of the cavity loss favors short pulse formation, since
it causes steepening of the leading edges for the interacting pulses. The ultimate
limitation of pulse width produced by CPM method is due to the finite response
time of the resonant† nonlinearity.
Generation of few-cycle pulses
The gain bandwidth of the dye laser is not large enough to support few-cycle pulses.
Reaching pulse durations beyond that allowed by the bandwidth of the gain media
(Eq.B.6) requires additional spectral broadening. Such broadening can be gener-
ated in a third-order nonlinear process known as self-phase modulation. By focusing
intense 90 fs dye laser pulses into the glass fiber, Shank et. al. were able to ob-
†meaning that population is generated in the excited state of the system.
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tain spectral broadening due to SPM action which after recompression allowed for
30 femtosecond pulses [33]. Shorter than 90 fs pulses directly from the laser were
obtained once the importance of minimizing intra-cavity group velocity dispersion
(GVD, Sec. 2.2.3) had been realized [34, 35] and a simple method to compensate
GVD had been developed [36, 37, 24] (Sec. 2.2.3). This lead to realization of 30 fem-
tosecond pulses directly from the CPM locked dye laser [38], which, after external
SPM in a glass fiber, culminated in the development of 8 femtosecond pulses, i.e.
∼ 3 cycles of the carrier wave [39, 40].
Mode-locking in broadband solid state lasers
In parallel with successes of the mode-locked dye lasers, solid state lasers based on
broadband gain spectra of rare-earth and transition metal doped solids have been
under intense investigation [28]. Titanium-doped sapphire (Sec. 2.2.3) has the largest
known gain bandwidth and in the 1990s proved to be the femtosecond laser of choice
in many ultrafast laboratories. Access to the full bandwidth [41] of the gain medium
required ultra broadband mode-locking techniques.
A technique of additive pulse modelocking in Ti:sapphire laser was tried where
loss modulation was achieved by an additional cavity coupled to the main resonator.
The extra cavity optics induces temporal distortion (chirp) on the pulse, such that
after the injection into the main cavity only the central (un-modulated) portion of
the pulse interferes constructively [42, 43]. The drawback of this approach is that
the slave cavity needs to be length matched to the lasing cavity to a small fraction
of the wavelength, ensuring constructive interference.
Capitalizing on advances in the mature field of semiconductor growth and fab-
rication passive mode-locking by means of a saturable absorber was revisited in the
mid 1990s [24]. Fast semiconductor saturable absorber mirrors (SESAM) [44] have
been developed to allow state-of-the-art pulses as short as 10 fs to be generated in
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Ti:sapphire oscillator [45]. Pulse durations of ∼ 50 fs are routinely obtained. The
limitation on pulse duration is ultimately imposed by the resonant (and hence slow)
nature of the nonlinearity. Due to resonant nonlinearity, SESAMs suffer from low
optical damage threshold as well as associated linear losses.
Ultra broadband passive mode-locking has to rely on non-resonant nonlinearity.
One consequence of non-resonant third-order nonlinearity is a self-focusing, an optical
Kerr effect (AC Kerr effect). Phase shift is induced proportional to the intensity
profile of the pulse, leading to formation of a lens in time and spatial domains ([46],
Appx. B). The response time is inversely proportional to the bandwidth of the
nonlinear process, and for bound electronic nonlinearity it is below a femtosecond.
The duration of single cycle of light with wavelength λ = 800 nm is ∼ 2.7 fs, hence
Kerr lens can be considered of instantaneous action. This means that a Kerr lens
can be used as an ultra broadband intra-cavity loss modulator, leading to the passive
Kerr-lens mode-locking (KLM) technique with virtually unlimited bandwidth. The
finding of Kerr lensing in the gain crystal of the Ti:sapphire has lead to the simplest
design of a passively mode-locked ultra broadband laser [47] (Sec. 2.2.3). By 1993
pulses as short as 10 fs were demonstrated directly from the Ti:sapphire cavity [22]
with GVD compensated by an intra-cavity prism pair.
With the recent advances in dielectric coating technology, it is now possible to
produce dielectric-stack mirrors with variable spatial frequency of the alternating
coating layers, including so called chirped mirrors [48]. Chirped mirrors can com-
pensate large amounts of positive intra-cavity dispersion at least up to the third
order. This is crucial for producing octave-spanning 1.5 − 2 cycle pulses directly
from the Ti:sapphire laser [17, 49]. The required bandwidth for such pulses exceeds
the gain bandwidth of the Ti:sapphire medium and hence relies on intra-cavity SPM
process in the gain crystal to spectrally broaden the pulse beyond the gain medium
profile. More exotic examples, such as two-color broadband Ti:sapphire oscillators
with sub-30 fs pulse durations have also been implemented [50].
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The technology of chirped pulse amplification (Sec. 2.2.4) has increased pulse
energy and made it possible to explore SPM and optical parametric chirped-pulse
amplification (Sec. 2.2.5) to obtain high energy few cycle in the visible [51] and even
single cycle pulses in 2010 in the NIR [23].
2.2.3 Ti:sapphire oscillator
By the beginning of 1990s titanium-doped sapphire (Ti:Al2O3) has emerged as the
gain medium of choice for femtosecond lasers 2.1. Combined with stable diode-
pumped solid-state (DPSS) pump laser and Kerr-lens mode-locking, Ti:sapphire is
still the workhorse of most modern day ultrafast laboratories. In this work we used
the Asaki et. al. classic design of the z-fold Ti:sapphire cavity. The laser crystal is
pumped by the CW neodymium doped yttrium vanadate DPSS laser (Nd:YVO4),
producing 532 nm wavelength after intra-cavity frequency doubling. The vanadate
is pumped by a diode laser at a wavelength of 808 nm. Our Ti:sapphire pump can
produce maximum of 5 Watt output power in the green (Coherent, Verdi 5). The
standard output of our Ti:sapphire laser is: 88 MHz repetition rate, PML ∼ 500 mW
of mode-locked power (PCW ∼ 0.7PML), λ0 ∼ 790 nm with a tunable bandwidth of
40-125 nm.
Absorbed 532 nm pump photons promote Ti+ ions doped into the Brewster-cut
sapphire crystal (Lc =2.5 mm, α(532nm) ∼4.4 cm−1, with figure of merit >150)
from the ground to the excited state, leading to population inversion after the fast
relaxation to the intermediate level. Stable optical resonator [52] (folded asymmet-
ric z-cavity, Fig. 2.1) provides feedback necessary for lasing. The isotropic sponta-
neous emission from the crystal is collimated by a pair of opposing spherical mirrors
(CM1,2). The short collimated arm terminates with a wedged output coupler (OC,
T ∼ 12%), while the longer contains a pair of Brewster cut fused silica prisms (P1,2)
and terminated by a broadband reflector (FM). Astigmatism (and coma) abberation
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Figure 2.1: Layout of the Ti:sapphire laser cavity in the z-fold configuration: (a)
Schematic of the cavity; (b) Corresponding photograph of the cavity with the main
elements labeled.
introduced by the Brewster-cut Ti:sapphire crystal is compensated by the tilt angle
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Figure 2.2: Modelock spectra for various intra-cavity optic elements: (left) Change
of mode-locked spectrum as a function of prism insertion. The numbers correspond
to prism translation in millimeters; (right) Various mode-locked spectra as obtained
for 8 permutations of the cavity mirrors, underscoring importance of mirror coatings
for broadband operation of the laser. Spectral oscillations are due to nonuniform
reflectivity of the dielectric coatings.
α (Fig. 2.1) of the spherical mirror pair in a z-fold cavity configuration [53]:
α = 2arccos
[√
C2
4
+ 1− C
2
]
(2.5)
C =
Lc(n
2 − 1)
n4R
√
n2 + 1
where n is refractive index of the Ti:sapphire crystal and R is the radius of curvature
of the spherical mirrors. With n(800nm) = 1.76 and R = 10 cm, the resulting
angle α =12.00 and has resulted in optimized lasing at near TEM0,0 mode (more
information on transverse modes from this laser is presented in Fig. A.1 of Appendix
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Figure 2.3: Stability of the mode-locked Ti:sapphire laser: (a) Drift of the mode-
locked power is less than 1 percent per 6 hours; (b) Mode-locked spectrum and (c)
spectral stability of the laser expressed as difference of normalized initial spectrum
S¯0 and spectrum S¯t for times t as shown in the labels, |δS¯| of < 1 percent is observed
even after 6 hours of operation.
A).
Mode-locking commences upon external disturbance of a cavity by either moving
a prism or an output coupler (on a translation stage). Dielectric cavity mirrors need
to maintain low loss across a wide wavelength range to ensure broadband operation
of the laser. We have investigated 8 permutations of various intra-cavity mirrors
(Newport, CVI) to optimize for the broadest mode-locked spectrum out of the laser
(Fig. 2.2b). Optimum configuration S3 (all Newport mirrors) has yielded the max-
imum mode-locked bandwidth of 125 nm at FWHM, corresponding to transform-
limited pulse duration of 7.5 fs (Eq.B.7). The dependence of mode-locked spectrum
on the amount of intra-cavity dispersion (affected by the increase of beam path
through one of the prisms) for S3 configuration is shown in Fig. 2.2a. Negative
GVD introduced by the prism pair is being compensated by the extra amount of
prism material to bring the total second order dispersion in a cavity near zero. Laser
was designed primarily as a seeding source for a regenerative amplifier, which uses
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high dispersion elements to stretch the input pulse for the amplification process
(Sec.2.2.4). One of the main design parameters in addition to the broadband oper-
ation was the long-term stability of the mode-locked pulse train. The advantageous
feature of our design (Fig. 2.1) was to incorporate the pump laser onto the same
breadboard as the Ti:sapphire cavity. Additionally, low-thermal conductivity short
thick optics mounts resulted in less than 0.5 percent drift in mode-locked power
(Fig. 2.3a), as well as less than 1 percent spectral distortion (Fig. 2.3b) over the
course of 6 hours of operation.
2.2.4 Chirped-Pulse Amplification
Femtosecond pulses are attractive not only for the inherent time resolution but also
for the available peak power and possibility to drive light-matter interaction into
nonlinear and highly nonlinear regimes. Typical energy per pulse from an oscillator
is on the order of several nano Joules, corresponding to instantaneous power of the
order of ∼ 0.5 MW . Considering 10 fs pulse focused to a spot size of 10 micron
(very hard to do!), the oscillating electric field at the focus (0.5 GV/m) is still only
a fraction (∼ 10%) of the characteristic binding electric field of a valence electron
and an atom. While a large perturbation to the atomic field and certainly enough
to cause nonlinearity (e.g. second harmonic generation), a much larger electric field
is required for non-perturbative regime of nonlinear optics (Sec. 2.1). Therefore
researchers have been interested in various ways of amplifying these pulses.
Amplification techniques can be divided into passive and active. The easiest way
to increase the energy per pulse is to decrease the repetition rate of the laser (at
the same average power). Such effective amplification has been demonstrated by
Ippen et. al. to produce 17 fs pulses with peak powers of ∼ 1 MW at repetition
rates of 15 MHz [54]. Kerr-lens mode-locking is unaffected in such long cavities by
utilizing multi-pass Heriott cell [55] with unity magnification, resulting in effective
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zero thickness of the element and thus leaving KLM cavity design unchanged.
Another example of passive amplification is a technique termed cavity dumping,
where an output coupler of a Ti:sapphire laser (Sec. 2.2.3) is replaced by a highly-
reflective mirror, increasing the single-pass gain of the laser cavity. Once transient
gain reaches saturation, an intra-cavity acousto(electro)-optic modulator redirects
an amplified pulse out of the cavity, as long as the reaction time of the modulator is
faster than one cavity round-trip. Cavity dumping has been demonstrated to produce
sub-20 fs pulses of instantaneous power in access of 10 MW at repetition rates of
0.1-4 MHz [56, 57]. Since amplification of the pulse occurs without external input
(aside from the energy expenditure for modulation) this amplification technique is
passive.
In active amplification techniques low energy pulses from the oscillator are allowed
to pass through an amplifying crystal (also Ti:sapphire), which has been inverted by
the action of the external pump laser (typically pulsed). This results in amplification
of the seed pulse. A cw-pumped, cavity dumped Ti:sapphire with subsequent direct
multi-pass amplification can produce 12 fs pulses at energies in access of 200 nJ [58],
corresponding to peak power of nearly 20 MW, but already requires cooling to 200
K to avoid thermal lensing. Such instantaneous power starts to approach regime of
strong pulse self-focusing and ultimate damage of the amplifying crystal.
In the effort to avoid high peak power, in 1985 Mourou et. al. applied the tech-
nique of chirped pulse amplification, CPA [59] in the optical frequencies. The basic
idea is to significantly stretch a pulse before the amplification, in the process low-
ering its peak power. Upon subsequent recompression pulse duration can be nearly
restored, subject to the gain bandwidth of the amplifier, thus resulting in highly am-
plified pulses with avoided parasitic nonlinearities and damage of the gain medium.
By the early 1990s instantaneous powers of TW (1012) have been demonstrated
[60, 61].
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oscillator
Figure 2.4: Schematic of chirped-pulse amplification: a low energy pulse from an
oscillator cavity is stretched in a grating-pair stretcher to nearly one nanosecond.
Stretched pulse is sequentially amplified in an inverted gain medium (Ti:sapphire
crystal) by factor of ∼ 106, reaching ∼ 1 mJ energy. In the final stage, stretched
pulse is recompressed to peak power levels on the order of ∼ 1 TW (Figure is adapted
from Fig. 1 of Ref. [62]).
A general scheme of the CPA is depicted in Fig.2.4. Amplification of the stretched
pulses can either be performed in multi-pass geometries (multi-pass amplifiers) , or
in resonant cavities (regenerative amplifiers).
In this work we utilized commercial regenerative amplifier system by Coherent
(Legend Elite). The amplifier is seeded by a homebuilt oscillator (Sec. 2.2.3) and
pumped by Q-switched intra-cavity doubled Nd:YLF DPSS laser, producing 20 mJ
pulses at 527 nm with 1 kHz repetition rate. Pump pulse duration of 250 ns al-
lows to efficiently amplify a train of stretched seed pulses by factor of a million. A
combination of input and output electro-optic elements (Pockels cell) allow to inject
and eject the seed pulse from the amplifier cavity. External grating-pair allows to
compress pulses to transform-limited duration of 33 fs (32 nm bandwidth centered
at 795 nm) at pulse energies up to 3.5 mJ at 1 kHz, corresponding to peak power of
> 0.1 TW.
There are numerous techniques to scale peak powers into the unprecedented Peta-
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Watt regime (1015), but these are outside of the scope of this work. At these powers,
laser-based linear particle accelerators and non-relativistic optic regimes are proposed
to be explored [20].
2.2.5 Optical Parametric Amplification
While a great success, limiting characteristics of chirped-pulse amplifiers are still low
peak powers and tunability. After all, the amplification process relies on a resonant
transfer of energy from the pump laser to the seed source mediated by the Ti:sapphire
crystal, the amount of energy being subject to the material parameters. In addition,
operation only in the regions of 800 nm or frequency-doubled 400 nm is possible, again
dictated by the natural resonance of the gain medium. One way to boost peak powers
even further is to employ a non-resonant energy transfer - a nonlinear process where
initial and final states of the virtual transition are the same [63]. Nonlinear response
of a transparent dielectric medium is manifested through coupling of photons of
different frequencies to produce a frequency-mixed output photon. Because of the
virtual nature of the excitation, tunability is greatly extended as no longer limited by
the natural resonances of the medium. Since no population is generated in virtual
process, nonlinear amplification has much larger saturation threshold than in the
case of Ti:sapphire amplifier.
General principle
In the lowest (second) nonlinear-order process two photons couple through a anhar-
monicity of the induced polarization in the dielectric to produce a third photon at
sum or difference frequency as well as frequency-doubled photons at each input fre-
quency. Consider a situation where both high-intensity high-frequency pump beam
at ωp and a weak-intensity low-frequency signal beam at ωs are coincident onto a
suitable nonlinear crystal. In such scenario, weak signal beam will get amplified
Chapter 2. Experiment I: UF 21
by extracting energy from the pump beam, at the same time a third beam at idler
frequency will be generated,
h¯ωp = h¯(ωs + ωp) (2.6)
as a consequence of energy conservation (ωi < ωs by convention). For this interaction
to be efficient, momentum conservation has to be satisfied simultaneously (phase-
matching condition)
h¯kp = h¯(ks + ki) (2.7)
where kp,s,i are the wavevectors of pump, signal and idler beams. From Eq. 2.6,
signal beam is tunable from ωp to ωp/2, while idler from ωp/2 to 0. In practice,
low-frequency region can not be easily accessed due to the onset of the mid-IR
absorption band of most crystals. In addition to momentum conservation, such
nonlinear process is naturally more efficient for very high intensities and therefore
is suitable for femtosecond pulses. This further implies that for such interaction
to occur pump and signal pulse have to be overlapped in both space and time.
Furthermore, the difference of their group velocities, or their group velocity mismatch
(GVM) has be to small in order to maximize their overlap and hence parametric
amplification.
OPO
Signal pulse does not have to be present for this process to occur. Optical parametric
generation (OPG) can self-start from fluctuations of zero point energy of vacuum.
This fact is utilized in optical parametric oscillators(OPO), where an optical cavity
resonant at one or both of the down-converted frequencies is placed around a non-
linear crystal [64]. Just like in a laser, certain pumping level is required to overcome
oscillation threshold associated with the losses of the cavity. OPOs have proven
as robust and efficient widely tunable sources of electromagnetic radiation, a stan-
dard off-the-shelf product offered at various power, wavelength and repetition rate
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regimes, enabled by a multitude of highly efficient nonlinear crystals. Just to give few
very sparse and more recent examples from the research literature, multi-Watt oscil-
lation has been demonstrated under pumping with CW [65, 66], picosecond [67, 68]
and femtosecond [69, 70] pulses, with efficiencies as high as 50 - 90% in some cases
and wavelengths covering from ultraviolet to mid-infrared. The main drawbacks of
OPOs are relatively low output pulse energy, necessity for synchronous pumping and
limited tunability range, limited by mirror coating bandwidth [71].
OPA
If single-pass parametric gain is high enough then resonator cavity is no longer re-
quired. Optical parametric amplification (OPA) is performed with intense pulses
and typically requires one or two passes though a nonlinear crystal to reach high
conversion of the pump photons into the amplified signal and/or idler photons.
There is a multitude of OPA schemes, depending on the wavelength range of in-
terest and desired tunability range, determined by the nonlinear crystal properties
such as phase-matching (birefringence), transparency range and damage threshold
[71]. Conveniently pumped by the fundamental of the Ti:sapphire laser (∼800 nm)
OPAs are efficient sources femtosecond pulses in the mid-infrared range [72]. A novel
class of mid-infrared OPAs has been emerging relatively recently with the discovery
of a novel nonlinear optic crystal bismuth triborate (BiB306) [73]. The BiBO crystal
belongs to borate family of crystals, possessing large χ(2) nonlinearity. Examples of
borate family include for instance well-known nonlinear crystals of beta barium bo-
rate (β-BaB2O4, BBO) and lithium triborate (LiB305, LBO). Advantages of BiBO
crystal are its particularly large effective nonlinearity [74, 75] as well as extended
transparency range [76].
In this work we implement 2-stage optical parametric amplifier with design guided
by the designs of Ghotbi et. al. [77, 73, 78]. A schematic of the amplifier is depicted
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Figure 2.5: Schematic of optical parametric amplifier and beam diagnostics.
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in Figure 2.5. Pulses from the Ti:sapphire regenerative amplifier (Sect. 2.2.4) at
∼ 2 mJ energy are split at the first dielectric mirror, reflecting over 99.5% of the
power into the amplifier. Small portion of the transmitted light is focused into
the 3 millimeter sapphire plate by means of an 5 cm focal length achromat lens
(L1 ). Relatively high peak intensity induces large and amplitude-stable self-phase
modulation which results in generation of ultrabroadband white-light continuum
(WLG). WLG seed is needed to increase efficiency of the paramatric ampification.
The diverging white light is gradually refocused into the first amplification stage by
a 3 cm focal length NIR achromat (L2 with AR coating for 1200-1700nm, Thorlabs)
through a dichroic mirror (DM1, R∼95% for p-pol 800nm, T>90% for 1200-1700nm,
CVI). Uncoated BiBO crystal of 5x5 mm2 aperture cut for Type II phase matching
(θ = 42 ◦, φ = 0◦ for o→eo interaction [76]) from Newlight Photonics serves as
the first stage of the amplifier (OPA1 ). Portion of the pump beam (∼ 150 µJ) is
focused by 50 cm lens (L3 ) into a OPA1 and overlapped in time with the Stokes
portion of the white light seed by means of the first delay stage (delay 1 ) and the
DM1. Type II interaction allows for slight noncollinearity without degradation to the
phase-matching bandwidth [76]. A non-collinearity angle of 2 degrees at the OPA1
between pump and WLG was exploited in our design. The non-collinear geometry
allows to block used portion of the pump beam after the OPA1, and hence permits to
avoid using another dichroic mirror for that purpose. This is an improvement over the
existing designs [73] as it minimizes requirements for high bandwidth of the dielectric
coatings as well as minimizes broadening of the amplified signal pulses. Half-wave
plate is used to rotate polarization of either white-light generating beam or the
pump beam to satisfy polarization requirement of the Type II interaction. Relatively
narrow but constant bandwidth of the Type II interaction across most of the signal
spectrum (1100 - 1600 nm) allows for flexible tunability via the first amplification
stage [77, 76]. Amplified signal pulse and remaining ∼ 85% of the pump pulse are
collinearly overlapped through a second dichroic mirror (DM2, identical to DM1)
in time in the second BiBO crystal (OPA2, Type I e→oo : θ = 11◦, φ = 0◦ [76]).
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Figure 2.6: Characterization of the signal wave pulses from the OPA: (a) linear spec-
tra of signal wave at some of the instances (defined by temporal overlap adjusted by
delay1 and delay2 stages, as well angular tuning (φ) of the phase-matching condition
by crystal tilting with respect to the k-vector of the incident beams); (b) Exemplary
linear spectrum and (c) interferometric autocorrelation of the signal wave at one of
the tuning positions. Qualitative fit (gray) to nearly transform limited Gaussian
pulse IAC as well as FWHM yield ∼ 60 fs pulse duration.
Converging pump beam after the L3 lens is re-collimated by means of a f=-20cm lens
(L4 ). Negative second lens is used to avoid focusing in air and hence generation of
air-breakdown plasma which unavoidably leads to beam deterioration. The aperture
of the OPA2 crystal (7x7 mm2) is designed to be below the damage threshold of
the BiBO crystal, assuming maximum fill factor of the pump beam (achieved by
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the aforementioned negative-lens telescope). Type I interaction in BiBO is nearly
independent of the θ angle and hence offers broadband parametric amplification
bandwidth of the signal pulse generated in the OPA1 stage [77, 76].
Type I interaction in the OPA2 allows to conveniently reject the residual pump
beam from the output of an OPA by means of a 500 µm crystalline Silicon wafer,
placed at a Brewster angle for the MIR pulses. In this configuration, both signal and
idler pulses are available form the output of the OPA, which was measured using
a thermopile detector. A sum of signal and idler pulses yielded 0.3 mJ at 1.3 µm
when pumped by 2 mJ pulses, corresponding to 15% overall conversion efficiency.
Combined signal and idler pulse energy of > 0.2 mJ was maintained throught the
full tuning range of the amplifier, subject to the variation of the parametric gain of
the OPA2 stage (Type I).
To characterize the output pulses of the OPA we have employed a Fourier trans-
form interferometry (FTIR), comprised out of a Michelson interferometer with an
uncoated 2 µm-thick nitrocellulose membrane (pellicle) as a beam-splitter. While
rejecting most of the incident energy (∼ 92%) usage of pellicle allows for disper-
sionless, ghost-free sampling of the input beams. Several detectors can be utilized to
perform linear as well as nonlinear autocorrelation to extract either the linear spectra
of the pulses or alternatively pulse width of the input beams. For instance, linear
spectrum of the signal beam is provided by autocorrelation on an InGaAs photodetec-
tor, while two-photon absorption (2PA) of that beam in Silicon photodiode allows
to measure its pulse width in performing interferometric intensity autocorrelation
(IAC) [79]. Similarly, interfometric intensity autocorrelation of the idler pulses can
be performed with the aid of the InGaAs photodetector when signal beam is blocked
in transmission through a Germanium window (bandgap of ∼ 0.67 eV). Usage of
typical mid-infrared to infrared detectors (for instance an uncooled lead selenide
photodiode PbSe, bandgap ∼ 0.27 eV) allows for detection of the linear spectra of
the idler wave as well as spectra of the possible difference frequency generated beam
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between signal and idler waves (Sec.3, Chpt.6). Results showing tunability of the
signal wave are presented in Fig. 2.6a. Tuning of the OPA is acomplished by opti-
mization of phase-matching angles in both OPA1, OPA2 as well as temporal overap
of pump and signal pulses by means of two delay stages. Pulse characterization of the
signal wave centered at a wavelength of 1500 nm is shown in Fig. 2.6. Interferometric
autocorrelation is produced by slow scan of one of the delay arms of the Michelson
interferometer and manually fitted with an IAC (grey) displaying some amount of
second-order dispersion (Fig. 2.6). The pulse width of 50 fs is extracted from the fit
for the assumed Gaussian pulse shape, corresponding to the time-bandwidth product
of ∼0.65. Our pulses are considerably shorter than in OPAs with similar geometry
[73], mainly due to shorter pump pulses and less dispersive optics in the path of
the signal wave. Current pulse width is largely limited by the relatively narrow
phase-matching bandwidth of the type-II crystal. Reduction of amplification but
shortening of the pulses has been observed in 2010 by Ghotbi et. al. in 2-stage OPA
with both crystals in the Type-I configuration.
A single-shot autocorrelator allows for additional rapid verification of the pulse-
width in a standard non-collinear geometry. Two pulses interact inside of the non-
linear crystal (here BBO or BiBO) to produce second harmonic at the overlap of
the two pulses in time. Due to the tilt, time axis gets translated into the spatial
coordinate. By measuring spatial distribution of the second harmonic and proper
calibration of the spatial magnification it is possible to extract pulse duration with-
out the need for a moving delay stage. Unlike detection via two-photon absorption,
second harmonic generation is considerably weaker. Additional requirement of thin
nonlinear crystal for broad phase-matching limits usage of single-shot autocorrelator
only to intense pulses. Single shot pulse-width detection was used in this work only
as a quick tool for to estimate pulse-width, typically yielding 20-40% larger pulse-
width values than the IAC method, largely due to the use of a thick (200 µm, tilted
for MIR phase-matching) BBO crystal.
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2.2.6 Toward higher energies
The success of optical parametric amplifiers in realizing high energy broadly tunable
output pulses is still limited by the parasitic (third-order) nonlinearities, leading
to self-phase modulation, self-focusing and damage of the nonlinear gain medium.
The chirped pulse amplification techniques were realized to be applicable to the
parametric processes in the first demonstration of optical parametric chirped-pulse
amplification (OPCPA) by the early 1990’s [80]. Modern day OPCPAs have been
demonstrated to produce multi-teraWatt outputs with sub-10fs pulse duration [81].
The OPCPA has already been the enabling technology in the quest for high-harmonic
generation with mid-infrared pulses. Research toward femtosecond OPCPA output
in the petawatt regime is currently underway in Europe. Relativistic optics and
particle physics are next on the horizon for the exciting field of high energy ultrafast
science [20].
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Chapter 3
Experimental techniques II:
Terahertz spectroscopy
3.1 Historic overview
It is instructive to trace the historical developments of the discoveries associated
with the infrared, mid- and far-infrared portions of the electromagnetic spectrum. It
consists from an interweaving multitude of efforts: from the quest for highly sensitive
detection methods to the development of the early quantum theory. I this review we
are concerned with the technological progress to achieve frequencies lower than the
visible portion of electromagnetic spectrum, i. e. infrared up to terahertz.
The first experimental investigation into the infrared part of the electromagnetic
spectrum dates back to the year 1800 [82]. Wilhelm Herschel dispersed solar radiation
and used a thermometer to measure the heat associated with the respective spectral
components. He found that the thermometer reading peaks in the spectral region
beyond the visible red light, as he concluded by moving the thermometer in the
spectral plane of the prism [83]. Based on the distances that he reported, we estimate
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that the detected peak corresponded to a wavelength of 1-2 µm, most likely limited
by the onset of the mid-infrared absorption of the dispersing glass prism. Herschel
has attributed the detected peak to the invisible heat rays and believed them to be
of the different origin than the visible light, despite his own confirmation of reflection
and refraction laws [83, 84].
Interest in the solar emission continued to propel the investigation of the heat
rays through the mid-1800s. In 1823 Seebeck discovered the thermoelectric effect by
noticing a compass needle deflection when he applied a temperature gradient across
a junction of two dissimilar metals. The discovery of the thermo-electric effect made
it possible for the sensitive temperature measurements in devices analogous to the
modern day thermocouple probes.
In light of and contemporary with the Maxwell’s discovery of the governing laws of
electromagnetism, new understanding of the solar radiation began to emerge. Driven
by the advancements in experimental techniques, researchers had begun to take
notice of the dependence of the strength of the infrared emission on the temperature
of the emitter and to identify absorption lines as due to the atmosphere in the path
of the heat rays. A need for a sensitive temperature probe was greater than ever,
and in 1881 Samuel P. Langley invented the first bolometer †.
A bolometer is a highly sensitive probe of a thermal resistance of a metal, and in
Langley’s interpretation consisted of two black-coated platinum plates, one of which
was placed in front of the radiation while the other was shielded. Sensitive elec-
tronics allowed him to measure the temperature-induced change of the differential
resistance‡ between the two platinum plates of the bolometer [84]. In combination
with a galvanometer capable of measuring 100 pico-Ampere currents, Langley esti-
†etymology stemming from the Greek bole - beam of light, stroke and English o-meter
[85]
‡Langley used a Wheatstone resistor bridge , which falls in a class of differential mea-
surement techniques. Such techniques are highly sensitive in that they allow to measure
small changes on top of the large background by subtracting the latter.
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mated the resolution of his bolometer to be ∆T ∼ 10µK [86], proclaiming that he is
capable of detecting heat radiated by a cow at a distance of over half a mile [87].
Using his bolometer at the height of ∼ 3600 meters above sea level (Mt. Whitney,
CA, USA)†, Langley was able to precisely characterize the solar spectrum up to the
wavelength of 5.3 µm [86]. More importantly, Langley’s accurate measurements of
the absorption lines in the solar spectrum (infrared Fraunhofer lines) paved a way
to the revolution in atomic absorption spectroscopy. With an aid of a bolometer, in-
frared absorption series of hydrogen atom was discovered (for quantum number n=3,
Paschen 1908). Together with the Balmer series in the visible, these progressions
were captured by the general Rydberg formula and served as an early experimental
proof of the validity of the quantum mechanical theory of Bohr.
Disadvantages of the bolometer included its long-term drift and high sensitivity
to ambient perturbations. Experimentalists were looking for ways to improve the
instrument. In a time span of 1890s-1900s Heinrich Rubens together with Ernest
Fox Nichols extended the infrared measurements beyond the wavelength of 50 µm,
corresponding to frequencies below 6 THz [87]. A combination of improvements to
the thermopile detectors‡ and black-body radiation sources allowed them to perfect
the art of the bolometric measurement technique.
Rubens and Nichols discovered that a quartz crystal exhibits a strong and sharp
reflectivity for incidence wavelengths around ∼ 9µm [88]. They realized that after
multiple of such reflections, they could achieve high monochromaticity of the residual
infrared beam. The term residual rays (German: Restrahlen band), first coined by
them is still being used today. Unknowingly, they discovered one of the manifesta-
tions of the polariton modes of a solid, in that the electromagnetic wave can not be
supported between longitudinal optical (LO) and transverse optical (TO) phonon fre-
†to minimize strong atmospheric absorption
‡Thermopile detector is based on a differential detection of temperature change between
two thermocouples. Nichols and Rubens used dissimilar metals of Bismuth and Antimony.
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quencies. By characterizing a collection of crystals [89], Rubens and Nichols came up
with an impressive catalog of the monochromatic infrared restrahlen sources [90, 91].
In parallel with experiments, theoretical investigations concentrated on under-
standing the radiation spectrum of a blackbody. While the main problem was the
divergence in the ultraviolet region (UV catastrophe), the existing models needed
good data in the far-infrared to correctly fit the Boltzmann tail of the spectral dis-
tribution of a black body. In 1900 Rubens was able to provided Max Planck with
the accurate far-infrared data of the blackbody spectrum. By analyzing most precise
UV and IR data of the time, Planck came to realization of his famous distribution
law, laying the foundation of the quantum theory [87].
In the span of 1900-1960, nearly 2000 research papers have been published on
the subject of the far-infrared† radiation [87]. Few notable advances in the THz
detection that still bear relevance to modern day devices included the invention of
a sensitive pneumatic detection cell by Marcel Golay (1947)[92]. Semiconductor
bolometers based on InSb (Putley, et. al. 1960, [93]) and Ge (Low et. al. 1961 , [94])
were demonstrated at liquid-helium temperatures, becoming the predecessors for the
modern day Si bolometer (Sec. 3.3.1).
In parallel with the advances in THz detection technologies, development of
sources was sparse. Some highlights include strong† THz radiation from metal fil-
ings under electric discharge (Arkadiewa, 1924, [95]) as well as sub-THz and THz
frequency generation by microwave techniques such as traveling wave tubes (e.g.
backward wave oscillators [87]) and frequency harmonic generators [96].
Real breakthroughs in THz source development came with the invention of the
laser. In 1960-70, far infrared and THz lasers based on rotational and vibrational
transitions in various gases and liquid vapors were developed [97]. For instance, the
†referred to by contemporaries as “sub-millimeter”
†comparable to incandescent sources of the time.
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rotational transitions in methanol can be inverted at various frequencies from 0.4-4
THz [98]. Economic and rugged methanol lasers are still being used today as CW
THz sources, reaching 50 mW output with 0.4% optical efficiency when pumped
with CO2 [99]. Modern developments in CW and long-pulse THz sources include
approaches such as quantum cascade lasers [100, 101], optical rectification [102] and
linear photo-mixing [103]. However, major progress in the technology of pulsed THz
sources and detectors occured in parallel with the developments of the ultrafast
science. Some details of this progress are described in the remaining sections of this
chapter.
In 1880s, Heinrich Hertz demonstrated generation and detection of electromag-
netic waves at radio frequencies by using a biased electric dipole†, sized much smaller
than the wavelength of radiation[104]. Similarly, Auston et. al. in 1984 used a fem-
tosecond pulse to produce (and detect) a burst of terahertz radiation by effectively
shorting a biased metallic dipole deposited onto a photoconductor [105] – so called,
photo-conductive (PC) switch. Grischkowsky et. al. modified the geometry of the
PC switch and utilized a hyper-spherical sapphire lens to couple THz radiation into
the free space [106]. This launched the field of ultrafast THz optoelectronics.
3.2 Methods of THz pulse generation
One of the consequences of charge acceleration is the emission of the electromagnetic
radiation [107]. It can be shown that the radiated field Erad(t) of a Hertzian dipole
‡
a distance r away, is well approximated by (Appx. D, Eq. D.19):
Erad(t) =
k2
4pi0
eikr
r
sin θ
d2p(tr)
dt2
θˆ (3.1)
†now known as a Hertzian dipole
‡two point charges separated a distance x and connected by a thin superconducting
wire, such that x λ
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Figure 3.1: Schematic of a photoconducting switch. An optical pulse with intensity
profile I(t) is incident onto a biased metallic gap of width w, deposited onto a
semiconducting substrate. The generated photocurrent IPC(t) radiates terahertz
pulse ETHz(t) with an angular distribution of a Hertzian dipole (Eq. 3.1).
where p(t) = ex(t) is the dipole moment and tr = t − r/c is the retarded time,
assuring causality of the radiated field [107]. The radiated field is polarized along
the unit vector θˆ, where θ is the angle between the direction of the observation and
the axis of the dipole (Fig. 3.1). As a consequence of such polarization, the radiated
field cancels out at the points on the dipole axis (as is manifested by the sin(θ)
dependence). The expression 3.1 is an approximation which is valid only in the far-
field, i.e. when both the size of the dipole and its wavelength are much smaller than
r.
3.2.1 Photoconducting switch
Consider a photoconducting switch as depicted in Fig. 3.1. An optical pulse with a
temporal intensity profile I(t) is incident onto a semiconducting gap region of width
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w under a DC bias voltage Vb. The generated photocurrent IPC(t) is given by:
IPC(t) =
1
w
dp(t)
dt
, (3.2)
with an implicit assumption of a one dimensional charge distribution. Applying
Eq. 3.1, the radiated field of a PC switch is proportional to:
Erad(t) ∝ dIPC(t)
dt
. (3.3)
To calculate the radiated electric field, we have to consider the recombination and
drift of the photocarriers, in response to the optical excitation. First, the photocur-
rent density is given by:
J(t) = N(t)ev(t) (3.4)
where N(t), e and v(t) are the number per unit volume, charge and drift velocity
of the photogenerated charge carriers. In general, both v(t) and N(t) quantities are
time dependent.
The charge density is described by the rate equation:
dN
dt
=
αI(t)
hν
− N
τr
, (3.5)
where α is a linear absorption coefficient of the pulse at frequency ν and τr is the
recombination time. The response function Gr(t) of the carriers to a delta-function
excitation δ(t) is:
Gr(t) = N0θ(t)e
−t/τr , (3.6)
where N0 = αI0/hν and θ(t) is a Heaviside step function.
The time dependence of the drift velocity of the photocarriers is well-described
by a Drude model [108, 109]:
dv(t)
dt
+
v
τe
= −eE(t)
m∗
(3.7)
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where τe is the momentum relaxation time (due to inelastic scattering processes) and
m∗ is an effective mass of the charges [110]. The response function to a displacive
excitation is given by:
Ge(t) = θ(t)µeEb
(
1− e−t/τe) , (3.8)
where µe = eτe/m
∗ is the electronic mobility and Eb = Vb/w is the bias DC electric
field. The total current due to photogenerated electrons is determined by a convo-
lution of the input pulse I(t) with the determined response functions (Eq. 3.6 and
Eq. 3.8):
IPC(t) =
∫ ∞
−∞
I(t− t′)Gr(t′)Ge(t′)dt′ . (3.9)
This result is fairly general within the framework of the Drude theory. We do want
to point out that it excludes the effect of photogenerated holes as they have much
lower mobility and thus contribute negligibly to the current. By treating the problem
in one dimension only, we have also ignored any inhomogeneities of the photocurrent
distribution and the bias field (e.g. spatial beam profile, absorption depth, diffusion).
Physical processes that fall outside of the Drude framework, such as high-density
effects (e.g. screening or band-filling) are also not included in the analysis [111].
These omissions render results relevant for the cases when the generated photocarrier
density is of the order of ∼ 1017 cm−3 or lower.
For an assumed case of the Gaussian-shaped optical pulse envelope I(t), Equation
3.9 can be solved exactly in terms of the error functions [109]. The reader is referred
to an article by Duvillaret et. al. for more details [113]. In the interest of clarity,
we limit our discussion to a presentation of a numerical modeling of the transient
photocurrent (Eq. 3.9) and resulting radiated field (Eq. 3.3) for a Gaussian-shaped
input pulse I(t) = I0exp(−t2/τ 2p ) (Fig. 3.2). Normalized IPC(t) and the correspond-
ing Erad(t) are first calculated for the case of an infinite response, when τe = τr → 0
(Fig. 3.2(a,b)). The cases of finite response time of the photocurrent are shown in
Fig. 3.2(c,d) for τr = 2τp and Fig. 3.2(e,f) for τr = 4τp, while keeping τe = 0.1τp
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Figure 3.2: Temporal response of a photoconductive switch. (a) and (b) show I(t)
and Erad(t) for the initial pulse (effectively τr = τe = 0); in (c) and (e) photocurrent
IPC(t) (blue) is shown for the cases of τr/τp = 2 and τr/τp = 4 respectively, while
(d) and (f) display the computed radiation field Erad(t) (in (c-f) τe is kept the same
at 0.1τp). Inset in pane (b): Erad from a typical commercially available PC switch
[112].
the same. It is evident that the current is broadened in time by the rise (τe) and
fall (τr) times of the response. The leading edge of the radiated field remains nearly
unchanged (due to fixed τe), while the falling edge is drastically broadened due to the
increase in the carrier recombination lifetime τr. For the given semiconductor, the
important design parameter of the antenna is to shorten the carrier recombination
lifetime τr. Radiation damaged silicon or low-temperature grown GaAs have been
demonstrated with recombination times of around 100 fs [108]. This limits current
performance of a typical PC switch to the frequencies below 10 THz.
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3.2.2 Optical rectification
In general, an electric field E(t) = E0 cos(ωt) induces a polarization P (t) inside of a
dielectric which can be represented in a perturbative regime by Taylor series:
P (t) =
M∑
m=1
χ(m)Em(t), (3.10)
where χ(m) is an electric susceptibility of an integer order m and M represents a
practical upper bound for the expansion. By direct multiplication in the time domain
we have implicitly assumed an instantaneous response, which is a good approximation
when the frequency of the field ω is below material resonances. The term m = 1
represents the usual linear response theory.
In this discussion we are interested in the nonlinearity associated with χ(2). For
the case of a monochromatic input, the second order polarization P (2) becomes [63]:
P (2)(t) = χ(2)E2(t) = χ(2)E0
1 + cos(2ωt)
2
. (3.11)
The nonlinearity leads to a second harmonic generation (SHG, 2ω) of the fundamen-
tal frequency ω as well as a DC electric field E0/2. The second harmonic and the
DC field are the degenerate cases of a sum and a difference frequency generation
respectively. For the assumed case of the monochromatic input beam (Eq. 3.11), the
manifestation of the DC field is a potential difference generated across the dielectric
[114]. In other words, an oscillatory field has been rectified in order to produce a DC
field. The reverse process of optical rectification (OR) has to be physical as well. A
voltage, applied across a material possessing χ(2) response, will lead to a change of
the refractive index of that material. The total polarization (up to the second order)
can be written as
P (t) =
[
χ(1) + χ(2)EDC
]
E0 cos(ωt), (3.12)
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where the bracketed quantity corresponds to an effective linear susceptibility χ
(1)
eff .
The induced change of the refractive index is:
∆n ' 1
2
χ(2)EDC . (3.13)
The Eq. 3.13 is describing linear electro-optic effect or Pockels effect. By measur-
ing the small change of the refractive index, a field-resolved detection of the THz
radiation can be implemented. This detection technique is known as electro-optic
sampling and its implementation is discussed in detail below (Sec. 3.3.2).
The commonly used electro-optic crystal for generation (and detection) of the
optical rectification (THz) is zinc telluride (ZnTe). It is an intrinsic II-VI semicon-
ductor with cubic crystal structure and an energy gap of ∼2.24 eV. It possess large
nonlinear coefficient deff in addition to having favorable phase-matching conditions,
considered below.
In general, phase-matching condition can be obtained by solving for the electro-
magnetic field, radiated by the oscillating polarization. This condition is given by
(Appx. C):
∆k =
ω
c
|nTHz cos(θ)− ng| (3.14)
where ng is a group index at the optical frequencies and nTHz is the refractive index
at the center frequency ω of the THz pulse. Angle θ is defined in Fig. C.1. For
most electro-optic crystals nTHz > ng, due to an additional refractive index contri-
bution from the phonon modes at the THz frequencies (Appx. E). Since the THz
wave propagates slower than the optical pulse, its phase front constitutes a cone,
with an apex following the generating pulse. The angle of this cone is defined by the
∆k = 0 condition in Eq. 3.14. The boundary of the cone corresponds to the leading
edge of the shock-wave – an analogous situation to Cherenkov radiation. Auston was
first to predict [115] and measure [116] Cherenkov radiation at THz frequencies in
a lithium niobate (LiNbO3) – an electro-optic crystal with a large nonlinear coeffi-
cient. Recently, Nelson’s group has demonstrated propagation of the optical pulse in
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phase with the THz shock wave in LiNbO3. This was achieved by means of a prism
geometry and pulse front tilting of the optical beam, resulting in generation of high
field THz pulses [117].
Ideally, one desires ∆k (Eq. 3.14) to be equal to zero for θ ∼ 0. This can be
accomplished in the ZnTe crystal. Efficiency of the phase-matching is described by
a sinc function (sinc(x) = sin(x)/x, see Eq. C.4), so that:
ETHz ∝ L sinc(∆kL/2). (3.15)
where ∆k is given by Eq. 3.14 for θ = 0. For a finite ∆k, the two pulses would go out
of phase after propagating a certain distance (called coherence length), corresponding
to the first zero of the sinc function. After further propagation, some of the THz
wave would convert back into the optical wave (sinc < 0) until the next phase flip is
encountered. It is clear that the crystal length L has to match the coherence length
for the most efficient generation of the THz.
In Figure 3.3a we plot the optical group index ng and the THz index nTHz for
ZnTe, calculated from the following equations [118]:
n2o(λ) = 4.27 +
3.01λ2
λ2 − 0.142 (3.16)
n2THz(νTHz) =
289.27− 6ν2THz
29.16− ν2THz
(3.17)
where λ is in µm, νTHz in THz and ng = n0 − λdn0/dλ. Perfect phase-matching
between the THz wave at ∼ 2.5 THz and the optical excitation at ∼ 775 nm is
evident from the figure. To estimate the bandwidth of the phase-matching, we cal-
culate normalized efficiencies (Eq. 3.15) for several crystals with varying thickness L
(Fig. 3.3)b, all when pumped by 800 nm at the peak gain of the regenerative am-
plifier (Chpt. 2.2.4). The trade-off in the choice of the crystal thickness is obvious:
the desired flat efficiency spectrum of the thin crystal (L = 100µm) is compromised
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Figure 3.3: Phase-matching in ZnTe crystal. (a) Refractive index at THz frequencies
(blue) and optical frequencies (red) in ZnTe [118]; (b) Spectra of phase-matching
efficiency for various thicknesses L of the crystal (Eq. 3.15).
by a factor of 10 reduction in the radiated THz field (Eq. 3.15) in contrast to a
more structured efficiency of the stronger emitter (L = 1000µm). In all of the cases
however, the phase-matching bandwidth is limited to frequencies below 3 THz. This
limitation is due to the onset of the strong dispersion in the nTHz (Fig. 3.3a) for
frequencies higher than 3 THz, which results from the proximity of the TO-phonon
resonance at 5.3 THz.
Typical radiation signals from 〈110〉 ZnTe crystal, when pumped by ∼ 35 fem-
tosecond pulses from the regenerative amplifier (Chpt. 2.2.4), are shown in Fig. 3.4.
Left panel (Fig. 3.4a) depicts radiated THz fields from the ZnTe crystals with
L = 500µm and L = 1000µm. The corresponding magnitude of the field spectra
is shown in Fig. 3.4b. The THz field is detected via the electro-optic sampling in
a 500 µm ZnTe crystal by varying the delay τ (see Sec. 3.3.2 for the description of
the experimental setup). The measured ratio of the THz field strengths at τ = 0
is E1000/E500 = 1.98 ± 0.02, in excellent agreement with the ETHz ∝ L scaling, as
per Equation 3.15. Figure 3.4b shows that the OR spectrum for the case of the
thinner crystal is broader, consistent with the calculation 3.3. The observed spec-
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Figure 3.4: Optical rectification in 〈110〉 ZnTe. (a) Radiated field E(τ) from optical
rectification in two ZnTe emitters of thickness 0.5mm and 1mm, as detected via
electro-optic sampling in 0.5mm ZnTe; (b) Corresponding magnitude of the field
spectra |E(ν)| on a semi-log scale. Calculated phase-matching efficiency in 0.5mm
ZnTe between THz and 800nm pump is shown as the dashed line.
tral drop-off around 2.5 THz is due to the phase-matching bandwidth limitation of
the detection emitter/detector system, consistent with the phase-matching calcula-
tion for 500 µm thick crystal (dotted gray line). Common spectral dips to both
traces (e.g. ∼ 1.75THz) are due to the atmospheric water vapor absorption lines
[119] (Fig. 3.6). This absorption is also visible in the time domain, corresponding to
long-lived oscillations following the trailing edge of the THz pulse (Fig. 3.3a).
Another interesting aspect of the THz waveform is its shape. There is a qual-
itative difference in the waveforms, emitted by OR (Fig. 3.4a) and PC antenna
(Fig. 3.2b(inset)). The radiation from antenna is predicted to have a characteristic
“s”-shape in the time domain, a consequence of EPCrad (t) ∝ dI(t)/dt (Eq. 3.3). In the
case of OR, the waveform of the THz exhibits “w”-shape, consistent with a second
time-derivative of the pulse envelope : EORrad (t) ∝ d2I(t)/dt2 (Eq. 3.11 with Eq. D.20).
A physical origin of this difference lies in the nature of the excitation itself. The case
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of the PC antenna is described by the response of the photocarriers to an externally
applied field (DC bias), resulting in the establishment of a new quasi-equilibrium
for the carriers. The rise time of the photocurrent transient to approach the new
equilibrium is an integral in the time domain (convolution), effectively removing time
derivative in the radiated field. In using Taylor series expansion for the nonlinear
polarization we have implicitly assumed bound nonlinearity, meaning that no dis-
placement of the carriers following the excitation takes place (Eq. 3.10). In short,
displacive excitation mechanism is responsible for the “s”-shape, while “w”-shape is
a characteristic of an impulsive response. As will become evident from Chpt. 4, most
cases of radiation from collective modes in a solid result from displacive excitation,
as due to a longitudinal nature of these modes.
It should also be pointed out that THz generation via optical rectification has
been also accomplished in a number of other electro-optic crystals, including GaP
[120], GaAs [121, 122], GaSe [123], InP [121, 120], CdTe [121]. Organic crystal DAST
has also been shown as an efficient broadband THz emitter due to its particularly
large nonlinear coefficient [124]. Current state-of-the art ultrabroadband generation
and coherent detection of single-cycle pulses utilizing electro-optic effect spans a
range of (0 - 150) THz [125, 10], with peak field strengths exceeding 100 MV/cm
[126].
THz generation has also been observed from surface nonlinearities [127]. Collec-
tive modes in solids, such as plasmons [128] and phonons [129] can also emit THz
(for e.g. Fig. 3.6) and are the subject of the remaining chapters (Chpts. 4,5).
3.3 Methods of THz detection
There are two classes of THz detection methods, broadly classified into incoherent
and coherent detection schemes.
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• Incoherent detection method utilizes a slow detector (e.g. bolometer) for detec-
tion of the time-averaged intensity of the THz source, the so called square-law
detector. Typical time response ranges from 10−6 − 10−3 seconds, depending
on the type of detection. Square-law detection relies on registering of the in-
terference of signal produced from the two replicas of the unknown radiation
source, and hence allows determination of the linear spectral content of the
source (Sec. 3.3.1).
• Coherent detection implies detection of the electric field of the THz pulse
and utilizes either fast electronic transport in semiconductors (PC antenna)
or Pockels effect (Sec. 3.3.2). Ultrafast detection is possible by sampling the
detected signal with a femtosecond probe pulse, in which case the time resolu-
tion is limited by the duration of the probe pulse.
3.3.1 Incoherent detection of THz: bolometer
Historically, detection of THz radiation was possible with the invention of the bolome-
ter. Bolometers cooled to liquid helium-4 (4He) temperatures (4.2 - 2.17 K) still find
applications in detecting THz in both optical labs and astronomical observatories
[130]. In this section we discuss the use of bolometer to detect THz radiation.
Bolometer is a thermal detector, and hence the detector response time τd 
1/νTHz. Therefore, one can use the bolometer for detection of time average power
of the emitted THz. It is possible to determine spectral content of the high fre-
quency source (THz) by autocorrelating it on a slow detector using a Michelson
interferometer. Time domain trace is generated by using a stepper-motor driven
translation stage in the moving arm of a Michelson interferometer. Fourier trans-
form of the time-domain linear interferogram reveals spectrum of the source, subject
to the spectral detection bandwidth of the detector. Ideal thermal detector acts as a
blackbody, however practical limitations of the spectral bandwidth are imposed by
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Figure 3.5: Detection of THz radiation using bolometer. (a) top: schematic of
the bolometer with nitrogen and helium reservoirs; bottom: characteristic linear
autocorrelation of THz emission from plasmon mode in InSb at 77 K (Chpt. 4);
Transmission spectra of white polyethylene window (T= 300K, b) and Winston cone
filter (T = 4.2 K, c), consisting of a wedged sapphire with ZnO layer on one side and
thin diamond scatter layer on the other; (d) Spectra of the emission from surface
plasmon modes of InAs nanowires (Chpt. 4) as detected with EOS and bolometer.
Note the 3 THz cut-off for the case of EOS (ZnTe, L = 500 µm), due to the velocity
mismatch of THz and NIR above 3 THz.
the necessity of the windows, described below. The bolometer used in this work is
based on measurement of the temperature-dependent thermal resistance in silicon.
In the particular implementation (Infrared Laboratories), silicon is thermally bonded
to blackened diamond absorber and mounted at the apex of an off-axis gold-coated
paraboloid (Winston cone) for efficient collection of the incoming radiation [131].
Bolometer is designed to be filled with liquid helium (4He ) at 4.2 K † to ensure
low thermal noise in the detector. Liquid helium reservoir in thermal contact with
†all temperatures of liquids are specified at standard atmospheric pressure.
Chapter 3. Experiment II: THz 46
an outer reservoir filled with liquid nitrogen (N2) at 77 K (Fig. 3.5a). Outer wall
of the bolometer is thermally isolated from the environment by means of a vacuum
jacket. Liquid nitrogen vessel is used to reduce conductive and radiative loads on
the helium reservoir, important due to low latent heat of vaporization of the latter.
Detector assembly (silicon + Winston cone) are at the bottom plate of the liquid
helium reservoir, where a window in a wall of the bolometer provides optical access to
the detector. There are two windows that affect spectral performance of the bolome-
ter. First window (Fig. 3.5b) ensures vacuum seal between the detection bay of the
bolometer and the ambient, in addition to blocking VIS-IR band of the incoming
radiation. Second filter (Fig. 3.5c) further suppresses the VIS-IR background and
diffuses the incoming radiation to suppress modal interference of the Winston cone
waveguide. Combined average transmission of both windows is 0.3-0.5 and features
nearly flat response in the range of 1 - 12 THz. In Figure 3.5d we have compared
coherent (EOS) and incoherent (bolometer) detection for frequencies bounded to <
3 THz (LZnTe = 500 µm) by the velocity matching conditions in the ZnTe detection
crystal and found very good agreement between the two measurement techniques.
Characteristic autocorrelation from THz radiation emitted by low-frequency, low-
temperature plasmon mode (Chpt. 4), excited in indium antimonide (InSb) is shown
in Fig. 3.5. As an example of broadband response of the bolometer, Fig. 3.6 shows
emission from plasmon and phonon modes in indium arsenide (InAs). In passing we
note that the analysis of the low-frequency part of the InAs emitted spectrum reveals
spectral dips, attributed to the water (vapor) absorption lines in the atmosphere
[119, 132]. Purging of the THz beam line with dry nitrogen has been verified to
dramatically reduce this effect.
An obvious advantage of the bolometric detection is a nearly flat spectral re-
sponse. This fact is particularly useful for frequencies above 3 THz [133], where
real and imaginary parts of linear and nonlinear response make interpretation of
coherently detected signals very problematic [134, 135]. Disadvantages of using a
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Figure 3.6: Spectrum S(ν) of THz emission from bulk InAs semiconductor (red),
superimposed with water vapor absorption spectrum (black) (Fig3b of Ref.[119]).
Gray vertical bars highlight regions where decrease in InAs emission is in correspon-
dence with the water absorption lines. Inset: THz spectrum of InAs on a semi-log
scale with the frequency axis extending to 10 THz. Emission from plasmon (∼ 2
THz) and LO phonon (7.3 THz) modes is resolved (Chpt. 4).
bolometer for THz detection include the fact of incoherent detection, microphonic
noise due to the boiling liquids and recently publicized world-wide shortage of natural
helium gas.
3.3.2 Coherent detection: EOS
By the virtue of reciprocity, any radiation mechanism can be used for detection.
This was first demonstrated by Hertz who used two identical dipoles to emit and
detect electromagnetic radiation. Methods of THz generation, discussed in Sec. 3.2
are all applicable for THz detection. For instance, in a case of detection with a
photoconductive emitter, the role of a bias field is replaced with the THz transient
(Fig. 3.1). An optical gating pulse generates photocarriers in the gap region of the
antenna and carriers respond under the presence of the bias THz field. Generated
current is directly proportional to field of the THz pulse and hence making possible
to coherently detect the latter.
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Figure 3.7: Diagram of electro-optic sampling (EOS) method; (a) ZnTe crystal,
optical, and THz polarizations for the case of maximum THz-induced birefringence;
(b) Schematic of how the polarization state of the probe pulse evolves through the
optics train of the EOS setup, without and in the presence of a THz wave.
As was already mentioned in the previous section, electro-optic sampling (EOS)
relies on the Pockels effect. When a DC electric field is applied to a material possess-
ing χ(2) response, it induces an index of refraction change. In the case of THz pulse,
the induced birefringence is sampled by analyzing the polarization state of a probe
pulse. Since its first demonstration [136, 116, 137], EOS is one of the most common
coherent methods of THz detection and is typically performed using a ZnTe.
Consider an optical pulse of intensity I(t) propagating through a very thin†
zincblende crystal at an angle (θ,φ) with respect to the optic axis of the crystal.
THz intensity can be expressed:
ITHz(θ, φ) ∝ d214I2opt sin2(θ)
[
4 cos2(θ) + sin2(θ) sin2(2φ)
]
(3.18)
where r41 is the only non-vanishing χ
(2) tensor-element in ZnTe. As can be shown,
ITHz is maximized at (±pi/4,±pi/4) directions, or when the optical wave is incident
onto a 〈110〉 oriented crystal at normal incidence, making an angle pi/4 with respect
to the [001] axis (Fig. 3.7a). In such case, THz is polarized in the opposite direction to
†effects of phase-matching in a thick crystal have already been discussed in the previous
section.
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the optical field, namely along the [11¯1¯] axis. Detection of the ETHz is accomplished
by analyzing the polarization state of the optical pulse after passing through the
ZnTe crystal (Fig. 3.7b). A combination of quarter-wave plate and a polarizing
beamsplitter (Wollaston prism) used to detect changes in birefringence of ZnTe,
induced by the THz pulse. After propagation through a crystal of length L, phase-
retardation difference between orthogonally polarized components of the optical pulse
is:
∆φ =
ωL
c
n3or41ETHz. (3.19)
where no is the refractive index at the probe frequency. The intensity difference after
the Wollaston prism becomes:
∆I ≈ I0∆φ = I0ωL
c
n3or41ETHz. (3.20)
The electric field of the THz can be measured coherently upon detection of the
intensity difference by a balanced detector fed into a lock-in amplifier.
3.4 THz-TDS experimental setup
Below we present details of our spectroscopic setup. It is highly versatile in terms of
pump and probe options. The remaining description will concentrate on the details
of the arrangement relevant for this work.
A home-built broadband Ti:sapphire oscillator (Chpt. 2.2.3) seeds a Ti:sapphire
1 kHz regenerative amplifier capable of producing 35 fs 3.5 mJ pulses centered at
805 nm (Chpt. 2.2.4). Optional OPA is used to downconvert the fundamental pulses
into the MIR frequency band with 15% conversion efficiency (Chpt. 2.2.5). Amplified
pulses of various frequencies are optionally split 50/50 and subsequently 75/25 by
means of thin broadband optics (CVI)†. An optional spitting permits generation of
†unless noted otherwise, all the reflective optics are silver coated
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Figure 3.8: Schematic of the THz time-domain spectroscopy setup
3 unequal energy pulses (Fig. 3.8), which can used for the pump-probe experiments.
After the second unequal beamsplitter two more pulse replicas are generated. The
stronger pulse is used to interogate the sample (as described below), while the weak
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is used as a gating pulse for electro-optic sampling of the emitted THz fields (EOS,
Sec. 3.3.2). The interogation pulse is focused onto the sample of interest by spherical
metallic mirrors (various focal lengths used). Samples under study are optionally
placed in the cryostat. A combination of movable focusing mirror and cryostat
position enables the setup to function either in sample reflection or transmission
modes. In both cases, generated THz radiation is imaged onto the detection crystal
by a pair of alluminum-coated off-axis parabolic mirrors (OAPM), consituting a 1-1
telescope. The large numeric aperture OAPMs are used to efficiently collect diverging
THz radiation and to avoid chromatic abberations, otherwise present in the refracting
telescopes. After THz generation in the sample, residual NIR/MIR beam is blocked
by means of a silicon/teflon filter.
Weak NIR probe beam and THz are recollimated by means of a 20/80 pellicle
beamsplitter. Focused THz spot and collimated NIR are incident onto a detection
crystal of 〈110〉 ZnTe of various thicknesses. After ZnTe, polarization state of the
probe is interrogated as previously discussed (Sec. 3.3.2). Silicon based balanced
detector (New Focus) is used in combination with a lock-in amplifier to detect electric
signals proportional to the THz electric field. Two LabView controlled delay stages
(one optional for the pump beam) are used to ensure time overlap and provide
delay scan between relevant pulses. Delay stage calibrations are routinely checked
by interference fringes from the NIR pulses. In the optional case of the OPA pulses,
separate 90/10 pellicle beam splitter (before the parametric amplifier) is used to
generate the gate pulse for the EOS (Fig. 2.5).
Bandwidth of the THz-TDS setup is determined by the detection crystal (Sec. 3.3.2)
and probe pulse duration. To test the limits of our system we use 1mm GaSe emitter
crystal in transmission geometry with the 0.5 mm ZnTe detector crystal. Gallium
selenide is chosen as an emitter due to its Restrahlen band lying at higher frequen-
cies than in ZnTe. Figure 3.9 shows the emitted THz transient as detected using
(typical) settings of 400 Hz chop frequency, 100ms/point lock-in integration time,
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Figure 3.9: (a) Electric field emitted by 1 mm GaSe (θ = 24deg) and detected with
0.5 mm 〈110〉 ZnTe; (b) Magnitude of the field spectrum reveals signal up to 7 THz,
as verified by resolution of the absorption lines at TO phonon frequencies of the
emitter (6.5 THz) and the detector (5.3 THz) crystals.
24 dB/oct bandpass filter and transimpedance gain of 105 on the balanced detector.
The bandwidth test reveals that while most of the detected bandwidth is limited by
the velocity-matching conditions in ZnTe (Sec. 3.2.2), there is still above-noise signal
that extends to 7 THz, limited by the onset of the Restrahlen band of the emitter
crystal. This test also verifies that gate pulse duration is currently not the limitation
of the temporal response of the system.
While the standard experimental arrangement is described above, we want to
emphasize the generality of this spectroscopic system. In fact any arrangement with
NIR/MIR/THz pump and NIR/MIR/THz probe is currently possible.
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Chapter 4
Plasmon spectroscopy: local
response
4.1 Introduction
In principle the dielectric function depends on both space and time, i.e. (k, ω).
In this chapter we are concerned with the long-wavelength limit of the dielectric
function, namely (k → 0, ω). This is the local response of the medium and we focus
on this regime for the remainder of this chapter.
Longitudinal modes do not emit radiation. We review conditions under which
radiation is possible and discuss some of the consequences in coupling of that radi-
ation to light line. Experimental results are provided in support of the explanation
of the diffraction-based low-pass filtering.
We continue with the investigations of the temperature dependence of the long-
wavelength plasmon in InSb semiconductor. The observed behavior can only be
quantitatively explained by invoking non-parabolicity of the conduction band. Futher-
more, we extract electronic mobility and show 20-30% agreement with the DC mea-
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surements. These demonstrations position ultrafast THz spectroscopy as an ideal
non-contact method to study transport on the nanoscale.
We conclude this chapter with the experimental demonstration of all-optical plas-
mon frequency control on an ultrafast time scale. Pre-injecting the photocarriers
with a pump pulse, we probe the distribution to reveal nearly 20% induced plasmon
frequency upshifts. Results are in good agreement with quantitative estimations.
4.2 Plasmons in narrow-gap semiconductors
Ultrafast terahertz spectroscopy provides an excellent low-energy probe of the collec-
tive excitations in a solid [108, 109]. Some of the most recent hallmark experiments
include time-resolved studies of a role of phonons in formation of Cooper pairs in
high-Tc superconductivity [138, 139], magnon excitations via ultrafast magnetic field
transients [140], polaronic nonlinear response [12], just to name a few. In this dis-
sertation we are mainly concerned with the ultrafast terahertz spectroscopy of the
plasmon modes.
Semiconductor plasmas have been the subject of study for a long time [141], but
only recently have they been examined with the techniques of ultrafast spectroscopy
[142]. Coherent oscillations of plasmon mode were first observed in pump-probe
experiments with a biased GaAs p-i-n structures by Sha et. al. [143]. Electron-hole
pairs are optically injected with 100 fs Ti:sapphire laser pulses and their subsequent
oscillation observed in differential transmission. Cho et. al. monitored small changes
in the reflectivity of 50 fs probe pulses from the surface of n-GaAs samples [144].
They found complicated oscillatory behavior involving cold plasmons doped into the
semiconductor, hot plasma due to electron-hole pairs of the pump pulse, as well as
coherent phonons. The emission of electromagnetic radiation by coherent plasmons in
GaAs structures was reported by Kersting et. al. [128, 145]. The plasma frequency is
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controlled by optical carrier injection or with donor-doping. A significant advantage
of THz emission spectroscopy compared to pump-probe experiments is that radiation
of cold, bulk plasmons is readily detected. Photocarriers from the ultrashort pump
pulses are evidently too hot and/or inhomogeneous to contribute significantly to
collective, macroscopic dipole emission.
The narrow-gap semiconductors such as InSb and InAs are attractive crystals for
studying coherent plasmons because they possess high mobility leading to long-lived
plasmon modes. They can be grown relatively very pure, which allows the intrinsic
carrier concentration to be adjusted by many orders of magnitude, for instance by
changing the sample temperature. In this way, the center frequency of the radiation
can be temperature-tuned. We also perform experiments to blue-shift the plasma
frequency by optically injecting carriers.
4.2.1 Starting mechanisms
The essential mechanism for starting coherent oscillations in narrow-gap semicon-
ductors is the photo-Dember effect [146, 147]. Partial screening of the surface field
by ultrafast photocarrier injection is known to initiate coherent plasmon oscillations
in wider gap semiconductors such as GaAs [145], where these fields are ∼ 10 kV/cm.
Surface field screening is expected to be negligible in the semiconductors n-InAs and
n-InSb because the accumulation and depletion fields, respectively, are much weaker
compared to GaAs [147, 148, 149]. The surface field screening and photo-Dember
current are examples of displacive excitation† (see also Chpt. 3.2). It was recently
shown that impulsive stimulated Raman scattering can launch both coherent plas-
mons and phonons in InSb, but requires pumping near the electronic resonance at
1.85 eV [150].
†excitation that is accompanied by the displaced equilibrium state of the electron en-
semble
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The photo-Dember mechanism works as follows: the near-infrared pump pulse
(photon center energy: 1.5 eV) excites photocarriers far above the semiconductor
bandgap (Eg = 0.228 eV for InSb at 77 K). The absorption depth of pump light in
InSb is ∼ 100 nm [151]. Ultrafast, ambipolar diffusion of electrons and holes leads to
charge separation, with the resulting electric field pointing from the photo-generated
holes to more rapidly moving electrons further beneath the surface. Cold electrons
in the bulk move in response to this perturbing charge gradient. If the bandwidth of
the electric field transient extends to cover the plasmon frequency, the cold electrons
commence plasma oscillations between cold electrons and stationary ions.
4.3 Spectral characteristics
Consider an electron gas, subject to applied longitudinal field E . As a result, the gas
is displaced from equilibrium as a whole by a distance x. The resulting collective
motion of an electron ensemble (plasmon) can be represented by a simple harmonic
oscillator [152]:
d2x(t)
dt2
+ γ
dx(t)
dt
+ ω2px(t) =
eE(t)
m
(4.1)
where γ is the mobility of electrons (i. e. inverse momentum relaxation time, largely
due to LO phonon scattering), E(t) is the driving field (photo-Dember), m∗ is the
effective mass of the electrons. The electrons undergo an oscillation at frequency:
ω =
√
ω2p −
γ2
4
, (4.2)
where ωp is:
ωp =
√
Ne2
∞m∗
(4.3)
with N - carrier density and ∞ arises from the contributions of the valence electrons
[153].
Chapter 4. Bulk plasmons 57
After performing Fourier transform on Eq. 4.1 and multiplying by eN (P = Nex)
we can solve for electronic polarization P(ω):
P(ω) =
ω2pE(ω)
ω2p − ω2 + iγω
. (4.4)
Electromagnetic radiation is Erad(ω) ∝ iωJ(ω) = −ω2P(ω) (Eq. D.14) and hence
the spectral power density of the emitted radiation Srad(ω) ∝ |Erad(ω)|2 is:
Srad(ω) ∝ ω4
ω4pS(ω)
(ω2p − ω2)2 + γ2ω2
(4.5)
where S = |E|2. For small γ, radiation spectrum Srad(ω) is shaped by the plasmon
pole at ωp. This means that even though the excitation mechanism emits broadband
radiation S(ω), the system will emit into the narrow mode defined by the plasmon
frequency†, amplitude of the emission ∝ S(ωp) (Eq. 4.5) [5]. When we analyze the
emitted spectrum from plasmon systems, we can attribute the lineshape as due to
the plasmon only, provided it overlaps with the excitation bandwidth S(ωp). This
fact becomes important when we use the lineshape to extract carrier density and
electronic mobilities. Note that if excitation spectrum S(ω) overlaps with the plas-
mon mode, then only for the cases of γ  ω or ωp ∼ 0 one can expect to see emitted
spectrum directly from the S(ω) contribution.
4.4 Radiation from a semi-infinite medium
An arbitrary-wavelength plasmon is a longitudinal mode of the system (Appx. E).
Fundamentally speaking, an infinitely extended longitudinal mode can not emit elec-
tromagnetic radiation. In cases when excitation volume is much smaller than the
emitted wavelength, radiation is allowed by the virtue of a Hertzian dipole approx-
imation (Eq. D.19). In this case, the wavevector k of the radiation acquires high
degree of directional bandwidth (uncertainty principle), which leads to possibility of
†or other poles of the response, for instance a phonon mode
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coupling to light line. In the local response approximation (q → 0), the bulk plasmon
mode is dispersion-less and hence has a definite intersection with the lightline. The
coupling to lightline is ensured by the Hertzian nature of the radiator.
These arguments are valid in the limit of point source excitations. For extended
sources, the coupling can be examined from the standpoint of the radiation integral
(Eq. D.14). It relates the far-field radiation to the spatial Fourier transform over the
current distribution, namely:
E(r, ω) = − iω
4pi0c2
eikr
r
kˆ× kˆ×
∫
e−ik·rsJ(rs, ω)d3rs. (4.6)
By inserting the Fourier representation for the J(rs, ω) = −iωP(rs, ω), where q is
the wavevector of the source:
J(rs, ω) = −iω 1
(2pi)3/2
∫
eiq·rsP(q, ω)d3q (4.7)
into Eq. 4.6 we obtain:
E(r, ω) = − ω
2
4pi(2pi)3/20c2
eikr
r
kˆ×kˆ×
∫
d3qE(q, ω)
(
1− 1
(q, ω)
)∫
d3rse
−i(k−q)·rs
(4.8)
where we used consequential relationship between P and E from Eq. 4.4.
We first perform integral over the spatial extent of the source, therefore some
specifications of the excitation geometry are required. Without loss of generality
consider a planar interface in x-y plane of index n (such that k→ nk). In this work,
all the plasmon excitations are nearly cylindrically symmetric, which naturally leads
us to the choice of cylindrical coordinates:∫
d3rse
−i(nk−q)·rs =
∫ L
0
dze−iQzz
∫ 2pi
0
∫ D/2
0
ρdρdφe−iQρρ cosφ (4.9)
where Qz = (nk cos θ− qz) and Qρ = (nk sin θ− qρ). This gives solution of the form:
∫
d3rse
−i(nk−q)·rs = piLDeiQzL/2sinc
(
QzL
2
)
A
(
QρD
2
)
, (4.10)
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where
A
(
QρD
2
)
=
J1
(
QρD
2
)
QρD
2
(4.11)
is an Airy disk function with J1 being the Bessel function of the first kind. The
radiated field from the dielectric response to an excitation E(q, ω) in the cylindrical
volume with diameter D and length L is:
E(r, ω) = ω
k2
4(2pi)3/20
eikr
r
LDkˆ×kˆ×
∫
d3qE(q, ω) (1− −1(q, ω))×
×eiQzL/2sinc
(
QzL
2
)
A
(
QρD
2
)
(4.12)
For the cases of interest here, plasmon modes propagate perpendicular to the in-
terface, due to the nature of the longitudinal excitation mechanism. Therefore, the
plasmon wavevector q = qzzˆ+qρρˆ→ qzˆ, in that we assume no transverse component
(E = E zˆ). With this, Equation 4.12 becomes:
E(r, ω) = θˆ
k2LD
4(2pi)3/20
sin θ
eikr
r
A
(
nk sin θD
2
)
×
×
∫
dqE(q, ω) (1− −1(q, ω)) eiQzL/2sinc(QzL
2
)
. (4.13)
where kˆ×kˆ×zˆ = sin θθˆ was used (see Eq. D.22) and Qz = (nk cos θ − qz).
First we analyze the term A(x sin θ) which results from the diffraction from cir-
cular aperture of radius R, with x = n2piD/λ. We require our excitation to be much
smaller than the radiated wavelength (x  1), in which case limx→0A(x sin θ) = 1
for all angles θ. In this limit, the angular properties of the radiation are dictated
not by the diffraction but by the Hertzian dipole term, namely sin θ (Eq. 3.1). For
cases when D becomes comparable to λ/n, sin θ has to reduce accordingly in order
to keep the argument of Airy disk function small (ensuring constructive contribution
to the total radiation). This situation is depicted in Figure 4.1, where the radiated
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pattern is plotted in a polar plot. For instance, in the case of x = pi (black), con-
structive interference is only observed for small angles, leading to total cancellation
of the radiation for θ = pi/2. Reduction of the angle θ implies that the k-vector of
the radiated energy points parallel to the dipole axis, implying reduced out-coupling
of the radiation (Fig. 4.1). These arguments also can be made about the spectral
response. For a fixed spot size D, radiated spectrum contains wavelengths that sat-
isfy λ  nD. The excitation spot size exhibits a high-pass wavelength filter for the
emission spectrum. Contribution from wavelengths smaller than the excitation spot
size is effectively averaged out. This is in direct analogy with the phase-matching
arguments presented in the previous chapter. This wavelength filtering is diffraction.
In general, qz is not zero. The finite nature of qz is considered in the next chapter
where we are concerned with the non-local response. In the case of local response,
q → 0, the phase-matching condition for the sinc becomes:
2n cos(θ)L
λ
= 0. (4.14)
This can either be accomplished with θ → pi/2 or L/λ  1. The former will lead
to bound modes and it is not surprising, since the spatially-extended longitudinal
modes do not radiate. Thus, we see again that the Hertzian condition (L λ) has
to be satisfied to couple to light cone.
These “phase-matching” conditions put constraints onto the excitation volume.
For instance, in photo-Dember excitation, z direction is ensured to be much smaller
than wavelength by narrow absorption depth (100 nm) and fast ambipolar diffusion.
In the transverse dimension, laser spot excitation has to be matched for the given
detection bandwidth of interest. To give an example, we consider plasmon radiation
from InAs centered at 1 THz, with the corresponding internal wavelength of 80µm.
This length scale poses no problems for the the z-axis: absorption and diffusion
length scales are < 1µm, but the in-plane (x-y) focusing must be near or below
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Figure 4.1: Polar plot showing the effect of the spot-size-to-wavelength ratio
(x) on the radiation pattern and out-coupling efficiency. Plotted equation is
sin2 θ [2A(x sin θ)]2, for cases pinD
λ
= x = [0, pi/10, pi/3, pi/2, pi/3, 3pi/4, pi]. Dipole
is depicted inside of the semiconductor material with indicated escape cone. Modes
that overlap with the escape cone are considered radiating, while the bound modes
are trapped via total internal reflection [154]. Reduced overlap of the radiation pat-
tern with the cone for increasing x is observed; the largest overlap corresponds to
the Hertzian dipole sin2 θ case. For a beam size much larger than the wavelength.
the 80µm scale. To resolve the phonon modes, ∼ 8 times smaller excitation spot is
required.
To summarize, for the case of the localized excitation (in three dimensions) the
radiator behaves as a Hertzian dipole. Once the excitation volume approaches the size
of the wavelength, however, decrease in efficiency and spectral cut-offs are expected.
In essence, we have started with the spatial distribution and reduced it to point-
source dipole. The expressions will prove useful however when dealing with cases of
non-local response, where q 6= 0 in the next chapters.
Even for small excitation volumes, problem of radiation outcoupling is severe in
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high index semiconductors. Coupling to light line is only possible within a narrow
cone defined by θc = arcsin(1/n), - the condition of total internal reflection, and
sketched as the triangle in (Fig. 4.1). For example, for InAs with n = 3.7 at 1
THz [155], the resultant θc = 15.6
◦ implies that less than 0.5% of the total radiated
Hertzian dipole power is coupled into free space. For incidence angles θ greater
than the apex angle of the escape cone, radiation results in bound modes [154, 148].
We note for completeness that the refractive index is a complex quantity and can
be highly dispersive in the vicinity of the plasmon and optical phonon frequencies.
Plasma oscillations are strongly damped in InAs, however, so the complex index is
relatively constant at and above 1 THz.
The radiation trapping problem is well understood (see for e. g. [154] and discus-
sion in Chpt. 4). Several schemes have been developed for improving the extraction
efficiency. The direction of charge carrier motion has been altered by the Lorentz
force where a large DC magnetic field (∼ 1 Tesla) which rotates the dipole to prefer-
entially orient one lobe of the radiation pattern in the escape cone [148, 156]. Another
approach is to implement structured surfaces such as low absorption, index-matched
prism stripes[157] or metal edges [158]. As will be shown in Chpt. 5, free standing
nanowires possess natural geometric advantage for radiation outcoupling. In the case
when waveguide is much smaller than the wavelength, all modes can radiate. This in
effect is equivalent to stating that the effective index of the waveguide is near unity.
4.5 Experiments: InSb
We measure the frequency and coherence length of far-infrared radiation emitted by
slab plasmon oscillations by use of an interferometric arrangement. Excitation is a
p-polarized, 60-fs Ti:sapphire laser oscillator (center wavelength: ∼ 820 nm). Two
pulses are temporally delayed and spatially separated in a Michelson interferometer
(Fig. 4.2). The two near-infrared beams irradiate slightly separated spots on the
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Figure 4.2: Experimental arrangement for incoherent THz detection.
semiconductor at an incidence angle of approximately 45o. The generated THz beams
propagate along the direction of specular reflection where they are collected and
collimated by an off-axis parabolic mirror. Reflected pump light is absorbed with
a thin Teflon filter placed in the collimated path; this filter transmits in the far-
infrared. A second mirror focuses the THz radiation onto a silicon bolometer detector
cooled with liquid helium. Linear autocorrelation traces are generated by scanning
one arm of the interferometer. A mechanical chopper modulates the pump beams
at 100Hz to permit lock-in detection of the bolometer signal. We limit the pump
beam irradiance to prevent generation of THz radiation due to nonlinear difference
frequency mixing in the broad spectrum of the ultrashort pulse. The THz beam
path can be purged with dry nitrogen gas to mitigate water vapor absorption. Low
temperature experiments are performed by placing the sample on the cold finger
of an optical cryostat. The MgF2 output window of the cryostat limits the high
frequency response to below 3 THz.
This arrangement approximates THz Michelson interferometer, relying on the
assumption of spatial homogeneity of the sample properties. This arrangement is
beneficial in that it avoids losses introduced by a THz beamsplitter or the difficulty
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of individually aligning weak, far-infrared beams [159]. In addition, pump beam
spatial overlap on the sample surface and effects of a temporally-advanced third
pump pulse can be studied.
It is important to point out that THz interferometry prevents us from measuring
the phase of the electric field relative to the excitation laser pulse, i.e. these mea-
surements are not phase-resolved. This is in contrast to electro-optic sampling, and
the benefits of either detection scheme have been reviewed in Chpt. 3. The main
advantage of our approach is its nearly uniform, broadband response.
4.5.1 Plasma control: temperature
To study the temperature dependence of the plasmon mode in a (111) InSb bulk
semiconductor with the trace donor concentration of ND = 3 × 1014 cm−3. We
place the sample onto a coldfinger of a top-fill liquid nitrogen cryostat. Figure 4.3
depicts the results of the experiment of varying the sample temperature. In panel (a)
autocorrelations of the radiation emitted by the sample are shown as a function of
temperature. Traces are plotted on the same relative scale and displaced vertically
for clarity. The temperature-dependent plasmon frequency is obtained from a Fourier
analysis of the interference signals and plotted in Fig. 4.3b (filled circles). Next, we
model the temperature dependence in order to understand this behavior.
With increasing temperature, three features can be observed: 1) the amplitude of
the oscillations decreases, 2) the damping increases, and 3) the frequency blue-shifts
[160]. The temperature-dependent plasma frequency is explained by the changing
electron concentration in the semiconductor. The intrinsic concentration of InSb
follows the empirical formula [162]:
Ni = 5.7× 1014T 3/2e−0.125/kBT (4.15)
where T is in Kelvin and density is in units of cm−3. There is no donor freeze-
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Figure 4.3: Temperature dependent InSb plasma frequency: (a) Autocorrelation
traces of InSb plasmon emission as a function, parametrized by temperature; (b)
Experimentally obtained plasma frequency versus temperature (solid circles) versus
the predicted behavior with (solid line) and without (dashed line) taking into ac-
count conduction band non-parabolicity; (inset) Temperature-dependent InSb mobil-
ity is determined from plasmon emission with constant (blue) and density-dependent
(red) effective mass and compared to published Hall mobility (black line, Mathur
et. al. Fig.1 [161]).
out in narrow-gap InSb, so the donor concentration does not change with T . The
conduction electron density N is determined from the condition of charge neutrality:
N2 −NND −N2i = 0. (4.16)
With ND and Ni (Eq. 4.15) we can compute N . To determine the plasmon frequency
we have to know m∗. We assume that the positive donor ions are stationary, which
means that only curvature of the conduction band contributes to the mass. With
m∗ = 0.013me, and ∞ = 15.640, the result of the calculation is shown in Fig. 4.3b
as dashed line. The fit is not particularly good for temperatures higher than 160 K.
Around these temperatures this sample exhibits transition from extrinsic to intrinsic
regime. It is known that in narrow gap semiconductors, such as InSb, the electron
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effective mass depends on both temperature and density [163]. Using this dependence
(Eq. 12 of Ref. [163]) we plot the modified temperature dispersion of the plasmon
as a solid line in Fig. 4.3b. Good agreement is found, emphasizing the importance
of non-parabolicity correction. We point out the contribution of the photocarriers
generated by the ultrashort pump pulse is not included in this calculation.
In addition to center frequency, we also analyze the damping rate, as given by
the plasmon linewidth ∆νFWHM . Electronic mobility can be determined by:
µ =
e
m∗∆νFWHM
. (4.17)
We compute the mobility from Eq. 4.17 using both density-dependent [163] and con-
stant effective mass (respectively red and blue curves in Fig. 4.3b(inset)). These
results are compared with the measured Hall mobility of a relatively pure InSb [161].
The temperature trend is in good agreement with the DC measurement. Ultrafast
mobility is 20-30% lower throughout the studied temperature range. We attribute
this reduction to additional scattering processes which result from ultrafast dynam-
ics, for instance the prominent electron scattering with hot holes [5, 144, 164, 165].
Therefore, the mobility, as determined from the THz emission, sets the low-bound
estimate of the DC response.
To summarize, we applied techniques of ultrafast THz spectroscopy to study long-
wavelength plasmon mode in InSb semiconductor. We measured and analyzed the
plasma frequency shift, underscoring the importance of the non-parabolicity correc-
tions. We have determined a lower bound of the electronic mobility in a contact-less
method. As demonstrated, the data is in good agreement with the published results.
While ultrafast scattering processes lower the electronic mobility, we argue that THz
spectroscopy proves invaluable in characterization of micro- and nano- structures,
as Hall-type measurements are complicated by unavoidable Shottky barriers, where
the accompanying depletion region can be comparable to the nanostructure itself.
Finally we note that the ultrafast nature of the THz probe results in direct charac-
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terization of the plasma linewidth. CW THz spectroscopy is also possible, but more
inferences have to be made during the analysis [9].
4.5.2 Plasma control: photo-doping
Next, we investigate the possibility of injecting the electron-hole pairs on an ultra-
fast time scale, preceding the probe pulses. We are motivated by the possibility of
controlling the plasma response on an ultrafast timescale.
In these experiments we utilized 60fs oscillator with bolometric detection. To ac-
complish pump-probe arrangement, we split oscillator beam into 3, where strongest
is used for the pump and two weaker ones serve as a probe in the Michelson in-
terferometer (Chapter 3). We control mutual temporal delays between these pulses
via two independent delay stages. The experiment is arranged such that the near-
infrared pump pulse precedes the probe pulses by 50 ps. At this temporal separation,
photocarriers from the pump have time to diffuse into the bulk, partially cool (but
not recombine), and thus contribute to the cold carrier density. Results of plasmon
frequency dependence on the pump intensity are shown in Figure 4.4. A blue-shift
of the plasmon, accompanied by increased dephasing is clearly visible in the time
domain autocorrelations (Fig. 4.4a). By analyzing the Fourier transforms (panel b),
we plot the plasma frequency versus the excitation power (Fig. 4.4b). On a picosec-
ond time scale the effects of recombination can be ignored† and thus the excited
photocarrier density Next is:
Next =
αFext
hν
(4.18)
where α, F and ν are absorption coefficient, fluence (
∫
I(t)dt) and frequency of the
pulse. Consider the plasma frequency before the pump pulse arrives:
ν0 = a
√
N0 (4.19)
†http://www.ioffe.ru/SVA/NSM/Semicond/InSb/electric.html
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Figure 4.4: Optical control of the plasma frequency with the variable power pump
at -50 ps: (a) Autocorrelation traces for several pump powers, the frequency blue-
shift and pump-induced broadening (electron - hot hole scattering) is observed; (b)
the resultant spectra also show blue-shift and spectral broadening; (inset) shows
normalized plasmon frequency shift, defined as a ratio of the excited frequency νext to
the background frequency ν0 as a function of pump power. Data is fit with linear slope
(blue) that is in good agreement with the prediction in the linearized approximation
(red slope, Eq. 4.20); note nearly 20% pump-induced plasmon frequency upshift.
where a is a constant and N0 is the initial carrier density. The effect of the pump
pulse on the frequency is:
νext
ν0
=
√
1 +
αF
hνN0
≈ 1 + αF
2hνN0
(4.20)
for small frequency shifts. Figure 4.4b(inset) shows linear relationship of the nor-
malized frequency with the pump power, consistent with Eq. 4.20. We note that at
highest power we measure 17% pump-induced frequency shift. With α = 105 cm−1
[151], N0 = 3 × 1014 cm−3 (no-pump), the slope in Eq. 4.20 is 650 cm2/µJ. With
110 mW, 88 MHz pump pulse train focused to 50 µm (as verified by the aperture),
the resultant fluence is 145 µJ/cm2. The predicted frequency shift νext/ν0 is 22%,
in good agreement with the observed value of 17 %. We note that the presence of
additional broadening is due to electron collisions with hot holes [5, 144, 164, 165].
In summary, we have shown continuous tuning of the plasmon frequency on a
picosecond time scale. The maximum shift of nearly 20% is currently limited by the
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pump fluence. This serves as a proof-of-principle demonstration of a possibility to
control plasmon dynamics on an ultrafast time scale.
70
Chapter 5
Non-local response: plasmon
confinement
5.1 Introduction
Spatial non-local response is manifested in wavevector dependence of the dielec-
tric response function, (q, ω) (see Appx. E). Generally speaking, any characteristic
length scale will affect modes of a system that have wavelengths comparable to that
dimension.
A natural length scale in the case of an electron gas is posed by the inverse Fermi
wavevector kF , that describes the momentum distribution of the electronic states in
a solid. For wavelengths of plasmon modes shorter than the inverse kF , collective
behavior is lost to individual particle excitations. This is the phenomenon of Landau
damping. Landau damping is a manifestation of many-body interactions, which
forms an important problem in theoretical condensed matter physics. For instance,
correlated systems exhibit strong characteristics of non-local response.
For typical semiconductors, the onset of Landau damping occurs at length scales
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of 50 - 100 nanometers. While posing no concerns for electron-quantum-confinement
devices, this length scale is becoming increasingly important in the field of plasmon-
ics. For carrier densities of ∼ 1018 cm−3, effects of plasmon-electron interaction can
be detrimental to the operation of plasmonic devices.
Motivated by these considerations, we study Landau damping in a solid-state
plasma, as described in Section 5.2 of this chapter. We use InSb heterostructures
to confine the plasmon mode in the direction of propagation. The plasmonic cav-
ity allows us to clearly map both the dispersion relation and the onset of Landau
damping. We compare our results with detailed calculations and discuss the role of
phase-matching in considerations of radiation damping of the plasmon wave.
Devices based on control of plasmon resonances introduce new length scales, set
by the geometry of the nanostructure design. Resonance is a manifestation of the
non-local response and hence leads to modified dispersion relations of plasmon modes.
Experimental investigations into the consequences of geometry-modified dispersion
relations are particularly important for devices based on reduced dimensionality,
such as nanowires. In Section 5.3 we present our experiments where we study THz
emission from plasmon modes in InAs nanowires (NW). We identify these modes to
be low-energy acoustic surface plasmons. This identification is also supported by
modeling and independent electric transport measurements.
5.2 Landau damping
5.2.1 Background
Landau damping describes the behavior of an electron gas as it transitions from a
collective, plasma state for modes with wavevector q  kF to a system of individually
interacting particles [166]. At sufficiently small dimensions, screening of Coulomb
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Figure 5.1: Plasmon dispersion of the form ω2(q) = ω2p[1 + a(q/kF )
2]; shaded area,
bounded by Emax and Emin ((Eq. 5.2), represents region of single-particle excita-
tions. In that regime, collective plasmon mode looses energy to electrons, resulting
in damping of the wave (dashed line).
perturbations cannot take place because the necessary collective behavior of the
electron gas is lost. This corresponds to the case when q ∼ kF . Consider an electron
gas at T = 0 K occupying a sphere of radius kF in momentum space. When an
electron with momentum h¯k † absorbs a plasmon wave with momentum h¯q, the
energy of the electron increases by:
E =
h¯2(k + q)2
2m∗
− h¯
2k2
2m∗
=
h¯2
2m∗(q
2 + 2k · q). (5.1)
The maximum electron wavenumber is kF , so k · q identifies the energy bounds for
which this interaction can take place:
Emax,min =
h¯2
2m∗
(q2 ± 2qkF ). (5.2)
†here Umklapp processes are ignored as the magnitude of electronic wavenumbers of
interest is considerably less than the inverse lattice periodicity.
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Figure 5.1 displays the area of energy and momentum conservation for the case of
plasmon-electron interaction (shaded). A plasma wave is described by the dispersion
of the form ω2(q) = ω2p(1 + a(q/kF )
2) (a=const, Eq. E.12) will cross the shaded
region of allowed single-particle excitations (SPE) at some wavevector q
′ ∼ kF . For
wavevectors larger than q
′
, the plasmon mode will be accompanied by excitation of
the electrons above the Fermi surface, leading to energy dissipation of the collective
mode. This is the description of the collision-less damping and is in principle a
reversible process. The boundary of the single-particle excitation region is sharply
defined for T = 0 K and becomes broadened for finite temperatures.
Landau damping was first experimentally verified in gaseous plasmas [167]. In
solid-state plasmas it has been studied using Raman scattering [168] and electron
energy loss spectroscopy [169], but these experiments are usually difficult to interpret
because of the highly inhomogeneous charge carrier distributions involved. Such spa-
tial inhomogeneity implies finite and wide bandwidth in the wavenumber describing
the plasmon mode. Finite bandwidth results in complications for determining the
dispersion relation of the plasmon (Fig. 5.1).
Our experiments are based on an electron-donor ion plasma in bulk indium anti-
monide (InSb). By controlled confinement of the plasmon wavevector and analysis
of the radiation it emits we can map the dispersion of the plasmon mode directly.
Indium antimonide is an excellent material for this study because of its high mobility
and possibility of high-purity growth, leading to long-lived plasmons in a bulk crystal
([160], Chpt. 4). This coherence is essential for observing both the plasmon shift due
to the dispersion and mode broadening as expected in the Landau damping regime.
The plasmon linewidth at q ≈ 0 is mostly determined by the incoherent scattering
of electrons with the LO phonons [160]. We perform our experiments at 77 K, where
reduced phonon population allows for a more coherent plasmon mode to exist.
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Figure 5.2: Calculated spectrum of longitudinal mode excitations in InSb at T
= 1 K for (a) N = 1015 cm−3 and (b) N = 2 × 1016 cm−3 carrier concentrations.
The color coding represents maxima in the =1/(q, ω) function, which corresponds
to the existence of the longitudinal modes (Appx. E). The region of single-particle
excitation (SPE, Eq. 5.2) is bounded by two gray curves.
5.2.2 Numerical results
To correctly model the dispersion relation of the solid-state plasma waves we have to
consider both the electron-electron interaction and lattice contributions to the dielec-
tric function [166]. In this work, the electron-electron interaction is calculated within
the random-phase approximation, using the Lindhard formalism (Appx. E) with the
Mermin correction that incorporates the mode broadening self-consistently [166, 170].
Both Fermi-Dirac statistics (Eq. E.18) and conduction band non-parabolicity are in-
cluded in the calculation [163]. Non-parabolicity is an important correction to the
electron dispersion in narrow-gap semiconductors such as InSb.
In Figure 5.2 we present numerical results of the calculated spectrum of longi-
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tudinal modes in InSb at T = 1 K for two values of carrier concentrations. In the
case of N = 1015 cm−3 is shown in Fig. 5.2a. For the q = 0, the resulting plasma
frequency νp is at ∼ 0.6 THz and is considerably less than the bare LO phonon
frequency νLO at 5.91 THz. This frequency difference implies that both modes are
nearly decoupled. There evidence of small coupling can be seen from a slight phonon
frequency upshift with respect to the bare frequency shown as a red dashed line. For
increasing values of q, plasmon mode exhibits frequency blueshift, as per the disper-
sion relation (Eq. E.12). The situation changes drastically when the plasmon mode
overlaps the region where both energy and momentum are satisfied for interacting
with the individual electrons. The result is a sudden damping of the plasmon mode.
The oscillation loses coherence and exhibits spectral components that spread over
the entire SPE region. As a manifestation of coupled modes, the phonon oscilla-
tion is also seen to broaden when in the region of SPE. The situation becomes even
more complicated for the case of higher doping, as shown in Fig. 5.2b. Here, νp is
higher than in previous case which results in strong coupling with the phonon. This
coupling is evidenced by a strong departure of the phonon frequency from the the
bare νLO frequency (dashed line). Upon increase in q, both modes are upshifting
in frequency as yet another manifestation of the strong coupling. When the hy-
brid wave approached the SPE regime, both plasmon-like and phonon-like branches
exhibit Landau damping. Here, the gray lines only approximate the SPE regime,
since they represent bounds that were derived ignoring plasmon-phonon coupling
(Eq.5.2). Upon further increase of q, when outside of the SPE regime, collective
electron oscillations are lost, but the phonon mode emerges undressed, precisely at
its own frequency νLO.
Below we describe experimental results that are similar to the first numeric case,
namely where coupling with the LO phonon can be ignored.
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5.2.3 Experimental results and discussion
The experimental setup is identical to what was described in previous chapters. In
short, a 60-fs Ti:Sa oscillator excites InSb samples at a 45 degree incidence angle.
Short pulses excite a collective plasmon mode, which emits far-infrared radiation
at THz frequencies. The radiated signal is detected in the direction of specular
reflection using a liquid-helium cooled bolometer (Chpt. 3.3.1). The InSb sample
is held at 77 K in an optical cryostat, fitted with a MgF2 window that ensures
high transmission for frequencies below 2 THz. Radiation emitted by coherent LO
phonons (5.9 THz) however, cannot be detected in this arrangement. Using two
identical pulses [128, 159, 160] we generate two THz excitations that interfere on
the bolometer. The resulting autocorrelation traces provide spectral information
(Chpt. 4).
Experiments are performed on a set of 5 high quality InSb heterostructures, grown
by molecular beam epitaxy (MBE). Each heterostructure consists of a top layer of
InSb which is separated from the (100)-oriented InSb substrate by a 40 nm barrier of
Al0.1In0.9Sb. The resulting energy barrier in the conduction band is estimated to be
> 80meV . The presence of the barrier defines a boundary condition for the plasmon
wavevector confinement. The set of 5 samples is different in the thickness d of the
top layer, which defines a plasmon cavity with the wavenumbers given by [171]:
q =
lpi
d
, (5.3)
where l is an integer. For a given layer thickness d, the minimum wavenumber occurs
for l = 1, or qmin = pi/d. By controlling the thickness d we can impose a varying low
wavenumber cut-off for the plasmon mode. To accomplish this, the thickness is varied
as follows: d = 1.5µm, 0.65 µm, 0.5 µm, 0.35 µm and 0.2 µm. The exact values are
based on the calculation and are chosen to adequately sample the dispersion relation
near the onset of the Landau damping.
In the design of this experiment we rely on an assumption that the cold carrier
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Figure 5.3: Observation of Landau damping of longitudinal plasmon mode in InSb
at 77 K. (a) autocorrelation traces of the THz emission from progressively confined
plasmon mode, blue shift (dotted lines) and damping (reduction in amplitude and
coherence) are clearly visible; (b) Calculated spectrum of the plasmon dispersion
(contour plot) and corresponding data, as obtained from Fourier analysis of (a).
density is the same in all the samples. We are operating in a regime of unintentional
doping and hence it is nearly impossible to control the background doping precisely.
To minimize this potential variation, our samples were grown in the course of one day
(Center for High Technology Materials, Prof. Ralph Dawson). The samples of various
thickness were grown in random order to further minimize potential systematic errors
which could result from the slow MBE drift.
To estimate the effect the confinement has on electronic states, we assume the
layer to represent a one dimensional square well potential of width d. The ground-
state energy Eg = h¯
2pi2/(2m∗d2) of the electrons in the thinnest sample (d = 0.2µm)
along the confinement direction is 0.7 meV, which is still much lower than the kBT
at the temperature of interest. We conclude that the confinement results only in the
quantization of the plasmonic wavevector q, with negligible effects on the electronic
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density of states.
Following the excitation of the plasmon mode by an ultrafast pulse, we detect
the emitted radiation by interfering it on a bolometer in the far-field (Chpt. 4).
The resulting autocorrelations are depicted in Figure 5.3a, where the background-
subtracted traces are displaced vertically for clarity. The traces clearly show a pro-
gressive blue-shift of the plasmon mode (tilted dotted lines). Damping of the wave is
evident from both loss of coherence (less fringes in the autocorrelation) and ampli-
tude reduction. The contour plot of the calculated dispersion relation for the plasmon
mode is shown in Figure 5.3b. The parameters of the calculation are obtained by
fitting the plasmon linewidth for the long-wavelength response with q = 2.1µm−1
(d = 1.5µm) and are: N = 1.5 × 1015 cm−3, γ = 1.2 ps−1. The Fourier transform
data from the sample set is superimposed on the surface plot and is shown in white.
The data qualitatively matches the calculation in that it reproduces both dispersion
and broadening of the mode.
Before we make a conclusion that we indeed observe Landau damping of the plas-
mon wave we have to address the longitudinal nature of the plasmon mode. This
implies that the plasmonic cavity can affect both the wavevector and the amplitude
of the mode. The cold electrons see amplitude of the driving field E(t) (Eq. 4.1)
that is bounded by the maximum Dember field, i.e. the field between the diffusing
electrons and holes near the surface (Chpt. 4). Determining the time-varying am-
plitude of the excitation requires a self-consistent solution of the drift-diffusion and
Poisson equations [145]. This is problematic because photocarriers injected by the
ultrashort laser pump pulse are very hot and their mobility and diffusion coefficients
are uncertain. We can place an upper limit on the excitation field by noting that
inter-valley transfer occurs at ∼ 500 V/cm in InSb accompanied by drastically re-
duced mobility [172, 173]. This inter-valley scattering occurs on a timescale that is
short compared to a plasma period [174]. The experimental realization of long-lived
plasma oscillations damped at a rate consistent with LO phonon scattering sug-
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gests that inter-valley scattering of cold electrons is not present in our experiments
with bulk InSb. This in turn implies that photo-Dember fields are estimated to be
E < 500 V/cm. By modeling a spatially uniform field E(t) = 500 V/cm with 50
fs rise time, we estimate an upper limit for the maximum displacement of coherent
plasmon motion in our cold InSb sample as 250 nm. We conclude that in our samples
amplitude is not distorted by the presence of a plasmonic cavity. It was important
to estimate these effects in that it allows us to attribute observed blue-shift with the
subsequent broadening increase to the onset of the Landau damping.
A plasmon in a local response is well approximated by the Hertzian dipole, in
that q ≈ 0. In the case of the non-local response some modifications to the radiation
pattern are expected (Chpt. 4). Since excitation is perpendicular to the surface, we
can use Eq. 4.13 with the
∫
dqz → pi/L
∑
l, such that:
E(r, ω) = θˆ
pik2D
4(2pi)3/20
sin θ
eikr
r
A
(
nk sin θD
2
)
×
×
∞∑
l=0
E(lpi/L, ω) (1− −1(lpi/L, ω)) eiQlL/2sinc(QlL
2
)
, (5.4)
where Ql = nk cos(θ)− lpi/L (see Chpt. 4). Phase-matching occurs when argument
of sinc function QlL/2 goes to zero. Phase-matching can not be accomplished in
this case, because L/λ 1. Radiation however can still occur when:
pin cos(θ)L
λ
− lpi
2
= n
pi
2
(5.5)
where n is an odd integer. Since plasmon cavity length L is much smaller than the
wavelength, Eq. 5.5 is satisfied for nearly any arbitrary θ, provided l is also odd,
with the dominant term being l = 1. The Airy disk function affects the phase-
matching conditions in the plane of the interface, by imposing a high-pass filter for
the wavelength content of the detected spectrum (Chpt. 4). In this experiment the
excitation spot size D is 100 µm and internal wavelength for low-q mode at 0.6
THz is 3 × 108/0.6 × 1012/4.5 = 110µm. Upon sampling the plasmon at higher
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wavevectors the frequency blueshifts to 1 THz, corresponding to 55 µm wavelength,
which is below the spot size of the excitation. As can be seen from the data, the
high-q modes are red-shifted with respect to the calculation, which is qualitatively
explained by the low-pass frequency filtering due to the excitation spot size.
In summary, we have engineered a plasmon cavity by which we were able to con-
trol the collective mode dispersion, as verified experimentally from the systematic
blue-shift of the emission. By selection of the cavity modes, we forced the plas-
mon into the dispersion region with the onset of Landau damping regime. We have
observed the increased broadening and amplitude damping, in agreement with the
calculation.
5.3 Acoustic plasmons in nanowires
In this part of the work we confine the plasmon mode in all 3 dimensions. Nanowires
serve as natural plasmon nanocavities. Our investigation reveals them to be unusu-
ally efficient emitters of the THz radiation, originating from the low-energy acoustic
surface plasmons. Supporting DC electric measurements are briefly discussed.
5.3.1 Samples and setup
We use InAs nanowires that were grown and characterized by our collaborators at
Sandia National Labs in Albuquerque, NM and Livermore, CA. NWs are grown
by metal-organic vapor phase epitaxy (MOVPE) using the vapor-liquid-solid (VLS)
technique, on a (111)B surface of a Si-doped (n-type) GaAs wafer. A 1 nm layer
of gold is deposited by surface electron beam evaporation. Gold is used for seeding
the growth process of the NWs. To form these seeding sites, the sample is annealed
under AsH3 at 600
◦C, resulting in formation of ∼ 20nm gold nanoparticles. NWs
Chapter 5. Non-local response 81
Figure 5.4: SEM image and schematic diagram of the InAs nanowire samples: (a)
cross-sectional SEM image of the InAs NWs, the scale bar is 3 µm (bottom-right
corner); (b) higher magnification SEM image showing substrate-NW interface with
the visible wetting layer (the scale bar is 1 µm); (c) Schematic diagram of the NW
geometry.
are grown at a temperature of 400◦C, in the presence of trimethyl indium (TMIn).
Self-assembly nucleates at the gold sites, resulting in predominantly vertical growth,
as can be seen from the scanning electron microscope (SEM) images, Fig. 5.4a,b.
On average, nanowires are of conical shape of length 15 ± 5µm, with the base of
450 ± 150 nm tapering to the tip of 65 ± 15 nm. The surface coverage is ∼ 0.2
µm−2. In the process of growth, the gold nanodroplet remains attached to the
tip. Self-assembly at the gold sites is not the only growth process. As a result of
competitive growth processes, a planar InAs wetting layer also forms on the GaAs
surface (Fig. 5.4b). The layer thickness was estimated to be around 200 nm if all
of the TMIn atmosphere was used for its production. The presence of the NWs
indicates wetting layer thickness to be < 200nm.
We excite the InAs nanowires using ultrashort pulses from a mode-locked Ti:Sapphire
laser oscillator (average pulse energy 5 nJ, duration 60 fs) with wavelength centered
at 820 nm. The p-polarized pulses are focused on the samples (∼ 400 nJ/cm2) at
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Figure 5.5: THz emission from bulk compared to InAs nanowires. Autocorrelation
signals (a) and corresponding Fourier spectra (b) for an InAs nanowire sample (top),
an InAs substrate (middle), and control sample (bottom) as described in the text.
The top two signals are plotted on the same relative scale while signals from control
sample are multiplied 50×. Top two curves are vertically offset for clarity.
an incidence angle of 45◦ with respect to the substrate surface. We characterize the
emitted electromagnetic transients using linear autocorrelation [128, 5, 160, 159], i.e.
by measuring the coherence length of the radiation with a Michelson interferometer
(Chpt.3.3.1). The THz radiation is collected in the specular direction and imaged
onto a liquid-He cooled Si-bolometer with a pair of off-axis parabolic mirrors. A
teflon filter is inserted into the THz beam path to remove background laser light.
5.3.2 Experimental results and analysis
To isolate NW THz radiation from possible contribution from the wetting layer, we
cleave one of the samples in two parts and remove nanowires from one of the pieces.
This is done by ultrasonic cleaning and mechanical methods. We also verify under
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optical microscope that no NWs are present after the removal procedure (NWs can
still be seen on the untouched part of the substrate). In addition to the NW sample
and control sample, we also consider THz emission from a bulk planar substrate of
InAs for comparison.
Figure 5.5 shows linear autocorrelations and corresponding Fourier spectra ob-
tained for InAs nanowires (top), bulk InAs (middle) and control (wetting layer,
bottom) samples. Three important observations can be made from this. First of all,
practically no THz is radiated from the control sample, which allows us to attribute
the source of radiation to the nanowires.
The second observation concerns the linewidth of the emission. The fact that the
quality factors (ν/∆νFWHM) of both bulk InAs and InAs NW emission are nearly
the same suggests the the source of the emission is the same.
To identify the excitation mechanism and the physical origin of the emission
we take a look at some possible scenarios. As was discussed in Chpt. 4, photo-
Dember current is one of the ultrafast mechanisms of carrier relaxation, which occurs
after the absorption of the pump pulse in a bulk narrow-gap semiconductor. Cold
carriers move to screen the resulting current and if the excitation bandwidth extends
above the plasma frequency, plasma oscillations would commence. Another possible
emission mechanism may occur at sufficiently high excitation where nonlinear mixing
of disparate frequency components in the broad-band laser pulse results in parametric
down-conversion into the far-infrared, i. e. optical rectification (OR).
To understand the origin of the NW emission, we study the pump fluence de-
pendence of the THz from NWs. If the THz pulses originate from OR, the signals
would increase quadratically with the excitation power. The inset of Fig. 5.6 shows
the emitted power dependence is linear as the pumping level varies by over 2 orders
of magnitude. This rules out any meaningful contribution from OR. We can also
analyze the power-dependent emission spectrum. Radiation from the photo-Dember
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Figure 5.6: Power dependence of THz emission from InAs nanowires: normalized
spectra of THz transients from InAs nanowires as the excitation laser power varies
by a factor of 25. Absence of a spectral shift is consistent with radiation emanating
from coherent plasma. Inset: THz power changes linearly as excitation fluence is
varied over a range of 150.
current has a spectral bandwidth that exhibits slight blue-shifting with increase of
excitation power, whereas a surface field transient will broaden [165]. The normal-
ized NW radiation spectra display no appreciable blue-shift nor broadening when
pump power is increased by 25 times (Fig. 5.6). However, because the spectrum is
modulated by the plasmon mode (Chpt. 4), we cannot conclusively identify which
ultrafast mechanism drives the emission. Recent experimental studies of THz emis-
sion from InN and Si nanorods of varying geometry indicated the dominant role of
the photo-Dember excitation mechanism [175, 176]. While the starting mechanism
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is still uncertain, an excitation-independent spectrum (Fig. 5.6) centered at ∼ 1 THz
points to the motion of cold plasma as the primary source of the radiation signal
from InAs nanowires. A possible Shottky barrier resulting from the presence of gold
nanoparticles at the tips of nanowires has been shown to be negligible in InAs [177].
Even if significant barrier did exist, the associated depletion region would correspond
to a very small fraction of the nanowire.
The third observation we can make is that the amplitude of the signal (at zero
delay) obtained with the nanowires (Fig.5.5a, top) is only 2 times weaker than a
slightly n-doped InAs substrate (Fig.5.5a, middle), despite the fact that the fill factor
of the former (judging by the base size) is only f = (0.03 ± 0.01). This shows
that nanowires are unusually good emitters of THz radiation, with the estimated
radiation enhancement factor of 0.5/f = 16 ± 5, compared to the bulk InAs. This
enhancement can be explained by the effective index of the nanowire waveguide,
which is much smaller than the THz wavelength – resulting in no bound modes and
all radiation in the leaky modes of the guide. Our numerical comparison of radiation
outcoupling from the bulk (n=3.7, Fresnel included) and NW (n≈1) predict a factor
of 31 enhancement for the nanowires [178]. This is in reasonable agreement with
observed enhancement of 16±5 considering the simplicity of our estimate [148]. The
disparity in refractive index between bulk and NW can be verified versus the emission
angle. We kept the excitation incidence at 45◦ and varied the angle of the detection
with the bolometer by observing autocorrelation amplitude at zero delay between
two probe beams. In this configuration, the collected solid angle by the bolometer is
limited by the size of a Winston cone. Bolometer-sample distance is kept constant
at all angles. The results are plotted in Fig. 5.7 along with the qualitative fits of
the Hertzian dipole emitting from the bulk (n=3.7) and NW (n≈1) samples. We
note that signals are normalized in both cases. Nanowires, unlike bulk exhibit weak
signal for small detection angles. This is consistent with the lower index description.
Bulk sample is clearly exhibiting the Brewster condition, for the p-polarized dipole
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Figure 5.7: Bulk (blue, circles) and nanowire (red, squares) THz emission is plotted
versus detection angle. Data at high incidence angles is not available due to the
geometric constraints of the experiment. Fits represent qualitative curves for the
p-polarized Hertizan dipole emission. Bulk was assumed to have n=3.7, NW n≈ 1.
emission. NW sample is exhibiting much smaller drop near the same angles. This
serves as an indication that NW effective index is much lower than the bulk, leading
to the enhanced radiation outcoupling. It should also be pointed out that similar
THz enhancement was observed with InN nano-pillars with larger surface fill factor
[175].
We analyze the lineshapes to extract carrier density from the plasmon emission
(Chpt. 4). We first attempt to use classical Drude response [145] to analyze the
spectra in Fig. 5.5b. The plasmon oscillates at frequency (Chpt. 4):
ω =
√
ω2p − γ2/4, (5.6)
where ωp is the plasma frequency (Eqn. E.4) and γ is the damping rate (i. e. inverse
momentum relaxation time) attributed mainly to electron-LO phonon scattering.
Assuming an electron-donor ion plasma (i.e. neglecting holes), we estimate an elec-
tron density for the wire ensemble to be 5×1015 cm−3 from the peak and broadening
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Figure 5.8: (a) SEM image of a tungsten STM tip in contact with one of the
wires (middle top), with scale bar = 1.5µm; (b) Current versus voltage curve for an
InAs nanowire, as measured on the contacted wire; inset plots I/V versus |V |, as
determined from the I-V curve, this allows determination of the cross-over voltage
Vc.
of the emission.
To test whether the bulk plasmon theory could explain our results, our collabora-
tors at Sandia have independently obtained the carrier concentration by performing
electronic transport measurements. This was accomplished by probing individual
nanowires directly on the growth substrate inside of a SEM [179]. In this method,
individual nanowires are contacted with a tungsten STM tip retrofitted inside of a
SEM. A large area backside Ohmic contact completes the electrical circuit (Fig. 5.8).
From the I-V measurements and some assumptions on the transport [180] the carrier
density can determined from:
N =
Vc
eR2
(5.7)
where Vc is the cross-over voltage and R is the radius of the nanowire. Figure 5.8b
depicts the current versus voltage measurement performed on the contacted NW. The
Cross-over voltage Vc is determined from the I/V versus |V | plot (Fig. 5.8b-inset)
and is due to the pure Drude (conductivity) response. The nonlinearity in the I-V
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curve is explained by the unscreened space-charge limited current for higher applied
voltages [180]. The STM-probe measurements show that for an average radius of the
nanowire ∼ 150 nm, the carrier concentration is ∼ 2×1017 cm−3. This measurement
differs by nearly two orders of magnitude with the density estimate as determined
by the bulk model (Eq. 5.6). This is not after all surprising, because in assuming
bulk analysis we have completely ignored the presence of the NW boundary, i. e. the
non-local nature of the modes.
In attempt to resolve this discrepancy, we consider a more realistic description
of the longitudinal modes in the nanowire geometry. To that end, we consider the
formalism of Pitarke et.al. who apply Poisson equation to solve for the inverse lon-
gitudinal dielectric function, with boundary conditions of an infinitely long cylinder
along the z-axis, with radius R and dielectric constant ω [181]:
−1(q, ω) =
1
0
−
(
1
−1ω
− −10
)
×
{
1 +
2
Q¯2 + q¯2
×
∞∑
m=0
A(m, q¯, Q¯)
∞αm(q¯)− 0
}
(5.8)
where ω = 1− ω2p/(ω2 + iγω) and
αm(q¯) =
I
′
m(q¯)Km(q¯)
Im(q¯)K
′
m(q¯)
. (5.9)
The quantity A(m, q¯, Q¯) given by:
A(m, q¯, Q¯) =
µmJm(Q¯)
Im(q¯)K
′
m
×
{
ωI
′
m(q¯)f
(1)
m + 0K
′
m(q¯)f
(2)
m
}
. (5.10)
Here, Jm is a Bessel function of the first kind, Km, Im are modified Bessel functions
with prime denoting derivative with respect to the argument (e.g. I
′
= dI/dq¯).
Terms q¯ = qzR and Q¯ = QR are defined such that |q|2 = Q2 + q2z . The quantities
µm are the Neumann numbers, such that µm = 1 for m = 0 and µm = 2 for m ≥ 1.
Finally, the quantities f
(1,2)
m in Eq. 5.10 are given by:
f (1)m = q¯Jm(Q¯)Km−1(q¯) + Q¯Jm−1(Q¯)Km(q¯) (5.11)
and
f (2)m = q¯Jm(Q¯)Im−1(q¯)− Q¯Jm−1(Q¯)Im(q¯) (5.12)
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respectively. Note that the longitudinal modes are defined by the poles of Eq. 5.8
(see Appx. E, Equation E.11). Upon inspection we note that the modes due to the
cylindrical geometry (under summation over m) are determined by the denominator
of the fraction and hence by the quantity αm(q¯) (Eq. 5.9). In the case of damping,
i.e. ω → ω + iΓ, the relative amplitude of the modes is determined from Eq. 5.10.
We note that this formalism was derived for the case of an infinite wire. In the case
of a wire of length L, we introduce quantization of the qz component of the total
wavevector q, analogous to Eq. 5.3, such that [171]:
q¯l =
pilR
L
(5.13)
where l is an odd integer (see Landau damping section). With this notation, the
longitudinal modes are described by a set of (m, l) integers, where m is due to
the cyclic continuity condition of the mode with respect to the azimuthal angle
(as usual per cylindrical symmetry) and l is the quantization of the axial wavevector
component of the mode. Figure 5.9a shows the dispersion relation of the longitudinal
modes of the system, as determined by the denominator in Eq. 5.8 (as motivated
above). The frequency axis is normalized with respect to the bulk plasmon frequency.
Note that the dispersion curves are depicted as continuous but in fact are discrete
as defined at each point allowed by q¯l. Continuous curves are equivalent to the limit
when L → ∞. The first m = 0 mode exhibits acoustic dispersion for small q¯ and
approaches the planar surface plasmon frequency ωsp = ωp/
√
2 for q¯  1. Higher
modes (m ≥ 1) are essentially dispersion-less around the ωsp frequency.
The radiation modes are obtained from Eq. 5.4, with n→ 1 and dielectric func-
tion from Eq. 5.8. For Q¯ = 0, one can separate the integrals (as discussed in Chpt. 4).
The only difference is that now in addition to the characteristic length scale asso-
ciated with the beam size, we have another transverse scale, set by the diameter of
the nanowire itself. Since the diameter is much smaller than the wavelength, this
dimension results in broadband phase-matching, i. e. a Hertzian dipole emission from
each NW. These contributions are summed over the size of the beam W to generate
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an effective Airy function A(k sin θW/2). This function is identical to the previously
discussed cases (Landau damping) for the case when NW fill factor is large. For beam
sizes covering only few nanowires, coherent modulation revealing low-order symme-
tries of few sampled wires might be present, subject to the diffractive low-frequency
cut-off. We are not concerned with this case here however as we have over 500 NWs
even for the case of smallest excitation spot sizes.
As in the case of Landau damping, phase-matching in the z-direction can not be
satisfied as L < λ. Radiation out-coupling can still occur for:
piL cos(θ)
λ
− lpi
2
= n
pi
2
(5.14)
where n is an odd integer. This condition is satisfied for odd l modes, as before.
We thus perform the numerical calculation of the emitted modes, using dielectric
function Eq. 5.8 in radiation integral Eq. 5.4. Experimental results are plotted in
Fig. 5.9b along with the calculation. To simulate a realistic scenario, we consider
calculation for the first three axial modes of the NW (l = 1, 3, 5) and we average
over a flat distribution of the nanowire lengths (L = 5 − 20µm) and diameters
(D = 100 − 300 nm). We also consider finite temporal bandwidth of the excitation
by multiplying the calculated spectra with a corresponding Lorentzian lineshape
(dashed blue line). There is a very good agreement between the peak and overall
shape of the emission. For reference, Fig. 5.9b(inset) shows calculated emission from
the first 3 axial modes of the NW.
From the calculation, the bulk plasma frequency is at 5 THz, which corresponds
to carrier density of N = 2 × 1017 cm−3. This carrier density is in a very good
agreement with the transconductance measurements. We thus conclude that our ex-
perimental results and modeling indicate the presence of a low-energy acoustic surface
plasmon mode in THz emission from InAs nanowires. Surface plasmon cavity modes
in metallic nanowires have been recently observed using near-field microscopy[182]
and optical loss spectroscopy [171]. Our data indicates that we observe radiation
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Figure 5.9: (a) Dispersion of the longitudinal bulk and surface plasmon modes; (b)
Normalized measured emission spectrum of the InAs nanowire along with a quali-
tative fit (red), taking into account ensemble average; (inset) emission from single
NW, showing l = 1, 3, 5 modes
directly from the surface plasmon modes in the Hertzian dipole geometry. These
results are corroborated by a recent observation of THz emission from Si nanowires,
where the role of surface modes has also been discussed [176]. We also want to point
out that we have investigated THz emission from high aspect ratio (L < 300 nm, R
∼ 30 nm) nanowires [178]. We did not detect any measurable THz for the following
plausible reasons: (i) a high aspect ratio R/L would blue-shift the m = 0 mode out
of the detection bandwidth; (ii) the resultant momentum mismatch is too large to be
compensated by the lowest axial modes even in the Hertzian dipole approximation;
(iii) strong Landau damping of plasmons is likely to exist in short wires, further
reducing THz emission [178, 170]. The absence of THz from short nanowires is thus
consistent with the explanation of acoustic surface plasmon modes offered above.
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Chapter 6
Coherent control
6.1 Introduction
In Chapter 1 we mentioned that one of the attractive features of plasmonic research
in semiconductors is the possibility of direct optical control of the collective mode
excitations. We have demonstrated in Chapter 4 the possibility of shifting the plasma
frequency on a picosecond time scale, under photo-Dember excitation mechanism. In
fact, all of the excitation mechanisms we have considered so far depended only on the
amplitude or square amplitude of the excitation beam. In this chapter we address
the possibility of exciting longitudinal modes coherently, meaning the possibility of
controlling the modes with the phase of the input beam.
Consider a semiconductor of bandgap Eg with an incident optical field of the
form:
E(t) = E(ω)ei(ωt+φ1) + E(2ω)ei(2ωt+φ2) + c.c. (6.1)
If ω > Eg/2, then either linear absorption (2ω) or two-photon (ω) absorption are
possible, leading to generation of a photo-current (Chpt. 3.2). However the situation
changes when both transitions happen simultaneously. Since both initial and final
Chapter 6. Coherent control 93
states of these transitions are the same, this will lead to an interference. In this
context, interference implies injection of the photoelectrons into the conduction band
[8], resulting in the current of the form [183]:
dJ
dt
= ν(3)E(ω)E(ω)E∗(2ω)ei∆φ + c.c. (6.2)
where ν3 is in general a frequency-dependent fourth-rank tensor and ∆φ = 2φ1−φ2.
Thus, by manipulating the mutual phase difference ∆φ and polarization states of
the generating ω and 2ω beams, we can coherently control the photocurrent vector,
i. e. we have a process of quantum-interference current control (QUICC). This
also means that we can in principle excite collective modes in a controlled manner.
For the case of a planar semiconductor interface, the resultant wavevector of the
collective mode would be parallel to the surface†, corresponding to a more preferential
orientation for the radiation outcoupling (Chpt. 5.3). QUICC has been demonstrated
in a number of semiconductors, mainly with ω in the visible-NIR portion of EM
spectrum [8]. Sheik-Bahae predicted QUICC current to scale with the electronic
mobility and inversely with the bandgap energy – thus narrow-gap semiconductors
are of particular interest. This fact served as a motivation for the work presented in
Sect. 6.4.
The process of QUICC corresponds to the “real” manifestation of the χ3 response
(i.e. ν(3) ∝ =χ(3)), since it involves single and two-photon absorption events [8].
Khurgin has shown that the “virtual” equivalent of the QUICC process is the process
of third-order optical rectification (TOR) [184, 185]:
ETHz ∝ χ(3)Eω(t)Eω(t)E∗2ω(t)ei∆φ (6.3)
where χ(3) is a real fourth-rank optical susceptibility tensor. Recently, intense THz
emission has been demonstrated by the TOR process in air [186], with subsequent
coherent control [187].
†photocurrent vector is in the plane of the polarization states of the input beams
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In the first part of this chapter (Sect. 6.2) we present some experimental details
relevant to the coherent control experiments and present two methods of control-
ling the mutual phase delay ∆φ. Following the experimental section, we provide
demonstration of coherent control using third-order optical rectification in the air-
breakdown plasmas [187] (Sect. 6.3). We conclude with some preliminary results
concerning QUICC in bulk InAs substrates (Sect. 6.4).
6.2 Experimental details
The experimental setup for coherent control needs to have the following functionality:
• Generate 2ω beam and ensure temporal overlap between ω and 2ω;
• Control polarization states of ω and 2ω beams independently;
• Control phase-delay between ω and 2ω beams.
Hence, we need to modify the setup presented in Chpt. 3.4 to satisfy these criteria.
To begin, we use a spherical silver mirror to focus fundamental (ω) pulses onto the
target of interest (Fig. 6.1). To generate 2ω we use a Type-I β-BBO, cut at θ = 29◦
for doubling 800 nm light. In the case of high energy pulses (800 nm) we use the
doubling crystal before the focusing mirror, while the OPA pulses (Sec. 2.2.5) are
focused through the BBO onto a target. The thickness of BBO crystal is 30µm,
optically contacted to inactive fused-silica substrate of thickness 1 mm. A thin
crystal ensures (i) broadband phase-matching is satisfied; (ii) existence of minimal
temporal walk-off between the ω and 2ω beams. During the experiments, BBO-
layer is oriented toward the target. Type-I phase-matching condition results in a
second harmonic output that is perpendicularly polarized to the fundamental beam.
As was predicted by Sheik-Bahae, this is the least optimal polarization state for
generation of QUICC in semiconductors [8]. Therefore, we consider the need for
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Figure 6.1: Experimental methods of coherent control: fundamental beam at ω is
focused onto a target: air (a) or semiconductor sample (b) through a second-harmonic
crystal (BBO), generating 2ω. Polarization of the ω is rotated with respect to 2ω
beams by a true-zero order λ/2 waveplate at ω/2pic wavelength. Introducing an
optical path difference between ω and 2ω by either (a) moving BBO or (b) rotating
a thin glass plate, the phase ∆φ can be varied. Phase-delay methods (a,b) and
sample geometries (a,b) can be interchanged.
polarization control between the two beams. True-zero-order λ/2 waveplate at 800
nm (AR coated at 400 nm and 800 nm, Newlight Photonics) allows for rotation of
the polarization of the ω beam with respect to the 2ω with minimal temporal walk-
off (free-standing 40µm thick). Up to now we have only introduced an optical train
that minimizes temporal walk-off between the ω and 2ω pulses as well as controls
the relative polarization between the two beams. We should also point out that all
reflective optics is used in order to avoid phase-front distortion of the pulse. For this
reason silver mirrors deposited onto an optical substrate with at least λ/4 surface
quality are used (Thorlabs).
The main requirement for these experiments (see list above) is to introduce a
variable time delay between the two beams, which translates into a direct control of
the relative phase ∆φ. We employ two methods of controlling the phase-delay, both
depicted in Fig. 6.1. In the first implementation we utilize dispersion of air, such
that:
∆φ =
4ωl
c
(nω − n2ω) , (6.4)
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Figure 6.2: Experimental verification of coherent control via SHG interferometer.
Phase-delay between ω and 2ω is varied either by moving a BBO crystal (a) or tilting
the fused-silica plate (92 µm) thick (b). Here, ω beam corresponds to λ = 800 nm.
Squares are experimental data, dashed gray lines correspond to fits as per Eq. 6.4
and Eq. 6.5 respectively.
where n is the refractive index of air, and l is the distance by which the the BBO
crystal is moved and c is the speed of light. As a second method, we control the
tilt angle of a thin fused-silica plate to introduce path-length difference between the
beams [188]. In this case, taking into account angular dependence of the delay, we
obtain:
∆φ =
4ωlp
c
(
np(ω)
cos(θω)
− np(2ω)
cos(θ2ω)
− sin {tan(θω)− tan(θ2ω)}
)
(6.5)
where np is the refractive index of the plate of thickness lp. The angles θω,2ω are
internal angles to the plate, which are related to tilt angle θ (Fig. 6.1b) by the
Snell’s law: sin(θ) = ns(ω, 2ω) sin(θω,2ω).
We verify the ability to impose a coherent control in our experiment by using
an interferometer between second-harmonic outputs, as per Chudinov et. al. [189].
In our implementation, this interferometer consists of two Type-I BBO crystals,
with variable delay in between. The resultant intensity of the second harmonic I2ω
experiences interference, such that:
I2ω = I
(1)
2ω + I
(2)
2ω +
√
I
(1)
2ω I
(1)
2ω cos(∆φ) (6.6)
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where I
(1,2)
2ω are intensities of second harmonic after first and second BBO crystals,
and ∆φ is given by either Eq. 6.4 (e. g. one of the BBO crystals is moved) or
Eq. 6.5, when the delay plate is introduced in between the crystals. The result of the
interference is depicted in Fig. 6.2. We note that both BBO position shift and delay-
plate rotation generate interference, observed in second-harmonic output. We point
out that the overall signal is more noisy from the delay-plate (Fig. 6.2b), as due to an
optical surface defects of the thin optic. Furthermore, signal is especially noisy for
angles less than∼ 15◦, due to contributions of reflections from the delay-plate into the
balanced detection of the EOS setup. While the moving the BBO crystal is easier
to implement, this method requires large Rayleigh range of the generating beam,
otherwise position-dependent I2ω would complicate the data analysis. In the case of
MIR pulses derived from the relatively weak OPA, 2ω beam has to be generated by
focusing into the BBO, rendering delay-plate as the only method of ∆φ control in
that situation.
6.3 Coherent control via third-order optical recti-
fication
To test our experimental setup and verify that coherence is preserved in the THz
detection, we focus 800 nm (2.5 mJ) and 400 nm (0.2 mJ) pulses in air (spot size
∼ 100µm). This process has been shown [186] to generate THz radiation by means
of a third-order optical rectification (Eq. 6.3). This THz can also be coherently
controlled [187]. Here, we change the ∆φ between the two beams by moving the BBO
crystal and we use co-polarized case of ω and 2ω beams. At each position of the BBO
(∆φ) we detect ETHz as a function of the gate-pulse delay τ (Chpt. 3.4), generated
via the third-order optical rectification (TOR), thus obtaining ETHz(∆φ, τ). At zero-
delay (τ = 0, Fig. 6.3a) clear modulation of the THz is observed as a function of
the ∆φ (calibrated via Fig. 6.2). This interference is true for any delay of the gate
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Figure 6.3: Coherent control of THz generated via χ(3) optical rectification in air-
breakdown plasma. Surface plot of the ETHz(∆φ) is shown in (b) along with cut
at zero delay (ETHz(0,∆φ) , a) showing interference fringes, as predicted by the
theory (dashed gray line); in (c) two orthogonal (to (a)) cuts at ETHz(τ, pi/2) and
ETHz(τ, 3pi/2) highlight nearly perfect out-of-phase behavior of the temporal traces;
(d) displays Fourier transform of the time trace ETHz(τ, pi/2), while (e) shows inter-
ference fringes as calculated from integration of |E(ν)|2, revealing nearly ∼ 90% of
the full modulation depth, as per calculation (dashed gray line).
pulse τ as can be evidenced from the contour plot of the ETHz(∆φ, τ) (Fig. 6.3b).
By the virtue of the Parseval’s theorem, the same modulation should be observed in
the frequency domain, and is verified in Fig. 6.3e. Excellent visibility of fringes is a
manifestation of the zero-background detection, as either ω or 2ω produce negligible
THz by themselves. Slight departure from the predicted modulation (dashed line) is
explained by the total translation distance being comparable to the Rayleigh range
of the fundamental beam.
The above experiment serves as a verification of excellent coherent control avail-
able in our experimental setup, i. e. mutual phase of the ω and 2ω is preserved
through multiple reflective optics.
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Very recent experiments have demonstrated that polarization of the emitted THz
field can be coherently controlled also [190, 191]. This physical insight can not be
obtained from the simple χ(3) theory of optical rectification, however more detailed
quantum mechanical calculations have been carried out [190] to verify the experi-
mental observation and reveal the non-perturbative nature of the THz generation.
6.4 QUICC in InAs: preliminary results
In this section we briefly discuss some preliminary results in coherent control of the
quantum-interference current (QUICC) in a narrow gap semiconductor InAs. As
predicted by Sheik-Bahae [8], QUICC current should scale linearly with the elec-
tronic mobility. This motivates us to study narrow gap semiconductors, such as
InAs. We perform our experiments at room temperature, such that Eg = 0.354eV ,
corresponding to 3.5µm.
In these experiments, the fundamental pulse ω is a signal pulse from the OPA
(λ = 1.3µm, 300µJ, 60 fs). We collimate the pulses with the one-to-one reflecting
telescope and subsequently focus them via a short (f = 5 cm) spherical mirror onto
the sample. The second harmonic is generated from a 200µm-thick BBO crystal,
placed in the middle of the telescope. At the sample plane, energies of the pulses are
Eω ∼ 200µJ and E2ω ∼ 15µJ, with the excitation spot size ∼ 150µm.
We note that in our case both pulse energies are above the bandgap. For the
conventional QUICC, (ω ∼ Eg/2), generated carrier distribution is spatially homo-
geneous (for the case when sample is much thinner than the Rayleigh range of the
excitation). This implies that ω beam would be unlikely to contribute to total THz
emission in that case. Situation is contrasted to the case at point here, where we
deal with above-gap excitation ω > Eg. Here, large carrier gradient would result in
a broadband photo-Dember current (Chpt. 4). Thus we expect the coherent signal
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Figure 6.4: Preliminary results on coherent control in InAs: (a) time traces E(τ)
are analyzed by calculating |E(ν)|2 (b) as a function of the delay plate angle. THz
intensity with subtracted DC background is plotted in (c), along with the predicted
modulation, as per Eq. 6.5.
to result in some modulation, superimposed with the DC offset which results from
the incoherent sum of the ω and 2ω THz emissions.
Preliminary results of QUICC control in InAs are shown in Fig. 6.4. THz wave-
forms are electro-optically sampled using 800 nm pulses, which are picked off by a
10% pellicle beam splitter before the parametric amplifier (Sec.3.4). Panel (a) shows
a characteristic THz emission from InAs when excited by both ω and 2ω beams. The
resulting spectra |E(ν)| are shown in Fig. 6.4b. We note that there is a factor of ∼ 15
increase in the amplitude noise of electro-optic signal when using OPA pulses. This
noise can be decreased by a factor of 3 upon careful reduction of the aperture prior
to supercontinuum generation for the parametric seed. This points to the fact that
some of the amplitude instability is due to the nature of the nonlinear amplification
in the OPA. Additional noise is expected to be due to the contributions from the
room vibrations. Indeed, the optical path-length is nearly 5 meters before the point
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where the OPA pulses are overlaped with the gating 800 nm pulse. Electro-optic
sampling is extremely sensitive to room vibrations, due to the nature of balanced
the detection.
The phase delay between ω and 2ω beams is varied via angle-tuned fused-silica
plate (ld = 250µm), as described in Section 6.2. To minimize effects of noise, traces
are averaged for 10 minutes. Figure 6.4c shows the resulting integrated spectra
as a function of plate tilt angle. Results of THz intensity versus the incidence are
shown for angles larger than 15◦, to avoid excess noise resulting from retro-reflections
(Fig. 6.4c). Contributions from the above-gap excitation has been subtracted out.
The resultant intensity shows modulation that corresponds to 4% depth of the total
signal. This modulation is resolved with a signal to noise ratio of 2. We plot data
against the expected modulation, as per Eq. 6.5. The results are in good agreement
with the expected modulation. We should point out that no modulation is evident
when the λ/2 plate is removed. Current results are sub-optimal due to the fact that
we use a λ/2 plate designed for 800 nm. This means that we expect ∼ λ/2 rotation
for the 2ω beam and ∼ λ/4 rotation for the ω beam. As Sheik-Bahae predicted
[8], no modulation should result from the cross-polarized excitation. In the current
configuration we estimate that only half of the excitation is co-polarized, resulting
in effective reduction of QUICC.
To our knowledge this is the first experimental attempt to detect QUICC for the
above-bandgap excitation, especially in the narrow-gap semiconductors. No theo-
retical predictions exist for this regime either. In the subsequent experiments we
want to verify these results and extend this study as a function of the excitation
energy. Since QUICC is sensitive the band symmetries [8], by tuning the excitation
energy we envision the ability to map out properties of the nearby electronic L- and
X-valleys that lie within the spectral tuning range of the OPA.
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Chapter 7
Concluding remarks
The best way to have a good idea is
to have a lot of ideas.
Linus Pauling
7.1 Dissertation summary
In this dissertation we applied methods of ultrafast terahertz spectroscopy to study
several aspects of semiconductor physics and in particular of collective mode exci-
tations in semiconductors. The weak THz, emitted by the excited collective modes
in semiconductor serves as a non-perturbative probe. We detect this radiation and
analyze its characteristics to reveal the underlying dynamics of the emission process.
In order to accomplish sensitive THz detection system, we began this work with
the development of a broadband stable femtosecond seed source for the regenerative
amplifier. As an added flexibility in the choice of the excitation energy, we have
designed, implemented and characterized an optical parametric amplifier (OPA) de-
livering 60 femtosecond tunable (1.1 - 3 µm) pulses with energies above 200 µJ. We
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have implemented and characterized both coherent and incoherent THz detection
schemes.
Using the developed experimental apparatus we have performed series of experi-
ments, investigating the collective mode behavior and underlying physics in narrow
gap semiconductors.
We began by performing temperature characterization of the plasma frequency
in InSb. Detailed analysis revealed the importance of non-parabolicity correction in
explaining the temperature dependence. We have extracted electronic mobility from
the radiation signals and compared it to the published results. Due to the presence of
additional scattering mechanisms, we determine the low-bound limit of the electronic
mobility to be within 20-30% from the Hall measurements. Exhibited sensitivity to
non-parabolicity and electronic mobility is especially interesting in studies of the
transport properties in the nanostructures.
In the subsequent experiments we used a pump pulse to inject photo-carriers
which upon cooling contributed to the background plasma density. We have demon-
strated nearly 20% pump-induced shift of the plasmon frequency on an ultrafast
time scale. Ultrafast all-optical control provides an interesting venue for exploring
fundamental and practical applications of this control.
On the subject of control, we have also investigated coherent control of the elec-
tron dynamics using both virtual and real manifestations of the third-order nonlinear
response in gases and condensed matter. Our preliminary experimental results in-
dicate the ability to induce quantum-interference current control (QUICC) in InAs.
This would be the first demonstration of this effect in the III-IV narrow gap semicon-
ductors. What makes these observations more interesting is possibility of studying
satellite valleys, as QUICC is sensitive to the overall symmetries of the bands.
We have also been concerned with the understanding of the radiation out-coupling
mechanisms for the longitudinal collective modes. Analytical model of the radiation
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fields from the longitudinal modes at various excitation conditions was discussed.
We have performed experiments where we manipulate the plasmon modes in InSb to
shift them into the regimes where non-local electron-electron interaction is enforced.
Utilizing a plasmonic cavity we demonstrated the possibility of manipulating the
plasmon wave into the dispersion region where individual particle excitations are
allowed. As a result of these excitations, the collective mode was observed to be
damped. The measured features of the Landau damping are in good agreement with
the predictions made within the random-phase approximation. This demonstration
is a first systematic mapping of the Landau damping in a solid-state system.
Building on results of the Landau damping experiment, we have invoked plasmon
confinement in all three dimensions via a nanowire geometry. We demonstrated en-
hanced THz emission from InAs nanowires as compared to bulk InAs crystal. We
attribute this enhancement due to highly leaky modes of the waveguide and provide
some experimental measurements that support this view. Using existing dielectric
function analysis of the cylindrical cavity geometry with our analytic radiation cou-
pling model we numerically predict the emission spectrum of the nanowires and ob-
tain a good match with the measurement. The analysis points to several key features
of the plasmon confinement. The main result is the prediction and experimental ver-
ification of the radiation emitted by the low-energy acoustic surface plasmon mode.
This observation allows us to infer the carrier density in the nanowires, which is in a
good agreement with the independent transport measurements of our collaborators.
7.2 Future outlook
Investigations of this dissertation were concerned with the spectroscopy and control
of the collective mode excitations in condensed matter systems. As was motivated in
the Introduction chapter, one of the features that semiconductor/THz spectroscopy
platform offers is the possibility of a near-field control. For instance, near-field studies
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would allow investigation of single nanowires to be carried out, directly accessing
dispersive plasmon modes on an ultrafast time scale. Author envisions to apply
demonstrated ideas of this work to the near-field ultrafast terahertz spectroscopy.
Localized probe of the femtosecond dynamics would provide fascinating access to
the “microscopic” properties of the elementary excitations of condensed matter.
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Appendix A
Transverse Hermite-Gaussian
modes of a laser cavity
The paraxial solution of the Helmholtz equation is Gaussian beam of the form:
E(r, z) = E0Am,n
w0
w(z)
e−r
2/w2(z)exp
(
−i
[
kz − (1 + n+m)atan z
z0
+
kr2
2R(z)
])
(A.1)
where w0 is the minimum beam radius, such that w(z) is:
w(z) = w0
√
1 +
(
z
z0
)2
, (A.2)
where Rayleigh range z0 is:
z0 =
npiw20
λ
. (A.3)
Radius of curvature of the Gaussian beam R(z) evolves according to:
R(z) = z
[
1 +
(z0
z
)2]
. (A.4)
The quantity Am,n describes amplitude of the Hermite-Gaussian modes and defined
as:
Am,n = Hn
(√
2
x
w(z)
)
Hm
(√
2
y
w(z)
)
(A.5)
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Figure A.1: Transverse Hermite-Gaussian modes of the Ti:Sa laser cavity: (top)
TEMx,0 horizontal modes, with x from 0 to 15; (bottom) Various TEMx,y modes.
where Hk is a Hermite polynomial of order k [192], Fig. A.1.
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Appendix B
Propagation of a Gaussian pulse in
a linear-response medium
Consider a Gaussian pulse in the time domain:
E(t) = E0ei(ω0t+φ(t))e−
t2
τ2 (B.1)
where E0 is a peak amplitude of the pulse, ω0 is the carrier frequency, φ(t) is time-
varying phase. We keep in mind that the real quantity of electric field is obtained
by taking one half of the real part of E(t) (Eq. B.1). The quantity τ is a broadening
that defines pulse width τp at FWHM of the intensity I(t) = E(t)E
∗(t) as:
τp =
√
2ln2τ. (B.2)
We are going to be considering frequency domain in a moment, and hence taking the
Fourier transforms. Let us first note that electric field of the pulse in Eq. B.1 is of
the form F (t)exp(iω0t), where F (t) is in general complex function and exp(iω0t) is
a phasor. Obtaining Fourier transform of such function yields
F [eiω0tF (t)] =
∫ ∞
−∞
ei(ω0−ω)tF (t)dt = Fˆ (ω0 − ω) (B.3)
Appendix B. Appx: Pulse duration 110
where Fˆ is the Fourier transform F [] of the function F (t). The property of the
Fourier transform is to shift the frequency variable by a constant ω0, thus we can
drop the phasor term in time description of the pulse (Eq. B.1) as long as we agree on
the new frequency variable Ω = ω0 − ω, which represents detuning from the carrier
frequency of the pulse.
Taking the Fourier transform of Eq. B.1 for a case of time-independent phase
(φ(t) = 0) we obtain
E(Ω) =
√
piτe−
Ω2τ2
4 . (B.4)
The physical observable is the spectral density S(Ω) = E(Ω)E∗(Ω) and therefore the
FWHM ∆Ω is
∆Ω =
√
8ln2
τ
. (B.5)
The widths in time and frequency domains are related. Considering Eq. B.2 and
Eq. B.5 the product is
∆ντp =
∆Ω
2pi
τp =
2ln2
pi
≈ 0.44. (B.6)
This is a manifestation of the uncertainty principle. Physically this means that
given spectral content of the pulse defines minimum pulse duration τp. A useful
approximate relation to calculate minimum pulse width at a wavelength of 800 nm
is:
τp ≈ 0.94
∆λ0
fs (B.7)
if ∆λ0 is in micrometers. For example, consider a pulse with a Gaussian spectrum
with FWHM of 15 THz (∆λ = 32 nm) at the center frequency of 375 THz (800
nm). The minimum pulse width is 29 fs (Eq. B.6), or 11 optical cycles. The relation
(Eq. B.1) being independent of the spatial coordinate is only true in vacuum1, where
n(ω) = 1. The linear vacuum is uneventful.
1For intensities below pair-creation in quantum vacuum
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As we will see below, upon interaction with matter the phase φ(t) becomes non-
constant and with τp acquires dependence on the propagation distance. So in general
for Gaussian pulses Eq. B.6 becomes
∆ντp ≥ 0.44 (B.8)
Light-matter interaction depends on many parameters, but in general it is not
instantaneous. By non-instantaneous we mean that there is a finite time over which
pulse interacts with a medium. If this time is much shorter than the 1/ω0, i.e. a
duration of the single cycle of light, only then we can speak of instantaneity as a
very good approximation for coherent interaction.
The frequency domain picture is that upon propagation through a medium a
polychromatic pulse will experience varying refractive index for different spectral
components of the pulse. This effect, called dispersion is just another manifestation
of non-instantaneous action of the pulse. Let us now analyze what is the effect
that propagation through dielectric medium has on the pulse. To avoid convolution
integrals in the time domain it is more natural to treat the effect of linear response
as multiplication in the frequency domain.
Assuming plane wave propagation in the z-direction, the wave equation is [107](
∂2
∂z2
− 1
c2
∂2
∂t2
)
E(z, t) = µ0
∂2
∂t2
P (z, t), (B.9)
where c is speed of light, µ0 is magnetic permeability of the free space and P (z, t) is
the polarization of the medium induced by the action of the pulse. Non-instantaneous
but linear and lossless (no absorption or gain) response of the medium is manifested
in the frequency domain as [107]
P (z,Ω) = 0χ(Ω)E(z,Ω), (B.10)
where χ is the frequency dependent dielectric susceptibility. To see how such response
affects the pulse we transform in into a more convenient frequency domain. Using
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Eq. B.10, the Fourier transform of the wave equation (Eq. B.9) is now:[
∂2
∂z2
+ Ω2(Ω)µ0
]
E(z,Ω) = 0, (B.11)
where
(Ω) = 0[1 + χ(Ω)] (B.12)
is the total dielectric constant. The general solution is a plane wave, propagating in
the z-direction, i.e.
E(z,Ω) = E(0,Ω)e−ik(Ω)z, (B.13)
where E(0,Ω) is known spectral amplitude of the pulse at the position z = 0, while
k(Ω) is a frequency-dependent wavevector which is given by
k(Ω) = Ω
√
(Ω)µ0 =
Ω
c
n(Ω), (B.14)
with n(Ω) being the refractive index of the medium. To quantify variation of the
k(Ω) over the range centered at the pulse carrier frequency we approximate index
dependence by performing Taylor expansion up to the second order about ω0:
k(Ω) = k(ω0) +
dk
dΩ
∣∣∣∣
ω0
(Ω− ω0) + 1
2
d2k
dΩ2
∣∣∣∣
ω0
(Ω− ω0)2 (B.15)
We are in the position to transform back into the time domain and analyze how var-
ious orders of n(Ω) approximation affect the pulse. Taking inverse Fourier transform
of E(Ω) (Eq. B.13) while retaining only up to the linear term of the k(Ω) expansion:
E(z, t) =
1
2pi
e−ik0z
∫ ∞
−∞
E(0,Ω)e−ik
′
0(Ω−ω0)zeΩtdΩ (B.16)
Ω
′
= Ω− ω0, (substituting)
E(z, t) =
1
2
ei(ω0t−k0z)
∫ ∞
−∞
E(0,Ω
′
+ ω0)e
iΩ
′
(t−k′0z)dΩ
′
(B.17)
(B.18)
Appendix B. Appx: Pulse duration 113
where k0 = k(ω0) and k
′
0 is the first derivative of k(Ω) with respect to Ω evaluated
at ω0 (Eq. B.15). Equation B.17 is just an inverse Fourier transform with the new
time variable t
′
given by:
t
′
= t− dk
dΩ
∣∣∣∣
ω0
z = t− z
vg
, (B.19)
where vg stands for the group velocity - velocity with which pulse envelope moves.
We see that approximating frequency dependence of the wavevector k up to the
first order results in no pulse shape change. The only consequence of such linear
dispersion is that the pulse envelope is ensured to move at the group velocity vg.
Since k
′
0 = 1/vg, the k
′′
0 represents group velocity dispersion or GVD. While the
effect of GVD on the pulse can be considered in general terms [24], here we apply it
to the example of a Gaussian pulse (Eq. B.1).
The GVD term contributes quadratic phase to the pulse in the frequency domain
(Eq. B.4):
E(z,Ω) = E(Ω, 0)e−ik0ze−ik
′
0(Ω−ω0)ze−
Ω2τ2
4
[
1+2ik
′′
0 z/τ
2
]
.
(B.20)
Since the effect of linear dispersion was shown to shift time into the coordinate system
moving at group velocity (Eq. B.19), we lump this and propagator exp(−ik0z) all
into the term E
′
Ω to separate effect of GVD. Transforming back into the time domain
(inverse of the Eq. B.1 → Eq. B.4) we obtain
E(z, t) = E
′
texp
[
− t
2
τ 2
1
1 + 2ik
′′
0z/τ
2
]
, (B.21)
where E
′
t is the time domain equivalent of E
′
Ω. Identifying length scaling parameter
ld =
τ 2
2k
′′
0
, (B.22)
equation B.21 can be simplified to
E(z, t) = E
′
texp
[
− t
2
τ 2[1 + (z/ld)2]
(1− iz/ld)
]
(B.23)
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Pulse duration is given by the FWHM of the I(t) and therefore
τp =
√
2ln2τ
√
1 +
z2
l2d
. (B.24)
Pulse duration is no longer a constant as in the case of propagation in vacuum. As
a result of non-zero k
′′
0 , pulse envelope in the time domain experiences broadening
that is dependent on the spatial coordinate. The length scale associated with this
broadening is parametrized by the dispersive length ld (Eq. B.22). For propagation
distance z  ld effects of the broadening can be ignored and vacuum-like pulse
description applies. For z = ld, pulse duration increases by
√
2. For z  ld the
relation B.24 asymptotes to
√
2ln2z/ld.
The description of pulse duration (Eq. B.24) broadening has an analogy for the
Gaussian beams as eigenmode solutions to the far-field diffraction. In such case
w(z) = w0
√
1 +
z2
z20
(B.25)
where w(z) is the spatial extent of the beam in transverse direction to the propaga-
tion, while z0 = piw
2
0/λ with λ being the free-space wavelength of the beam (see for
instance Verdeyen [192]). The beam waiste w(z) is minimum at w0 and otherwise
diverges. There is also a position dependent radius of curvature of the phase-front
of a Gaussian beam that is uniquely specified by the value of z0 [192]. In this anal-
ogy, minimum pulse width τp (Eq. B.2) determined by the spectral content of the
pulse ∆Ω (Eq. B.5) only occurs for unique position (here z=0) and increases other-
wise with the speed controlled by the value of ld. Pulse envelope broadening is also
accompanied by the position-dependent phase modulation (Eq. B.23):
ωt = ω0 +
z
τ 2p ld
t, (B.26)
where τp is given by Eq. B.24. The observed linear change of instantaneous frequency
ωt with time is known as pulse chirp. Pulse chirp is akin to the radius of curvature
of the spatial Gaussian beam, both are uniquely determined by the broadening of
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the real part (envelope) such that the frequency (spatial or temporal) content is
unchanged. In particular, Eq. B.26 shows a linear sweep in frequencies corresponding
to broadening in the frequency domain, however such broadening is precisely canceled
by the pulse envelope broadening in the time domain. After all, we have chosen a case
of a linear response and therefore spectral content of the pulse has to be unchanged
upon propagation. Chirped pulse cannot be produced without accompanying pulse
envelope broadening in the medium described by the linear response. However, by
inducing nonlinear response it is possible to produce chirp without corresponding
pulse broadening, as in the effect of self-phase modulation (SPM, Chpt. C). The
action of SPM will lead to broadening of the frequency content, leading to possibility
of shorter pulse. This is completely analogous to the action of the lens on a spatial
Gaussian pulse and hence sometimes is called temporal lens [24].
Finally, minimum of the time-bandwidth product (Eq. B.6) can be formed
∆Ωτp =
2ln2
pi
√
1 +
z2
l2d
(B.27)
where the action of GVD is seen to increase pulse duration for the linear response of
the medium.
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Appendix C
Velocity matching condition
In this appendix we briefly discuss derivation of velocity matching condition for
optical rectification. Consider an optical pulse of intensity envelope I(t), propagating
in a z direction through a material of thickness L with the χ2 response (Fig. C.1).
The induced second order polarization associated with the optical rectification is
(Eq. 3.11):
P
(2)
OR = χ
(2)
ORI(t)pˆ. (C.1)
where pˆ is a unit vector in the direction of the polarization, as determined by tensor
properties of χ2 (Appx. C). From Eqn. D.14 (with the polarization current : J(ω) =
−iωP (ω)), the radiated field at a point r in space becomes:
E(r, ω) = −ω
2
c2
eikr
r
I(ω)kˆ× kˆ× pˆ
∫
e−i(k·rs+ωz/vg)d3rs. (C.2)
Here, vector rs runs over the spatial extent of the polarization current (Fig. C.1).
Time has been shifted (Eq. B.17) into the frame of reference which is propagating
with the group velocity vg of the pulse (Eq. B.19). The Eq. C.2 can be re-written:
E(r, ω) = −ω2E0Eˆ
∫ L
0
e−iωz/c[n(ω) cos(θ)−ng ]dz
∫
e−ik⊥·rs⊥d2rs⊥ (C.3)
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Figure C.1: Schematic diagram of the situation as described in the text below.
Optical pulse propagates through a nonlinear medium with a χ(2) response (blue),
inducing a nonlinear polarization current. This current radiates E(r, t) field.
where the first integral is along the direction of the propagation and is responsible for
the phase-matching. The second is a diffraction integral in the plane perpendicular
to z, with the appropriate components in the dot product, e.g. k⊥ = k− kzˆ.
The solution to the phase-matching integral is a sinc function:∫ L
0
e−i∆kzdz = Le−i∆kL/2sinc (∆kL/2) , (C.4)
where:
∆k = ω/c[n(ω) cos(θ)− ng]. (C.5)
The phase-matching bandwidth is identified by the first zero of the sinc function and
is referred to as coherence length.
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Appendix D
Far-field radiation
In this Appendix a radiation from the electric dipole is derived in the far-field approx-
imation. This is accomplished by solving Maxwell’s equations, which is a set of four
first order differential equations. It is often more convenient to introduce potentials,
obtaining a smaller number of the second-order differential equations [107]. Two
coupled second-order differential equations for a scalar Φ and a vector A potentials
are equivalent to the Maxwell’s equations in a vacuum1:
∇2Φ + ∂
∂t
(∇ ·A) = − ρ
0
(D.1)
∇2A− 1
c2
∂2A
∂t2
−∇
(
∇ ·A + 1
c2
∂Φ
∂t
)
= µ0J (D.2)
The only physical observables are the electric and magnetic fields, which are defined
through the potentials as:
µ0H = ∇×A (D.3)
1most of this Appendix chapter follows J.D.Jackon’s Classical Electrodynamics [107]
and lecture notes from Laser Physics II course taught by Prof. Sheik-Bahae (UNM, Fall
2006)
Appendix D. Appx: Far-field radiation 119
and
E = −∇Φ− ∂A
∂t
. (D.4)
This means that the potentials are unique only up to an additive term which obeys
equations D.3 and D.4, such as to leave the fields unchanged (gauge invariant). If
chosen properly, the additive term can lead to uncoupling of Eq. D.1 and Eq. D.2.
Different choices of this shift allow for different gauges, leading to some simplifications
of the particular problem at hand.
D.1 Lorentz gauge
This gauge is defined by the Lorentz condition:
∇ ·A + 1
c2
∂Φ
∂t
= 0, (D.5)
which uncouples Eq. D.1 and Eq. D.2 to generate two second order inhomogeneous
differential equations for both potentials:(
∇2 − 1
c2
∂2
∂t2
)
Φ = − ρ
0
(D.6)
and (
∇2 − 1
c2
∂2
∂t2
)
A = −µ0J (D.7)
where c is the speed of light. The fact that both potentials are determined from their
respective wave equations naturally satisfies causality in the Lorentz gauge.
In the frequency domain, Eq. D.7 transforms into an inhomogeneous Helmholtz
wave equation:
(∇2 + k2)A(r, ω) = −µ0J(r, ω) (D.8)
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Figure D.1: Diagram represents the radiation field at a point r which is calculated
by integrating over all possible contributions from the current distribution J(rs, t).
The distance r
′
(red) is relevant for calculation of the Green function for a point
source excitation (see text).
where k = ω/c is the magnitude of the wavevector. The Green function of Eq. D.8
satisfies:(∇2 + k2)Gk(r, rs) = −µ0δ(r− rs) (D.9)
for a point source located at rs. In an isotropic homogeneous medium the spherical
symmetry dictates that Gk can only be a function of r
′
= |r′ | = |r−rs| (see Fig. D.1).
It can be shown that:
Gk(r
′
) = M
eikr
′
r′
+ (1−M)e
−ikr′
r′
(D.10)
where M depends on the choice of the boundary conditions. For instance, for a
source switched on at time t = 0, only the outgoing wave (M = 1) is relevant.
The incoming wave described by the exp(−ikr′) is needed to satisfy causality for an
arbitrary choice of the initial conditions.
The vector potential in Eq. D.8 is now determined by the convolution of the
point-source Green function (Eq. D.10, M = 1) with the spatially-extended current
source (Fig. D.1):
A(r, ω) =
µ0
4pi
∫
eik|r
′ |
|r′| J(rs, ω)d
3rs. (D.11)
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This is the exact solution for the vector potential in the frequency domain while in
the Lorentz gauge in the absence of boundaries. Next, we consider some relevant
simplifications.
D.2 Far-field approximation
In the far-field, i.e. when (k|r|  1), the denominator of Eq. D.11 is approximated
by:
r
′
= |r− rs| ' r − rs · rˆ (D.12)
where rˆ = r/r is a unit vector in the direction of the observation. With this approx-
imation, Eq. D.11 is simplified to:
A(r, ω) =
µ0
4pi
eikr
r
∫
e−ik·rsJ(rs, ω)d3rs, (D.13)
where k = kkˆ. Using Eq. D.13 in Eq. D.3 together with Faraday’s law (0ωE =
i∇×H), the electric field is determined by:
E(r, ω) = − iω
4pi0c2
eikr
r
kˆ× kˆ×
∫
e−ik·rsJ(rs, ω)d3rs. (D.14)
The integral represents a three-dimensional Fourier transform of the J(rs, ω). Equa-
tion D.14 allows one to calculate the electric part of the electromagnetic field in the
frequency domain at a point r, radiated by the extended current source J, while in
the far-field approximation (kr  1). In arriving at Eq. D.14 ignored the role of the
boundary conditions, in other words we assumed that the current is not bounded
by a dielectric medium. If a boundary exists around the current distribution, such
that the dielectric function is different within and outside of the surface, the solution
to the Helmholtz equation (Eq. D.8) by Green’s theorem would include derivatives
of Green function along the surface normal. As to how exactly this would modify
Eq. D.14, depends on the whether the potential (Dirichlet boundary conditions) or
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charge distribution (Neumann boundary condition) have been specified at the sur-
face. Approximations relevant to particular cases treated in this dissertation are
reviewed in the context of those cases (Chpt. 4,Chpt.5).
D.3 Dipole radiation
In the previous section (Eq. D.13), we determined the vector potential in the far-field
(kr  1) of the spatially-extended current source. If the dimension of the source is
small compared to the observation distance (|rs|  r), exponent exp(−ik · rs) can
be expanded in a series:
A(r, ω) =
µ0
4pi
eikr
r
∑
n
(−ik)n
n!
∫
J(rs, ω)(kˆ · rs)nd3rs. (D.15)
If we are to keep only the leading term of the expansion (n=0), the corresponding
vector potential becomes:
A(r, ω) =
µ0
4pi
eikr
r
∫
J(rs, ω)d
3rs. (D.16)
After integration by parts [107] and use of a continuity equation iωρ = ∇·J, Eq. D.16
can be written as so:
A(r, ω) = −iµ0ω
4pi
eikr
r
p(ω), (D.17)
where
p(ω) =
∫
rsρ(rs)d
3rs (D.18)
is the electric dipole moment.
Using Eq. D.17 we are in a position to simplify Eq. D.14 for the case of the
time-dependent electric dipole:
E(r, ω) =
k2
4pi0
eikr
r
kˆ× kˆ× p(ω). (D.19)
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Due to the condition |rs|  r, electric field depends only on the distance r away
from the point-like source. By the properties of the Fourier transform, Eq. D.19
implies that the electric field is proportional to the second time derivative of the
dipole moment:
E(r, t) ∝ d
2p(t)
dt2
. (D.20)
Physically, this means that any extended oscillating current source in the far-field
can be approximated to the lowest order as an oscillating “point-source” electric
dipole – Hertzian dipole. A Hertzian dipole represents an impulse response (Green
function) of the vector diffraction theory. It is in analogy with the impulse response
of the scalar diffraction theory – namely Huygen’s wavelet. This analogy becomes
even more clear when one considers the respective functional forms of the Hertzian
dipole and the Huygen’s wavelet.
Consider the vector product:
kˆ× kˆ× pˆ = kˆ(kˆ · pˆ)− pˆ (D.21)
Without loss of generality, let us take Hertzian dipole pˆ = zˆ, while kˆ = rˆ in spherical
coordinates, where also rˆ · zˆ = cos θ and zˆ = cos θrˆ− sin θθˆ. Equation D.21 becomes:
kˆ× kˆ× pˆ = rˆ(rˆ · zˆ)− zˆ = rˆ cos θ − (rˆ cos θ − θˆ sin θ) = sin θθˆ (D.22)
where θˆ is the unit vector in spherical coordinates, which lies in the zˆ · rˆ plane,
perpendicular to rˆ.
The sin θ dependence of the radiated field from the Hertzian dipole is a mani-
festation of the vectorial nature of the radiated field. But if we were to ignore the
vector nature of the dipole, then Erad ∝ exp(−ikr)/r (Eq. D.17), which is exactly
the Huygen’s wavelet.
Huygen’s wavelet is spherically symmetric. Radiation from the Hertzian dipole
is polarized in the θˆ direction. The field on the axis of the dipole is zero, because
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coherent addition of θˆ on that line amounts to such. This is the consequence of
broken spherical symmetry by the axis of the dipole. In scalar diffraction theory
we can approximate Hertzian dipole by the Huygen’s wavelet. The vector nature is
accounted for with the assumption of the radiated field (Huygen’s wavelet) to have
the same polarization as the source (Eˆrad = pˆ), while the broken spherical symmetry
(kˆ× kˆ× pˆ) is accounted for by the obliquity factor.
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Appendix E
Dielectric function formalism
E.1 Plasma frequency
A standard textbook derivation of the plasma frequency is as follows (see for instance
Ashcroft and Mermin [110]). Consider electron ensemble of density N moving some
displacing from the equilibrium position by some x, with respect to the positive
background charge. This sets up the polarization
P = −Nex, (E.1)
which leads to the electric field:
P = −1
 0
E. (E.2)
The equation of motion is then:
mx¨ = eE = −Ne
2
0
x, (E.3)
which is a simple harmonic oscillator1 of frequency ωp, given by:
ωp =
√
Ne2
∞m∗
, (E.4)
1notation a¨ represents second derivative of the quantity a with respect to time t.
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where m∗ stands for an effective mass of the electron, which arises once background
positive charge represents a lattice [110, 193]. The constant ∞ arises from the
contributions of the valence electrons [153]. The Eq. E.4 is due to Langmuir and
defines a plasma frequency ωp [194].
E.2 Local dielectric function
In the case of an isotropic medium, linearized response is:
D = 1 +
P
∞E
, (E.5)
which, with Eq. E.3 lead to:
(ω)
∞
=
(
1− ω
2
p
ω2 + iγω
)
. (E.6)
Here we include the broadening γ, due to the inelastic scattering processes (electron-
phonon scattering, impurity scattering, etc.). Eq. E.6 describes the response of the
electron gas to an applied DC field, it is a long-wavelength limit of the dielectric
function. In this limit, all electrons respond as a whole, i.e. constituting an incom-
pressible flow. In general, (k, ω), but in the long wavelength limit, the (k→ 0, ω)
describes the local response of the electron gas.
E.3 Longitudinal and transverse modes
Plasma, by definition is electrostatically neutral, and hence application of the Gauss
law gives:
∇ ·D = 0, (E.7)
or equivalently (for isotropic, homogeneous medium):
(k · E0) = 0, (E.8)
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where E0 and k are amplitude and wavevector of the propagating plane-wave mode
E(r, t) = E0exp[i(ωt−k ·r)]. This condition can be satisfied when either i) k ·E0 = 0
or ii)  = 0. The former condition defines transverse propagating modes, while the
latter corresponds to the longitudinal modes of the system.
E.3.1 Transverse modes
From the electromagnetic wave equation, the dispersion relation is given by the
solutions of (k, ω)ω2 = c2k2, where c is the speed of light. Using Eq. E.6 and
ignoring the broadening, the dispersion relation for the electromagnetic wave inside
of a plasma is:
ω = ω2p +
1
∞
c2k2. (E.9)
For frequencies below the ωp, electromagnetic wave is attenuated as the wavevector
k of the mode becomes purely imaginary. This the the well-known fact of plasma
edge reflectance and has been observed in a number of metals [193]. In passing we
note that the role of the background charge has so far been ignored. For frequency
of the EM wave that is comparable to the transverse phonon frequency of the lattice,
coupling of the two transverse modes occurs and results in a formation of the hybrid
mode, termed polariton. The manifestation of this coupling is in the dispersion
relation that exhibits two branches with the anti-crossing point corresponding to the
case when the two frequencies ω and ωTO would otherwise be identical. This coupling
leads to the appearance of the energy gap between the longitudinal optical ωLO and
transverse optical ωTO phonon frequencies, where the wave can not propagate as
k becomes purely imaginary. This is gap region is called the Restrahlen band for
historical reasons.
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E.3.2 Longitudinal modes
As can be shown [195], the potential Φ generated in response to the externally applied
potential V is:
Φ(k, ω) =
V (k, ω)
(k, ω)
. (E.10)
From here it is evident that the condition for the longitudinal modes ( = 0) cor-
responds to a situation when infinitesimal external perturbation V leads to a large
response Φ. For instance, longitudinal mode in the limit k → 0 corresponds to
(Eq.E.6 with γ = 0) an oscillation at the plasma frequency ωp – this mode is called
plasmon. Plasmon is a quantum of the excitation of the electron gas 2. In case of
broadening (γ 6= 0), longitudinal modes (LM) are manifested by the maxima of the
loss function 3:
LM ≡
(
−= 1
(k, ω)
)∣∣∣∣
max
. (E.11)
E.4 Non-local response
In general, long-range (r−2) Coulomb interaction between the individual electrons
modifies the dielectric function. Consider a case when a (locally) excessive charge at
r0 is formed inside of the plasma region. Coulomb coupling would cause neighboring
charges to respond in such a way as to reduce (i.e. screen) the total charge in the
vicinity of r0. A charge cloud would be formed around the localization, with the
spatial distribution decaying exponentially from the center located at r0. Debye has
shown that the characteristic length scale of this cloud (Debye radius λD) is inversely
proportional to the electron density N . Bohm and Gross have shown the dispersion
2more formal quantum mechanical development can be found for e.g. in Fetter and
Walecka [196]
3which is proportional to the structure factor within the Born approximation in the
quantum-mechanical scattering theory [181]
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relation for the longitudinal plasma wave to be:
ω2p(k) ' ω2p(1 + k2λ2D) (E.12)
to the quadratic term in the k. Semiclassical treatment of electron-electron interac-
tion in metals was applied by Thomas and Fermi only to arrive at a similar dispersion
relation as Eq. E.12, but with the λD being replaced by the ∼ 1/kF , kF being the
radius of the Fermi sphere4 at low temperatures.
The question of electron-electron interaction is one of the central ones in the
quantum theory of many-particle systems [196]. Green function formalism is the
most natural way to describe these interactions. This is beyond the scope of this
work however and we resort to Lindhard formalism, which allows one to obtain the
full dielectric function (k, ω) within the random phase approximation.
Before we develop the L-M dielectric function we should make a general remark
about the dispersion relation of the longitudinal plasma wave. From the argument
of Debye or Thomas-Fermi, the screening length introduces a characteristic length
scale into the problem. It is therefore natural to anticipate a qualitative change in
the behavior of the wave for wavelengths approaching the 1/kF [197]. In fact, by the
virtue of the screening mechanism, for wavelengths smaller than the 1/kF electronic
charge can no longer be “smoothed out” and individual behavior of the charges
emerges. In 1946 Lev D. Landau has provided correct solutions to the Vlasov’s
transport equation [198], in where he pointed out that the plasma wave will be
damped once the wavelength approaches the characteristic screening length. This
results in collisionless damping, in the sense that the collective electron behavior is
lost and gives rise to individual particle excitations. The reader (or hopefully readers)
is/are referred to Chpt. 5, for more detailed discussion of the Landau damping in the
case of a solid-state plasma.
4System of N electrons condenses to N/2 states at T = 0, which results in a spherical
distribution of momentum states for a large number of N [110].
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E.5 Lindhard dielectric function
Following Ridley [166], consider an external potential V0exp(i(q · r + ωt)) applied to
a free-electron gas. Assuming linear response, we can say that the electron density
is:
N(q, ω) = F (q, ω)V0 (E.13)
where F (q, ω) is the density-response function and q = q · rˆ. The variation in charge
density causes an induced potential Vind (screening). The total potential Φ is the
sum of the applied and induced potentials and hence:
Φ = Vind + V0 =
(
1 +
e2
0q2
)
V0 (E.14)
where second term in the bracket is the induced potential, obtained from the Poisson
equation. Eq. E.13 can be applied to Φ:
N(q, ω) = G(q, ω)Φ (E.15)
where G(q, ω) is now the response to the total potential. Note that Eq. E.14 is of
the form of Eq. E.10. Reading off the electron-electron interaction e(q, ω):
e(q, ω) = ∞ − e
2
q2
G(q, ω). (E.16)
Lindhard has provided a first-order perturbation solution for G(q, ω) where:
e(q, ω) = ∞ − e
2
|q|2
∑
k
f(Ek+q)− f(Ek)
Ek+q − Ek − h¯ω − ih¯γ (E.17)
where f(E) is the energy distribution function and γ is the collisional damping term.
Total dielectric function is then:
(q, ω) = ∞ + e(q, ω) +
0 − ∞
1−
(
ω
ωLO
)2
0
∞
(E.18)
where the last term is the response function of the lattice. Eq. E.18 together with
Eq. E.17 fully describe electron-phonon system and the possible modes that can
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emerge as a result of interaction. These results are within the random phase approx-
imation, which resulted from the assumption that electron density reacts only at the
frequency and the wavevector of the externally applied potential.
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