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1. INTRODLJCTI~N 
In the last few years, the mean value theorem for various classes of non- 
differentiable functions has been the subject of many investigations. In par- 
ticular, Hiriart-Urruty [4, Sect. II] proved some variants of this theorem 
for extended-real-valued functions defined on locally convex spaces. In this 
paper we present two other theorems which are, to some extent, 
generalizations of the above-mentioned results. More precisely, we 
introduce the notion of an upper convex approximation for a function 
(being a modification of the first-order convex approximation of Ioffe [ 51) 
and formulate the mean value theorems in terms of subdifferentials of these 
approximations. 
We first consider the class of functions f’: X-t R (where X is a locally 
convex space) such that the restriction offto the closed line segment [a, 61 
is finite and lower semicontinuous. Our result for this case (Theorem 4.2) 
has a weaker form than the classical mean value theorem: the difference 
f(h) -f(a) is expressed by means of the subdifferential of an upper convex 
approximation for f at a point CE [a, b]. If f is discontinuous, c may be 
equal to a or h. However, if the restriction ,fl [a, h] is continuous, we 
obtain a stronger result (Theorem 4.3) stating that c belongs to the open 
line segment ]a, h[. This theorem is a generalization of Theorem 1 of [9] 
and, in part, of Theorem 2 of [4]. 
Finally, we obtain, as a corollary from Theorem 4.3, a sufficient con- 
dition for a strict local minimum of a continuous function on a convex sub- 
set of X (Theorem 5.1). This theorem extends the result of [lo] to the case 
of functions which may not satisfy the Lipschitz condition. 
In the paper we make use of some notions and theorems of convex 
analysis which can be found in Chapter 6 of [6]. 
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2. UPPER CONVEX APPROXIMATIONS 
Throughout the paper, X will denote a real locally convex (Hausdorff) 
topological vector space. We shall denote by J+‘“(X) the collection of all 
open neighbourhoods of x E X. 
Let f: X 4 I? be an extended-real-valued function. We recall that the 
epigraph off is the set 
epiS= ( (x, a) E Xx Rv(x) f a}. 
2.1. DEFINITION (Rockafellar [S, p. 291). A function cp: X -, R is called 
sublinear if its epigraph is a convex cone in Xx R containing (0,O). 
This is equivalent to the following conditions: cp is a convex function, 
~(0) < +co and cp(Au) = Q(u) for all v E X and 2 > 0 (hence either ~(0) = 0 
or ~(0) = -cc). 
2.2. DEFINITION. Let x E X be a point such that f(x) is finite. We 
denote, for any v E X, 
f’(x; u) = lirnlyp i ‘(f (x + Au) -f(x)). 
We shall say that a function cp: X --t R is an upper convex approximation 
for ,f at x in the direction d E X (d # 0) if cp is sublinear and 
fr(x; ad) d cp(ad) for all a E R. (1) 
Q will be called an upper convex approximation for f at x if it is an upper 
convex approximation for ,f at x in every direction. 
From (1) it follows, in particular, that ~(0) = 0. 
Remarks. (1) If X = R, then each sublinear function cp satisfying (1) for 
some d # 0 is an upper convex approximation for f at x. 
(2) Definition 2.2 extends the notion of a first-order approximation 
(with the additional convexity assumption) introduced by Ioffe in [S] to 
the case when both the function and its approximation are extended-real- 
valued. 
Given a sublinear function cp: X -+ i?, we denote by dq(x) the subdif- 
ferential of cp at x, that is, 
where X* is the topological dual space of X. Similarly as in Proposition 1 
of [S], we obtain 
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2.3. PROPOSITION. Let cp be an upper convex approximation for f at x. If 
f has a local minimum at x, then 0 E atp(O). 
2.4. EXAMPLE. The radial generalized directional derivative off at x (in 
the direction v) is defined as follows (see Definition 6 of [4]): 
f Uyx; II) = inf sup i ‘(f(y + Au) - SI). (2) 
NE ~-thf(*l) (.v.?)tNneplf 
AL >0 0 -c i. c p 
This expression can be simplified by introducing the notation 
( y, a) Jr-x means that (y, X) -+ (x, f (x)) and CI >f ( y). 
Then 
,f’ ‘(x;u)=limsup1 ‘(f(y+Av)-cc). 
(1‘.2)1/.Y 
i 1 0 
Rockafellar [7] terms function (2) the generalized Clarke derivative off at 
.Y (with respect to v) and uses the notation ,f” instead offL’. But we shall 
reserve the notation f0 for the function defined in Example 2.5 below. 
It follows from Theorem 3 of [7] that the function vwf -lr(x; v) is sub- 
linear (although the definition of a sublinear function assumed in [7] is 
somewhat weaker than Definition 2.1, this difference is inessential in our 
case since from (2) we get that ,f”‘(x; 0) =O). It is easy to verify that 
(p(v) = f’ “(x; u) satisfies inequality (1) for each dc A’, and so it is an upper 
convex approximation for ,f at x. 
2.5. EXAMPLE. Let us now assume that f is finite on some 
neighbourhood U of x. Then we can define the generalized directional 
derivative of Clarke [2] extended by Gwinner [3] as follows: 
,f”(x; u)=limyup A. '(f(y + Au)-f(y)) 
r. 1 0 
(3) 
,f”(x; .) is also an upper convex approximation for f at x (its sublinearity 
follows from Proposition 2 of [3]). 
2.6. PROPOSITION. If ,f is finite on U E ,V(x) and continuous at x, then 
f:-‘(x; .)=f”(x; .). 
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Proof: Since f is continuous at x, we can choose a neighbourhood basis 
of the point (x,f(x)) consisting of sets of the form N= I/x W where 
VE N(x), WE ~V”(f(x)) andf( V) c W. Fix any such N. Since ye V implies 
f(y) E W, we have, for any fixed y E V and A > 0, 
sup ~~‘(J‘(Y+3,u)-a)=E.~‘(f(y+~u)-f(y)). 
It w  
12/(V) 
Consequently, for each p > 0: 
sup 2. ‘(f(y+h-cl)= sup 
(.v.cz)~Nnepi/ JE I; ( 
sup A ~~‘(f(Y+Av)-cc) 
ZE w ) 
o<lcp 0 < L < ,’ 121(J) 
Thus, according to (2) and (3), we get the desired equality. 1 
2.7. EXAMPLE. We shall show that Proposition 2.6 is not true without 
the continuity assumption, even iffis lower semicontinuous. Let X= R and 
j-(x)=x+ 1 if x < 0, 
=o if x 2 0. 
Then 
f”(O;u)= +cc if u<O, f”(O;u)= +cc if v<O, 
=o if v 2 0, =U if v 3 0. 
For X= R, we can give a simple characterization of upper convex 
approximations in terms of Dini derivatives. Let f: R -+ R be finite at x. 
The four Dini derivatives are defined as follows: 
D+f(x)=lim:lrrfim '(f(x+l)-f(x)) 
and, analogously, D f(x) and D ~ f(x) with the limits taken as A 7 0. 
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2.8. PROPOSITION. A function cp: R + R is an upper convex 
approximation for f at x tf and only tf cp is sublinear and 
-D-f(x) G cp( - I)> D’f(x)<cp(l). 
Proof It suffices to observe that -D-f(x)=f’(x; -1) and 
D + ,f(x) =fyx; 1). 1 
3. Two GENERALIZATIONS OF ROLLE'S THEOREM 
In this section we consider only the case of X= R. We shall prove two 
extensions of Rolle’s theorem: the first for lower semicontinuous and the 
second for continuous functions. Throughout this section, we assume that 
a.bER and a<b. 
3.1. LEMMA. Let f: [a, b] + R be a lower semicontinuous function and 
let D + f (x) < 0 ,for each x E [a, b [. Then f is nonincreasing on [a, b]. 
Proof: Suppose that the desired conclusion is false, that is, there exist c, 
dE [a, b] such that c <d andf(c) <f(d). Choose any M E If(c), f (d)[. Sin- 
ce f is lower semicontinuous, the set A = {x E [c, d]If(x) <a} is closed. 
Since A is also bounded and nonempty, it has the greatest element z. We 
have d$ A, hence z < d. Thus .f(z) < c( and ,f(,~) > tl for all x E ]z, d]. We 
obtain that D+,f(z) = lim infYi, (.f(x) -,f(z))/(x - z) > 0, which contradicts 
the assumption. 1 
3.2. THEOREM. Let ,f: R -+ R be a ,function such that f (a) = f (b) and the 
restriction f I [a, b] is ,finite and lower semicontinuous. Suppose that: 
(a) ,for each XE [a, b], cp,. is an upper convex approximation for f at 
x; 
(b) the ,functions XH qD,( - 1) and XH cp,( 1 ), defined on [a, b], are 
upper semicontinuous. 
Then there exists c E [a, b] such that 0 E 8cp,,(O). 
Proof If f is constant on [a, b], then, according to (1 ), we have cpc b 0 
for each CE ]a, b[, hence the assertion is true. Iffis not constant on [a, b], 
there are two possible situations: 
(1) f(a) > c1= inf{ f (x)1x E [a, b] }. Then, according to the lower 
semicontinuity off 1 [a, b], there exists c E ]a, b[ such that f (c) = cc. Hence 
f has a local minimum at c, and 0 E &J,(O) by Proposition 2.3. 
(2) f(a)<j3=sup{f(x)lxE [a, b]}. Then there exists a sequence 
{x,~} in [a, b] such that f(x,) + fl. We may assume, by taking a sub- 
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sequence if necessary, that {xn} converges to a point c E [a, 61. We may 
distinguish two cases: (i)f(c) = /I and (ii) f(c) < 8. 
Case (i). Sincef(c) >f(a), we have CE ]a, b[. Suppose that the desired 
conclusion is false, that is, 0 $ acp,.(O). Since cpc is sublinear and q,.(O) = 0, 
we have either cp,.( 1) < 0 or cp,.( - 1) < 0. In the first case, according to 
assumptions (a), (b) and Proposition 2.8, there exists E > 0 such that 
o+f(x)~o+f(x)~cp,(l)<O forallxE[c-s,c]c[a,h]. (4) 
Hence, and from Lemma 3.1, it follows that f is nonincreasing on 
[C-E, c], thus f(x) >f(c) for all XE [C-E, c]. On the other hand, since f 
has a local maximum at c, there exists 6 E 10, E[ such that f(x) <f(c) for 
all XE [c-6, c]. Thereforefis constant on [c-6, c], and D+ f(c-d)=O, 
which contradicts (4). The case of v~( - 1) < 0 can be considered 
analogously (instead of f one should take into account the function 
g(x)=f(-x) and observe that D’g(-x)= -D ,f‘(x)<~.~(-l)<O for 
all x in some interval [c, c + E’] c [a, b], e’ > 0). 
Case (ii). Since f (x,) -+ fi >f (c), we have x,, # c for all sufficiently large 
n. Therefore we may assume, by taking a subsequence, that either x, < c for 
all n and the sequence (x,~} is strictly increasing (then c E ]a, b]) or x, > c 
for all n and (xn} is strictly decreasing (then c E [a, b[). Let us consider the 
first case. Choose any 7 E R such that f (c) < “J < p; then we have ,f(x,) 3 y 
for all sufficiently large n. Hence 
D ,f(c)=limrrrfI ‘(f(c+i)-f(c)) 
d lim inff (xn) -f(c) 
n-m x,-c 
~ lim Y-f(c) ----zz-~ 
n+m x,-c 
thus - Dp f (c) = +co and, by Proposition 2.8, cp,.( - 1) = SOO. Con- 
sequently, if we suppose that 0 4 acp,(O), then cp,.( 1) < 0. Hence, similarly as 
in case (i), it follows that there is E > 0 such that condition (4) is satisfied. 
Next, we infer that f is nonincreasing on [c - E, c]. Choose any m such that 
x, E [c - E, c[ for all n 2 m. Since {x,} is increasing, we have 
f(x,) >f (x,, i) for all n > m. But f (x,) + /I andf(x,) < fl for every n, thus 
f (x,) = B for all n > m. In particular, f(xm) = f (x, + i) and so f is constant 
on C-L x,+ I ] (for it is nonincreasing on this interval). Hence 
D+ f (x,) = 0, which contradicts (4). The case when (for all n) x, > c can 
be treated analogously. [ 
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3.3. EXAMPLE. We shall show that Theorem 3.2 would be false if the 
condition that CE [a, b] was replaced by CE ]a, b[. Let [a, 6]= [0, l] and 
f(x)=x if x< 1, 
=x-l if x2 1. 
Put cp,( t) = t for all x E [0, 1 [ and 
cp,(t)= +a if t c 0. 
=t if t > 0. 
It is easy to verify that the assumptions of Theorem 3.2 are satisfied and 
that 0 E C@,.(O) only for c = 1. 
3.4. THEOREM. Let f: [a, b] + R be continuous and letf(a) =f(b). Sup- 
pose that: 
(a) for each x E ]a, b[, cp, is an upper convex approximation for f at 
x; 
(b) the functions XH(P,( - 1) and XH(P,( l), defined on ]a, b[, are 
upper semicontinuous. 
Then there exists c E ]a, b[ such that 0 E &p,.(O). 
ProojI Since f is continuous, there exists CE ]a, b[ which is a local 
minimum or a local maximum point for f. In the first case the assertion 
follows from Proposition 2.3. For the second case, the proof is the same as 
in case (i) of Theorem 3.2 (one should merely replace [a, b] by ]a, b[ ). 1 
4. MEAN VALUE THEOREMS FOR FUNCTIONS DEFINED ON 
A LOCALLY CONVEX SPACE 
In this section we assume that a, b E X and a # b. We denote 
[a,b]={a+t(b-a)lO<t<l}, 
]a,b[={a+t(b-a)lO<t<l}. 
For any function h: X-t i?, we denote by h ** the biconjugate function of h, 
that is. 
h**(x) = sup{ (x*, x)-h*(x*)ix*~X*} 
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h*(x*)=sup{(x*,x)-h(X)IXEX} 
(cf. [6, Sect. 6.31). 
4.1. LEMMA. Let cp: X+ R he a sublinear function such that q(O) =O. 
Then 
(a) for each x#O, if q(x) is finite, we have dy(x) = 
{x* E adO) I <x*, -x> = CPW}; 
(b) ,for each XE A’, q**(x) = sup{ (x*, x) 1 x* E a(p(O)}. 
Proof: (a) If x* E+(O) and (x*, x) = q(x), then, for each y, 
(x*,y-x)= (x*,y)- (x*,x)<cp(y)-q(x), hence x*E~(P(x). Sup- 
pose now that x*Ec~(P(x), that is, 
cp(Y)~cp(x)+ (x*>Y-x) for all y E X. (5) 
Putting in (5), successively, y = 2x and y = 0, we obtain that 
cp(x) = <x*, x). Hence, and from (5) it follows that q(y) 3 (x*, y) for all 
y, that is, x* E L@(O). 
(b) This equality follows from Theorem 6.4.8 of [6] with x0 = 0 and 
f=h=cp. 1 
4.2. THEOREM. (i) Let ,f: X -+ i? be a function such that the restriction 
,f 1 [a, b] is finite and lower semicontinuous. Suppose that: 
(a) ,for each x E [a, b], cp, is an upper convex approximation for f at x 
in the direction b-u; 
(b) the functions XH cp,(a - b) and XH qo,(b - a), defined on [a, b], 
are upper semicontinuous. 
Then there exists c E [a, b] such that 
-cp,(a-b)df(b)-f(a)dcp,(b-a). (6) 
(ii) Let us assume that, in addition, the ,following conditions are 
satisfiedfor d=a-b andd-b-a: 
(c) for each x E [a, b], if q,(d) is finite, then C@.(d) # @; 
(d) for each x~[a, b], if q,(d)= +oo and q.(-d)> -co, then 
(q,)**(d) = +co. 
Then there exist c E [a, b] and x* E dq,.(O) such that 
f(b) -f(a) = (x*, h-a). (7) 
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ProoJ: (i) Let g: R + i? be defined by 
g(t) =f(a + t(b - a)) -f(a) - (f(b) -f(a)) t. 
Then g 1 [0, 1 ] is finite and lower semicontinuous; moreover, g(0) = g( 1). 
Let us observe that, for each t E [0, 11, the function $,: R + R defined by 
*t(s) = cp U+r(h~.,(.~(b-u))-(f(b)-f(u))s (8) 
is an upper convex approximation for g at t. Indeed, it follows from (a) 
that $, is sublinear and, for each c( E R, 
,g’(t; Lx) =f’(u + t(b - a); a(b -a)) - (f(b) -f(u)) cl 
From (b) and (8) we obtain that the functions TV II/,( - 1) and t H Ic/(( 1) 
are upper semicontinuous on [0, 11. Therefore, by Theorem 3.2, there 
exists rE [0, l] such that OE&~,(O). Put c=u+r(b-a); then 
0 G rl/h) = cp,.(s(h - a)) - (f‘(h) -f(u)) s f or all s E R. Putting, successively, 
s= -1 and s= 1, we obtain (6). 
(ii) Since f(h) --f(u) is finite, we infer from (6) that both cp,(u - h) 
and cp,.(h - a) are greater than - co. If cp,.(b - a) is finite, then, according to 
(c), acp,(h-a) # @. Hence, and from Lemma 4.1(a), it follows that 
3x* E &p,.(O), (x*, b-u) = ql,.(b - a). (9) 
If ~,(&a)= +co, then, according to (d), (cp,.)**(h-a) = +co. Hence, 
and from Lemma 4.1(b), it follows that 
SUP{ <x*3 h-a)1 x* E&p,.(O)} = +oo. (10) 
From (6) (9) and (10) we obtain that, in both cases, 
3x: E%,.(O), .f(b) -f(a) G (XT, h-u). 
In a similar way we prove that 
3x: E&,.(O), <x:, h-a> <f(h) -f(a). 
Consequently, since acp((O) is convex, it contains an element x* satisfying 
(7). I 
Remark. Hiriart-Urruty [4] introduced the notion of a nonabrupt 
behaviour for sublinear functions. A sublinear function cp: X+ R is said to 
have a nonabrupt behaviour through do X if 
cp**(ctd) = (q#)**(Cr) for all a E R, (11) 
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where the function cpd: R -+ a is defined by cp”(cr) = cp(ad). We. shall show 
that the condition 
(d’) for each x E [u, h], cpY has a nonabrupt behaviour through h-u 
is stronger than assumption (d) of Theorem 4.2. 
Suppose that a sublinear function cp (such that ~(0) =0) has a non- 
abrupt behaviour through d # 0. It is easy to verify that q also has a non- 
abrupt behaviour through -d. Thus, it suffices to show that the conditions 
q(d)= $03 and q(-d)> --co (12) 
imply p**(d) = +x8. Assume that (12) holds. Then the function @’ is con- 
vex, lower semicontinuous and proper. Consequently, by Theorems 6.3.4 
and 6.3.7 of [6], cpd= (pod)**. Hence, and from (1 l), it follows that 
cp**(d)=(cp”)**(l)=cp“(l)=cp(d)= +co. 
However, condition (d’) does not imply assumption (c) of Theorem 4.2. 
For instance, on R’, the function 
cp(.v, ) x2) = -(xZ - xy* if x,>Ix,I, 
= +a if x2< (x, 1, 
is sublinear and has a nonabrupt behaviour through (1, 1). We have 
~(1, l)=O, but &p(l, l)=@ since @‘((l, l);(-1, l))= --c;c. 
We shall now formulate a stronger result than Theorem 4.2 for a 
function f such that f 1 [u, h] is finite and continuous (such functions are 
called hemi-continuous in [4]). The following theorem can be derived from 
Theorem 3.4 in the same way as Theorem 4.2 from Theorem 3.2. 
4.3. THEOREM. (i) Let ,f: X + i? be a function such that the restriction 
f I [a, b] is,finite and continuous. Suppose that: 
(a) for each x E ]a, b[, cp, is an upper convex approximation for f at 
x in the direction b - a; 
(b) the functions XH cp,(a - b) and XH cp,(b -a), defined on 
]a, b[, are upper semicontinuous. 
Then there exists c E ]a, b[ such that (6) holds. 
(ii) Let us assume that, in addition, the following conditions are 
satisfiedfor d=a-b andd-b-a: 
(c) for each x E ]a, b[, if q,(d) is finite, then cYcp,(d) # 0; 
(d) for each XE ]a, b[, tf q,(d)= +oo and qX( -d)> -co, then 
(q,)**(d) = +a. 
Then there exist c E ]a, b[ and x* E acp,(O) such that (7) holds. 
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Remark. If, for each x in [a, h] (respectively, in ]a, b[ ), cpX is finite and 
continuous at both the points a - h and b - a, then conditions (c) and (d) 
of Theorem 4.2 (respectively, of Theorem 4.3) are satisfied since 8cpl(a - b) 
and 8q,(b - a) are nonempty (see Theorem 6.4.6 of [6]). Hence it follows, 
in particular, that Theorem 4.3 is a generalization of Theorem 1 of [9]. 
We now proceed to describe two particular cases of Theorem 4.3 which 
arise when the upper convex approximations of ,f are those considered in 
Examples 2.4 and 2.5. We shall first deal with the case of the radial 
generalized directional derivative. In order to check the upper semicon- 
tinuity assumption for this approximation, we shall prove the following 
4.4. LEMMA. Let f: X -+ R be a ,function such that f 1 ]a, h[ is finite and 
continuous. Then, for each VEX, the function x~f Lr(~; v), restricted to 
]a, b[, is upper semicontinuous. 
Proqf: Fix any I! E X, x E ]a, b[ and E > 0. We shall show the existence 
of V’E~~/?(.X) such that 
.f’ ‘(y;v)<f ‘(x;u)+E (13) 
for all y E Vn ]a, b[. According to (2) there exist UE M(x), WE 4V(f (x)) 
and pu>O such that 
i.~‘(f(u+i”v)-a)d,f!~-‘(x;v)+c: 
for all (u, a) E (U x W) n epif and AE]O,~[. (14) 
Since f  I]a, b[ is continuous, there exists VE -V(X) such that Vc U and 
.f(Vn]a,b[)c W. Take any ye Vn]a, b[; we have Vx Wc.M(y,f(y)), 
hence also U x WE ,V( y,f (y)). Consequently, condition (14) implies 
(13). I 
4.5. DEFINITION [4]. Let f: X-+ R be finite at x. The radial generalized 
gradient off at X, denoted by 8 f(x), is defined by 
d’f(x)= (x*EX*)vuEX, (x*, v) <f”‘(x; u)}. 
The following result is a direct consequence of Theorem 4.3, Example 2.4 
and Lemma 4.4. 
4.6. COROLLARY. (i) Let f: X+ i? be a function such that f 1 [a, b] is 
finite and continuous. Then there exists c E ]a, b[ such that 
-f”‘(c; a-b) <f(b) -f(u) ~f’~‘(c; b -a). 
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(ii) Suppose that, in addition, conditions (c) and (d) of Theorem 4.3 
are satisfied (at d= a - h and d= b - a) for qX =f”‘(x; e). Then there exist 
c E ]a, b[ and x* E a’f(x) such that (7) holds. 
Remark. Part (i) of the above corollary is stronger than Proposition 
(2.10) of [4]. The conclusion of part (ii) is also stronger than that of 
Theorem 2 of [4], but the assumptions are somewhat different. For X= R, 
the assumptions of part (ii) are always satisfied, and so may be omitted. 
We shall now formulate an analogous result for Clarke’s generalized 
directional derivative. 
4.7. COROLLARY. (i) Let A be a subset oJ’ X, [a, b] c A, ]a, b[ c int A 
and let ,f: A + R be a function such that f / [a, b] is continuous. Then there 
exists c E ]a, b[ such that 
-.f”(c; a-b) <f(b) -,f(a) <f “(c; b - a). 
(ii) Suppose that, in addition, conditions (c) and (d) of Theorem 4.3 
are satisfied (at d = a - b and d = b - a) for cp ~ = f “(x; ‘). Then there exist 
c E ]a, b[ and x* E a(f”(x; .))(O) such that (7) holds. 
Proof It is not difficult to show that, for each u E X, the function 
(int A) 3 XH,{‘(X; u) is upper semicontinuous. Thus, assuming that 
.f(~) = +cc for all I E fiA, we can easily derive the above corollary from 
Theorem 4.3 and Example 2.5. a 
Remark. If .f ( [a, b] is merely lower semicontinuous, one can obtain, 
for the case of cp.\- =,f”(x; .), a similar corollary from Theorem 4.2 (one 
should assume that [a, b] c int A). However, this is impossible for the case 
of cpI- =f “‘(x; ) since assumption (b) of Theorem 4.2 is not satisfied 
automatically. As a counterexample it suffices to consider the function J 
defined in Example 2.7, for which the mean value theorem fails to hold on 
[a, b] = [ -2, 11. 
5. SUFFICIENT CONDITIONS FOR A LOCAL MINIMUM 
We shall now apply Corollary 4.7 to the problem of minimization of a 
nondifferentiable and nonconvex function on a convex subset of X. The 
following result is an extension of a similar theorem for locally Lipschitzian 
functions, presented in [ lo]. 
5.1. THEOREM. Let U be an open subset of X and let f: U -+ R be con- 
tinuous. Assume that C is a convex subset of X, and that x E C n U. If there 
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exist VE N(x) ( VC U) and a function $: (Cn V)\(x) + 10, + co [ such 
that 
lim surf “(y; +(y)(x -y)) < 0, 
y-x 
.UEC',{X} 
(15) 
then f attains at x a strict local minimum on C (i.e., there exists WE N(x) 
such that f (y) >f (x) for all y E C n W, y # x). 
Proof Condition (15) means that 
inf SUP f"(Y;ti(Y)(x-Y))<O. 
N;.h’(/.vc,SqN c 
Since X is locally convex, there exists a convex neighbourhood WE M(x) 
such that WC V and 
f"(v;II/(L')(x-Y))<O forallyECn W,y#x. (16) 
Suppose that the desired conclusion is false; then there exists UE Cn W 
such that u #x and f(u) <f(x). Hence, by Corollary 4.7(i), it follows that 
0 <f(x) -f(u) <f"(c; x - u) for some c E Ix, u[. Since x - c = A(x - U) for 
some A > 0 and f”(c; .) is positively homogeneous, we have 
f"(c; l+b(c)(x - c)) = Q(c) f "(c; x-u) 2 0, 
which contradicts (16) since c E C n W and c # x. 1 
Remark. In particular, if X is a normed space, we can define the 
function II/ occurring in Theorem 5.1 by Ii/(y) = 1(x- yJ[ Pk for any positive 
integer k. In this way, we obtain a sequence of sufficient conditions which, 
as is shown in [lo], generalizes the classical kth-order conditions for 
Frechet differentiable functions. For k = 2, similar (but more general) con- 
ditions were considered by Chaney [ 11. 
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