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Abstract
We say that a countable discrete group G is almost Ornstein if for every pair
of standard non-two-atom probability spaces (K,κ), (L, λ) with the same Shannon
entropy, the Bernoulli shifts Gy(KG, κG) and Gy(LG, λG) are isomorphic.
This paper proves every countably infinite group is almost Ornstein.
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1 Introduction
All probability spaces in this paper are standard. Let G be a countable discrete group and
(K, κ) a probability space. Let KG be the space of maps x : G → K with the product
measure κG. The group acts on this space by gx(f) = x(g−1f) for every f, g ∈ G and
x ∈ KG. The dynamical system Gy(KG, κG) is called the Bernoulli shift over G with base
space (K, κ). If (L, λ) is another probability space then a measurable map φ : KG → LG is
shift-equivariant if φ(gx) = gφ(x) for every g ∈ G and a.e. x ∈ KG. It is an isomorphism if
in addition it has a measurable inverse and φ∗κ
G = λG.
In the early years of measurable dynamics, von Neumann asked whether Zy({0, 1}Z, uZ2 )
is isomorphic to Zy({0, 1, 2}Z, uZ3 ) where ui is the uniform probability measure on {0, 1, . . . , i−
1}. Kolmogorov [Ko58, Ko59] answered this question by introducing dynamical entropy for
general probability measure-preserving transformations and computing this invariant for
Bernoulli shifts over Z. To be precise, the Shannon entropy of a probability space (K, κ) is
defined as follows. If there exists a countable set K ′ ⊂ K such that κ(K ′) = 1 then
H(K, κ) = −
∑
k∈K ′
κ({k}) log(κ({k}))
where, by convention, 0 log(0) = 0. Otherwise, H(K, κ) = +∞. Kolmogorov proved that if
Zy(KZ, κZ) is isomorphic to Zy(LZ, λZ) then H(K, κ) = H(L, λ), thereby answering von
Neumann’s question in the negative.
In [Or70a, Or70b], Ornstein famously proved the converse:
∗email:lpbowen@math.tamu.edu
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Theorem 1.1 (Ornstein). Let (K, κ), (L, λ) be two probability spaces with H(K, κ) = H(L, λ).
Then Zy(KZ, κZ) is isomorphic to the Zy(LZ, λZ).
Motivated by this result, Stepin [St76] made the following definition: a countable group
G is Ornstein if for every pair of probability spaces (K, κ), (L, λ) with the same Shannon
entropy, the Bernoulli shift Gy(KG, κG) is isomorphic to Gy(LG, λG). Note that no finite
group is Ornstein. However, Ornstein and Weiss [OW87] proved that every countably infinite
amenable group is Ornstein. Using a co-induction argument, Stepin [St75] observed that if
G has an Ornstein subgroup H then G is itself Ornstein. Therefore, every group which
contains an infinite amenable subgroup (for example, an infinite cyclic subgroup) is Orn-
stein. However, there are countable groups which do not satisfy this property (for example,
Ol’shanskii’s monster [Ol91]).
A probability space (K, κ) is a two-atom space if κ is supported on two atoms: i.e., there
exist elements k0, k1 ∈ K such that κ({k0, k1}) = 1. We say that a group G is almost
Ornstein if whenever (K, κ), (L, λ) are standard probability spaces, neither of which is a
two-atom space and H(K, κ) = H(L, λ) then Gy(KG, κG) is isomorphic to Gy(LG, λG).
So G is almost Ornstein if it is Ornstein with the possible exception of the 1-parameter
family of two-atom probability spaces. Our main results are:
Theorem 1.2. Every countably infinite group is almost Ornstein.
Theorem 1.3. If G is a countable group, C < G is a cyclic subgroup of prime order and
the normalizer of C in G has infinite index, then G is Ornstein.
Unfortunately, Theorem 1.3 is not sufficient to conclude that every infinite countable
group is Ornstein. There is a group G, constructed in Theorem 31.8 of [Ol91] which is
generated by 2 elements and splits as a central extension
1→ C → G→ T → 1
where C = Z/pZ (p is a prime > 1070) and G and T are Tarski Monsters (meaning that all
proper subgroups of G and T are finite and cyclic). In addition, every nontrivial subgroup of
G contains C. Therefore, G does not contain any cyclic subgroup of prime order with infinite-
index normalizer. According to D. Osin [Os11] it is possible to modify the construction (in
the spirit of section 37 of [Ol91]) to ensure that G is also non-amenable. Therefore, it does
not contain any infinite amenable subgroups and we cannot say whether or not it is Ornstein.
However we can say:
Corollary 1.4. If every countable infinite group G with a nontrivial center is Ornstein, then
every countably infinite group is Ornstein.
Proof. Assuming the hypothesis, let G be an arbitrary countably infinite group. We need
to show it is Ornstein. By Stepin’s Theorem [St75], we may assume G does not contain
any infinite cyclic subgroups. Therefore, it contains a cyclic subgroup C of prime order. By
Theorem 1.3, we may assume the normalizer of C has finite index in G. Because C is finite,
its centralizer has finite index in its normalizer. Therefore, the centralizer H of C has finite
index in G and so H is infinite. By hypothesis, H is Ornstein. By Stepin’s Theorem [St75],
this implies G is Ornstein.
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In [Bo10] (see also [KL1, KL2] for an alternative approach) it is shown that if G is any
sofic group, then the entropy of the base space is an invariant. Therefore:
Corollary 1.5. If G is a countably infinite sofic group and (K, κ), (L, λ) are two probability
spaces, neither of which is a two-atom space, then the Bernoulli shifts Gy(KG, κG) and
Gy(LG, λG) are isomorphic if and only if H(K, κ) = H(L, λ).
Recall that a shift-equivariant map φ : KG → LG is a factor map between Bernoulli shifts
Gy(KG, κG) and Gy(LG, λG) if φ∗κ
G = λG. In this case, we say that Gy(KG, κG) factors
onto Gy(LG, λG). Sinai [Si59, Si62] showed that the Bernoulli shift Zy(KZ, κZ) factors
onto Zy(LZ, λZ) if and only if H(K, κ) ≥ H(L, λ). This result extends to countably infinite
amenable groups by [OW87]. Non-amenable groups behave in a very different manner:
Corollary 1.6. If G is a countable non-amenable group then there exists a number 0 ≤
r(G) < ∞ such that if (K, κ) is any non-two-atom probability space and H(K, κ) > r(G)
then Gy(KG, κG) factors onto every Bernoulli shift over G.
In [Bo11], it is shown that if G contains a non-abelian free subgroup then every Bernoulli
shift over G factors onto every Bernoulli shift over G. It is an open question whether every
non-amenable group satisfies this property.
Proof. Let r(G) be the infimum over all numbers r such that there exists a probability space
(K, κ) with H(K, κ) = r such that Gy(KG, κG) factors onto every Bernoulli shift over G.
It follows from [Ba05] Theorem 6.4, that r(G) < ∞ if G is finitely generated. If G is not
finitely generated then it contains a finitely generated non-amenable subgroup H . An easy
co-induction argument shows that r(G) ≤ r(H) < ∞ (see e.g., [Bo11] which shows how
Gy(KG, κG) is co-induced from Hy(KH , κH)).
We claim that if (K, κ) is a non-two-atom probability space and (L, λ) is an arbitrary
probability space with H(K, κ) > H(L, λ) then Gy(KG, κG) factors onto Gy(LG, λG).
To see this, let (M,µ) be a probability space with H(K, κ) = H(M,µ) + H(L, λ). By
Theorem 1.2, Gy(KG, κG) is isomorphic to Gy((M × L)G, (µ× λ)G) which clearly factors
onto Gy(LG, λG).
Now let (M,µ) be a non-two-atom probability space with H(M,µ) > r(G). Then there
exists a probability space (K, κ) with H(K, κ) < H(M,µ) such that Gy(KG, κG) factors
onto every Bernoulli shift. Since Gy(MG, µG) factors onto Gy(KG, κG), it follows that
Gy(MG, µG) factors onto every Bernoulli shift as claimed.
The main ingredients of the proof of Theorems 1.2 and 1.3 are (i) Thouvenot’s relative
isomorphism theorem for actions of Z [Th75], (ii) the fact that the full group of any p.m.p.
aperiodic equivalence relation contains an aperiodic automorphism, (iii) a co-induction argu-
ment similar in spirit to Stepin’s [St75]. The idea to use elements in the full group of a factor
to obtain isomorphism theorems originated in [RW00] and was applied in [DP02] to obtain
a version of Thouvenot’s relative isomorphism theorem for actions of amenable groups.
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2 Preliminaries
All probability spaces in this paper are standard and may be atomic or non-atomic. Often
we denote a probability space by (X, µ) without referencing the sigma-algebra. All maps,
functions, relations, etc., are considered up to sets of measure zero.
2.1 Entropy
Let (X,B, µ) be a standard probability space. Let χ : X → K be a measurable map. The
entropy of χ is H(χ) = H(K,χ∗µ) (i.e., it is the entropy of the partition χ
−1(P ) where P
is the partition of K into points). If C ⊂ B is a sub-sigma algebra, let H(χ|C) denote the
relative entropy.
Let T ∈ Aut(X,BX , µ) be an automorphism of (X,BX , µ). Let C ⊂ BX be a T -invariant
sub-sigma-algebra. Let h(T, χ|C) = limn→∞(2n+ 1)
−1H(
∨n
i=−n χ ◦ T
i|C) denote the relative
entropy rate of χ. Let h(T |C) = sup h(T, χ|C) where the supremum is over all measurable
maps χ with finite range.
A measurable map χ : X → K is a generator for (T,X,BX , µ) if BX is the smallest
T -invariant sigma-algebra under which χ is measurable. In this case, if C is any T -invariant
sub-sigma-algebra then the Kolmogorov-Sinai Theorem implies that if H(χ|C) < ∞ then
h(T |C) = h(T, χ|C).
2.2 Thouvenot’s relative isomorphism theorem
Let T ∈ Aut(X,BX , µ), U ∈ Aut(Z,BZ , ζ) and suppose π : X → Z is a factor map. That is,
π is measurable, π∗µ = ζ and πT = Uπ. Then we say that (T,X,BX , µ) is Bernoulli relative
to (U,Z,BZ , ζ) if there is a generator χ : X → K for (T,X,BX , µ) such that the random
variables {χ ◦ T i : i ∈ Z} are jointly independent relative to π−1(BZ). The dependence on
π in this definition is left implicit. The next result is in [Th75].
Theorem 2.1 (Thouvenot). Let T ∈ Aut(X,BX , µ), S ∈ Aut(Y,BY , ν), U ∈ Aut(Z,BZ , ζ)
and πX : X → Z, πY : Y → Z be factor maps. Suppose (T,X,BX , µ) and (S, Y,BY , ν) are
each Bernoulli relative to (U,Z,BZ, ζ) and U is ergodic. Suppose also that h(T |π
−1
X (BZ)) =
h(S|π−1Y (BZ)). Then there is a measure-space isomorphism φ : (X,BX , µ)→ (Y,BY , ν) such
that φT = Sφ and πX = πY φ.
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2.3 Measured equivalence relations
A measurable equivalence relation on a Borel space X is an equivalence relation E on X
such that E is a Borel subset of X × X . If (x, y) ∈ E we write xEy. We say that E is
countable if every E-equivalence class is countable. An inner automorphism of E is a Borel
isomorphism φ : X → X such that the graph of φ is contained in E. The group of all inner
automorphisms is called the full group and denoted by [E].
Now assume µ is a probability measure on X so that (X, µ) is a standard probability
space. If φ∗µ = µ for every φ ∈ [E] then we say (X, µ,E) is a probability measure preserving
(p.m.p.) equivalence relation. We also say that µ is E-invariant. For example, if Gy(X, µ)
is a probability measure-preserving action of a countable group G and E := {(x, gx) : x ∈
X, g ∈ G} then µ is E-invariant. We say (X, µ,E) is aperiodic if for a.e. x ∈ X the E-
equivalence class of x is infinite. We say (X, µ,E) is ergodic if for every measurable set
A ⊂ X which is a union of E-classes, either µ(A) = 0 or µ(A) = 1.
Theorem 2.2. Let (X, µ,E) be an aperiodic ergodic p.m.p. equivalence relation. Then there
exists an ergodic automorphism T ∈ [E] such that for a.e. x ∈ X, {T ix : i ∈ Z} is infinite.
Proof. This is a classical “folk” theorem. It is a special case of Corollary 3.3 of [Me93]. It is
also proven in [Ke10], Theorem 3.5.
3 Almost Ornstein groups
Lemma 3.1. Let G be a countably infinite group and let (K, κ), (L, λ), (M,µ) be standard
probability spaces with H(K, κ) = H(L, λ). In addition, suppose there exist measurable maps
α : K → M and β : L → M such that α∗κ = β∗λ = µ and (M,µ) is nontrivial (i.e.,
H(M,µ) > 0). Then Gy(KG, κG) is isomorphic to Gy(LG, λG).
Proof. Let αG : KG → MG be the product map: αG(x)(g) := α(x(g)). Define βG : LG →
MG similarly. Note αG
∗
κG = βG
∗
λG = µG.
By Theorem 2.2 there exists an ergodic U ∈ Aut(MG, µG) such that (i) for a.e. x ∈MG,
the orbit {U ix : i ∈ Z} is infinite, and (ii) for a.e. x ∈ MG there is a g ∈ G such that
Ux = gx.
Define T : KG → KG by T (x) = gx where g ∈ G is such that U(αG(x)) = gαG(x).
Similarly, let S : LG → LG be defined by S(y) = gy where g ∈ G is such that U(βG(y)) =
gβG(y). Note that for a.e. (x, y) ∈ KG×LG with αG(x) = βG(y), there is a g ∈ G such that
Tx = gx and Sy = gy.
Let χM : M
G → M be the projection map χM(x) = x(e). Let BM be the smallest
U -invariant sigma-algebra on MG for which χM is measurable. Define χK : K
G → K,χL :
LG → L,BK ,BL similarly.
Observe that (T,KG,BK , κ
G) and (S, LG,BL, λ
G) are Bernoulli relative to (U,MG,BM , µ
G).
To see this, note, for example, that χK is a generator for (T,K
G,BK , κ
G) and {χK◦T
i : i ∈ Z}
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are jointly independent relative to (αG)−1(BM). So
h(T |(αG)−1(BM)) = H(χK | (α
G)−1(BM )) = H(K, κ)−H(M,µ).
Similarly, H(L, λ)−H(M,µ) = h(S|(βG)−1(BM)). By Theorem 2.1, there is an isomorphism
φ : (KG,BK , κ
G)→ (LG,BL, λ
G) such that φT = Sφ and αG = βGφ.
Define Φ : KG → LG by Φ(x)(g) = φ(g−1x)(e) for g ∈ G, x ∈ KG. Observe that
Φ is measurable with respect to the Borel sigma-algebras of KG and LG (which are, in
general, larger than BK and BL). We claim this is the required isomorphism. It is clearly
shift-equivariant.
To see that Φ is invertible, define Ψ : LG → KG by Ψ(y)(g) = φ−1(g−1y)(e). Because
both Φ and Ψ are shift-equivariant and ΦΨ(y)(e) = y(e), ΨΦ(x)(e) = x(e), it follows that
Ψ is the inverse of Φ. It is easy to check that βGΦ = αG and ΦT = SΦ.
To finish, we must show that Φ∗κ
G = λG. For z ∈MG, let Xz = {x ∈ K
G : αG(x) = z}
and Yz = {y ∈ L
G : βG(y) = z}. Because βGΦ = αG, it follows that Φ maps Xz to Yz.
For z ∈ MG, let ζz be the fiber measure of κ
G over z. This family of measures is
determined (up to measure zero sets) by the property that ζz is supported on Xz and κ
G =∫
ζz dµ
G(z). Similarly, let νz be the fiber measure of λ
G over z.
Because αG
∗
κG = βG
∗
λG = µG and Φ maps Xz to Yz, in order to show that Φ∗κ
G = λG, it
suffices to show that Φ restricts to an isomorphism from (Xz, ζz) to (Yz, νz) for a.e. z.
For g ∈ G and n ∈ Z let τnz (g) ∈ G be the element satisfying U
n(g−1z)(e) = z(τnz (g)).
This is well-defined for a.e. z ∈MG. If x ∈ Xz then T
n(g−1x)(e) = x(τnz (g)) by definition.
Fix z ∈ MG. Let e = g0, g1, . . . ∈ G be such that if Oi = {τ
n
z (gi) : n ∈ Z} then
Oi ∩Oj = ∅ whenever i 6= j and ∪
∞
i=0Oi = G. So K
G =
∏
∞
i=0K
Oi.
Let BK,z,0 be the restriction of BK to Xz. This is the σ-algebra of Xz generated by
{χK ◦ T
j : j ∈ Z}. More generally, let BK,z,i be the sigma-algebra on Xz generated by
{χK ◦ T
jg−1i : j ∈ Z}. Define σ-algebras BL,z,i on Yz similarly.
Because the Oi’s are pairwise disjoint, the sigma-algebras BK,z,i are independent. Because
∪Oi = G, these sigma-algebras generate the Borel sigma-algebra of K
G restricted to Xz.
Similarly statements apply to L in place of K. Therefore, it suffices to show that Φ restricted
to Xz determines an isomorphism from (Xz,BK,z,i, ζz) to (Yz,BL,z,i, νz) for all i.
By definition, φ (and therefore Φ) restricted to Xz is an isomorphism from (Xz,BK,z,0, ζz)
to (Yz,BL,z,0, νz). Note that (Xg−1
i
z,BK,g−1
i
z,0, ζg−1
i
z) = g
−1
i (Xz,BK,z,i, ζz). Because Φ is shift-
equivariant, this implies Φ restricted to Xz determines an isomorphism from (Xz,BK,z,i, ζz)
to (Yz,BL,z,i, νz) for every i.
Proof of Theorem 1.2. Let G be a countably infinite group. Let (K, κ), (L, λ) be standard
probability spaces with H(K, κ) = H(L, λ). In addition, suppose both (K, κ) and (L, λ) are
not two-atom spaces. We must show that the Bernoulli shifts Gy(KG, κG) and Gy(LG, λG)
are isomorphic.
For p ∈ [0, 1] let mp be the probability measure on {0, 1} given mp({0}) = p, mp({1}) =
1− p. If, say (K, κ) is not purely atomic then there is some p0 > 0 such that for all p < p0,
(K, κ) maps onto ({0, 1}, mp). In this case, H(K, κ) =∞ = H(L, λ) which implies that for
7
some 0 < p < p0, (L, λ) also maps onto ({0, 1}, mp). So the previous lemma implies the
result.
Let us now assume that (K, κ) and (L, λ) are purely atomic. Borrowing an idea from
[KS79] (Lemma 2), we observe that if t > 0 is the largest number such that κ({k}) = t for
some k ∈ K then there is a number s > 0 such that λ({l}) = s for some l ∈ L and t+ s < 1.
Then there is a countable (or finite) set N with a probability measure ν so that for some
n0, n1 ∈ N , ν({n0}) = t, ν({n1}) = s and H(N, ν) = H(K, κ) = H(L, λ). In particular, both
(K, κ) and (N, ν) map onto ({0, 1}, mt). Also (L, λ) and (N, ν) map onto ({0, 1}, ms). So
the previous lemma implies Gy(KG, κG) is isomorphic to Gy(NG, νG) which is isomorphic
to Gy(LG, λG).
4 Measurable subgroups
In order to prove Theorem 1.3 we extend the results of the previous section to so-called
measurable subgroups of a group G. To be precise, let G be a countably infinite group and
2G be the set of all subsets of G. G acts on 2G by (g, F ) 7→ gF = {gf : f ∈ F} for g ∈ G
and F ∈ 2G. Let R be the orbit-equivalence relation on 2G: FRH ⇔ ∃g ∈ G such that
F = gH . Let 2Ge be the set of all F ∈ 2
G such that e ∈ F . Let Re = R ∩ 2
G
e × 2
G
e be the
restriction of R to 2Ge . A measurable subgroup of G is an Re-invariant probability measure
η on 2Ge .
To justify the definition, note that a subgroup is any subset H ⊂ G which contains the
identity and satisfies h−1H = H for all h ∈ H . A measurable subgroup η is the law of
a random subset H which contains the identity and has the property that if H 7→ hH ∈
H is a Borel assignment then h−1H H has the same law as H (as long as H 7→ h
−1
H H is
Borel-invertible). For example, if H is a subgroup then δH , the Dirac probability measure
concentrated at {H}, is a measurable subgroup.
Let (K, κ) be a standard probability space. Let 2G ⊗ K be the set of all maps x :
Dom(x)→ K with Dom(x) ⊂ G. G acts on this space by gx(f) = x(g−1f) (for x ∈ 2G⊗K,
g ∈ G, f ∈ gDom(x)). Note that Dom(gx) = gDom(x). Let RK be the orbit-equivalence
relation on 2G ⊗K: so xRKy ⇔ ∃g ∈ G such that gx = y.
Let 2Ge ⊗K be the set of all x ∈ 2
G ⊗K with e ∈ Dom(x). Let Re,K be RK restricted
to 2Ge ⊗K.
If η is a measurable subgroup of G then let η ⊗ κ be the probability measure on 2Ge ⊗K
defined by
η ⊗ κ =
∫
δH × κ
H dη(H)
where δH is the Dirac measure concentrated on {H} and κ
H is the product measure on KH .
This measure is Re,K-invariant and projects to η. It is the Bernoulli shift over η with base
space (K, κ).
Let (L, λ) be another standard probability space. We say the two Bernoulli shifts (2Ge ⊗
K, η⊗κ) and (2Ge ⊗L, η⊗λ) are isomorphic if there is a measurable map φ : 2
G
e ⊗K → 2
G
e ⊗L
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such that
1. Dom(φ(x)) = Dom(x) for a.e. x,
2. φ∗η ⊗ κ = η ⊗ λ,
3. φ is invertible with measurable inverse,
4. φ(gx) = gφ(x) for a.e. x and every g ∈ G with g−1 ∈ Dom(x) (i.e., e ∈ Dom(gx)).
Lemma 4.1. Let η be an ergodic measurable subgroup of countable group G such that η-a.e.
H ∈ 2Ge is infinite. Let (K, κ), (L, λ), (M,µ) be standard probability spaces with H(K, κ) =
H(L, λ). In addition, suppose there exist measurable maps α : K →M and β : L→ M such
that α∗κ = β∗λ = µ and (M,µ) is nontrivial (i.e., H(M,µ) > 0). Then the two Bernoulli
shifts (2Ge ⊗K, η ⊗ κ) and (2
G
e ⊗ L, η ⊗ λ) are isomorphic.
Proof. The proof is similar to the proof of Lemma 3.1. Let α˜ : 2Ge ⊗ K → 2
G
e ⊗M be the
map α˜(x)(g) := α(x(g)) for g ∈ Dom(x). Define β˜ : 2Ge ⊗ L → 2
G
e ⊗M similarly. Observe
that α˜∗(η ⊗ κ) = β˜∗(η ⊗ λ) = η ⊗ µ.
By Theorem 2.2 there exists an ergodic U ∈ Aut(2Ge ⊗M, η ⊗ µ) such that (i) for a.e.
x ∈ 2Ge ⊗M , the orbit {U
ix : i ∈ Z} is infinite, and (ii) for a.e. x ∈ 2Ge ⊗M , there exists
g ∈ G such that Ux = gx.
Define T : 2Ge ⊗K → 2
G
e ⊗K by T (x) = gx where g ∈ G is such that U(α˜(x)) = gα˜(x).
Similarly, let S : 2Ge ⊗ L → 2
G
e ⊗ L be defined by S(y) = gy where g ∈ G is such that
U(β˜(y)) = gβ˜(y). Note that for a.e. (x, y) ∈ 2Ge ⊗K × 2
G
e ⊗ L with α˜(x) = β˜(y), there is a
g ∈ G such that Tx = gx and Sy = gy.
Let χM : 2
G
e ⊗M → M be the projection map χM(x) = x(e). Let BM be the smallest
U -invariant sigma-algebra on 2Ge ⊗M for which χM is measurable. Define χK : K
G → K,χL :
LG → L,BK ,BL similarly.
Observe that (T, 2Ge ⊗K,BK , η ⊗ κ) and (S, 2
G
e ⊗ L,BL, η ⊗ λ) are Bernoulli relative to
(U, 2Ge ⊗M,BM , η ⊗ µ). To see this, note, for example, that χK is a generator for (T, 2
G
e ⊗
K,BK , η ⊗ κ) and {χK ◦ T
i : i ∈ Z} are jointly independent relative to (α˜)−1(BM). So
h(T |(α˜)−1(BM)) = H(χK | (α˜)
−1(BM )) = H(K, κ)−H(M,µ).
Similarly, H(L, λ)−H(M,µ) = h(S|(β˜)−1(BM)). By Theorem 2.1, there is an isomorphism
φ : (2Ge ⊗K,BK , η ⊗ κ)→ (2
G
e ⊗ L,BL, η ⊗ λ) such that φT = Sφ and α˜ = β˜φ.
Define Φ : 2Ge ⊗K → 2
G
e ⊗ L by Φ(x)(e) = φ(g
−1x)(e) for g ∈ G, x ∈ 2Ge ⊗K. Observe
that Φ is measurable with respect to the Borel sigma-algebras of 2Ge ⊗K and 2
G
e ⊗L (which
are, in general, larger than BK and BL). We claim this is the required isomorphism. It is
clearly shift-equivariant.
To see that Φ is invertible, define Ψ : 2Ge ⊗ L → 2
G
e ⊗ K by Ψ(y)(g) = φ
−1(g−1y)(e).
Because both Φ and Ψ are shift-equivariant and ΦΨ(y)(e) = y(e), ΨΦ(x)(e) = x(e), it follows
that Ψ is the inverse of Φ. It is easy to check that β˜Φ = α˜ and ΦT = SΦ.
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To finish, we must show that Φ∗η ⊗ κ = η ⊗ λ. For z ∈ 2
G
e ⊗ M , let Xz = {x ∈
2Ge ⊗K : α˜(x) = z} and Yz = {y ∈ 2
G
e ⊗ L : β˜(y) = z}. Because β˜Φ = α˜, it follows that Φ
maps Xz to Yz.
For z ∈ 2Ge ⊗M , let ζz be the fiber measure of η ⊗ κ over z. This family of measures
is determined (up to measure zero sets) by the property that ζz is supported on Xz and
η ⊗ κ =
∫
ζz dη ⊗ µ(z). Similarly, let νz be the fiber measure of η ⊗ λ over z.
Because α˜∗(η ⊗ κ) = β˜∗(η ⊗ λ) = η ⊗ µ and Φ maps Xz to Yz, in order to show that
Φ∗(η ⊗ κ) = (η ⊗ λ), it suffices to show that Φ restricts to an isomorphism from (Xz, ζz) to
(Yz, νz) for a.e. z.
For g ∈ Dom(z) and n ∈ Z let τnz (g) ∈ G be the element satisfying U
n(g−1z)(e) =
z(τnz (g)). This is well-defined for a.e. z ∈ 2
G
e ⊗M . If x ∈ Xz then T
n(g−1x)(e) = x(τnz (g))
by definition.
Fix z ∈ 2Ge ⊗M . Let e = g0, g1, . . . ∈ Dom(z) be such that if Oi = {τ
n
z (gi) : n ∈ Z} then
Oi ∩Oj = ∅ whenever i 6= j and ∪
∞
i=0Oi = Dom(z). So K
Dom(z) =
∏
∞
i=0K
Oi.
Let BK,z,0 be the restriction of BK to Xz. This is the σ-algebra of Xz generated by
{χK ◦ T
j : j ∈ Z}. More generally, let BK,z,i be the sigma-algebra on Xz generated by
{χK ◦ T
jg−1i : j ∈ Z}. Define σ-algebras BL,z,i on Yz similarly.
Because the Oi’s are pairwise disjoint, the sigma-algebras BK,z,i are independent. Because
∪Oi = Dom(z), these sigma-algebras generate the Borel sigma-algebra of K
G restricted to
Xz. Similarly statements apply to L in place of K. Therefore, it suffices to show that Φ
restricted to Xz determines an isomorphism from (Xz,BK,z,i, ζz) to (Yz,BL,z,i, νz) for all i.
By definition, φ (and therefore Φ) restricted to Xz is an isomorphism from (Xz,BK,z,0, ζz)
to (Yz,BL,z,0, νz). Note that (Xg−1
i
z,BK,g−1
i
z,0, ζg−1
i
z) = g
−1
i (Xz,BK,z,i, ζz). Because Φ is shift-
equivariant, this implies Φ restricted to Xz determines an isomorphism from (Xz,BK,z,i, ζz)
to (Yz,BL,z,i, νz) for every i.
5 Ornstein groups
If G is a group, C < G a subgroup and (K, κ) a probability space then let (KG/C , κG/C)
be the product space with the G-action gx(fC) = x(g−1fC). This is called the generalized
Bernoulli shift over G/C with base space (K, κ).
Lemma 5.1. Let G be a countably infinite group and C < G a finite cyclic subgroup of prime
order. Let N(C) = {g ∈ G : gCg−1 = C} be the normalizer of C. Suppose that (K, κ)
is a nontrivial probability space. If G/N(C) is infinite then the action Gy(KG/C , κG/C) is
essentially free.
Proof. For g ∈ G, let Xg = {x ∈ K
G/C : gx = x}. It suffices to show that κG/C(Xg) = 0 for
every g ∈ G \ {e}.
Given g ∈ G, let Ig = {fC ∈ G/C : gfC 6= fC}. It is easy to see that if |Ig| =∞ then
there exists a subset I ′g ⊂ Ig with |I
′
g| = ∞ such that for every fC ∈ I
′
g, gfC /∈ I
′
g. Let
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X(g, fC) = {x ∈ X : x(gfC) = x(fC)}. Then the events {X(g, fC) : fC ∈ I ′g} are jointly
independent. So
κG/C(Xg) ≤ κ
G/C

 ⋂
fC∈I′g
X(g, fC)

 = ∏
fC∈I′g
κG/C(X(g, fC)) = 0.
So it suffices to show that |Ig| =∞ for every g ∈ G \ {e}. (This fact was observed earlier in
[KT08] Proposition 2.4).
If fC /∈ Ig then gfC = fC, i.e., f
−1gf ∈ C which is equivalent to g ∈ fCf−1. In
particular, if g /∈ fCf−1 for any f , then |Ig| = ∞. So suppose that g ∈ fCf
−1 for some
f ∈ G and g 6= e. We claim that if f2C /∈ Ig then f2N(C) = fN(C). Indeed, in this case
g ∈ fCf−1 ∩ f2Cf
−1
2 . Because C is a cyclic group of prime order and g is nontrivial, this
implies fCf−1 = f2Cf
−1
2 which implies f
−1
2 f ∈ N(C), i.e., fN(C) = f2N(C). Because
G/N(C) is infinite, Ig is infinite as required.
If p1, . . . , pn are non-negative real numbers then let H(p1, . . . , pn) := −
∑n
i=1 pi log(pi)
where 0 log(0) := 0 by convention.
Lemma 5.2. For any real numbers t, r with 0 < t < 1 and H(t, 1 − t) < r, there exists a
standard probability space (L, λ) with an element l1 ∈ L such that λ({l1}) = t and H(L, λ) =
r.
Proof. Let (N, ν) be a probability space with H(t, 1 − t) + (1 − t)H(N, ν) = r. Let L be
the disjoint union of {l1} and N . Define the measure λ on L by λ({l1}) = t and λ(B) =
(1− t)ν(B) for all Borel B ⊂ N . Then H(L, λ) = H(t, 1− t) + (1− t)H(N, ν) = r.
Proof of Theorem 1.3. Let G be a countably infinite group. Suppose G contains a nontrivial
element g0 ∈ G of finite prime order so that if C = 〈g0〉 then G/N(C) is infinite. Let (K, κ)
be a non-trivial two-atom space (e.g., H(K, κ) > 0). By Theorem 1.2, to prove G is Ornstein
it suffices to prove that there is a non-two-atom space (L, λ) with H(K, κ) = H(L, λ) > 0
such that the Bernoulli shifts Gy(KG, κG) and Gy(LG, λG) are isomorphic.
Let p > 1 be the order of g. We claim that there is a non-two-atom space (L, λ) with
H(L, λ) = H(K, κ) and a standard nontrivial probability space (M,µ) and factor maps
α : (Kp, κp) → (M,µ), β : (Lp, λp) → (M,µ). Moreover, we require that if σK : K
p → Kp
denotes the shift map σK(x0, . . . , xp−1) = (x1, . . . , xp−1, x0) then ασK = α. We also require
that if σL : L
p → Lp is defined similarly then βσL = β.
To prove the claim, we may assume without loss of generality that K = {k0, k1} with
κ({k0}) ≤ κ({k1}). Let ǫ = κ({k0}). By the previous lemma, there exists a probability
space (L, λ) with an element l1 ∈ L such that λ({l1}) = (1− ǫ
p)1/p and H(L, λ) = H(K, κ).
The space (L, λ) must not be a two-atom space since otherwise H(K, κ) = H(ǫ, 1 − ǫ) =
H((1−ǫp)1/p, 1−(1−ǫp)1/p) = H(L, λ) implies 1−ǫ = (1−ǫp)1/p which contradicts 0 < ǫ < 1
and p > 1. Let M := {0, 1}, µ({0}) := ǫp, µ({1}) := 1 − ǫp, α(x0, . . . , xp−1) := 0 if and
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only if (x0, . . . , xp−1) = (k0, . . . , k0) and β(x0, . . . , xp−1) := 1 if and only if (x0, . . . , xp−1) =
(l1, . . . , l1). This proves the claim.
Let [Kp] = Kp/σK . That is, [K
p] is the set of all σK-orbits in K
p. Let [κp] be the
probability measure on [Kp] obtained by pushing κp forward under the quotient map Kp →
[Kp]. Define ([Lp], [λp]) similarly.
Let ([Kp]G/C , [κp]G/C) be the generalized Bernoulli shift over G/C with base space ([Kp], [κp]).
This system is a factor of Gy(KG, κG) via the map πK : K
G → [Kp]G/C defined by
πK(x)(gC) = [x(g), x(gg0), . . . , x(gg
p−1
0 )] which denotes the σK-orbit of (x(g), x(gg0), . . . , x(gg
p−1
0 )).
Similarly, define πL : (L
G, λG)→ ([Lp]G/C , [λp]G/C).
Let α˜ : ([Kp]G/C , [κp]G/C) → (MG/C , µG/C) be the factor map α˜(x)(gC) = α(x(gC)).
This involves a slight abuse of notation because α was defined from Kp to M instead of
[Kp] to M . However because ασK = α, α factors through [K
p]. Similarly, define β˜ :
([Lp]G/C , [λp]G/C)→ (MG/C , µG/C).
Let Υ : MG/C → [0, 1] be a Borel isomorphism. Let Z be the set of all z ∈ MG/C such
that Υ(z) ≤ Υ(gi0z) for all i. Because Υ is Borel, Z is a Borel set. Because the action of
G on (MG/C , µG/C) is essentially free (by Lemma 5.1), {Z, g0Z, . . . , g
p−1
0 Z} partitions M
G/C
up to a set of measure zero.
If (A, ρ) is a probability space and B ⊂ A is Borel, then the normalized restriction of ρ
to B is the probability measure ρB on B defined by
ρB(E) =
ρ(E)
ρ(B)
for all Borel E ⊂ B.
Define ω : MG/C → 2G by ω(z) := {g ∈ G : g−1z ∈ Z}. This map is equivariant:
ω(fz) = fω(z). Therefore, ω∗µ
G/C is an invariant measure on 2G and its normalized restric-
tion η to 2Ge is a measurable subgroup. Note that η = ω∗µ
G/C
Z where µ
G/C
Z is the normalized
restriction of µG/C to Z.
The measure η is supported on the collection C ⊂ 2Ge of all subsets H ⊂ G with the
property that e ∈ H and {H,Hg0, . . . , Hg
p−1
0 } is a partition of G. In particular, η-a.e.
H ∈ 2Ge is infinite.
Let C ⊗Kp ⊂ 2Ge ⊗K
p be the set of all functions x : Dom(x)→ Kp where Dom(x) ∈ C.
Define C ⊗ Lp similarly. Since η ⊗ κp is supported on C ⊗Kp, without loss of generality we
may consider it as a measure on C ⊗Kp. Similarly, C ⊗ λp is a measure on C ⊗ Lp.
Let X = (α˜πK)
−1(Z) and Y = (β˜πL)
−1(Z). Define ΩK : X → C ⊗K
p by ΩK(x)(g) =
(x(g), x(gg0), . . . , x(gg
p−1
0 )) for g ∈ Dom(ΩK(x)) := ωα˜πK(x) = {g ∈ G : g
−1x ∈ X}. By
definition of C, (ΩK)∗(κ
G
X) = η ⊗ κ
p where κGX is the normalized restriction of κ
G to X .
Define ΩL : Y → C × L
p similarly.
For x ∈ C ⊗ Kp and 0 ≤ i ≤ p − 1, let xi : Dom(x) → K be the projection to the
i-th coordinate. Thus x(g) = (x0(g), . . . , xp−1(g)) for g ∈ Dom(x). Of course, we define yi
similarly if y ∈ C ⊗ Lp.
By abuse of notation, we let Ω−1K : C ⊗ K
p → KG denote the map Ω−1K (x)(g) = xi(g
′)
where g′, i are uniquely determined by: g = g′gi0, 0 ≤ i ≤ p − 1, g
′ ∈ Dom(x). Note that
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Ω−1K ΩK : X → X is the identity map (but ΩKΩ
−1
K is not necessarily well-defined on the
domain of Ω−1K , so Ω
−1
K is only a right-inverse). Define Ω
−1
L similarly.
By Lemma 4.1 there is an isomorphism φ : (C ⊗Kp, η ⊗ κp)→ (C ⊗ Lp, η ⊗ λp).
Define Φ : KG → LG as follows: if x ∈ X then Φ(x) = Ω−1L φΩK(x). For 0 ≤ i ≤ p−1, we
define Φ(gi0x) = g
i
0Φ(x). Because X, g0X, . . . , g
p−1
0 X partitions K
G (up to a set of measure
zero), this defines Φ on a full measure subset of KG (which is all that we require). We claim
that this is the desired isomorphism.
First we show that Φ is equivariant. If x ∈ X, g ∈ G and gx ∈ X then Φ(gx) = gΦ(x)
because ΩK , φ and Ω
−1
L are all equivariant (on their domains). So for any i, j,
Φ((gj0gg
−i
0 )g
i
0x) = Φ(g
j
0gx) = g
j
0gΦ(x) = (g
j
0gg
−i
0 )Φ(g
i
0x).
This implies Φ is equivariant because a.e. element y ∈ KG can be written as y = gi0x (for
a unique 0 ≤ i ≤ p − 1 and x ∈ X) and an arbitrary element f ∈ G can be written as
f = gj0gg
−i
0 for some g ∈ G with gx ∈ X . Indeed, we let j be determined by the property
that g−j0 fg
i
0x ∈ X then define g = g
−j
0 fg
i
0.
Next we show that Φ is invertible. For this define Ψ : LG → KG as follows: if y ∈ Y
then Ψ(x) = Ω−1K φ
−1ΩL(x). For 0 ≤ i ≤ p − 1, we define Ψ(g
i
0y) = g
i
0Ψ(y). Because
Y, g0Y, . . . , g
p−1
0 Y partitions L
G (up to a set of measure zero), this defines Ψ on a full measure
subset of LG (which is all that we require). By an argument similar to the one above, Ψ is
equivariant.
If x ∈ X then ΨΦx = Ω−1K φ
−1ΩLΩ
−1
L φΩK(x) = x, i.e., ΨΦ restricts to the identity map
on X . Because Φ and Ψ are equivariant, ΨΦ restricts to the identity map on gi0X for every
0 ≤ i ≤ p− 1. Because X, g0X, . . . , g
p−1
0 X partitions K
G (up to a set of measure zero), this
implies ΨΦ is the identity map on KG. Similarly, ΦΨ is the identity map on LG.
Finally, we claim that Φ∗κ
G = λG. Because Φ is equivariant it suffices to prove that
Φ restricted to X pushes κGX forward to λ
G
Y . This is true because (ΩK)∗κ
G
X = η ⊗ κ
p,
φ∗(η ⊗ κ
p) = η ⊗ λp and (Ω−1L )∗(η ⊗ λ
p) = λGY .
References
[Ba05] K. Ball. Factors of independent and identically distributed processes with non-
amenable group actions. Ergodic Theory Dynam. Systems 25 (2005), no. 3, 711–
730.
[Bo10] L. Bowen. Measure conjugacy invariants for actions of countable sofic groups. J.
Amer. Math. Soc. 23 (2010), 217–245.
[Bo11] L. Bowen. Weak isomorphisms between Bernoulli shifts. To appear in Israel Jour-
nal of Mathematics.
[DP02] A. I. Danilenko and K. K. Park. Generators and Bernoullian factors for amenable
actions and cocycles on their orbits. Ergodic Theory Dynam. Systems 22 (2002),
no. 6, 1715–1745.
13
[Ke10] A. S. Kechris. Global aspects of ergodic group actions. Mathematical Surveys
and Monographs, 160. American Mathematical Society, Providence, RI, 2010.
xii+237 pp.
[KL1] D. Kerr and H. Li. Entropy and the variational principle for actions of sofic
groups. arXiv:1005.0399
[KL2] D. Kerr and H. Li. Bernoulli actions and infinite entropy. arXiv:1005.5143
[Ko58] A. N. Kolmogorov. A new metric invariant of transient dynamical systems and
automorphisms in Lebesgue spaces. Dokl. Akad. Nauk SSSR (N.S.) 119 1958 861–
864.
[Ko59] A. N. Kolmogorov. Entropy per unit time as a metric invariant of automor-
phisms. Dokl. Akad. Nauk SSSR 124 1959 754–755.
[KS79] M. Keane and M. Smorodinsky. Bernoulli schemes of the same entropy are fini-
tarily isomorphic. Ann. of Math. (2) 109 (1979), no. 2, 397–406.
[KT08] A. Kechris and T. Tsankov. Amenable actions and almost invariant sets. Proc.
Amer. Math. Soc. 136(2) (2008), 687–697.
[Me93] R. Mercer. The full group of a countable measurable equivalence relation. Proc.
Amer. Math. Soc. 117 (1993), no. 2, 323–333.
[Ol91] A. Yu. Ol’shanskii. Geometry of defining relations in groups. Translated from
the 1989 Russian original by Yu. A. Bakhturin. Mathematics and its Applica-
tions (Soviet Series), 70. Kluwer Academic Publishers Group, Dordrecht, 1991.
xxvi+505 pp.
[Or70a] D. Ornstein. Bernoulli shifts with the same entropy are isomorphic. Advances in
Math. 4 (1970) 337–352.
[Or70b] D. Ornstein. Two Bernoulli shifts with infinite entropy are isomorphic. Advances
in Math. 5 (1970) 339–348.
[Os11] D. Osin, private communication.
[OW87] D. Ornstein and B. Weiss. Entropy and isomorphism theorems for actions of
amenable groups. J. Analyse Math. 48 (1987), 1–141.
[RW00] D. J. Rudolph and B. Weiss. Entropy and mixing for amenable group actions.
Ann. of Math. (2) 151 (2000), no. 3, 1119–1150.
[Si59] Ya. G. Sina˘ı. On the concept of entropy for a dynamic system. Dokl. Akad. Nauk
SSSR 124 (1959) 768–771.
14
[Si62] Ya. G. Sina˘ı. A weak isomorphism of transformations with invariant measure.
Dokl. Akad. Nauk SSSR 147 (1962) 797–800.
[St75] A. M. Stepin. Bernoulli shifts on groups. Dokl. Akad. Nauk SSSR 223 (1975),
no. 2, 300–302.
[St76] A. M. Stepin. Bernoulli shifts on groups and decreasing sequences of parti-
tions. Proceedings of the Third Japan-USSR Symposium on Probability The-
ory (Tashkent, 1975), pp. 592–603. Lecture Notes in Math., Vol. 550, Springer,
Berlin, 1976.
[Th75] J-P. Thouvenot. Quelques proprie´te´s des syste`mes dynamiques qui se
de´composent en un produit de deux syste`mes dont l’un est un sche´ma de
Bernoulli. Conference on Ergodic Theory and Topological Dynamics (Kibbutz,
Lavi, 1974). Israel J. Math. 21 (1975), no. 2-3, 177–207.
15
