We give an abstract account of resource-bounded reducibilities as exemplified by the polynomially time-or logarithmically space-bounded reducibilities of Turing, truth-table, and many-one type. We introduce a small set of axioms that are satisfied for most of the specific resourcebounded reducibilities appearing in the literature. Some of the axioms are of a more algebraic nature, such as the requirement that the reducibility under consideration is a reflexive relation, while others are formulated in terms of recursion theory and, for example, are related to delayed computations of arbitrary recursive sets.
1. Introduction.
Overview and related work.
Resource-bounded reducibilities such as the standard time-or space-bounded reducibilities are usually defined as appropriate restrictions of Turing reducibility; i.e., a set A is reducible to a set B iff there is some index e with A = Φ e (B) such that e and B satisfy certain conditions. (Here Φ e denotes the partial recursive functional computed by the eth oracle Turing machine M e .) Standard examples for such conditions are given by restrictions on the way M e might access its oracle, such as for reducibilities of many-one type, and by bounds on the amount of time, space, or other resources M e might use. In most cases such restrictions can be conveniently expressed by specifying a set E of admissible indices as in Definition 1.
Definition 1. A binary relation ≤ r on 2 ω is a bounded reducibility iff there is a recursive set E that contains only indices of total recursive functionals such that for all sets A and B
A ≤ r B iff ∃e ∈ E A = Φ e (B). (1) The concept of bounded reducibility indeed comprises most of the resourcebounded reducibilities that can be found in the literature, including the usual time-or space-bounded reducibilities. The notation bounded reducibility apparently has been introduced by Book, Lutz, and Wagner [8] , while the concept has been used before by several authors.
When investigating the structures induced on the class REC of recursive sets by the various bounded reducibilities [2, 25] , one typically asks whether such a structure is dense or whether it contains minimal pairs. Recall that the structure is dense iff every proper interval contains a set different from the interval's endpoints and, assuming that ≤ r is a partial preordering with least element, that the structure (REC, ≤ r ) contains a minimal pair if there are two incomparable recursive sets such that every set that is reducible to both sets is a least set.
Early results obtained for the structures (REC, ≤ P T ) and (REC, ≤ P m ) evolving from the polynomially time-bounded Turing and many-one reducibility, 1 respectively, are the density of the structures and the existence of minimal pairs, both due to Ladner [13] . Subsequently, Machtey [16] constructed a minimal pair of sets computable in exponential time, and Landweber, Lipton, and Robertson [15] further improved on this: actually any recursive set strictly above ∅ bounds a minimal pair. In what follows these results were extended, and the presentation of their proofs was substantially improved by several authors, including Mehlhorn [17, 18] , Chew and Machtey [11] , Balcázar and Díaz [3] , and Schöning [30, 31] . Then Ambos-Spies [1] showed a general embedding theorem that comprises several preceding results as special cases: if ≤ r is equal to ≤ P T , to ≤ P m , or to one of several variants of polynomially time-bounded truth table reducibility ≤ P tt , then (2) every countable distributive lattice can be embedded (as a lattice) into any proper interval of (REC, ≤ r ) with least or greatest element preserved.
From (2) we obtain, for example, Ladner's density result by embedding the threeelement total ordering into a given proper interval, and the existence of minimal pairs below a recursive set B that is strictly above ∅ follows by embedding the four-element Boolean algebra below B with least element preserved. Ladner [13] already pointed out that his results go through for rather general types of time-or space-bounded reducibilities. Subsequently, also the stronger results mentioned were transferred to bounded reducibilities that are not defined in terms of deterministic polynomial time.
(i) Serna [32] proves that (REC, ≤ NC1 ) is dense and possesses minimal pairs below any set strictly above ∅.
(ii) Copestake [12] demonstrates for polynomially time-bounded nondeterministic reducibility of Turing type that the corresponding structure induced on the recursive sets is dense and possesses minimal pairs.
(iii) Vollmer [34] extends the results on lattice embeddings due to Ambos-Spies to the reducibility ≤ log m . The fact that several bounded reducibilities bear similar structural properties and, what is more, that the same proof techniques apply in the different cases suggest that to some extent nontrivial structural properties of bounded reducibilities might be developed within an abstract or axiomatic approach to bounded reducibilities. In general, however, even for a reflexive and transitive bounded reducibility the structure induced on the recursive sets will not be dense; see Example 7 below. This indicates that there is no hope for deriving interesting structural results about bounded reducibilities without adding further conditions or axioms that, for example, provide, intuitively speaking, a minimal amount of computational power that can be used in reducing one set to another.
We will pursue an abstract approach to resource-bounded reducibilities that is based on the concept of standard reducibility introduced in Definition 17 below. As the main technical result we show in section 4 that the mentioned result on lattice embedding extends to all standard reducibilities.
Archetypal examples of standard reducibilities on 2 ω are polynomially timebounded Turing reducibility ≤ P T and logarithmically space-bounded many-one reducibility ≤ log m . On the other hand, some bounded reducibilities that arise from more restricted models of computations are not standard reducibilities. For examples of such reducibilities see the discussion subsequent to the introduction of the concept of standard reducibility in Definition 17.
Axiomatic approaches to structural properties of bounded reducibilities have been presented previously by, among others, Basu [6] , Mehlhorn [17, 18] , Mueller [23] , and Schmidt [29] . Our generalized approach is closely related to the work of the latter three authors, while Basu's axiom system is designed to be used in connection with reducibilities between functions and is too general if applied to reducibilities between sets. In particular, the work of Mehlhorn has been most influential to our approach via his concept of delayed simulation. Mehlhorn proves from a set of axioms, which apparently in several respects is more restrictive than ours, that the recursive sets form a dense structure, and he states that in fact every countable partial ordering can be embedded into every proper interval of the recursive sets.
Within the axiomatic approach based on the concept of standard reducibility, one cannot derive only the result on lattice embeddings shown below but also results on minimal and exact pairs or on distributivity and decidability of the structure induced on the recursive sets [19, 20] . In the context of separations by random oracles, almost classes, and bounded error probabilistic classes, results can be derived from assumptions that are more general than the ones used to define standard reducibilities; see Book, Lutz, and Wagner [8] , Book, Vollmer, and Wagner [9] , Merkle and Wang [22] , and Regan and Royer [27] .
Notation.
The notation introduced in the following is mostly standard. For notation not explained here or below in the text, see Balcázar, Díaz, and Gabarró [4, 5] , Odifreddi [24, 25] , and Soare [33] .
Natural numbers and strings. We identify the set ω = {0, 1, . . . } of natural numbers and the set {λ, 0, 1, 00, 01, . . . } of (finite, binary) strings via the unique order isomorphism that takes the standard ordering on ω to the length-lexicographical ordering on strings, and we denote both orderings by the symbol ≤. We extend the identification in the canonical way to the powerset 2 ω of ω and the powerset of the set of all strings. Recall that resource-bounded reducibilities are usually defined in terms of Turing machine models where strings are used as inputs and for querying the oracle, and consequently these reducibilities are binary relations between sets of strings; by the above identification, we will view such reducibilities as binary relations on 2 ω . We refer to subsets of ω and 2 ω by the terms sets and classes, respectively. We denote sets by uppercase letters A, B, . . . , and classes by uppercase calligraphic letters A, B, . . . .
Functions and functionals are meant to be total, if not explicitly attributed as being partial. We denote the class of functions from ω to ω by ω ω . We identify subsets of ω with their characteristic functions; i.e., we view 2 ω as a subclass of ω ω .
Reducibilities. The symbol ≤ r denotes any binary relation between sets of natural numbers, which is meant as reducibility. We will define the usual concepts arising in connection with reducibilities such as the lower and upper ≤ r -cone, ≤ r (A) := {X : X ≤ r A} and ≥ r (A) := {X : A ≤ r X}, respectively, of a set A. Frequently, we will use the term r-cone in place of ≤ r -cone, and we will proceed similarly for other terms and reducibilities.
Two sets A and B are r-equivalent, A≡ r B for short, iff their upper and lower r-cones coincide, respectively. Hence two sets are r-equivalent iff, intuitively speaking, they can be substituted for each other salva veritate in all contexts involving only the relation ≤ r . Two sets A and B are r-interreducible, A= r B for short, iff A is reducible to B and vice versa. For a reflexive relation ≤ r , any pair of equivalent sets is also interreducible, and, likewise, for a transitive relation, interreducibility implies equivalence. As a consequence, interreducibility and equivalence coincide for partial preorderings, i.e., for relations that are reflexive and transitive.
Partial recursive functions and functionals. Unless we explicitly refer to some other domain, say, to ω ω , functionals are functions from 2 ω to 2 ω . We denote functionals by uppercase Greek letters Γ, ∆, . . . . We identify a functional Γ with a function from 2 ω ⊗ ω to {0, 1} via the equation
We use the notation M i in order to refer to the ith Turing machine in the standard enumeration of all Turing machines of some given type, and we assume that it is always understood from the context which type of Turing machine is meant, that is, for example, whether we consider Turing machines with or without oracle access. We refer to the partial recursive function or functional computed by Turing machine M i by ϕ i in the case of {0, 1}-valued Turing machines without oracle access, φ i in the case of ω-valued Turing machines without oracle access, Φ i in the case of {0, 1}-valued oracle Turing machines. We refer to the class of recursive sets and functions by REC and FREC, respectively. We assume that there is some recursive function s that translates indices with respect to the enumeration ϕ 0 , ϕ 1 , . . . into indices with respect to the enumeration φ 0 , φ 1 , . . . , that is, such that for all e in ω holds ϕ e = φ s(e) .
Partial characteristic functions. Lowercase Greek letters α, β, γ, . . . denote partial characteristic functions, i.e., (total) functions from some subset I of ω to {0, 1}. The domain of a partial characteristic function α is denoted by dom(α); i.e., for example, dom(α) is equal to ω iff α is a set. A partial characteristic function is finite iff its domain is finite. The partial characteristic functions are partially ordered by the relation where α β iff the graph of α is contained in the graph of β (i.e., iff the domain of α is contained in the domain of β and α agrees there with β).
For a partial characteristic function α and a set I, we denote by α|I the restriction of α to I, that is, the uniquely determined partial characteristic function γ α with domain I ∩ dom(α). In particular, A|I is the partial characteristic function with domain I that agrees there with the set A.
Definition by cases and patching. For partial characteristic functions α, β, and for a set M , we let
that is, the partial characteristic function α, β M agrees with α on dom(α)∩M , with β on dom(β) ∩ M , and is undefined otherwise. We denote the partial characteristic function
as β-patch of α; i.e., for example, A, β is the unique set that agrees with β for all arguments in dom(β) and with A otherwise.
Joins. We define the join of two sets A and B by
Lattices. A partial ordering (p.o.) is a pair of a set U and a binary relation ≤ on U that is reflexive, transitive, and antisymmetric. A p.o. (U, ≤) is a lattice iff for every pair a and b of elements in U there exists a least upper bound (l.u.b.) and a greatest lower bound (g.l.b.) of a and
Closure under finite variation. A set A is a finite variation of a set B, A = * B for short, iff A and B differ at most at finitely many places. A subclass A of 2 ω is closed under finite variation (c.f.v.) iff for every set A in A, all finite variations of A are in A, too. A binary relation ≤ r on 2 ω is c.f.v. iff for all sets A, the lower and the upper r-cone of A are both c.f.v.
We let ., . : ω 2 → ω be the standard effective and effectively invertible pairing function from ω ⊗ ω onto ω [33] . A subclass A of 2 ω is recursively presentable iff either A is empty or there is a recursive set E such that A coincides with the "rows" of E; i.e., A = {A 0 , A 1 , . . . } where A i = {x : x, i in E}.
Standard reducibilities.

Faithful relations.
In order to be able to mimic the usual proof techniques employed in connection with resource-bounded reducibilities, we will require that standard reducibilities are bounded reducibilities that are sort of "faithful" to the information contained in their set arguments and, intuitively speaking, can use a nontrivial amount of computational power in reducing one set to another. In the remainder of this section, we introduce notation related to the concept of faithfulness, and in the following sections we develop concepts related to computational power.
In the case of a transitive relation ≤ r , the concept of faithfulness is equivalent to the natural conditions that ≤ r is reflexive, that ∅ and ω are r-reducible to all sets, and that the join of two sets is a l.u.b. for them (see Proposition 4) . However, as we want to comprise reducibilities that are not necessarily transitive, we use a more involved definition of faithfulness stated in Definition 3. 
Most resource-bounded reducibilities that can be found in the literature are faithful. There are nontransitive faithful reducibilities such as ≤ k−tt for every fixed k ≥ 2. The following proposition shows that faithful relations are reflexive and for them ∅ and ω are reducible to all other sets. Proof. For a faithful relation ≤ r , condition (i) is immediate; so it remains to show (ii). Now, given a set A, then the sets A and ∅ are both r-reducible to A ⊕ ∅; hence by (7) both sets are also r-reducible to A. Likewise, by (8) we obtain ω ≤ r A. Conversely, assume that the relation ≤ r is transitive and satisfies (i) and (ii) . By transitivity and (ii) it is immediate that the join operator provides locally transitive l.u.b.'s for every pair of sets. Furthermore, we obtain (6), (7) , and (8) by transitivity of ≤ r and because by assumption on the join operator we have
Proposition 5. Let ≤ r be a faithful relation on 2 ω and let A and B be sets.
Proof. For a faithful relation ≤ r , the join of two sets is a locally transitive l.u.b. for the sets joined. Thus, concerning (i), the inclusion from left to right is immediate from the definition of locally transitive upper bound, and the reverse inclusion follows by definition of l.u.b. Using (i), we then infer that the two sets denoted by the join expressions on both sides of the equation in (ii) have identical upper cones, while for the lower cones this is immediate from (6) . Concerning (iii), it is sufficient to show that the lower (respectively, upper) cones of A, A ⊕ ∅, and A ⊕ ω are identical. We show this for the first two sets and omit the almost identical considerations for the third set. By (i), the upper cone of A ⊕ ∅ is equal to the intersection of the upper cones of A and ∅; hence it is equal to the upper cone of A. On the other hand, by (7) the lower cone of A ⊕ ∅ is contained in ≤ r (A), and the reverse containment holds because A ⊕ ∅ is a locally transitive upper bound for A. In Example 7, we construct a faithful bounded reducibility that is in addition transitive and c.f.v. but where the corresponding structure induced on the recursive sets is not dense. The example shows that in order to be able to derive the density of the recursive sets within our axiomatic framework, we have to add further assumptions on the reducibilities under consideration. 
Delayed simulations and delayed patching.
In this section, we describe an abstract account of the ability of resource-bounded oracle Turing machines to overwrite or "patch" their oracle according to the results of resource-bounded subcomputations. This account is based on the concept of delayed patching. By patching a functional we refer to evaluating the functional not with respect to its set argument B but with respect to a patched version B, σ of B. Furthermore, the attribute delayed refers to the fact that the patching is done with respect to arbitrary effective enumerations α 0 , α 1 , . . . of finite partial characteristic functions where, however, in general the ith partial characteristic function will not be used while computing the value Γ(B, i), but delayed, that is, for number arguments larger than i. Note again that this kind of delayed access to effectively given information is common in connection with resource-bounded oracle Turing machines. Given an effective enumeration α 0 , α 1 , . . . as above, a resource-bounded oracle Turing machine can eventually compute and access α i for arbitrarily large values of i; however, intuitively speaking, the Turing machine has to wait until its number input and hence its resource-bounds become large enough. The ability to perform such delayed computations is modelled by the concepts delayed simulation and simulation class introduced in Definition 8. In the definition of the concept simulation class (and likewise for functional simulation classes) it is indeed reasonable to require that the function sim yields delayed simulations only in case ϕ e (0) = 0. Remark 9 shows that there cannot be a recursive function sim where ϕ sim(e) is total for all e in ω and is a delayed simulation of ϕ e for all sets ϕ e .
Remark 9. Recall from recursion theory that the sets A 0 and A 1 defined by [20, section 3.6] .
Let σ 0 , σ 1 , . . . be an appropriate effective enumeration of all partial characteristic functions where by convention we let σ 0 be equal to the empty string. Recall from the introduction that A, α , the α-patch of A, is the set that agrees with α on dom(α) and agrees with A otherwise.
Definition 12.
(i) Given a functional Γ and a function g : ω → ω, the g-patch of Γ is the functional Γ ⊗ g defined by
(ii) Let R be a class of functionals and let F be a subclass of ω ω . Then the class of F -patches of R is R ⊗ F := {Γ ⊗ g : Γ ∈ R and g ∈ F}.
(iii) A class R of functionals is closed under delayed patching iff there is a functional simulation class F where R ⊗ F is contained in R.
Proposition 13, which has some interest in its own, is used in Example 14 in order to show that the standard enumeration of polynomially time-bounded oracle Turing machines yields a reduction cover for the reducibility ≤ P T that is closed under delayed patching.
Proposition 13. Let the recursive function b from ω to ω be nondecreasing and unbounded and let F be a functional simulation class. Then the class
is again a functional simulation class.
Proof. The idea of the proof is quite simple. Given some recursive function h in class F, we construct a recursive delayed simulation g of h where g(x) ≤ b(x) holds for all x in ω. Then for any delayed simulation f of g, where this fact is witnessed by some nondecreasing function l with range ω, we have for all
The relations hold, from left to right, by choice of l, because g is bounded by b, and finally because b is nondecreasing and by l(x) ≤ x. Thus in order to show that the class defined in (11) is a functional simulation class, we map a recursive function not just to a delayed simulation h in F, but in addition we construct a recursive delayed simulation g of h that is bounded by b, and then we pick a delayed simulation f of g in F. An index for such a function g can be obtained effectively from an index for h; i.e., there is a recursive function r that maps any index for a function h in F to an index of a delayed simulation g of h as above. Then, given a function sim that witnesses that F is a functional simulation class, by the preceding discussion the function sim := sim • r • sim witnesses that the class defined in (11) is a functional simulation class.
Formally, given some function h in F, we define a corresponding function g as above by g(x):=h(l(x)) where l(0) is equal to 0 and for all x we let
otherwise. 
Definition by Oracle-dependent cases and effective reduction covers.
Definition 15.
that for some finite set I and for all sets A, membership of A in T depends only on the restriction of A to I.
(ii) Let T be a tt-condition and let Γ 0 and Γ 1 be functionals. The T -mix of Γ 0 and
we denote the transition from two functionals to their T -mix as definition by oracle-dependent cases with respect to T . (iv) A class R of functionals is closed under definition by oracle-dependent cases iff for every tt-condition T the T -mix of two functionals in R is again in R.
Definition 16. A list ∆ 0 , ∆ 1 , .
. . of functionals is an effective enumeration of a set R of functionals iff there is a recursive function e such that ∆ i = Φ e(i) for all i and the set R coincides with
A set R of functionals is an effective reduction cover for a binary relation ≤ r on 2 ω iff R has some effective enumeration and for all sets A and B, A ≤ r B iff A = Γ(B) for some functional Γ in R.
For any class R that has an effective enumeration, by the padding lemma this fact is always witnessed by a function e that is strictly monotonous and hence has recursive range. Using the latter observation, it is immediate from Definitions 1 and 16 that a binary relation on 2 ω is a bounded reducibility iff it has some effective reduction cover. For standard reducibilities as introduced in Definition 17, we require in addition that there is an effective reduction cover that satisfies certain closure properties. In the definition of standard reducibilities we can drop the condition that the relation is c.f.v. because this follows already from the remaining requirements. We omit the simple but lengthy proof and refer to Merkle [20, Proposition 35] . 3. Three lemmas on standard reducibilities.
Example 18. Standard reducibilities comprise not only the usual polynomially time-or logarithmically space-bounded reducibilities of many-one and Turing type but also less common reducibilities such as the honest variant
≤ P h-T of ≤ P T , the reducibil- ity ≤ NC1 defined in
Gap languages and generalized use.
In this section we will show three lemmas that will then be used in section 4 in the proof of our main result about lattice embeddings for standard reducibilities. Embeddings of partial orderings and of lattices have been constructed before for several specific bounded reducibilities and in corresponding proofs the use of gap languages has become a standard technique [1, 4, 30, 31] .
Definition 21. A set is a gap language iff the set and its complement are both infinite.
A gap language A can be conceived as a partition of ω into infinitely many finite blocks, where each block corresponds to a maximal set of consecutive natural numbers that either all are in A or all are in the complement of A. Indeed we will use gap languages almost exclusively as a convenient tool to specify such partitions. We will number the blocks of a gap language G in the natural way, and we will assign to each x in ω the number of its block with respect to G. These concepts are formally introduced in Definition 22. For further use, however, they are defined for arbitrary partial characteristic functions and not just for gap languages. Intuitively speaking, given a partial characteristic function α where x is the least place such that α(x) is undefined, then the blocks of α are defined in the natural way up to but not including x, and these are all blocks of α.
and we let bn(α, x) be undefined for all other x. We call bn(α, x) the block number of x with respect to α.
For all j in ω, we let block j of α be equal to the set {x ∈ ω : bn(α, x) = j}, and we say block j of α exists iff block j of α is nonempty.
The blocks of a partial characteristic function α are "numbered" by the function bn(α, .), starting with block 0. Obviously, the function bn(α, .) is total iff α is total, and α has infinitely many blocks iff α is a gap language.
Definition 23. Let A and B be gap languages. Then B is a gap cover for A iff every block of B contains some block of A.
It is immediate from Definition 23 that the gap cover relation is transitive; that is, if B is a gap cover for A and so is C for B, then C is also a gap cover for A.
The values of a recursive functional Γ can be computed by an oracle Turing machine that on input x and oracle A can read only a finite part of A before it outputs Γ(A, x). Consequently, there is a finite set I such that Γ(A, x) is equal to Γ(B, x) for all B that agree with A on I. By the theorem of Trakhtenbrot and Nerode [24, Proposition III.3.2], the set I can in fact be chosen independently of A; i.e., for all x there is a finite set I such that
The class of sets I that satisfy (13) are closed under intersection and thus in particular there is a least such set, which obviously is uniquely determined and finite [20, 22] .
Definition 24. Let Γ be a recursive functional. For every natural number x, we call the least set I that satisfies (13) the generalized use of Γ at x, and we denote this set by u(Γ, x).
Remark 25. There is an effective procedure that on inputs x and e eventually outputs u(Φ e , x) whenever Φ e (X, x) is defined for all oracles X (and that otherwise might fail to terminate). The proof of the theorem of Trakhtenbrot and Nerode shows that in the given situation a finite set I as in (13) can be obtained effectively. In order to determine u(Φ e , x) it then suffices to search through all subsets of I.
In principle, all the material presented in what follows could be formulated in terms of the standard concept of use for oracle Turing machines, where for given oracle Turing machine, input, and oracle the use contains exactly the numbers at which the oracle Turing machine queries its oracle. However, we consider it to be convenient to work with the generalized use because the latter is determined just by the functional and does not require to specify a specific oracle Turing machine computing the functional. In fact, the concept of generalized use extends canonically to arbitrary continuous, not necessarily recursive functionals [20, 22] .
The diagonalization lemma.
Suppose that we are given an effective reduction cover {∆ 0 , ∆ 1 , . . . } for a bounded reducibility ≤ r . Then a set E is r-reducible to a set F iff there is some functional ∆ j where E is equal to ∆ j (F ). As a consequence, we can construct sets E and F where E is not reducible to F by diagonalizing against all functionals ∆ j ; that is, it is sufficient to ensure that for all j in ω there is some x j in ω such that we have
Now the generalized use of the functionals ∆ j is always finite and thus for any given j we can enforce (14) by specifying E(x j ) and a finite part of F ; that is, we are led to a finite extension construction. Before we employ such a construction in the proof of Lemma 28, we introduce some notation.
Definition 26. Let G be a gap language and let k ≥ 1 be a natural number. 
The diagonalization lemma and its proof are similar to Schöning's uniform diagonalization theorem [4, 30] . We will use the diagonalization lemma in connection with results about partial order embeddings in order to ensure that the constructed embeddings preserve nonorder. More precisely, given sets E and F where E is not reducible to F , then by the diagonalization lemma in order to construct a set E that is not reducible to F it is sufficient to ensure that E and F agree with E and F , respectively, on some set that contains infinitely many blocks of the gap language G obtained from the diagonalization lemma.
Proof of Lemma 28. We construct in stages a gap language G as required in the lemma. We write I s for block s of G and during stage s we specify which numbers are in I s . This then determines G by letting G(0) be equal to 0.
Let ∆ 0 , ∆ 1 , . . . be an effective enumeration of an effective reduction cover for ≤ r . At stage 0, we let I 0 = {0}. At stage s > 0, for all j ≤ s and for all pairs α and β of finite partial characteristic functions with domain equal to the union of the blocks I 0 , . . . , I s−1 , we let z α,β,j be the least number that satisfies
There is indeed such a number as E, α = ∆ j ( F, β ) would imply E ≤ r F by ≤ r being c.f.v. Furthermore, the least such number can be found effectively in α, β, and j because the ∆ j are uniformly recursive. Next we choose I s so large that for all such α, β, and j we have
In order to show that the gap language G has the required properties, assume for a proof by contradiction that there are sets E and F where, first, (E , F ) and (E, F ) are G-similar, and, second, the set E is r-reducible to F , say via functional ∆ k . Choose some s ≥ k where E and F agree with E and F , respectively, on block s of G. Let α and β be the restrictions of E and F , respectively, to the union of the blocks I 0 , . . . , I s−1 . Now the witness z α,β,k for E, α = ∆ k ( F, β ) we found during stage s of the construction of G witnesses E = ∆ k (F ) due to (16) and because by assumption E, α and F, β agree with E and F , respectively, on the union of I 0 , . . . , I s .
The window lemma.
We show now that for standard reducibilities every reduction to a recursive set is witnessed by a functional that on increasing number inputs ignores larger and larger initial parts of its set argument. In the corresponding proof we exploit that standard reducibilities possess reduction covers that are closed under delayed patching, and we apply a special form of delayed patching where we do not patch according to an arbitrary effective sequence of finite partial characteristic functions but with increasingly long initial segments of the characteristic function of some fixed recursive set.
Definition 29. A function m : ω 2 → ω is a modulus of oracle simulation iff m is recursive and for all e in ω the sequence σ m(e,0) , σ m(e,1) , . . . converges  monotonously to ϕ e (i.e., σ m(e,i) σ m(e,i+1) for all i and the domain of ϕ e is equal  to the union of the domains of σ m(e,0) , σ m(e,1) Proof. Let the function sim witness that F is a functional simulation class and fix an arbitrary modulus of oracle simulation m (for example, the one defined in Example 30). We can assume m(e, 0) = 0 because by our convention σ 0 is the empty partial characteristic function λ; hence, for all e, the condition on the convergence of the sequence σ m(e,0) , σ m(e,1) , . . . in Definition 29 remains valid if we change m(e, 0) into 0.
By the smn-theorem, fix a recursive function g such that for all e and x, φ g(e) (x) is equal to m(e, x). Then the function m defined by
is recursive, and m is in fact a modulus of oracle simulation because for each e the function m (e, .) is a delayed simulation of m(e, .). Intuitively speaking, m yields a simulation of ϕ e that is basically the same but might be "slower" than the one provided by m.
Proposition 32. If a reduction cover is closed under delayed patching, then it is also closed under oracle simulation. In particular, every standard reducibility has an effective reduction cover that is closed under oracle simulation.
Proof. The first assertion follows easily from Lemma 31 and the definition of the two closure conditions involved. The second assertion is then immediate because by definition every standard reducibility has an effective reduction cover that is closed under delayed patching.
Given a class C and an effective reduction cover R for a bounded reducibility, we will use the expression "every reduction to a set in C is witnessed by some functional in R such that . . . " to express that for every C in C and every set X that is reducible to C, there is a functional ∆ in R that has the properties under consideration such that X is equal to ∆(C). Furthermore, given a gap language G and some x in ω we let
that is, Nb(x, G) consists of the block of x with respect to G and of the adjacent block to the left and to the right, respectively.
Lemma 33 (window lemma). Let R be an effective reduction cover for some bounded reducibility such that R is closed under delayed patching. Let the class C be recursively presentable.
Then there is a recursive gap language G such that every reduction to a set in C is witnessed by a functional ∆ in R such that for all but finitely many x in ω,
Proof. We fix some effective enumeration ∆ 0 , ∆ 1 , . . . of R. Claim 1. There is a recursive function h such that for all i and for almost all places x we have
Proof. The set u(∆ i , x) is always finite and can be computed from i and x; hence it is sufficient to let h(x) be equal to the maximal number in the union of the sets u(∆ 0 , x), u (∆ 1 , x) 
Proof. Let r be a recursive function such that C is equal to {ϕ r(i) : i ∈ ω}. By Proposition 32, we can fix a modulus of oracle simulation m that witnesses that R is closed under oracle simulation. Then we let for all i and x in ω,
The function v is recursive because m and r are recursive. Furthermore, for every fixed i, the function v(i, .) is nondecreasing and unbounded because ϕ r(i) is total; hence the domains of the partial characteristic functions σ m(r(i),x) converge nondecreasingly to ω as x goes to infinity. Next, we let
Admissible cases and the coding lemma.
Recall from the introduction that a functional can alternatively be described as a unary function from 2 ω to 2 ω or as a binary function from 2 ω ⊗ ω to {0, 1}. The latter characterization suggests two ways of how two functionals might be combined into a new functional via a definition by cases. The case condition can depend on the set argument or on the number argument. In Definition 15, we have introduced a notion of definition by oracledependent cases, where two functionals are mixed according to a tt-condition on their set argument. We introduce now a notion of definition by number-dependent cases where the case condition depends on the number argument. Given two functionals ∆ 0 and ∆ 1 and a set M , the functional ∆ obtained via definition by number-dependent cases according to M is defined by ∆(X) := ∆ 0 (X), ∆ 1 (X) M ; (17) i.e., ∆(X, x) is equal to the set ∆ 0 (X, x) if x is in M and is equal to the set ∆ 1 (X, x) otherwise. We will be interested in the class of all sets M such that when applying definition by number-dependent cases according to M to a given effective reduction cover, then using the functionals obtained this way we can just reduce the same pairs of sets as before. Remark 35 gives equivalent characterizations of this class.
Remark 35. Let ≤ r be a binary relation on 2 ω . For the moment, call a functional Γ an r-reduction iff for all sets X the set Γ(X) is r-reducible to X. Then for any set M , the following conditions are equivalent.
(
i) All lower r-cones are closed under definition by number-dependent cases with respect to M (i.e., if the sets A and B are both reducible to X, then so is the set A, B M ).
(ii) For any r-reductions ∆ 0 and ∆ 1 , the functional ∆ defined in (17) is again an r-reduction.
(iii) For any functionals ∆ 0 and ∆ 1 in some fixed effective reduction cover for ≤ r , the functional ∆ defined in (17) is again an r-reduction.
First, we show that (i) implies (ii). Fix any set M that satisfies (i), let ∆ 0 and ∆ 1 be arbitrary r-reductions and let ∆ be defined as in (17) . By assumption, for any set X the sets ∆ 0 (X) and ∆ 1 (X) are r-reducible to X; hence so is ∆(X). Now the set X has been chosen arbitrarily; thus ∆ is an r-reduction. Proof. We choose an effective reduction cover R for the standard reducibility ≤ r that is closed under definition by oracle-dependent cases and under delayed patching. Let the latter closure property be witnessed by some functional simulation class F; that is, R ⊗ F is contained in R. Furthermore, we pick i and j such that the finite partial characteristic functions σ i and σ j are incompatible; that is, there is some y in ω where σ i and σ j are both defined and disagree. In particular, by our convention that σ 0 is the empty string, i and j differ from 0. For every set L, we let
that is, basically we replace in the characteristic function of L all values 0 with i and all values 1 with j. Furthermore, we let f L (0) be equal to 0 in order to ensure that for recursive L we can effectively obtain a delayed simulation
We leave it to the reader to check that, first, the set M L thus defined is a delayed simulation of L for all sets L where L(0) = 0 holds and that, second, the definition of M L can be made effective in the sense that there is a recursive function sim where for all sets L = ϕ e the set M L is equal to ϕ sim(e) . Then, in order to show that M r is a simulation class, it is sufficient to show that for every recursive set L, the set M L is in fact in M r . We assume that A 0 , A 1 , and B are sets where A 0 and A 1 are both r-reducible to B. The standard reducibility ≤ r is c.f.v. and consequently A 0 and A 1 are reducible to B, σ i and B, σ j , respectively. Let the two latter facts be witnessed by functionals Γ 0 and Γ 1 in R, respectively, and consider the functional
obtained from Γ 0 and Γ 1 via definition by oracle-dependent cases; i.e., in particular, Γ is again in R. Moreover, as σ i and σ j have been chosen to be incompatible, Γ reduces A 0 to B, σ i and A 1 to B, σ j . We obtain
Hence, by ≤ r being c.f.v., the set A 0 , A 1 M L is reducible to B; and it follows that M L is in M r . The relations in (19) hold by definition of Γ and of M L and because Γ⊗s L is an r-reduction due to the closure properties of R. Note that in (19) we cannot replace equality up to finite variation by equality because in general the delayed simulation s L of f L yields the value f L (0) = 0 on a finite initial segment of the natural numbers.
By Propositions 37 and 39, for every standard reducibility the corresponding class of admissible cases satisfies the conditions on M in the assumption of Lemma 40.
Lemma 40 (coding lemma). Let M be a simulation class that contains all finite sets and where the structure (M, ⊆) is a subalgebra of ( 
. in M and a gap language M in M where
• the set M is a gap cover for G;
• for all i and s in ω and for all x in block s of M we have R i (x) = A i (s). We postpone the proof of the coding lemma to section 5. The point of the coding lemma is that it yields delayed simulations R i of the sets A i that are "synchronized" via the gap language M ; that is, for all i and s the set R i is constant on block s of M and has the value A i (s) there. The sets R i in the coding lemma are uniformly recursive because the sets A i are uniformly recursive and due to the second condition in the conclusion of the coding lemma.
Lattice embeddings.
The countable atomless Boolean algebra.
In the proof of our main result on lattice embeddings we exploit a property of the countable atomless Boolean algebra stated in Fact 42. The corresponding technique was used before in connection with lattice embeddings for polynomially time-bounded reducibilities by AmbosSpies [1] ; see there for references to results about Boolean algebras.
Definition 41. An element of a Boolean algebra is an atom iff there is exactly one element (i.e., the least element 0) strictly below it. A Boolean algebra is atomless iff it does not contain atoms.
The theory of the atomless Boolean algebra is ω-categorical; i.e., all countable atomless Boolean algebras are the same up to isomorphism and accordingly in what follows we will speak of the countable atomless Boolean algebra.
Fact 42. Every countable distributive lattice can be embedded (as a lattice) into the countable atomless Boolean algebra with least and greatest element preserved.
By Fact 42 and because lattice embeddings compose, it suffices to embed the countable atomless Boolean algebra into a structure in order to show that indeed every countable distributive lattices can be so embedded. When constructing such embeddings we will exploit Fact 44, which gives a representation of the countable atomless Boolean algebra by the equivalence classes induced by the finite variation relation on the class P of sets computable in polynomial time.
Definition [10] . Fact 44 can be generalized to the assertion that for the class M r of admissible cases of a standard reducibility, the structure (M r * , ≤ * ) is always the countable atomless Boolean algebra [20] .
Lattice embeddings.
Theorem 45 states our main technical result on lattice embeddings for standard reducibilities. Recall that the concept of standard reducibility comprises not just the reducibilities listed in Example 18 but also many other resource-bounded reducibilities that appear in the literature and observe that Theorem 45 and its corollaries can be applied to all such reducibilities. The proof of Theorem 45 follows the lines of the corresponding result for polynomially time-bounded reducibilities due to Ambos-Spies [1] . Similarly to the case of polynomially time-bounded reducibilities, we obtain as special cases of Theorem 45 several structural properties of standard reducibilities. We briefly discuss these results before proving the theorem. Another result, which can be derived from the proof of the theorem, is stated below as Corollary 53.
Corollary Proof. The first assertion is immediate by embedding the diamond (i.e., the fourelement Boolean algebra) above the given set with least element preserved. Likewise, the second and third assertion follow by embedding the diamond into the interval between ∅ and the given set with greatest and least element preserved, respectively. In connection with the third assertion observe that for a transitive relation ≤ r , first, the lower cone of a greatest lower bound of two sets is equal to the intersection of the lower cones of these two sets and, second, the lower cone of a least set is just the class of least sets.
In order to show the last assertion, let {C 0 , C 1 , . . .} be a recursively representable antichain where A< r C i < r B for all i in ω. In order to extend the antichain by a single set in the open interval between A and B, it suffices to embed the three-element chain between A and B according to Theorem 45 while avoiding the recursively presentable classes
Proof of Theorem 45. We first construct an embedding into the given interval that preserves the least element and then indicate the minor changes necessary in the symmetric case where we want to preserve the greatest element. By the discussion following Fact 42, it suffices to embed the countable atomless Boolean algebra as required. In order to do so, we specify a partial order embedding of the structure (P * , ≤ * ) that preserves least upper bounds. We can then argue that the restriction of this mapping to some appropriate sublattice (D * , ≤ * ) of (P * , ≤ * ) is in fact a lattice embedding, i.e., preserves also greatest lower bounds. This then finishes the proof because (D * , ≤ * ) is chosen such that it is the countable atomless Boolean algebra.
We fix effective enumerations D 0 , D 1 , . . . of P and ∆ 0 , ∆ 1 , . . . of an effective reduction cover R of ≤ r that witnesses that ≤ r is a standard reducibility. While defining the embedding, we first construct sets R 0 , R 1 , . . . in M r and define a mapping
Then we let Π be a function from
and we let
The function Π works by first mapping an equivalence class in P * to one of its elements and then applying the function Π; hence, in particular, Π is well defined. Moreover, Claim 1 shows that the range of Π and thus also the range of Π is indeed contained in the interval between A and B.
Proof. By Proposition 5, the set A ⊕ ∅ is r-equivalent to A and is hence reducible to B. Moreover, by faithfulness of ≤ r , the set A⊕B is a l.u.b. for A and B and is hence reducible to the upper bound B of these sets. As a consequence and by definition of M r , H(R) is reducible to B for every set R in M r . Furthermore, by definition of the join operator, any set of the form H(X) can be written in the form A ⊕ Z for an appropriate set Z; hence A is reducible to H(X) by faithfulness of ≤ r .
Claim 2. The set A ⊕ B is not r-reducible to A ⊕ ∅.
Proof. Assuming otherwise, A ⊕ B was reducible to A by Proposition 5. But then contrary to assumption, B was also reducible to A because A ⊕ B is a locally transitive l.u.b. for B due to faithfulness of ≤ r .
In order to define the sets R i that we have used while defining Π, we construct three recursive gap languages, G 1 through G 3 . First, we apply the diagonalization lemma to the sets A ⊕ ∅ and A ⊕ B in order to obtain a gap language G 1 such that for all sets X and Y
Second, we apply the window lemma to the recursively presentable class C := {H(X) : X ≤ r ∅} (22) in order to obtain a gap a gap language G 2 such that every reduction to a set in C is witnessed by a functional ∆ in R where for all x, (23) i.e., the generalized use of ∆ at x is always contained in the neighborhood Nb(x, G 2 ) of x.
Third, we choose a recursive gap language G 3 such that, first, every set that is G 3 -similar to A ⊕ ∅ is not contained in E 0 and, second, every set that is G 3 -similar to A ⊕ B is not contained in E 1 . In order to do so, we choose block k of G 3 so large that both A ⊕ ∅ and A ⊕ B disagree on this block with the first k sets in E 0 and E 1 , respectively.
By the discussion preceding the coding lemma, the class M r of admissible cases of the standard reducibility ≤ r satisfies the conditions on the class M in the assumption of the coding lemma. By applying the coding lemma to M r , to the enumeration D 0 , D 1 , . . . of the class P, and to a recursive gap cover G of G 1 through G 3 , we obtain sets R 0 , R 1 , . . . in M r and a set M in M r that is a gap cover of G and hence also of G 1 through G 3 . In the following claims, the sets in the image of Π figure in such a way that the truth values of the assertions under consideration are not changed by replacing these sets with r-equivalent sets. Thus by Claim 3 in the corresponding proofs we can replace the images under Π with the corresponding images under Π.
Claim 3. For all i and j, D
Claim 5. The function Π respects ordering.
By the definition of Π, the set Π(D j ) agrees with A ⊕ B on all places x in R j and hence for almost all places x in R i . We obtain (24) where the relations hold, from left to right, by definition of Π, by the preceding discussion, and finally because R i is in M r and because by Claim 1 the set A and hence by Proposition 5 also the set A ⊕ ∅ is reducible to Π(D j ). Due to ≤ r being c.f.v., it is immediate from (24) that Π(D i ) is reducible to Π(D j ).
Claim 6. The function Π respects nonordering. Up until now we have seen that Π is a partial order embedding that preserves l.u.b.'s. We will now show that the restriction of Π to the class 
is a lower bound for the two latter sets. So it remains to show that if a set X is reducible to both of Π(D i ) and Π(D j ), then X is also reducible to Π (D i ∩ D j ) .
By Proposition 37, M r is contained in the class L r of least sets, which in turn is contained in the lower cone of ∅. Thus for every R in M r , the set H(R) is in the class C defined in (22); i.e., in particular, the range of Π is contained in C. Now G 2 has been obtained by applying the window lemma to the class C and R; i.e., every reduction to a set in the range of Π is witnessed by a functional in R such that its generalized use at place x is always contained in Nb(x, G 2 ) and hence, by Remark 34, is always contained in Nb(x, M ). As a consequence, the assumed reductions from X imply that there are functionals ∆ k and ∆ l in R with
such that for all places x we have
For every m in ω, let N (m) be equal to the set {m − 1, m, m + 1} \ {−1} and let
Then given x in L, we infer from the definition of Π that the sets Π(D i ) and Π(D i ∩D j ) agree on Nb(x, M ); hence by assumption on ∆ k we obtain that
On the other hand, given x not in L, where we assume that x is in block m of M , then D i and D i ∩ D j differ on N (m); i.e., there must be some number in N (m) that is in D i but is not in D j . However, the two latter sets contain only multiples of three, while for any m the set N (m) contains exactly one multiple of three; hence the intersection of N (m) with D j is empty. Thus, the sets Π(D j ) and Π(D i ∩ D j ) have an empty intersection with Nb(x, M ) and similar to (27) we infer
From (27) and (28) we then obtain
This finishes the proof of Claim 8 because by definition I is in P; i.e., I is equal to some set D t ; hence the set L is equal to R t and is in M r . It remains to show the assertions on avoiding the classes E 0 and E 1 and on preserving the least or the greatest element. The former assertion follows easily from the definition of Π because G has been chosen as a gap cover of G 3 and because all equivalence classes in D * that are strictly above the least equivalence class contain only sets that are infinite and coinfinite. Furthermore, the embedding Π preserves the least element because it maps the least equivalence class in D * , which contains all finite sets, to a set that is r-equivalent to A ⊕ ∅, where by Proposition 5 the latter set is r-equivalent to A, which is a least set of the interval between A and B. On the other hand, if we want to construct an embedding that preserves the greatest element, it suffices to replace in the construction the class D with the class
i.e., to arrange that, intuitively speaking, the noncoding gaps of the sets in the image of the constructed embedding are filled with A⊕B instead of A⊕∅. Then the greatest equivalence class, which contains exactly the cofinite sets, is mapped to a set that is r-equivalent to A ⊕ B. However, A ⊕ B is a locally transitive upper bound for B and thus any set that is reducible to B is also reducible to A ⊕ B; hence the latter set is a greatest set in the interval bounded by A and B.
Lattice embeddings for bounded reducibilities on ω
ω . The concept of standard reducibility extends canonically to binary relations on ω ω . However, the concepts used in the definition of standard reducibilities have to be adjusted as follows.
(i) Effective reduction covers are defined with respect to the standard enumeration of partial recursive functionals from ω ω to ω ω . (ii) In the definition of faithfulness, we consider arbitrary constant functions instead of just ∅ and ω; that is, for example, we require that for all functions f and for all constant functions g the lower cone of f ⊕ g is contained in the lower cone of f .
(iii) A tt-condition can again be defined to be a subclass of ω ω where membership in the class depends only on the function values at a fixed finite set of places. However, when defining the concept of closure under definition by oracledependent cases, we consider only tt-conditions that can be generated from classes of the form {g : g(i) = j} with i and j in ω by finitely many applications of union, intersection, and complement. Observe that it is not reasonable to require that closure under definition by oracle-dependent cases holds with respect to all tt-conditions because for any set X the class of all functions g where g(0) is in X is a tt-condition.
(iv) In the definition of delayed patching the enumeration of finite partial characteristic functions is replaced by an appropriate effective enumeration of all partial functions from ω to ω with finite domain. Using these adjusted concepts, the concept standard reducibility on ω ω can be introduced by literally the same formulation as in Definition 17; i.e., we require that the relation under consideration is faithful and c.f.v. and has an effective reduction cover that is closed under delayed patching and under definition by oracle-dependent cases. An example for a standard reducibility on ω ω is given by the reducibility introduced by Mehlhorn [18] via his class of basic feasible functionals.
Theorem 45 on lattice embeddings for standard reducibilities on 2 ω extends to standard reducibilities on ω ω . Theorem 47. Let ≤ r be a standard reducibility on ω ω and let f and g be recursive functions where f< r g. Then any countable distributive lattice can be embedded (as a lattice) into the interval between f and g of (REC, ≤ r ) with least or greatest element preserved.
In addition, given recursively presentable subclasses E 0 and E 1 of ω ω that are c.f.v. and where E 0 does not contain f ⊕ ∅ and E 1 does not contain f ⊕ g, the range of the embedding can be chosen to be disjoint from the union of E 0 and E 1 , except that in case we want to preserve the minimum, the minimal element might be mapped to an element of E 1 , and likewise for the maximum and E 0 .
We omit the proof of Theorem 47, which is essentially the same as for Theorem 45 except that we have to take into account that in general the "use" of a recursive functional on ω ω is unbounded. (Consider, for example, the functional Γ defined by Γ(f, x) := f (f (x)).) In order to handle this problem, we relativize the concept of generalized use to an appropriate effectively compact subclass of ω ω , i.e., to a class C that can be written in the form
where each set C i is finite and a list of its elements can be computed from i. Defining the generalized use u C (∆, x) with respect to such an effectively given class C similarly as before, we obtain in particular that for every f in C, the value Γ(f, x) is determined by the restriction of f to the finite set u C (Γ, x). Furthermore, the following variants of the diagonalization lemma and the window lemma that are relativized to some effectively compact subclass of ω ω can be shown as before. 
Lemma 49 (window lemma for reducibilities on ω ω ). Let R be a reduction cover for a reducibility on ω ω and let the class C 0 be recursively presentable such that C 0 is contained in some effectively compact class C. Then there is a recursive gap language G such that every reduction to a function in C 0 is witnessed by a reduction ∆ ∈ R, where u C (∆, x) is always contained in Nb(x, G). Lemmas 48 and 49 can be shown in exactly the same way as the original claims. The remainder of the proof of Theorem 45 then goes through by applying the adapted lemmas to the effectively compact class
where f and g are the functions that bound the given interval. The class C contains all functions obtained from f ⊕ ∅ and f ⊕ g via definition by cases with sets in M r , and thus C contains all functions in the range of the embedding Π.
Embeddings of partial orderings and decidability.
In the following, we consider results on bounded reducibilities that are related to Theorem 45 on lattice embeddings for standard reducibilities but can be derived from more general assumptions. The first result of this type is Theorem 50, which amounts to an extension of Schöning's uniform diagonalization theorem [30] from a setting of polynomial time-bounds to arbitrary simulation classes. The content of Theorem 50 is roughly the same as Schmidt's Theorem 3.1 [29] ; however, we formulate the result in our terms and consider only lower cones instead of arbitrary classes (see also Remark 54 below). In connection with Theorem 50, recall that a nonempty class C is recursively presentable if there is a recursive set E such that C = {C 0 , C 1 , . . . , } where C j = {x : x, j in E}.
Theorem 50 (Schmidt [29] Proof. Fix any set A and for a proof by contradiction assume that its lower r-cone is the disjoint union of two nonempty recursively presentable classes C 0 and C 1 that are c.f.v. For i = 0, 1, let the recursive set E i witness that C i is recursively presentable; i.e., C i = {C By definition, the two classes are contained in the lower r-cone of B and by assumption on ≤ r they are c.f.v. and recursively presentable. Thus by Theorem 50, the union of the two classes is strictly contained in the lower r-cone of B. However, for any set X that is r-reducible to B but is not in C 0 or C 1 , the set X [30] and Regan [26] . In a context of N P optimization problems similar results are given by Merkle [21] (unfortunately without mentioning the closely related and much earlier results of Schöning, Regan, and others, while just referring to the related work of Schmidt [29] ).
A strengthening of Corollary 51 to embeddings of partial orderings into intervals of the recursive sets can be obtained as a corollary to the proof of Theorem 45. A corresponding assertion has been stated by Mehlhorn [18] Remark 58 shows that in a simulation class we are not only able to find effectively delayed simulations of recursive sets but in fact we can find so-appropriately defined-delayed simulations of arbitrary partial recursive functions from ω to {0, 1}.
Definition 57. A set S is a delayed simulation of a partial characteristic function α iff there is a nondecreasing function l from ω to ω where for all x in ω we have S(x) = α(l(x)) and where the range of l is {z ∈ ω : α(y) is defined for all y ≤ z}.
Remark 58. Before we prove the coding lemma, we consider the simpler assertion stated in Lemma 59 in order to demonstrate the techniques used. The notation and the subroutines used in the proof of Lemma 59 then are partially reused in the more involved proof of the coding lemma.
Lemma 59. Let S be a simulation class and let G be a recursive gap language. Then S contains a gap cover of G.
Proof. Figure 1 shows an effective procedure that enumerates the graph of some partial characteristic function γ. By Remark 56, we can assume that an index e for the function under construction is already available during the construction; that is, we have γ = ϕ e , and the specification of γ might depend on e. Now S is a simulation class; hence we can choose a recursive function sim according to Remark 58; i.e., in particular, for all e in ω with ϕ e (0) = 0, ϕ sim(e) is a delayed simulation of ϕ e in S . Therefore, by letting γ (0) = 0, during the construction of γ we do not only have available some index e for γ but also the delayed simulation M :=ϕ sim(e) of γ in S. In the verification of the construction we then show that the set M in fact is a gap cover for G.
We first give an outline of the construction and sketch the ideas on which its verification is based. The course of values of γ is rather simple. If γ is defined at all at some place s, then it is equal to ω ⊕ ∅; that is, γ (s) is 0 in case s is even, and γ (s) is 1, otherwise. The actual load of the construction is to decide successively for s = 1, 2, . . . whether γ (s) is to be defined or not. Thus, during the construction γ can always be written as (
ii) The open block is finite iff ϕ e is defined at place s + 1. The construction is based on the following idea: in the situation of (30) we refrain from defining γ at place s + 1 unless we can verify that the open block contains some block of G. As a consequence the open block indeed contains some block of G. In case γ indeed remained undefined at place s + 1, then the open block would be infinite but would not contain a block of the gap language G, which is a plain contradiction. So, intuitively speaking, if we add block s + 1 of γ only after verifying that block s of M is large enough, then block s of M indeed is large enough. Next we give a formal proof of Lemma 59 by proving a series of claims. Proof. Let the procedure be called during some stage s of the construction. By Claim 1, on entering the procedure we have s = max dom(γ ) and γ has exactly s blocks. Thus the delayed simulation M has at least s blocks, and on start of the procedure z and y are set equal to the minimal element of block s of M , and the while loop is entered. During the iterations of the while loop, the set {z, . . . , y} is always contained in block s of M , and consequently, by the condition in the head of the while loop, if the while loop is eventually left, then block s of M must contain some block of G. Now, assume for a contradiction that the while loop is never left and that consequently γ will remain undefined at place s + 1 for the rest of the construction. Then the delayed simulation M of γ has exactly s blocks, and M (y) = M (y + 1) holds for all places y that are greater than the minimal element z in block s of M . So y goes to infinity, and the condition in the head of the while loop eventually becomes false because all blocks of the gap language G are finite. Hence the while loop is eventually left, contrary to our assumption.
Claim 3. M is a gap cover for G.
Proof. By inspection of the construction and from Claim 2 we infer that the construction passes through all stages s = 0, 1, . . . . Thus Claim 1 shows that the delayed simulation M of γ has infinitely many blocks, and Claim 2 implies that each block of M contains some block of G; that is, M is a gap cover for G.
Next we give the proof of the coding lemma, which has been already stated as Lemma 40. The proof of the coding lemma relies on the same idea as the proof of Lemma 59 but is combinatorially more involved.
Lemma 60 (coding lemma). (ii) for all x in an even block s of M and for all i in ω, we have S 2i+2 (x) = A i (s); that is, for every i, the set S 2i+2 is constant on each even block of M and attains on these blocks the values A i (0), A i (2), A i (4), . . . , respectively, and a similar remark holds for the sets S 2i+1 and the odd blocks of M . Given sets M and S 1 , S 2 , . . . as above, we let
where, due to M being closed under complement, we can assume M (0) = 0; i.e., M is the union of its odd blocks. By choice of the sets S k , the sets R i satisfy the second condition required in the coding lemma. Furthermore, the sets R i are in M, because M and the set S k are, and because M is a subalgebra of (2 ω , ⊆). Note that it is actually sufficient to show that there are sets S k that satisfy condition (i) and (ii) for almost all x because by assumption the subalgebra M contains all finite sets and is hence c.f.v.
We denote by γ j row j of a partial characteristic function γ; that is, γ j denotes the partial characteristic function that maps x to γ( x, j ). We let r be a recursive function such that for all e the number r(e, j) is an index for row j of ϕ e , and we assume that M is a simulation class via a function sim; i.e., ϕ sim(e) is a delayed simulation of ϕ e whenever ϕ e (0) is equal to 0.
Similar to the proof of the cover lemma, we give an effective enumeration of the graph of a partial characteristic function γ where according to Remark 56 we can use an index e with γ = ϕ e during the specification of γ. In the construction of this enumeration, we will refer by γ to the finite partial characteristic function of which the graph has already been enumerated, and likewise we will refer by γ j to row j of this intermediate partial characteristic function. For the index e given to the construction, we let S k := ϕ sim(r(e,k)) and M := S 0 = ϕ sim(r(e,0)) ;
that is, for all k ≥ 0 the set S k , which we informally denote as row k, is a delayed simulation of row k of ϕ e . Note that thus for any given index e the meaning of M and S k is fixed ahead of the construction. In the verification of the construction we can then assume that the index e used in the construction is indeed an index for the function γ constructed in order to show that the sets M and S 1 , S 2 , . . . have the required properties.
The construction is shown in Figures 2 and 3 . Before we formally verify the construction, we give an informal description of stage s of the construction. Like in the verification of Lemma 59, at any stage of the construction, denote block max dom(γ k ) as the open block of S k . We assume that s is even, while the considerations for the symmetric case where s is odd are essentially the same. During stage s, first row s is initialized, and then we consider all rows k ≤ s where k is odd. We have to ensure that for all such k the sets S k do not have a block-change in an odd block of M . Furthermore, if we let i be equal to k div 2, then in case A i (s − 1) differs from A i (s + 1), the set S k must have exactly one block-change within block s of M , while in case A i (s − 1) is equal to A i (s + 1), the set S k must not have a block-change within block s of M . In the latter case, we leave γ k untouched, and otherwise we enforce Proof. The assertion is immediate in the case of the former procedure, while in the case of cover some block of G the argument is basically the same as for the corresponding claim in the proof of Lemma 59.
In the remainder of the proof, we will use the following notation: a set I extends beyond the minimum of a set J iff we have min J ≤ x for some x in I. Proof. Similar to the case of the procedure cover some block of G we obtain that on entering compare, y and z are indeed set to the minimal elements in the open blocks of row k and l, respectively. Obviously, if the while loop is eventually left, then block m l of S l extends beyond the minimum of block m k of S k . Now, assuming that the while loop is never left, we infer that γ and a fortiori row l of γ will never be altered afterwards, and, consequently, the open block of row l is infinite and y goes to infinity; that is, the while loop is eventually left, contrary to our assumption. Proof. Similar to the proof of Claim 3 in the proof of Lemma 59 where γ is replaced with γ 0 . We say that block-change n of a set C occurs within some set I iff the set C has at least n + 1 blocks and the maximum of block n of C and the minimum of block n + 1 are both in I.
Claim 5. Let C and D be sets and let I be some block of D. If block n of C extends beyond the minimum of I and I in turn extends beyond the minimum of block n + 1 of C, then block-change n of C occurs within I.
