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ABSTRACT
We formulate the Lagrangian perturbation theory to solve the non-linear dynamics of
self-gravitating fluid within the framework of the post-Newtonian approximation in
general relativity, using the (3+1) formalism. Our formulation coincides with Newto-
nian Lagrangian perturbation theory developed by Buchert for the scale much smaller
than the horizon scale, and with the gauge invariant linearized theory in the longitu-
dinal gauge conditions for the linear regime. These are achieved by using the gauge
invariant quantities at the initial time when the linearized theory is valid enough. The
post-Newtonian corrections in the solution of the trajectory field of fluid elements are
calculated in the explicit forms. Thus our formulation allows us to investigate the evo-
lution of the large-scale fluctuations involving relativistic corrections from the early
regime such as the decoupling time of matter and radiation until today. As a result,
we are able to show that naive Newtonian cosmology to the structure formation will
be a good approximation even for the perturbations with scales not only inside but
also beyond the present horizon scale in the longitudinal coordinates. Although the
post-Newtonian corrections are small, it is shown that they have a growing trans-
verse mode which is not present in Newtonian theory as well as in the gauge invariant
linearized theory. Such post-Newtonian order effects might produce characteristic ap-
pearances of the large-scale structure formation, for example, through the observation
of anisotropies of the cosmic microwave background radiation (CMB). Furthermore
since our approach has a straightforward Newtonian limit, it will be also convenient
for numerical implementation based on the presently available Newtonian simulation.
Our results easily allow us to perform a simple order estimation of each term in the
solution, which indicates that the post-Newtonian corrections may not be neglected in
the early evolution of the density fluctuation compared with Newtonian perturbation
solutions.
Key words: gravitation–instability–cosmology: theory–large-scale structure of Uni-
verse
1 INTRODUCTION
The observation of isotropy of the cosmic microwave background (CMB) indicates that the universe is remarkably isotropic
over the horizon scale (Smoot et al.1992). Thus it is natural to describe the large scale spatial geometry of the universe by
a homogeneous and isotropic metric, namely, the Friedmann-Robertson-Walker (FRW) model. However, the real universe is
neither isotropic nor homogeneous on local scales and has a hierarchical structure such as galaxies, clusters of galaxies, super-
clusters of galaxies and so on. In the standard big bang scenario, it is commonly believed that such large-scale inhomogeneous
structures of the universe were formed as a result of growth of density fluctuations whose amplitudes had been very small
in the early regime in FRW background (see, e.g., Peebles (1980)). Furthermore, such inhomogeneous structures are usually
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considered to have been formed only due to gravitational instability after matter (baryons) and radiation decoupled. There-
fore, the gravitational instability of self-gravitating fluid has been a main subject of the research in cosmology in connection
to the formation of structures.
The investigation of the nonlinear large-scale structure formation of the universe have been usually studied within the
Newtonian theory. This is based on the following fact: as far as the scales of the considered density fluctuations are much
smaller than the horizon scale, the Newtonian approximation will be accurate enough to describe their evolutions up to
non-linear regime where the density contrast becomes larger than unity (Peebles1980). Actually, many large-scale simulations
based on the Newtonian approximation have been performed to compare the numerical results with the observed distributions
of galaxies. Analytical approaches to the evolution of density fluctuation based on the Newtonian Lagrangian picture have also
been developed by Buchert (1989; 1992; 1994) and the other authors (Bouchet et al.1992; Bouchet et al.1995; Catelan1995;
Moutarde et al.1991) where it is expected that the approach gives a good approximation up to a certain stage of non-linear
regime (Buchert, Mellot & Weiß1994; Mellot, Buchert & Weiß1995; Weiß,Gottlo¨ber & Buchert1996). Buchert (1992; 1993)
showed that the general first-order solutions for an Einstein-de Sitter background include well-known Zel’dovich approximation
(Zel’dovich1970) as a special case.
On the other hand, the region of observations of the large-scale structure is steadily increasing. For example,the very
ambitious observational program Sloan Digital Sky Survey (SDSS; e.g., Gunn & Weinberg1995) will complete a spectroscopic
survey of ∼ 106 galaxies brighter than r′ ∼ 18 mag over π steradians, which covers the region of several hundred megaparsecs.
As mentioned above, Newtonian approximation is valid only for system with scales much smaller than the horizon scale, so
it is not clear at all if the application of the Newtonian theory is appropriate for such a wide region of spacetime. In fact the
fluctuations relevant for the large-scale structures have not been always much smaller than horizon scales in the past. For
example, the horizon scale at the decoupling time is of the order of ctdec(1+ zdec) ∼ 80h
−1Mpc in the present physical length.
This suggests that we have to employ the relativistic description for the evolution of fluctuations larger than or equivalent to
such scales.
Thus to understand the evolution of the large-scale structure of the universe closely, it is important and necessary to have
some formalism to evaluate the effect of general relativistic corrections to the Newtonian dynamics on such a region. Conversely,
until we obtain such a formalism, we are not confident about the validity of the Newtonian cosmology in studying evolutions of
perturbations. The purpose of the present paper is to provide such a formalism based on the Lagrangian perturbation theory
in the post-Newtonian (PN) framework. In the PN approximation to cosmology (Futamase1996; Shibata & Asada1995), it
has been shown that the metric is given in the following form at the Newtonian limit
ds2 = −
(
1 + 2
φ
c2
)
(cdt)2 + a2(t)
(
1− 2
φ
c2
)
dl2,
and the Newtonian-like gravitational potential φ is generated by the density fluctuation field δ via the cosmological Poisson
equation ∆φ = 4πGa2ρbδ, where ρb denotes the background density. This includes the non-linear situations for the density
contrast field where is much larger than unity. The above metric is also applied in deriving the cosmological lens equation
for a realistic inhomogeneous universe (Futamase1995; Pyne & Birkinshaw1996). For recent years, the studies of the gravita-
tional lensing in the cosmological circumstance have been widely developed using the equation. For example, Seljak (1996)
investigated the secondary effect of gravitational lensing on CMB anisotropies induced by the non-linear large-scale struc-
tures using the above Newtonian metric (longitudinal gauge). The future generation of detectors of CMB anisotropies with
great accuracy requires theoretical efforts to obtain more precise predictions for the anisotropies. In such a case we need
to consider the gravitational lensing of photons traveling across the present horizon scale (∼ 3000h−1Mpc). This indicates
that, if using the above metric, we first have to investigate the validity whether the cosmological Newtonian metric is able
to describe accurately the dynamics of fluctuations within such a scale. The following considerations may explain our results
of the present paper intuitively. The cosmological Poisson equation suggests that the metric perturbation quantity φ/c2 is
of the order of (al/(ct))2δ(l) for the density contrast δ(l) with the characteristic scale l in the present physical length. Then
we expect that the first PN metric perturbations which determine the first PN force of equations of motion are of the order
of (φ/c2)2, namely, (al/(ct))4δ2(l). This means that the quantity (al/(ct))
2δ(l) is an essential expansion parameter in the PN
approach to cosmology. As mentioned later in detail, the fact that the quantity (l/(ct0))
2δ(t0) is much smaller than unity
for the present horizon-scale fluctuation with the usual power spectra explains why the PN approximation is sufficiently able
to describe the evolution of the fluctuations not only inside but also beyond the present horizon scale ct0. Furthermore, the
formalism based on the PN approximation allows us, for example, a more accurate treatment of propagation of photon on
the geometry produced by matter inhomogeneities, as required in the study of gravitational lensing by cosmic structures (see,
e.g., Schneider, Ehlers, & Falco1992) and other applications.
Naturally, we also require our formalism to agree with the gauge invariant linearized theory developed by Bardeen (1882)
and Kodama & Sasaki (1984) in the linear regime. There have been some studies to investigate the nonlinear large-scale
structure formation based on the relativistic Lagrangian perturbation theory (Kasai1993; Kasai1995; Matarrese, Pantano,
& Saez1994; Matarrese1996). However, because of the gauge condition adopted in these studies, namely, the synchronous
c© 0000 RAS, MNRAS 000, 000–000
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comoving coordinates, it is not easy to have contact with the Newtonian Lagrangian approach fully developed and used for
the numerical simulation. In particular, Matarrese & Terranova (1996) called their formalism post-Newtonian treatment in
spite of starting with the synchronous comoving coordinates. As is well known, a peculiar velocity of any fluid element does
not appear explicitly in such a coordinate, which makes the PN treatment difficult. Thus we will not restrict ourselves to such
a coordinates, but we shall use (3+1) formalism of general relativity to admit various choices of the coordinates. In particular
we shall study the Lagrangian perturbation theory in the coordinates where the comparison with the Newtonian case is most
easily made. In this way our formalism would be also convenient to use for the numerical simulation straightforwardly based
on Newtonian simulations.
There have been another relativistic Lagrangian approaches. Bertschinger & Hamilton (1994) and Bertschinger & Jain
(1994) have focused on the Lagrangian evolution equations of the electric and magnetic parts of the Weyl tensor for cold dust
in the Newtonian limit. They derived the equations using not Einstein equations but the relativistic kinematical prescription
for fluid flow developed by Ehlers (1961) and Ellis (1971). They suggested that the magnetic part does not vanish generally
in the Newtonian limit, implying that the Lagrangian evolution of the fluid is not purely local. This is a so-called “non-local”
problem also discussed by the other authors (Hui & Bertschinger1996; Kofman & Pogosyan1995). Here, we formulate another
relativistic Lagrangian perturbation theory for fluid motion from different point of view.
Recently, Matarrese, Mollerach, & Bruni (1998) derived the second order solutions of metric perturbations in the Poisson
gauge that reduces to the longitudinal gauge in the case of scalar first order perturbations. They obtained the solutions by
transforming the known solutions in the synchronous comoving coordinates to them in the Poisson gauge, using the second
order gauge transformation. We here start with the (3+1) formalism which includes the Poisson gauge from the beginning .
Therefore, our PN treatment may be more transparent physically, and can give a physical understanding of the validity of
the Newtonian treatment. Actually, the time dependence of our second order solutions agrees with their results as described
below.
This paper is organized as follows. In Section 2 we shall write down the cosmological PN approximation in (3+1) formalism.
In Section 3 we introduce the Lagrangian perturbation theory to iteratively solve the PN equations derived in Section 2. In
Section 4 we summarize our results and discuss the effect of PN corrections and evaluate explicitly its importance. Summary
and conclusions are given in Section 5. Throughout this paper, Greek and Latin indices take 0, 1, 2, 3 and 1, 2, 3, respectively.
2 THE POST-NEWTONIAN APPROXIMATION IN (3+1) FORMALISM
2.1 The (3+1) formalism in cosmological situation
We wish to develop the relativistic Lagrangian perturbation theory formulated in the coordinates system which has a straight-
forward Newtonian limit. For this purpose, it is convenient to use the (3+1) formalism. The post-Newtonian (PN) approxima-
tion in the (3+1) formalism has been formulated by one of authors (Futamase1992) and further developed by Asada, Shibata
& Futamase (1996). Its cosmological generalization is straightforward (Futamase1996; Shibata & Asada1995). We first review
the (3+1) formalism in the cosmological situation.
Here we shall present the basic equations using the (3+1) formalism. Let us first assume that there exists a congruence
of timelike worldlines from which the spacetime looks isotropic. We shall call the family of the worldlines basic observers, who
see no dipole component of anisotropies of the cosmic microwave background (CMB). We can regard that any one of these
observers at the spacetime point x moves with 4-velocity nµ(x) without loss of generality. The tangent vector nµ is normalized
as nµnµ = −1. These observers are used to foliate the spacetime by their simultaneous surfaces: t = const. We shall assume
that the three surfaces form hypersurfaces with the unit normal vector field nµ.
In the (3+1) formalism, the metric is split as
gµν = γµν − nµnν ,
nµ = (−α,0),
nµ =
(
1
α
,−
βi
α
)
, (2.1)
where γµν is the projection tensor and α, β
i, and γij are the lapse function, shift vector and metric on the spatial hypersurface,
respectively. Then the line element may be written as
ds2 = − (nµdx
µ)2 + γµνdx
µdxν
= −(α2 − βiβ
i)(cdt)2 + 2βi(cdt)dx
i + γijdx
idxj (2.2)
We shall keep the power of c explicitly henceforth because we make the 1/c expansion in various quantities in the post-
Newtonian approximation.
c© 0000 RAS, MNRAS 000, 000–000
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We may define the extrinsic curvature of the hypersurface by
Kij = −ni;j (2.3)
where ; denotes the covariant derivative with respect to the metric gµν . The basic variables in the (3+1) formalism are then
the spatial metric and the extrinsic curvature. The lapse function and shift vectors are freely specified as the coordinate
conditions. The (3+1) formalism naturally decomposes the Einstein equations,
Gµν =
8πG
c4
Tµν − Λgµν ,
into the constraint equations and the evolution equations. Λ denotes the cosmological constant. The former set of equations
constitutes the so-called Hamiltonian and momentum constraints. These become
R−KijK
ij +K2 =
16πG
c4
E + 2Λ, (2.4)
DiK
i
j −DjK =
8πG
c4
Jj , (2.5)
where K = γijKij , Di and R are the covariant derivative and the scalar curvature with respect to γij , respectively. E and Ji
are defined as
E = Tµνn
µnν ,
Ji = −Tµνn
µγν i. (2.6)
The evolution equations for the spatial metric and the extrinsic curvature become
1
c
∂
∂t
γij = −2αKij +Diβj +Djβi, (2.7)
1
c
∂
∂t
Kij = α(Rij +KKij − 2KilK
l
j)−DiDjα− αΛγij
+(Djβ
m)Kmi + (Diβ
m)Kmj + β
mDmKij −
8πG
c4
α
(
Sij +
1
2
γij(E − S
l
l)
)
, (2.8)
where Rij is the Ricci tensor of the hypersurface, and
Sij = Tµνγ
µ
iγ
ν
j . (2.9)
For the sake of convenience we shall write down the evolution equations for the trace of the spatial metric and the extrinsic
curvature which will be sometimes used in the following:
1
c
∂
∂t
γ = 2γ(−αK +Diβ
i), (2.10)
1
c
∂
∂t
K = α(R +K2)−DiDiα+ β
jDjK +
4πG
c4
α(Sll − 3E)− 3αΛ, (2.11)
where γ is the determinant of γij .
For the cosmological application we introduce the scale factor which expresses the expansion of the universe. Following
Ehlers (1961), we define the spatial distance between two nearby timelike worldlines with tangent vector nµ as
δℓ = (γµνη
µην)1/2, (2.12)
where ηµ is the vector connecting these two worldlines. Then the change of the distance along the worldline may be calculated
as
d
dτ
(δℓ) = nµ(δℓ);µ = −[
1
3
K + σije
iej ]δℓ (2.13)
where ei = ηi/δℓ, with ηi = γiµη
µ, is the unit spatial vector and σij is the trace-free part of the extrinsic curvature. It is
natural to interpret the above equation (2.13) as expressing the cosmic expansion, that is, the first and the second terms on
the right-hand side represent the isotropic and anisotropic expansion, respectively. Motivated by this interpretation, we shall
introduce the scale factor as
K = −
3
c
a˙
a
, (2.14)
where
a˙(t) =
∂a
∂t
∣∣∣
x
=
da
dt
,
where a = a(t) is the scale factor as a function of the cosmic time t. This gives a slice condition for α corresponding to the
maximal slicing in an asymptotically flat case. For more general slice conditions, we shall take the following form for K:
K = −
3
c
a˙
a
+ θ(x). (2.15)
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It turns out that it is convenient to use the following variables instead of the original variables:
γ˜ij = a
−2(t)γij , R˜ = a
2R. (2.16)
We also define σ˜ij as
σ˜ij ≡ a
−2σij = a
−2
(
Kij −
1
3
γijK
)
. (2.17)
We should note that in our notation, indices of σ˜ij are raised and lowered by γ˜ij , so that the relations σ˜
i
j = σ
i
j and σ˜
ij = a2σij
hold. Using these variables, the constraint equations may be rewritten as
1
c2
a˙2
a2
+
1
6a2
R˜ −
1
6
σ˜ij σ˜
ij −
2
3c
a˙
a
θ +
1
9
θ2 =
8πG
3c4
E +
1
3
Λ, (2.18)
D˜iσ˜
i
j −
2
3
D˜jθ =
8πG
c4
Jj , (2.19)
where D˜i and R˜ are the covariant derivative and the scalar curvature with respect to γ˜ij , respectively. The evolution equations
take the following forms:
1
c
∂
∂t
γ˜ij =
2
c
(α− 1)
a˙
a
γ˜ij − 2ασ˜ij −
2
3
αθγ˜ij +
1
a2
(
D˜iβj + D˜jβi
)
, (2.20)
1
c
∂
∂t
σ˜ij =
1
a2
[
α
(
Rij −
1
3
γijR
)
−
(
DiDjα−
1
3
γijD
kDkα
)]
−
1
c
(α+ 2)
a˙
a
σ˜ij +
α
3
θσ˜ij
−2ασ˜ilσ˜
l
j + (D˜iβ
l)σ˜lj + (D˜jβ
l)σ˜li + β
l(D˜lσ˜ij)−
8πG
c4a2
α
(
Sij −
1
3
γijS
l
l
)
, (2.21)
1
c
1
γ˜
∂
∂t
γ˜ =
6
c
(α− 1)
a˙
a
+ 2
(
−αθ + D˜iβ
i
)
, (2.22)
3
c2
a¨
a
+
3
c2
(α− 1)
a˙2
a2
−
1
c
∂θ
∂t
= −α
(
σ˜ijσ˜
ij −
2
c
a˙
a
θ +
θ2
3
)
+
1
a2
D˜iD˜iα− β
iD˜iθ −
4πG
c4
α(Sii + E) + αΛ, (2.23)
where γ˜ denotes the determinant of γ˜ij .
We shall now introduce the spatial background geometry motivated by the following consideration. It seems that the
metric perturbations in the present universe remain small almost everywhere even when the density contrast is much larger
than unity. Thus it is natural to assume that the metric structure of the universe may be described by a small perturbation
from the Friedmann-Robertson-Walker (FRW) spacetime in an appropriate coordinate system. Then, we shall further specify
the spatial metric as (Bardeen1882; Kodama & Sasaki1984)
γ˜ij = (1− 2ψ)γ˜
(B)
ij + hij , γ˜
(B)ijhij = 0, (2.24)
where γ˜(B) is the spatial metric of the FRW geometry:
γ˜
(B)
ij =
1
(1 + K
4
r2)2
δij , (2.25)
where K represents the curvature parameter of FRW models and r2 = x21+x
2
2+x
2
3. We treat the perturbations as being small
quantities, so we are able to regard spatial tensorial quantities in our equations as tensors with respect to the background
spatial metric γ˜
(B)
ij .
Our metric is completely general. To reduce the gauge freedom we impose the following transversality constraints on hij
(Shibata & Asada1995):
γ˜(B)jkD˜
(B)
k hij = 0, (2.26)
where D˜
(B)
i denotes covariant derivative with respect to γ˜
(B)
ij , whose inverse is γ˜
(B)ij . By means of the condition (2.26), we
can erase the scalar part and the vector part in hij , and it guarantees that hij only contains the tensor mode in the PN order
which represents the freedom of the gravitational wave. Thus we need to take into account only the linear term in hij because
we are interested in the first PN approximation in the present paper. If we erase the scalar part of the shift vector by using
the residual gauge freedom, the coordinate condition corresponds to the so-called “longitudinal gauge” (with respect to scalar
modes) in the linear theory or “Poisson gauge” discussed by Bertschinger (1995) and Ma & Bertschinger (1995). However, we
leave the freedom here for the present and adopt only the condition (2.26) for the sake of generality. Then the inverse matrix
of γ˜ij become
γ˜ij =
1
1− 2ψ
γ˜(B)ij − hij , (2.27)
where hij = γ˜
(B)ikhkj . Using the above variables, we can rewrite R˜ij as
R˜ij = 2Kγ˜
(B)
ij +
1
1− 2ψ
(D˜
(B)
i D˜
(B)
j ψ + γ˜
(B)
ij D˜
(B)kD˜
(B)
k ψ)
c© 0000 RAS, MNRAS 000, 000–000
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+
1
(1− 2ψ)2
(
3(D˜
(B)
i ψ)(D˜
(B)
j ψ) + γ˜
(B)
ij (D˜
(B)
k ψ)(D˜
(B)kψ)
)
+ 3Khij −
1
2
D˜
(B)
k D˜
(B)khij . (2.28)
The above discussion is adequate even if the universe has the nonlinear structures.
As one of the present authors has pointed out (Futamase1989; Futamase1996), the problem of the back reaction of the
local inhomogeneities on the global expansion arises when the universe has nonlinear structures (δ ≫ 1) on small scales.
However, we are here interested in the evolutions of the fluctuations from sufficiently early time such as the decoupling time
of matter and radiation. Then the linear theory will be valid in the early evolution. Thus we assume that we can define the
background to obey Friedmann law until the universe has quasi-nonlinear structures (δ ∼> 1). In other words, we assume that
even if the back reaction for the expansion of background exists, it is negligibly small so that we can perform the perturbative
approach superimposed on FRW cosmologies. Accordingly, from the lowest order of Eq.(2.18), we first set
H(t)2 =
(
a˙(t)
a(t)
)2
=
8πGρb(t)
3
−
Kc2
a2
+
c2Λ
3
, (2.29)
where H(t) and ρb(t) are the Hubble parameter and the homogeneous density of the background FRW universe, respectively.
For simplicity, we may regard ρb as an averaged value over the volume as large as the horizon scale (ct)
3: 〈ρ〉(ct)3 ≡ ρb(t). The
continuity equation shows that the averaged mass density is conserved, namely, ρba
3 is constant for the dust model.
In the following, we only consider the flat universe (K = 0) and use Cartesian coordinates for simplicity. If we fix θ,
Eqs.(2.23), (2.18), and (2.21) become respectively
1
a2
D˜iD˜
iα =
4πG
c4
α(Sii + E) + α(σ˜
ijσ˜ij +
8πG
c2
ρb)−
12πG
c2
ρb −
1
c
∂θ
∂t
− 2α
1
c
a˙
a
θ +
α
3
θ2 + βiD˜iθ, (2.30)
∆fψ +
3
2
1
1− 2ψ
ψ,k ψ,k =
4πGa2
c4
E(1− 2ψ)2 +
(1− 2ψ)2a2
4
(
σ˜ij σ˜
ij −
16πG
c2
ρb +
4
c
a˙
a
θ −
2
3
θ2
)
, (2.31)
1
c
∂
∂t
σ˜ij =
1
a2
[
−
α
2
∆fhij + α
(
R˜ψij −
1
3
γ˜ijR˜
ψ
)
−
(
D˜iD˜jα−
1
3
γ˜ijD˜
kD˜kα
)]
−
1
c
(α+ 2)
a˙
a
σ˜ij + α
(
θ
3
σ˜ij − 2σ˜ilσ˜
l
j
)
+(D˜iβ
l)σ˜lj + (D˜jβ
l)σ˜li + β
l(D˜lσ˜ij)−
8πG
c4a2
α
(
Sij −
1
3
γijS
l
l
)
+O(hψ, h2), (2.32)
where
R˜ψij =
1
1− 2ψ
(ψ,ij +δij∆fψ) +
1
(1− 2ψ)2
(3ψ,i ψ,j +δijψ,k ψ,k ), (2.33)
R˜ψ =
1
1− 2ψ
δijR˜
ψ
ij , (2.34)
and ∆f is the Laplacian with respect to δij .
Finally, we give the equations for matter. Since we shall restrict ourselves to the evolution of the density fluctuation after
the decoupling of matter and radiation, we shall adopt pressure-free dust as a model of the matter, which will be a good
approximation to the present universe. The energy momentum tensor for the dust is written as
T µν = ρc2uµuν , (2.35)
where uµ and ρ are the four velocity and the density, respectively. The ρ obeys the continuity equation
(ρuµ);µ = 0. (2.36)
Also the relation between ui and u0 becomes
vi =
dxi
dt
= c
dxi/dτp
cdt/dτp
= c
ui
u0
, (2.37)
where τp represents the proper time of a dust element. We should note that v
i represents a peculiar velocity of a fluid element
in comoving frame, so the physical peculiar velocity is avi. Using the peculiar velocity vi, the explicit form of the continuity
equation becomes
1
c
∂ρ∗
∂t
+
1
c
∂(ρ∗v
i)
∂xi
= 0, (2.38)
where ρ∗ = αγ˜
1
2 a3ρu0 is the so-called conserved density (Chandrasekhar1965; Will1992). The equations of motion are derived
from
T µi;µ = 0. (2.39)
Making use of Eq.(2.38), it takes the following form which will be convenient for our present purpose:
1
c
∂ui
∂t
+
vj
c
∂ui
∂xj
= −αα,i u
0 + βj ,i uj −
1
2a2
γ˜jk,i
ujuk
u0
. (2.40)
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2.2 Cosmological post-Newtonian approximation
There have been many studies of the post-Newtonian approximation in the cosmological circumstances in the Eulerian
framework (Nariai & Ueno1960; Irvine1965; Peebles1980; Tomita1988; Futamase1988; Futamase1989; Tomita1991). Here we
shall develop the PN approximation based on the (3+1) formalism described above (Futamase1996; Shibata & Asada1995).
We remark that the metric required to the usual Eulerian Newtonian picture in the perturbed FRW universe is known
to take the following form:
ds2 = −
(
1 +
2φN
c2
)
c2dt2 + a2(t)
(
1−
2φN
c2
)
δijdx
idxj, (2.41)
where φN is the Newtonian gravitational potential related to the matter density fluctuation field δN via the Poisson’s equation:
∆fφN(x, t) = 4πGa
2(t)ρb(t)δN (x, t). (2.42)
where ρb = 〈ρ(x, t)〉VH and
δN (x, t) ≡
ρN(x, t)− ρb(t)
ρb(t)
.
The above metric is usually used to give an accurate description of the trajectories of nonrelativistic fluid elements such as
CDM inside scales much smaller than the Hubble distance cH−1 (Newtonian limit).
We shall expand the basic equations by using c−1 as the perturbation parameter in order to have the post-Newtonian
approximation under the condition that the lowest order of metric takes the above Newtonian form (2.41). Thus we adopt
the coordinate conditions where the lowest order of α and ψ are of the order c−2, and other metric perturbations are of the
order c−3 at most. Therefore, according to Chandrasekhar’s description (1965), the PN terms of all metric variables used in
this paper may be expanded as follows:
α = 1 +
φ
c2
+
α(4)
c4
+O(c−6),
ψ =
ψ(2)
c2
+
ψ(4)
c4
+O(c−6),
βi =
β(3)i
c3
+O(c−5),
hij =
h
(4)
ij
c4
+O(c−5),
σ˜ij =
σ˜
(3)
ij
c3
+O(c−5),
θ =
θ(3)
c3
+O(c−5), (2.43)
where φ is the Newtonian gravitational potential as shown below. Note that ψ(2) is not same as φ a priori, but actually we
will see that they coincide. Thus the metric up to the order c−2 agrees with (2.41). Also if we assume that the lowest order in
βi is of the order c−3, the lowest order in σ˜ij and θ both become c
−3 through Einstein equations. Using the above variables,
the four velocity is expanded as
u0 = 1 +
{
1
c2
(
1
2
a2v2 − φ
)}
+O(c−4),
u0 = −
[
1 +
{
1
c2
(
1
2
a2v2 + φ
)}
+O(c−4)
]
,
ui =
vi
c
[
1 +
{
1
c2
(
1
2
a2v2 − φ
)}]
+O(c−5),
ui = a
2
[
vi
c
+
{
vi
c3
(
1
2
a2v2 − φ− 2ψ(2)
)
+
1
c3
β(3)i
}]
+O(c−5), (2.44)
where terms in the bracket {} denote the first PN corrections, and vi is equal to that defined in Eq.(2.37) and v2 = δijv
ivj .
Following Shibata and Asada (1995), we consider only the PN expansion of βi, not of βi, since only β
i appears in the above
expressions. E, Ji, Sij and S
l
l are likewise expanded as
E = ρc2
[
1 +
1
c2
a2v2 +O(c−4)
]
,
Ji = ρc
2a2
[
vi
c
+
vi
c3
(
a2v2 − φ− 2ψ(2)
)
+
1
c3
β(3)i +O(c−5)
]
Sij = ρc
2a4
[
1
c2
vivj +O(c−4)
]
,
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Sii = ρc
2a2
[
1
c2
v2 +O(c−4)
]
. (2.45)
By substituting the above expressions into Einstein equations, we can derive the relations between the metric variables
and the matter variables in each order of c−n. From Eqs.(2.30) and (2.45), we find
1
a2
[
1
c2
∆fφ+
1
c4
(
∆fα
(4) + 2ψ(2)∆fφ− ψ
(2),k φ,k
)]
=
1
c2
4πG(ρ− ρb)
+
1
c4
[
4πG(ρφ+ 2ρbφ+ 2ρa
2v2)−
∂
∂t
θ(3) − 2
a˙
a
θ(3)
]
+O(c−6). (2.46)
The equation for φ is derived in the c−2 order part of the above equation:
∆fφ = 4πGa
2(ρ− ρb). (2.47)
Thus we may call φ the Newtonian-like gravitational potential. Similarly from Eqs.(2.31) and (2.45), we find the equation for
ψ(2) as follows:
∆fψ
(2) = 4πGa2(ρ− ρb). (2.48)
So we can conclude
ψ(2) = φ. (2.49)
The PN potentials α(4) and ψ(4) are obtained by taking the c−4 part of Eqs.(2.46) and (2.31), respectively,
∆fα
(4) = φ,k φ,k +4πGa
2
(
2ρa2v2 − ρφ+ 4ρbφ
)
− a2
∂θ
∂t
(3)
− 2aa˙θ(3), (2.50)
∆fψ
(4) = 4πGa2
{
ρa2v2 − 4(ρ− ρb)φ
}
−
3
2
φ,i φ,i+aa˙θ
(3), (2.51)
where we used the Newtonian order equations (2.47) and (2.49).
The relation between β(3)i and the matter variables is obtained from Eqs.(2.19) and (2.45) to be
∆fβ
(3)i − β(3)j ,ji−4
(
∂φ,i
∂t
+
a˙
a
φ,i
)
= 16πGa2ρvi, (2.52)
where we used the following relation derived from (2.20):
θ(3) = 3
(
∂φ
∂t
+
a˙
a
φ
)
+ β(3)i,i ,
σ˜
(3)
ij =
1
2
(
β(3)i,j + β
(3)j
,i
)
−
1
3
δijβ
(3)k,k . (2.53)
Finally, we give the material equations up to the first PN order. From Eqs.(2.38) and (2.40), the continuity equation and
equations of motion become respectively
∂
∂t
[
ρa3
{
1 +
1
c2
(
1
2
a2v2 − 3φ
)}]
+
∂
∂xi
[
ρa3vi
{
1 +
1
c2
(
1
2
a2v2 − 3φ
)}]
+O(c−4)= 0, (2.54)
∂
∂t
[
a2vi
{
1 +
1
c2
(
1
2
a2v2 − 3φ
)}]
+ vj
∂
∂xj
[
a2vi
{
1 +
1
c2
(
1
2
a2v2 − 3φ
)}]
=−φ,i−
1
c2
[
α(4),i+
3
2
a2v2φ,i−a
2β(3)j ,i v
j +
∂
∂t
(a2β(3)i) + vj
∂
∂xj
(a2β(3)i)
]
+O(c−4). (2.55)
The lowest order in these two equations reduces to the Newtonian Eulerian equations of hydrodynamics on the FRW back-
ground for a pressureless fluid (Peebles1980), and terms of the order c−2 provide the first PN corrections. For convenience,
Eq.(2.55) can be rewritten as
∂vi
∂t
+ vj
∂vi
∂xj
+ 2
a˙
a
vi +
1
c2
vi
[
∂
∂t
(
1
2
a2v2 − 3φ
)
+ vj
∂
∂xj
(
1
2
a2v2 − 3φ
)]
= −
1
a2
φ,i−
1
c2
1
a2
[
α(4),i+3φφ,i+a
2v2φ,i+
∂
∂t
(a2β(3)i) + a2vj(β(3)i,j −β
(3)j ,i )
]
+O(c−4). (2.56)
Eqs.(2.54) and (2.56) are our basic equations for the relativistic Lagrangian approach to the trajectory field of matter fluid
elements.
We note that the above equations do not contain the Λ term explicitly, except in the equation to determine the expansion
law, (2.29). Therefore, they may be used for the case Λ 6= 0 as well.
Before going into the Lagrangian perturbation theory, we consider linearized theory in the Eulerian picture for PN
approximation on the Einstein-de Sitter background (K = Λ = 0). In doing so we remark the order of linear terms of φ/c2
and α(4)/c4, respectively:
φ
c2
∼
Gρb(al)
2
c2
δ ∼
(
al
ct
)2
δ,
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α(4)
c4
∼
Gρb(al)
2
c2
φ
c2
∼
(
al
ct
)4
δ, (2.57)
where l denotes the characteristic length of a density fluctuation in the comoving frame and we have used Eqs.(2.47) and
(2.50). This equation (2.57) means that α(4) may become larger than the quadratic terms of perturbation quantities such
as δ2 for fluctuations with scales equivalent to or beyond the horizon scale ct. Therefore, we will leave all linear terms of
perturbation quantities in the above equations regardless of the power of c.
By linearizing Eqs.(2.54) and (2.56), we get the following equations:
∂
∂t
(
δ −
3φ
c2
)
+ vi,i = 0, (2.58)
∂
∂t
vi + 2
a˙
a
vi = −
1
a2
φ,i −
1
c2
1
a2
[
α(4),i +
∂
∂t
(a2β(3)i)
]
, (2.59)
where we used the fact that ρb(t)a(t)
3 is constant. Using Eqs.(2.47), (2.50) and (2.53), Eq.(2.59) becomes
∂
∂t
vi,i + 2
a˙
a
vi,i = −4πGρbδ −
1
c2
4πGρb2φ+
3
c2
(
∂2φ
∂t2
+ 3
a˙
a
∂φ
∂t
)
. (2.60)
By substituting Eq.(2.58) into Eq.(2.60), we can get the evolution equation for the density contrast in our coordinate system:
∂2δ
∂t2
+ 2
a˙
a
∂δ
∂t
− 4πGρbδ =
1
c2
4πGρb · 2φ+
3
c2
a˙
a
∂φ
∂t
. (2.61)
As we will show in the next section, φ remains constant during a period when the linear approximation is valid. Thus we can
integrate Eq.(2.61) to get
δ(x, t) =
(
t
tI
)2/3 (
δ(x, tI) +
2
c2
φ(x)
)
−
2
c2
φ(x), (2.62)
where tI denotes the initial time and we have considered only the growing mode because the decaying mode (∝ t
−1) plays
physically no important role. It is remarked that (δ + 2φ/c2) is a gauge invariant quantity in the PN approximation and
is guaranteed to be a physical density fluctuation (see Appendix A). In next section we will use Eq.(2.62) as the bridge
connecting between the Eulerian perturbation picture and the Lagrangian perturbation picture in order to determine the
initial conditions of the first PN displacement vector.
3 LAGRANGIAN PERTURBATION APPROACH TO THE PERTURBED FRW UNIVERSE IN THE
FIRST POST-NEWTONIAN APPROXIMATION
3.1 Post-Newtonian Lagrangian evolution equations for the trajectory field
In this section our purpose is to construct the complete set of evolution equations for the trajectory field of the the fluid
elements in the post-Newtonian approximation by extending the formalism in Newtonian theory developed by Buchert.
In the following discussion, we only consider gravitational instability on the Einstein-de Sitter background (K = Λ = 0)
for simplicity:
H2(t) =
8
3
πGρb(t). (3.1)
The generalization to more general FRW background is straightforward and will be presented elsewhere.
In the Lagrangian description, we concentrate on the integral curves x = f (X , t) of the velocity field v(x, t):
df
dt
≡
∂f
∂t
∣∣∣
X
= v(f , t), f (X , tI) ≡ X , (3.2)
where X denote the Lagrangian coordinates which label fluid elements, x are the positions of these elements in Eulerian
space at time t, and tI is the initial time when Lagrangian coordinates are defined. It should be noted that we introduce the
Lagrangian coordinates on the comoving coordinates because we have already derived basic equations by using FRW metric
defined with the comoving coordinates. As long as the mapping f is invertible, we can give the inverse of the deformation
tensor fi|j which is written in terms of variables (X , t):
∂Xi
∂xj
∣∣∣∣
t
≡ hi,j(X , t) =
1
2J
ǫiabǫjcdfc|afd|b, (3.3)
where J is the determinant of the deformation tensor fi|j , and ǫijk is the totally antisymmetric quantity with ǫ123 = +1. The
comma and the vertical slash in the subscript denote partial differentiation with respect to the Eulerian coordinates and the
Lagrangian coordinates, respectively. The following equations are naturally satisfied:
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hi,kfk|j = δij , fi|khk,j = δij , (3.4)
where δij denotes Kronecker’s delta function. Using the above equations and the following identities
d
dt
≡
∂
∂t
∣∣∣
X
=
∂
∂t
∣∣∣
x
+ vi
∂
∂xi
∣∣∣
t
,
1
J(X , t)
d
dt
J(X , t) =
∂Xk
∂xi
∣∣∣∣
t
∂vi(X , t)
∂Xk
∣∣∣∣
t
, (3.5)
the continuity equation (2.54) in the PN approximation may be written as
d
dt
[
ρa3
(
1 +
1
c2
A(X , t)
)
J(X , t)
]
+O(c−4) = 0, (3.6)
where
A(X , t) :=
1
2
a2(t)
(
df
dt
)2
− 3φ(X , t). (3.7)
Thus the density field is integrated exactly up to the first PN order in the Lagrangian picture as in the Newtonian case:
ρ(X, t)a3J(X , t) =
(
1 +
1
c2
A(X , t)
)−1
◦
ρ (X)
◦
a
3
(
1 +
1
c2
◦
A (X)
)
+O(c−4), (3.8)
where the quantities with ◦ such as
◦
a are the quantities at the initial time tI , and
◦
A (X) =
1
2
◦
a
2◦
v
2
(X)− 3
◦
φ (X),
∆X
◦
φ (X) = 4πG
◦
a
2
(
◦
ρ (X)−
◦
ρb),
with ∆X being the Laplacian with respect to the Lagrangian coordinates. We should remark that the ρ in all equations below
will appear in terms of Jρ.
Next we consider the trajectory field f of the pressureless fluid elements in PN approximation. The field f is given by
solving Eq.(2.56). The equations of motion can be rewritten formally as
d2f i
dt2
+ 2
a˙
a
df i
dt
= (N)gi(X , t) +
1
c2
(PN)gi(X , t) +
1
c4
(2PN)gi(X , t) + · · · , (3.9)
where (N)gi, (PN)gi and (2PN)gi denote the acceleration fields in the order c0 ,c−2, and the order c−4, respectively. By means
of the perturbation theory, the trajectory field given by integrating the above equation may be written formally as
f (X , t) = X + (N)p(X , t) +
1
c2
(PN)
p(X , t) +
1
c4
(2PN)
p(X , t) + · · · , (3.10)
where p denotes the displacement vector and the following initial conditions must be imposed by Eq.(3.2):
(N)
p(X , tI) =
(PN)
p(X , tI) = · · · = 0. (3.11)
Now we construct the set of equations to solve the trajectory field f . Likewise as a Newtonian case (Buchert1995), we
consider the divergence and the rotation of equations of motion in PN approximation with respect to the Eulerian coordinates,
respectively. In the Lagrangian picture, the former set becomes basically the evolution equation of the longitudinal part of
the trajectory field and the latter becomes one of its transverse part. First by operating divergence on Eq.(2.56) with respect
to the Eulerian coordinates and using Einstein equations in each order of c, we obtain
∂
∂xi
[
d2f i
dt2
]
+ 2
a˙
a
∂
∂xi
[
df i
dt
]
= −4πGρ
(
1 +
1
c2
A
)
+ 4πGρb −
1
c2
∂
∂xi
[
df i
dt
dA
dt
]
−
1
c2
[
4
a2
φ,iφ,i + 4πG
{
ρ
(
−
3
2
a2v2 + 5φ
)
+ ρb
(
−a2v2 + φ
)}
+(v2),iφ,i −
3
a2
d
dt
{
a2
(
∂φ
∂t
+
a˙
a
φ
)}
− vi
(
∂φ,i
∂t
+
a˙
a
φ,i
)
+ vj ,i
(
β(3)i,j − β
(3)j
,i
)]
+O(c−4). (3.12)
According to the usual procedure in the Lagrangian formalism, we modify the above equation by using Eqs.(3.2), (3.3) and
(3.4) in the following form:
1
2
ǫjabǫicdfc|afd|b
[
d2f i
dt2
+ 2
a˙
a
df i
dt
]
= −4πG
1
a3
◦
ρ◦a
3
(
1 +
1
c2
◦
A
)
+ 4πGρbJ −
1
2c2
ǫjabǫicdfc|afd|b
∂
∂Xj
[
df i
dt
dA
dt
]
−
1
c2J
ǫjabǫkpqfc|afd|bfc|pfd|q
{
2
a2
φ|jφ|k +
dfl|j
dt
dfl
dt
φ|k
}
−
4πG
c2
[
Jρ
{
−
3
2
a2
(
dfi
dt
)2
+ 5φ
}
+ Jρb
{
−a2
(
dfi
dt
)2
+ φ
}]
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+
3J
a2c2
d
dt
{
a2
(
dφ
dt
−
1
2J
ǫjabǫicdfc|afd|bφ|j
dfi
dt
+
a˙
a
φ
)}
+
J
c2
dfi
dt
(
d
dt
−
1
2J
ǫlabǫkcdfc|afd|b
dfk
dt
∂
∂Xl
+
a˙
a
)
1
2J
ǫmpqǫirsfr|pfs|qφ|m −
J
c2
vj ,i
(
β(3)i,j − β
(3)j
,i
)
+O(c−4), (3.13)
where
J ≡ det
(
X + (N)p +
1
c2
(PN)
p + · · ·
)
,
and we have used Eq.(3.8), which was obtained by solving the continuity equation, and the Eulerian partial time derivative
of φ was rewritten as, for example,
∂φ
∂t
=
dφ
dt
− vi
∂φ
∂xi
=
dφ
dt
−
dfi
dt
1
2J
ǫjabǫicdfc|afd|bφ|j .
We did not transform the terms including the shift vector β(3)i in Eq.(3.13) into the form in Lagrangian picture on purpose,
because its expression in Eulerian picture will make us clearer to understand the expansion of the above equation introduced
in later discussions.
Next by considering the rotation of Eq.(2.56) with respect to the Eulerian coordinates, we get the following equation:
ǫijk
∂
∂xj
[
d2fk
dt2
+ 2
a˙
a
dfk
dt
+
1
c2
dfk
dt
dA
dt
]
= −
1
c2
1
a2
ǫijk
∂
∂xj
[
a2v2φ,k +
∂
∂t
(
a2β(3)k
)
+ a2vl
(
β(3)k,l − β
(3)l
,k
)]
+O
(
c−4
)
, (3.14)
Similarly we again modify the above equation by using Eqs.(3.2), (3.3) and (3.4) in the following form:
ǫabcfj|afi|b
[
d2fj|c
dt2
+ 2
a˙
a
dfj|c
dt
]
= −
J
c2
[
1
a2
∂
∂t
(
a2ǫijkβ
(3)k
,j
)
+ ǫijk
∂
∂xj
{
vl
(
β(3)k,l − β
(3)l
,k
)}
+
2
J
ǫabcfi|b
dfl
dt
dfl|c
dt
φ|a
]
−
1
c2
ǫabcfj|afi|b
(
dfj|c
dt
dA
dt
+
dfj
dt
dA|c
dt
)
+O
(
c−4
)
, (3.15)
where the term containing the Eulerian partial spatial derivative of φ was rewritten as
ǫijk
∂
∂xj
(
v2φ,k
)
=
2
J
ǫabcfi|b
dfm
dt
dfm|c
dt
φ|a.
We note that the right-hand side of Eq.(3.15) is of the order c−2, namely, has only the first PN order quantities since we
consider the gravitational instability of the self-gravitating dust model. Eqs.(3.13) and (3.15) are our basic equations for the
trajectory field fi in the Lagrangian picture in the PN approximation. These are evolution equations for general trajectory
fields which can be applied even in the nonlinear situation (δ ≫ 1) as long as the PN approximation introduced in §2.2 is
valid. The structure of these equations allows us to solve the displacement vector p iteratively up to any desired order in c−n
in terms of the lower order displacement vectors and metric variables. (The shift vector is expressed by solving Eqs.(2.52) and
(2.53) in terms of Newtonian order quantities such as φ.) Thus we need to know only the solution at the Newtonian order to
have the solution in the first PN approximation.
3.2 The irrotational flow for the trajectory field in PN approximation
In this section, we investigate the irrotational flow for the trajectory field.
3.2.1 The basic equation
When we consider irrotational flow up to PN order, we need only Eq.(3.13) among the above basic equations. Further
simplification is available in this situation. In Newtonian case, only an irrotational solution survives among general solutions
by employing the appropriate initial conditions that the initial peculiar velocity field is proportional to the initial peculiar
gravitational field on basis of the results derived by Newtonian linearized theory (Buchert1993; Buchert1994). Thus we consider
the following trajectory field with the longitudinal perturbations:
f i(X , t) ≡ Xi +(N)S|i(X , t) +
1
c2
(PN)S|i(X , t) + · · · . (3.16)
Note that the following initial conditions must be imposed:
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(N)S|i(X , tI) =
(PN)S|i(X , tI) = · · · = 0.
It should be noted that the above expansion of the trajectory field here is a post-Newtonian expansion introduced through
the equations of motion in PN approximation as discussed in the previous section, and we impose no restriction on the
amplitude of density contrast field. Neglecting the vorticity is known to be a reasonable assumption for the pressureless fluid
in Newtonian theory, but this is not the case for the PN displacement vector. We shall discuss the PN transverse flow in our
coordinates later and here concentrate only on the irrotational flow. Inserting Eq.(3.16) into Eq.(3.13), we obtain the following
equation from the c0 order:
1
2
ǫjabǫicd
(N)fc|a
(N)fd|b
[
(N)f¨i|j + 2
a˙
a
(N)f˙i|j
]
= −
4πG
a3
◦
a
3
(
◦
ρ −
◦
ρb JN
)
, (3.17)
where
(N)fi(X , t) ≡ X
i + (N)S|i(X , t),
JN ≡ det
(
(N)fi|j
)
= det
(
δij +
(N)S|ij
)
,
and the dot denote the Lagrangian time-derivative. In this case, Eq.(3.17) entirely agrees with the result derived from the
following familiar set of equations in Newtonian theory in the Lagrangian description,
ρNa
3 =
◦
ρ◦a
3
JN
, (3.18)
d
dt
[
a2
d(N)fi
dt
]
= −
1
2JN
ǫjabǫicd
(N)fc|a
(N)fd|bφN|j , (3.19)
1
2
ǫjabǫkpq
(N)fc|a
(N)fd|b
∂
∂Xj
(
1
JN
(N)fc|p
(N)fd|qφN|k
)
=
4πG
a
(
◦
ρ◦a
3
−JNρba
3
)
, (3.20)
that is, these equations can be changed to the following system of equations in the Eulerian description:
∂(ρNa
3)
∂t
+
∂(ρNa
3viN )
∂xi
= 0, (3.21)
∂viN
∂t
+ vjN
∂viN
∂xj
+ 2
a˙
a
viN = −
1
a2
φN,i, (3.22)
∆xφN = 4πGa
2 (ρN − ρb) (3.23)
where it is noted that a physical peculiar velocity of a fluid element is a(t)viN .
Now, we derive the equation which governs the first PN irrotational velocity potential (PN)S. For this purpose we must
express terms in the right-hand side of Eq.(3.13) explicitly by Newtonian quantities. This will be easily done by using Eq.(3.8)
and assuming
JN >
1
c2
J˜PN , (3.24)
where J˜PN is a term of the order c
−2 in expanding J :
J˜PN =
(PN)S|ii +
(
(PN)S|ii
(N)S|jj −
(PN)S|ij
(N)S|ij
)
+
1
2
ǫiabǫjcd
(PN)S|ca
(N)S|db
(N)S|ij . (3.25)
(The assumption (3.24) seems to be satisfied almost everywhere in the situation we are interested in here, but it may break
down at a shell-crossing point, where the Lagrangian perturbation theory itself also do. We leave this problem for the present.)
According to the above discussion, for example, we shall make the following replacement in the right hand side of Eq.(3.13):
1
c2J
ǫjabǫkpqfc|afd|bfc|pfd|q
dfl|j
dt
dfl
dt
φ|k
=
1
c2JN
ǫjabǫkpq
(N)fc|a
(N)fd|b
(N)fc|p
(N)fd|q
d(N)fl|j
dt
d(N)fl
dt
φN|k +O
(
c−4
)
=
1
2c2JN
ǫjabǫicdǫirsǫkpq
(N)fc|a
(N)fd|b
(N)fr|p
(N)fs|q
d(N)fl|j
dt
d(N)fl
dt
φN|k +O(c
−4)
= −
1
c2
ǫjabǫicd
(N)fc|a
(N)fd|b
d(N)fl|j
dt
d(N)fl
dt
d
dt
[
a2
d(N)fi
dt
]
+O
(
c−4
)
. (3.26)
where we have used Eq.(3.19). Similar calculations lead us to the equation for the first PN displacement vector with the
longitudinal perturbation we are looking for:
1
2
ǫjabǫicd
(N)fc|a
(N)fd|b
[
(PN)S¨|ij + 2
a˙
a
(PN)S˙|ij
]
+ I˜I((N)S, (PN)S) + I˜II((N)S, (N)S, (PN)S)
= −
4πG
a3
◦
ρ◦a
3 ◦
A +4πGρb
[
J˜PN + a
2
(
(N)S˙|i
)2
JN
]
+
4πG
a3
◦
ρ◦a
3
[
3
2
a2
(
(N)S˙|i
)2
− 5φN
]
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+3JN
[
d2φN
dt2
+ 3
a˙
a
dφN
dt
]
+JN
[
−
1
a2
(
d(a2(N)S˙|i)
dt
)2
+ 2(N)S˙|i
d2(a2(N)S˙|i)
dt2
−
a˙
a
(N)S˙|i
d(a2(N)S˙|i)
dt
]
+
1
2
ǫjabǫicd
(N)fc|a
(N)fd|b
[
−
∂
∂Xj
(
(N)S˙|iA˙N
)
+
(
(N)S˙|k
)2
|j
d(a2(N)S˙|i)
dt
+ (N)S˙|k
(N)S˙|i
d(a2(N)S˙|kj)
dt
]
, (3.27)
where
I˜I((N)S, (PN)S) = (PN)S|ii
(
(N)S¨|jj + 2
a˙
a
(N)S˙|jj
)
− (PN)S|ij
(
(N)S¨|ij + 2
a˙
a
(N)S˙|ij
)
,
I˜II((N)S, (N)S, (PN)S) = ǫjabǫicd
(PN)S|ca
(N)S|db
(
(N)S¨|ij + 2
a˙
a
(N)S˙|ij
)
. (3.28)
Here, as expected, all quadratic terms on the right-hand side are expressed only by Newtonian quantities. Since we have so
far assumed that Newtonian flow is irrotational, the βiN terms in Eq.(3.13) are canceled out in Eq.(3.27), that is, we can
conclude that the gauge conditions do not have an influence on the trajectory field in the first PN approximation. On the
contrary, the assumption (3.16) may mean that we tacitly impose gauge conditions that there exist coordinates which have
the hypersurface normal to a congruence of geodesics of the pressureless fluid elements. Eqs.(3.17) and (3.27) are the master
equations for solving the longitudinal perturbations (N)S and (PN)S, respectively. It should be again noted that since the
continuity equation is exactly solved, these equations can be integrated for some initial conditions only if we give the initial
density field
◦
ρ as the source function.
3.2.2 Longitudinal perturbation solutions up to 1st PN order
Let us now solve the equations Eqs.(3.17) and (3.27). We first consider Eq.(3.17) which is a master equation for solving (N)S:
1
2
ǫjabǫicd
(N)fc|a
(N)fd|b
[
(N)f¨i|j + 2
a˙
a
(N)f˙i|j
]
= −
4πG
a3
◦
a
3
(
◦
ρ −
◦
ρb JN
)
. (3.29)
The Einstein-de Sitter background solution of Eq.(3.1) can be chosen as
a(t) =
(
t
t0
)2/3
, (3.30)
where t0 denotes the present time. We use this normalization for the scale factor since it makes the physical interpretation of
the solution more transparent partly because the length in the comoving frame is equal to the physical length at the present
universe with this choice. We shall assume that the initial hypersurface is sufficiently early so that the initial density contrast
field is much smaller than unity. This allows us to adopt the order of the density contrast, say, λ as a new perturbation
parameter. Thus we calculate the following ansatz for the longitudinal perturbations superposed on an isotropic homogeneous
deformation:
(N)fi = X
i + (N)S|i = X
i + λqz(t)ϕ
(1)
|i (X) + λ
2qzz(t)ϕ
(2)
|i (X) + · · · , (3.31)
where the fist term on the right-hand side represents an isotropic homogeneous flow for the FRW background. The parameter
λ is assumed to be small and dimensionless. As described above, it can be considered as the amplitude of the initial density
fluctuation field. We formally split the initial density field accordingly as
◦
ρ(X) =
◦
ρb +λ
◦
ρb
◦
δ (X),
〈
◦
ρ(X)
〉
◦
V
=
◦
ρb, (3.32)
where
◦
δ denotes the initial density contrast field. This choice of the initial data is adequate, since the density need not
be perturbed in the Lagrangian framework. For simplicity we make use of the usual assumption that the initial peculiar
velocity is proportional to the initial peculiar acceleration (Buchert1992; Buchert1994). This assumption has been proven to
be appropriate in Newtonian linearized theory (see e.g., (Peebles1980)). The Newtonian peculiar velocity field(N)u(X , t) and
acceleration field(N)w(X , t) is defined as the following forms in terms of the trajectory field f (X , t) on the comoving frame:
(N)
u(X , t) = a(t)(N)f˙ (X , t),
(N)
w(X , t) = 2a˙(t)(N)f˙ (X , t) + a(t)(N)f¨ (X , t)
(
= −
1
a
∇xφN
)
. (3.33)
Therefore we employ the following assumption for the initial data
◦
u (X) = tI
◦
w (X),
so the initial conditions for qzϕ
(1) and qzzϕ
(2) become
qz(tI)ϕ
(1)
|i
(X) = 0, qzz(tI)ϕ
(2)
|i
(X) = 0,
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λa(tI)q˙z(tI)ϕ
(1)
|i
(X) = (N)
◦
w
i
(X)tI , q˙zz(tI)ϕ
(2)
|i
(X) = 0,
λ (2a˙(tI)q˙z(tI) + a(tI)q¨z(tI))ϕ
(1)
|i
(X) = (N)
◦
w
i
(X), (3.34)
where (N)
◦
w denote the initial peculiar acceleration field constrained by
∇X ·
(N) ◦
w= −(1 + zI)∆X
◦
φ= −2/(3t2I(1 + zI))λ
◦
δ
because of
◦
a= 1/(1 + zI) where zI denotes the redshift of the initial time. With a superposition ansatz for the Lagrangian
perturbations of an Einstein-de Sitter background we have obtained the following family of trajectories (N)f as an irrotational
solution of Eq.(3.29) up to the second order:
qz =
3
2
[(
t
tI
)2/3
− 1
]
,
qzz =
(
3
2
)2 [
−
3
14
(
t
tI
)4/3
+
3
5
(
t
tI
)2/3
−
1
2
+
4
35
(
t
tI
)−1]
, (3.35)
and
∆Xϕ
(1) = −
2
3
◦
δ, (3.36)
∆Xϕ
(2) = ϕ
(1)
|ii
ϕ
(1)
|jj
− ϕ
(1)
ij ϕ
(1)
ij . (3.37)
Note that
◦
φ is the following order:
◦
φ (X) = −λ
ϕ(1)
t2I(1 + zI)
2
. (3.38)
Let us now turn to the longitudinal solution for the PN displacement vector. First of all, we need to express the Newtonian
potential φN in terms of the known trajectory field
(N)f because Eq.(3.27) for solving the PN displacement vector includes
φN in the source terms. Using Eq.(3.3), Eq.(3.19) can be rewritten as
(N)hj,iφN|j =
d
dt
[
a2
d(N)f i
dt
]
,
and multiplying (N)fi|k which is inverse of
(N)hj,i, we get
φN|k =
(N)fi|k
d
dt
[
a2
d(N)f i
dt
]
. (3.39)
Moreover, by differentiating the both sides of Eq.(3.39), we can get the Poisson’s equation with respect to the Lagrangian
coordinates:
∆XφN = −λ
(
2aa˙q˙z + a
2q¨z
)
∆Xϕ
(1) − λ2
[(
2aa˙q˙zz + a
2q¨zz
)
∆Xϕ
(2) + qz
(
2aa˙q˙z + a
2q¨z
)(
ϕ
(1)
|ij
ϕ
(1)
|i
)
|j
]
+O(λ3) (3.40)
Therefore we can arrive at the expression of φN with respect to the Lagrangian coordinates:
φN(X , t) = −λ
(
2aa˙q˙z + a
2q¨z
)
ϕ(1)(X)− λ2
[(
2aa˙q˙zz + a
2q¨zz
)
ϕ(2)(X) + qz
(
2aa˙q˙z + a
2q¨z
)
φ˜(X)
]
+O(λ3)
= −λ
1
t2I(1 + zI)
2
ϕ(1) − λ2
[(
2aa˙q˙zz + a
2q¨zz
)
ϕ(2) + qz
(
2aa˙q˙z + a
2q¨z
)
φ˜(X)
]
+O(λ3), (3.41)
where
φ˜(X) ≡ −
∫
dY
(
ϕ
(1)
|ij
(Y )ϕ
(1)
|i
(Y )
)
|j
4π|X − Y |
. (3.42)
Here it is easy to check that the Newtonian potential φN satisfies the initial condition Eq.(3.38). It should be noted that the
order λ part of φN becomes constant because of considering only the growing mode of qz, which is consistent with the result
of linear theory on an Einstein-de Sitter background as discussed in §2.2.
Now to get the evolution equation for (PN)S|i, we consider Eq.(3.27). Similarly we make the following longitudinal
perturbation ansatz:
(PN)S|i = λQz(t)Φ
(1)
|i
(X) + λ2Qzz(t)Φ
(2)
|i
(X) +O(λ3). (3.43)
We must consider the initial conditions of QzΦ
(1), QzzΦ
(2) and so on in order to solve the second rank differential equation
(3.27) according to the above ansatz. Part of the initial condition must be imposed by the definition of the displacement
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vectors:
Qz(tI)Φ
(1)
|i
(X) = 0, Qzz(tI)Φ
(2)
|i
(X) = 0, · · · (3.44)
Although we need another initial condition for the peculiar velocity field, we leave Q˙z(tI)Φ
(1) and Q˙zz(tI)Φ
(2) and so on
arbitrary for the present and think about them later.
The order λ1 part of Eq.(3.27) becomes
λ
[
Q¨z + 2
a˙
a
Q˙z −
2
3t2
Qz
]
∆XΦ
(1)(X) = λ
2
3t2
2ϕ(1)(X)
(1 + zI)2t2I
. (3.45)
Hence we have
Q¨z + 2
a˙
a
Q˙z −
2
3t2
Qz =
1
t2
(3.46)
with
∆XΦ
(1)(X) = −
2
3
2
◦
φ (X) =
4
3
ϕ(1)(X)
t2I(1 + zI)
2
. (3.47)
It may be noted here that Φ(1) defined by Eq.(3.47) is the same as so-called “superpotential” on the hypersurface at the initial
time tI (Chandrasekhar1965). We can find the general solution of Eq.(3.46):
Qz = c1t
2/3 −
3
2
+ c2t
−1, (3.48)
where c1 and c2 are constants of integration. To determine them, we make use of the density filed (3.8) solved up to the first
PN order, and consider the linear stage where qϕ|i and QΦ|i/c
2 are much smaller than unity. Then the linear order in λ of
the density field (3.8) becomes
δ(X , t) =
◦
δ (X)− qz(t)∆Xϕ
(1)(X)−
1
c2
Qz(t)∆XΦ
(1)(X) +O(λ2), for qz(t)∆Xϕ
(1),
1
c2
Qz(t)∆XΦ
(1) ≪ 1, (3.49)
where we used the fact that φ =
◦
φ in the order λ1 through Eq.(3.41). By substituting Eqs.(3.35), (3.36), (3.47) and (3.48) into
Eq.(3.49), we obtain
δ(X , t) =
(
t
tI
)2/3
◦
δ (X) +
4
3c2
◦
φ (X)
(
c1t
2/3 −
3
2
+ c2t
−1
)
. (3.50)
By comparing this with the density contrast field (2.62) derived in the linearized theory within the framework of our PN
formalism, we can arrive at the solution of Qz:
Qz(t) = qz(t) =
(
3
2
)[(
t
tI
)2/3
− 1
]
. (3.51)
It should be again remarked that although the density contrast is supposed to be much smaller than unity in linearized theory,
we do not have to assume such smallness for the density contrast in Lagrangian perturbation theory.
The initial conditions for the quantities of higher order in λ has no corresponding counterparts in linearized theory and
thus we are not able to know the initial conditions for such quantities. We may, however, expect them to be much smaller
than the order λ quantities at initial time so that we will neglect them and we adopt the following initial condition for QzzΦ
(2)
|i
and so on:
Q˙zz(tI)Φ
(2)
|i
(X) = 0, · · · . (3.52)
We are now in the position to be able to solve QzzΦ
(2)(X). The differential equation for QzzΦ
(2) becomes the following form
by using the fact that 2aa˙q˙z + a
2q¨z = 1/((1 + zI)
2t2I)(
Q¨zz + 2
a˙
a
Q˙zz −
2
3t2
Qzz
)
∆XΦ
(2)(X)
=
[
−qz
(
Q¨z + 2
a˙
a
Q˙z
)
−Qz
(
q¨z + 2
a˙
a
q˙z
)
+
2
3t2
Qzqz
](
Φ
(1)
|ii
ϕ
(1)
|jj
− Φ
(1)
|ij
ϕ
(1)
|ij
)
(X)
+
[
−3
{(
6
a˙3
a
+ 12a˙a¨+ 2a
d3a
dt3
)
q˙zz + 6
(
3a˙2 + aa¨
)
q¨zz + 9aa˙
d3qzz
dt3
+ a2
d4qzz
dt4
}
+
10
3t2
(
2aa˙q˙zz + a
2q¨zz
)]
ϕ(2)(X)
+
[
−3
(
q¨z + 3
a˙
a
q˙z
)(
2aa˙q˙z + a
2q¨z
)
+
10
3t2
qz
(
2aa˙q˙z + a
2q¨z
)]
φ˜(X)
+
[
−
1
a2
(
2aa˙q˙z + a
2q¨z
)2
−
a˙
a
q˙z
(
2aa˙q˙z + a
2q¨z
)
+
2
3t2
(
−
1
2(1 + zI)2t2I
+
5
2
a2q˙2z
)](
ϕ
(1)
|i
(X)
)2
+
2
3t2
2
◦
δ (X)
ϕ(1)(X)
(1 + zI)2t2I
. (3.53)
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By using Eqs.(3.35) and (3.51), this equation is rewritten in the following simple form:(
Q¨zz + 2
a˙
a
Q˙z −
2
3t2
Qzz
)
∆XΦ
(2)(X)
=
1
t2I
[
−
3
5
(
t
tI
)−2/3
+
(
t
tI
)−2
−
2
5
(
t
tI
)−7/3](
Φ
(1)
|ii
ϕ
(1)
|jj
−Φ
(1)
|ij
ϕ
(1)
|ij
)
(X)
+
2
3t2I
(
t
tI
)−2 1
(1 + zI)2t2I
[
2
◦
δ (X)ϕ
(1)(X)−
1
2
(
ϕ
(1)
|i
(X)
)2
−
15
2
φ˜(X) +
9
2
ϕ(2)(X)
]
. (3.54)
To obtain solutions of Eq.(3.54), we make use of the linearity of Poisson’s equation and split the potential Φ(2)into two parts.
Then, we have to solve separately the linear ordinary differential equation:
Q¨(a)zz + 2
a˙
a
Q˙(a)zz −
2
3t2
Q(a)zz =
1
2t2I
[
−
3
5
(
t
tI
)−2/3
+
(
t
tI
)−2
−
2
5
(
t
tI
)−7/3]
, (3.55)
with
∆XΦ
(2a) = 2
(
Φ
(1)
|ii
ϕ
(1)
|jj
− Φ
(1)
|ij
ϕ
(1)
|ij
)
, (3.56)
and
Q¨(b)zz + 2
a˙
a
Q˙(b)zz −
2
3t2
Q(b)zz =
2
3t2I
(
t
tI
)−2
, (3.57)
with
∆XΦ
(2b) =
1
(1 + zI)2t2I
[
2
◦
δ ϕ
(1) −
1
2
(
ϕ
(1)
|i
)2
−
15
2
φ˜+
9
2
ϕ(2)
]
. (3.58)
We find the following solution of Qzz for the initial conditions Eqs.(3.44) and (3.52):
Q(a)zz = qzz(t) =
(
3
2
)2 [
−
3
14
(
t
tI
)4/3
+
3
5
(
t
tI
)2/3
−
1
2
+
4
35
(
t
tI
)−1]
, (3.59)
Q(b)zz =
(
3
2
)[
2
5
(
t
tI
)2/3
−
2
3
+
4
15
(
t
tI
)−1]
. (3.60)
We have obtained the following family of trajectories x = f (X , t) as an irrotational solution up to the second order of λ in
the perturbed Einstein-de Sitter background:
f (X , t) = X + qz(t)∇X
(
ϕ(1)(X) +
1
c2
Φ(1)(X)
)
+ qzz(t)∇X
(
ϕ(2)(X) +
1
c2
Φ(2a)(X)
)
+
1
c2
Q(b)zz (t)∇XΦ
(2b)(X), (3.61a)
with
qz =
(
3
2
)[(
t
tI
)2/3
− 1
]
, (3.61b)
qzz =
(
3
2
)2 [
−
3
14
(
t
tI
)4/3
+
3
5
(
t
tI
)2/3
−
1
2
+
4
35
(
t
tI
)−1]
, (3.61c)
Q(b)zz =
(
3
2
)[
2
5
(
t
tI
)2/3
−
2
3
+
4
15
(
t
tI
)−1]
, (3.61d)
and
∆Xϕ
(1) = −
2
3
◦
δ, (3.61e)
∆Xϕ
(2) = ϕ
(1)
|ii
ϕ
(1)
|jj
− ϕ
(1)
|ij
ϕ
(1)
|ij
, (3.61f)
∆XΦ
(1) = −
4
3
◦
φ=
4
3(1 + zI)2t2I
ϕ(1), (3.61g)
∆XΦ
(2a) = 2
(
Φ
(1)
|ii
ϕ
(1)
|jj
− Φ
(1)
|ij
ϕ
(1)
|ij
)
, (3.61h)
∆XΦ
(2b) =
1
(1 + zI)2t2I
[
2
◦
δ ϕ
(1) −
1
2
(
ϕ
(1)
|i
)2
−
15
2
φ˜+
9
2
ϕ(2)
]
. (3.61i)
3.2.3 Physical Interpretation of the longitudinal perturbation solution
In this subsection, we will express the trajectory field (3.61a) in terms of physical quantities. Our coordinate conditions (2.26)
show that the density contrast field δ has gauge ambiguities. In order to interpret the trajectory field (3.61a) physically, we
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should express f i(X , t) in terms of the gauge invariant quantities at the initial time, rather than the coordinate dependent
initial density field
◦
δ, because only gauge invariant quantities are physically relevant. This will turn out to be essential for the
physical interpretation. The physical density contrast becomes at the initial time tI
◦
δg (X) ≡
◦
δ +
2
c2
◦
α
(2)
≃
◦
δ (X) +
2
c2
◦
φ (X), (3.62)
where
∆X
◦
α
(2)
(X) ≡ 4πG
◦
a
2
◦
ρb
◦
δg (X)
and
◦
δg denotes the gauge invariant quantity at the initial time defined by linearized theory, and α
(2)/c2 = α−1. It is supposed
that α(2) remains constant with respect to time in the linear regime because of neglecting the decaying mode. (The reason for
this choice is described in Appendix A.) Thus, the quantity
◦
δ has the spurious mode 2
◦
φ /c2 caused by our gauge conditions
(2.26), so we had better redefine the displacement vector of (3.61a) in terms of δg, that is, since we have
∆X
(
ϕ(1) +
1
c2
Φ(1)(X)
)
= −
2
3
(
◦
δ (X) +
2
c2
◦
φ (X)
)
,
we may redefine the first order velocity potential in Newtonian theory as
∆XΨ
(1)
N ≡ −
2
3
◦
δg (X). (3.63)
Naturally, the quantity ΨN is a gauge invariant variable. Thus the lowest PN irrotational velocity potential Φ
(1) in our
coordinates is a spurious mode generated by the gauge ambiguities of the density contrast
◦
δ in our coordinates. Therefore, it
has no physical meaning and can be understood as a part of the gauge invariant Newtonian first order quantities. Likewise
since we have
∆X
(
ϕ(2)(X) +
1
c2
Φ(2a)
)
= ϕ
(1)
ii ϕ
(1)
jj − ϕ
(1)
ij ϕ
(1)
ij +
2
c2
(
ϕ
(1)
ii Φ
(1)
jj − ϕ
(1)
ij Φ
(1)
ij
)
=
(
Ψ
(1)
N|ii
Ψ
(1)
N|jj
−Ψ
(1)
N|ij
Ψ
(1)
N|ij
)
+O(c−4),
we may redefine the second order potential in Newtonian theory as
∆XΨ
(2)
N ≡ Ψ
(1)
N|ii
Ψ
(1)
N|jj
−Ψ
(1)
N|ij
Ψ
(1)
N|ij
. (3.64)
Furthermore for the first PN displacement vector Φ(2b) we have
∆XΦ
(2b) =
1
(1 + zI)2t2I

2 ◦δ ϕ(1) − 1
2
(
ϕ
(1)
|i
)2
+
15
2
∫
dY
(
ϕ
(1)
|ij
(Y )ϕ
(1)
|i
(Y )
)
|j
4π|X − Y |
+
9
2
ϕ(2)


=
1
(1 + zI)2t2I

2 ◦δg Ψ(1)N − 12
(
Ψ
(1)
N|i
)2
+
15
2
∫
dY
(
Ψ
(1)
N|ij
(Y )Ψ
(1)
N|i
(Y )
)
|j
4π|X − Y |
+
9
2
Ψ
(2)
N

+O(c−4),
so we may redefine the first order potential in the fist PN approximation as
∆XΨPN ≡
1
(1 + zI)2t2I

2 ◦δg Ψ(1)N − 12
(
Ψ
(1)
N|i
)2
+
15
2
∫
dY
(
Ψ
(1)
N|ij
(Y )Ψ
(1)
N|i
(Y )
)
|j
4π|X − Y |
+
9
2
Ψ
(2)
N

 . (3.65)
In the end, we have obtained the following family of trajectories x = f (X , t) as a physical 1st PN irrotational solution
up to the second order of λ in the perturbed Einstein-de Sitter background:
f (X , t) = X + qz(t)∇XΨ
(1)
N (X) + qzz(t)∇XΨ
(2)
N (X) +
1
c2
Q(b)zz (t)∇XΨPN (X), (3.66a)
with
qz =
(
3
2
)[(
t
tI
)2/3
− 1
]
, (3.66b)
qzz =
(
3
2
)2 [
−
3
14
(
t
tI
)4/3
+
3
5
(
t
tI
)2/3
−
1
2
+
4
35
(
t
tI
)−1]
, (3.66c)
Q(b)zz =
(
3
2
)[
2
5
(
t
tI
)2/3
−
2
3
+
4
15
(
t
tI
)−1]
, (3.66d)
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and
∆XΨ
(1)
N = −
2
3
◦
δg, (3.66e)
∆XΨ
(2)
N = Ψ
(1)
N|ii
Ψ
(1)
N|jj
−Ψ
(1)
N|ij
Ψ
(1)
N|ij
, (3.66f)
∆XΨPN =
1
(1 + zI)2t2I

2 ◦δg Ψ(1)N − 12
(
Ψ
(1)
N|i
)2
+
15
2
∫
dY
(
Ψ
(1)
N|ij
(Y )Ψ
(1)
N|i
(Y )
)
|j
4π|X − Y |
+
9
2
Ψ
(2)
N

. (3.66g)
It should be again noted that Eq.(3.66a) is expressed only in terms of the gauge invariant quantities at initial time when
the linearized approximation is valid. In other words, if using trajectory field (3.66a), we can accurately describe evolutions
of all scale fluctuations in the early stage according to the gauge invariant linearized theory, and also take into account
the relativistic PN corrections which are generated by the non-linearities due to evolutions of fluctuations in the subsequent
structure formation (see below in detail).
3.3 The transverse perturbation solution at 1st PN order
We now consider the transverse part of the trajectory field at PN order. We assumed that the vorticity for the Newtonian
displacement vector is negligible, which seems to be reasonable (Buchert1992; Buchert1994; Peebles1980). In this section, it
will be found that the PN displacement vector has a transverse flow with the growing mode in the Lagrangian coordinates
even in the case.
According to the result (3.66a) in the previous section, we consider the following ansatz for the transverse perturbations
superposed on the solved irrotational trajectory field up to the first PN order:
f i(X , t) = (N)f i(X , t) + λ2
1
c2
Q(b)zz (t)ΨPN|i(X) +
1
c2
(
λ(PN)S
(1)T
i (X , t) + λ
2(PN)S
(2)T
i (X , t)
)
, (3.67)
where
(N)f i(X , t) = Xi + λqz(t)Ψ
(1)
N|i
(X) + λ2qzz(t)Ψ
(2)
N|i
,
and the PN transverse displacement vector at each order is constrained by,
∇X ·
(PN)
S
(1)T = ∇X ·
(PN)
S
(2)T = 0. (3.68)
We need only Eq.(3.15) derived in §3.1 to solve the transverse part (PN)STi of the PN displacement vector:
ǫabcfj|afi|b
[
d2fj|c
dt2
+ 2
a˙
a
dfj|c
dt
]
= −
J
c2
[
1
a2
∂
∂t
(
a2ǫijkβ
(3)k
,j
)
+ ǫijk
∂
∂xj
{
vl
(
β(3)k,l − β
(3)l
,k
)}
+
2
J
ǫabcfi|b
dfl
dt
dfl|c
dt
φ|a
]
−
1
c2
ǫabcfj|afi|b
(
dfj|c
dt
dA
dt
+
dfj
dt
dA|c
dt
)
+O
(
c−4
)
, (3.15)
Naturally, the order c0 in this equation produces Newtonian counterparts in the case that the trajectory field is introduced
on the comoving coordinates (Buchert1992; Buchert1993; Buchert1994). Then taking into account order of λ in each term of
the right-hand side and using the assumption (3.24), the above equation becomes
ǫabcfj|afi|b
[
f¨j|c + 2
a˙
a
f˙j|c
]
= −
JN
c2
1
a2
∂
∂t
(
a2ǫijkβ
(3)k
,j
)
−
JN
c2
ǫijk
∂
∂xj
[
(N)f˙ l(β(3)k,l −β
(3)l,k )
]
+O
(
c−4, λ3
)
, (3.70)
where we neglected the terms like φNv
2 in our approximation because they are higher than third order λ3 as derived in the
previous section. This equation shows that the shift vector generates the first PN transverse part. Inserting the ansatz (3.67),
we can rewrite the left-hand side of the above equation (3.70) as
ǫabcfj|afi|b
[
f¨j|c + 2
a˙
a
f˙j|c
]
=
1
c2
[
λǫijk
(
(PN)S¨
(1)T
k|j + 2
a˙
a
(PN)S˙
(1)T
k|j
)
+ λ2ǫijk
(
(PN)S¨
(2)T
k|j + 2
a˙
a
(PN)S
(2)T
k|j
)
+ λ2
(
q¨z + 2
a˙
a
q˙z
)
ǫijkΨ
(1)
N|jl
(PN)S
(1)T
l|k
+λ2qz
(
ǫijkΨ
(1)
N|kl
− ǫjklΨ
(1)
N|ik
)(
(PN)S¨
(1)T
l|j
+ 2
a˙
a
(PN)S˙
(1)T
l|j
)]
+O
(
c−4, λ3
)
.
Accordingly, as the irrotational case, we can obtain the following differentiation equation for solving the transverse part of
the first PN displacement vector at the order c−2 of the both side in the above equation:
λǫijk
(
(PN)S¨
(1)T
k|j
+ 2
a˙
a
(PN)S˙
(1)T
k|j
)
+ λ2ǫijk
(
(PN)S¨
(2)T
k|j
+ 2
a˙
a
(PN)S
(2)T
k|j
)
+ λ2
(
q¨z + 2
a˙
a
q˙z
)
ǫijkΨ
(1)
N|jl
(PN)S
(1)T
l|k
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+λ2qz
(
ǫijkΨ
(1)
N|kl
− ǫjklΨ
(1)
N|ik
)(
(PN)S¨
(1)T
l|j
+ 2
a˙
a
(PN)S˙
(1)T
l|j
)
= −
JN
a2
∂
∂t
(
a2ǫijkβ
(3)k
,j
)
− JN ǫijk
∂
∂xj
[
vlN (β
(3)k,l−β
(3)l,k )
]
+O
(
λ3
)
. (3.71)
The form of this equation shows that it could be solved if we expressed the shift vector β(3)i in terms of already-known
Newtonian trajectory field (N)f i.
Therefore, we first have to solve the shift vector with respect to the Lagrangian coordinates. Following the relativistic
linearized theory (Bardeen1882; Kodama & Sasaki1984), it will be convenient to decompose the shift vector β(3)i into its
longitudinal part and its transverse part on the Einstein-de Sitter background:
β(3)i = β
(3)
L,i + β
(3)i
T , β
(3)i
T ,i = 0. (3.72)
Eq.(3.71) shows that we need only the explicit form of its transverse part β
(3)i
T in the situation we are here interested in.
Since the gauge condition (2.26) implies that the transverse part of shift vector is a gauge invariant quantity, any ambiguities
caused by the gauge freedom do not remain. The perturbation quantity β
(3)i
T is constrained by Einstein equation (2.52):
∆fβ
(3)i
T = 4
(
∂φN,i
∂t
+
a˙
a
φN,i
)
+ 16πGa2ρviN . (3.73)
Since the right-hand side of this equation is shown to be divergenceless exactly through the continuity equation (2.54) at
Newtonian order, the condition (3.72) for β
(3)i
T is always satisfied. We have already obtained the expression of the peculiar
velocity field and the peculiar gravitational potential (3.2) and (3.41), respectively. Therefore, it will be adequate to make use
of the equation (3.73) for our purpose. By using Eqs.(3.3) and (3.24), we rewrite the left-hand side of Eq.(3.73) in terms of
the independent variables X and t:
∆fβ
(3)i
T =
∂Xk
∂xj
∂
∂Xk
[
∂Xl
∂xj
∂
∂Xl
β
(3)i
T
]
= (N)hk,j
∂
∂Xk
[
(N)hl,jβ
(3)i
T |l
]
=
1
2JN
ǫkabǫjcd
(N)fc|a
(N)fd|b
∂
∂Xk
[
1
2JN
ǫlpqǫjrs
(N)fr|p
(N)fs|qβ
(3)i
T |l
]
=
1
2J3N
ǫkabǫlpq
(N)fc|a
(N)fd|b
[
−JN|k
(N)fc|p
(N)fd|qβ
(3)i
T |l + 2JN
(N)fc|pk
(N)fd|qβ
(3)i
T |l + JN
(N)fc|p
(N)fd|qβ
(3)i
T |lk
]
=
1
J3N
[
∆Xβ
(3)i
T − λqzΨ
(1)
N|jjk
β
(3)i
T |k + 3λqzΨ
(1)
N|jj
β
(3)i
T |kk − 2λqzΨ
(1)
N|jk
β
(3)i
T |jk +O
(
λ3
)]
,
(3.74)
where we used the fact that the perturbation quantity β
(3)i
T is of order λ
1 at most and
JN = 1 + λqzΨ
(1)
N|ii
+O
(
λ2
)
.
Using Eqs.(3.8), (3.19) and (3.66a), the right-hand side of Eq.(3.73) can also be rewritten as
(r.h.s) = 4J3N
[(
d
dt
− vjN
∂
∂xj
)
φN,i +
a˙
a
φN,i
]
+
16πG
a
◦
ρ◦a
3
J2Nv
i
N
= −4J3N
[(
d
dt
− (N)f˙j
∂
∂xj
)(
a2(N)f¨i + 2aa˙
(N)f˙i
)
+
a˙
a
(
a2(N)f¨i + 2aa˙
(N)f˙i
)]
+
16πG
a
◦
ρ◦a
3 (N)f˙i
= −4J3N
[
a2
d3(N)fi
dt3
+ 5aa˙(N)f¨i + 2a
2
(
a˙2
a2
+
a¨
a
)
(N)f˙i −
1
2JN
ǫkabǫjcd
(N)fc|a
(N)fd|b
(
a2(N)f¨i|k + 2aa˙
(N)f˙i|k
)
(N)f˙j
]
+
16πG
a
◦
ρb
◦
a
3
(1 + λ
◦
δ)
(N)f˙i
= λ2
4
t3I(1 + zI)
2
(
t
tI
)−1/3 (
−Ψ
(1)
N|jj
Ψ
(1)
N|i
+Ψ
(1)
N|ij
Ψ
(1)
N|j
+Ψ
(2)
N|i
)
+O
(
λ3
)
. (3.75)
Finally, the equation (3.73) becomes the following simple form in terms of the Lagrangian coordinates:
∆Xβ
(3)i
T − λqzΨ
(1)
N|jjk
β
(3)i
T |k + 3λqzΨ
(1)
N|jj
β
(3)i
T |kk − 2λqzΨ
(1)
N|jk
β
(3)i
T |jk
= λ2
4
t3I(1 + zI)
2
(
t
tI
)−1/3 (
−Ψ
(1)
N|jj
Ψ
(1)
N|i
+Ψ
(1)
N|ij
Ψ
(1)
N|j
+Ψ
(2)
N|i
)
+O
(
λ3
)
. (3.76)
We are now in the position to be able to solve the shift vector iteratively. The lowest order part of this equation yields
∆Xβ
(3)i
T = 0, (3.77)
so the solution of the shift vector can be chosen as
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β
(3)i
T = 0 +O
(
λ2
)
.
Accordingly, we can conclude that the shift vector β
(3)i
T is of the second order and obtain the following equation at the second
order λ2 of Eq.(3.76):
∆Xβ
(3)i
T = λ
2 4
t3I(1 + zI)
2
(
t
tI
)−1/3 (
−Ψ
(1)
N|jj
Ψ
(1)
N|i
+Ψ
(1)
N|ij
Ψ
(1)
N|j
+Ψ
(2)
N|i
)
. (3.78)
The consistency of our formulation can be easily checked if one confirms that the right-hand side of this equation satisfies
also divergenceless condition with respect to the Lagrangian coordinates by using Eq.(3.66f). Using Green function of the
Laplacian, we can express the solution of this equation as
β
(3)i
T (X , t) = λ
2 4
t3I(1 + zI)
2
(
t
tI
)−1/3
β¯
(3)i
T (X) +O
(
λ3
)
, (3.79)
where
β¯
(3)i
T (X) :=
∫
d3Y
(
Ψ
(1)
N|jj
(Y )Ψ
(1)
N|i
(Y )−Ψ
(1)
N|ij
(Y )Ψ
(1)
N|j
(Y )−Ψ
(2)
N|i
(Y )
)
4π|X − Y |
. (3.80)
This is the expression of the shift vector that we have looked for in order to solve Eq.(3.71). Thus we are able to express all
perturbation quantities of the metric in our coordinates in terms of the trajectory field. This must be so because it is only
a dynamical variable in the Lagrangian description. If noting that we have considered only the shift vector βi not βi, we
find that the second order solution of the metric component g0i has a growing mode: g
(3)
0i = a
2βi ∝ t. This time dependence
exactly agrees with the results derived recently by Matarrese, Mollerach & Bruni (1998). (The comparison needs the caution
that they used the conformal coordinates.) However, our approach is essentially different from them: they derived the second
order solutions of metric perturbations in the Poisson gauge, which reduces to the longitudinal gauge at the lowest order
with respect to the scalar mode, by transforming the known solutions in the synchronous comoving coordinates according
to the second order gauge transformation. Similarly, it will be easy to check whether other second order solutions of metric
perturbations derived by our formalism agree with their results. Here, we are interested in the PN solution of the trajectory
field.
By inserting Eq.(3.79) into Eq.(3.71), we can obtain the following equation at the lowest order of λ:(
d2
dt2
+ 2
a˙
a
d
dt
)
∇X ×
(PN)
S
(1)T (X , t) = 0. (3.81)
As an irrotational case, the form of this equation allows us to seek the solutions of the following form:
(PN)S
(1)T
i (X , t) = Q
T
z (t)
(PN)Ξ
(1)
i (X), Q
T
z (tI) = ∇X ·
(PN)Ξ(1) = 0,
and from the above equations we can obtain
Q¨Tz + 2
a˙
a
Q˙Tz = 0, (3.82)
with
(PN)Ξ(1)(X) = Π(X), ∇X ·Π = 0, (3.83)
where Π is the unknown function determined by the initial conditions. The solutions of equation (3.82) can be easily found
to have only a decaying mode. The first order solution may be safely ignored because the decaying mode play physically no
important role:
QTz
(PN)Ξ
(1)
i ≈ 0. (3.84)
Next, we similarly consider the second order solution of the PN transverse part with the form
(PN)S
(2)T
i (X , t) = Q
T
zz(t)
(PN)Ξ
(2)
i (X), Q
T
zz(tI) = ∇X ·
(PN)Ξ(2) = 0. (3.85)
Inserting this ansatz, Eqs.(3.79) and (3.84) into Eq.(3.71), we can obtain the following equation at the second order in λ:(
Q¨Tzz + 2
a˙
a
Q˙Tzz
)
∇X ×
(PN)Ξ(2) = −
4
t4I(1 + zI)
2
(
t
tI
)−4/3
∇X × β¯
(3)
T . (3.86)
The solution of this equation can be found by solving the linear ordinary differential equations:
Q¨Tzz + 2
a˙
a
Q˙Tzz =
4
t2I
(
t
tI
)−4/3
, (3.87)
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with
∆X
(PN)Ξ
(2)
i = −
1
(1 + zI)2t2I
∆X β¯
(3)i
T
= −
1
(1 + zI)2t2I
(
−Ψ
(1)
N|jj
Ψ
(1)
N|i
+Ψ
(1)
N|ij
Ψ
(1)
N|j
+Ψ
(2)
N|i
)
. (3.88)
Since we expect the quantity QTzz
(PN)Ξ
(2)
i to be much smaller than the order λ quantities such as
◦
δ at the initial time, we can
probably adopt again the following initial condition:
Q˙Tzz(tI)
(PN)Ξ
(2)
i = 0. (3.89)
Then we can find the solution of Eq.(3.87):
QTzz =
(
3
2
)[
4
(
t
tI
)2/3
− 12 + 8
(
t
tI
)−1/3]
. (3.90)
Thus the transverse part of the first PN displacement vector has a growing mode even if the Newtonian trajectory field does
not have a vorticity flow. We also note that the solution with the growing mode is a particular solution of the differential
equation (3.86). From the observational viewpoint, it will be important that we was able to connect the solutions of vector
perturbations with the initial density fluctuation field which is available through observations of the anisotropies of CMB and
the two-point correlation function of galaxies.
4 RESULTS AND IMPLICATIONS
Summarizing the results derived until the previous section, we have obtained the following family of trajectories as a physical
complete PN solution up to the second order of λ superposed on an isotropic homogeneous deformation solution of Einstein-de
Sitter background:
f (X , t) = X + qz(t)∇XΨ
(1)
N (X) + qzz(t)∇XΨ
(2)
N (X) +
1
c2
Q(b)zz (t)∇XΨPN (X) +
1
c2
QTzz(t)
(PN)Ξ(2)(X), (4.1a)
with
qz =
(
3
2
)[(
t
tI
)2/3
− 1
]
, (4.1b)
qzz =
(
3
2
)2 [
−
3
14
(
t
tI
)4/3
+
3
5
(
t
tI
)2/3
−
1
2
+
4
35
(
t
tI
)−1]
, (4.1c)
Q(b)zz =
(
3
2
)[
2
5
(
t
tI
)2/3
−
2
3
+
4
15
(
t
tI
)−1]
, (4.1d)
QTzz =
(
3
2
)[
4
(
t
tI
)2/3
− 12 + 8
(
t
tI
)−1/3]
, (4.1e)
and
∆XΨ
(1)
N = −
2
3
◦
δg, (4.1f)
∆XΨ
(2)
N = Ψ
(1)
N|ii
Ψ
(1)
N|jj
−Ψ
(1)
N|ij
Ψ
(1)
N|ij
, (4.1g)
∆XΨPN =
1
(1 + zI)2t2I

2 ◦δg Ψ(1)N − 12
(
Ψ
(1)
N|i
)2
+
15
2
∫
dY
(
Ψ
(1)
N|ij
(Y )Ψ
(1)
N|i
(Y )
)
|j
4π|X − Y |
+
9
2
Ψ
(2)
N

 , (4.1h)
∆X
(PN)Ξ
(2)
i = −
1
(1 + zI)2t2I
(
−Ψ
(1)
N|jj
Ψ
(1)
N|i
+Ψ
(1)
N|ij
Ψ
(1)
N|j
+Ψ
(2)
N|i
)
. (4.1i)
We remark that both longitudinal and transverse perturbation solutions of the first PN displacement vector have a growing
mode and the same time dependence, namely, ∝ t2/3. In particular, the appearance of the transverse part in PN displacement
vector is interesting because there is no correspondence in Newtonian order up to the third order in λ (Buchert1994). The
physical interpretation is examined by us (1998) in detail. According to the study, it has been shown that the existence of
the growing transverse mode guarantees the PN conservation law of vorticity field along flow lines derived by extending the
Newtonian Kelvin’s circulation theorem for the collisionless fluid.
To see the effect of the PN corrections clearly, let us make a simple order estimation. For the purpose, consider the initial
density fluctuation
◦
δg(l) with characteristic length l in the comoving frame. It should be noted that, due to a(t0) = 1, we
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may regard the length l as the physical scale at the present time t0. Therefore, if, for convenience, we consider f˙
i(X , t) which
represents the velocity field of the fluid elements in the comoving frame, it may be estimated roughly at some time t as follows:
f˙ i(l)(t) ∼ l
[
q˙z
◦
δg(l) +q˙zz
(
◦
δg(l)
)2]
+ lQ˙(b)zz
(
l
(1 + zI)ctI
)2 (
◦
δg(l)
)2
+ lQ˙Tzz
(
l
(1 + zI)ctI
)2 (
◦
δg(l)
)2
+O
(
λ3, c−4
)
, (4.2)
where we used the following estimation:
Ψ
(1)
N(l)
∼
◦
δg(l) l
2,
Ψ
(2)
N(l)
∼
(
◦
δg(l)
)2
l2,
ΨPN ∼
(
l
(1 + zI)tI
)2 (
◦
δg(l)
)2
l2,
(PN)Ξ
(2)
i ∼
(
l
(1 + zI)tI
)2 (
◦
δg(l)
)2
l2. (4.3)
Noting ctI = ct0/(1 + zI)
3/2, qz ≃ (1 + zI)a and so on, the above equation becomes
f˙ i(l)(t) ∼ l
[
a˙δg(l)(t0) + a˙a
(
δg(l)(t0)
)2]
+ la˙
(
l
ct0
)2 (
δg(l)(t0)
)2
+ · · · , (4.4)
where δg(l)(t0) is defined by (1+ zI)
◦
δg(l) representing the present value of the density contrast for scale l extrapolated by the
linear theory. Note that both the longitudinal and the transverse parts of the PN displacement vector are of the same order
of magnitude.
This expression suggests the following interpretations. First, we can conclude that the first and second terms in the
right-hand side of Eq.(4.4) agree with the result calculated by Newtonian theory if they are expressed in the terms of the
gauge invariant quantities at the initial time, and the third term is the first nonvanishing PN correction whose order is
(l/(ct0))
2(δg(l)(t0))
2. Note that ct0 is the horizon scale at present time t0. Comparing the first term with the third term on the
right-hand side, it is also obvious that the expansion parameter of our scheme is the perturbation quantity (l/(ct0))
2δg(l)(t0).
Consequently, the above expression for the field of trajectories may describe only the congruence of the fluid elements inside
the scale satisfying the following condition:
l≪
ct0(
δg(l)(t0)
)1/2 . (4.5)
If applying the usual power spectrum to the above density fluctuation field, this condition means that the solution (4.4) can
describe the motion of fluid elements up to quasi nonlinear regime for fluctuations not only inside but also beyond the present
Hubble horizon scale ct0, because the magnitude of density contrast at the scale ct0 is much smaller than unity. The COBE
microwave background measurement suggests that the power spectrum has the positive slopes on the large scale, supporting
the assumption of horizon-scale homogeneity on the horizon scale. Furthermore, Eq.(4.4) means that as long as we consider
the evolution of fluctuation field whose characteristic scale l is much smaller than the horizon scale ct0, the fluctuation is well
described by Newtonian theory because Newtonian correction term, namely the second term in Eq.(4.4), keeps being much
larger than the first PN correction term from the initial time until today. This may not be correct when one consider the
fluctuations with larger scale. In fact we can evaluate the redshift zN when the Newtonian correction term begins to become
larger than the PN correction term for the density fluctuation with the scale l:
1 + zN ∼
(
ct0
l
)2
. (4.6)
This redshift is about the same as the redshift when the fluctuation of the scale l just entered into the Hubble horizon ctN .
In other words, the PN correction might play an important role for the early evolution of the density contrast. For example,
SDSS is expected to survey the region of several hundred megaparsecs cube, then the above estimate gives zN ∼ 40 for the
fluctuation with the scale 300h−1Mpc. Since the density field at such a redshift is still in the linear stage, the PN effects may
not be so important for such scales. If this is the case, it will confirm the validity of the use of Newtonian simulation for
such scales. However, it should be noted that we could come to these conclusions by formulating the Lagrangian perturbation
theory in the longitudinal gauge and expressing the solution of the trajectory field in terms of the gauge invariant quantities at
the initial time. These conclusions may be clearer if one recalls that set of equations in the relativistic linearized theory can be
reduced to a Newtonian-like system of equations expressed in terms of the gauge invariant variables in the longitudinal gauge
(see Appendix A). Furthermore, this gauge condition allows us to have a straightforward Newtonian limit on scales much
smaller than the horizon scale even in the nonlinear situations. The PN corrections are small compared with the Newtonian
solutions. However, because the first PN solutions has a transverse part with a growing mode which cannot be predicted
by Newtonian theory as well as by gauge invariant linearized theory, its characteristic effects might turn out on the large
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scales. Actually, if we compared the order of PN transverse part with Newtonian transverse one at third order of λ derived
by Buchert (1994), we can estimate the redshift z(T )N when the two become the same order of magnitude for the fluctuation
with the scale 50h−1Mpc as
1 + z(T )N ∼ 4. (4.7)
This shows that the PN transverse mode might play an important role in the observational cosmology. In particular, the effects
may induce the secondary temperature anisotropies of CMB as the Rees-Sciama effect (1968) and potentially be observable.
Mollerach & Matarrese (1997) investigated the secondary CMB anisotropies induced by the second order metric perturbations
during the travel of CMB photons from the last scattering surface to us, using the formalism developed by Pyne and Carroll
(1996). They concluded that the effect of the higher order perturbations is much smaller than that of the usual gravitational
lensing due to the first order scalar perturbation. However, the study of second order anisotropies will be relevant because
they have a possibility to produce a non negligible contribution compared to the first order ones, due to the long distances
of the travel. The reason is that, since the second order effects are caused by the integrals of the non-linearities in the metric
perturbations along the photon path, they accumulate the small effects. Moreover, the second order effects do not produce the
cancellation for the integral along photons path in contrast with the linear effects, so they may give the primary contribution
to some statistical measures as, for example, the three-point function of temperature anisotropies. Thus, it is important to
estimate the magnitude of anisotropies due to second order vector perturbations as a possible contribution to the linear order
anisotropy calculations. It should be emphasized that our formalism allows us to estimate the magnitude of the second order
vector mode of metric perturbations, namely the shift vector, by using the power spectrum of density fluctuation field. We
are now investigating the secondary effect using the “total angular momentum method” developed by Hu & White (1997).
According to the formalism, it seems that the growing vector perturbation produces a behavior of anisotropy largely different
form the scalar mode results. It will be interesting to compare our result with that of Mollerach & Matarrese. Furthermore, for
the N-body simulations of more wide region of the universe, the PN corrections might also play important role. Our approach
has an advantage to be used in numerical work based on the presently available Newtonian simulation. In any case, it would
be very interesting to see these effects due to the PN corrections. These works are now in progress.
5 SUMMARY
In this paper, we have formulated the PN Lagrangian perturbation theory in the perturbed Einstein-de Sitter universe using
the (3+1) formalism and investigated their effects on the evolution of the large-scale structure of the universe up to the quasi
nonlinear regime. In this formalism, all force terms in the first PN equations of motion are expressed in terms of the (gauge
invariant) Newtonian quantities. As a result, we can solve the trajectory field iteratively in the PN approximation.
Our formulation based on the gauge condition (2.26) has a natural Newtonian limit and, consequently, we can show that
the longitudinal part of shift vector β
(3)
L and slice condition θ, which are freely specified within the residual gauge freedom,
do not influence the solution of the trajectory field only if the Newtonian one is assumed to be irrotational.
It has been shown that the longitudinal solutions of the first PN displacement vector in our coordinate conditions have
spurious modes caused by the gauge ambiguities and, if the solution is expressed in the terms of the gauge invariant quantities
at the initial time, the PN irrotational lowest order solution (order λ) take exactly same expression with corresponding
Newtonian first order solution. This allows us to regard the gauge invariant lowest order solution as a physical Newtonian
lowest order one. On the other hand, since the transverse solution of the PN displacement vector is generated from the
beginning by the gauge invariant quantity, namely, the transverse part of the shift vector β
(3)i
T , it first appears with the same
order of the first non-vanishing PN irrotational solution (order λ2) expressed in the terms of the gauge invariant quantities at
the initial time. Then it was shown that the perturbation quantity (l/(ct0))
2δg(t0) become an essential expansion parameter in
the PN approximation in the case that we consider the evolution of the fluctuations in the expanding universe. The smallness
of parameter will explain why Newtonian treatment in our coordinate choice is so good approximation even for horizon scale
fluctuations. This consideration seems to be always the case if we study the behavior of nonrelativistic matter in the coordinate
which has a straightforward Newtonian limit.
We have explicitly derived physical nonvanishing PN corrections to the Newtonian dynamics and found some interesting
results. One is that the first PN displacement vector has a transverse part with a growing mode, which is not present in
cosmological Newtonian theory as well as in the gauge invariant linearized theory. The effect may be potentially observed as
a characteristic pattern of the large-scale structure. The other is that we was able to estimate rigorously the PN corrections
to the Newtonian approximation in the situation we are interested in.
Since the observable region of the large-scale structure increases steadily, we expect that our work will play some important
roles in the future.
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APPENDIX A: GAUGE INVARIANT LINEARIZED THEORY
In this appendix, we consider the linearized theory in the Einstein-de Sitter universe(i.e., K = Λ = 0) to determine the
behavior of the metric quantities and the matter variables in the early stage of the evolution of the density fluctuation. In
the linearized theory, all perturbation quantities can be divided into the scalar parts, the vector parts and tensor parts with
respect to the background geometry:
βi ≡ βL,i + β
i
T ,
vi ≡ vL,i + v
i
T ,
... (A1)
where
βiT ,i = v
i
T ,i = 0, · · · ,
and it should be noted that we consider only βi not βi. The equations for scalar modes under our gauge conditions (2.26)
become
1
c2
∂vL
∂t
+
2
c2
a˙
a
vL +
1
c
∂βL
∂t
+
2
c
a˙
a
βL = −
1
a2
α˜, (A2)
∂δ
∂t
− 3
∂ψ
∂t
+∆fvL = 0, (A3)
θ =
3
c
a˙
a
α˜+
3
c
∂ψ
∂t
+∆fβL, (A4)
1
a2
∆f α˜ =
4πGρb
c2
(δ + 3α˜)−
1
c
∂θ
∂t
−
2
c
a˙
a
θ, (A5)
1
a2
∆fψ =
4πGρb
c2
δ +
1
c
a˙
a
θ, (A6)
∂ψ
∂t
+
a˙
a
α˜ = −4πGρba
2
(
1
c2
vL +
1
c
βL
)
, (A7)
where α˜ = α− 1. From the above equations, the equation for δ can be derived as
∂2δg
∂t2
+ 2
a˙
a
∂δg
∂t
− 4πGρbδg = 0. (A8)
where
δg = δ − 3a˙a
(
vL
c2
+
βL
c
)
. (A9)
Here, δg denotes a gauge invariant quantity, and from Eq.(A8), we obtain the two evolution modes of the density fluctuation
δg ∝ a and ∝ a
−3/2. It should be remarked that this quantity is the only physical density fluctuation field. We can make use
of the residual gauge freedom for βL:
βL = 0. (A10)
Then the above equations become
∆f α˜ =
4πGa2ρb
c2
δg, (A11)
∆fψ =
4πGa2ρb
c2
δg, (A12)
α˜ = −
1
c2
∂(a2vL)
∂t
. (A13)
The Eqs.(A11) and (A12) entirely agree with the Newtonian-like Poisson’s equation. However, since general relativity doesn’t
depend on the scale, Eq.(A11) is valid for the density fluctuation of all scale in the linear regime. It is noted that the structure
of set of the above equations is just like Newtonian theory but not exactly same because the gauge invariant linearized theory
must be constrained by the condition δg ≪ 1. Thus we can conclude that the solutions for the expansion
α˜ =
α(2)
c2
+
α(4)
c4
+ · · · ,
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ψ =
ψ(2)
c2
+
ψ(4)
c4
+ · · · ,
become
∆fα
(2) = 4πGa2ρbδg, (A14)
α(4) = α(6) = · · · = 0, (A15)
∆fψ
(2) = 4πGa2ρbδg, (A16)
ψ(4) = ψ(6) = · · · = 0. (A17)
Thus if we consider only the growing mode of δg, we immediately find that the solution for α
(2) becomes ∝ a0. Then the δ
under our gauge conditions becomes from Eqs.(A13) and (A9)
δg = δ + 2
α(2)
c2
. (A18)
The δ has the spurious mode 2α(2)/c2. This means that if we use δ instead of δg, the undesirable mode will appear. Therefore,
in order to see the physical density fluctuation, we must choose δg as a density fluctuation instead of δ.
Finally, we give a physical meaning of the gauge condition (A10). It is easily seen that under the gauge condition the
extrinsic curvature which represents the cosmic isotropic expansion becomes from Eqs.(2.15) and (A4)
K = −3
1
a
da(τ )
dτ
= −3
1
a(1 + α˜)
da
cdt
, (A19)
where we used the ψ remains constant from Eq.(A12) in the linear regime. Thus the gauge condition corresponds to the choice
of the proper time τ on the spatial hypersurface.
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