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We study a random aggregation process involving rectangular clusters. In each aggregation event,
two rectangles are chosen at random and if they have a compatible side, either vertical or horizontal,
they merge along that side to form a larger rectangle. Starting with N identical squares, this
elementary event is repeated until the system reaches a jammed state where each rectangle has
two unique sides. The average number of frozen rectangles scales as Nα in the large-N limit. The
growth exponent α = 0.229± 0.002 characterizes statistical properties of the jammed state and the
time-dependent evolution. We also study an aggregation process where rectangles are embedded in
a plane and interact only with nearest neighbors. In the jammed state, neighboring rectangles are
incompatible, and these frozen rectangles form a tiling of the two-dimensional domain. In this case,
the final number of rectangles scales linearly with system size.
I. INTRODUCTION
Aggregation, the random process by which clusters
merge irreversibly to form larger clusters [1–4], under-
lies natural and physical phenomena such as polymer-
ization [5–7], evolution of accretion disks [8–10], forma-
tion of rain and dust clouds [11–14], as well as growth
of complex networks [15–18]. Non-equilibrium in nature,
aggregation processes exhibit rich phenomenology includ-
ing self-similar growth [3], condensation [19–21], gelation
[22–25] and instant gelation [26–33].
The time-dependent evolution of an aggregation pro-
cess is stochastic and may exhibit significant fluctuations
from one realization to another, phase transitions, and
mass distributions that sensitively depend on microscopic
details of the merger mechanism [3, 4]. However, the final
state is usually deterministic as the system condenses into
a single cluster that contains all of the mass. Nontrivial
final states with multiple clusters require an additional
competing process, for example, fragmentation where
large cluster may break into smaller ones [10, 20, 21, 34].
In this paper, we introduce an irreversible aggregation
process that ends in a nontrivial jammed state with mul-
tiple frozen clusters. This final state is stochastic as the
number of final clusters fluctuates from one realization to
another. This behavior occurs because aggregates have
specific shapes which are preserved throughout the ag-
gregation process, thereby constraining merger events.
We study an aggregation process involving rectangles,
where in each aggregation event, two rectangles combine
to form a larger rectangle. In each elementary step, two
rectangles are chosen at random, and in addition, one
side, either the vertical one or the horizontal one, is cho-
sen at random. If the two rectangles are compatible along
the randomly-chosen side, they merge along that side
(figure 1 illustrates merger along the vertical side).
This aggregation process conserves area and preserves
shape as all clusters remain rectangular. Initially the
system consists of N identical squares. The elementary
step is repeated until the system reaches a jammed state
+
FIG. 1: Illustration of the aggregation process (2a).
where each rectangle has two unique sides and aggrega-
tion is no longer feasible. We study statistical properties
of the jammed state and the time-dependent evolution
toward that state.
Generally, the number of rectangles in the jammed
state fluctuates from one realization of the random ag-
gregation process to another. Our main result is that
the average number of frozen rectangles, F , grows sub-
linearly with system size (figure 2)
F ∼ Nα, with α = 0.229± 0.002. (1)
Interestingly, the area of frozen rectangles varies greatly,
and a finite number of rectangles contain a finite fraction
of all area. We obtain the growth exponent α from ex-
tensive numerical simulations. Further, we use heuristic
arguments to show that this exponent governs important
statistical properties including the final area distribution
and the time-dependent area distribution.
We also study a planar aggregation process where the
rectangles are embedded in a two-dimensional domain
and interact only with nearest neighbors. We focus on
the situation when the domain is an L × L square, ini-
tially consisting of N = L2 squares of size 1× 1. In each
elementary step, an aggregate is chosen at random and in
addition, one of its four sides is also chosen at random.
If this side is shared with a neighboring rectangle, the
two rectangles coalesce into a larger rectangle. The sys-
tem eventually reaches a jammed configuration where no
two neighboring rectangles have a common side. In the
planar case, the average number of frozen rectangles is
proportional to system size. Moreover, frozen rectangles
2generate a special tiling of the two-dimensional domain,
with the constraint that two neighboring rectangles may
not have a matching side.
II. THE JAMMED STATE
In our aggregation process, each rectangular cluster
has horizontal size i, vertical size j, and hence, area
a = i j. In each aggregation attempt, we choose two rect-
angles at random, and additionally, we randomly choose
a side, either horizontal or vertical. If the two respective
sides are equal in size, the two rectangles coalesce; oth-
erwise, the rectangles are left intact. Thus, there are two
equivalent aggregation “channels” (see figure 1)
(i1, j) + (i2, j)→ (i1 + i2, j), (2a)
(i, j1) + (i, j2)→ (i, j1 + j2), (2b)
where the first line corresponds to the vertical side, and
the second line, to the horizontal side.
Initially, the system consists of N identical square tiles
with a = i = j = 1, and consequently, the horizontal size
i and the vertical size j are integers. Each successful ag-
gregation event reduces the number of rectangles by one,
n→ n−1, where n is the total number of remaining rect-
angles. First, we study the mean-field version where all
rectangles interact at a uniform, size-independent, rate.
Each rectangle attempts one horizontal and one vertical
aggregation event per unit time, and hence, time is aug-
mented by the increment ∆t = N/[n(n − 1)] after each
aggregation attempt, t→ t+∆t.
The process (2a) requires two rectangles with the same
vertical size, and similarly, the process (2b) requires two
rectangles with the same horizontal size. Therefore, ag-
gregation comes to a halt when each cluster has two
unique sizes. In general, the system evolves toward a
“jammed” state where f rectangles have f distinct hori-
zontal sizes and f distinct vertical sizes.
Our simulations show that the number of aggregates
in the jammed state is a fluctuating quantity. As shown
in figure 2, the expected number of frozen rectangles,
F = 〈f〉, grows algebraically with system size as an-
nounced in Eq. (1). Thus, the number of frozen clus-
ters grows sub-linearly with system size. We also mea-
sured the variance, σ2 = 〈f2〉 − 〈f〉2, and found that
σ2 ∼ F ∼ Nα. This behavior contrasts with the be-
havior typically observed in aggregation processes where
the final outcome is deterministic with the entire system
mass condensing into a single aggregate.
The aggregation processes (2a)–(2b) are symmetric
with respect to orientation, and as long as the initial
conditions are also symmetric, we expect that statistical
properties of the horizontal size and of the vertical size
are equivalent. Yet, as we discuss below, the width ω and
the length ℓ defined as
ω = min(i, j), ℓ = max(i, j), (3)
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FIG. 2: The average number of frozen aggregates F ver-
sus system size N . The inset shows the growth expo-
nent α(N) ≡ d lnF/d lnN versus N . The limiting value
α ≡ limN→∞ α(N) quoted in Eq. (1) was obtained by not-
ing that α(N) is linear 1/F when N is sufficiently large.
are not statistically equivalent.
For sufficiently-large systems, we find that the jammed
state contains two rectangles of width ω = 1: one of
horizontal size i = 1, and one of vertical size j = 1.
Similarly, there are two rectangles of width ω = 2, two
rectangles of width ω = 3, and so on. For instance, we
quote the ordered widths of the f = 13 frozen rectangles
{1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 7, 9} , (4)
that emerged in a simulation of a system of size N = 104
where F = 13.2 and σ = 1.2. We note that there may
be one or two rectangles of a given width, and that the
width sequence may contain gaps. We characterize this
sequence using the maximal width ωmax and the maximal
width for which there is a pair of rectangles, ωpair; for the
sequence (4), ωmax = 9 and ωpair = 5. Our simulations
confirm that both averages 〈ωmax〉 and 〈ωpair〉 follow the
growth law (1). We deduce that the typical width grows
as the total number of frozen aggregates,
w ∼ Nα . (5)
A striking feature of the jammed state is that frozen
rectangles of finite width contain a finite fraction of the
total area. In particular, the two rectangles with width
ω = 1 contain a fraction m1 = 0.622 of all area, while
the two rectangles with width ω = 2 contain a fraction
m2 = 0.182 of all area. Generally, the fraction mω of all
area in rectangles of width ω approaches a constant in
the limit N → ∞. Table I lists mω and its cumulative
ω 1 2 3 4 5 6
mω 0.622 0.182 0.0694 0.0365 0.0214 0.0139
Mω 0.622 0.804 0.873 0.910 0.931 0.945
TABLE I: The area fraction mω and the cumulative area frac-
tion Mω =
∑
ν≤ωmν versus the width ω.
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FIG. 3: The area fraction mω versus width ω, obtained from
simulations with N = 108 and N = 109. Also shown For
reference is the theoretical prediction (7) with the exponent
α from Eq. (1).
sum for 1 ≤ ω ≤ 6. Remarkably, rectangles with width
ω ≤ 6 contain nearly 95% of the total area. The area
fraction is normalized,
∞∑
ω=1
mω = 1 . (6)
We stress that mω may fluctuate when N is finite, but
it becomes deterministic in the limit N → ∞. More-
over, the area Aω of rectangles with width ω is a ran-
dom quantity with average 〈Aω〉 ≃ mωN and variance
〈A2ω〉 − 〈Aω〉
2 ∼ N .
The length of rectangles of width ω is proportional to
system size, ≃ mωN/(2ω), so their aspect ratio scales as
mωN/(2ω
2). The quantity mω decreases with width and
by definition, the aspect ratio must be larger than unity.
We now postulate that the aspect ratio of the widest
rectangles is of order unity and hence, mω ∼ w
2/N . By
using the scaling behavior N ∼ w1/α which follows from
(5), we arrive at our second major result that the area
fraction decays algebraically with width (figure 3)
mω ∼ ω
−γ , γ = α−1 − 2 (7)
when ω ≫ 1. Our numerical simulations support this
theoretical prediction. We also note that the normaliza-
tion (6) sets the bounds γ > 1 and α < 1/3.
In a finite system, the power-law decay (7) holds
up to the scale w ∼ Nα which also characterizes the
widest rectangles. Interestingly, rectangles of finite
width ω = O(1) have an area proportional to system size,
A ∼ N , but otherwise, rectangles with the typical width
w ∼ Nα have an area that grows sublinearly with system
size A ∼ w2 ∼ N2α. The former rectangles have a large
aspect ratio that is proportional to system size, while the
latter have an aspect ratio of order one. Consequently, a
finite number of clusters have a macroscopic area, while
typical clusters contains a vanishing fraction N2α−1 of
total area.
III. AGGREGATION KINETICS
We now turn our attention to the time-dependent evo-
lution toward the jammed state. Let Ri,j(t) be the den-
sity of rectangles with horizontal size i and vertical size
j at time t. This quantity satisfies the rate equation
dRi,j
dt
=
∑
i1+i2=i
Ri1,jRi2,j − 2Ri,j
∑
k≥1
Rk,j (8)
+
∑
j1+j2=j
Ri,j1Ri,j2 − 2Ri,j
∑
k≥1
Ri,k,
and is subject the initial condition Ri,j(0) = δi,1δj,1. The
evolution equation (8) is a straightforward generalization
of the Smoluchowski equations for coagulation [1–4]. The
first two terms on the right-hand side account for the ag-
gregation process (2a), with the first term describing gain
of a single large rectangle and the second term describ-
ing loss of two small rectangles. Similarly, the last two
terms account for the complementary process (2b). The
rate equations are mean-field in nature and reflect that
all pairs of rectangles interact at the same rate, set to
unity without loss of generality. In writing (8), we as-
sumed that the system is infinite. The aggregation pro-
cess conserves area, and accordingly the rate equations
(8) conserve the area density
∑
i,j(ij)Ri,j . Finally, we
expect the size density to be symmetric, Ri,j = Rj,i, be-
cause the rate equations and the initial conditions are
symmetric.
The overall density of rectangles ρ =
∑
i,j Ri,j decays
with time according to the rate equation
dρ
dt
= −

∑
i,j,k
Ri,jRk,j +
∑
i,j,k
Ri,jRi,k

 . (9)
This equation is obtained by summing (8) over both in-
dices, and it reflects that in each aggregation event, the
total number of aggregates decreases by one. The two
loss terms account for the two aggregation processes in
(2a)–(2b). Unlike ordinary aggregation, the density does
not obey a closed equation; more generally, moments of
the size distribution do not obey closed equations.
The rate equations (8) appear to be analytically in-
tractable. Nevertheless, we can gain insights from
these equations by considering the density of “sticks”,
S =
∑
j R1,j, namely, rectangles with minimal horizon-
tal size, i = 1. By symmetry, S is also the density of
rectangles with minimal vertical size, S =
∑
iRi,1. By
summing (8) over j, we find
dS
dt
= −S2 − 2
∑
i,j
R1,jRi,j , (10)
with S(0) = 1. The first loss term corresponds to a
merger of two sticks along the vertical side, while the
second term corresponds to a merger of a stick with a
rectangle along the horizontal side.
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FIG. 4: The density of aggregates ρ and the density of sticks
S versus time t, obtained from numerical simulations with
N = 108. Also shown for reference are the theoretical predic-
tions (11) and (13).
Based on properties of the jammed state, we argue that
the first term in (10) is dominant in the long-time limit.
Each aggregation event reduces the total number of ag-
gregates by one. When a finite system of size N ends
up with f frozen aggregates, the total number of aggre-
gation events equals N − f . Moreover, each aggregation
event generating a stick necessarily involves two sticks.
Since frozen sticks have the macroscopic area ≃ m1N
with m1 > 1/2, we arrive at the remarkable conclusion
that in the majority of all aggregation events, two sticks
combine into a larger stick. Consequently, the first term
in (10) is dominant, leading to the closed rate equation
dS/dt = −S2 and the power-law decay (Fig. 4)
S ≃ t−1 . (11)
The simulations confirm that the decay exponent and
the prefactor both equal unity: hence, this behavior is
asymptotically exact.
In a finite system, the expected number of sticks with
minimal horizontal size decays as the product of system
size and density (11), that is, ≃ Nt−1. As discussed in
section II, the jammed state contains two sticks. There-
fore, the jamming time τ is simply proportional to system
size,
τ ∼ N . (12)
Furthermore, the total density ρ is bounded from
below by the stick density, ρ ≥ S. In view of the
time-dependent behavior (11), we expect that the den-
sity decays algebraically with time, ρ ∼ t−β . In a fi-
nite system, the average number of rectangles scales as
Nρ(t) ∼ Nt−β. By substituting the linear jamming time
(12) into Nρ(τ) and matching to the average number of
frozen rectangles in (1), we conclude that α + β = 1.
Therefore, the exponent α also governs the decay of the
density (Fig. 4)
ρ ∼ tα−1 . (13)
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FIG. 5: The scaling functions Φ1(x) and Φ2(x) versus the
scaling variable x = l/t.
The size distribution of sticks yields additional insights
about the aggregation kinetics. Both the first loss term
in (10) and the consequent asymptotic behavior (11) are
precisely the same as in ordinary aggregation where each
aggregate is characterized solely by its mass [4]. The size
distribution R1,ℓ of sticks with minimal horizontal size
and vertical size ℓ obeys
dR1,ℓ
dt
=
∑
i+j=ℓ
R1,iR1,j−2SR1,ℓ−2
(∑
i
Ri,ℓ
)
R1,ℓ , (14)
with the initial condition R1,ℓ(0) = δ1,ℓ. The first two
terms describe aggregation events of the type (2a) that
involve two sticks. Because the asymptotic behavior (11)
is exact, we expect that theses two terms are dominant,
while the last term, which corresponds to aggregation
events of the type (2b), is asymptotically negligible.
By dropping the last term in Eq. (14), we recover the
standard Smoluchowski rate equation for the size distri-
bution in ordinary coalescence. In the long-time limit,
the size distribution is purely exponential (Figure 5)
S1,ℓ ≃
2
m1t2
e−2ℓ/(m1 t) . (15)
This scaling behavior is consistent with the decay (11),
and the limiting size of frozen sticks
∑
ℓ ℓS1,ℓ → m1/2
as t → ∞. According to Eq. (15), stick length grows
linearly with time, ℓ ∼ t.
Our numerical simulations suggest that rectangles with
finite width are statistically similar to sticks. Let Rω,l(t)
be the density of rectangles with width ω and length ℓ,
using the definitions (3). This size distribution adheres
to the scaling form (Figure 5)
Rω,ℓ(t) ≃ t
−2Φω
(
ℓ t−1
)
, (16)
as in Eq. (14). The scaling function Φω quantifies the
density of sticks with length ℓ and width ω. This function
is always exponential, although the decay constant and
the normalization depend on width (Figure 5)
Φω(x) = 2µω e
−µωx , µω = 2ω/mω . (17)
5+
FIG. 6: Illustration an aggregation process of the type (2a)
which increases the width.
According to equations (16)–(17), rectangles with
width ω contain a fraction mω of the total area,∑
ℓ ωℓRω,ℓ → mω as t → ∞. Moreover, the density
Uω =
∑
ℓ Rω,ℓ of rectangles with width ω and length
ℓ decays algebraically with time,
Uω ≃ 2 t
−1 . (18)
This behavior can be obtained by repeating the steps
leading to (11), which describes the stick density,
S ≃ U1/2. The scaling behavior (16)–(17) also shows
that the average length of rectangles with width ω grows
linearly with time, 〈ℓω〉 ∼ (mωt)/(2ω), or equivalently,
〈ℓω〉 ≃ vωt, with the growth velocity vω = mω/(2ω).
Generally, merger events can lead to either wider or
longer rectangles. Figures 1 and 6 both depict merger
events of the type (2a). In the first scenario, the width
stays the same, but the length grows. However, in the
second scenario, the length stays the same, but width
grows. Thus far, we have seen that: (i) in a finite sys-
tem, frozen rectangles with finite width are macroscopic,
(ii) the typical length of rectangles with finite with grows
linearly width time, and (iii) the scaling function under-
lying the size distribution is exponential as in ordinary
aggregation. All these results suggest that elongation
events are dominant.
The scaling behavior (16)–(17) applies for finite ω in
the long-time limit. Yet, the typical width does grow,
albeit slowly, with time
ω ∼ tα. (19)
This scale is consistent with the growth law (1) and the
jamming time (12), and it can also be obtained by sub-
stituting the density (13) and the width (18) into the
estimate ρ ∼ wUw. As shown in Figure 7, the scaled
width distribution becomes a universal function of the
scaled width
Uω(t) ≃ t
−1φ(ωt−α) . (20)
Equation (18) sets the scaling of the distribution, while
the growth law (19) sets the scaling of the width.
The small-z behavior is simply φ(0) = 2. More-
over, simulations suggest that relatively wide rectangles
are very rare as the large-z tail is roughly Gaussian,
φ(z) ∼ exp(−const.× z2) for z ≫ 1.
Next, we study the density P (a, t) of rectangles with
area a at time t. This quantity satisfies the sum rules∑
a
P (a, t) = ρ,
∑
a
aP (a, t) = 1 . (21)
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FIG. 7: The scaled width distribution t Uω(t) versus the
scaled width ω/tα. The inset shows the large z tail of the
scaling function φ(z).
In section II, we noted that while rectangles with finite
width have diverging aspect ratio, rectangles with the
typical width (5) have finite aspect ratio. Thus, we ex-
pect that the typical width (19) governs the typical area,
a ∼ w2 ∼ t2α. Consequently, the area distribution ad-
heres to the scaling form (Figure 8)
P (a, t) ∼ t−1−α ϕ
(
a t−2α
)
. (22)
Here, the time-dependent prefactor ensures that the total
density, given by the first sum in (21), decays as in (13).
The scaling function underlying the area distribution,
ϕ(z), has two algebraic tails
ϕ(y) ∼
{
y(3−α)/(2α) y ≪ 1,
y−(1−α)/(1−2α) y ≫ 1.
(23)
The maximal area grows linearly with time, amax ∼ t,
and the summation in (21) should therefore be carried up
to that scale,
∑t
a=1 aP (a, t) ∼ 1. The algebraic large-y
tail is set by this sum which reflects area conservation.
The minimal area, amin = 1, corresponds to tiles. The
density of tiles, T ≡ R1,1, decays quite rapidly, T ∼ t
−4,
as follows from dT/dt = −4ST and the stick density
(11). This rapid decay sets the remarkably sharp small-y
tail in (23). The two algebraic tails in (23) indicate that
the area distribution is very broad and that the system
may contain rectangles with areas much smaller than or
much larger than the typical area, 1 ≪ a ≪ t. In con-
trast, the length distribution and the width distribution
are much narrower, with exponential and Gaussian tails,
respectively.
The scaling behaviors above show that the exponent α
governs key features of the kinetics including the decay
of the density (13), the typical width (19), the width
distribution (20), and the area distribution (22). Based
on these scaling behaviors we postulate that the joint size
distribution exhibits the scaling behavior
Ri,j(t) ∼ t
−1−αG(it−α, jt−α) . (24)
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FIG. 8: The scaled area distribution t1+αP (a, t) versus the
scaled area a/t2α.
To comply with the decay law (13), the integral of the
scaling function
∫∫
dξdη G(ξ, η) must be finite. Also, area
conservation sets
∫∫
dξdη ξη G(ξ, η) ∼ t1+α where the up-
per limit of integration for both ξ and η is of the order
t1−α. We did not verify the form (24), but nevertheless,
we did confirm one of its implications. The density of
squares, H(t) =
∑
iRi,i(t), is indeed proportional to the
inverse of time, H ∼ t−1, as follows from (24). Moreover,
the average number of squares in the frozen state is of or-
der unity as NH(τ) ∼ 1. This prediction is consistent
with properties of the jammed state where the widest
rectangle has aspect ratio of order unity, while its area is
typically the smallest.
We now examine the evolution of the area fraction
mω(t), defined as the fraction of the total area contained
in rectangles with width ω at time t. This quantity
changes only when two rectangles with the same length
merge into a wider rectangle as illustrated in Figure 6.
The fractions mω evolve according to
dmω
dt
=2
∑
i+j=ω
∑
ℓ
ωℓRi,ℓRj,ℓ−4
∑
j
∑
ℓ
ωℓRj,ℓRω,ℓ . (25)
The first term accounts for gain of area by rectangles of
width ω, and the last term, for loss of area from such
rectangles. One can check that the rate equation (25)
conserves the total area (d/dt)
∑
ωmω = 0.
For finite width ω, and in the limit t → ∞, we sub-
stitute the exponential length distribution (16)-(17) into
the rate equation (25). We then convert sums over ℓ
into integrals,
∑
ℓ≥1 →
∫∞
1 dℓ. The resulting rate equa-
tion for the area fraction mω satisfies dmω/dt ≃ −Cω t
−2
with the constants
Cω = −2ω
∑
i+j=ω
µiµj
(µi + µj)2
+ 4ω
∑
j
µωµj
(µω + µj)2
, (26)
and µω = 2ω/mω(∞). Therefore, the relaxation of the
area fraction toward the limiting value is similar to (18),
mω(t)−mω(∞) ≃ Cω t
−1 , (27)
as t → ∞. Using the fractions mω that were obtained
from numerical simulations (see Table I and figure (3)),
we have C1 = 1.7 and C2 = 4.8. Numerically, we verified
that m1(t) and m2(t) evolve according to (27).
Equation (27) shows that the area fraction decreases
monotonically when t → ∞. Moreover, the growth law
(19) suggests that there is a time scale tω ∼ w
1/α which
characterizes the buildup and discharge of area at width
ω. At early times, t ≪ ω1/α, the area fraction mω
increases with time, and at late times, t ≫ ω1/α, the
area fraction decreases with time. We thus anticipate
mω(tω) ∝ mω(∞), and using the tail of the area fraction
(7), we find that the constants in (26) are quadratic
Cω ∼ ω
2 . (28)
Our results show that rectangles grow by two sepa-
rate processes which govern the length and the width.
In the majority of aggregation events, the width stays
the same but the length grows. This aggregation process
reduces to ordinary one-dimensional aggregation, allow-
ing us to obtain exact statistical properties of the length
which grows linearly with time. A minority of aggrega-
tion events increase the width while keeping the length
unchanged. This is a much slower process as the width
grows sub-linearly with time, with a rather small growth
exponent. Obtaining exact statistical properties of the
width and in particular, obtaining the growth exponent
α requires a solution of the full rate equations (8) with
the two-variable scaling form (24)
IV. PLANAR AGGREGATION
We now discuss a complementary aggregation pro-
cess involving rectangles that are embedded in two-
dimensional space. Initially, the system consists of N
identical tiles with i = j = 1. These tiles form a two-
dimensional grid with linear dimension L, and hence,
area N = L2. In each successful aggregation event, two
neighboring rectangles merge and form a larger rectangle.
There are several ways to realize this planar process.
In our implementation, in each aggregation attempt, one
rectangle is chosen at random, and additionally, one of
its four sides is chosen at random. If this side is shared
with a neighboring rectangle, the two rectangles merge
into a larger rectangle as in (2a) and(2b). Time is aug-
mented by the inverse of the number of rectangles after
each aggregation attempt.
In planar aggregation, each rectangle interacts only
with nearest neighbors, in contrast with the mean-field
version where each rectangle interacts with all other rect-
angles. Nevertheless, both systems arrive at a jammed
state where aggregation is no longer possible. In a
jammed configuration, two neighboring rectangles never
share a side. Figure 9 shows a jammed state in a system
of size N = 104.
The jammed state is fascinating as it represents a pla-
nar tiling where the original two-dimensional grid is cov-
7FIG. 9: A jammed configuration in a system of size N = 104.
ered by rectangles. Our process differs from dimer tiling
[35–41] in that rectangles are heterogeneous and in that
there is a constraint that two neighboring rectangles in
the jammed state never share a side. Tiling is relevant to
thin films growth [42] and DNA self-assembly [43]. We
also note that fragmentation of two-dimensional space,
which is the opposite process to the aggregation consid-
ered in this study, also generates tiling by rectangles [44].
Qualitatively, the jammed state exhibits orientational
ordering as the orientation of neighboring rectangles are
correlated. This correlation is short-ranged. Further,
rectangles tend to be larger along the boundary, and they
also tend to be aligned with the boundary. For example,
the north and south boundaries have an overpopulation
of horizontal rectangles.
The rectangular tiling can be characterized in several
ways. For example, the average aspect ratio equals 3.39.
Further, we measured the jamming densities of rectangles
ρ∞, tiles T∞, sticks S∞, and squares H∞ (see Table II).
In measuring these densities, we noticed that finite-size
corrections are inversely proportional to the linear dimen-
sion L, ρ(L) − ρ∞ ∼ L
−1. This behavior suggests that
boundary effects extend only a finite distance from the
boundary, and also, that the correlation length character-
izing the orientational order is finite. The finite density
of jammed rectangles, ρ∞ = 0.1803, indicates that the
ρ∞ T∞ S∞ H∞
0.1803 9.949 × 10−3 0.1322 2.306 × 10−2
TABLE II: The jamming densities of rectangles, tiles, sticks,
and squares. These densities were obtained by plotting for
example ρ(L) versus L−1 and using a linear fit.
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FIG. 10: The area fraction mω for planar rectangular aggre-
gation, from simulations with system size N = 108.
average number of frozen rectangles grows linearly with
system size,
F ∼ N . (29)
This contrasts with the mean-field case where the growth
is sub-linear.
We also note that the vast majority of intersections in-
volve three rectangles, although intersections may rarely
be formed by four rectangles. In the initial state, the tiles
form a perfect grid with each lattice vertex surrounded
by four tiles. We measured vn, the density of vertices
that are surrounded by n rectangles in the jammed state,
with
∑4
n=1 vn = 1. Internal vertices are surrounded by
a single rectangle, while vertices surrounded by n = 3
or n = 4 rectangles correspond to intersections. The
vertex densities, listed in table III, show that a frac-
tion v3/(v3 + v4) = 0.988 of all intersections are formed
by three rectangles, while the complementary fraction
v4/(v3 + v4) = 0.012 of all intersections are formed by
four rectangles.
We also measured the quantity mω, the fraction of the
total area in rectangles of width ω. Figure 10 shows that
the area fraction has a sharp, Gaussian, tail
mω ∼ exp
(
−const.× ω2
)
, (30)
for ω ≫ 1. This decay is much sharper compared with
the power-law behavior (7) in the mean-field case. Con-
sequently, for ω ≤ 5, the quantity mω is larger in the
planar case (Table IV).
To characterize the approach toward the jammed con-
figuration, we measured the time-dependent density, and
find that the relaxation is exponential (figure 11)
ρ(t)− ρ∞ ∼ e
−c t . (31)
n 1 2 3 4
vn 0.215 0.429 0.352 4.26× 10
−3
TABLE III: The vertex densities vn.
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FIG. 11: The time-dependent density ρ(t)− ρ∞ versus time.
with c = 0.34. This approach is much faster than the
algebraic decay (13) that occurs when all pairs of rect-
angles may interact.
Aggregation of rectangles embedded in a plane has
very different features compared with the mean-field case.
The relaxation toward the jammed state is very fast,
jammed rectangles have size and area of the order unity,
and the number of frozen rectangles is proportional to
system size.
V. CONCLUSIONS
We studied an aggregation process where rectangles
with compatible sides combine to form larger rectangles.
This process results in a jammed state where each rectan-
gle has two unique dimensions. Aggregation of rectangles
exhibits many interesting features. Some properties of
the final state are deterministic while others are random.
For example, the fraction of area in rectangle of finite
width becomes a deterministic quantity in the long-time
limit. However, the number of rectangles in the jammed
state is random and it fluctuates from one realization to
another.
While the aggregation process is symmetric with re-
spect to the horizontal and the vertical sides, there are
two different mechanism that control the growth of the
width and the length. In the majority of aggregation
events, two rectangles with the same width combine and
form a longer rectangle with a larger aspect ratio. There
are also rare events where two aggregates of the same
length combine to form a wider rectangle with smaller
aspect ratio. Moreover, two distinct scaling laws charac-
terize the growth of the width and the length.
The growth exponent α, which characterizes the
ω 1 2 3 4 5 6
mω 0.525 0.273 0.128 0.0516 0.0170 0.00458
TABLE IV: The fraction of the total area mω contained in
frozen rectangles of width ω.
growth of the number of frozen aggregates with system
size also governs scaling properties of the time-dependent
behavior. In particular, the width distribution and the
area distribution both adhere to scaling forms in the long-
time limit, and the exponent α characterizes both of these
scaling behaviors. Using heuristic scaling arguments, we
related all power-law exponents that arise in the system
to the growth exponent α. Aggregation of rectangles is a
special case of multi-component aggregation as each clus-
ter is characterized by two sizes. Two distinct growth
exponents can emerge in multi-component aggregation
processes, yet, when there are as many conservation laws
as there are components, the scaling exponents can be
obtained using dimensional analysis [45–49]. The aggre-
gation process in this study has a single conservation law,
and as a result, the growth exponent α does not follow
from heuristic scaling arguments.
We presented results for a specific realization of the ag-
gregation process for which the rate equation (8) is exact.
Yet, we verified that other variants of this process exhibit
a similar behavior. First, we checked that the growth
exponent α in Eq. (1) is robust even when the vertical
channel (2a) and the horizontal channel (2b) are realized
with different rates. Second, we considered the situa-
tion where aggregates can rotate in order to maximize
the fraction of successful aggregation attempts. Again,
we found that the scaling properties are robust, although
quantities such as the area fraction are sensitive to the
details of the merger process.
We also explored aggregation of d-dimensional hyper-
rectangles or “boxes.” In general, we require that two
boxes have a matching (d − 1 dimensional) facet, such
that two boxes combine along this matching facet to form
a larger box. Generally, the system reaches a jammed
state where the expected number of rectangles grows al-
gebraically with system size as in (1). The growth expo-
nent α increases with the spatial dimension: α = 0, 0.23,
0.33, and 0.40, for d = 1, 2, 3, and 4. The aggregation
process becomes less effective as the dimension increases
and α→ 1 when d→∞.
We also studied a planar realization where only neigh-
boring rectangles may interact. In this case, the sys-
tem reaches a jammed state that is a special rectangu-
lar tiling of the plane where two neighboring rectangles
never share a matching side. Statistical properties of the
jammed state are quite different compared with the case
where all rectangles interact. In particular, the number
of frozen rectangles is proportional to system size, and
the relaxation toward this state is exponentially fast. An
interesting open question is the entropy of the jammed
configuration. We expect the number of jammed config-
urations to grow exponentially with system size, and it
would also be interesting to find out if the entropy of the
jammed state depends on the shape of domain, as is the
case for dimer tiling [50, 51].
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