Technology acceptance models are used in studies aimed at predicting and explaining the user's behaviors towards the acceptance and usage of new technologies. This paper reports the findings from a doctoral research which focused on analyzing the acceptance of smartphones as learning tools between the two contexts of the study: the College of Engineering (CX1) and the College of Education (CX2) at the University of Canterbury, New Zealand. This study was guided by the Unified Theory of Acceptance and Use of Technology (UTAUT2) model. The survey questionnaire targeted 310 respondents selected through opportunity sampling after distributing 1170 survey questionnaires. This reseach attempts to validate eh survey instrument using data analysis using Exploratory Factor Analysis (EFA). This technique can better articulate intercorrelated variables together with more accuracy and adopts stringent model fit assessment and validation. This study adopted a five step factor extraction method using EFA in finding the best set of variables that explain the adoption of the smartphone as a learning tool.
Introduction
The Smartphone has become a daily necessity for most of us. It is almost an extension of our body and many of our daily activities are dependent on it. The impact of smartphones in our lives can be assessed by the global smartphone market. It has witnessed an extraordinary growth in recent years, with shipments rising by 40 percent in 2013 to exceed the 1 billion units threshold (Linovo, 2014) . This report "Insight" forecasts smartphone connections of 2 billion units by 2018 mostly lead by the two giant brand names Apple and Samsung. The explosive growth has been accompanied by significant disruption to the PC and Web-based computing ecosystems. The services which were formerly only provided on computers have gradually been made available to Smartphones (Shin et al., 2011) . From entertainment, communication, playing games, purchasing, photography, watching movies to computing, the Smartphone provides facilities that make it a multifaceted Swiss knife in digital technology.
Most of the popular functions of Smartphones are usually the applications for entertainment and commerce (Lin et al., 2011) . On the contrary the power of the smartphone as a computing, collaborating learning and content creating tool in the pockets of students, is seldom realized. The student ownership of these multipurpose mobile devices is growing exponentially (Dixit et al., 2011) . It is important, therefore, for educators to understand the potential of these devices for teaching and learning, especially if their use by students is likely to erode constraints that currently deter effective learner engagement with the curriculum (Ali Yaslam Almatari, 2010) . The main aim of this research is to find factors that affect the adoption of smartphones in university education. In this context, this research will compare the two groups i.e. College of Engineering (CX1) and College of Education (CX2) from one university cohort. They are chosen according to the contrasting differences in their programs, curriculum, pedagogy, student aptitudes, required skills, and length of study, to name a few. The comparative analysis of these two contexts should give an understanding of the parameters that drive the acceptance of smartphones in a university setting. Given that mobile learning is highly flexible, findings should be applicable across a range of similar context programs. Venkatesh et al. (2003) proposed the Unified Theory of Acceptance and Use of Technology (UTAUT1) model. A review of prior studies conducted by this research provided a theoretical basis for this formulation. The eight Information Systems (IS) theories and models, which make up UTAUT1, are a combination of constructs and moderators, comprising of the Theory of Reasoned Action (TRA), Technology Acceptance Model (TAM) and TAM2, Motivational model (MM), Theory of Planned behavior (TPB), Model Of PC Utilization (MPCU), Innovation Diffusion Theory (IDT), and Social Cognitive Theory (SCT) (Pitchayadejanant, 2011) . Originally, UTAUT1 had four main constructs namely Performance Expectancy (PE), Social Influence (SI), Effort Expectancy (EE) and Facilitating Conditions (FC) which influence behavioral intention to use a technology and usage behaviors. Further, these four constructs were believed to be moderated by gender, age, experience and Voluntariness of Use in the UTAUT1 model.
Unified Theory of Acceptance and Use of Technology (UTAUT 1 and 2)
The same study conducted an empirical research using data from four organizations in order to integrate all the models. The results report that all the determinants of the model are significant and predictable towards behavioral intention and its subsequent use of the technology in question. Venkatesh et al. (2012) made some modifications in the UTAUT1 model based on their findings from a research conducted in Hong Kong and presented three additional constructs to UTAUT1 model. The first construct is Hedonic Motivation (HM: intrinsic motivation). The second is Price (PR) and finally, the third construct is Habit (HA). Venkatesh et al. (2012) claimed the suggested additions in UTAUT2 exhibit significant changes in the variance explained in behavioral intention and technology use.
Finally, Venkatesh et al. (2012) synthesize all the findings and created the UTAUT2 model with 9 core constructs. The 9 key constructs that influence intention to use a technology are Performance Expectancy (PE: the expected degree to which using a technology could improve performance), Effort Expectancy (EE: the degree of ease associated with the use of technology), Social Influence (SI: the extent to which the user perceives that he should use technology), and Facilitating Conditions (FC: which refer to resources and support available to use technology). Hedonic Motivation (HM: fun or pleasure derived from using technology), Price Value (PR: cognitive trade-off between perceived benefits of using technology and the costs for using them), and Habit (HB: the extent to which the user believes technology use is automatic). Furthermore, the principal underpinning of the UTAUT model posits that Behavioral Intention (BI) will decide the Use Behavior (UB) of any technology adoption, as according to the theory of Planned Behaviour (Ajzen, 1991) 
Research Methodology
This study aims to find the best set items from each latent factors that best explain the students intention (between the two context CX1 and CX2) to use the smartphone as a learning tool in a university context using UTAUT2 model. We adopted a five step factor extraction method as illustrated in figure 1.0, next page. Further, we will not test the relationship between behavior intention, facilitating conditions and habits against use behavior as we are looking explicitly at the intention (as hypothesized by the UTAUT2 model) to adopt the smartphone by university students. In order to find the right set of parameters, the five step Exploratory Factor Analysis (EFA) model was carried out in the IBM SPSS 20 software.
Step-1: Derive research hypothesis (Descriptive Statistics')
Step-2: Sample size, data collection, missing values and data reliability
Step-3: Assessing data readiness check for EFA
Step-4: Confirming the initial factors set conferring to Eigenvalue rule criteria
Step-5: Extracting factors based on Maximum Likelihood factor rotation method
Step-1: Derive research hypothesis
This research postulates seven constructs of the UTAUT1 model (Performance Expectancy, Effort Expectancy, Social Influence, Facilitating Conditions, Hedonic Motivation, Price and Habit) that influence behavioral intention more positively in CX1 than CX2 (see figure 1.0). These seven independent variables are hypothesized to be the determinants of accepting smartphones as learning tools, with behavioral intention (BI) counted as a dependent variable. Further, the CX1 students are expected to respond to the smartphone acceptance more positively than CX2. By its very nature, an engineering education challenges students with aptitudes for technology based activities and learning. They routinely interact with technology, input data, design engineering projects, concepts and solve problems using digital technology. The hypotheses of this research are listed below: Figure 1 : UTAUT2 Model hypothesizing seven latent constructs influencing behavior intension to use a technology (Venkatesh et. al., 2003) Figure 2: Research methodology factor extraction flowchart H1: Performance expectancy will have positive influence on behavior intention more with context-1 than context-2 H2: Effort expectancy will have positive influence behavior intention more with context-1 than context-2 H3: Social influence will have positive influence on behavior intention more with context-1 than context-2 H4: Facilitating condition will have positive influence on behavior intention with context-1 than context-2 H5: Hedonic Motivation will have more positive influence behavior intention more with context-1 than context-2 H6: Price Value will have more positive influence behavior intention with context-1 than context-2 H7: Habit will have more positive influence behavior intention with context-1 than context-2 Subjects and Procedures: Participants of this study were students from the Faculty of Engineering (133) and Educational Studies (166), University Canterbury as illustrated in table 1.0. Instrumentation: The questionnaire comprised of two parts. Part-1 focused on collecting demographic and smartphone usage data and part-2 consisted of 62 items on a 5point Likert scale with 1 representing "strongly disagree" and 5 representing "strongly agree". These items were adapted from various published sources (Chesney, 2006; Jairak et al., 2009; Nassuora, 2012; Slade et al., 2013; Sundaravej, 2010; Williams et al., 2012) . Our measurement scale composes items (see Table 1 .0) of seven independent variables, PE, EE, SI and FC, and of another dependent variable, the Behavioral Intention to Use. Five-point Likert Scales ranging from "Strongly Disagree" to "Strongly Agree" are employed for responses to all these items. In accordance with the usual method, we analyze the reliability, validity, covariance and fit indices, and then verify the hypotheses.
Step-2: Sample size, data collection, missing values and data reliability for EFA Factor analysis originated in the early 1900's with Charles Spearman's enlargement of the Two-Factor Theory which lead to an expanding of work on the theories and mathematical principles of factor analysis (Ekstrom et al., 1976) . Factor analysis consumes mathematical techniques which iterate to simplify the measures which are interrelated and formulates patterns as variables set from a large sets of data (Child, 2006) . In the terminology of factor analysis, any effort to discover the simplest method of variables interpretation is known as parsimony. Today EFA is widely used in big data analytics such as market research, consumer assessment, modeling of epidemics, behavioural science, social sciences, medicine, economics, and geography.
Sample size: The next important phase in this step is the assessment of the sample size. This depends on two criteria: the ratio of the number of variables to the number of factors, and the number of the factors to be extracted. In general, over 300 cases are considered adequate for analysis (Field, 2013) . This should be taken into consideration, as it can seriously influence the reliability of the extracted factors. Factor analysis is a technique that requires a large sample size. (Tabachnick et al., 2001) cite Comrey and Lee's (1992) advice regarding sample size: 50 cases are very poor, 100 is poor, 200 is fair, 300 is good. The number of sample subjects was set at 300 after considering many research papers and literature reviews of factor analysis as well as the number of parameter estimates; the number of sample subjects was set at 300.
Data collection: Based on UTAUT2 model, data was collected in a 6-month period and the study distributed a total number of 1150 questionnaires towards the two contexts of the study (CX1 and CX2) of the university and received 311 feedbacks. Approximately 99 % of the investigations are answered in paper, and 1 % online. The students were well instructed and informed about the scope of the study before taking the survey. A total of 12 questionnaires were invalidated owing to incomplete/inconsistent submission. A details description of the data sample and descriptive information is illustrated in table 1.0.
Data reliability:
Cronbach's alpha is a measure of internal consistency, that is, how closely related a set of items are as a group. It is considered to be a measure of scale reliability. To assess reliability of the data, Cronbach's Alpha was evaluated. All value-indicators mentioned on Tables 2.0 were well above the prescribed 0.7 as excellent. According to (Henseler et al., 2009 ) Cronbach's Alpha should have values higher than 0.7 Alpha based on the correlations of indicators. Step 3: Assessing data readiness check for EFA:
Prior to the extraction of the factors, several tests should be used to assess the suitability of the respondent data for factor analysis (Williams et al., 2012) Wu et al., 2008) . The KMO index ranges from 0 to 1, with 0.50 considered suitable for factor analysis. The Bartlett's Test of Sphericity should be significant (p<.05) for factor analysis to be suitable (Yu, 2012) . This research showed both the test results well in the acceptable limits to be deemed satisfactory for sample size, adequacy test as shown in table 3.0. .000
Step-4: Confirming the initial factors set conferring to Eigenvalue rule criteria
The fourth step of EFA confirms the extracted set factors conferring empirically to the eigenvalue rule along with the Scree Plot cross graphical confirmation. The data collected displayed 61% cumulative percentage of variance explained by a total of 7 components (factors) having an eigenvalue > 1. This confirmed the seven constructs of UTAUT2 model used by this research as illustrated in table 4.0. According to (Kaiser, 1960) the requirement that the eigenvalue be greater than 1 was followed, and the factor load lower cut-off point was set at 0.50 for each item, as also suggested by (Hair et al., 2012; Weiwei SHI, 2007; Williams et al., 2012) .
Furthermore, the graphical interpretation using the Scree Plot determines the number of factors extracted by drawing a straight line through the smaller eigenvalues where a departure from this line occurs as shown in the figure 2.0. This point highlights where the debris or break occurs. In the example below (see Figure 2) , the inspection of the Scree plot and eigenvalues produced a parting line from linearity coinciding with a 7-factor result. Therefore this "Scree Test" indicates that the data should be analysed for 7 factors. The mean values of all the items ranged from 3.498 to 4.52. Standard deviations ranged from 0.90 to 0.94 respectively.
Step-5: Extracting factors based on Maximum Likelihood factor rotation method
The aim of the fifth data extraction step is to reduce a large number of items into factors. This factor extraction procedure was based on the combination of using Maximum Likelihood rotation method and Promax rotation technique. This step primarily eliminates variables which do not load on any factor, or variables that loaded on multiple factors, or variables which load lower than 0.40. A total of 37 variables from the initial set of 62 did not meet with the above mentioned criteria and were eliminated at this screening level. The variables of performance Expectancy (PE) and Behavior Intension were loaded together and hence will be considered as one set of variables as Behavior Intention -according to (Costello et al., 2011) . Finally seven constructs of UTAUT2 model loaded only on one factor each. Hence these seven factor set can be used to assess for Confirmatory Factor Analysis (CFA). 
Discussions and Conclusions
In this paper an example is given of the use of factor analysis to compare the sets of parameters with two different context of the same university and to assess the factors which affect the use of smartphone for education. All the extracted latent factors best set of items are again tested for their reliability and results clearly indicate high alpha values. This proves that all the EFA extracted items are highly reliable, dependable and are expected to yield superior results if used for hypothesis testing, multivariate regression or Structural Equation Modeling path analysis. As explained earlier, the methodology adopted in the exploratory factor extraction using Maximum Likelihood has been carried out with Promax Rotation method. This resulted into extracting seven factors which explicate more than 60% of the variance explained. EFA can be a complex exercise and many researchers in this course often adopt the rule of the thumb or heuristics in their approach to extracting factors. But these do not render precise results. Using the EFA should involve a sequence of well-constructed steps and a multivariate approach. The steps cited in this research to conduct EFA are intricate statistical procedures involving many sequential steps. As stated earlier, the main aim of this research was to extract the best set of factors that best represent the acceptance of the smartphone for university education between the two contexts of the study. The extracted factors can further be tested for Confirmatory Factor Analysis (CFA). CFA often includes assessing a 'model fit' to check the model accuracy and consistency, multivariate regression analysis for hypothesis testing.
