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Methods that are devised to achieve reversal of quantum dynamics in time have been named
“quatum time mirrors”. Such a time mirror can be considered as a generalization of Hahn’s spin
echo to systems with continuous degrees of freedom. We extend the quantum time mirror protocol
originally proposed for Dirac dispersions to arbitrary two-band systems and establish the general
requirements for its efficient implementation. We further discuss its sensitivity to various non-
homogeneous perturbations including disorder potentials and the effect of external static magnetic
and electric fields. Our general statements are verified for a number of exemplary Hamiltonians,
whose phase-coherent dynamics are studied both analytically and numerically. The Hamiltonians
considered can be used to describe the low-energy properties of systems as diverse as cold atom-
optics setups, direct band gap semiconductors or (mono- or bilayer) graphene. We discuss the
consequences of many-body effects at a qualitative level, and consider the protocol feasibility in
state-of-the-art experimental setups.
I. INTRODUCTION
After a slow start, the physics of time-reversal made
rapid progress during the last 30 years. While physi-
cists like Boltzmann [1] and Loschmidt [2] were argu-
ing about time-reversal and entropy increase already in
the 19th century, and Eddington [3] later coined the ex-
pression “arrow of time” in this context, the only time-
reversal protocol realized – and later technically exploited
– before the 1990s was Hahn’s spin echo, dating back
to 1950 [4]. Its technical developments and benefits,
e.g. in noninvasive imaging of biological tissues, are im-
pressive [5, 6]. The pace increased in the 1990s with a
series of novel time-reversal protocols, so-called “time-
reversal mirrors”. Such time mirrors usually follow a
record-and-play back scheme: the signal from an initial
wave, scattered while traversing a random medium, is
recorded by an array of receiver-emitter antennas posi-
tioned around the scattering region. At a later time the
signal is rebroadcast in a time-reversed fashion, i.e. what
came in last goes out first, and is refocused by the random
medium approximately recreating the original input wave
at the source. Protocols of this kind were developed for
ultrasonic [7], elastic [8], acoustic [9, 10], electromagnetic
[11] and, very recently, water waves [12, 13]. They are
now employed in medicine, material analysis, telecommu-
nication and other fields were wave control is of critical
importance [8, 10, 14, 15].
Their implementation for visible light was complicated
by the lack of available antennas, and nonlinear effects
like three- and four-wave mixing were used for time-
reversal purposes [16, 17]. In 2011, Sivan and Pendry
proposed to circumvent this problem with the use of pho-
tonic crystals, whose spatio-temporal modulation leads
to an inversion of the light propagation direction [18–20].
∗ klaus.richter@ur.de
The concept of a record-and-play back mirror is how-
ever not directly transferable to quantum systems, due
to the nature of the measurement process. Even if theo-
retical scenarios for non-invasive quantum detectors and
emitters were investigated [21, 22], various time-reversal
protocols based on alternative concepts were proposed
for quantum systems over the past ten years, e.g. for the
kicked rotator simulated for a Bose-Einstein condensate
[23, 24] or for magnonic crystals [25, 26]. In the kicked
rotator setup, the time-reversal is induced by a change of
the kicking protocol and is feasible only in a small mo-
mentum range. Magnonic crystals rely instead on diabat-
ically switching on and off a spatially periodic potential,
which couples certain modes with different propagation
directions.
Recently an “instantaneous time mirror”, i.e. a new
form of a classical time mirror circumventing the mea-
surement process, was implemented [27]. Here the prop-
agation of gravity-capillary water waves is inverted by a
short and homogeneous perturbation, specifically a ver-
tical acceleration of the water bath. The resulting gener-
ation of Cauchy sources cause parts of the wave to move
back to their initial position, creating an echo of the orig-
inal signal. Besides not requiring any recording, such
an homogeneous, instantaneous time mirror has an ad-
ditional advantage: it is effective nearly independent of
the shape and the position of the initial wave.
Instantaneous time-reversal protocols for quantum sys-
tems based on fast homogeneous pulses were recently pro-
posed [28, 29]. The non-linear protocol of Ref. [29] and
generalizations [30] are designed for systems obeying a
non-linear Schro¨dinger equation, such as atomic Bose-
Einstein condensates in optical traps. The Quantum
Time Mirror (QTM) of Ref. [28] was instead put forward
for Dirac systems, and relies on pulse-induced oscillations
between upper and lower branches of the Dirac cone, see
Fig. 1. Since each branch is characterized by velocities
of equal magnitude but opposite sign, a transition tuned
such as to convert an initially upper (lower) branch state
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FIG. 1. Mechanism of the Dirac Quantum Time Mirror
(QTM) as used in Ref. [28] and extended here to general two-
band dispersions. By opening a gap in the beforehand linear
band structure, an initial eigenstate (blue band) is split into
a superposition of the upper and lower band and undergoes
Rabi-like oscillations. Depending on the band opening (du-
ration and gap energy) it will end up mainly in the other
(red) band after switching off the gap pulse. Since the group
velocity is exactly opposite in the upper and lower band as
indicated by the colored arrows, the propagation of the state
is inverted and thus effectively time-inverted.
into the lower (upper) branch ideally achieves perfect ve-
locity reversal, leading to an effective propagation “back
in time”. The principle is a generalization of Hahn’s spin
echo mechanism: The latter is based on coherent oscil-
lations in a discrete two-level system, while the QTM
mechanism exploits analogous oscillations in continuous
two-band states. Though there are some advantages in
linear dispersions as discussed below, it is not limited
to them, and the purpose of this paper is to extend the
QTM to general two-band systems. The goal of our in-
depth study is to identify the general requirements for
efficient time-reversal and to characterize their relative
importance and sensitivity to perturbations in non-ideal
settings. Within a single and coherent (quasi-)particle
picture, the approach we follow is rather general, in par-
ticular not tied to certain materials or (quasi-)particle
types, i.e. fermionic or bosonic. We refer to “electron-”
and “hole-like” states to label the upper and lower branch
of an abstract two-band system of unspecified nature.
The paper is organized as follows. In Sec. II, we discuss
the general features that a system needs to fulfill in order
to qualify as a QTM setup. The requirements for a good
echo are formulated from a general standpoint and sum-
marized in Table I. They are then examined in Sec. III
for four classes of systems: (i) a perfect Dirac cone (ii)
two linear but asymmetric bands (iii) hyperbolic and (iv)
parabolic bands with different curvatures. The effects
of perturbations to the ideal QTM Hamiltonian, in the
sense of additional terms e.g. due to disorder or external
electromagnetic fields, are discussed in Sec. IV: first in
general terms (Subsec. IV A), and later for static elec-
tric and magnetic fields (Subsecs. IV B and IV C). The
role of disorder was extensively investigated in Ref. [28],
and will only be briefly recalled here. We qualitatively
address many-body physics in Sec. V, and sum up our re-
sults in Sec. VI. Details of certain calculations are found
in the Appendices.
II. GENERAL MODEL
A. QTM velocity requirements
Take a general two-band system subjected to an homo-
geneous pulse which diabatically couples the bands. Such
a pulse is wavevector conserving, so that any chiral sym-
metric dispersion could qualify as an efficient QTM: Ver-
tical transitions between electron- and hole-like branches
imply exact reversal of the velocity at that given wavevec-
tor value. [31] Actually, the requirement of chiral symme-
try can be relaxed, as it is sufficient for the two branches
to be proportional to each other. We quantify this for
two bands E±k and the corresponding group velocities
v±k = ∇kE±k . (1)
For chiral symmetric linear bands, as considered in
Ref. [28], the magnitude of the velocity is k-independent
and its direction is (anti)parallel to k for positive (neg-
ative) energies. Therefore a pulse-induced transition
E±k → E∓k ensures that all k-modes propagate back and
reach the origin at the same time. This yields a high
fidelity echo at techo ' 2t0, where t0 is the (instanta-
neous) pulse time. The linear and chiral symmetric band
structure is however not a necessary condition for this to
happen. A weaker requirement is
v+k = −ξvv−k , ∀k, (2)
or equivalently
E+k = −ξv E−k + E0, ∀k, (3)
where E0 ∈ R is a constant energy offset and ξv > 0
is a k-independent constant. In this case every k-mode
comes back to the origin at the same time techo, because
the distance traversed before the pulse,
|dk0 | = |v±k t0|, (4)
is the same as the distance |dk1 | covered during time t1 =
ξvt0 after the pulse but in the opposite direction:
dk1 = v
∓
k t1 = −
v±k
ξv
ξvt0 = −dk0 , ∀k. (5)
Equation (3) is for instance fulfilled in a direct
band gap semi-conductor close to the extrema, where
a quadratic expansion in k of the band is justified. If
Eq. (3) does not hold exactly the time-reversal mecha-
nism is still effective, though it distorts the shape of the
initial wave packet with different k-modes returning at
different times. For the remainder of the paper, we as-
sume two-band systems meeting Eq. (3).
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3B. Transition amplitudes and echo time
The echo strength is determined by the efficiency of
the population reversal induced by the homogeneous and
diabatic pulse. For convenience we assume a pulse dura-
tion of the form
f(t) =
{
1 , t0 < t < t0 + ∆t,
0 , otherwise.
(6)
The pulse is switched on and off instantaneously at times
t0 and t0 + ∆t respectively, while staying constant for
its duration ∆t. As discussed in Ref. [28], the precise
pulse shape is not critical for the QTM as long as it is
diabatically activated/deactivated. The form (6) is thus
chosen in order to simplify the analytical calculations.
We consider the following general two-band Hamilto-
nian
H = H0 + f(t)H1, (7)
where
H0 = h
0
0(k)1 + h0(k) · σ, (8)
H1(t) = h
0
1(k)1 + h1(k) · σ, (9)
with σ = (σx, σy, σz)
T and hα = (h
x
α, h
y
α, h
z
α)
T , α = 0, 1.
Unless otherwise specified we work in Fourier space, so
that k is a wave vector and not an operator, while hiα
are real-valued functions of k, whose argument will be
omitted in the following for the sake of shortness. The
eigenstates of H0 are normalized and complex-valued 2-
spinors denoted by |ϕ±k 〉, whose associated wave functions
read
〈r|ϕ±k 〉 = eik·r
(
c↑k±
c↓k±
)
, |c↑k±|2 + |c↓k±|2 = 1. (10)
Their energies are
E±k = h
0
0 ±
√
(hx0)
2 + (hy0)
2 + (hz0)
2. (11)
The eigenstates of the full Hamiltonian H during the
pulse are also 2-spinors of the form (10). They are indi-
cated as |χ±k 〉, and the corresponding eigenenergies are
ε±k = h
0
0 + h
0
1 ± ~Ωk, (12)
with frequency
Ωk =
1
~
|h0 + h1| = 1~
√ ∑
i∈{x,y,z}
(hi0 + h
i
1)
2. (13)
Explicit expressions for |ϕ±k 〉, |χ±k 〉 and the eigenenergies
will be given for various exemplary cases in the following
sections.
During the pulse the transition amplitude |ϕsk〉 →|ϕ−sk 〉 reads
Ak = 〈ϕ∓k | U(t0 + ∆t, t0) | ϕ±k 〉 (14)
with the time evolution operator
U(t0 + ∆t, t0) = exp
(
− i
~
∆t(H0 +H1)
)
. (15)
In terms of the Hamiltonian (7-9), it can be rewritten as
U(t0 + ∆t, t0) = exp
(
− i
~
∆t(h00 + h
0
1)
)
×
(
cos(Ωk∆t)1− i (h0 + h1) · σ~Ωk sin(Ωk∆t)
)
. (16)
Here, we used that for a unit vector n
exp(iαn · σ) = cosα+ in · σ sinα. (17)
Orthonormality of the |ϕ±k 〉 spinors thus yields the tran-
sition amplitude
Ak = e
− i~∆t(h00+h01) −i
~Ωk
sin(Ωk∆t) 〈ϕ∓k | h1 · σ | ϕ±k 〉.
(18)
Splitting h1 into its components parallel (‖) and orthog-
onal (⊥) to h0,
h1 = h
‖
1 + h
⊥
1 (19)
with
h⊥1 · σ | ϕ±k 〉 = h⊥1 | ϕ∓k 〉, (20)
the transition amplitude further simplifies to
Ak = −i h
⊥
1
~Ωk
sin (Ωk∆t) e
− i~∆t(h00+h01), (21)
which is one basic result we will frequently refer to in
this work. In this form, the transition amplitude Ak of
Eq. (21) can be used, as in Ref. [28], to determine the
echo strength for an arbitrary wave packet. For each k
mode building such a wave packet, the velocity inversion
probability – and thus the echo strength – is propor-
tional to |Ak|2. Focusing for the moment on a single
mode, the phase (i.e. the exponential) is thus irrelevant
for determining the QTM’s effectiveness. The latter de-
pends on tuning the pulse duration ∆t so as to maximize
sin (Ωk∆t). The most important term is however the
prefactor |h⊥1 |/(~Ωk) ≤ 1 with frequency
~Ωk =
√
(h⊥1 )2 + (h0 + h
‖
1)
2. (22)
This is easiest to see by choosing without loss of gener-
ality a pseudospin basis such that h0 = (0, 0, h0)
T and
h1 = (0, h
⊥
1 , h
‖
1)
T . Thus, the magnitude of the first pref-
actor in Eq. (21) becomes
|h⊥1 |
~Ωk
=
1√√√√1 +(h0 + h‖1
h⊥1
)2 , (23)
4which is largest (close to one) if |h⊥1 |  |h0 +h‖1|. Essen-
tially, Eq. (23) signifies that the orthogonal component
of the pulse h⊥1 should be the dominant energy scale of
the problem, since it is the term that induces transitions
between electron- and hole-like branches of the spectrum.
The results of the discussion thus far are summarized in
Table I.
Requirement for
H0 a) ∇kE+k = −ζv∇kE−k
H1 b) h1 ' h⊥1 , i.e. h‖1  h⊥1
wave packet ψ0
c) |h⊥1 |  |h0(k)|, ∀k relevant in ψ0
d) | sin(Ωk∆t)| ≈ 1, ∀k relevant in ψ0
TABLE I. Summary of requirements for an effective QTM.
Requirements a) and b) concern the general form of the
Hamiltonian, including the external driving. They are nec-
essary, though alone do not guarantee echoes with high fideli-
ties. For the latter the additional conditions c) and d) need
to be fulfilled, which also involve the form of the wave packet
to be effectively time-mirrored.
We conclude this part by discussing further details of
Eq. (21). First, the phase factor e−
i
~∆t(h
0
0+h
0
1) could lead
to dephasing of a wave packet consisting of different k-
modes, since here h00 and h
0
1 are in general functions of k.
However, if the velocity requirement (3) or equivalently
a) in Tab. I is met and ∂(h00 + h
0
1)/∂k = ξh∂E
±
k /∂k,
where ξh ∈ R is a k-independent constant, the phase
will only cause a slight adjustment of the echo time techo.
We will see this explicitly in the examples below. These
conditions and the expression
techo = (1 + ξv) t0 + (1 + ξhξv) ∆t (24)
for the general echo time are derived in App. A.
Second, the echo time generally depends on the ge-
ometries of the two bands and of the initial wave packet
as well. In particular, if the latter consists of a mixture
of electron- and hole-like states, two echoes will arise if
the energy branches are not symmetric, i.e. when one
is steeper [“faster”, see Eq. (2)] than the other. States
which have switched from the “slow (fast)” to the “fast
(slow)” branch will cause the first (second) echo.
Third, the term sin (Ωk∆t) is responsible for a subtle
effect, namely a splitting of the reflected wave packet in
the long-pulse duration limit. We discuss this in detail
in Sec. III A.
III. QTMs FOR VARIOUS CLASSES OF BAND
DISPERSIONS
We put to the test the general formulas from Sec. II by
considering systems with linear, hyperbolic and parabolic
bands. For numerical reasons, we only consider one- and
two-dimensional systems in this section, although the
general results above are also valid in three dimensions.
A. QTM for ideal Dirac bands
First, let us consider the Dirac QTM put forward in
Ref. [28], and extend its discussion to the yet unexplored
regime of long pulses. By this we mean pulses whose
duration ∆t is long compared to certain internal time
scales of a propagating wave packet – to be defined below
– though their switch on and off procedures stay diabatic.
1. Preliminaries
Take a Dirac Hamiltonian with a pulsed mass gap [28]
H = ~vFk · σ + f(t)Mσz = H0 + f(t)H1. (25)
The time-dependence is as in Eq. (6) and k = (kx, ky, 0).
The eigenenergies are
H0 → E±k = ±~vF k, (26)
H → ε±k = ±M
√
1 + κ2, (27)
with κ = E+k /M . Furthermore h
0
0 = h
0
1 = 0 implies
~Ωk = ε+k . (28)
The H0 eigenvectors read
|ϕ±k 〉 =
1√
2
(
1
±eiθk
)
|k〉, (29)
with θk the polar angle of k. Thus, the pulse is such
that h1 ⊥ h0, i.e. h1 = h⊥1 , and meets condition b) in
Sec. II B. The transition amplitude (21) becomes
Ak = − i√
1 + κ2
sin
(
M∆t
~
√
1 + κ2
)
, (30)
having used that h⊥1 = M . Condition c) from Sec. II B
yields
|h1|⊥  |h0| ⇔ M  E+k ⇔ κ 1. (31)
Since the bands are symmetric (ξv = 1) and lack
pseudospin-independent terms (ξh = 0) the echo time is
techo = 2t0 + ∆t. (32)
2. Long pulse durations
A sufficiently long ∆t reveals the true nature of the fac-
tor sin (Ωk∆t) in the transition amplitude (21), namely
that of a superposition of two plane wave states 〈r|χ±k 〉
belonging to the full Hamiltonian (7). Such states, into
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FIG. 2. Motion of the wave packet for such long pulse durations that it splits significantly during the pulse (∆t|v+k |  1/∆k).
After switching on the pulse (t > t0), the wave packet separates into two partial wave packets (mid panel), because its support
lives in both bands which have opposite velocity directions. After switching off the pulse, each partial wave packet splits
again. Since they are separated, no interference of the ”reflected states“ takes places, which was responsible for the strong
∆t-dependence of the echo in the small ∆t case. Instead two distinct echoes are expected.
which a given H0 initial mode 〈r|ϕ±k 〉 is decomposed
during the pulse, propagate with opposite velocity and
eventually lead to a splitting of the initial wave packet,
see Fig. 2. For a short ∆t the two counter-propagating
components of the wave packet still overlap and inter-
fere, which yields the oscillatory behavior of the echo
strength as a function of ∆t, see Fig. 3(b). In the long
∆t limit however the counter-propagating components
separate, coalescing into two separate wave packets mov-
ing away from each other. Their components 〈r|χ±k 〉 are
decomposed back into H0 modes 〈r|ϕ±k 〉 when the pulse
is switched off, so that two distinct time-mirrored wave
packets move back to the origin and result in two echo
peaks, see red and yellow curves in Fig. 3(a). [32] Quanti-
tatively, given a wave packet with reciprocal space width
∆k centered around k = k0, it is shown in App. B that
if Ωk is smooth over the scale ∆k the distinct echo times
are
t±peak = 2t0 + ∆t
(
1± κ0√
1 + κ20
)
, (33)
where κ0 = |E±k0 |/M . The amplitude of each peak is ex-
actly half the best achievable echo, obtained when the
sine factor in Eq. (30) equals one. Yet, if the two time-
reversed wave packets still overlap, the strongest echo
remains at techo = 2t0 + ∆t = (t
+
peak + t
−
peak)/2. On
the contrary, for larger ∆t the overlap decreases and the
two equivalently strong echo peaks are resolved. In ob-
taining Eq. (33) we also neglected the spreading of the
wave packet during the pulse ∆t, which numerics show
indeed to be irrelevant in the parameter range that we
will consider.
Figure 3 shows explicit results for an initially Gaussian
wave packet of the form
ψ0(k) =
1√
2pi∆k
exp
(
− (k− k0)
2
2∆k2
)(
1
eiθk
)
, (34)
whose real space magnitude is
|ψ0(r)| = ∆k√
pi
exp
(
−|r|
2∆k2
2
)
. (35)
The time-evolution of the initial wave packet is performed
using the ”Time-dependent quantum transport“ (TQT)
package [33]. The time-evolution operator is expanded
in Chebychev polynomials. To avoid spurious fermion-
doubling problems, which arise when discretizing linear
dispersions, momentum (position) operators are applied
to the state in momentum (real) space by (inverse) fast
Fourier transformations of the wave function. TQT is
employed for all simulations throughout this paper.
The relative energy parameter is chosen to be
κ0 = ~vF |k0|/M = 0.4. The wave packet width is narrow
in k-space and taken as ∆k = k0/8 here and in the rest of
the paper. Pulses are long (short) if ∆t () ∆x/2|v±k |
for all k modes building up the wave packet of Eq. (34),
where ∆x = 1/∆k is the real space width of the Gaussian
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 1/∆k).
After switching on the pulse (t > t0), the wave packet separates into two partial wave packets (mid panel), because its support
lives in both bands which have opposite velocity directions. After switching off the pulse, each partial wave packet splits
again. Since they are separated, no interference of the ”reflected states“ takes places, which was responsible for the strong
∆t-dependence of the echo in the small ∆t case. Instead two distinct echoes are expected.
which a given H0 initial mode 〈r|ϕ±k 〉 is decomposed
during the pulse, propagate with opposite velocity and
eventually lead to a splitting of the initial wave packet,
see Fig. 2. For a short ∆t the two counter-propagati g
components of the wave pa ket still overlap and inter-
fere, which yields the oscillatory behavior of the echo
strength as a function of ∆t, s e Fig. 3(b). In the long
∆t limit however the coun er-propagating components
separate, coalescing int two separate wave packets mov-
ing away fr m each other. Their components 〈r|χ±k 〉 are
decomposed back into H0 modes 〈r|ϕ±k 〉 when the pulse
is switched off, so that two distinct time-mirrored wave
packets mov back to the origin and result in two echo
peaks, see red and yellow curves in Fig. 3(a). [32] Quanti-
tatively, given a wave packet with reciprocal space width
∆k centered around k = k0, it is shown in App. B that
if Ωk is smooth over the scale ∆k the distinct echo times
are
t±peak = 2t0 + ∆t
(
1± κ0√
1 + κ20
)
, (33)
where κ0 = |E±k0 |/M . The amplitude of each peak is ex-
actly half the best achievable echo, obtained when the
sine factor in Eq. (30) equals one. Yet, if the two time-
reversed wave packets still overlap, the strongest echo
remains at techo = 2t0 + ∆t = (t
+
peak + t
−
peak)/2. On
the contrary, for larger ∆t the overlap decreases and the
two equivalently strong echo peaks are resolved. In ob-
taining Eq. (33) we also neglected the spreading of the
wave packet during the pulse ∆t, which numerics show
indeed to be irrelevant in the parameter range that we
will consider.
Figure 3 shows explicit results for an initially Gaussian
wave packet of the form
ψ0(k) =
1√
2pi∆k
exp
(
− (k− k0)
2
2∆k2
)(
1
eiθk
)
, (34)
whose real space magnitude is
|ψ0(r)| = ∆k√
pi
exp
(
−|r|
2∆k2
2
)
. (35)
The time-evolution of th initial wave packet is p rform
usi g the ”Time-dependent quantum transport“ (TQT)
package [33]. The time-evolution operator is expanded
in Chebychev polynomials. To avoid spurious fermion-
doubling problems, which arise when discretizing linear
dispersions, momentum (position) operators are applied
to the state in momentum (real) space by (inverse) fast
Fourier transformations of the wave function. TQT is
employed for all simulations throughout this paper.
The relative energy parameter is chosen to be
κ0 = ~vF |k0|/M = 0.4. The wave packet width is narrow
in k-space and taken as ∆k = k0/8 here and in the rest of
the paper. Pulses are long (short) if ∆t () ∆x/2|v±k |
for all k modes building up the wave packet of Eq. (34),
66
t/t0
0
0.2
0.4
0.6
0.8
1
C(
t)
∆tM/~
1.45
51.0
71.5
91.9
180
t−peak
t+peak
C
0
0.2
0.4
0.6
0.8
1
∆tM/~
0 0.5 1 1.5 2 2.5 3 3.5 0 50 100 150 200
max
t
Cs(t)
Cs(2t0 + ∆t)
Ca(2t0 + ∆t)
Ca(t+peak)
(a) (b)
FIG. 3. Echo in ideal Dirac bands with long pulse duration ∆t. (t0 = 200~/M) (a) Correlation plotted for different values of
∆t such that the sine becomes one (only maximal values), i.e. M∆t/~
√
1 + κ20 = (2n+ 1)pi/2 with n ∈ N0. For higher ∆t, the
echo (peak in correlation) appears later. At around ∆t = 90~/M two peaks arise (red) due to the splitting of the wave packet
during the pulse. Therefore two separate wave packets are going back to the initial position. The splitting becomes more and
more pronounced for even higher ∆t. (b) Peak values and the values at t = 2t0 + ∆t of the correlation, where Cs and Ca
denote the correlations obtained by simulation and analytics, respectively. The black line shows results obtained by simulation,
where the maximum value of the correlation for each simulation is extracted. The oscillations vanish when the wave packets
split significantly during the pulse. The cyan triangles show again simulation results, but instead of taking the maximum, the
correlation at t = 2t0 +∆t is plotted (only envelopes). It fits very well the expected curve (dark blue, only maxima) of Eq. (40).
Finally, the red line shows the analytical expected echo of Eq. (41) at tpeak = 2t0 + ∆t+ t2, which matches well the simulation
data for large ∆t.
wave packet. This condition ensures the separation (over-
lap) of the counter-propagating sub-wave packets shown
in the central panel of Fig. 3. As a measure of the echo
strength we employ the density correlator [28]
C(t) =
∫
d2r |ψ(r, 0)||ψ(r, t)|. (36)
The approximations which lead to Eq. (33) now yield
|ψrefl(r, t)| ≈ ∆k√
pi
1√
1 + κ20
∣∣∣∣∣ ∑
l=±1
l
2
eil∆tε+(k0)/~
× exp
(
− (r+ vF kˆ0(t0 − t
′ − lt2))2∆k2
2
)∣∣∣∣∣. (37)
for the density after the pulse, t = t0 + ∆t + t
′, which
has undergone the transition to the other band. The unit
vector in the direction of k0 is denoted kˆ0, and a simi-
lar convention will be used throughout this work. The
term sin (Ωk∆t) was rewritten in exponential form, and
spreading during the pulse duration was neglected, as
appropriate for narrow wave packets ∆k  k0.
For the analytical estimation of the maximal echo
strength, we consider only ∆t ε+k0/~ = (2n+ 1)pi/2, with
n ∈ N0, such that
leil∆t ε
+
k0
/~ = i sin[(2n+ 1)pi/2] = ±i (38)
for both values l = ±1. Furthermore, we limit ourselves
to the 1D line along the propagation direction of the wave
packet center of mass, which we choose as the x-axis:
C(t) =
∫
dx |ψ0(x)||ψ(x, t)|
=
∆k√
pi
1
2
√
1 + κ20
∑
l=±1
∫
dxe−
∆k2
2 (x
2+(x+vF (t0−t′−lt2))2)
=
1
2
√
1 + κ20
∑
l=±1
exp
(
−∆k
2v2F
4
(t0 − t′ − lt2)2
)
.
(39)
At the symmetric echo time t = 2t0 +∆t, i.e. t
′ = t0, the
correlator reads
C(2t0 + ∆t) = 1√
1 + κ20
exp
(
−∆k
2v2F∆t
2
4
κ20
1 + κ20
)
.
(40)
At the return times of the two split wave packets, t =
t±peak, i.e. t
′ = t0 ± t2, one has instead
C(t±peak) =
1
2
√
1 + κ20
(
1 + exp
(
−∆k2v2F∆t2
κ20
1 + κ20
))
,
(41)
which becomes larger than C(2t0 + ∆t) in Eq. (40) for
large enough ∆t.
Figure 3(a) shows the numerically computed density
correlator (36) for different pulse lengths. As expected,
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where ∆x = 1/∆k is the real space width of the Gaussian
wave packet. This condition ensures the separation (over-
lap) of the counter-propagating sub-wave packets shown
in the central panel of Fig. 3. As a measure of the echo
strength we employ the density correlator [28]
C(t) =
∫
d2r |ψ(r, 0)||ψ(r, t)|. (36)
The approximations which lead to Eq. (33) now yield
|ψrefl(r, t)| ≈ ∆k√
pi
1√
1 + κ20
∣∣∣∣∣ ∑
l=±1
l
2
eil∆tε+(k0)/~
× exp
(
− (r+ vF kˆ0(t0 − t
′ − lt2))2∆k2
2
)∣∣∣∣∣. (37)
for the density after the pulse, t = t0 + ∆t + t
′, which
has undergone the transition to the other band. The unit
vector in the direction of k0 is denoted kˆ0, and a simi-
lar conve tion will be used throughout this work. The
term si (Ωk∆t) as rewritten in exp nential form, and
spreading during the pulse duration was eglected, s
ap ropriate for arrow wave packets ∆k  k0.
For the analytical estimation of the maximal echo
strength, we consider only ∆t ε+k0/~ = (2n+ 1)pi/2, with
n ∈ N0, such that
leil∆t ε
+
k0
/~ = i sin[(2n+ 1)pi/2] = ±i (38)
for both va ues l = ±1. Furthermore, we limit ourselves
to the 1D line along the propagation direction of the wave
packet center of mass, which we choose as the x-axis:
C(t) =
∫
dx |ψ0(x)||ψ(x, t)|
=
∆k√
pi
1
2
√
1 + κ20
∑
l=±1
∫
dxe−
∆k2
2 (x
2+(x+vF (t0−t′−lt2))2)
=
1
2
√
1 + κ20
∑
l=±1
exp
(
−∆k
2v2F
4
(t0 − t′ − lt2)2
)
.
(39)
At the symmetric echo time t = 2t0 +∆t, i.e. t
′ = t0, the
correlator reads
C(2t0 + ∆t) = 1√
1 + κ20
exp
(
−∆k
2v2F∆t
2
4
κ20
1 + κ20
)
.
(40)
At the return times of the two split wave packets, t =
t±peak, i.e. t
′ = t0 ± t2, one has instead
C(t±peak) =
1
2
√
1 + κ20
(
1 + exp
(
−∆k2v2F∆t2
κ20
1 + κ20
))
,
(41)
which becomes larger than C(2t0 + ∆t) in Eq. (40) for
large enough ∆t.
Figure 3(a) shows the numerically computed density
correlator (36) for different pulse lengths. As expected,
for small ∆t the echo is at techo = 2t0 + ∆t, while for
large ∆t, e.g. ∆t = 90~/M the splitti of the mirrored
wave packet is obvious, and increases for larger ∆t.
7We plot single correlator values (“echo strength”) for
each simulation as a function of ∆t in Fig. 3(b). The
black line and cyan triangles respectively show the sim-
ulated data with TQT of the maximal value of C(t),
and C(2t0 + ∆t) (only minimal and maximal envelopes
to avoid overcrowding the figure). For small ∆t they
match perfectly, but at ∆t & 60~/M deviations show up.
The blue and red lines show the corresponding analyt-
ical estimations of C(2t0 + ∆t), Eq. (40), and C(t±peak),
Eq. (41), respectively. As expected from the previous
discussion, the former catches the short time behavior
(∆t  ∆k/2|v±k |), the latter the long time one, when
the initial wave packet has split (∆t  ∆k/2|v±k |). In
both cases the agreement with the numerics is excellent.
These results can be of experimental interest, since for
long ∆t the QTM is not affected by pulse length fluc-
tuations, as opposed to the small-∆t regime. Further-
more, the long-∆t behavior is universal and applies to
any band structure qualifying for time-mirroring, in par-
ticular those to be studied in Secs. III B, III C and III D.
However, in order not to overburden the following dis-
cussions, from now on we will focus on short pulses only.
B. Asymmetric linear bands
Let us look at the QTM in a linear but chiral asymmet-
ric band structure, as shown in Fig. 4(a). This is meant
to be a toy model to show the effect of different velocities
in the two bands.
The Hamiltonian reads
H0 =
a+ − a−
2
|k|1 + a
+ + a−
2
k · σ
=
(
a+−a−
2 |k| a
++a−
2 (kx − iky)
a++a−
2 (kx + iky)
a+−a−
2 |k|
)
, (42)
with a± > 0 and eigenenergies
E±k =
(
a+ − a−
2
± a
+ + a−
2
)
|k|,
E+k = a
+|k|,
E−k = −a−|k|. (43)
Since the structure of the Hamiltonian is the same as
in Eq. (25), except for the additional k-dependent term
on the diagonal (∝ 12×2), the eigenvectors |ϕk±〉 are still
given by Eq. (29). The transition operator is again σz,
independently of k, and the pulse is taken as
H1 = Mσz. (44)
With M  a±|k0| and a narrow wave packet peaked at
k0, the conditions a), b) and c) in Tab. I are fulfilled.
The Rabi-type frequency differs slightly from the chiral
symmetric case and reads
~Ωk = M
√
1 + κ˜2, (45)
where κ˜ = a
++a−
2 k/M . Furthermore, the transition am-
plitude acquires an additional phase from to the terms
∝ 1 in Eq.(42),
Ak = −i 1√
1 + κ˜2
sin
(
M∆t
~
√
1 + κ˜2
)
e−
i
~∆t(a
+−a−)k.
(46)
As discussed in Sec. II B and App. A, this additional
phase shifts the echo time. The latter now reads
techo =
(
1 +
as
a−s
)
t0 +
(
1 +
a+ − a−
2a−s
)
∆t+O(∆k∆t),
(47)
where s = ± denotes the band occupied by the initial
wave packet.
The characteristics of the QTM for asymmetric Dirac
bands are shown in Fig. 4, panels (b), (c) and (d). The
initial wave packet is launched without loss of generality
into the electron-like band (s = +). The most impor-
tant difference compared to the chiral symmetric case is
clearly visible in Fig. 4(b): the fraction a−/a+ deter-
mines the echo time. Here a−/a+ = 2, meaning that the
magnitude of the initial wave packet velocity is half that
after the pulse, and thus techo ' 1.5t0 rather than 2t0.
The initial energy E+k0 is varied between 0.2M and 0.8M ,
causing corresponding variations in the echo strength.
The wave packet width in k-space is ∆k = k0/8. The
echo strength C(techo) is shown in panel (c) as a func-
tion of the initial wave packet energy E+k0 = a
+k0 (with
∆t = 1.8~/M , a− = 2a+), and in the upper half of panel
(d) as a function of ∆t (E+k0 = 0.4M , a
− = 3a+). Here
and in the rest of the paper, “analytics sm” indicates an-
alytical results valid for a single mode, and means that
the echo strength is approximated by the modulus of the
transition amplitude at the mean wave vector k0, Ak0 .
On the other hand, “analytics wp” indicates results that
take into account the transition amplitudes Ak of the
different modes in the wave packet, following Ref. [28].
For comparison, the black dashed line in panel (c) in-
dicates the (analytical) echo strength for the chiral sym-
metric Dirac setup, i.e. a− = a+. The lower half of panel
(d) shows the echo time techo as a function of the pulse
duration. Analytics and numerics are in excellent overall
agreement. In particular, the slight increase of techo as
a function of ∆t matches perfectly the expected depen-
dence given by Eq. (47),
techo =
4
3
t0 +
2
3
∆t. (48)
This simple example shows explicitly that in linear
bands the magnitude of the electron- and hole-like veloc-
ities do not have to be equal for the QTM to work effec-
tively. The only asymmetry-induced effect is a change in
techo. In the following we will perform a similar analysis
of the QTM by furthermore allowing different velocities
for each k mode – a result of considering non-linear band
dispersions.
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FIG. 4. (a) Example of the band structure of the Hamiltonian in Eq. (42) for a+ > a−. (b) The correlation of Eq. (36)
for different wave packet energies starting in the positive energy branch for an arbitrarily chosen pulse length such that
M∆t/~ = 1.8. The Hamiltonian parameters are a− = 2a+, which is why the velocity after the transition is twice as large and
the echo takes place already at t = 1.5t0. The different decay rates of the correlation are due to different wave packet widths
given by the relation ∆k = k0/8, where ∆k is the width of wave packet in reciprocal space. (c) Echo strength as a function
of the initial energy a+k0 relative to the pulse strength M . The simulation (black dots) is compared to the modulus of the
transition amplitude of Eq. (46) (blue). The deviations are due to the finite width of the wave packet as above in the graphene
case. The black dashed line shows analytically the case of symmetric bands, i.e. a− = a+. (d) Dependence of echo time (below)
and echo strength (above) on the pulse duration ∆t for fixed M , both matching very well the expectation.
techo. In the following we will perform a similar analysis
of the QTM by furthermore allowing different velocities
for each k mode – a result of considering non-linear band
dispersions.
C. Hyperbolic bands
1. Mass gap pulse
Take a hyperbolic band structure described by
H = ~vFk · σ +mσz + f(t)Mσz = H0 + f(t)H1 (49)
with constant and time-dependent components of the
mass gap, denoted respectively m and M . The eigenen-
ergies of H0 are
E±k = ±m
√
1 + κ2m (50)
with κm = ~vF k/m. The system is chiral symmetric, the
velocity fulfills v±k = −v∓k ∀k and thus the requirement
of Sec. II A with ξv = 1. Due to the lack of diagonal terms
in H we have ξh = 0, and therefore expect the echo to
take place at techo = 2t0 + ∆t ' 2t0 as in the (short
pulse) symmetric Dirac case. This holds irrespective of a
qualitative difference with the latter scenario: The wave
packet now spreads due to different k-mode velocities.
Such a spreading is however undone by the QTM, since
both slow and fast modes make (vertical) transitions to
the corresponding velocity-inverted slow and fast modes:
The latter, which left the former behind in the “forward”
time-evolution before the pulse, will catch up with them
again on the “backward” time-evolution after the QTM
has acted. Spreading has therefore no effect on the echo
strength.
There is however a further difference with linear bands
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with constant and time-dependent components of the
mass gap, denoted respectively m and M . The eigenen-
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with κm = ~vF k/m. The system is chiral symmetric, the
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that does matter for the echo strength, namely the dif-
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FIG. 5. (a) Hyperbolic band structure of the Hamiltonian H0 in Eq. (49) with the eigenstates pseudospin structure color-coded.
(b) Visualization of the transitions on the Bloch sphere which are induced by the mass gap pulse in both linear and hyperbolic
band structures. For simplicity, we choose a certain direction of k, here k = (k, 0, 0). Parts of the Bloch sphere highlighted in
blue (red) are those visited by the positive (negative) helicity eigenspinor while varying k ∈ R+. For linear bands the eigenspinor
is located in the equatorial plane ∀k, which implies that changing k does not change its direction (single points on the Bloch
sphere). This is not the case for the hyperbolic bands, where varying k leads to a change of the eigenspinor direction (meridian
arcs on the Bloch sphere), as shown in panel (a). The pulse Hamiltonian H1 = Mσz (orange vertical arrow) leads to a rotation
of the states in the Bloch sphere (orange curved arrow), analogous to a magnetic field for spins. While for linear bands the
eigenstate can be mapped to the according eigenstate with negative energy for any k (see a)), this is only possible for large k
in the hyperbolic case (lower curved orange arrow). For small k compared to the initial gap M0, the pulse Hamiltonian does
not lead to a perfect mapping to the opposed eigenstate (upper curved orange arrow), but to a superposition, which diminishes
the echo, compare Fig. 6(a).
that does matter for the echo strength, namely the dif-
ferent H0 eigenstates’ structure:
|ϕ±k 〉 =
1
√
2
√
1 + κ2m ±
√
1 + κ2m
(
1±√1 + κ2m
κm e
iθk
)
|k〉.
(51)
In massless Dirac dispersions, σz represents the |ϕ±k 〉 ↔
|ϕ∓k 〉 transition operator independently of k, while now
this holds only for κm  1, see Fig. 5(a). As shown in
Fig. 5 (b), for smaller wave vectors the spinors of Eq. (51)
progressively align with the z-direction, and for κm = 0
they coincide with the σz eigenspinors (1, 0) and (0, 1)
as evident from Eq. (49). At κm = 0 the transition op-
erator is then a linear combination of σx and σy. As a
consequence, depending on the initial wave packet en-
ergy, different pulse Hamiltonians H1 satisfy condition
b) from Sec. II B. The σz pulse appearing in Eq. (49) will
thus yield good echoes only away from the κm = 0 point.
Denoting the total gap during the pulseM = m+M ,
and κ = ~vF k/M, one has
~Ωk =M
√
1 + κ2 (52)
h⊥1 = M〈ϕ−∓k | σz | ϕ±k 〉 = −M
κm√
1 + κ2m
= −M κ√
m2
M2 + κ
2
, (53)
which leads to the transition amplitude
Ak = i
κ√
m2
M2 + κ
2
M
M
1√
1 + κ2
sin
(M∆t
~
√
1 + κ2
)
.
(54)
Fig. 6(a) shows the echo strength of a Gaussian wave
packet with a k-space width of ∆k = k0/8, plotted as a
function of κ. The approximate analytical result |Ak0 |
(red), with the transition amplitude (54), is compared
with the numerical simulation (black). Since the wave
packet is narrow in k-space the match is very good. The
mass gaps are chosen such that m = 0.3M , while the
pulse duration is set arbitrarily to ∆t = 1.4~/M . The
symmetric Dirac cone case is shown for comparison, cor-
responding in this setup to m = 0, M = M. The most
pronounced difference is the decreasing echo signal as
κ → 0 for the hyperbolic Hamiltonian (49) – recall that
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not lead to a perfect mapping to the opposed eigenstate (upper curved orange arrow), but to a superposition, which diminishes
the echo, compare Fig. 6(a).
ferent H0 eigenstates’ structure:
|ϕ±k 〉 =
1
√
2
√
1 + κ2m ±
√
1 + κ2m
(
1±√1 + κ2m
κm e
iθk
)
|k〉.
(51)
In massless Dirac dispersions, σz represents the |ϕ±k 〉 ↔
|ϕ∓k 〉 transition operator independently of k, while now
this holds only for κm  1, see Fig. 5(a). As shown in
Fig. 5 (b), for smaller wave vectors the spinors of Eq. (51)
progressively align with the z-direction, and for κm = 0
they coincide with the σz eigenspinors (1, 0) and (0, 1)
as evident from Eq. (49). At κm = 0 the transition op-
erator is then a linear combination of σx and σy. As a
consequence, depending on the initial wave packet en-
ergy, different pulse Hamiltonians H1 satisfy condition
b) from Sec. II B. The σz pulse appearing in Eq. (49) will
thus yield good echoes only away from the κm = 0 point.
Denoting the total gap during the pulseM = m+M ,
and κ = ~vF k/M, one has
~Ωk =M
√
1 + κ2 (52)
h⊥1 = M〈ϕ−∓k | σz | ϕ±k 〉 = −M
κm√
1 + κ2m
= −M κ√
m2
M2 + κ
2
, (53)
which leads to the transition amplitude
Ak = i
κ√
m2
M2 + κ
2
M
M
1√
1 + κ2
sin
(M∆t
~
√
1 + κ2
)
.
(54)
Fig. 6(a) shows the echo strength of a Gaussian wave
packet with a k-space width of ∆k = k0/8, plotted as a
function of κ. The approximate analytical result |Ak0 |
(red), with the transition amplitude (54), is compared
with the numerical simulation (black). Since the wave
packet is narrow in k-space the match is very good. The
mass gaps are chosen such that m = 0.3M , while the
pulse duration is set arbitrarily to ∆t = 1.4~/M . The
symmetric Dirac cone case is shown for comparison, cor-
responding in this setup to m = 0, M = M. The most
pronounced difference is the decreasing echo signal as
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FIG. 6. (a) Echo strength as a function of the ratio between mean wave number and total gap, ~vF k0/M, with a pulse
duration ∆t = 1.8~/M . The simulation (black crosses) is compared to the modulus of the transition amplitude of Eq. (54) for
the single mode k0 (red). (b) Comparison of the simulated data for the echo strength with the analytical expected strength
given by the transition amplitude (again single mode) in Eq. (58) as a function of the ratio of the mean wave number of the
wave packet and the pulse amplitude ~vF k0/M1, which shows a good agreement in both cases.
|ϕ±k 〉 become σz eigenstates at κ = 0 so that H1 does
not induce any transition. Furthermore, the hyperbolic
setup echo is always smaller than the Dirac cone one.
This is due to the smaller relative size of the pulse energy
compared to the initial one, respectively M and (approx-
imately) E+k0 from Eq. (50), and is reflected in the term
M
M in Eq. (54).
2. σx- and σy-pulse
Since a mass gap pulse σz loses efficiency for κm → 0,
let us consider a different form of the pulse Hamiltonian
H1:
H = ~vFk · σ +mσz + f(t) Λσx. (55)
For sake of definiteness we chose H1 ∝ σx. Instead
of opening a gap, this pulse shifts the band, kx →
kx+f(t)Λ/~vF , while an orthogonal pulseH1 ∝ σy would
analogously shift ky. More generally, any linear combi-
nation H1 ∝ ασx + βσy, α, β ∈ R could be chosen. From
Eq. (55) one has
~Ωk = Λ
√
κ2 +
m2
Λ2
+ 2κx + 1, (56)
h⊥1 = Λ〈ϕ∓k | σx | ϕ±k 〉 =
Λ
κ
(
κx√
1 + κ2m
∓ iκy
)
,(57)
where κ = ~vF k/Λ > 0, κi = ~vF ki/Λ ∈ R, i = x, y, and
κm = ~vF k/m > 0 as before. The transition amplitude
then reads
Ak = −i
κx√
1+κ2m
∓ iκy
κ
√
κ2 + m
2
Λ2 + 2κx + 1
sin (Ωk∆t) , (58)
and analogous formulas for a σy-pulse are obtained by ex-
changing x ↔ y in Eqs. (56-58). In contrast to previous
cases, the transition amplitude is now direction depen-
dent. This reflects the preferred direction defined by the
σx-pulse choice, kx → kx + f(t)Λ/~vF , and implies that
the wave packet propagation direction becomes impor-
tant. Equivalently, one can fix a certain propagation di-
rection for the wave packet and consider pulses pointing
in different directions – in particular, the two orthogonal
ones x and y. This is done in Fig. 6(b), which shows
the κ-dependence of the echo strength for a σx- and σy-
pulse acting on a Gaussian wave packet moving along
kˆ0 = (−kˆx + kˆy)/
√
2. Blue dots and green squares show
simulation results respectively for a σx- and σy-pulse.
The simulation parameters are ∆t = 1.4~/Λ, m = 0.3Λ,
and a wave packet width of ∆k = k0/8. The light blue
and light green solid lines are the corresponding analytics
from Eq. (58) – in the latter case with x↔ y. Notice that
the anisotropy of the present setup would diminish the
echo of radially propagating wave packets, such as the
~-shaped packet from Ref. [28]. However for sufficiently
strong pulses, i.e. such that κ 1, the anisotropic k de-
pendence of the transition amplitude plays a negligible
role – the σx and σy curves converge for κ→ 0.
D. Parabolic bands
To conclude our selection of representative cases, let
us consider a scenario which combines chiral symmetry
breaking, as in Sec. III B, and a k-dependent velocity
within each band, as in Sec. III C. We take a minimal
model of two offset parabolic bands with different curva-
FIG. 6. (a) Echo strength as a function of the ratio between mean wave number and total gap, ~vF k0/M, with a pulse
duration ∆t = 1.8~/M . The simulation (black crosses) is compared to the modulus of the transition amplitude of Eq. (54) for
the single mode k0 (red). (b) Comparison of the simulated data for the echo strength with the analytical expected strength
given by the transition amplitude (again single mode) in Eq. (58) as a function of the ratio of the mean wave number of the
wave packet and the pulse amplitude ~vF k0/M1, which shows a good agreement in both cases.
κ → 0 for the hyperbolic Hamiltonian (49) – recall that
|ϕ±k 〉 become σz eigenstates at κ = 0 so that H1 does
not induce any transition. Furthermore, the hyperbolic
setup echo is always smaller than the Dirac cone one.
This is due to the s aller relative size of the pulse energy
compared to the initial one, respectively M and (approx-
imately) E+k0 from Eq. (50), and is reflected in the term
M
M in Eq. (54).
2. σx- and σy-pulse
Since a mass gap pulse σz loses efficiency for κm → 0,
let us consider a different form of the pulse Hamiltonian
H1:
H = ~vFk · σ +mσz + f(t) Λσx. (55)
For sake of definiteness we chose H1 ∝ σx. Instead
of opening a gap, this pulse shifts the band, kx →
kx+f(t)Λ/~vF , while an orthogonal pulseH1 ∝ σy would
analogously shift ky. More generally, any linear combi-
nation H1 ∝ ασx + βσy, α, β ∈ R could be chosen. From
Eq. (55) one has
~Ωk = Λ
√
κ2 +
m2
Λ2
+ 2κx + 1, (56)
h⊥1 = Λ〈ϕ∓k | σx | ϕ±k 〉 =
Λ
κ
(
κx√
1 + κ2m
∓ iκy
)
,(57)
where κ = ~vF k/Λ > 0, κi = ~vF ki/Λ ∈ R, i = x, y, and
κm = ~vF k/m > 0 as before. The transition amplitude
then reads
Ak = −i
κx√
1+κ2m
∓ iκy
κ
√
κ2 + m
2
Λ2 + 2κx + 1
sin (Ωk∆t) , (58)
and analogous formulas for a σy-pulse are obtained by ex-
changing x ↔ y in Eqs. (56-58). In contrast to previous
cases, the transition amplitude is now direction depen-
dent. This reflects the preferred direction defined by the
σx-pulse choice, kx → kx + f(t)Λ/~vF , and i plies that
the wave packet propagation direction bec mes impor-
tant. Equivalently, one an fix a ertain propagatio di-
rection for he wave packet and consider pulses pointing
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the κ-dependence of the echo strength for a σx- and σy-
pulse acting on a Gaussian wave pack t moving along
kˆ0 = (−kˆx + kˆy)/
√
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simulation results esp ctively for a σx- and σy-pulse.
The simulation parameters are ∆t = 1.4~/Λ, m = 0.3Λ,
and a wave packet width of ∆k = k0/8. The light blue
and light green solid lines are the corresponding analytics
from Eq. (58) – in the latter case with x↔ y. Notice that
the anisotropy of the present setup would diminish the
echo of radially propagating wave packets, such as the
~-shaped packet from Ref. [28]. However for sufficiently
strong pulses, i.e. such that κ 1, the anisotropic k de-
pendence of the transition amplitude plays a negligible
role – the σx and σy curves converge for κ→ 0.
D. Parabolic bands
To conclude our selection of representative cases, let
us consider a scenario which combines chiral symmetry
breaking, as in Sec. III B, and a k-dependent velocity
within each band, as in Sec. III C. We take a minimal
model of two offset parabolic bands with different curva-
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FIG. 7. QTM for parabolic bands. (a) Band structure (solid) of the Hamiltonian in Eq. (59) and the individual terms (dashed)
of Eq. (60). (b) Correlation C(t), showing that the echo time changes for going from ”fast“ to ”slow“ band compared to vice
versa, according to Eq. (65). (c) Echo strength C(techo) as a function of the average energy of the wave packet, obtained by
simulation (black crosses), as well as using the transition amplitude of Eq. (68) for the single mode k0 (blue) and for the whole
wave packet (red). The data set with (mostly) smaller values corresponds to a+ = 0.5a− and the data set with the higher
echoes to a+ = 2a−.
tures. In matrix form we write
H0 =
(
a+k2 +m 0
0 −a−k2 −m
)
, (59)
with a± > 0. The upper and lower diagonal entries
describe respectively the upper and lower bands, see
Fig. 7(a), labeled by an abstract pseudospin index. Ex-
panding in Pauli matrices one has
H0 =
a+ − a−
2
k21 +
(
a+ + a−
2
k2 +m
)
σz
= ηk21 +
(
ζk2 +m
)
σz, (60)
with η = a
+−a−
2 and ζ =
a++a−
2 . The velocities in the
two bands are given by
v+(k) = 2a
+k (61)
v−(k) = −2a−k. (62)
The QTM velocity requirement is met with ξv = a
+/a−.
As pulse Hamiltonian we take
H1 = f(t)Λσx, (63)
which fulfills condition b) in Tab. I. Furthermore, the
quadratic k-dependence of h00,
h00 = ηk
2, h01 = 0, (64)
yields ξh = (a
+ − a−)/a+, and the echo time slightly
adjusts according to Eq. (24)
techo =
(
1 +
a+
a−
)
t0 +
(
1 +
a+ − a−
a−
)
∆t. (65)
Figure 7(b) shows the echo times, corresponding to peaks
of the correlator C(t), for QTMs in which the initial and
final wave packets reside respectively on the fast and slow
branches of the spectrum (dashed-dotted line), or vice-
versa (dashed line). The initial (mean) energy relative to
the gap is E0/Λ = 0.75 and ∆tΛ/~ = 1.4. From
h⊥1 = Λ, (66)
~Ωk =
√
Λ2 + (ζk2 +M0)
2
, (67)
one has
Ak = −i e
− i~ηk2∆t√
1 + (ζk2 +M0)
2
/Λ2
× sin
(
Λ∆t
~
√
1 + (ζk2 +M0)
2
/Λ2
)
. (68)
Figure 7(c) shows the echo strength as a function of the
initial (mean) energy E0 of a Gaussian wave packet ini-
tially in the upper band for two different cases of band
curvatures: a+ = 2a− and a+ = 0.5a− (while keeping
ζ fixed). In the former case, the wave packet goes from
the faster to the slower band and in the latter from the
slower to the faster band. The pulse length is in both
cases ∆t = 1.3~/Λ. The curve in panel (c) that decays
faster corresponds to the transition from slower to faster
bands. The reason of the smaller echoes for the same en-
ergies Ek0 in this case (a
+ = 0.5a−) is that the initial k0
(and therefore Ωk0) is larger due to the smaller band cur-
vature than in the other case (a+ = 2a−). Thus, transi-
tion amplitude of Eq. (68) is smaller and the overall echo
is diminished. This could be already seen in Fig. 7(b),
where not only the echo times but also the echo strength
are quite different in the two cases.
FIG. 7. QTM for parabolic bands. (a) Band structure (solid) of t e ilt i i . ( ) t i i i l t r s ( s e )
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panding in Pauli matrices one has
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a+ − a−
2
k21 +
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a+ + a−
2
k2 + σz
= ηk21 +
(
ζk2 +m
)
σz, (60)
with η = a
+−a−
2 and ζ =
a++a−
2 . The velocities in the
two bands are given by
v+(k) = 2a
+k (61)
v−(k) = −2a−k. (62)
The QTM velocity requirement is met with ξv a
+/a .
As pulse Hamiltonian we take
H1 = f(t)Λσx, (63)
which fulfills condition b) in Tab. I. Further ore, the
quadratic k-dependence of h00,
h00 = ηk
2, h01 = 0, (64)
yields ξh = (a
+ − a−)/a+, and the echo ti e slightly
adjusts according to Eq. (24)
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1 + (ζk2 + 0)
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2
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Figure 7(c) shows the echo strength as a function of the
initial (mean) energy E0 of a Gaussian wave packet ini-
tially in the upper band for two different cases of band
curvatures: a+ = 2a− and a+ = 0.5a− (while keeping
ζ fixed). In the former case, the wave packet goes from
the faster to the slower band and in the latter from the
slower to the faster band. The pulse length is in both
cases ∆t = 1.3~/Λ. The curve in panel (c) that decays
faster corresponds to the transition from slower to faster
bands. The reason of the smaller echoes for the same en-
ergies Ek0 in this case (a
+ = 0.5a−) is that the initial k0
(and therefore Ωk0) is larger due to the s aller band cur-
vature than in the other case (a+ 2a−). hus, transi-
tion a plitude of q. (68) is s aller and the overall echo
is di inished. his could be already seen in ig. 7(b),
here not only the echo ti es but also the echo strength
are q ite iffere t i t e t o cases.
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We conclude that good echoes could be achieved in
systems whose Hamiltonians share the qualitative fea-
tures of Eq. (60), e.g. direct gap semiconductors or bi-
layer graphene.
IV. PERTURBATIONS
To deal with perturbations, in particular the effect of
an additional electric or magnetic field, we consider the
QTM protocol from a slightly different point of view,
and rely on concepts belonging to Loschmidt echo theory
[34, 35].
A. Echo fidelity and general approach
A propagation backward in time is mathematically
equivalent to inverting the sign of the Hamiltonian, H →
−H, in the time-evolution operator. For the Hamiltoni-
ans considered thus far, this is effectively achieved by the
QTM, which is nothing other than a population reversal
protocol. In the real world there are however numer-
ous limitations to the practical implementation of such
a program. Even in the absence of interactions – whose
role will be discussed later in Sec. V – it is difficult to
effectively invert the time evolution generated by the full
Hamiltonian H, since not all of its parameters are usually
under complete control or can be tuned in a time-resolved
manner. In practice, the QTM pulse will effectively in-
vert only the time evolution due to a certain part of H,
the one which can be characterized and controlled pre-
cisely. Let us start by taking the latter of the general
form (8)
H0 = h
0
0(k)1 + h0(k) · σ, (69)
and considering the corresponding time evolution from
t = 0 to some time t = t0 + ∆t + t
′ after the pulse.
For the following discussion it is convenient to write the
pseudospin-dependent part as
h0(k) · σ = h0(k) nˆk · σ (70)
with nˆk a k-dependent unit vector. The H0 eigenstates
are denoted |ϕsk〉, s = ±, and the operator (of unit mod-
ulus) mapping |ϕsk〉 to |ϕ−sk 〉 is given by
mˆk · σ|ϕsk〉 = |ϕ−sk 〉, (71)
with the unit vector mˆk ⊥ nˆk. Geometrically, mˆk ·σ de-
fines a pi rotation on the pseudospin Bloch sphere around
the axis mˆk
mˆk · σ = cospi/21 + mˆk · σ sinpi/2 = eipi2 mˆk·σ. (72)
If nˆk lies in an arbitrary plane for all values of k, as is
the case for the Dirac Hamiltonians in Secs. III A and
III B, then there is a unique direction mˆ ⊥ nˆk ∀k, and
the transition operator becomes k-independent [36] In
the following, we take as ideal pulse Hamiltonian
Hpulse = Mf(t)mˆ · σ, M ∈ R. (73)
Given the time-evolution of an initial eigenstate, we focus
only on the “backward” propagating part generating the
echo. This is done by projecting the time-evolution of
|ϕsk〉 onto its chiral counterpart |ϕ−sk 〉:
Fk(t) = |〈ϕ−sk | U(t, 0) | ϕsk〉|2
= |〈ϕ−sk | e−
i
~H0t
′
e−
i
~ (H0+Hpulse)∆te−
i
~H0t0 | ϕsk〉|2,
(74)
for times after the pulse, with t = t0+∆t+t
′. We dub the
quantity Fk(t) the “echo fidelity” (for a single k-mode),
in analogy with the standard fidelity measure. From the
expansion in Eq. (16) follows
Fk(t) = |〈ϕ−sk | e−
i
~H0t
′
mˆ · σAke− i~H0t0 | ϕsk〉|2, (75)
where all terms that do not lead to a transition between
bands are neglected. The transition amplitude Ak is de-
fined in Eq. (21). Rewriting 〈ϕ−sk | via Eq. (71) and after
some manipulations one finds
Fk(t) = |Ak|2 〈ϕsk | mˆ · σ e−
i
~H0t
′
mˆ · σ e− i~H0t0 | ϕsk〉|2
= |Ak|2 〈ϕsk | e−
i
~ mˆ·σH0 mˆ·σt′e−
i
~H0t0 | ϕsk〉|2
= |Ak|2 〈ϕsk | e−
i
~ (h
0
01−h0·σ)t′e−
i
~ (h
0
01+h0·σ)t0 | ϕsk〉|2.
(76)
The sign of h0, the pseudospin-dependent part of the
Hamiltonian, is effectively inverted which is equivalent
to a propagation backwards in time. The pseudospin-
independent term h001 on the other hand does not change
sign, but as long as it is in agreement with the require-
ments for the QTM of Subsec. II B, it will only change the
echo time techo according to Eq. (24). See also App. A,
where techo is derived in a similar way. The term ∝ 1
will however cause problems in the presence of a position-
dependent potential, as discussed below.
We now add to H0 a position- and pseudospin-
dependent potential V(r),
V(r) = V0(r)1 +V(r) · σ
= V0(r)1 + Vl(r)ˆlr · σ. (77)
Throughout the rest of the section k, r will in general be
the non-commuting momentum and position operators,
and we will specify the relevant matrix elements on a
case-by-case basis. The eigenenergies and eigenstates of
the full static Hamiltonian H0 + V will be denoted by sn
and |φsn〉, s = ±, and the transition operator is defined
as in Eq. (71) by
mˆn · σ|φsn〉 = |φ−sn 〉. (78)
The pulse Hamiltonian is again homogeneous and n-
independent, as in Eq. (73).
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We proceed as before and compute the echo fidelity for
the full Hamiltonian
H = H0 +Hpulse + V(r). (79)
The echo fidelity of Eq. (74) now reads
Fn(t) = |〈φ−sn | U(techo, 0) | φsn〉|2
= |〈φ−sn | e−
i
~ (H0+V)t′e−
i
~ (H0+V+Hpulse)∆t
×e− i~ (H0+V)t0 | φsn〉|2. (80)
The simple expansion (16) for the time evolution opera-
tor during the pulse is no longer valid, the Hamiltonian
being a function of both momentum and position opera-
tors. Nevertheless we can still expand it in terms of Pauli
matrices
e−
i
~ (H0+V+Hpulse)∆t = γ0(r,k; ∆t)1 + γ(r,k; ∆t) · σ,
(81)
with γ0,γ functions of the position and momentum oper-
ator and of the pulse duration ∆t. The term γ ·σ reshuf-
fles both orbital (n) and helicity (s) quantum numbers,
γ · σ =
∑
n′n,s′s
γs
′s
n′n|φs
′
n′〉〈φsn|
= γ−ssnn |φ−sn 〉〈φsn|+
∑
n′n,s′s
∗
γs
′s
n′n|φs
′
n′〉〈φsn|. (82)
Here, the summation
∑∗
n′n,s′s runs over all states but
the one singled out, which connects |φsn〉 ↔ |φ−sn 〉 and
is thus the only one contributing to the echo. [37] This
term is in general small compared to the rest of the sum.
It can however be the dominant one e.g. for short pulses
not leading to considerable orbital changes.
The echo fidelity is computed as usual neglecting the
term ∝ 1 in Eq. (81), as it does not lead to transi-
tions |φsn〉 ↔ |φ−sn 〉, and plugging the expression (82)
into Eq. (80),
Fn(t) = |〈φ−sn | e−
i
~ (H0+V)t′ | φ−sn 〉 γ−ssnn (∆t) 〈φsn | e−
i
~ (H0+V)t0 | φsn〉|2
= |γ−ssnn (∆t)|2 |〈φsn | e−
i
~ mˆ·σ(H0+V)mˆ·σt′ e−
i
~ (H0+V)t0 | φsn〉|2. (83)
In the second line we performed manipulations analogous
to those leading to Eq. (76). The important message is
that a change of sign in the time-evolution operator after
the pulse, and thus an effective time-inversion, is only
achieved if
[mˆ · σ] (H0 + V) [mˆ · σ] = −(H0 + V). (84)
Most importantly, this means that terms in H0 + V pro-
portional to 1 are in general not effectively time-inverted
by our mechanism. We emphasize that this conclusion
has a geometrical origin and is thus general, independent
of the specific form of the Hamiltonian.
As a known example [28] where the potential destroys
the time-reversal, take a generic Dirac system with a
mass pulse (∝ σz) as in Subsec. III A, in the presence
of pseudospin independent disorder
V imp(r) = V imp0 (r)1. (85)
Disorder of this type is detrimental to the echo, since
the V imp(r)-induced dynamics cannot be effectively time-
inverted by the QTM pulse:
σzV imp(r)σz = V imp(r) 6= −V imp(r). (86)
Even if the dynamics of an injected wave packet stays
phase-coherent, Eq. (86) means that the randomness
which the potential landscape transmits to the phases
of each k-mode on the forward time-evolution cannot be
removed by the QTM on the “backward” branch, see also
Fig. 8. For an extended discussion of such a dephasing
mechanism and its consequences for the echo see Ref. [28],
where the scenario is treated in detail.
We now consider the more general case of band struc-
tures of H0 which are not chiral symmetric but fulfill the
weaker requirement of Eq. (3) demanded in the clean sys-
tem in Sec. II. With Eq. (84) we see that in those systems
any potential V(r) 6= const is detrimental to the QTM
principle. The reason is that in these systems H0 needs
to have a term h001, because otherwise, the band struc-
ture would be chiral symmetric. On the other hand, we
have seen in Eqs. (83) and (76) that these terms (∝ 1)
are not time-inverted by the QTM pulse. In those sys-
tems, an echo was still possible without V(r), not at time
t′ = t0 but at some other time, because all k-modes still
lose their energy-dependent phase at exactly the same
time. With V(r) on the other hand, the position opera-
tors will change the momentum of the wave packet, k not
being a good quantum number anymore. Although this
change of k might be time-inverted by the QTM pulse,
the initial momentum is recovered only exactly at t′ = t0,
but the phases due to H0(k) will not cancel at that point
in time – they did not even cancel in the clean system.
Therefore, no true echo of the initial wave packet is to be
expected.
Note that in principle there could be systems where
H0(k) and V(r) are “matched”, in the sense that al-
though the full system is not effectively time-inverted,
all modes |φsn〉 cancel their energy-dependent phases at
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FIG. 8. Difference between a perfect (hypothetical) time reversal (upper panels) and our effective one (lower panels) by the
QTM in the presence of disorder. A perfect time reversal changes the sign of every term in the Hamiltonian, indicated by the
change of color of the impurity from green to magenta, which leads to a phase coherent backscattering. On the other hand, the
QTM pulse does not effectively switch the sign of the impurity potential in the echo fidelity due to Eq. (86), which is why the
second scattering process after the inversion of propagation direction is independent from the first one, which is why it does
not lead to the initial shape of the wave function.
an n-independent time t′ 6= t0. This would be the gen-
eralization of the clean case considered above in Secs. II
and III, where the band structure is not chiral symmetric
and one branch is stretched with a k-independent con-
stant as compared to the other one, compare Eq. (3).
This appears however as a rather extreme case, and it is
therefore not further discussed.
To achieve high fidelity echoes also for wave packets
consisting of many eigenstates |φsn〉, apart from the fact
that there should not be a 1-term in H0 nor in V, one
has to additionally make sure that the pulse ∼ mˆ · σ
is essentially the transition operator mˆn · σ for all rel-
evant n of the wave packet. In the clean system, this
would be requirement b) of Subsec. II B, which was the
reason why the echo in a hyperbolic band structure is
always weaker than in graphene with comparable pa-
rameters (see Fig. 6(a)). For a general system, this re-
quirement concerning mˆ and mˆn might not be possi-
ble, since this would necessarily mean that nˆk and lˆr,
i.e. the pseudospin-directions of H0(k) and V(r), respec-
tively, are in the same plane for all k, r. However, if
this is the case (see graphene in a magnetic field in Sub-
sec. IV C as an example), we can even make quantitative
predictions of the echo strength. Take the static part of
the Hamiltonian to be
H0(k) = h0(k)nˆk · σ, V(r) = Vl(r)ˆlr · σ (87)
and Hpulse as in Eq. (73), with nˆk, lˆr ⊥ mˆ for all k, r
[38]. As shown in App. C, we then can exactly expand
the time evolution operator during the pulse acting on
an eigenstate of H0 + V:
e−
i
~ (H0+V+Hpulse)∆t |φ±n 〉 = B±n |φ±n 〉+An |φ∓n 〉 (88)
where the transition amplitude reads
An =
−i√
1 + 2n/M
2
sin
(
∆tM
~
√
1 + 2n/M
2
)
. (89)
We thus get a generalized form of Eq. (76),
Fn(t) = |An|2 |〈φsn | e+
i
~ (H0+V)t′ e−
i
~ (H0+V)t0 | φsn〉|2. (90)
This is very similar to the result without V from Eq. (76),
with the obvious difference that now the fraction |An|2 of
any n-mode is effectively time-inverted instead of |Ak|2 of
any k-mode. Thus, no matter the strength of V, effective
time-reversal can be achieved.
We conclude this general section about perturbations
V(r) by discussing the case when H0 is of the special form
that there exists an mˆ such that [mˆ·σ] H0 [mˆ·σ] = −H0,
∀k, as for example in Dirac systems like graphene. The
main result, which is the requirement of Eq. (84), then
simplifies and can be separated into three cases:
A) [mˆ · σ] V(r) [mˆ · σ] = V(r),
B) [mˆ · σ] V(r) [mˆ · σ] 6= ±V(r),
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QTM pulse does not effectively switch the sign of the impurity pot l in the echo fidelity due to Eq. (86), which is why the
second scattering process aft r the inversi n of prop gation directi is independent from the first one, which is w y it does
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an n-independent time t′ 6= t0. This would be the gen-
eralization of the clean case considered above in Secs. II
and III, where the band structure is not chiral symmetric
and one branch is stretched with a k-independent con-
stant as compared to the other one, compare Eq. (3).
This appears however as a rather extreme case, and it is
therefore not further discussed.
To achiev high fidelity echoes also for wave packets
consisting of many eigenstates |φsn〉, apart from the fact
that there should not be a 1-term in H0 nor in V, one
has to additionally make sure that the pulse ∼ mˆ · σ
is essentially the transition operator mˆn · σ for all rel-
evant n of the wave packet. In the clean system, this
would be requirement b) of Subsec. II B, which was the
reason why the echo in a hyperbolic band structure is
always weaker than in graphene with compar ble pa-
rameters (see Fig. 6(a)). For a general system, this re-
quirement concerning mˆ and mˆn might not be possi-
ble, since this would necessarily mean that nˆk and lˆr,
i.e. the pseudospin-directions of H0(k) and V(r), respec-
tively, are in the same plane for all k, r. However, if
this is the case (see graphene in a magnetic field in Sub-
sec. IV C as an example), we can even ake quantitative
predictions of the echo strength. Tak the static part of
th Hamiltonian to be
H0(k) = h0(k)nˆk · σ, V(r) = Vl(r)ˆlr · σ (87)
and Hpulse as in Eq. (73), with nˆk, lˆr ⊥ mˆ for all k, r
[38]. As shown in App. C, we then can exactly expand
the time evolutio operator during the pulse acting on
an eigenstate of H0 + V:
e−
i
~ (H0+V+Hpulse)∆t |φ±n 〉 = B±n |φ±n 〉+An |φ∓n 〉 (88)
where the transition amplitude reads
An =
−i√
1 + 2n/M
2
sin
(
∆tM
~
√
1 + 2n/M
2
)
. (89)
We thus get a generalized form of Eq. (76),
Fn(t) = |An|2 |〈φsn | e+
i
~ (H0+V)t′ e−
i
~ (H0+V)t0 | φsn〉|2. (90)
This is very similar to the result without V from Eq. (76),
with the obvious difference that now the fraction |An|2 of
any n-mode is effectively time-inverted instead of |Ak|2 of
any k-mode. Thus, no matter the strength of V, effective
time-reversal can be achieved.
We conclude this general section about perturbations
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V(r) by discussing the case when H0 is of the special form
that there exists an mˆ such that [mˆ·σ] H0 [mˆ·σ] = −H0,
∀k, as for example in Dirac systems like graphene. The
main result, which is the requirement of Eq. (84), then
simplifies and can be separated into three cases:
A) [mˆ · σ] V(r) [mˆ · σ] = V(r),
B) [mˆ · σ] V(r) [mˆ · σ] 6= ±V(r),
C) [mˆ · σ] V(r) [mˆ · σ] = −V(r).
In case A), the echo will decline for increasing V as com-
pared to the case V = 0. Examples for this case are
graphene with disorder as discussed above or graphene
in a homogeneous, electric field, see Subsec. IV B. In case
B), an effective time-reversal is in principle possible. The
problem is that eigenstates |φsn〉 of H0 +V are not neces-
sarily efficiently mapped by Hpulse to their counterparts
|φ−sn 〉 with the same orbital quantum number n, which
is reflected in Eq. (83) by the quantity |γ−ssnn |. The ex-
act effect of V in this case has to be evaluated for each
system individually.
In the special case C), the transition amplitude An is
obtained analytically in Eq. (89) and differs only from
the case V = 0 in the sense that we have to consider
the combined orbital quantum number n instead of the
momentum k. Most importantly that means that high
fidelity echoes can be in principle achieved no matter how
strong V(r) is. An example of case C) is graphene in a
magnetic field as discussed in Subsec. IV C.
B. Homogeneous electric field
Now, we verify the general results of Subsec. IV A for
the important case of a Dirac system in a static and ho-
mogeneous electric field. The corresponding Hamiltonian
reads
H = ~vFk · σ + eE · r1 + f(t)Mσz. (91)
Due to the pseudospin-independence of the electric field
term, the requirement (84) is not met, but instead we
have
σzeE · r1σz = eE · r1, (92)
i.e. we are in case A) described in the summary of Sub-
sec. IV A and thus, the action of the electric field cannot
be effectively time-inverted. This is best seen by looking
at the time-evolution of a state ψ in reciprocal space due
to the electric field,
exp
(
− i
~
eE · r t
)
ψ(k) = ψ
(
k+
eE
~
t
)
. (93)
For Dirac quasiparticles the linear shift in momentum im-
plies no change of the magnitude of the velocity |v| = vF ,
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FIG. 9. Dependence of the echo strength on the electric
field. The echo decreases in most cases monotonously, since
the QTM cannot effectively time-invert the system. This de-
crease is visible in the correlation C in the case E0 ⊥ k0 (blue
triangles) as well as in the echo fidelity defined in Eq. (80)
also in the parallel case. The green squares indicate the nu-
merically obtained echo fidelity for a Gaussian wave packet
and the red line is the corresponding analytical calculation,
assuming a constant k-shift as in Eq. (93). On the other
hand, the correlation for the parallel case (black dots) is over
a wide range independent of the electric field, as explained in
the text.
C) [mˆ · σ] V(r) [mˆ · σ] = −V(r).
In case A), the echo will decline for increasing V as com-
pared to the case V = 0. Examples for this case are
graphene with disorder as discussed above or graphene
in a homogeneous, electric field, see Subsec. IV B. In case
B), an effective time-reversal is in principle possible. The
problem is that eigenstates |φsn〉 of H0 +V are not neces-
sarily efficiently mapped by Hpulse to their counterparts
|φ−sn 〉 with the same orbital quantum number n, which
is reflected in Eq. (83) by the quantity |γ−ssnn |. The ex-
act effect of V in this case has to be evaluated for each
system individually.
In the special case C), the transition amplitude An is
obtained analytically in Eq. (89) and differs only from
the case V = 0 in the sense that we have to consider
the combined orbital quantum number n instead of the
momentum k. Most importantly that means that high
fidelity echoes can be in principle achieved no matter how
strong V(r) is. An example of case C) is graphene in a
magnetic field as discussed in Subsec. IV C.
B. Homogeneous electric field
Now, we verify the general results of Subsec. IV A for
the important case of a Dirac system in a static and ho-
mogeneous electric field. The corresponding Hamiltonian
reads
H = ~vFk · σ + eE · r1 + f(t)Mσz. (91)
Due to the pseudospin-independence of the electric field
term, the requirement (84) is not met, but instead we
have
σzeE · r1σz = eE · r1, (92)
i.e. we are in case A) described in the summary of Sub-
sec. IV A and thus, the action of the electric field cannot
be effectively time-inverted. This is best seen by looking
at the time-evolution of a state in reciprocal space due
to the electric field,
exp
(
− i
~
eE · r t
)
(k) =
(
k+
eE
~
t
)
. (93)
For Dirac quasiparticles the linear shift in momentum im-
plies no change of the magnitude of the velocity |v| = vF ,
since the velocity does not depend on |k|, but only a
change of direction:
v±(k) = ±vF k|k| . (94)
The k-shift is pseudospin-independent, i.e. it is equal for
both particle- and hole-like states. Therefore it cannot
be reverted by a pulse inducing particle-hole transitions.
The numerical simulations confirm the decay of the echo
fidelity for larger electric fields, as shown in Fig. 9, where
a Gaussian wave packet evolves in presence of an electric
field pointing in x-direction. The mean wave vector of the
initial wave packet is chosen to depend on the strength
of the electric field, k0(t = 0) = k0(t = 0,E): The initial
value is chosen such as to have equal mean wave vec-
tors at the pulse time t0 independent of the electric field
strength, k0(t = t0)∀E [39]. This way the pulse effect is
in all cases the same, and the impact of the varying elec-
tric field on the forward and backward time-evolution is
singled out. Furthermore we have ~vF k0(t0)/M = 0.4, a
wave packet k-space width of ∆k = k0(t0)/8 and a pulse
duration ∆tM/~ = pi/2. The electric field is normalized
to Eref = ~k0(t0)/(et0), which is the electric field needed
to change the momentum in time t0 until the pulse by its
overall magnitude of k0(t0). For instance, for wave pack-
ets with k0(t0) ' 100 meV and a pulse time of t0 ' 1 ps,
the reference electric field is Eref ' 105 V/m. Green
squares in Fig. 9 show the numerically computed echo
fidelity, Eq. (80), perfectly matching its analytical coun-
terpart (red line) [40]. As anticipated, the k-space over-
lap between initial and time-mirrored packets decreases
with increasing electric field strength due to Eq. (93).
For the correlator C, Eq. (36), the picture is slightly
different as sketched in Fig. 10. For this observable only
real space overlaps of the (initial and echoed) wave pack-
ets moduli are important. Consider first the k0 ∦ E case,
and in particular the extreme situation k0 ⊥ E, blue tri-
angles in Fig. 9. The electric field-induced k-shift changes
the velocity direction, which leads to a different trajec-
tory of the wave packet after the pulse as compared to
before (see upper panels in Fig. 10), which is why the
echo strength measured by C declines monotonically as a
function of the electric field strength. On the other hand,
if the wave packet consisted only of k-modes parallel to
FIG. 9. Dependence of the echo strength on the electric
field. The echo decreases in most cases monotonously, since
the QTM cannot effectively time-invert the system. This de-
crease is visible in the correlation C in the case E0 ⊥ k0 (blue
triangles) as well as in the echo fidelity defined in Eq. (80)
also in the parallel case. The green squares indicate the nu-
merically obtained echo fidelity for a Gaussian wave packet
and the red line is the corresponding analytical calculation,
assuming a constant k-shift as in Eq. (93). On the other
hand, the correlation for the parallel case (black dots) is over
a wide range independent of the electric field, as explained in
the text.
since the velocity does not depend on |k|, but only a
change of direction:
v±(k) = ±vF k|k| . (94)
The k-shift is pseudospin-independent, i.e. it is equal for
both parti l - and hole-like states. Ther fore it canno
be reverted by a puls inducing particle-hole tra sitions.
The numerical simulations confirm the decay of the cho
fidelity for larger electric fields, as shown in Fig. 9, where
a Gaussia wave packet evolves in presence of an electric
field pointing in x-dir ction. The mean wave vector of the
initial wave p cket is chosen to depend on the strength
of the electric field, k0(t = 0) = k0(t = 0,E): The i itial
value is chosen such as to have equal mea w ve vec-
tors at the pulse time t0 independent of th electric field
streng h, k0(t = t0)∀E [39]. This way the pulse effect is
in all cases the same, and th imp ct of the varying elec-
tric field on the forward and backward time-evolution is
singled out. Furthermore we have ~vF k0(t0)/M = 0.4, a
wave packet k-space width of ∆k = k0(t0)/8 and a pulse
duration ∆tM/~ = pi/2. The electric field is normalized
to Eref = ~k0(t0)/(et0), which is the electric field needed
to change the momentum in tim t0 until the pulse by its
overall magnitude of k0(t0). For instance, for wave pack-
ets with k0(t0) ' 100 meV and a pulse time of t0 ' 1 ps,
the reference electric field is Eref ' 105 V/m. Green
squares in Fig. 9 show the numerically computed echo
fidelity, Eq. (80), perfectly matching its analytical coun-
terpart (red line) [40]. As anticipated, the k-space over-
lap between initial and time-mirrored packets decreases
with increasing electric field strength due to Eq. (93).
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FIG. 10. Sketch to explain the qualitative difference between E ⊥ k0(t0) (upper panels) and E ‖ k0(t0) (lower panels). The
k- and real space propagation of Gaussian wave packets in an electric field is shown, causing a linear shift in momentum space.
In the case E ⊥ k0(t0), this shift leads to a change of propagation direction which is why the wave packet does not return to its
initial position and therefore, a suppressed echo is expected for sufficiently large electric field. For E ‖ k0(t0), the propagation
direction of k0 does not change which is why echoes with high fidelity are to be expected for E  Eref (red). Only for E ' Eref
(blue), spreading effects due to the k-space width ∆k diminish the echo, which become important close to the Dirac point (see
also Fig. 9). After the QTM-pulse, only the parts of the wave function which switched bands are shown, because the others do
not contribute to the echo.
E the propagation direction would not change and the
echo would not be affected.
The most interesting situation is however that of a
wave packet with finite width ∆k, and such that k0 and
E are aligned (see black dots in Fig. 9 and lower pan-
els in Fig. 10). The situation is qualitatively different
from and more complex than either of the above extreme
cases. First, we expect in general the correlator C to be
practically independent of the electric field strength as
long as E  Eref (red parts in Fig. 10), which ensures
that the condition ∆k  k0 valid for the initial wave
packet holds up for all times till techo. In this case the
y-velocity spread is de facto unaffected by the k-shift, so
that the injected wavepacket propagates back to its initial
position without changing its profile. For stronger fields,
E ≈ Eref, the wave packet will come close to the Dirac
point in k-space at some point before the echo (see blue
parts in Fig. 10). Since there, its velocity distribution
changes dramatically, the wave packet spreads and its
real space shape is altered. Note that this is independent
of whether the electric field E is parallel or antiparallel to
k0(t0) – in the former case, the wave packet comes close
to the Dirac cone and therefore spreads after the pulse,
in the latter we have k0(t = 0) ' ∆k and the spreading
starts in the beginning but stops after some time.
If E & 2Eref the echo signal should however increase
again: In this regime all initial k-modes are shifted to the
opposite side of the Dirac cone in a time too short for the
wave packet to move considerably – and thus change its
initial shape – in real space. This non-monotonic behav-
ior is confirmed by the simulation for a k0-parallel-to-E
scenario, black dots in Fig. 9. The correlator C is prac-
tically independent of E up to E ≈ Eref, where a drop is
seen, followed by a recovery for E & 2Eref.
As expected on general grounds, due to its pseudospin-
independence the electric field-induced momentum shift
cannot be effectively time-inverted by the Dirac QTM.
Nevertheless, strong echoes in real space should be pos-
sible for certain setups, notably for narrow wave packets
in k-space with k0 ‖ E.
Here, we only investigated the effect of an electric field
for linear bands, but nonlinear bands can be treated anal-
ogously. There, we expect a similar behaviour. However,
the additional change of the speed |v| and the accord-
ing change of spreading strength even for k0 ‖ E will
most likely diminish the echo strength measured by the
correlation C as compared to the linear case.
C. Homogeneous magnetic field
Does the QTM survive time reversal symmetry break-
ing? Being an effective time-inversion protocol, one could
expect its failure unless such a symmetry T is exactly pre-
served. On the other hand the pulse Hamiltonian is itself
time-dependent, Hpulse = Hpulse(t), so that in general
the full Hamiltonian T H 6= HT , with T the anti-unitary
time reversal operator. Furthermore, the discussion from
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k- and real space propagation of Gaussian wave packets in an electric field is shown, causing a linear shift in momentum space.
In the case E ⊥ k0(t0), this shift leads to a change of propagation direction which is why the wave packet does not return to its
initial position and therefore, a suppressed echo is expected for sufficiently large electric field. For E ‖ k0(t0), the propagation
direction of k0 does not change which is why echoes with high fidelity are to be expected for E  Eref (red). Only for E ' Eref
(blue), spreading effects due to the k-space width ∆k diminish the echo, which become important close to the Dirac point (see
also Fig. 9). After the QTM-pulse, only the parts of the wave function which switched bands are shown, because the others do
not contribute to the echo.
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E the propagation direction would not change and the
echo would not be affected.
The most interesting situation is however that of a
wave packet with finite width ∆k, and such that k0 and
E are aligned (see black dots in Fig. 9 and lower pan-
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k0(t0) – in the former case, the wave packet comes close
to the Dirac cone and therefore spreads after the pulse,
in the latter we have k0(t = 0) ' ∆k and the spreading
starts in the beginning but stops after some time.
If E & 2Eref the echo signal should however increase
again: In this regime all initial k-modes are shifted to the
opposite side of the Dirac cone in a time too short for the
wave packet to move considerably – and thus change its
initial shape – in real space. This non-monotonic behav-
ior is confirmed by the simulation for a k0-parallel-to-E
scenario, black dots in Fig. 9. The correlator C is prac-
tically independent of E up to E ≈ Eref, where a drop is
seen, followed by a recovery for E & 2Eref.
As expected on general grounds, due to its pseudospin-
independence the electric field-induced momentum shift
cannot be effectively time-inverted by the Dirac QTM.
Nevertheless, strong echoes in real space should be pos-
sible for certain setups, notably for narrow wave packets
in k-space wi h k0 ‖ E.
Here, we only i vestigated the effect of an electric field
for linea bands, but nonlinear bands can be treated anal-
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ogously. There, we expect a similar behaviour. However,
the additional change of the speed |v| and the accord-
ing change of spreading strength even for k0 ‖ E will
most likely diminish the echo strength measured by the
correlation C as compared to the linear case.
C. Homogeneous magnetic field
Does the QTM survive time reversal symmetry break-
ing? Being an effective time-inversion protocol, one could
expect its failure unless such a symmetry T is exactly pre-
served. On the other hand the pulse Hamiltonian is itself
time-dependent, Hpulse = Hpulse(t), so that in general
the full Hamiltonian T H 6= HT , with T the anti-unitary
time reversal operator. Furthermore, the discussion from
Sec. II suggests that even partial time reversal symme-
try, i.e. limited to H0, is actually not needed: None of
the QTM requirements appeal to it. In order to explic-
itly check the QTM resilience to time inversion symmetry
breaking, let us consider the reference two-dimensional
Dirac system of Eq. (25) in the presence of an out-of-
plane magnetic field:
H = ~vF
(
k+
e
~
A(r)
)
· σ + f(t)Mσz. (95)
In the symmetric gauge A(r) = B/2(−y, x, 0) and follow-
ing the notation of Sec. IV A, we have VB(r) = evFA ·σ.
Since condition (84) is fulfilled with
σzVB(r)σz = −VB(r), (96)
we are in case C) of the summary in Subsec. IV A. There-
fore, the magnetic field does not modify the QTM ef-
fectiveness, no matter its strength. This is verified nu-
merically in Fig. 11, where, similar to Ref. [28], an ~-
shaped wave packet is time-evolved. In panel (a) the
density correlator C(t) is plotted for different magnetic
field strengths, while panel (b) shows snapshots of the
wave packet at the initial (t = 0), pulse (t = t0)
and echo (t ' 2t0) times for B = 2.5T. The pulse
strength and length are respectively M = 3.33〈E〉 and
∆tM/~
√
1 + 〈E〉2/M2 = pi/2, with 〈E〉 the mean en-
ergy of the ~-shaped wave packet. The latter is taken
as 〈E〉 ' 100 meV. Due to the magnetic field the wave
packet does not spread radially but undergoes some tor-
sion. This explains why the spatial overlaps depend on
the B-field value and differ quite a lot over most of the
timeline shown in panel (a). However at the echo time
t ' 2t0 a distinct and B-independent [41] peak can be
seen. The physical reason can be explained rather eas-
ily looking at the Dirac Landau levels of the Hamiltonian
(95). The levels and their corresponding energies are (see
e.g. [42])
|ϕ±n 〉 =
1√
2
(
|n− 1〉
±|n〉
)
, (97)
E±n = ±vF
√
2~eB
√
n, (98)
with n ∈ N0 and |n〉 the harmonic oscillator eigenstates.
The transition operator is still σz, mapping particle- and
hole-like eigenstates to one another,
σz|ϕ±n 〉 = |ϕ∓n 〉, (99)
without changing the Landau level index n. During the
pulse the Landau levels are modified to
|χ±n 〉 =
1√
E2n + (
±
n −M)2
(
E+n |n− 1〉
(±n −M)|n〉
)
, (100)
±n = ±
√
M2 + E2n. (101)
For a wave packet consisting of particle-like Landau levels
|ψ+〉 =
∑
n
cn|ϕ+n 〉, (102)
the expectation value of the Dirac velocity operator
vˆx/y = vFσx/y has the opposite sign compared to its
chiral (hole-like) counterpart
|ψ−〉 =
∑
n
cn|ϕ−n 〉, (103)
that is
〈ψ− | vˆx/y | ψ−〉 = −〈ψ+ | vˆx/y | ψ+〉. (104)
There follows that the torsions taking place before and
after the pulse exactly cancel each other, and the initial
shape of the wave packet is recovered (see also Fig. 11(b))
up to background noise from the parts of the wave packet
which stay in the electron-like Landau levels and there-
fore do not invert their motion. Quantitatively, the tran-
sition amplitude |ϕ±n 〉 ↔ |ϕ∓n 〉 can be computed along
the lines of Subsec. II B, yielding
An = 〈ϕ∓n | U(t0 + ∆t, t0) | ϕ±n 〉
=
−i√
1 + E2n/M
2
sin
(
M∆t
~
√
1 + E2n/M
2
)
. (105)
This is identical to the magnetic field-free expression
(30), with the Landau level energy En substituting the
k-mode energy Ek of Eq. (26). For an initial wave packet
|Ψ0〉 =
∑
s=±
∑
n
αsn |ϕsn〉, (106)
the density correlation at the echo time reads
C(techo) =
∫
d2r
∣∣∣ψ(r, 0)∣∣∣ ∣∣∣∑
s=±
∑
n
αsnAn〈r | ϕsn〉
∣∣∣,
(107)
and should be compared to magnetic field-free case from
Ref. [28]:
C(techo) =
∫
d2r
∣∣∣ψ(r, 0)∣∣∣ ∣∣∣ ∫ d2k
(2pi)2
Akψ(k, 0)e
ik·r
∣∣∣.
(108)
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FIG. 11. Effect of a magnetic field on the QTM of a ~-shaped wave packet. (a) Correlation C(t), Eq. (36) is shown as a
function of time for different magnetic field strengths ranging from 0T to 12.5T . Although the correlation differs significantly
for times t < techo = 2t0, the echo at t = techo is largely unaffected by the magnetic field. (b) Snapshots of the initial state
(t = 0), at the time of the pulse (t = t0) and the echo (t = 2t0) are shown for B ∼ 2.5T . Although the ~-shape is completely
lost at t = t0, it is recovered at the echo time with a high resolution and fidelity, despite the “noisy” background coming from
the non-reflected parts.
Sec. II suggests that even partial time reversal symme-
try, i.e. limited to H0, is actually not needed: None of
the QTM requirements appeal to it. In order to explic-
itly check the QTM resilience to time inversion symmetry
breaking, let us consider the reference two-dimensional
Dirac system of Eq. (25) in the presence of an out-of-
plane magnetic field:
H = ~vF
(
k+
e
~
A(r)
)
· σ + f(t)Mσz. (95)
In the symmetric gauge A(r) = B/2(−y, x, 0) and follow-
ing the notation of Sec. IV A, we have VB(r) = evFA ·σ.
Since condition (84) is fulfilled with
σzVB(r)σz = −VB(r), (96)
we are in case C) of the summary in Subsec. IV A. There-
fore, the magnetic field does not modify the QTM ef-
fectiveness, no matter its strength. This is verified nu-
merically in Fig. 11, where, similar to Ref. [28], an ~-
shaped wave packet is time-evolved. In panel (a) the
density correlator C(t) is plotted for different magnetic
field strengths, while panel (b) shows snapshots of the
wave packet at the initial (t = 0), pulse (t = t0)
and echo (t ' 2t0) times for B = 2.5T. The pulse
strength and length are respectively M = 3.33〈E〉 and
∆tM/~
√
1 + 〈E〉2/M2 = pi/2, with 〈E〉 the mean en-
ergy of the ~-shaped wave packet. The latter is taken
as 〈E〉 ' 100 meV. Due to the magnetic field the wave
packet does not spread radially but undergoes some tor-
sion. This explains why the spatial overlaps depend on
the B-field value and differ quite a lot over most of the
timeline shown in panel (a). However at the echo time
t ' 2t0 a distinct and B-independent [41] peak can be
seen. The physical reason can be explained rather eas-
ily looking at the Dirac Landau levels of the Hamiltonian
(95). The levels and their corresponding energies are (see
e.g. [42])
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The only difference is the sum over the Landau levels
as compared to the k-integral. The discrete character
of the sum starts to play a role when the Landau level
spacing becomes comparable to the energy width of the
wave packet. This can be seen in Fig. 11(a), where the
echo strength visibly differs only for B = 12.5T.
V. MANY-BODY EFFECTS
Our discussion of the QTM protocol did not take into
account many body physics: We assumed having a collec-
tion of non-interacting quasiparticles of unspecified na-
ture – fermionic or bosonic – propagating coherently in
space. Obviously the adequacy of these assumptions de-
pends on the actual system used to implement the QTM,
e.g. topological insulators, graphene, cold atoms in op-
tical lattices. Quantitative statements would necessarily
refer to specific situations, while we wish to keep our
treatment broad and general. We therefore discuss two
important features of the many body problem, namely
the role of quantum statistics and that of interaction-
induced decoherence, at a qualitative level only.
The first feature turns out to be irrelevant for bosons
but potentially restrictive for fermions. This is because
our QTM is based on transitions betwe n particle- and
hole-lik branches of the energy spect um, implicitly as-
suming such states to be accessible. While this is always
the case for bosons, the Pauli principle sets clear con-
straints for fermionic systems. Indeed, fermionic statis-
tics plays a role already within a non-interacting picture.
For a direct application of the QTM concepts discussed
so far, such a role boils down to requiring the whole en-
ergy window of the Rabi-type particle-hole oscillations
to be away from the Fermi sea – “hot quasiparticles” are
needed. [43]
The second feature represents a fundamental limitation
to the QTM protocol in its present form, no matter the
nature of the quasiparticles involved. The role of deco-
herence can be phenomenologically understood by anal-
ogy with the disordered QTM scenario from Sec. IV A,
at least as long as interaction effects can be treated per-
turbatively. In Sec. IV A we saw that disorder leads to
dephasing of the k-mode ensemble making up a wave
packet. In the weak-disorder (perturbative) regime this
causes the decay of the echo fidelity on a timescale of the
elastic (transport) lifetime τe [28]. Inelastic scattering,
due to e.g. electron-electron or electron-phonon interac-
tions, breaks each k-mode phase coherence on a timescale
τi. The practical consequence from the point of view of
an injected wave packet is however hardly distinguish-
able from the disorder-induced decay of the echo fidelity
– except that the latter would now take place on the
timescale τi, rather than τe.
How severe are the above statistics and decoherence
constraints? In artificial cold atom setups they appear
actually rather mild, while in standard electronic systems
they an be serious. Yet, we emphasize that the injection
and coherent propagation (over several microns) of hot
carriers in two-dimensional electron gases was recently
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achieved [44]. Furthermore, it has just been shown that
high-energy carriers retain their coherence when excited
far enough above the Fermi sea [45]. Moreover τi is in the
range of 1-100 ps in graphene [46] and bilayer graphene
[47] at a temperature of around 1K, suggesting the im-
plementation of an electronic QTM to be feasible.
VI. SUMMARY
We generalized the Dirac QTM principles [28] to ar-
bitrary two-band systems. The basic requirements are
discussed in Sec. II and summarized in Tab. I. The band
group velocity has to meet condition a) therein, ensuring
that switching from one branch to the other reverses the
velocity of the initial wave packet. The external pulse
needs instead to be chosen such that eigenstates from
one band are efficiently mapped onto those of the other,
see requirement b) in Tab. I. Conditions c) and d) see
to it that the transition amplitudes, Eq. (21), for modes
building up a given wave packet are maximized, so that
an echo with high fidelity can be achieved.
In Sec. III our general statements were verified for
various band types: Dirac dispersion (in the long pulse
limit), chiral-asymmetric linear bands, hyperbolic and
parabolic bands. In the analytically accessible regimes
results agree with those of numerical simulations, and
show that high fidelity echoes can be achieved in all con-
sidered systems. Possible physical realizations of the lat-
ter are direct gap semiconductors or bilayer graphene.
Note that although all simulations have been carried out
in two dimensions, the analytic calculations are as well
valid for three-dimensional systems.
In Sec. IV we investigated the influence of static but
inhomogeneous potentials on the efficiency of the QTM
protocol. In most situations, such potentials are detri-
mental to the QTM, but there can be remarkable ex-
ceptions. In particular, in graphene the QTM principle
is not affected by the presence of a strong out-of-plane
magnetic field, see Fig. 11, even though the latter breaks
time-reversal symmetry. On the contrary, the dynam-
ics due to an additional in-plane electric field cannot in
general be time-inverted by the protocol. Nevertheless,
for linear bands distinct echoes in positions space are
achieved under certain circumstances, see Fig. 10.
Finally, in Sec. V we discussed many-body effects at a
qualitative level, and argued about the feasibility of ex-
perimentally implementing a QTM in different systems.
We emphasize however that our treatment is meant to be
general, not aiming at realistic estimates tied to specific
realizations of the considered Hamiltonians.
To conclude, we believe that, given the rapid exper-
imental developments in time-dependent control, multi-
band systems offer rich settings for novel echo dynamics.
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Appendix A: Derivation of the echo time
To calculate the echo time, we need to have a look at
the full propagation. We will first focus on the phase of
a single eigenstate of H0 that is switched to the opposite
band by the pulse. Since the k-dependent part of this
phase yields the translation of the given k-modes, it is
supposed to vanish in the case of an echo.
The phase acquired until the pulse at t0 is given by
e−
i
~H0t0 | ϕsk〉 = e−
i
~Es(k)t0 | ϕsk〉. (A1)
After the pulse at t = t0 + ∆t, the band-inverted state is
given by the transition amplitude of Eq. (21).
e−
i
~Es(k)t0 | ϕsk〉 t0+∆t−−−−→
e−
i
~Es(k)t0(−i) h
⊥
1
~Ωk
sin(Ωk∆t)e
− i~∆t(h00+h01) | ϕ−sk 〉
(A2)
Note that the ongoing state, which was not band-
inverted, is omitted here, since it will not con-
tribute to the echo anyway. Since we are interested
in the k-dependent phase, we will omit the factor
(−i) h⊥1~Ωk sin(Ωk∆t). However, in Subsec. III A 2, we show
that the sine term leads to a splitting of the wave packet
for long ∆t and therefore there will be two echoes. In
that sense, we derive the mean time of these two splitted
echoes, which is for short ∆t essentially the same.
The phase at the echo time techo = t0 +∆t+t1 is again
given by
exp
(
− i
~
(
Es(k)t0 + ∆t(h
0
0 + h
0
1) + E−s(k)t1
)) | ϕ−sk 〉,
(A3)
where we have to identify t1 where the phase is k-
independent. This k-independence leads to the relation
between the energies of Eq. (3), which was based on phys-
ical intuition.
Moreover, we see that the k-dependent term of (h00 +
h11) has to be the same as of Es(k), or equivalently
∂
∂k
(h00 + h
1
1) = ξh
∂
∂k
Es(k), ξh ∈ R, . (A4)
Otherwise, different modes will return to the initial po-
sition at different times, and thus the echo would be
washed out. Assumption (A4) seems hard to be fulfilled.
Nevertheless for the examples shown in the main text, it
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works even in a linear (parabolic) band structure with dif-
ferent slopes (curvatures) of positive and negative bands,
due to the monomial k-dependence.
If Eq. (A4) is fulfilled, t1 yields
t1 = (t0 + ξh∆t) ξv (A5)
and the echo time becomes
techo = (1 + ξv) t0 + (1 + ξhξv) ∆t. (A6)
Appendix B: Echo time - long pulse durations
The process of the separation of the individual sub-
wave packets in the long ∆t-limit can be investigated
by considering the phase similar to App. A. There, the
kinetic phases which are accumulated during the propa-
gation are carefully examined. Since k-dependent phases
of the form eik·r0 lead to a translation in real space by r0
due to the properties of the Fourier transformation, the
echo happens when all k-dependent phases cancel.
For convenience, we consider an initial wave packet
ψ0(r) with 〈rˆ〉 = 0, which is peaked in k-space around
k0 with width ∆k, e.g. a Gaussian wave packet. At some
time t′ = t0+∆t+t′1 after the pulse, the amplitude of each
initial mode |ϕsk〉 which has undergone a band transition
to |ϕ−sk 〉 reads
〈ϕ−sk | U(t′,0) | ϕsk〉
= Ak exp
(
− i
~
(Es(k)t0 + E−s(k)t′1)
)
.
(B1)
We consider here only the sine of the transition amplitude
of Eq. (30), because it is the only term that adds to the k-
dependent phase, and expand it in terms of exponentials:∑
l=±1
l
2
eilΩk∆t exp (−ivF k (t0 − t′1)) (B2)
From now on, we assume that Ωk = Ωk, i.e. independent
of the direction of k which is true in the case of graphene
with a pulse that opens a mass gap, for instance.
Since the k-linear term is responsible for a translation,
we expand Ωk in k around the value |k0| = k0 where the
wave packet is peaked,
∑
l=±1
l
2
exp
(
−ivF k
(
t0 − t′1 − l∆t ∂Ωk
∂k
∣∣∣∣
k0
))
+O(∆k)2,
(B3)
omitting again all constant phase terms. The translation
is zero (echo), when
t′1 = t0 ±∆t
∂Ωk
∂k
∣∣∣∣
k0
. (B4)
For graphene with a mass pulse as in Subsec. III A 2, we
have Ωk0 = M/~
√
1 + κ20 with κ0 = ~vF k0/M , and the
echo time simplifies to
t′1 = t0 ±∆t
κ0√
1 + κ20
= t0 ± t2. (B5)
Thus, the peaks of the wave packets return at distinct
times
t±peak = 2t0 + ∆t
(
1± κ0√
1 + κ20
)
. (B6)
Note that in Eq. (B3), the quadratic (and possibly
higher-order) terms in ∆k lead in principle to a spreading
as in the free Schro¨dinger equation, which will in general
diminish the echo - the longer ∆t the weaker the echo.
However, we see in the simulations of Subsec. III A 2 that
the spreading does not play a role for the used k-width.
Appendix C: Expansion of the time evolution
operator
We consider a system as defined in Subsec. IV A with
a static Hamiltonian
H0 + V = h0(k)nˆk · σ + Vl(r)ˆlr · σ (C1)
that has eigenenergies ±n and eigenstates |φ±n 〉, and a
pulse Hamiltonian
Hpulse = Mmˆ · σ, (C2)
with nˆk, lˆr ⊥ mˆ,∀k, r. The expansion of the time-
evolution operator acting during the pulse reads
exp
(
− i
~
(H0 + V +Mmˆ · σ)∆t
)
=
∞∑
j=0
1
j!
(
− i∆t
~
)j
(H0 + V +Mmˆ · σ)j . (C3)
To simplify the time-evolution operator, we make use of
the anticommutation relations of Pauli matrices in or-
thogonal directions,
{nˆk · σ, mˆ · σ} = 0 = {ˆlr · σ, mˆ · σ} (C4)
and use the fact that M is a real number that commutes
with H0(k) and V(r). With that, we see that even and
odd powers of the Hamiltonians in Eq. (C3) become
(H0+V +Mmˆ · σ)j
=

√
(H0 + V)2 +M2j , j even,√
(H0 + V)2 +M2j (H0+V)+Hpulse√
(H0+V)2+M2
, j odd,
(C5)
which is why we can expand Eq. (C3) into sine and cosine
terms:
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exp
{
− i
~
(H0 + V +Mmˆ · σ)∆t
}
= 1 cos
(
∆t
~
√
(H0 + V)2 +M2
)
− i (H0 + V) +Hpulse√
(H0 + V)2 +M2
sin
(
∆t
~
√
(H0 + V)2 +M2
)
.
(C6)
When acting on an eigenstate |φ±n 〉, we therefore get
e−
i
~ (H0+V+Mmˆ·σ)∆t |φ±n 〉 = B±n |φ±n 〉+An |φ∓n 〉 (C7)
with the amplitudes
B±n = cos
(
∆t
~
√
2n +M
2
)
− i 
±
n√
2n +M
2
sin
(
∆t
~
√
2n +M
2
)
(C8)
and
An =
−i√
1 + 2n/M
2
sin
(
∆tM
~
√
1 + 2n/M
2
)
. (C9)
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