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ABSTRACT 
In the modern world, communication technology plays a fundamental role in an 
organisation’s competitiveness. The banking sector has embraced ICT to reposition 
itself for a competitive edge by developing new banking channels. However, in an era 
where there are lots of uncertainties and risks, client adaptability as well as business 
adaptability is the new competitive advantage. The question arises, therefore, whether 
customers are correctly adjusting to the technological changes in banking products. 
This study investigates the dynamics that influence behavioural intention for customer 
adaption to technological changes. The aim is to create a framework for appreciating 
customer adaptation to continuous technology changes in the banking sector.  
 
Since the gap in the current technology adoption models is customer adaptability to 
changes in technology, this study addresses technology adaptation research by 
combining the Technology Acceptance model, the Unified Theory of Acceptance, and 
Use Technology Model to derive the predictor variable for this research. The 
conceptual model developed consists of four predictor variables; namely, Perceived 
Usefulness, Perceived Control, Perceived Security and Trust, and one outcome 
variable in the form of Behavioural Intention to adapt to changes in technology. This 
research, therefore, asks the fundamental research question: What are the factors that 
influence technology adaptation by customers in a bank? A  deductive approach 
makes use of the quantitative method of data collection whereby a total of 100 - 150 
questionnaires were sent out to a population of the banks’ customers. This was to 
enable a data analysis involving three critical steps: descriptive statistical analysis, 
exploratory factor analysis and hypothesis testing.  
One research conclusion is that Perceived Usefulness and Perceived Security and 
Trust were the only variables with a direct influence on Behavioural Intention, while 
Perceived Control did not exhibit a significant relationship with Behavioural Intention. 
The limitations of this research restricted it to the South African banking industry, and 
the sample size was small. Future studies may seek to examine the factors using a 
broader sample size or cover a wider geographical area, or perhaps adopt a multi-
national perspective. 
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ABBREVIATIONS AND ACRONYMS 
ABSA   Amalgamated Banks of South Africa 
AVE   Average Variance Extracted  
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1 INTRODUCTION 
1.1 Background 
The fundamental role of modern communication technology in an organisation’s 
competitiveness can be seen in the rapid digital transformation and the development of 
the internet worldwide. The information and digital revolution currently underway globally 
has had a remarkable influence on a number of social and economic aspects of society 
and business operations (Makridakis, 2017). Technological innovations have significantly 
changed the drivers of competitiveness in organisations (Wagner, 2016) which have since 
been linked to the growing interest in creating value for stakeholders by cutting down costs 
to gain competitive advantage (Gordon, 2011). The banking sector, one of the fast-
changing environments in terms of technology, contributes significantly to a country’s 
economic growth (Forbes, 2017; Petkovski & Kjosevski, 2014). As such, the technological 
and digital transformations that affect the operation, management and delivery have 
greatly affected banking services globally (Sharma, et al., 2017; Priya, Gandhi & Shaikh, 
2018). By rapidly embracing technology, the sector has repositioned itself to gain a 
competitive edge with the development of new banking channels. However, despite the 
growing interest in improving technology for customer efficiency, customers are still more 
likely to use traditional methods in their banking transactions; for example, queueing inside 
the bank for a teller’s assistance (Khanna & Gupta, 2015).  
Innovation is undoubtedly central to a firm’s sustainable growth because it can dynamically 
change the performance of products and profitability of the firm (Li & Ni, 2018). The 
exploitation of innovative procedures in the conduct of business improves productivity and 
consequently helps to achieve profitability objectives and satisfy customer needs 
(Beugelsdijk & Jindra, 2018). To achieve this, businesses need to adopt cutting-edge web 
technologies to compete (Forbes, 2017); however, it is a concern that this may lead to 
oversight of customer needs. Alalwan (2012) asserts that to be more competitive, it is 
important to have continuous technological changes within an organisation. Deimler and 
Reeves (2011) affirm that to retain the new competitive advantage, businesses should 
keep adaptable in terms of risks, high volatility and uncertainties brought about by modern 
technologies and globalisation. Innovation and new product development, therefore, have 
become critical activities through which firms, including banks, can achieve both 
operational efficiency and a competitive advantage (Yu, Duan & Fan, 2020). 
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Simon, Thomas & Senaji (2016) has acknowledged that technology innovation is one of 
the critical areas to speed up growth in businesses and transform the economy for decent 
work and sustainable standards of living. The banking sector employs various innovation 
techniques for sustainability and to engage further with customers (Forbes, 2017). 
According to De Bruyn (2012) innovation is anything novel or new and is possibly the main 
building block for competitive advantage −  giving a customer what they need at the point 
at which they want to consume it − while it creates value for the customer and a competitive 
advantage for the business. Undoubtedly, the internet has revolutionised the business 
world and created unparalleled opportunities for banks to relate with their customers and 
stakeholders (Jara, Parra & Skarmeta 2014). It follows then, that banks need to ensure, 
on the one hand, that the modern technologies really cater to customer needs and, on the 
other hand, customers need to become adaptable to the banking sector’s efforts. One 
banking sector goal is to satisfy and retain customers, and they do this mainly by tailoring 
services to specific customer requirements (Galetto, 2018). However, the challenge with 
higher service customisation is that it becomes more difficult for business processes and 
solutions to be replicated by an organisation. 
Information Technology (IT) should recognise the importance of being business-driven 
and must develop solutions that will satisfy business requirements. Equally important, 
however, is that despite the amount of academic research conducted on customer 
technology adoption in the banking sector, more research needs to be done to measure 
customer adaptability to the technology changes (Anderson & Srinivasan, 2003). Although 
technology in banking has been widely discussed in the literature, there is still a general 
paucity of research predicting customer adaptation to continuous technology changes in 
the sector. Most of the existing studies in South Africa (Maduku 2016; Moodley & 
Govender 2016; Nel, Boshoff & Raleting 2012) have investigated the phenomenon from 
an adoption perspective by leaving out the adaption dimension. Consequently, a gap 
exists between understanding real customer needs and how technology will satisfy the 
needs. This research aims to develop a framework that endeavours to help decision 
makers better understand the real lifetime experiences of changes in technology from the 
perspective of customers. As there are many technological changes employed in the 
banking sector, for the purpose of this study the researcher focused on digital banking 
only. The research problem statement is discussed in the next section.  
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1.2 Problem Statement  
The twenty-first century is considered to have been characterised by dramatic 
technological expansion that revolutionised the global business environment (Khater, 
Almansour & Mahmoud 2016). In an era with many uncertainties and risks, client 
adaptability as well as business adaptability is the new competitive advantage. The 
banking sector adopts modern technologies to meet the clients’ expectations and to be 
more competitive. To retain their market share, therefore, it is important for the sector to 
understand the drivers of adoption and adaptation to changes in technology. Banks in 
South African are significantly invested in  providing technology-based services for their 
customers (Maduku, 2014). The question, however, is whether customers are suitably 
adjusting to the technological changes in the banking products. Since the current 
technology adoption model focus of previous research is mainly on user adoption rather 
than on customer adaptability to changes in technology, the aim of this study is to develop 
a framework to appreciate customer adaptation to new technology that would better serve 
clients within the banking sector in South Africa.  
1.3 Research Questions 
1.3.1 Main research question 
The main research question is: 
What are the factors that influence technology adaptation by customers in 
a bank? 
1.3.2 Sub-questions  
The Research sub-questions (SQs) that arise from the main research question are: 
SQ1: What are the perceptions of bank customers on perceived usefulness, 
perceived control and trust towards adaptation to changes in technology? 
SQ2: What factors inhibit or enable adaptation by banks customers? 
SQ3: What is the influence of perceived usefulness, perceived control and 
perceived security and trust on adaptation to changes in technology? 
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1.4 Aim and Objectives 
1.4.1 Research aim  
The goal of the research is to develop a framework that endeavours to help decision 
makers better understand customers’ real lifetime adaptation experiences to changes 
in technology. A survey is carried out to explore the drivers of technology adoption, 
that will, in turn, influence adaptability to changes in technology within the banking 
sector. This study focuses on the five major banks in South Africa: Nedbank, First 
National Bank (FNB), Standard Bank, Capitec Bank and Amalgamated Banks of South 
Africa (ABSA). The gap in the current technology adoption models is that they focus 
mainly on user adoption and not on customer adaptability to changes in technology. 
To achieve the above goal, the following research objectives were formulated: 
1.4.2  Objectives 
The research objectives  (ROs) are described below: 
RO1. To assess the bank customers’ perception on perceived usefulness, 
perceived control, trust and adaptation to changes in technology. 
RO2. To investigate the relationship between the factors that inhibit/enable 
technology adaptability by banks’ customers. 
RO3. To investigate the influence of perceived usefulness, perceived control, and 
perceived security and trust on adaptation to changes in technology. 
1.5 Design and Methods 
To fulfil the objectives of this study, various research methods and techniques were 
employed.  
1.5.1 Research design   
For this research, an interpretivist philosophical paradigm was used. Creswell (2009), 
states that an interpretivist paradigm allows for multiple viewpoints to provide answers 
to research questions. It is relevant to this study, therefore, that multiple viewpoints 
and explanations will give a deeper understanding of customer needs. According to 
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Saunders, Lewis & Thornhill (2009), the research paradigm is “a way of examining 
social phenomena from which understandings of this phenomena can be gained and 
explanations attempted”. The method of choice for this study was quantitative 
research. For Robson (2002) ‘real world’ practical problems are solved through an 
interpretivist paradigm (Feilzer, 2010). An abduction approach was used and the 
research design strategy makes use of quantitative methods. This study was 
conducted over a short period of time, and the timeline, therefore, was cross-sectional. 
Data collection and data analysis was done through questionnaires, (see Appendix A). 
1.5.2 Validity and Reliability 
The researcher used exploratory factor analysis as a factor validity technique, and 
Cronbach’s Alpha coefficient was used to measure the reliability of the questionnaire. 
1.5.3 Research methodology 
According to Curran and Blackburn (2001), Saunders, Lewis and Thornhill (2009) and 
Mouton (2001) “research methodology is the study of methods” whereby knowledge or 
information is gained. One study may combine qualitative or quantitative research 
techniques for both primary and secondary data collection. The methodological choice for 
this research is quantitative research. Biloslavo and Trnavcevic (2007) state that the 
customer service response rate is important to determine the conclusive nature of results. 
Quantitative methods, therefore, was used to explore customer perceptions on 
technological changes in each bank and thereafter, the customers’ adaptability to such 
changes.  
1.6 Outline of Chapters  
The outline for the study is as follows:  
• Chapter 1: The background/rationale introduces the gap in research 
knowledge by covering current practice and what is problematic about it. The 
chapter further discusses how technology has enhanced competitive 
advantage for the banking sector. The importance of the customer adaptability 
factor is explained opposite the introduction of Information Technology (IT) in 
the banking sector in terms of self-confidence or skills or knowledge to adapt to 
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innovative technologies. The purpose of this chapter is to orientate the reader 
about the reasoning behind developing the framework. 
• Chapter 2: This chapter focuses on the literature review and identifies  the 
research gap: that models understanding technology adoption and usage do 
not focus on the continued use of technology. Research on technology and 
innovation has focused mainly on customer responses to online retailers with 
less focus to drivers of technology adoption and adaptability by customers. Very 
little research has been done on measuring customer adaptability to technology 
changes. Technology adoption is one aspect, and adaptability is another. 
• Chapter 3: This chapter focuses on research methodology and design by 
describing  how (methodology) and what was done (design). Quantitative 
research is applied, which includes online self-administered questionnaires for 
a deductive research approach to gather data on customer perceptions of 
technological changes in a bank. This is followed by an exploration of customer 
adaptability to such changes. The study’s sample unit was made up of banking 
sector customers randomly selected from a population of the big five banks’ 
customers. The sample unit is divided into groups according to age, educational 
qualification and location. A total of 100 - 150 questionnaires were sent out to 
a larger population of the banks’ customers. The IBM SPSS tool was used for 
data interpretation and analysis.  
• Chapter 4: This chapter gives the results. The results are interpreted, 
discussed and presented. 
• Chapter 5: This chapter gives the conclusion and recommendations based on 
the research findings. These findings will be used by the management team 
for better planning and decision making.  
The next chapter is a literature review for adaptability and adoption of technology in 
the banking sector.   
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2 LITERATURE REVIEW 
2.1 Introduction 
Chapter 1 presents the background to the study and highlights the importance of 
adapting to technological changes in the bank, choosing digital banking as the focus 
area. Digital banking and the need for the banking sector to understand the real-life 
experiences of changes in technology to customers was also discussed.  
 
This literature review chapter begins with an exploration of the concepts of Adoption 
and Adaptation to appropriately position the study’s problem statement. The 
exploration unpacks the TAM and UTAUT models regarding adoption, and the CMUA 
model regarding adaptation. The chapter then discusses the need for technological 
enhancement for the banking sector in terms of  products and services offered as well 
as the importance of introducing these new products. Furthermore, the principles 
underlying the concept of CMUA were explored for a deeper understanding of the 
need for adaptation. Lastly, a conceptual framework for the study is developed and 
explained. 
 
2.2 Digital Banking Defined 
Organisations are restructuring for digital transformation and the focus of many digital 
transformation efforts are on the adoption of new technology (Zheng, Gibson and Gu 
2019). For Fiserve (2017) digital banking is defined as:  
 
A new concept in the of area electronic banking, which aims to enrich standard 
online and mobile banking services by integrating digital technologies, for 
example, strategic analytics tools, social media interactions, innovative payment 
solutions, mobile technology and a focus on user experience. 
 
It is generally considered, therefore, that digital transformation improves not only 
customer service but also bank revenue since digitalisation uses digital assets and 
capabilities to create value for customers by offering new and improved services. It is 
also seen as a business opportunity as it creates innovation and new revenues for the 
business (Harvey, 2016). Digital banking has embraced the digital revolution for 
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banks. This has therefore changed the relationship with customers and there is now 
the need to understand the adaptability of customers to these changes. 
 
Harvey, (2017) have explained that the development of new technologies and the change 
in customer expectations have deeply impacted the banking sector. Firstly, increased 
customer expectations and new entrants that are operating digital-only products and 
services have increased competition in the sector since customers have now become 
comfortable transacting on digital platforms for products or services (Fiserve, 2017); and 
secondly this increases the risks of losing market share to digital-only new entrants.  
Traditional banks want to remain relevant to this customer behaviour shift and to keep up 
with the increasing competition from less regulated and more agile FinTechs (Fiserve, 
2017). These established banks, however, are facing increased customer expectations 
and fundamental demands for customer satisfaction while struggling to get the basics right  
(Consulta, 2019). In other words, customer expectation and the development of new 
technology trends are driving the banking sector to develop in the direction of being more 
convenient. In this respect, the banks’ decision makers need to understand whether 
customers are adapting to the digital platforms or not. The following section reviews the 
adoption and adaptation models. 
2.3 Information Technology Acceptance Models 
According to Lu, Yao and Yu (2005), ‘technology adoption’ refers to the initial 
acceptance of an object. In the information systems domain, research has examined 
different information technology acceptance models. Among these, are the 
Technology Acceptance Model (TAM) and the Unified Theory of Acceptance and Use 
Technology Model (UTAUT). However, there are expected and unexpected 
consequences in the user’s environment that arise from the introduction of a new 
technology (Beaudry & Pinsonneault, 2005). As technological advancements are 
continuously increasing, there are drivers that may hinder or increase technology 
adoption levels (Myron, 2004). Another factor that influences technology adoption is 
the perceived belief in usefulness and ease of use (Davis, 1989).  
 
Studies on TAMs have indicated trust as a contributing factor towards decisions of 
adoption (Pavlou, Tan & Gefen, 2003). In the Diffusion of Innovation Theory 
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(Warkentin, Gefen, Pavlou & Rose, 2002), it is believed that trust is a major player that 
influences decisions in technology adoption. One area that has been widely studied in 
technology and innovation research in the banking sector is e-loyalty (Fernandes, 
Ward & Araújo 2013). However, previous research has concentrated mainly on 
customer responses to online retailers and focused less on customer responses to 
technological advancements in the banking sector (Petter, DeLone & McLean, 2008; 
Wang, 2008). Technology Acceptance theories and models have been developed to 
assist the understanding of technology adoption and usage but they do not focus on 
the continued use of technology (Eriksson & Nilsson, 2007). The Technology Adoption 
Models are explained in detail in the following section. 
2.3.1 Technology Acceptance Model (TAM) 
The Technology Acceptance Model (TAM) is a widely tested and accepted model 
(Davis, 1989). When users are introduced to innovative technology the TAM suggests 
several factors that determine how they will use modern technology. This is done by 
measuring user acceptance (Davis, 1993) that explains user beliefs, attitudes and 
behavioural intentions towards technology (Davis, 1989). According to TAM, adoption 
behaviour “is determined by the intention to use a system, which in turn is determined 
by the perceived usefulness and perceived ease of use of the system” (Jahangir & 
Begum, 2008) However, Moon and Kim (2001) have cautioned that although 
researchers have investigated and agreed TAM is valid for predicting the individual’s 
acceptance, the fundamental constructs of the model do not reflect the specific 
influences of technological and usage-context factors fully and that may alter the user 
acceptance.  
 
Straub (2009) states that, as the research conducted by Davis (1989) was one of the 
first to study how an individual’s perception of technology innovation, it influenced the 
ultimate use of that technology. Davis (1989) identified two perceived characteristics 
of an innovation that could predict the outcome: Perceived Ease of Use (PEU) and 
Perceived Usefulness (PU). In his view, PEU is the “degree to which a person believes 
that using a particular system would be free of effort” (Davis, 1989: 320). Straub (2009) 
suggests that Davis (1989) linked PEU to self-efficacy because he assumed that ease 
of use was a comparable ‘outcome judgement’.    
 pg. 20 
 
In terms of PU, Davis (1993:23) argues that this is “the individual’s perception that 
using the new technology will enhance or improve his/her performance”. This is similar 
to Guillen, Mayo and Korotov’s  (2003) point that PU is based on the degree to which 
a person feels a specific system will improve the performance of the job in question. 
Thus, PU becomes how the consumer views the result of the experience. For Straub 
(2009), then, perceived usefulness has been found to be a consistent influence of 
individuals’ future use of a technology.  
2.3.2 The unified theory of acceptance and use of technology (UTAUT) 
Venkatesh et al. (2003) have further criticised the TAM stating that even though it is a 
useful model, there is a need to integrate a broader perspective to enable a more 
predictive power. These authors then developed a Unified Theory of Acceptance and 
Use of Technology Model (UTAUT). The UTAUT theory is illustrated below in Figure 
2.1 
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Figure 2.1: Unified theory of acceptance and use of technology 
Source: Venkatesh et al. (2003). 
 
The UTAUT consists of four main constructs:  
• performance expectancy; 
• effort expectancy; 
• social influence; and  
• facilitating conditions. 
Its objective is to achieve a unified view of user acceptance (Venkatesh et al., 2003). 
This model was developed to assess the likelihood of technology success (Venkatesh 
et al., 2003) and to give an understanding of the drivers of technology adoption. Figure 
1 suggests that:  
[The] four core constructs (performance expectancy, effort expectancy, social 
influence and facilitating conditions) are direct determinants of behavioural 
intention and ultimately behaviour, and that these constructs are in turn moderated 
by gender, age, experience, and voluntariness of use (Venkatesh et al., 2003). 
Williams, Rana & Dwivedi (2015) point out that the theory was developed through the 
review and integration of eight dominant theories and models; namely,  
• the Technology Acceptance Model (TAM)  
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• the Theory of Reasoned Action (TRA)  
• Innovation Diffusion Theory (IDT) 
• the Coping Model of User Adaptation (CMUA) 
• the Theory of Planned Behaviour (TPB)  
• a combined Unified Theory of Acceptance and Use of Technology (UTAUT) 
• the Model of PC Utilisation, and  
• Social Cognitive Theory (SCT).  
The argument with this model is that by examining the presence of each of these 
constructs in a ‘real world’ environment, an individual’s intention to use a specific 
system can be assessed, thus allowing for the identification of the key influences on 
accept’ance in any given context (Williams, Rana & Dwivedi, 2015).  
2.3.3 Critiques of Adoption Models 
Straub (2009) argues that PEU does not equal self-efficacy as, “perceived ease of use 
is a judgement about the qualities of a technology, but self-efficacy is a judgement 
about the abilities of an individual”. Therefore, the PEU cannot be directly mapped on 
the concept of self-efficacy. Strictly predicting user behaviour based on ease of use 
and usefulness ignores many other factors, as illustrated by later models, (Straub, 
2009; Venkatesh, 2000). The importance of perceived usefulness has been 
researched in the field of electronic banking by several scholars (Guriting & Ndubisi, 
2006; Laforet & Li, 2005; Liao & Cheung, 2002; Polatoglu & Ekin, 2001). The general 
conclusion that they all reach is that “usefulness is the subjective probability that using 
the technology would improve the way a user could complete a given task” (Jahangir 
& Begum, 2008). Research conducted by King (2009) applied TAM in Finland where 
it was proposed that:  
 
Perceived usefulness is a determinant of actual behaviour which encouraged the 
use of the twenty-first century banking to use more innovative and user-friendly 
self-service technologies that give them greater autonomy in performing banking 
transactions, in obtaining information on financial advice, and in purchasing other 
financial products. 
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However, King (2009) has noted that Perceived Usefulness depends on the banking 
services offered; namely, checking bank balances; applying for a loan; paying utility 
bills; transferring money abroad; and obtaining information on mutual funds. Thus, 
there is extensive evidence to prove the significance of the effect of perceived 
usefulness on adaptation intention, and King (2009) suggests that PU is a key factor 
in determining the adaptation of innovations.  
 
2.4 Adaptation Models 
This research contributes to the above innovation debate by expanding on issues or  
questions of the technology adaptation of customers. Technology adaptability can be 
defined as the “cognitive and behavioural efforts performed by users to cope with 
significant information technology events that occur in their work environment” 
(Beaudry & Pinsonneault, 2005).  The literature defines four adaptation strategies:  
• disturbance handling;  
• benefits satisfaction;  
• self-preservation; and 
• benefits maximising (Beaudry & Pinsonneault, 2005).  
 
These strategies indicate how users have different ways of adapting based on the 
primary and secondary appraisal.  
 
Research conducted by BusinessTech (2017) found that banks are poorly adapted to 
understanding the needs and circumstances of their SME customers. This is because 
banks largely depend on ‘hard’ data and adhere to a rigid and formal decision-making 
process that make it difficult to adapt to specific needs of customers. Customer 
tendencies show that customers may demand more from their banks. The fact is that 
now customers demand more from their banks and are inclined to switch banks if their 
needs are not met, or if offered a better service elsewhere (Consulta, 2019). Clearly, 
then, this indicates that adaptation is important for any bank to retain customers. 
 
The George (2020) suggests that some reasons behind the difficulty for banks to 
understand the customer needs include the following:  
• changing expectations; and 
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• a lack of knowledge and competence by individual bankers.  
 
Therefore, to maximise on market share, banks need to encourage adaptability of both 
the internal and external stakeholders since “competition pressures, increasing 
differences between transactions and relationship lending shapes the future of 
banking” (Silver & Vegholm, 2009). What seems certain is that a reliance on 
standardised systems limits the opportunity to understand differences in customer 
needs, resulting in a failure to meet the demands. 
2.4.1 Conceptualising the Coping Model of User Adaptation (CMUA) 
A study on adaptation by Beaudry and Pinsonneault (2005) suggests that user adaptation 
can be understood through the Coping Model of User Adaptation (CMUA). The CMUA 
deals with “adaptational acts that an individual performs in response to disruptive events 
that occur in his/her environment” (Beaudry & Pinsonneault, 2005). An introduction or 
change in technology within the banking sector can be viewed as a disruptive event by 
some individuals. Beaudry and Pinsonneault (2005 cited in Kashefi, 2014) state that the 
main objective of CMUA was “to integrate both streams of research (process and variance 
approaches) and reconcile the IT adaptation.” The proposed model consists of four 
constructs:  
• primary and secondary appraisals; 
•  adaptation strategies; and  
• the outcomes. 
 
In the primary appraisal, users are likely to be influenced by institutional or social factors; 
for example, the perceptions of peers (Venkatesh et al., 2003).  In the secondary appraisal, 
users assess the control they have over an IT event and the adaptation options available 
to them (Beaudry & Pinsonneault, 2005). As a result, technology acceptance and 
adaptation constitute a critical component of research as it is partly through acceptance 
that the desired benefits of information technology are realised. Figure 2 below illustrates 
how users adapt when there is a change in an IT event. 
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Figure 2.2: Coping Model of User Adaptation (CMUA) 
Source: Beaudry & Pinsonneault (2005). 
 
Beaudry and Pinsonneault (2005) believe that user adaptation begins the moment a 
user gains knowledge or awareness of the possible consequences of an IT event and 
evaluates those consequences to be either an opportunity or a threat. Karjaluoto, et 
al (2010) suggest that because individuals are likely to synthesise information 
differently about the IT event, they are likely to begin the adaptation process at 
different stages. Some users start the adapting process when they hear of the 
upcoming IT event. Others might adapt when the IT event occurs, and then some 
users adapt only when they start an interaction with the technology (Beaudry & 
Pinsonneault, 2005). The model gives an indication of how individuals would adapt to 
technology changes in the banking sector.  
 
There are other individual characteristics that may influence the stage at which the 
individuals begin their adaptation process; for example, personal innovativeness, 
(Beaudry & Pinsonneault, 2005). According to Karjaluoto et al (2010) personal 
innovativeness is the degree at which individuals “are willing to try out new IT events”. 
Other factors that include trust, security and perceived ease of use impact on the 
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technology adoption by individuals (Shahzad, 2015). In developing countries such as  
South Africa, technology acceptance is rapidly growing but has not reached maturity 
compared to developed countries (Fernandes, Ward & Araújo, 2013). This difference 
in maturity is due to various factors affecting individual technology acceptance 
(Shahzad, 2015). In the current era, the internet has evolved into a necessity for 
everyone and with the cost of internet connectivity rapidly decreasing it affords access 
to the internet for all economic classes (Hidayanto, Saifulhaq & Handayani, 2012). 
 
According to Venkatesh et al. (2003), a user’s beliefs are developed mainly by: 
  
[T]heir understanding of certain key aspects of a technology, for example, the 
perceived inability of an IT to support the user’s task might lead one to assess an 
IT event as threatening, whereas a strong task-technology fit might be considered 
an opportunity to improve one’s performance.  
 
This would, therefore, explain the different levels of adaptation across different groups 
of people. Chen, S.C, Chen, H.H. & Chen, M.F. (2009) argue that most research done 
on adaptation to new technologies has focused on organisational settings and 
organisations have goals, processes and a culture that influences the adaptation 
process. This finding makes the consideration of customers’ adaptation to 
technological changes in the banking sector an interesting new area of study. Figure 
3 below applies the Coping Theory Model to understand adaptation in social networks.  
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Figure 2.3: Conceptualisation of Coping Theory. 
(Source: Chen S., Chen, H. & Chen, M. 2009). 
 
The primary appraisal of the situation is when individuals ask themselves: Will this 
change in technology enhance my performance and how does the change affect me? 
The outcome to these questions can be positive, negative or irrelevant.  A positive 
appraisal is understood to benefit the individual while a negative appraisal is construed 
as a threat. The next question asked by individuals would be: What do I do with 
change? This is a secondary appraisal of two types of secondary appraisals: high 
control or low control. At this stage, individuals who have a negative view of the 
usefulness and found the change to be a threat can either have high or low control 
over the situation. On the one hand, individuals who perceive that they have high 
levels of control believe that they are able to address the change in the environment 
and find ways to make it work for them (Chen S., Chen, H. & Chen, M, 2009). On the 
other hand, individuals who perceive that they have low control over the situation 
believe that there is nothing, or there is little they can do about the situation.  
Adaptation strategies are cognitive and behavioural efforts that individuals make to 
adapt to the change in the environment (Beaudry & Pinsonneault, 2005). The 
adaptation strategies are problem- and emotion-focused. Problem-focused strategies 
are associated with individuals who believe they have high control over the change 
that is posed as a threat to them. This type of strategy is action-based as individuals 
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uncover ways to change the environment to best suit their needs. Emotion-focused 
strategy, on the other hand, is associated with individuals who believe they have low 
control over the situation, and this type of strategy focuses on “an individual’s internal 
emotional regulation as a means to adapting to environmental change” (Chen, Chen 
& Chen, 2009). 
 
2.5 Relationship between Adoption and Adaptability 
Living in the Information Age with easily available ICT useful for day-to-day business 
and personal activities (Rouse, 2015) “can reduce the cost of operations and increase 
profits” (Marnewick, 2014). As previously mentioned, the new competitive advantage 
has shifted to adoption and adaptation, whereby change and adaptability are essential 
for growth and success. Adoption may be defined as “the choice to acquire and use 
innovation or invention” (Oxford English Dictionary). Adaptability is “the quality of being 
able to adjust to new conditions”. Beaudry and Molson (2005) further state that 
“adaptation is an act that a user performs to cope with supposed consequences of the 
technological event”. This research is conducted within this context in that the aim is 
to understand the drivers of technology adoption and adaptation within the banking 
sector. The premise of this research, therefore, is that if banks are innovative in a 
timely manner and reach out to the end-users effectively, they will maximise on profits 
and have satisfied customers. 
 
Innovative adoption in the form of Internet banking, new generation ATMs and mobile 
applications have had a profound impact on the delivery channels of financial products 
and services (Khanna & Gupta, 2015). In developing countries, to understand factors 
for predicting adoption by individuals, the adoption of banking technologies has been 
studied in various contexts, including internet banking and mobile banking (Al-Jabri & 
Sohail, 2012). In South Africa, financial institutions, especially banks, have adopted 
Information Technology (IT) in one way or another to offer financial services digitally. 
Using technologies and telecommunication systems, a bank can reach out to its target 
market and offer the opportunity of performing interactive retail banking transactions 
(Jing & Yoo, 2013). As a result, e-banking has gradually become an efficient channel 
for delivering innovative financial services for each bank (Jing & Yoo, 2013). Digital 
banking offers opportunities for: 
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§ gaining an optimal share in the marketplace by expanding business; 
§ reducing operation cost; and  
§ improving customer loyalty (Jing & Yoo, 2013).  
 
Banks and companies in general adopt technologies by taking into account customers’ 
needs and acceptance. There have been numerous studies on customers’ acceptance 
in the adoption of technology: for instance, study in Nigeria by Odumeru (2013), found 
that the adoption of mobile banking was still low, regardless of efforts of financial 
institutions to establish and proliferate them. Etim (2014) also conducted a Nigerian 
study on the adoption of banking services via mobile phones for those without access 
to a bank. Etim’s (2014) findings support those of Odumeru (2013) in that although 
there was high adoption of mobile phones for communication in Nigeria, there was a 
low subscription for ‘higher-order tasks’ such as mobile payments. 
 
In attempts to improve financial inclusion, other studies have been conducted on the 
adoption of mobile technologies (Chitungo & Munongo, 2013; Shambare, 2011; 
Tobbin, 2010). The findings highlight various deterrents of adoption such as: 
• lack of awareness; 
• lack of trust in technology; 
• lack of education on how to use the technology; and  
• perceived ease of use.  
 
In some instances it has been noted that awareness of banking services explains the 
adoption of technology (Al-Sabbagh & Molla, 2005; Porteous, 2006; Shambare, 2011). 
Shambare (2011) suggests that marketers should focus on advertising and educating 
individuals in rural areas to promote technology adoption. Porteous (2006) cites 
mistrust and lack of awareness among the reasons that South Africans might choose 
not to adopt the banking services, in contrast to their counterparts in Kenya. Al-
Sabbagh and Molla (2005) find a greater intent to adopt internet banking services as 
opposed to mobile banking services in South Africa. 
 
Cudjoe, Anim, and Nyanyofio (2015), through their study of determinants of adoption 
of mobile banking in Ghana, have recommended that banks should increase 
awareness of their mobile banking services through personal interactions with their 
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customers. However, they also found that Ghanaians had a negative perception 
towards mobile banking due to perceived credibility and perceived costs. For 
Ghanaians, perceived credibility and perceived costs were found to be more 
significant than PEU as well as PU in predicting the adoption of mobile banking 
services. Masinge (2010) also found perceived costs to be a deterrent to adoption of 
technology in the banking sector in South Africa. Medhi et al. (2009) found that: 
 
[T]he adoption of banking services across developing countries represented by the 
Philippines, India, Kenya and South Africa varied across multiple parameters which 
include household type, key services adopted, the pace of uptake, frequency of 
use, and ease of use. 
  
This suggests that there are multiple factors that can influence the adoption or non-
adoption of banking services in developing countries. 
 
2.6 The Local Banking Sector  
The banking sector is faced with continuous changing landscapes that put pressure 
on the profitability of the traditional banks. Banks focus on growth in annuity revenue 
through focusing on less capital-intensive activities (PWC, 2019). The current political, 
economic and social uncertainty in South Africa is impacting on the banking sector’s 
financial decisions (Consulta, 2019). For example, ABSA bank lost almost 300 000 
customers during the first six months of 2017 which was “driven by bank-initiated 
closures of dormant accounts in the entry-level segments” (James de Villiers, 2018). 
James de Villiers, (2018) regards Capitec bank as the best in the world despite the 
recent negative news about the bank’s loan practices. Ismail (2017), a UK based 
international advisory group, has also ranked Capitec as the best bank in the world. 
Several factors are considered for a bank to be ranked at the top −and technology is 
one of them. 
 
The Africa News Agency (2018) found that most of the banking sector complaints from 
customers are issues of hidden transaction fees, debit orders and accessibility of 
services. Customer switching behaviour is influenced by price and service delivery, 
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rather than the benefits (Consulta, 2019). Banks generally compete in several areas 
that contribute to the general customer satisfaction which are:  
• customer loyalty 
• low levels of complaints with high complaint resolutions 
• quality and perceived value.  
 
Figure 4 below shows the customer satisfaction points for the year 2018. 
 
Figure 2.4: Customer satisfaction index 
 (Source: SAsci 2018). 
 
A survey conducted by the South African customer satisfaction index (SA-csi) (2018) 
on 15 542 clients from lower, middle and upper retail segments showed that Capitec 
bank was in the lead with overall customer satisfaction. The SA-sci is a model that 
associates perceived quality, customer expectations, perceived security and 
perceived value with customer satisfaction which in turn is linked to customer loyalty 
intentions and customer complaints and resolution. In 2018, First National Bank (FNB) 
and Capitec were the only banks that managed to cross the industry’s 80 index points 
mark of consumer satisfaction, with Capitec having the most satisfied customers. 
Capitec scored 84,9 index points followed by FNB with 81,5 points leaving Nedbank 
in the third position with 79,3 points and missing the industry mark just by 0,7. 
Standard Bank and ABSA were below average; scoring 77 and 76.3 respectively. 
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Banks as customer-centric institutions need  to win a larger market share and to build 
and improve on offerings. Customer complaints are also an area of focus for all banks 
as they relate to administrative errors and transactional channels (James de Villiers, 
2018). 
 
James de Villiers, (2018) avers that it is not about delivering high-quality products or 
services that gives a bank a competitive advantage in the long run. He explains that 
when one bank introduces an innovative idea, the others follow with similar innovation 
in a short space of time. According to James de Villiers, (2018), a potential 
differentiator is perceived value which is the measurement of quality received in 
relation to price. Banks are competing for the top spot to get the larger market share 
and technology is an aid to do so. Traditional Banks are facing intense competition 
from new entrants such as Bank Zero, TymeBank and Discovery Bank (Consulta, 
2019). The SA-sci (2018) compiled a customer satisfaction report on the big five banks 
that looked at:  
• customer experience;  
• perceived value;  
• perceived security; 
• complaints incidents and resolution; and  
• customer loyalty.  
 
Table 1 below depicts the findings of this report. They indicate how the big five banks 
are performing and give some understanding why Capitec is rapidly rising in the given 
categories. This study proposes a framework with Perceived Security as a construct, 
to appreciate the relationship of Perceived Security and Adaptability.  
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Table 2.1: Customer satisfaction index results 
(Source: SA-sci, 2018) 
 
The SA-sci (2018) customer satisfaction report concluded that “banks need to 
thoroughly interrogate the drivers behind their performance or lack thereof, in terms of 
customer satisfaction and loyalty”. Traditional banks could lose market share quicker 
to new entrants than anticipated as an increasing number of customers are willing to 
defect to another bank. This suggests that established banks are not as customer-
centric as they believe themselves to be. Consulta (2019) states that in customer 
experience, Perceived Value is the most contested factor in banking. “Getting an in-
depth handle on how to deliver on all the variables of customer experience will mean 
the difference between barely surviving and growing” (Consulta, 2019). The Ernest 
and Young (EY) Banking results analysis released in March 2018 (Anagnostopoulos, 
2018), has indicated that there are five new banks preparing to enter the South African 
market, and this poses a threat to the existing big five banks. Table 2 shows the 




Perceived Value Complaints Incidents 
and Resolution 
Customer Loyalty 
• Capitec has 
topped all 
banks in this 
category, 
proving that 
they have an 
understanding 
of their target 
market as well 
as their needs. 
 




value’ with a 
lead of almost 
11 index points 
over the lowest 




• FNB is positioned as 
the digital `bank, 
however, has an 
increase in customer 
complaints by 4%. 
• Capitec has the lowest 
complaints ratio with 
high complaint 
resolution rate. 
• For most Banks, there 
is a lack of root cause 
identification and 
complaints 
management and that 
has a direct correlation 
to customer loyalty. 
 
• Nedbank, ABSA and 
Standard Bank have 
improved on 
customer loyalty and 
have shown a 
consistent year on 
year growth. 
• An average of 25% of 
Banks’ customers 
have indicated low 
satisfaction levels, 
thus low loyalty levels 
and are likely to fall 
on the competitors’ 
hands.  
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Table 2.2: Products and services offered by the banking sector 
Products Services 
Bank accounts Individual banking 
Personal and business loans Business banking 
Investments and share trading Digital banking 
Home loans Overdraft 
Insurance Consultancy 
Vehicle insurance ATMs services 
Foreign exchange Private banking 
Savings Remittance of funds 
(Source: Standard Bank, 2019.) 
 
The South African banking sector is dominated by the ‘big five’ major retail and 
commercial banking groups: First National Bank (FNB), Standard Bank, Nedbank, 
Capitec and ABSA. New technology is transforming the ways of interaction between 
the banks and their customers and this is projected to rapidly change in the next five 
years (Mousa, 2019).  
2.6.1 Challenges facing the banking sector in technological advancement 
According to Schubert, (2015) the challenges faced by the banking sector in 
technological advancements continue to escalate. The four main challenges are: 
• Increase in competition from Financial Technology (FinTech) 
companies. Traditional banking has been disrupted by the increase in 
FinTech companies. FinTech companies are software-based companies that 
provide innovative technology to support banking or financial services. This is 
competition to traditional banks as they are unable to adjust quickly to 
challenges or changes in operations, technology and culture. 
• Not making enough profit. There have been reports about profitability in the 
banking sector, for example, a report by PWC (2019) states that:   
[A]lthough the operating environment for the major banks remained 
difficult on the back of macroeconomic uncertainty, the combined results 
for the current period continue to bear testimony to the strength of the 
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South African banking sector and resilience of our banks’ ability to 
generate earnings. 
  
However, banks and financial institutions are not making enough return on 
investment (Country Risk Service, 2017).  
• Customer expectations. In terms of technology, many banks are under 
pressure to deliver according to customer expectations (Schubert, 2015). For 
survival, the banking sector needs to be client-centric to create value for the 
clients at the point where they want to consume it. 
• Regulatory pressure. There is a continuous increase in the regulatory 
requirements for the banking sector. As a result, banks spend more to be 
compliant and on building systems and processes to keep up with the 
demand. 
 
South African banks have had a persistent low-growth environment, and this has been 
blamed on a stream of political ‘noise’ (Mousa, 2019). As a result, competition has 
increased within the banking sector and customers have lost confidence in some 
banks. Johansen,(2012) states that: “The crisis of confidence has been rising through 
political and economic uncertainty. Leaders and companies are uncertain on how to 
act as it becomes difficult to have visibility on the way forward". This has filtered 
through into growth, confidence levels and investment, which makes it difficult for 
customers to adapt to the rising changes within the banking sector.  
 
2.7 Conceptual Framework on Customer Adaptation 
This study focuses on understanding how customers within the banking sector adapt 
to changes in technology. The conceptual framework has adopted the coping theory 
model by Chen et.al, (2009), CMUA and TAM. The threefold emphasis is on the 
individual perception of:  
• technology usefulness 
• control they have over the technology at hand, and 
• security. 
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Research has also shown that trust is a contributing factor towards consumers’ lack 
of technology adoption, therefore, this research  paper includes security and trust. The 
relations of variables are shown in Figure 5 below 
 
 
The research framework consists of four independent constructs: Perceived 
Usefulness (PU), Perceived Control (PC), Perceived Security (PS) and Trust (T). The 
constructs will measure how customers adapt to changes in technology, particularly 
in the digital platform in the South African townships. One construct PU was adapted 
from TAM while PC was adapted from CMUA with an addition of perceived security 
and trust. The other constructs were not included in this study due to time constraints 
and resources available to carry out the study; however, they can be looked into in 
future research on customer adaptation to changes in technology. To meet research 
Objectives RO2 and RO3, the following hypothesis was formulated. Objective RO1 is 
a descriptive objective and therefore was not included in the below hypothesis. A 
summary of the hypothesis is shown in Table 3 below: 
Figure 2.5: : Conceptual Framework 
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Table 2.3: Summary of Hypotheses  
 
2.7.1  The relationship of Perceived Usefulness and Perceived Control  
In terms of PU, one argument is that this is “the individual’s perception that using the 
new technology will enhance or improve his/her performance” (Davis, 1993). 
Perceived usefulness is the degree to which a customer feels a digital banking or a 
change in technology will improve the performance of the job in question. Thus, PU 
becomes how the consumer views the result of the experience. Straub (2009) believes 
that PU has been found to be a consistent influence on individuals’ future use of a 
technology.  
 
Customers who perceive higher control over the change in technology tend to assess 
the change more favourably than those who feel they have no control over the change. 
(Cheng, 2009). Research conducted by Martins et al. (2014); Khalilzadeh et at. (2017); 
Aslam et al. 2011 and Jung & Yoon (2012), have a similar view that trust, security, 
income and service delivery are factors that lead to loss of customers or a low 
response rate to a change. For this research, perceived control was measured to 
Hypothesis  Hypotheses Descriptions 
H1 There is a positive and significant relationship between Perceived 
Usefulness (PU) and behavioural intention to adapt to changes in 
technology. 
H2 There is a positive and significant relationship between Perceived 





There  a positive and significant relationship between Perceived 
Security is (PS) and behavioural intention to adapt to changes in 
technology. 
There is a positive and significant relationship between Trust (T), and 
behavioural intention to adapt to changes in technology. 
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understand how the people in the bottom of the pyramid would adapt, given low or 
high control over the change. An implication to this finding is that empowering with 
control could potentially lead to an increase in positive responses. Based on the above 
findings, the following hypothesis was developed: 
 
H1 There is a relationship between Perceived Usefulness (PU), Perceived control 
(PC), Perceived Security (PS), Trust and adaptation to changes in technology. 
2.7.2 Relationship between Perceived Usefulness, Perceived Control and 
Perceived Security  
Customer satisfaction is a requirement fulfilled to create a loyal customer (Aslam, et 
al., 2011) who will re-purchase a product or request a service with a positive attitude 
while recommending the service or product to other people. Jung & Yoon (2012) 
believe that an increase in perceived security (PS) results in a positive attitude and 
behaviour from individuals. A satisfied customer has a higher chance of adapting 
easily to a change in technology and the perceived usefulness is higher, thus making 
such customers have high control over the change. In terms of the CMUA model, a 
satisfied customer will perceive a change in an IT event as an opportunity, however, 
control can either be high or low and the adaptation strategy is a benefit. As result, the 
a hypothesis is presented as follows: 
 
H2 Perceived Usefulness, Perceived Control and Perceived Security do influence 
adaptation to changes in technology. 
2.7.3  The effect of Perceived Security and Trust  
Perceived Security is an assumption on protection against infringements of individuals’ 
rights for example, through information theft (Gao & Matbouli, 2012). If a customer 
perceives that there is security in digital banking, there is a higher chance that the 
customer will trust the technology and adapt to it. It is easy for a customer who believes 
there is no security to lose trust and opt for alternatives. Perceived security is 
contextualised as a Perceived Sense of Protection against personal information which 
customers in the banking sector take into account as it involves money. Jarupunphol 
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& Mitchell (2002), have found that any perceived risk will negatively affect Trust for 
online shopping and this equally applies to digital banking.  
 
Studies on technology adoption models have indicated Trust as a contributing factor 
towards decisions of Adoption (Gefen et al., 2003). It is believed that trust is a major 
factor that influences decisions in technology adoption. The more the customers 
perceive there is high security for using digital banking, the more they trust it and it 
follows therefore, that there is a higher probability of adapting to the change in 
technology. Trust and Security are important to all customers and based on the above 
explanation, the following hypothesis was developed: 
 
H3 There is a relationship between Perceived Security (PS) and behavioural intention 
to adapt to changes in technology. 
 
H4 There is a relationship between Trust (T), and behavioural intention to adapt to 
changes in technology. 
 
2.8 Chapter Conclusion 
This chapter endeavours to provide an understanding of the different adoption and 
adaptation models, the banking sector, digital banking and the importance of 
appreciating the need to technology adaptation. The next chapter discusses the 
various research methods that could be implemented when conducting research.  
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3 RESEARCH METHODOLOGY 
3.1 Introduction  
Chapter 3 provides the research methodology and design for the study. The chapter’s 
section 3.2 discusses the research purpose followed by section 3.3 which discusses 
the research paradigm. The research approach is then covered in section 3.4 followed 
by a description of research design in section 3.5. Lastly, section 3.6 outlines the 
population, sampling and sampling techniques, while 3.7 looks at data collection and 
instrumentation. Data analysis is the centre of discussion in section 3.8 and 3.9 
focusses on ethical consideration before section 3.10 concludes the chapter. 
According to Curran and Blackburn (2001), Saunders, Lewis and Thornhill (2009) and 
Mouton (2001) “research methodology is the study of methods” whereby knowledge 
or information is gained. One study may use qualitative or quantitative research 
techniques in combination for both primary and secondary data collection. The 
methodological choice for this research is quantitative methods. 
3.2 Research Purpose   
According to Kowalczyk (2015) research is categorised into exploratory, descriptive 
and explanatory, based on the purpose of the research or the research problems and 
objectives. Notwithstanding these classifications, however, a research study may fall 
into more than one of these purposes (Babbie et.al, 2004). The purpose of this study 
is largely descriptive as it is derived from the research problem, questions and 
objectives. It seeks to uncover information relating to the status of a phenomenon and 
describe ‘what exists’ with respect to variables or conditions of interest     
3.3 Research Paradigm 
Saunders, Lewis & Thornhill (2009) define a research paradigm as a process of how 
social phenomena may be examined to gain an understanding of the research. 
Neuman (2014) states that a research paradigm lays the basis for any study by 
stipulating the basic assumptions, key issues studied, and the methods employed to 
address research objectives. This study was underpinned by a positivist research 
paradigm. According to Bhattacharjee et.al, (2012), positivist research method uses a 
quantitative approach to collect data through surveys or laboratory experiments. The 
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method’s deductive research approach shows the flow of the research from gathering 
the theory to testing the theory. Biloslavo and Trnavcevic (2007) state that customer 
service response rate is important in determining the conclusive nature of results. This 
study, therefore, assessed the customer perceptions to technological changes in a 
bank through a survey and quantitative research technique to evaluate customer 
adaptability to such changes.  
An ontological assumption was adopted that there exists a reality that can be 
apprehended and that relations behind social reality can be determined. The belief 
behind this is that customer adaptation to continuous technological changes in the 
banking sector can be determined. In addition, the epistemological stance is that 
knowledge should be collected through confirmation of facts and that relationships 
guide the generation of new knowledge (Egan et.al, 2009).  
3.4 Research Approach  
As previously mentioned, the two main approaches in research are qualitative and 
quantitative. The choice of a research approach must be guided by the research 
questions since each approach has its own merits and demerits in relation to how data 
is collected and analysed (Yin, 1994). Therefore,  a quantitative research approach 
was used in the quest to answer the research questions pertinent to this study.  
According to Creswell and Creswell (2017) the quantitative research approach makes 
use of statistics and numbers which are mostly presented in figures while a qualitative 
approach relies on describing an event in words. Additionally, Saunders Lewis & 
Thornhill (2009) state that the quantitative method is a research technique and 
procedure that uses numerical data. Numerical data is also referred to as ‘categorical 
data’: data that relies on comparisons of measurements across categories (Maxwell & 
Loomis, 2003). For this research the limitation of this method is that the information 
gathered is specific to one industry although it could be used in different industries to 
better serve customers. 
3.2  Research Design   
A research design is defined as a planned set of activities or plan of action that lays 
out the outline and key aspects of the research study (Punch, 2013.) Sekaran (2003) 
has indicated that after identifying the variables in developing the conceptual 
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framework, the subsequent step is to design the research in a way that the data can 
be collected and analysed. According to Malhotra (2004), research design is a 
blueprint for conducting a marketing research project. It provides details of the 
necessary procedures for obtaining the information needed to structure and to solve 
marketing research problems. This study adopted a cross-sectional descriptive design 
that was considered useful in the measurement of the relevant constructs 
quantitatively and through statistical techniques. The researcher examined the 
respondents’ level of agreement or disagreement with the constructs pertinent to this 
study.  
 
3.3   Population and Sampling  
In research, the population relates to a group of elements or cases, whether 
individuals, objects, or events that conform to specific criteria and to which the 
researcher  intends to generalise the results of the research (McMillan & Schumacher, 
2006).  
3.3.1 Target Population 
The population of interest in this study were the retail banking customers of the five 
major banks in South Africa; namely, Nedbank, FNB, ABSA, Capitec and Standard 
Bank.  The five banks were chosen specifically because an examination of their print 
and online media advertisements showed that they have a huge investment in 
technology-based products with a variety of these on the market.  These banks also 
have an aggressive marketing stance in relation to their online products such as 
mobile and internet banking. The study is confined to the Gauteng Province of South 
Africa since this province is considered the financial centre of the country, and as the 
most populated, contributes most to the country’s gross domestic product (Williams, 
Witkowski & Balkwill, 2007). 
3.4.1 Inclusion criteria 
The participants included in this study were customers who live in some of 
Johannesburg’s Metro townships (Soweto, Cosmo City, Alexandra) as these residents 
are generally vulnerable and research in this context is largely scant. In addition, the 
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participants were drawn from the active population of consumers between 18 to 65 
years of age. They were selected because they provide adequate economic activity to 
bring about robustness in the results. A section of the research instrument was 
designed, therefore, to ensure all participants, whose responses are used for analysis, 
met the inclusion criteria.  
3.3.1.1 Exclusion criteria 
Individual consumers below the age of 18 and above 65 years of age were excluded 
from this study. In addition, those who reside outside the Johannesburg Metro 
townships were also excluded. The response provided in the first section of the 
questionnaire were used to pick respondents who should be excluded from the study. 
3.3.2 Unit of analysis 
In research, the unit of analysis referred to the person or object from which the 
researcher collects data and it answers the ‘what’ and ‘who’ questions in terms of 
those being studied a research (Kumar, 2018). The unit of analysis takes the form of 
individuals, groups of individuals, organisations of individuals, countries, technologies 
and objects and anything that forms the aim of the investigation. In this study, the unit 
of analysis is the individual customers who bank with the five above-mentioned banks 
in South Africa. 
3.3.3 Sampling frame and sampling techniques 
In this study, there is no readily available sampling frame for the target population and 
the restrictions of the COVID19-induced work environment made it difficult for the 
researcher to employ traditional methodologies in sampling without modifications. To 
navigate the situation, this researcher sent the questionnaire on social media platforms 
and on email to all customers from the selected branches in Johannesburg townships 
to request them to confirm interest in participating in this study. Convenience sampling, 
a non-probability sampling method was used to select respondents from the sampling 
frame. This method was selected in order to ensure that there is substantial 
representation from all the earmarked customers. Robinson (2014) states that 
convenience sampling is a technique conducted through the selection of participants 
based on their availability and willingness to take part in the study. It is also a technique 
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employed to facilitate the inclusion of respondents who possess the desired 
knowledge. 
3.3.4 Sampling size 
The sample size refers to the actual number of individuals from the population or 
sampling frame who are to participate in the study (Flick, 2011:253; Kumar 2011:194). 
The sample size used for this study was 100 customers selected from the five banks 
and this sample size meant that 20 customers were conveniently selected from each 
bank.  
3.5 Data collection and Instrumentation  
3.5.1 Research instrument   
For the purpose of this study, a self-designed online questionnaire was used (see 
Appendix A). Saunders, Lewis, & Thornhill (2009), define a questionnaire as a data 
collection method/technique whereby respondents answer a set of questions in a 
predetermined order. Data was collected from individuals using 80 – 100 self-designed 
questionnaires which consisted of a set of quantitative questions based on a Five-
Point Likert’s scale ranging from “strongly disagree” (1) to “strongly agree” (5). The 
questionnaires were emailed to Nedbank, FNB, ABSA, Capitec and Standard bank 
customers in the City of Johannesburg’s metro townships. The questionnaire used for 
the study was divided broadly into two main sections. The first section looked at the 
demographic characteristics of respondents while the second section looked at the 
research constructs. Under the demographic section variables such as age of the 
respondent, gender, income level and highest educational level were included. The 
section on research constructs was further sub-divided into five sub sections, in line 
with the various dimension as outlined in the conceptual model; namely, Perceived 
Usefulness, Perceived Control, Perceived Security and Trust; and Adaptation to 
changes in technology.  
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3.5.2 Data collection procedures  
In the wake of the recent developments prompted by the COVID-19 restrictions and 
the imminent risks associated with face-to-face contact, the researcher considered 
online data collection suitable. The lockdown situation and the general limitation on 
movement of people made self-administration of questionnaires difficult. As such, 
questionnaires were sent to respondents on social media platforms and email. Each 
respondent to the study was asked to fill in a questionnaire online and a follow-up was 
made telephonically to increase the response rate. A structured questionnaire 
(Appendix A) was used to gather data from respondents to the study (Cooper & 
Schindler 2006; Malhotra & Birks, 2007).  
3.5.3 Reliability and validity 
In this study, a reliability test was conducted to confirm the internal consistency and 
reliability of the research instrument. Internal consistency relates to how well the 
research instrument measures the conceptual model construct and the Cronbach’s 
alpha, which was computed to determine reliability and internal consistency. Validity 
of research instrument relates to the extent to which the outcome of a study accurately 
reflects the variable which is being measured or which the researcher is attempting to 
measure. According to Eriksson and Wiederscheim-Paul (1997), validity is the ability 
of a measuring instrument to measure what is intended to be measured. Maxwell 
(2009), further explains that validity involves any threats that could influence the 
conclusion of the study and it is concerned with proving the research findings against 
the projections. Factor loadings, the average variance extracted (AVE) and inter-
construct correlations were used to measure the validity of the research instrument.  
3.6 Data Analysis 
Data analysis is the process of describing, illustrating and evaluating data and it occurs 
during data collection, and after the collection (Kvale, 1996). The analysis supports 
the path of data collection. 
3.6.1 Data preparation 
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The data gathered from the field which through the questionnaires sent to respondents 
was coded into Microsoft Excel version 365. This is a format that is supported by the 
SmartPLS version 3.2 that was used to analyse the data. The coding was based on 
the responses given and the Likert scale provided in section two of the research 
instrument. 
3.6.2 Blank space handling 
All the black spaces were verified with the source document to establish whether it 
was an omission during coding, or if it was because the questionnaire had no 
response. In cases where only one question was omitted by the respondent, an 
average of the previous and next response after the blank box was used to fill the 
missing value. However, a questionnaire with more than two missing values was 
deemed invalid.  
3.6.3 Data analysis 
To analyse the data collected in this study, Statistical Package for Social Sciences 
(SPSS) version 25 was used. This software package was chosen because it is a 
specialised statistics program that is capable of providing sufficient analysis of the 
data. Frequency tables were used to analyse demographics section of the 
questionnaire, while the relationship between the variable were analysed exploratory 
factor analysis and analysis of variance and regression analysis.  
  
3.7 Ethical Considerations   
Ethical considerations were taken into account by seeking authorisation from those for 
whom the study was conducted. This researcher ensured that the participants were 
not subjected to any harm or discrimination in that the participants were given a choice 
to participate, and participation was anonymous. The researcher also ensured that 
questionnaires were structured without any mention of the respondents’ name by 
means of a statement that expressly stated the strict confidentiality with which data 
would be held. Ethical considerations also ensured that the respondents were briefed 
about the purpose of the research, their relevance in the research process, and the 
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researcher’s expectations of them. Ethical clearance was received (see Appendix B, 
ethical clearance code 2020SCiiS41). 
3.8 Chapter Conclusion 
This chapter covers a number of issues including the research purpose, the research 
approach, and the research paradigm. In addition, the research design and issues 
relating to the population, sampling and sampling techniques are also covered in this 
chapter. Also of note is the fact that data analysis procedures are considered in this 
chapter. The next chapter looks at the results obtained from the data analysis.  
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4 DATA PRESENTATION AND ANALYSIS 
4.1 Introduction 
This chapter provides empirical findings and analysis based on the data collected by 
the research questionnaire to conceptualise a framework which understands customer 
adaptation to technological changes within the banking sector to better serve clients 
in South Africa. The analysis presented in this chapter includes the following, 
frequencies, means, standard deviations, reliability analysis, exploratory factor 
analysis, correlation analysis, and multiple linear regression analysis. 
 
4.2  The Sample of the Study  
Data was collected using an online questionnaire which consisted of seven 
demographic questions and six five-point Likert scale questions. Given the COVID-19 
induced national lockdown, data could not be collected using the traditional drop and 
pick technique, as movement was restricted. As such, the questionnaire was 
distributed to respondents online using social media platforms that included Facebook, 
LinkedIn and email. The results of the response rate are presented in Figure 4.1 below  
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Figure 4.1: Questionnaire response rate 
A survey was distributed to the general public in the Johannesburg Metro townships 
and, owing to the extensive follow-ups on respondents, a total of 320 online responses 
were received timeously. The data-cleaning process was then conducted on the 320 
responses received. This process involved dropping 180 cases with missing data for 
all of the variables used in the study and a representative sample of 140 was obtained. 
This gave an ultimate response rate of 43.75%. While scholars like Fincham (2008) 
advocate for a response rate above 60%, especially for studies in the medical field, a 
response rate above 40% has generally been considered acceptable for business and 
social researches (Agustini, 2018; Paxson, 1995). 
  
4.3 Reliability Analysis 
The reliability analysis was performed in this study to measure the reliability of the 
measurement instrument. Reliability of a measuring instrument relates to the capacity 
of instrument to duplicate results for the same construct under different conditions at 
a different time (Straub, 1989). The reliability analysis was measured using the 
Cronbach`s Alpha Coefficient (α). According to Hair, Ringle & Sarstedt, (2012) and 
Wu & Chen (2017) the accepted value for internal consistency should be higher or 
equal to 0.70 threshold value. It is apparent from Table 4.1 below that all the constructs 
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recommended threshold value indicating a good internal consistency among the 
items.  
Table 4.1: Reliability analysis 
Construct Cronbach's Alpha 
Coefficient 
Number of Items 
Perceived Security and Trust .918 7 
Perceived Control .809 3 
Perceived Usefulness .912 5 
Behaviour Intention .918 6 
 
4.4 Validity Analysis 
Validity checks the degree to which a construct measures what it was designed to 
measure (Pallant, 2020).  Pallant (2020) further states that, “construct validity involves 
testing a scale not against a single criterion but in terms of theoretically derived 
hypotheses concerning the nature of the underlying variable or construct”. Construct 
validity was therefore conducted to test the relationship of the constructs. Exploratory 
Factor Analysis (EFA) was used as a construct validity technique, gathering 
information about the interrelationships amongst the set of variables (Pallant, 2020). 
Thirty questions relating to the factors that inhibit/enable technology adaptability by 
banks’ customers were analysed using the Principal Components Analysis with 
varimax rotation. 
Table 4.2 below presents the results of Kaiser-Meyer Olkin measure of sampling 
adequacy and Bartlett`s Test of Sphericity. 
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Table 4.2: KMO and Bartlett`s Test 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .907 




It can be seen in Table 4.2, therefore, that the Kaiser-Meyer Olkin measure of 
sampling adequacy is 0.907, suggesting that the sample size of the study was 
sufficient for factor analysis (Beavers et al., 2013). The Bartlett`s Test of Sphericity 
was also statistically significant (p-value < 0.05) indicating that the data was suitable 
for factor analysis (Pett at.al 2003).  
Table 4.3 below illustrates the summary of EFA results which include factors, factor 
loadings, eigenvalue and variance explained.  
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Table 4.3: Summary of Exploratory Factor Analysis results 


















PS2 MobileApp/internet banking gives me control 
over security of my money. 
0.799 
PS1 MobileApp/internet banking provides me with a 
greater sense of physical security. 
0.798 
PS3 MobileApp/internet banking provides me with 
security to possibly prevent fraud. 
0.778 
T1 MobileApp/internet banking is reliable and 
trustworthy. 
0.705 
T4 I trust mobileApp/internet banking will provide me 
with all the services I need from my bank. 
0.662 
T3 I trust my bank will implement security to protect 
my money against fraud. 
0.644 
PS5 MobileApp/internet banking provides me with 
information or educates me on how to stay safe 
while transacting. 
0.562 










PU5 Changes made on the mobileApp/Internet 
banking will help me transact quicker. 
0.820 
PU3 Changes made on the mobileApp/Internet 
banking provide me with banking convenience. 
0.805 
PU1 Changes made on the mobileApp/internet 
banking are useful to me. 
0.778 
PU2 Changes made on the mobileApp/Internet 
banking will help me access all my banking needs. 
0.746 
PU4 Changes made on the mobileApp/Internet 
banking makes it easy for me to have control over 
my money. 
0.731 















BI2 I am likely to adapt to changes made in 
mobileApp/internet banking. 
0.747 
BI4 I will possibly use changes made in 
mobileApp/internet banking. 
0.734 
BI3 I plan to adapt to changes made in 
mobileApp/internet banking. 
0.723 
BI1 I will definitely use the changes made in 
mobileApp/internet banking. 
0.714 
BI6 I will recommend other people to use 
mobileApp/internet banking for transacting. 
0.640 
BI5 I am happy to use mobileApp/internet banking 
instead of going to the branch. 
0.619 






PC3 I am pessimistic about a change in the 
mobileApp/internet banking. 
0.771 
PC4 I can easily leave the platform for a more 
convenient one if I do not like the change. 
0.690 
PC2  I am willing to learn more about changes in the 
mobileApp/internet banking. 
0.513 
Total Variance Explained   71.034 
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Table 4.3 above illustrates that four factors were extracted in the analysis using 
Kaiser`s eigenvalue rule, which states that only factors with an  eigenvalue of 1.0 or 
more are retained in the solution for further analysis (Costello & Osborne, 2005). The 
four factors were called Perceived Security and Trust (PST); Perceived Usefulness 
(PU); Behavioural Intention (BI), and Perceived Control (PC). Factor 1 was labelled  
because of the high loadings from items theoretically conceptualised to independently 
measure perceived security and perceived trust. The four factors recorded a total 
variance of 71.034% exceeding the threshold value of 50% (Garson, 2010).  The factor 
loadings range from 0.513 to 0.820, above the recommended value of 0.5 (Costello & 
Osborne, 2005) suggesting that they are strong enough to measure the factors which 
they are meant to measure. 
 
4.5 Correlation Analysis 
Correlation analysis was performed in this study to meet research objective number 
two:  
RO2: To investigate the relationship between the factors that inhibit/enable 
technology adaptability by banks’ customers. 
This objective is to measure the relationship between the independent variables 
(Perceived usefulness, Perceived trust, Perceived Security and Trust) and the 
dependent variable (Behavioural Intention towards influencing adaptation to 
technology). According to Cohen (1988), a correlation coefficient range of 0.1 and 0.29 
represents a weak relationship, 0.3 and 0.49 represents a moderate statistical 
relationship, and 0.5 and 1 represents a strong statistical relationship.  
Table 4.4 below illustrates the summary of correlation analysis results which measures 
the relationship between the independent variables and the dependant variable. 
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1    
Sig. (2-tailed)     





.520** 1   
Sig. (2-tailed) .000    





.609** .533** 1  
Sig. (2-tailed) .000 .000   





.666** .520** .764** 1 
Sig. (2-tailed) .000 .000 .000  
N 140 140 140 140 
**. Correlation is significant at the 0.01 level (2-tailed). 
Green – strong 
Yellow - moderate 
Red – weak    
 
It is evident from Table 4.4 that there was a statistically significant (p-value < 0.05), 
strong positive relationship (0.520 to 0.764) between all constructs. The relationship 
between Behavioural Intention (BI) and Perceived Usefulness (PU) was statistically 
significant (p-value < 0.05) and strong (r = 0.666), between Behavioural Intention and 
Perceived Control (PC) the relationship was statistically significant (p-value < 0.05) 
and strong (r=0.520) and between Behavioural Intention (BI) and Perceived Security 
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(PS) Trust (T) was also statistically significant (p-value < 0.05) and strong (r= 0.764). 
Since there was a strong positive relationship between all constructs in the study, it 
implies that multiple linear regression analysis can be performed to investigate if the 
demographics, perceived security and trust, perceived usefulness and perceived 
control influence behavioural intention. 
 
4.6 Frequencies of Demographic Characteristics 
Frequencies were performed in this study to analyse the demographic characteristics 
of the respondents. Frequencies are appropriately performed on categorical variables. 
4.6.1 Gender of respondents 
The study sought to enquire on the gender of the respondents selected in this study. 
The results obtained in relation to gender are presented in Table 4.5.  
 
Table 4.5: Gender of respondents 
 Frequency Valid Percent 
Valid Male 52 37.1 
Female 86 61.4 
Prefer not to say 2 1.4 
Total 140 100.0 
 
From the results indicated in Table 4.5 above it can be noted that the majority of the 
respondents are women (86), constituting 61.4% of the total number of respondents. 
Male respondents constituted 37.1% (52) of the total respondents while only two 
preferred not to state their gender. 
 
Empirical evidence has shown that gender is one of the most studied personal 
characteristics in ICT studies. For example, Orser, Riding and Li (2019) established 
that gender influences the adoption of information and technology communications 
and growth in the digital economy. Similarly, Laukkanen and Pasanen (2008) 
discovered that mobile banking services adoption is higher among men than women.  
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4.6.2 Residential location of respondents 
In addition, respondents were asked to state their area of residence from where they 
ordinarily access their banking services. The results obtained were processed and 
presented in Table 4.6.  
 
Table 4.6: Residential location of respondents 
 Frequency Valid Percent 
Valid Soweto 52 37.1 
Cosmos City 20 14.3 
Alexandra 12 8.6 
Other 56 40.0 
Total 140 100.0 
 
Table 4.6 above, shows that the majority of participants (56 or 40%) live in other areas 
besides Soweto, Cosmos City and Alexandra, which were specified as Thembisa, 
Thokoza, Daveyton, Katlehong, Soshanguve and Beria.  The respondents who reside 
in Soweto accounted for (52 or 37.1%) of the total. The least number of respondents 
(12 or 8.6%) reside in Alexandra. 
 
According to Reino, Frew and Albacete-Saez (2011) physical location and distance 
between ICT-based service providers and consumers may affect the marketing and 
distribution of reliable services. Weber and Kauffman (2011) also state that the domain 
of residence significantly influences ICT adoption. As such, this study sought to 
establish the location of respondents.  
4.6.3 Age distribution of respondents 
Since ICT adoption may significantly be influenced by the age of an individual, the 
respondents were asked to indicate their age. The results obtained from the survey 
are presented in Table 4.7.  
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Table 4.7: Age distribution of respondents 
 Frequency Valid Percent 
Valid  18 – 29 years 49 35.0 
30 – 41 years 63 45.0 
42 – 53 year 22 15.7 
54 - 65 years 5 3.6 
Prefer not to say 1 .7 
Total 140 100.0 
 
According to Rogers et al. (2017), age is a determinant factor in the adoption of new 
technologies as the older adults have a tendency to adopt technologies more slowly 
than younger adults. Table 4.7 above illustrates that the majority of respondents (63) 
(45%) were between 30 and 41 years. This was followed by the 18 to 29 age group 
which constituted 35% of the total sample, while and one participant (0.7%) preferred 
not to state his/her age group. Interestingly,  5 (or 3.6%) participants were between 54 
to 65 years. 
4.6.4 Levels of education of respondents 
The levels of education are one of the demographic details included in this study. The 
results obtained are presented in Table 4.8 below: 
Table 4.8: Levels of education of respondents 
 Frequency Valid 
Percent 
Valid Matric 41 29.3 
Post high school certificate/diploma 44 31.4 
Bachelor’s degree 31 22.1 
Postgraduate - Honours 12 8.6 
Postgraduate – Masters/PhD 3 2.1 
Other 9 6.4 
Total 140 100.0 
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The majority of participants (44 or 31.4%) had a post high school certificate or diploma, 
followed by those with matric (41 or 29.3%) and the least number of participants had 
either Master’s or a Doctorate degree. A study by MacCallum, Jeffrey and Kinshuk 
(2014) showed that literacy and education levels are important dynamics in studies 
relating to the adoption of ICT-related services.  
4.6.5 Gross Income of respondents 
According to Richmond and Triplett (2018), ICT inequality growth may be intensified 
by differential access and skills level. These authors further state that the relation 
between ICT and income depends on the specific type of ICT and the measure of 
income inequality. Hence, the study sought to investigate the level of income of 
respondents. The results are presented in Table 4.9 below.  
 
Table 4.9: Gross Income of respondents 
 Frequency Valid Percent 
Valid R0-5 000 38 27.1 
R5 001-10 000 19 13.6 
R10 001-15 000 8 5.7 
R15 001-20 000 19 13.6 
R20 001-30 000 17 12.1 
>R30 001 12 8.6 
Prefer not to say 27 19.3 
Total 140 100.0 
 
It can be seen in Table 4.9 that the highest number of respondents earn between R0 
to R5 000 monthly, followed by the two salary groups that earn between R5 001 – 
R10 000 and R15 001 – R20 000; which had 19 (13.6%) participants. The small 
number of respondents remaining earn between R10 001 and R15 000. 
4.6.6 Frequency of use of internet/mobile banking 
Besides the demographic characteristics of respondents, the frequency of use of 
internet/mobile banking was also investigated. The results obtained are presented in 
Figure 4.2 below.  
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Figure 4.2: Frequency of use of internet/mobile banking 
 
It is evident from Figure 4.2 that the majority of the respondents (45 or 32.1%) use 
mobile or internet banking once a week. This is followed by respondents who use 
mobile or internet banking once a month (38 or 27.1%) and daily (32 or 22.9%) 
respectively. The minority respondents (2 or 1.4%) preferred not to state their 
frequency use of Internet or mobile banking.  
 
4.7  Descriptive Statistics 
Descriptive statistics are an important component of data analysis as it provides a 
check on the integrity of the data and a logical overview of data (Struwig & Stead, 
2001). In this study, the mean and standard deviation of the study constructs were 
computed and presented as part of the descriptive statistics. Descriptive statistics 
answered research objective one: 
RO1: To assess the bank customers’ perception on perceived usefulness, 
perceived control, trust and adaptation to changes in technology. 
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Table 4.10: Descriptive statistics on constructs 
Constructs Mean Standard Deviation 
Behavioural Intention 3.8777 .82376 
Perceived Usefulness 3.8147 .96704 
Perceived Control 3.5971 .78582 
Perceived Security and Trust 3.6855 .87053 
 
It can be seen from Table 4.10 above that all the constructs had mean values of above 
3, with Behavioural Intention scoring the highest mean of 3.8777 and Perceived 
Control scoring the lowest mean of 3.5971. These results suggest that the 
respondents generally agreed to the items measuring these particular constructs.  
 
4.8 Multiple Linear Regression Analysis 
In this study multiple linear regression analysis was performed in order to investigate 
if the demographics, perceived security and trust, perceived usefulness and perceived 
control influence behavioural intention.  Multiple linear regression answered research 
objective 3 which is:  
RO3: To investigate if perceived usefulness, perceived control, and perceived 
security and trust will influence adaptation to changes in technology. 
Table 4.11 below presents the ANOVA results. The ANOVA results obtained were not 
measuring the statistical differences between factors, but were measuring the 
significance of the multiple linear regression model, hence it comes with multiple linear 
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Table 4.11: ANOVA results table 
ANOVAa  
Model Sum of Squares df Mean Square F Sig. 
1 Regression 60.758 3 20.253 83.140 .000b 
Residual 32.885 135 .244   
Total 93.643 138    
Notes: 
a. Dependent Variable: Behavioural_Intention 
b. Predictors: (Constant), Percieved_Security_Trust, Percieved_Control, Percieved_Usefulness  
 
Table 4.11 above shows that the regression model was statistically significant since 
the p-value < 0.05 significance level.  
 
Before interpreting the regression coefficients, it is ideal to check if the multiple 
regression coefficients are not violated by obtaining a robust model. These 
assumptions include multicollinearity, normality, homoscedasticity and outliers. 
 
Multicollinearity exists when the independent variables are highly correlated. This 
assumption can be tested by the Variance Inflation Factor (VIF) values above 10 and 
tolerance values less than 0.10. It is evident from Table 4.12 that the VIF values < 10 
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1 (Constant) .802 .310  2.586 .011 .188 1.416   
Gender .062 .089 .040 .701 .484 -.114 .238 .854 1.171 
 Location .021 .032 .036 .668 .505 -.042 .084 .960 1.041 
Age -.111 .057 -.116 -1.935 .055 -.225 .002 .784 1.276 
Highest Education 
Level 
.018 .033 .031 .528 .598 -.048 .083 .828 1.208 
Income .017 .021 .049 .786 .433 -.026 .059 .733 1.363 
Perceived Usefulness .218 .062 .259 3.510 .001 .095 .340 .516 1.937 
Perceived Control .110 .073 .106 1.518 .131 -.033 .254 .582 1.719 
Perceived Security 
Trust 
.489 .071 .522 6.899 .000 .348 .629 .492 2.031 
Note: 
a. Dependent Variable: Behavioural Intention   
 
Normality assumption requires the residuals appearing in the Normal Probability Plot 
(P-P) of the Regression Standardised Residual to have a straight-line relationship with 
the predicted Dependent Variable (DV) scores (Pallant, 2020).  
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Figure 4.3: Normal P-P Plot 
 
It is evident from Figure 4.3 that the residuals lie very close to the diagonal line 
suggesting that the assumption of normality has been met.  
 
The Homoscedasticity assumption states that the variance of the residuals about 
predicted dependent variable scores should be the same for all predicted scores. 
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Figure 4.4: Scatterplot 
 
It is apparent from Figure 4.4 that the residual points are roughly distributed with 
most of the values concentrated along the centre implying that the assumption of 
homoscedasticity was met. 
4.8.1 Outliers 
Outliers are extreme values (very high or low scores), which can appear in a data set 
(Pallant, 2020). Since outliers check the multiple linear regression model they need to 
be deleted from the data set because multiple linear regression is very sensitive to 
outliers. Outliers can be checked by inspecting the maximum calculated Mahalanobis` 
distance values against the Mahalanobis` distance critical values. Table 4.13 below 
presents the critical chi-square values for 2 to 10 degrees of freedom (number of 
independent variables) at a critical alpha value of 0.001.  
 
Tables 4.13, 4.14 and 4.15 below measured the assumption of linear multiple 
regression analysis. 
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Table 4.13: Critical values for evaluating Mahalanobis distance values 










(Source: Extracted and adapted from a table in Tabachnick and Fidel ( 2007).  
 
Table 4.14 below displays the results of maximum calculated Mahalanobis distance.  
 
Table 4.14: Residual Statistics 
Residuals Statisticsa 
 Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.4903 4.9743 3.8986 .62958 138 
Std. Predicted Value -3.825 1.709 .000 1.000 138 
Standard Error of Predicted 
Value 
.062 .201 .122 .027 138 
Adjusted Predicted Value 1.5877 4.9729 3.8986 .63154 138 
Residual -1.31392 2.25396 .00000 .47568 138 
Std. Residual -2.680 4.598 .000 .970 138 
Stud. Residual -2.938 5.016 .000 1.020 138 
Deleted Residual -1.57905 2.68261 -.00001 .52628 138 
Stud. Deleted Residual -3.030 5.569 .002 1.046 138 
Mahal. Distance 1.166 22.010 7.942 4.169 138 
Cook's Distance .000 .532 .012 .049 138 
Centered Leverage Value .009 .161 .058 .030 138 
Note:  
a. Dependent Variable: Behavioural Intention 
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Table 4.13 shows that the critical value for determining the Mahalanobis distance for 
eight independent variables (according to this study) is 26.13. Table 4.14 displays the 
maximum calculated Mahalanobis distance to be 22.010. Since the maximum 
calculated Mahalanobis distance is less than the Mahalanobis distance critical value 
it implies that the model does not have some outliers.  
4.8.2 Evaluating the model 
When the multiple linear regression model is conducted, an R (Coefficient of 
Determination) is presented to evaluate the model. Table 4.15 below presents the  
R  
 
Table 4.15: Model summary 
Model summaryb 
Model R R Square Adjusted R 
Square 
Std. Error of the 
Estimate 
Durbin-Watson 
1 .798a .637 .614 .49021 2.066 
Note:  
a. Predictors: (Constant), Perceived_Security_Trust, Q1, Q2, Q4, Q6, Q3, Perceived_Control, 
Perceived_Usefulness 
b. Dependent Variable: Behavioural_Intention 
 
It is evident from Table 4.15, that the R  value is 0.637. Meaning 63.7% of the 
variance in the dependent variable is explained by the model. 
4.8.3 Statistical significance of the independent variables 
The main aim of performing the multiple linear regression analysis was to investigate 
if the demographics, perceived security and trust, perceived usefulness and perceived 
control influence adaptation to changes in technology. Table 4.12 (page 63) reveals 
that only perceived usefulness (p-value = 0.001) and perceived security and trust (p-
value < 0.05) were statistically significant in the model and positive effect on customers 
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supported in this study. Meanwhile, the control variable was found not significant on 
influencing adaptation to changes in technology in the banking sector.  
 
4.9 Testing of the Modified Hypotheses and Decisions 
The EFA conducted on the constructs in this research led to the merging of Perceived 
Security and Trust constructs. This automatically led to the modification of the 
hypothesis pertinent to this study, which were tested, and results presented in Table 
24 below.  
 
Table 4.16: Summary of the Test of Hypotheses   
 
Summary of the Test of Hypotheses   
  
Decision 
H1  There is a positive and significant relationship between Perceived 
Usefulness (PU) and behavioural intention to adapt to changes in 
technology. 
Accepted  
H2  There is a positive and significant relationship between  Perceived 
Control (PC) and behavioural intention to adapt to changes in 
technology. 
Rejected  
H3  There is a positive and significant relationship between   Perceived 
Security(PS) and behavioural intention to adapt to changes in 
technology. 
Accepted  
H4 There is a positive and significant relationship between Trust (T), and 
behavioural intention to adapt to changes in technology. 
Accepted 
  
According to the results presented in Table 4.16 above, H1 and H3 were supported, 
while H2 as rejected due to a p value greater than 0.05. This indicates that mobile 
banking customers decisions and intention to adapt to the changes in technology, are 
largely affected by their perception on the usefulness of the technology and on security 
and trust. The role of Perceived Control on the intention to adapt to technological 
changes was not supported by the statistical measurement and deemed insignificant.  
These results are supported by the existing literature which states that both PU and 
PST are significant in influencing intention to use technology (Lim, Kim, Hur & Park, 
2019; Sohn, 2017). However, the results are a divergent from the existing literature 
with regard to role of perceived control in technology adoption as many studies found 
that it is a significant factor in influencing adoption (Abay, Blalock & Berhane, 2017; 
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Hajli & Lin, 2016; Zhou, 2013). Trust was acknowledged in this study as a factor that 
supports the intention to adapt to changes in technology. Thus, it gives valuable 
insights to the banking sector for how to motivate the adoption of technology-based 
services.  
4.10 Chapter Summary 
This study seeks to investigate the factors that influence the behavioural intention of mobile 
and internet banking users in South Africa in adapting to changes in technology. Based on 
the combination of the Technology Acceptance Model (TAM) and the Unified Theory of 
Acceptance and Use Technology Model (UTAUT), an empirical examination is conducted 
using multiple regression analysis on data collected though a questionnaire. The data is 
analysed using multiple regression in SPSS to test the correlations and relationship 
between hypothesised constructs of the research model and the results were presented 
in this chapter. The results show that perceived usefulness and perceived security and 
trust are the main determinants of the intention to adapt to the changes that occur in the 
technological sphere in the banking industry. This provides insights into managerial 
decision-making and policy formulation as well as theoretical conclusions which will be 
presented in the next chapter.  
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5 SUMMARY, DEDUCTION AND IMPLICATIONS  
5.1 Summary 
This study sought to investigate the factors that influence the behavioural intention to 
adapt to technological changes with the aim of creating a framework to understand 
customer adaptation to continuous technology changes in the banking sector. To 
address the gap in technology adaption research, the study combined the technology 
acceptance model and the Unified Theory of Acceptance and Use Technology Model 
in order to derive the predictor variable in this study. The conceptual model developed 
consisted of four predictor variables namely , perceived usefulness, perceived control, 
perceived security and trust, and one outcome variable in the form of behavioural 
intention to adapt to changes in technology.  
 
The decision to develop a framework for the adaption to technological changes was 
motivated by the desire to assist decision makers better understand customers’ real 
lifetime adaptation experiences to changes in technology. A survey was carried out to 
explore the drivers of technology adoption, that will in turn influence adaptability to 
changes in technology within the banking sector. The study focused on the five major 
banks, Nedbank, FNB, Standard Bank, Capitec and ABSA.  
 
The process of data analysis involved three critical steps namely, descriptive statistical 
analysis, exploratory factor analysis and hypothesis testing. The results of the EFA 
conducted on the constructs revealed that perceived security and trust should be 
combined into one variable because of the manner in which the items were loading. 
This resulted in the modification of the original conceptual model to the one illustrated 
in Figure 5.1 below.  
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The relationship between Behavioural Intention (BI) and Perceived Usefulness (PU) 
was statistically significant (p-value < 0.05) and strong (r = 0.666), between 
Behavioural Intention and Perceived Control (PC) the relationship was statistically 
significant (p-value < 0.05) and strong (r = 0.520) and between Behavioural Intention 
and Perceived Security (PS) Trust (T) was also statistically significant (p-value < 0.05) 
and strong (r= 0.764). The subsequent test of hypothesis through the use of multiple 
regression analysis conducted in SPSS revealed that two out of the three hypotheses 
made in this study were supported. H1, which predicted that perceived usefulness 
significantly and positively influences the behavioural intention to adapt to the 
technological changes and H2, which predicted the same with perceived security and 
trust were supported.  
 
However, the relationship between PC and BI was deemed statistically insignificant 
because the p value was greater than 0.05. The novelty of this study lies in the ability 
of the model to test the antecedents of behaviour intention to adapt to changes in 






Behavioural Intention to Adapt 
to changes in Technology 
 
 
Perceived Security and Trust  
 













Figure 5.1: Modified Conceptual Framework 
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5.2 Deduction 
The goal of this study endeavoured to examine the factors affecting customer 
behavioural intention to adapt to changes in technology in the banking sector in South 
Africa. The findings of this study indicated partial support of the modified conceptual 
model and previous studies. The developed model succeeded in explaining the role 
of perceived usefulness and perceived security and trust on behavioural intention to 
adapt among customers in the banking industry in South Africa. Perceived usefulness 
and perceived security and trust were the only variables that had a direct influence  on 
behavioural intention, while perceived control did not exhibit a significant relationship 
with behavioural intention. The results somehow echo the finding of Nkoyi, Tait and 
van der Walt (2019) who studied attitudes of customers towards their intentions for 
continued usage of electronic banking in rural South Africa and those of Van Deventer 
(2019) who studied the role of trust in mobile banking amongst Generation Y students 
in South Africa.  Between the two determinants, perceived security and control had 
the greater influence. 
 
5.3 Implications  
The results of this research have both theoretical and managerial implications to benefit 
the researchers and practitioners in South African banking who are interested in the 
Technology Acceptance Model and the Unified Theory of Acceptance and Use 
Technology Model. 
5.3.1 Theoretical implications 
Anchored on comprehensive literature review and a combination of the TAM and the 
UTAUT, this research sought to determine the factors which can influence the 
behavioural intentions of South African banking consumers on adaption to changes in 
technology.  
 
This study provided empirical support for significant factors from the TAM (perceived 
usefulness) and UTAUT models (perceived security trust and behavioural intention). 
These results therefore provide valuable contributions to the existing literature on 
behaviour intention to adapt to technological changes. While the factors that underpin 
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these two models have been tested before, the results of this study remain valuable 
to literature because of the change in context under which the model was tested. 
Researchers in South Africa and other similar contexts ought to be informed by the 
results from this study in any decision to use the two models in the determination of 
factors that influence behavioural intention.  
The results are also particularly valuable for researchers in the banking sector, who 
have an interest in technology adoption and adaptation for the following reasons: 
• This study provides results of the factors influencing intention to adapt to 
technology, a construct that is largely ignored in empirical studies, as many 
researchers opt to look at adoption.  
• In addition, the study focussed on the banking sector, and given the significance 
of the banking sector to developed and developing economies, it is an essential 
contribution to literature as studies in banking technology can be informed by 
the findings of this study in the development of their own conceptual models. 
• This study is also crucial as a method to predict the responses of mobile 
banking customers to technological developments.  
 
However, although the model was applied in the banking industry, it is still useful and 
can be applied successfully in other studies on m-commerce and e-commerce 
adoption especially from an emerging economy perspective like South Africa  
5.3.2 Managerial implications 
This study provides useful insights which managers in the banking industry can use to 
better manage their customers and formulate effective strategies that enhance bank 
performance. Managers in the banking sector must focus on the factors identified in 
this study in order to positively influence the adoption and use of mobile and internet 
technologies that banks introduce to enhance service delivery. Given the dynamism 
and competitiveness in the South African banking sector (Beyers et al., 2020), banks 
need to focus on identifying the critical factors that promote the behavioural intention 
to adapt to the introduced technological changes. As such, this study provides 
valuable insights as to how banks should allocate their financial  capital and resources 
to achieve better results.  
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Other notable outcomes from this study is that banks need to focus on enhancing 
perceptions regarding the usefulness, security and trust in the introduced technologies 
to motivate customers to adapt to the new technological changes. For instance, as 
banks move to go paperless and abandon deposit and withdrawal slips, they need to 
sell the view that the newly introduced banking methods are more secure and more 
convenient than the old ones. Failure to do so will lead to low adoption by customers 
who decide not to adapt to the changes brought about by technology. The finding 
implies that the extent of adaption to new technology is built on trust. Consequently, 
managers should focus on enhancing the levels of trust among users and 
technological changes must possess adequate features that exhibit high level of 
security, privacy and protection. Additionally, to enhance trust, banks should put in 
place privacy guarantees and visible advertising campaigns to which customers can 
relate and develop confidence in the product or service offerings. 
  
5.4 Suggestions for future studies 
Despite this study’s significant contribution to existing literature and its insight on 
determinants of behavioural intention towards adaptation to changes in technology  
future studies can develop on the limitations of this research in the following ways: 
• Firstly, this research is restricted to the South African banking industry and the 
sample size was small. Therefore, future studies could seek to examine the 
same factors by using a broader sample size or cover a wider geographical 
area, or even adopt a multi-national perspective. Future studies could consider 
increasing the sample size, and possibly change the sampling method to 
improve on the robustness of the results.  
• Secondly, this study employed multiple regression analysis, which although 
useful in testing hypotheses, is not the best choice. As such, future studies 
could employ robust methods like structural equation modelling to examine the 
factors that influence behaviour intention.  
• Finally, the factors that this study considers are not the only possible factors. 
As a result, future studies may include other factors not focused upon such as 
compactibility and perceived attributes of change. 
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6 APPENDIX A 
QUESTIONNAIRE 
This questionnaire is designed to obtain feedback regarding the influence of adaptation to 
technological changes in the banking sector. This study is being conducted by a researcher, 
Epiphinia Matsetlo (keesha.matsetlo@gmail.com), as part of the completion of a minor 
dissertation MCOM (Business Management (Information Systems) at the University of 
Johannesburg during 2020 and is being supervised by Prof Carl Marnewick (contactable at 
cmarnewick@uj.ac.za).  
Participation is voluntary and there is no penalty or loss of benefit for non-participation. Your 
role as a participant is to respond as openly and frankly as possible to the questions and your 
willingness to participate in this survey is greatly appreciated and contributes to the creation of 
new knowledge. The information collected is for the purposes of the study to understand the 
factors that lead a person adapting to the changes in technology in the banking sector. The 
selection criteria is a banks’ customer that resides in the townships and of 18 years of age and 
older. The reason for this selection criteria is to understand adaptation behaviours from people 
residing in the selected areas. There will be no costs incurred by you and no compensation will 
be provided for participating. Potential risks involved would be of personal information misuse, 
therefore, data will be collected anonymously. The researcher will ensure a comprehensive, 
effective and seamless process to protect respondents from harm.  
You are hereby informed that your responses are completely anonymous, which means that no 
personal details of your identity are submitted by you in this survey, your responses can in no 
way be traced back to you personally as an individual and there are no exclusions to 
confidentiality. Results from all of the respondents will be collated and reported on as a unit, 
and your specific responses will not be reported on individually, results will be kept for a period 
of five years. The data could be used for future studies. The University has the right to distribute 
any research related information to third parties while protecting the privacy of individuals by 
ensuring anonymity.  
You are reminded and informed hereby, that you are not obligated in any way to participate in 
this study. You are voluntarily taking part and may choose to withdraw from the process at any 
stage without fear or consequence. You, as a respondent, are reminded and informed of your 
right to privacy, confidentiality, anonymity, equality, justice, human dignity, freedom of 
choice, freedom of expression and access to information. 
Please respond as openly and as frankly as possible to the questions. Feedback will be provided 
through published article or thesis.  
Please acknowledge that you have read and understand the above information and that the data 
collector who is conducting this survey/interview with you has explained it adequately, by 
making a cross or with a signature, in the space provided below. 
  
(Tick with X if relevant )               I, as respondent, understand my rights in this process and 
proceed willingly and voluntarily with the survey. 
When evaluating a question, please answer the question from your own perspective. It may 
take you between 5 to 10 minutes to complete the questionnaire. 
COLLEGE OF BUSINESS AND ECONOMICS 
DEPARTMENT OF APPLIED INFORMATION 
SYSTEMS 
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Place an X in the appropriate box where applicable or complete where required. Select only 









Do you live in a Township? 
 
      
 
 
If your answer is ‘Yes’, please complete the questionnaire. 
If your answer is ‘No’, you should not complete the questionnaire. 
 
 
SECTION A – Background Questions 
 
 






2.   Where do you live? 























5.  What is your employment status? 
 
Employed  1 
Unemployed  2 
No 0 
Yes 1 
Male  1 
Female  2 
Prefer not to say 3 
18 – 29 years  1 
30 – 41 years  2 
42 – 53 year 3 
54 - 65 years 4 
Prefer not to say  
Soweto 1 
Cosmos City 2 
Alexandra 3 
Other, specify ……………. 4 
Matric  1 
Post high school certificate/diploma 2 
Bachelor’s degree  3 
Postgraduate - Honours 4 
Postgraduate – Masters/PhD 5 
Other 6 
Prefer not to say 7 
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Retired  3 
Prefer not to say 4 
 




























Prefer not to say 7 
Daily 1 
Once a week 2 
Few times a week 3 
Once a month  4 
Few times a month 5 
Few times a year 6 
Prefer not to say 7 
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SECTION B – Adaptation to changes in technology by individuals 
 
The following statements measure the customers’ ability to  adapt to changes in technology within the internet 
and mobile banking platforms in the banking sector. Please cross with an (X) the appropriate box to indicate the 
extent to which you disagree or agree with the following statements. You must answer the questions based on the 
application you use frequently. 
 







Perceived Usefulness is measuring the degree to which you believe that using mobileApp/internet banking would 
enhance your banking performance. 
 










PU1 Changes made on the mobileApp/internet 
banking are useful to me 
 
1 2 3 4 5 
PU2 Changes made on the mobileApp/Internet 
banking will help me access all my 
banking needs 
 
1 2 3 4 5 
PU3 Changes made on the mobileApp/Internet 
banking provide me with banking 
convenience 
 
1 2 3 4 5 
PU4 Changes made on the mobileApp/Internet 
banking makes it easy for me to have 
control over my money 
 
1 2 3 4 5 
PU5 Changes made on the mobileApp/Internet 
banking will help me transact quicker 
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Perceived Control  
 
Perceived Control is the belief that you have behaviour control over the change made on mobileApp/internet 
banking 










PC1 I am positive towards changes in the 
mobileApp/internet banking 
 
1 2 3 4 5 
PC2 I am willing to learn more about changes in 
the mobileApp/internet banking 
 
1 2 3 4 5 
PC3 I am pessimistic about a change in the 
mobileApp/internet banking 
 
1 2 3 4 5 
PC4 I can easily leave the platform for a more 
convenient one if I do not like the change 
1 2 3 4 5 
PC5 I easily understand the changes made on the 
mobileApp/internet banking platform  









Perceived Security is your perception of how you are protected from risks related to banking security 
 










PS1 MobileApp/internet banking provides me 
with a greater sense of physical security 
 
1 2 3 4 5 
PS2 MobileApp/internet banking gives me 
control over security of my money 
 
1 2 3 4 5 
PS3 MobileApp/internet banking provides me 
with security to possibly prevent fraud 
 
1 2 3 4 5 
PS4 MobileApp/internet banking provides me 
with real time notifications on any 
transactions made 
 
1 2 3 4 5 
PS5 MobileApp/internet banking provides me 
with information or educates me on how 
to stay safe while transacting 
 
1 2 3 4 5 
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Trust 
Trust is how well you believe in mobileApp/internet banking  
 










T1 MobileApp/internet banking is reliable and 
trustworthy 
 
1 2 3 4 5 
T2 I have no problem sharing  my personal 
information on mobileApp/internet banking 
platform 
 
1 2 3 4 5 
T3 I trust my bank will implement security to 
protect my money against fraud 
 
1 2 3 4 5 
T4 I trust mobileApp/internet banking will 
provide me with all the services I need from 
my bank 
 








Customer satisfaction is a measure of how mobileApp/internet banking meet your expectation. 
 










CS1 I receive all the services I need from 
mobileApp/internet banking 
 
1 2 3 4 5 
CS2 I am satisfied with mobileApp/internet 
banking 
 
1 2 3 4 5 
CS3 Any changes made on the mobileApp/internet 
banking will enhance my experience 
 
1 2 3 4 5 
CS4 Any changes on mobileApp/internet banking 
make no difference to my experience 
 
1 2 3 4 5 
CS5 Any changes made on the mobileApp/internet 
banking will enable me to transact faster 
 
1 2 3 4 5 
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Behavioural intention towards adaptation 
 
Behavioural intention is the degree to which you have formulated conscious plans to adapt or not to adapt to the 
change in mobileApp/internet banking  
 










BI1 I will definitely use the changes made in 
mobileApp/internet banking 
 
1 2 3 4 5 
BI2 I am likely to adapt to changes made in 
mobileApp/internet banking 
 
1 2 3 4 5 
BI3 I plan to adapt to changes made in 
mobileApp/internet banking  
 
1 2 3 4 5 
BI4 I will possibly use changes made in 
mobileApp/internet banking  
 
1 2 3 4 5 
BI5 I am happy to use mobileApp/internet 
banking instead of going to the branch 
 
1 2 3 4 5 
BI6 I will recommend other people to use 
mobileApp/internet banking for transacting 
 




Thank you for taking time to complete this survey 
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