Abstract-Peer-to-peer (P2P) applications such as P2P video streaming and internet video calling have gained tremendous popularity and are expected to be vastly increasing in the next few years. However, low-cost large-scale video services have remained an intangible goal. The ethernet passive optical network (EPON) is being regarded as one of the promising for next-generation optical access solutions in the access networks attempt to tackle this problem but facing a major challenge to offer scalable large-scale video services. Therefore, in this paper, we propose an architecture which combines the advantages of EPON and P2P architecture to provide scalable Internet Protocol delivery multimedia services and improve quality-of-services. In the proposed architecture, we design new optical network unit (ONU) mechanisms, which support traffic redirection communication among ONUs in combination with caching. Thus, it can reduce the resource consumption and add extra downstream bandwidth at the optical line terminal since the intra-PON traffic is not necessary to be buffered and scheduled in the downstream direction. Finally, we propose a "Redirect" dynamic bandwidth allocation scheme, which can support intra-PON traffic redirection and intertraffic bandwidth allocation. Simulation results have shown that our proposed architecture can improve the overall QoS in terms of end-to-end delay, jitter, system throughput, fairness, and packet dropping rate.
I. INTRODUCTION
T HE large amount demand of bandwidth to support multimedia services in the broadband access network and newly evolving services have driven to a new requisite technology that can offer dramatically higher bandwidth. Multimedia applications such as high-definition television (HDTV), IPTV, peer-to-peer (P2P) video streaming, and video-on-demand (VoD) in recent times become one of the most key services for network operators. There is a strong confidence among telecommunication enterprises that this market will increase exponentially in the next few years [1] . The evolution of aforementioned multimedia services will represent 90% of the global consumer traffic by 2014 [2] . As a result, network operators are particularly facing the challenge of transporting the increasing volume of data-centric traffic with tighter timing and quality-of-services (QoS) requirements to expand upon existing network infrastructures [3] . Moreover, the cost-effective and scalable design approaches are vital for the deployment of large-scale video content delivery networks that offer content propagation, storage, streaming, and transport.
In the access network domain, optical network is regarded as one of the best solution in the near future to challenge the needs of enormous bandwidth in the access networks, due to a large amount of bandwidth only in one single fiber. Predominantly, most existing optical access networks are based on point-topoint and passive optical networks (PON) technologies. Recent commercially available PON solutions are based on the time-division multiple access, such as the XGPON, gigabit passive optical network (GPON), and ethernet passive optical network (EPON) standards. Among PON systems, EPON is regarded as one of the best solutions for the access networks due to its simplicity, high data rate, and low cost [4] .
EPONs representing the convergence between Ethernet and Fiber infrastructure have been discussed in IEEE 802.3 ah as one of the extensions of Gigabit Ethernet [5] . The EPON architecture consists of a centralized optical line terminal (OLT) and a number of splitters. The OLT connects to multiples associated optical network units (ONUs) over point-to-multipoint topologies to deliver broadband packets and reduce costs relative to the maintenance power. In addition, the OLT has the entire channel bandwidth to broadcast the control messages and data packets to each ONU since the directional properties of the splitter or coupler is used. However, in the upstream direction, the entire ONUs must share the common transmission channel toward the OLT, and only a single ONU may upload upstream data in its transmission timeslot to avoid data collisions. Therefore, the IEEE 802.3 ah standard has developed a Multipoint Control Protocol (MPCP); thus, each ONU transmits within a dedicated timeslot and the OLT receives a continuous stream of collision-free packets from each ONU.
The MPCP relies on two ethernet control messages, GATE and REPORT, to allocate bandwidth to each ONU. The GATE message is used by the OLT to allocate the upstream transmission window to each ONU. The REPORT message is used by ONUs to report its local queue-length to the OLT. After receiving all the report messages from entire ONUs, the OLT ex-ecutes a dynamic bandwidth allocation (DBA) to calculate and allocate the timeslots to each ONU. The DBA plays a key role to provide more efficient bandwidth allocation for each ONU to share network resources and offer the better QoS for the end users. The DBA assigns the bandwidth dynamically based on queue state information received from ONUs.
Despite the aforementioned advantages of EPONs, there are still many challenges to supporting video services in the EPONs. One of the issues is how the network providers can guarantee the QoS to the end users, while achieving sufficient revenues and profits. Nevertheless, more video content will be provided over unicasts, which increases the bandwidth dramatically; and moreover, video bandwidth will increase due to the evolution from HDTV formats toward super-HD and ultra-HD and 3-D formats [2] . Another important issue is that, the P2P video streaming nowadays becomes more popular and begins to take a larger share of bandwidth together with the internet video calling which predicts to grow over 60% in 2015 [6] . Most network operators used proxy servers (replica) to cache content to minimize latency at the end user and reduce bandwidth consumption and load at the server hosting the movie library. Such architectures imply a substantial increase in storage requirements, which is not a negligible factor, given the large size of video files [7] .
In a P2P system, each peer is not only a receiver but also a supplier, supplying the buffered content to the other peers. The server stores all the videos, and it is a reliable source to provide the video to any peer. However, despite saving the resource consumption at the server side, there are some issues arise when this architecture is deployed for video content over IP networks, especially in VoD. P2P VoD streaming is an essentially different problem as it involves streaming preencoded content and hence adds the whole content availability (i.e., how easily content can be found and downloaded) dimension to the problem [8] . Thus, an architecture that can expand incrementally to handle an order of magnitude increases in library size, rate of ingestion of new content, and peak demand are required. Even so, the fact is that currently, most studies in EPONs [4] , [9] - [17] only discuss on how to allocate the bandwidth fairly and efficiently without considering the nature of the traffic itself, which can be local-traffic or intertraffic. Intertraffic means the traffic from ONUs to OLT, and local-traffic means the traffic from ONUs to ONUs or users. This is very important issue since it can reduce the bandwidth load at the server side. By keeping the traffic localized particularly for video traffics, it can vastly decrease the core bandwidth requirement. To our knowledge, there are only few studies that discuss on implementing the local-traffic redirection in the EPONs system to improve the QoS and bandwidth utilization.
Therefore, in this paper, we propose an architecture that supports not only local-traffic redirection but also provides better QoS, particularly for P2P video-streaming. The architecture combines the advantages of both EPON with active components and P2P architectures to design a scalable and low-cost architecture, notably for video streaming and video calling. In the proposed architecture, we design new mechanisms in ONU, which consists of a buffer map with a routing table. These mechanisms can reduce the resource consumption at the server side as well as improve each peer QoS by redirecting intravideo data among ONUs, which can be achieved by caching some of the most popular videos in each ONU buffer map. We also exploit the passive splitter that is used for exchanging the buffer map among ONUs to support intra-PON communications. Latter, we propose a new DBA, called REDIRECT DBA scheme, that can support local-traffic redirection referred as intra-PON traffic (i.e., traffic among ONUs) along with intertraffic (i.e., traffic from ONUs to OLT).
The major contributions of this paper can be summarized as follows: 1) we proposed an architecture, which can support direct patching communications in combination with caching among the ONUs. In the proposed architecture, parts of the most P2P popular videos are kept in the ONU buffer map. More importantly, ONU could organize patching to each peer in its own area or through P2P ONU patching. 2) For any given request to videos that already being broadcasted from peer, we use a routing table at each ONU to provide the nearest peer in order to localize the traffic without decreasing the QoS, particularly to provide minimal Worst-Playback-Delay (WPD). 3) To support this architecture, we also proposed a DBA that will schedule the transmission time between intra-PON traffic and intertraffic. It is important to develop an algorithm to satisfy all the intra-PON traffic as well as intertraffic.
The rest of this paper is organized as follows. Section II describes the related work. In Sections III and IV, we introduce the proposed system architecture and REDIRECT DBA scheme, respectively. Our simulation results and evaluation of the impact of traffic load with two different scenarios for different ONUs to show the scalability of the proposed video multimedia services architecture are described in Section V. We conclude our work in the Section VI.
II. RELATED WORK
In the next few years, the video traffic is believed to be dramatic increasing because of the online video streaming. Table I shows that most of the traffics are P2P file sharing and online video [6] . P2P file sharing is now 24.85% of global broadband traffic, down from 38% last year, and a decrease of 34%. The P2P has been surpassed by online video as the largest category. The subset of video including the streaming video, flash, and Internet TV represents 26.15%, compared to 24.85% for P2P file sharing [1] . P2P traffic, still the largest share of Internet traffic today, will decrease as a percentage of overall Internet traffic. Internet video streaming and downloads are beginning to take a larger share of bandwidth, and together with Internet video calling will grow to over 60% of all consumer Internet traffic in 2015 [1] .
To cope with aforementioned facts, recently studied in PONs have tried to localize the traffic in order to reduce the resource consumption in the server. In [15] , the proposed architecture is to localize the traffic using active forwarding remote repeater node. This architecture works better on the large amount of local traffic such as on-demand video and P2P networking for video distribution. However, despite using an active component which will increase the operating and maintenance cost, they still have not addressed the Differentiated Service (DiffServ). Moreover, the works that related to our architecture had been proposed in [16] and [17] . They proposed a distributed architecture, which support ONU-to-ONU communication by designing a passive star coupler (SC). It supports Diffserv through the integration of both scheduling mechanisms at the ONU (intra-ONU scheduling).
In [16] , each ONU has equal fixed timeslots to communicate their status and exchange signaling and control message information with one another. Although this approach improves the QoS, it increases the ONU complexity since the DBA module needs to be implemented at the ONU. In addition, the computation of DBA takes place at each ONU, thus different computation time might happen because each ONU could have different capabilities.
To deal with the synchronization issue, the authors in [17] proposed a new mechanism for decentralized DBA. Instead of computing the DBA in each ONU, the chosen ONU will broadcast the GATE message, which contains the order of transmission associated with the priority-number list and bandwidth allocation to each ONU. This approach, however, requires a protocol change and extension, and therefore, it is less applicable to EPON networks. Moreover, both schemes [16] , [17] have not addressed the mechanism of how the ONU can distinguish the local-traffic and intertraffic. Furthermore, the schemes to reduce the server side such as caching, patching, and batching have not been addressed, which are important for saving the bandwidth in the feeder fiber.
Several recent works have addressed VoD over PONs with different design objectives as our work in this paper. For example, video delivery over WDM-PONs has been studied in [18] and [19] . In these works, each ONU has a dedicated channel, which is connected to the OLT; thus, video traffic can be broadcasted or multicasted to ONUs through a dedicated channel or a broadcast channel. These architectures work better in live streaming application such as IPTV. However, for VoD, it seems to be an issue since it should distinguish each user request. Moreover, traffic redirection has not been addressed. Latter, with the proposed architecture in [20] , the OLT can broadcast popular videos through GPON and deliver other videos through the WDM-PON, while the ONUs can conduct patching for their end users. Our design is similar to this objective, which view the OLT as the primary server and the ONU as a proxy server. The major difference is our proposed architecture will buffer the most popular P2P video streams at the ONUs not only to reduce bandwidth consumption at the feeder fiber but also to reduce the playback delay at users' side. The ONU could support patching for the other ONUs or end users in combination with caching. Finally, we prefer the centralized DBA as our DBA scheme not only to keep the synchronization among ONUs but also to reduce the ONU device complexity. In addition, we believe that by using existing standard protocols in EPON system, particularly without changing any MPCP, standard could be easier to implement.
III. SYSTEM ARCHITECTURE
In this section, a video multimedia services architecture based on the combination of P2P streaming scheme and EPONs is proposed. In this architecture, we consider not only direct communication among ONUs (i.e., intra-PON), but also patching and caching at ONUs for saving the bandwidth in the feeder fiber. Fig. 1 shows the proposed architecture that can efficiently support multimedia services. The architecture consists of ONUs with extra receivers: one is accept the downstream signal from OLT to ONUs tuned at 1550 nm, and the other is to accept the loop-back signal coming from the upstream direction tuned up at 1310 nm, the SC with isolator for redirecting the packets among ONUs, and one OLT [16] . The ONUs are connected to the end users. Furthermore, to prevent the collision between the upstream and loop-back signal for intra-PON traffic, we used the round-trip time (RTT) between OLT and ONU instead of the RTT between ONU and ONU for the DBA calculation because the OLT only has the information of RTT from itself to ONUs. Moreover, we also can assume that the distance from ONU to ONU is always less than the distance from ONU to OLT. Therefore, the grant message for intra-PON traffic can be calculated as the conventional PON grant message. By keeping the conventional grant mechanism, we also can maintain the synchronization between OLT and ONU. However, the tradeoff is that some bandwidth waste might happen, since the RTT between ONU and ONU is less than ONU and OLT. Notice that the grant message is calculated as: report timeslots of ( to OLT) guard time. 1) ONU Architecture: At each ONU, despite a pair of a conventional fixed 1310 nm transmitter and 1550 nm receiver , an extra receiver tuned at 1310 nm is required to receive a looped-back signal. This additional receiver is used for intra-PON traffic communications. Notice that an additional hardware is necessary, but it can provide extra benefits to improve system performance such as P2P communication and fault tolerant. Moreover, it has a buffer map and routing table information. The routing table may redirect the packets based on the ingress rules. The buffer map, on the other hand, is used to keep the most popular video based on the user behavior. We use four priorities queues in this ONU architecture, as defined in [21] . Three queues are used for Expedited-Forwading (EF), Assured-Forwarding (AF), and Best-Effort (BE). One queue is used to keep AF redirected traffic, which is referred as intra-PON traffic.
A. Hybrid P2P IP-Based Multimedia Services Architecture
2) Star Coupler: An SC is a passive optical device used in network applications. An optical signal introduced into any input port is distributed to all output ports. Our proposed SC consists of ports, where two input ports (i.e., and ) of it are connected to each other through an optical isolator. The function of this is to redirect the upstream traffic back from to and broadcast to all ONUs through the output ports. is used for the downstream input port channel from OLT to all ONUs and vice versa. The output ports are also used to broadcast signals to each ONU from the OLT. Finally, the optical isolator is used to allow the transmission from to in only one direction and to prevent unwanted feedback.
3) Intra-PON Traffic Communication Support:
Once the OLT grants the timeslots to transmit the intra-PON traffic, the ONU will send the packet as conventional upstream PON mechanism through the transmitter. The difference is that when the signal arrived at the SC, it splits into two ports (i.e., and ), redirected back through the , and broadcasts to all ONUs via output ports . Afterward, the redirected signals are received at each ONU through the receiver. The collision of looped-back signal can be prevented because when the upstream signal from ONU arrives at the SC, the others ONU upstream channels are idle. Thus, it is possible to redirect back the signal to all ONUs without any collisions. For example, if any ONU wants to send a packet to , first it has to set the logical link identifier (LLID) of and sends it through the transmitter and finally is routed to connected to . The other ONUs will discard the packet because of the unmatched LLID. The packet is received at via receiver. Table: As mentioned earlier, each ONU has an ingress rule which will decide whether a packet is intra-PON traffic or intertraffic based on the routing table list. A routing table here is a data table stored in ONU that lists the routes to particular network destinations and metrics (such as, destination MAC address, LLID, source MAC address, etc.) associated with those routes to determine the destination of the frame to be redirected back to its own subnet or redirected to the other ONUs or transmitted to the OLT. A routing table could be implemented as a hardware or software in ONUs.
4) Routing

5) A Buffer Map:
Buffer map is a storage at each ONU, which store only the most popular videos or some big segments of videos. The function of buffer map in our architecture is similar to the caching scheme. It will provide to the users the segments that are needed for streaming a video. In other words, the buffer map indicates the segments that had cached for sharing. Moreover, for the popular live streaming, the ONU can cache up to a few minutes of video segments. These segments may have been recently played or to be played in the next few minutes.
6) OLT Architecture: The OLT architecture used in this paper is similar to the conventional PON architecture. The only difference is that the OLT will have to allocate the bandwidth for two kinds of traffic, which are intra-PON traffic and intertraffic. The OLT will treat the intertraffic as the normal mechanism in EPONs, whereas the intra-PON traffic only has every 1/10 transmission cycle to transmit data among the ONUs.
B. Video Streaming Delivery Mechanism in the Proposed Architecture
In our proposed architecture, we assume that ONUs have a finite buffer map for storing the most popular videos. It might be box office movies, new released movies, or live streaming favorite channels (e.g., sport channels). It is important to notice that an ONU has two receivers as already mentioned earlier. Despite increasing the hardware cost of ONUs, it has many benefits for the providers such as reducing the load of server side, saving the bandwidth in the feeder fiber, as well as improving the QoS.
1) Video Streaming Delivery:
We assume that an ONU has enough buffer maps to store the most popular videos based on the video file access pattern, which has a Zipf-like distribution. Therefore, among video titles, the popularity of video have an access frequency of , where is normalization constant and is the distribution parameter [22] . The reason is that storing a few of it can greatly reduce the network traffic [22] . The mechanism can be summarized as follows.
Local ONU Traffic: Once a user request arrives at the ONU, first it will check whether the destination is local or not based on the routing table information at ONU. For example, at a given time, a user uses internet video call to the other user in the same subnet (i.e., the same ONU). Since the destination is in the same subnet, the ONU will directly redirect the packet without sending it to the OLT. Second, the scenario could be a video streaming request. After receiving a video streaming request from a user, the ONU will check its buffer map. If the requested streaming is in the ONU buffer map, then it redirects back; otherwise, the packet can be marked as the intra-PON traffic or intertraffic.
Intra-PON Traffic: As already described previously, when the requested segments are marked as intra-PON traffic, it means that the segments are in the other buffer map or the other users in a different subnet, but still in the same PON. The ONU will place this packet into the AF intra-PON queue, set the LLID destination, and wait for its time slot to send through the 1310 nm transmitter. The packet is received by the with the matched LLID through the 1310 nm receiver. Both two mechanisms can reduce the server load and decrease the WPD for the video. The delay experience by the end users is short since the streaming comes locally.
2) Buffer Map Management: The buffer map mechanism used in this architecture is similar as a cooperative caching strategy. We assume that during the off-peak time, each ONU can perform buffer map exchange to increase the hit ratio of local traffic. Notice that the OLT will perform the buffer map exchange scheduling to prevent collisions.
IV. PROPOSED REDIRECT DBA SCHEME In this section, we propose a DBA scheme to support the intra-PON traffic with four priority queues at each ONU, which are EF, AF, BE, and intra-AF queues, respectively. We choose the offline-DBA as our paradigm because the OLT takes into account all ONUs requests, and therefore, the process of bandwidth allocation can be globally optimized. Fig. 2 shows the proposed upstream ONU mechanism. Once the packet arrives at ONUs, it will separate the packet to inter-PON or intra-PON traffic based on the routing table (specified by the ingress rules). Afterward, the packet classifier will place the traffic according to the traffic types (i.e., EF, AF, BE, and intra-AF) into the queues. Notice that the modified Priority Queuing (PQ) is used in this architecture. In the conventional PQ, the ONU will transmit the high-priority (i.e., EF) traffic first until exhausted before sending the medium/low-priority traffic. In our PQ, the concept is similar except we define four different priority queues. In a highly loaded network, the EF traffic could occupy the other lower priority traffics except for intra-PON traffic. Because we give more chances for intertraffic to transmit, thus it is not wise to sacrifice the intra-PON traffic. Later, in our DBA scheme, only 10% of overall transmission cycle time is used to transmit intra-PON traffic. For example, if we have 100 transmission cycles in a given time, that means that ten transmission cycles are used for sending the intra-PON traffic.
As mentioned earlier, we used cycle based on transmit intertraffic and intra-PON traffic. We referred our proposed DBA scheme as "Redirect" dynamic bandwidth allocation (REDI-RECT). Since we have four different queues, thus we need four distinctive grant messages. As for the report message, we also need four queues. To be noted, we do not change the MPCP frame format as already defined in [23] , thereby it is practically to implement in any current EPON system. Standard RE-PORT message has eight queues reports, whereas GATE message could include four different grants. In the REDIRECT RE-PORT message, we used only four of it, that is: 1) Queue #0 report is for EF traffic; 2) Queue #1 report is for AF traffic; 3) Queue #2 is for BE traffic; and 4) Queue #3 report is for intra-AF traffic. And for the GATE message, we used four of it, that is: 1) Grant #1 is for EF traffic; 2) Grant #2 is for AF traffic; 3) Grant #3 is for BE traffic; and 4) Grant #4 is for intra-PON traffic.
Our proposed REDIRECT working principles can be summarized as follows. When the OLT receives report messages from all ONUs, first it will calculate the bandwidth required according to each traffic type (EF, AF, BE, and intra-PON). However, for the intra-PON traffic, the OLT only sends the grant message (i.e., Grant #4) every 1/10 of transmission cycles. Therefore, even though the OLT receives reports from Queue #3 (i.e., intra-PON traffic), it will not send the grant message (Grant #4) unless the condition is satisfied. The reason why we delayed the intra-PON traffic is because it has a shorter distance for intra-PON traffic compared to the intertraffic. Afterward, the OLT will send grant message to all ONUs via port . Once the ONU receives the grant message, it will do traffic scheduling based on the grant start time and length for each traffic type. Fig. 3(a) and (b) shows the flowchart of the proposed REDI-RECT DBA scheme for grant and report messages, respectively.
V. PERFORMANCE EVALUATION
In this section, we present the results from our simulation experiments conducted to evaluate the end-to-end packet delay, queue length, system throughput and improvement, and packet dropping probability. We simulate two distinctive offline bandwidth allocations (DBA) which are IPACT fixed bandwidth allocation scheme [9] referred as "FBA" and the proposed REDI-RECT DBA scheme in two scenarios. The system model is set up in the OPNET simulator with one OLT and 16 or 32 ONUs. The downstream and upstream channels are set 1 Gb/s. The distance from an ONU to the OLT is assumed to range from 10 to 20 km and each ONU has a finite buffer of 10 Mb. For the traffic model considered here, an extensive study shows that most networks can be characterized by self-similarity and long-range de- pendence. This model is utilized to generate highly bursty BE and AF traffic classes with the Hurst parameter of 0.7 and packet sizes are uniformly distributed between 64 and 1518 bytes. On the other hand, the high-priority traffic (e.g., voice application) is modeled using a Poisson distribution and the packet size is fixed to 70 bytes [24] . To evaluate the scalability of our proposed architecture and the effect of AF traffic, the proportion of traffic profile is analyzed by simulating two different scenarios with three distinctive traffic profiles (EF, AF, and BE), which are: 1) scenario one: 16 ONUs (EF occupies 20%, AF occupies 40%, BE occupies 40%) referred as "16 244," (40%, 30%, 30%) referred as "16 433," and (60%, 20%, 20%) referred as "16 622," respectively; 2) scenario two: 32 ONUs referred as "32 244," "32 433," and "32 622," respectively. Moreover, we assume that 4% of the AF traffics in each ONU are redirected back to users, and 10% of AF traffics are intra-PON traffics. In other words, it means that 14% of the total AF traffics are redirected back. The simulation parameters are summarized in Table II . Fig. 4 shows the end-to-end delay of intra-PON traffic for 16 and 32 ONUs. As can be seen, the AF intra-PON traffic delay is below 5 ms for both scenarios even though the OLT only allocated the bandwidth every 1/10 transmission cycles. However, we need a bigger buffer map in order to accommodate the intra-PON traffic. If we increase the bandwidth allocation for intra-PON traffic, it can reduce the buffer map requirement; however, it could increase the intertraffic end-to-end delay.
A. End-to-End Packet Delay
Figs. 5 and 6 compare the AF, EF, average end-to-end packet delays, and average queue length from ONUs to OLT for the FBA and REDIRECT in 16 and 32 ONUs, respectively. Packet delays consist of polling delay, granting delay, and queuing delay. In Fig. 5(a) and (b) , we can observe that our proposed architecture has the lower AF end-to-end delay compared to the FBA. The REDIRECT can still keep the AF delay constraint below 5 ms although the offered load exceeding 90% in every scenario. The reason is that our proposed architecture still can satisfy the AF traffic due to the traffic redirection mechanism. Moreover, the REDIRECT scheme is not only able to keep the EF traffic delay constraint below 1.5 ms but also satisfy the EF traffic almost in every scenario, as depicted in Fig. 5 (c) and (d) for 16 and 32 ONUs. This is because our proposed architecture can shorten the overall ONU buffer queue length due to packet redirection mechanism, as shown in Fig. 6(c) and (d) . Finally, in Fig. 6(a) and (b) , we can see that with an increase offered load, the average end-to-end delays also increase because both schemes will improve high-priority traffic end-to-end delay performance but sacrifice low-priority traffic end-to-end delay.
B. Jitter Performance
Delay variance, known as jitter, can be defined as the packet delay variation of first departed EF packets between two consecutive transmission windows and maps the distribution property of the total EF delay sequence for the ONU [25] . The delay variance is calculated as , where is the delay time of EF packet is the average delay time of EF traffic, and is the total number of received EF packets. Fig. 7 compares the jitter performance between REDIRECT and FBA with 16 and 32 ONUs. It can be observed the jitter performance for EF traffic increases as the traffic load increases unless for FBA in all scenarios. It might happen because the FBA always grants a fixed equal timeslots to each ONU, thus making the EF packet delay to be distributed evenly around its mean value with a high but stable jitter performance. However, in Fig. 7(a) , we can see that the FBA and REDIRECT become saturated and unable to satisfy the EF traffic with the offered load above 70% and 90% in "32 622," respectively. Finally, the REDIRECT shows low with a slight EF fluctuation jitter performance in every scenario. This fluctuation could happen because the high variation of AF and BE traffic request that makes EF packet delay more dispersed.
C. System Throughputs and Improvements
A system, whose performance improves after adding hardware, proportionally to the capacity added, is said to be a scalable system. The scalability in this paper refers to the capability of a system to increase total throughput under an increased load when resources (typically hardware) are added. Fig. 8(a) and (b) depicts the mean system throughput performance of the REDIRECT and FBA in two scenarios versus the offered loads. After simulating both schemes, we can see that the REDIRECT performs efficient bandwidth assignments in all scenarios compared to the FBA. As illustrated in Fig. 8(a) and (b), the REDIRECT scheme is demonstrated to have better performance than the FBA, particularly when the number of ONU is increasing and the offered load is elevated. The system throughput of REDIRECT begins to increase to as high as over 788 Mb/s in scenario two, whereas in scenario one, it is maintained at below 600 Mb/s. Therefore, we conclude that our proposed REDIRECT scheme is scalable since it can improve the total system throughputs with higher network load. where is the mean system throughput for the type of DBA scheme. Fig. 9(a) and (b) shows the improvement of REDIRECT versus FBA. It can be observed that the REDIRECT improvement exceeds 11%, 11% and 16% in "32 244," "32 433," and "32 622," respectively, when the traffic loads exceeding 80%. In the highly network condition, the improvement of REDIRECT is decreasing to below 10%. The reason is that the lower priority traffic has been dropped in order to satisfy the high-priority traffic. However, in scenario one, both schemes appear to have almost equal performance in terms of system throughputs in the highly network condition.
D. Fairness
The fairness index is the measure of the closeness of the bandwidth allocation to the desired goals [26] . It calculates the equivalence of the bandwidth allocation. Therefore, the timeslots portion should equal when the bandwidth is allocated fairly to each ONU. The fairness index has been addressed in [26] , which is defined as (2) where is the total number of ONUs and is the granted timeslots of . Jain's fairness index range is from 0 to 1. It turns into 1 when all ONUs have an equivalent bandwidth allocated by the OLT. Fig. 10 compares the fairness index between the FBA and REDIRECT with two different scenarios. As mentioned earlier, the FBA always grants the maximum timeslots to each ONU either the request is less or greater than the maximum timeslots. Therefore, the fairness index for FBA is maintained at 0.99. However, our proposed scheme fairness index is fluctuated. It might happen because the grant timeslots in REDIRECT depend on the report message from each ONU. Therefore, the fairness index of REDIRECT is not as good as FBA due to the high-traffic variation of AF and BE traffic, particularly in "244" and "433" traffic proportion in both scenarios. Fig. 11 shows the packet drop rate for REDIRECT and FBA with different proportions of traffic versus the offered load, respectively. Notice that the buffer size used in the simulation is 10 MB, as already mentioned in Table II . Packet dropping is appeared because of the buffer overflow condition. Simulation results show that both schemes begin to have a packet drop when the offered load exceeding 80% in scenario two. However, we can see that the packet drop of REDIRECT is almost half of the FBA. The reason behind this fact is that by redirecting some of the AF traffic, it can reduce the queue length, thus increasing the ONU buffer efficiency.
E. Packet Dropping Rate
VI. CONCLUSION
This paper has proposed a new architecture with novel ONU mechanisms that can improve the overall performance of EPON for supporting multimedia services, particularly video streaming. To support our architecture, we developed the REDIRECT DBA mechanism with four priorities queues, which separates the intertraffic and intra-PON traffic. Simulation results showed that the architecture with the associated REDIRECT DBA scheme has characteristics that suited for provisioning multimedia services. Although the extra receiver in ONU is required and bandwidth waste still might happen; however, our proposed architecture can maintain the video traffic delay below 5 ms and improved the FBA system throughputs. Finally, we concluded that both requests routing and content allocations are important mechanisms for video services in EPON since it can reduce the overall end-to-end delay, notably for video traffic.
