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NON-ABELIAN SIMPLE GROUPS ACT WITH ALMOST ALL SIGNATURES
MARIELA CARVACHO, JENNIFER PAULHUS, TOM TUCKER, AND AARON WOOTTON
Abstract. The topological data of a group action on a compact Riemann surface is often encoded
using a tuple (h;m1, . . . , ms) called its signature. There are two easily verifiable arithmetic
conditions on a tuple necessary for it to be a signature of some group action. In the following,
we derive necessary and sufficient conditions on a group G for when these arithmetic conditions
are in fact sufficient to be a signature for all but finitely many tuples that satisfy them. As a
consequence, we show that all non-Abelian finite simple groups exhibit this property.
1. Introduction
The question of which groups can appear as the automorphism group of a compact Riemann
surface of genus g > 1 (equivalently which groups exist as the monodromy group of a transitive
branched cover) is an old one, see for example [13]. Specific knowledge of these automorphism
groups and the corresponding monodromy has important applications in the study of the mapping
class group (e.g. [6], [16] and [11]), inverse Galois theory [10], Shimura varieties [9], and Jacobian
varieties (e.g. [17] and [18]).
We say that a tuple (h;m1, . . . ,ms) is the signature of a finite group G acting on a compact
Riemann surface X of genus g ≥ 2 if the quotient surface X/G has genus h and the quotient map
pi : X → X/G is branched over s points with orders m1, . . . ,ms. We call h the orbit genus and the
numbers m1, . . . ,ms the tail of the tuple. When the tail has length zero, we write (h;−).
Riemann’s Existence Theorem, see Theorem 2.1, provides arithmetic and group theoretic con-
ditions which are necessary and sufficient for a tuple (h;m1, . . . ,ms) to be the signature of G
acting on X . Outside of a few well known degenerate cases, as outlined in Theorem 3.2, a tuple
(h;m1, . . . ,ms) satisfies the necessary arithmetic conditions of Theorem 2.1 if and only if its tail
consists only of non-trivial element orders from G. In particular, for a given G, all tuples which
satisfy just the arithmetic conditions are known and easy to compute. We call such tuples potential
signatures, and each group has an infinite number of corresponding potential signatures.
In contrast however, outside of some low genus examples, or special families of groups, see for
example [5], [12] and the database provided in [4], the potential signatures which satisfy the group
theoretic conditions of Theorem 2.1 are far less well understood. The issue is that computationally,
testing the group theoretic condition is much more difficult than the arithmetic conditions, and so
it is not currently possible to get the same complete information we have for potential signatures.
Indeed, the problem of determining which groups act with which signatures and other related
problems is part of a very active area of research, in no small part due to the tremendous advances
in computational power over the last few decades, see for example [1], [7], [8], [15].
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Since finding potential signatures is easy, but verifying when they are actually signatures is hard,
these observations lead to the following natural line of inquiry: are there any groups for which the
difference between potential signatures and actual signatures is finite? If G is a group which exhibits
this property, we shall henceforth say that G acts with almost all signatures or simply G is AAS.
The importance of AAS groups in the wider picture is the following. The genus spectrum of a
group G is the (infinite) set of integers S(G) = {g1, g2, . . . } such that for each gi ∈ S(G), there
exists a compact Riemann surface of genus gi on which G acts. In [14], Kulkarni showed that
each gi ∈ S(G) satisfies a simple congruence dependent on the order of G and its exponent and
moreover, there exists an integer ΣG, called the minimum stable genus of G (see [19]), such that
any g ≥ ΣG which satisfies this congruence lies in S(G). Our work expands on Kulkarni’s work in
the following sense. If G is an AAS group, then there exists a σG ∈ S(G) such that for any g ≥ σG
in the genus spectrum, G acts with all potential signatures on a surface of genus g. That is, for any
g ≥ σG, satisfaction of the arithmetic conditions for G to act on a surface of genus g with signature
(h;m1, . . . ,ms) is sufficient for the existence of a group action with that signature. Thus for AAS
groups, finding the signatures with which they can act for the applications cited above becomes
much more straightforward.
In the following note, we produce necessary and sufficient conditions for when a group G is AAS.
As a consequence of these conditions, we are able to show that all finite non-Abelian simple groups
are AAS. We also provide deeper analysis of the structure of AAS groups including an array of
explicit examples, and we lay the groundwork for further inquiry into such groups.
2. Preliminaries
We start by recalling some basic facts about group actions on surfaces and fixing some notation
and terminology as introduced in [3]. For a fixed finite group G, we define:
O(G) = {|x| : x ∈ G \ 〈eG〉} = {n1, . . . , nr}.
which we call the order set of G. For convenience we shall assume n1 < n2 < · · · < nr. For an
arbitrary group G, we let eG denote its identity and [G,G] the commutator (or derived) subgroup
of G, the subgroup generated by all elements of the form [g1, g2] = g
−1
1 g
−1
2 g1g2 for g1 and g2 ∈ G.
The following modern adaptation of Riemann’s Existence Theorem, [5, Prop. 2.1], provides
necessary and sufficient conditions for the existence of a finite group G acting with signature
(h;m1, . . . ,ms) on a compact Riemann surface X of genus g ≥ 2:
Theorem 2.1. A finite group G acts on a compact Riemann surface S of genus g ≥ 2 with signature
(h;m1, . . . ,ms) if and only if:
(1) The Riemann–Hurwitz formula is satisfied:
g = 1+ |G|(h− 1) +
|G|
2
s∑
j=1
(
1−
1
mj
)
,
and
(2) there exists a vector (a1, b1, . . . ag, bg, c1, . . . , cs) of elements of G of length 2g + s called a
(h;m1, . . . ,ms)-generating vector for G which satisfies the following properties:
(a) G = 〈a1, b1, a2, b2, . . . , ah, bh, c1, . . . , cs〉.
(b) The order of cj is mj for 1 ≤ j ≤ s.
(c)
∏h
i=1[ai, bi]
∏s
j=1 cj = eG.
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If G admits an (h;m1, . . . ,ms)-generating vector (a1, b1, . . . ag, bg, c1, . . . , cs), then mi ∈ O(G) for
each mi and thus we can rewrite the signature (h;m1, . . . ,ms) as (h; [n1, t1], [n2, t2], . . . , [nr, tr]),
which we call an abbreviated signature, where the pair [ni, ti] denotes ti copies of ni (note that
ti ≥ 0 for all i).
3. The Space of Potential Signatures
From Theorem 2.1, we see there are two arithmetic conditions necessary for a tuple (h;m1, . . . ,ms)
to be the signature of some finite group G acting on a compact Riemann surface X of genus g ≥ 2:
(1) mi ∈ O(G) for each i and (2) the Riemann-Hurwitz formula is satisfied. Accordingly, we define
the following:
Definition 3.1. Let G be a finite group with order set O(G) = {n1, . . . , nr}.
(1) For arbitrary t1, . . . ts we call (h; [n1, t1], [n2, t2], . . . , [nr, tr]) a potential signature for G if it
satisfies the Riemann-Hurwitz formula for some g ≥ 2. We denote the space of all potential
signatures for a given G by PG.
(2) When an (h; [n1, t1], [n2, t2], . . . , [nr, tr])-generating vector for G also exists, we call the
signature an actual signature for G. We denote the space of all actual signatures by AG.
(3) If (h; [n1, t1], [n2, t2], . . . , [nr, tr]) ∈ PG, but (h; [n1, t1], [n2, t2], . . . , [nr, tr]) /∈ AG, we say it
is a non-signature for G.
Clearly we have AG ⊆ PG. Our goal is to provide necessary and sufficient conditions for when
the set of non-signatures, PG −AG, is finite, so we first start by describing explicitly the set PG.
Theorem 3.2. A tuple (h; [n1, t1], [n2, t2], . . . , [nr, tr]) is in PG for ni ∈ O(G) if and only it is not
one of the following signatures:
(1) (0;−)
(2) (0; [ni, 1]), i ∈ {1, . . . , r}
(3) (0; [ni, 2]), i ∈ {1, . . . , r}
(4) (0; [ni, 1], [nj, 1]), i, j ∈ {1, . . . , r}
(5) (0; [2, 2], [n2, 1])
(6) (0; [2, 1], [3, 2])
(7) (0; [2, 1], [3, 1], [4, 1])
(8) (0; [2, 1], [3, 1], [5, 1])
(9) (0; [2, 1], [4, 2])
(10) (0; [3, 3])
(11) (0; [2, 1], [3, 1], [6, 1])
(12) (0; [2, 4])
(13) (1;−)
(14) (h; [n1, t1], [n2, t2], . . . , [nr, tr]) where |G| is even with k the largest power of 2 dividing |G|,
such that the sum of the ti for which ni is divisible by k is odd.
Proof. Simple application of the Riemann-Hurwitz formula shows that these are the only signatures
which don’t satisfy the arithmetic conditions given in Theorem 2.1 to be the signature of G acting
on a surface of any genus g ≥ 2. 
We note that many of these signatures do occur as signatures of a group action – just on genus
0 or 1, see for example Section 3.4 of [4]. The only exceptions are (0; [ni, 1]), (0; [ni, 1], [nj, 1]) and
(h; [n1, t1], [n2, t2], . . . , [nr, tr]). For the first two of these signatures, the Riemann-Hurwitz formula
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produces a negative value for g, and for the third, a non-integral value. However, in all three
cases, it is impossible to construct a generating vector for any group with such a signature since it
would not satisfy condition 2(c) of Theorem 2.1. For the first two signatures, this is clear. For the
signature (h; [n1, t1], [n2, t2], . . . , [nr, tr]), this follows from the fact that its Sylow 2-subgroup must
be cyclic, and hence in order to satisfy condition 2(c) of Theorem 2.1, any generating vector must
contain an even number of elements whose order is divisible by the largest power of 2 dividing |G|.
4. Necessary and Sufficient Conditions for a Group to Act with Almost all
Signatures
We are now ready to consider the problem of determining conditions for when a group is AAS.
Before we prove the main result, we start with some initial observations about AAS groups.
Lemma 4.1. Suppose G is AAS. Then:
(1) [G,G] contains an element of order every ni ∈ O(G).
(2) For each ni ∈ O(G), G is generated by elements of order ni.
Proof. In each case, it suffices to provide an infinite list of non-signatures for any G which doesn’t
satisfy the given condition.
For the first case, suppose that the derived subgroup of G does not contain an element of order
ni. By Theorem 3.2, each tuple (h;ni) for h = 1, 2, . . . is a potential signature for G. However,
no such tuple can be an actual signature for G since the relation 2(c) from Theorem 2.1 cannot
possibly hold.
For the second case, suppose that G is not generated by elements of order ni. By Theorem 3.2,
each tuple (0;ni, . . . , ni︸ ︷︷ ︸
t−times
) for t = 4, 5, . . . is a potential signature for G. However, no such tuple can
be an actual signature for G since condition 2(a) from Theorem 2.1 cannot possibly hold.

Notice that this lemma implies that all AAS groups must be non-Abelian, as [G : G] is trivial
when G is Abelian.
Lemma 4.2. Suppose G satisfies the two conditions of Lemma 4.1. For each ni ∈ O(G), there
exist elements g1 . . . gLi of order ni with Li odd such that g1 . . . gLi = e.
Proof. Suppose that G satisfies the two conditions of Lemma 4.1 and for a given ni, let h1, . . . , hk
denote all elements of G of order ni. Let H ≤ G denote the subgroup generated by even length
products of the elements h1, . . . , hk. We first show that either G = H or H has index 2 in G.
Let O denote the set of elements which can be written as odd length products of h1, . . . , hk.
Then left multiplication by h1 defines an injection from O into H , so |O| ≤ |H |. It follows that
|H | ≥ |G|/2, so either G = H or H has index 2 in G.
In both cases, since G/H is Abelian, the derived subgroup [G,G] must be a subgroup of H . By
assumption [G,G] contains an element of order ni, which we can assume, without loss of generality,
to be h1.
Since h1 ∈ H , it follows that h1 can be written as an even product of the elements h1, . . . , hk.
Denote this product by P. But then Ph−11 is a product of an odd number of elements equal to the
identity in G. Hence the result.

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In fact, the two necessary conditions in Lemma 4.2 are also sufficient conditions for when a group
is AAS.
Theorem 4.3. A group G is AAS if and only if:
(1) The derived subgroup [G,G] contains an element of order every ni ∈ O(G).
(2) For each ni ∈ O(G), G is generated by elements of order ni.
Proof. The necessity of the conditions are proved in Lemma 4.1.
In order to prove the sufficiency of the conditions, we shall prove that if G satisfies these condi-
tions, then a non-signature satisfies the following:
(1) The orbit genus is bounded.
(2) The length of the tail is bounded.
It follows from these facts that there are at most a finite number of non-signatures, hence proving
the result.
To prove the orbit genus of a non-signature is bounded, we introduce some notation. Let
g1, . . . , gk denote a generating set forG and let w denote the integer such that any element g ∈ [G,G]
can be written as a product of at most w commutators. We shall show that if h ≥ k + w, then
(h;m1, . . . ,ms) is an actual signature for any tail m1, . . . ,ms by constructing an explicit generating
vector for G.
Let x1, . . . , xs ∈ [G,G] denote elements of orders m1, . . . ,ms (note, such elements must exist by
assumption). Now since x1, . . . xs ∈ [G,G], so is the product x = x1 · · ·xs, and its inverse x
−1.
Therefore, x−1 =
∏w
i=1[ci, di] for some w ≤ w. Letting e denote the identity element in G, since
h ≥ k +w ≥ k + w, we can construct the vector:
g1, e, g2, e, . . . , gk, e, c1, d1, . . . , cw, dw, e, . . . , e︸ ︷︷ ︸
2(h−k−w) times
, x1, . . . xs

 .
Cleary G is generated by this set of group elements, and we have(
k∏
i=1
[gi, e]
)(
w∏
i=1
[ci, di]
)(
h−k−w∏
i=1
[e, e]
)(
s∏
i=1
xi
)
=
(
w∏
i=1
[ci, di]
)
x = x−1x = e,
so in particular, this vector is a generating vector for G. It follows that the orbit genus of a
non-signature for G is bounded.
Next we show that the tail of a non-signature is bounded. We first make some simple observations
and fix some notation.
First, for a given ni, since we are assuming G is generated by elements of order ni, it follows
that there exists an even integer Mi such that (0; [ni,Mi]) ∈ AG. Specifically, though there may
be similar signatures with a shorter tail, at worst we can construct a generating vector with tail of
even length by using a generating set of elements of order ni followed by their inverses.
Second, by Lemma 4.2, there is an odd integer Ni such that (0; [ni, Ni]) ∈ AG. As above,
though there may be similar signatures with a shorter tail, by concatenating the generating vector
constructed in Lemma 4.2 with the generating vector with signature (0; [ni,Mi]) described above,
we can take Ni =Mi + Li.
For the fixed set of such integers {N1, . . . , Nr,M1, . . .Mr}, define
N = Max{N1, . . . , Nr,M1, . . .Mr}.
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Now, for a given Ni, let (g1, . . . , gNi) be a (0; [ni, Ni])-generating vector for G (and similarly for
Mi). Since the elements of each of these generating vectors generate G, every element in G can be
written as a word in these elements (and their inverses). Therefore, we can define
αNi ={Minimum word length such that every g ∈ G can be written as a word ing1, . . . , gNi of length less than or equal to αNi }
and we similarly define αMi . Finally, we define
α = Max{αN1 , . . . , αNr , αM1 , . . . αMr}.
We shall show that any potential signature whose tail length s satisfies s > r(N + α) is always an
actual signature by constructing an explicit generating vector, and hence the tail of a non-signature
is bounded.
Fix a potential signature (h;m1, . . .ms) = (h; [n1, t1], [n2, t2], . . . , [nr, tr]), with s > r(N + α).
Since s > r(N + α), there exists an ni such that the corresponding ti > Max(Ni +αNi ,Mi +αMi).
Without loss of generality, assume that tr > Max(Nr + αNr ,Mr + αMr ) and rewrite the signature
(h;m1, . . .ms) as (h;m1, . . .ml, [nr, tr]). Let x1, . . . , xl ∈ G denote elements of orders m1, . . . ,ml
respectively, and let x = x1 · · ·xl. Since g1, . . . , gNr generate G, x
−1 can be written as a word
W = a1 · · ·am in g1, . . . , gNr where m < α.
Letting y denote an arbitrary element of order nr in G, if s− l−m is odd, we can construct the
vector: 
e, . . . , e︸ ︷︷ ︸
2h times
, x1, . . . , xl, a1, . . . , am, y, y
−1, . . . , y, y−1︸ ︷︷ ︸
(s−l−m−Nr)/2 times
, g1, . . . gNr


and if s− l −m is even, we can construct the vector
e, . . . , e︸ ︷︷ ︸
2h times
, x1, . . . , xl, a1, . . . , am, y, y
−1, . . . , y, y−1︸ ︷︷ ︸
(s−l−m−Mr)/2 times
, g1, . . . gMr

 .
In each case, clearly G is generated by this set of group elements, and by construction, the relation
in 2(c) from Theorem 2.1 is satisfied by both. In particular, this vector is a generating vector for
G, so it follows that the length of a tail of a non-signature for G is bounded.

Though we shall consider other families of groups which are AAS in more detail in the next
section, Theorem 4.3 immediately implies that there is one special family of groups that is always
AAS.
Theorem 4.4. A non-Abelian finite simple group is AAS.
Proof. Since G is simple, its commutator subgroup is all of G, hence condition (1) of Theorem 4.3
is satisfied. For condition (2), observe that for a given ni, if we let H be the subgroup generated
by a conjugacy class of elements of order ni, then it is necessarily normal, and hence equal to G.

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5. Families of AAS Groups
Non-Abelian simple groups are just one family which satisfy the the two conditions given in
Theorem 4.3. In this section, we look at AAS group more generally. We start with the following
result which shows that AAS groups fall into two very different categories.
Proposition 5.1. If a group G is AAS, then it is either a non-Abelian p-group, or a perfect group.
Proof. Suppose that G is AAS. If G is a p-group, then condition (1) of Theorem 4.3 ensures that
G is not Abelian.
Now suppose that G is not a p-group and let p and q be distinct primes dividing |G|. Since G is
AAS, by condition (2) of Theorem 4.3, G must be generated by elements of order p. It follows that
G/[G,G] must also be generated by elements of order p and so must be elementary Abelian of order
pk for some k. By identical reasoning, since G is also generated by elements of order q, G/[G,G]
must be elementary Abelian of order qs for some s. It follows that G/[G,G] must be trivial, and
in particular, G is perfect. 
Proposition 5.1 ensures that any AAS group is either a perfect group or non-Abelian p-group,
so this leads to the obvious question of whether it is sufficient to be in one of these families.
Unfortunately this is not the case. Though we shall see in the following that it is quite easy
to generate families which are AAS, or are not AAS, determining a unified statement about such
groups seems to be a very difficult problem. With this in mind, our goal here is to provide evidence,
both computationally and through explicit examples of families, to motivate further study toward
such a unified statement.
5.1. p-groups. We start by looking at p-groups. The first few results illustrate both infinite families
which are AAS and infinite families which are not.
Proposition 5.2. A non-Abelian p-group of order pn and exponent pn−1 is never AAS.
Proof. Suppose G is a p-group of order pn. Since p-groups have a normal subgroup of every possible
order, let H be a normal subgroup of G of order pn−2. Then the quotient G/H is Abelian so the
derived subgroup [G,G] is a subgroup of H . However, since H has order pn−2, it cannot contain
an element of order pn−1, so neither does the derived subgroup [G,G]. Hence G fails condition (1)
of Theorem 4.3.

From this Proposition, we can exhibit a larger family (that includes the family of Theorem 5.2)
of non-Abelian p-groups which are not AAS.
Corollary 5.3. No metacyclic p-groups are AAS.
Proof. Suppose that G is an AAS metacyclic p-group of order pn with normal cyclic subgroup C
and cyclic quotient G/C. Now by assumption, G is generated by elements of order p, so it follows
that G/C is also generated by elements of order p. Therefore, G/C is cyclic of order p and C has
index p in G. It follows that either G has exponent pn or pn−1. In the first case, G is Abelian, so
cannot be AAS, and in the second case, Proposition 5.2 shows G cannot be AAS. 
Proposition 5.2 and Corollary 5.3 illustrate specific examples of groups which are not AAS. It
is also fairly straightforward to construct explicit examples of AAS groups. Since any non-Abelian
p-group of exponent p must, by definition, be generated by elements of order p, and has a non-trivial
commutator containing at least one element of order p, we can conclude that
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Proposition 5.4. A non-Abelian p-group of exponent p is AAS.
The following useful result shows that once we find p-groups that are AAS, it is easy to generate
more.
Theorem 5.5. Let G be a p-group of exponent pe which is AAS. Let H be any other p-group of
exponent pd where d ≤ e. Suppose that H is generated by elements of order p. Then G×H is AAS.
Proof. First note that the commutator subgroup of G×H is the direct product of [G,G] and [H,H ].
In particular, since [G,G] contains elements of all possible orders and the order of elements of H
are a subset of the orders of G, it follows that the commutator subgroup of G ×H must contain
elements of all possible orders. Hence Condition (1) of Theorem 4.3 is satisfied.
Now suppose that pi ∈ O(G). By assumption, G is generated by elements of order pi, so let
g1, . . . , gk be such a set of generators. Also, by assumption, H is generated by elements of order p,
so let h1, . . . , hr be such a set of generating vectors. Then it follows that the set (gi, eH), 1 ≤ i ≤ k
(eH the identity of H) and (g1, hj), 1 ≤ j ≤ r, all of which have order p
i generate G ×H . Hence
condition (2) of Theorem 4.3 is satisfied.

The following is immediate.
Corollary 5.6. The product of two AAS p-groups is an AAS p-group.
The importance of Theorem 5.5 and Corollary 5.6 is that once we have found a single AAS p-
group of any exponent, we can generate infinitely many other AAS p-groups of that same exponent
simply by forming direct products. This suggests that AAS groups should appear quite regularly
as the order of the group increases. Indeed, for p 6= 2, there exists at least one AAS p-group of
order pn for n ≥ 3 constructed by taking a direct product of the non-Abelian p-group of order p3
(AAS by Proposition 5.4) with an appropriate elementary Abelian p-group.
Though the frequency with which they appear should increase as the group order increases,
how it increases relative to the growth rate of p-groups is not clear from our current work. The
available computational data on p-groups is limited as the orders of the groups quickly get beyond
the capabilities of computer algebra systems so it is difficult to determine reasonable conjecture
from computational data. Therefore, we venture that an interesting line of study would be of the
asymptotic limit
lim
n→∞
(#AAS p-groups of order pn)/(#non-Abelian p-groups of order pn).
In Magma [2], we checked all p groups for p ∈ {2, 3, 5, 7} up to exponent 9 for p = 2, and up to
exponent 7 for the odd primes, and found only a small handful of AAS examples not covered by
Proposition 5.4.
5.2. Perfect Groups. As with p-groups, we shall illustrate specific examples of perfect groups
which are and are not AAS. We already know from Theorem 4.4 that all non-Abelian finite simple
groups are a family of perfect groups which are AAS, but not all perfect groups are AAS.
Proposition 5.7. SL(2, q) for q odd is not AAS.
Proof. Each such group is a perfect group. However, for each such group, there is a unique subgroup
of order 2, hence SL(2, q) cannot be generated by elements of order 2. 
Conversely, it is not necessary for a perfect AAS group to be simple.
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Example 5.8. The two perfect groups of order 960, and the perfect group of order 1080 are all
non-simple AAS groups. One of the groups of order 960 is the group of inner automorphisms of
the wreath product of C2 and A5. Up to order 2000, the only other perfect non-simple groups with
AAS are the four perfect groups of order 1344, and three of the eight perfect groups of order 1920.
Moreover, as with p-groups, once we have found a perfect AAS group, it is easy to construct
more.
Lemma 5.9. Suppose that G and H are AAS, g ∈ G, h ∈ H, n ∈ O(G) and m ∈ O(H). Then
there exists an integer s such that g can be written as a product of s elements of order n from G
and h can be written as a product of s elements of order m from H.
Proof. Since G is AAS, we know that g can be written as a product of elements of order n from G.
Moreover, we can assume this product has even length, since otherwise we can concatenate with
an odd length product equal to the identity which exists by Lemma 4.2. Likewise h can be written
as a product of even length of elements of order m from H . Assuming the length of the product
equaling g is less than or equal to the length equaling h, we can concatenate an appropriate number
of products of pairs gig
−1
i for gi of order n until the lengths are the same. 
Theorem 5.10. If G, H are AAS groups and |G| and |H | have the same primes in their factor-
ization, then G×H is AAS.
Proof. Since direct products of perfect groups are perfect, we only need to check condition (2) of
Theorem 4.3.
We need to show that for any k ∈ O(G ×H), the elements of order k generate G×H . Now, if
k ∈ O(G×H), then k = lcm(a, b) where a is the order of an element of G and b is the order of an
element in H . Let (g, h) be an arbitrary element in G ×H – we shall show it can be written as a
product of elements of order k.
First assume both a, b > 1. Then by Lemma 5.9, there exists an integer s such that g can be
written as a product g1 . . . gs of s elements of order a, and h can be written as a product h1 . . . hs
of s elements of order b. It follows that (g, h) =
∏
(gi, hi), hence (g, h) can be written as a product
of elements of order k.
Now assume without loss of generality that b = 1. It immediately follows that we must have
a = k. Now if p is any prime dividing a, then since p|H by assumption and H is AAS, it is
generated by elements of order p. In particular, there exists an integer s such that g can be written
as a product g1 . . . gs of s elements of order a = k, and h can be written as a product h1 . . . hs of
s elements of order p. It follows that (g, h) =
∏
(gi, hi), where each (gi, hi) has order k, and in
particular (g, h) can be written as a product of elements of order k.

As with the analogous result for p-groups, the importance of Theorem 5.10 is that once we have
found a single AAS perfect group, we can generate infinitely many other AAS perfect groups by
forming direct products with itself, or with other AAS perfect groups with the same primes in
its factorization. In particular, this immediately shows that there are many perfect groups which
are not simple which are themselves AAS, as we can take as many direct products of a simple
group with itself as we please. As with p-groups, it suggests that AAS groups should appear quite
regularly as the order of the group increases. How this number increases relative to the growth rate
of perfect groups is not clear from our current work. Therefore, as with p-groups, we venture that
an interesting line of study would be a study of the asymptotic growth rate of AAS perfect groups.
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Magma [2] contains a database of all perfect groups up to order 50,000. We tested each of these
for AAS and found that there are 229 perfect groups up to order 50,000, of which 26 are simple,
and 86 are non-simple and AAS.
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