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Abstract
Douglas metrics are metrics with vanishing Douglas curvature which is an important projective invariant
in Finsler geometry. To find more Douglas metrics, in this paper we consider a class of Finsler metrics called
general (α, β)-metrics, which are defined by a Riemannian metric α =
√
aij(x)yiyj and a 1-form β = bi(x)y
i. We
obtain the differential equations that characterizes these metrics with vanishing Douglas curvature. By solving
the equivalent PDEs, the metrics in this class are totally determined. Then many new Douglas metrics are
constructed.
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1 Introduction
Projective invariants play an important role in Finsler geometry. The most used two projective invariants were
introduced by J. Douglas in 1927 [3]. One of them is just Douglas curvature. A Finsler metric defined on an open
subset in Rn is called Douglas metric if its Douglas curvatures vanishes. Douglas curvature is a non-Riemannian
quantity because it always vanishes for Riemannian metrics. In fact, all Riemannian metrics, Berwald metrics and
locally projectively flat Finsler metrics are special Douglas metrics. Thus, Douglas metrics form a rich class of
metrics in Finsler geometry to show the difference and richness of Finsler geometry. Douglas metrics also have some
applications in other problems. Such as the application in constructing non-Riemannian Einstein Finsler metrics
from Douglas metrics [2, 8]. Thus, it is natural to study and construct non-Rinmannian Douglas metrics.
There are a lot of non-Riemannian metrics in Finsler geometry. Randers metric is the simplest non-Riemannian
Finsler metric, which was introduced by the physicist G. Randers in [7]. The classification of Douglas Randers
metric was obtained in [1]. As a generalization of Randers metric from the algebraic point of view, (α, β)-metrics
is defined by the following form
F = αφ(s), s =
β
α
,
where α is a Riemannian metric, β is a 1-form and φ(s) is a C∞ positive function. In [4], we gave a characterization
of Douglas (α, β)-metrics with dimension n ≥ 3. A more general metric class called general (α, β)-metrics was first
introduced by C. Yu and H. Zhu in [12]. By definition, a general (α, β)-metric is a Finsler metric expressed in the
following form,
F = αφ(b2, s), s =
β
α
, (1.1)
where α is a Riemannian metric, β is a 1-form, b := ‖βx‖α and φ(b2, s) is a C∞ positive function. It is easy to see
that (α, β)-metrics compose a special class in general (α, β)-metrics. Another special class is defined by α being an
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Euclidean metric |y| and β being an inner product 〈x, y〉. In this case, the metric F in (1.1) becomes a spherically
symmetric Finsler metric in the following form
F = |y|φ(|x|2, 〈x, y〉|y| ). (1.2)
The related result about spherically symmetric Finsler metric can be found in [6].
Recently, some non-Riemannian Einstein Finsler metrics were found in the class of Douglas (α, β)-metrics [2, 8].
This motivates us to study the Douglas in the class of general (α, β)-metrics. In [5], we classified projectively
flat general (α, β)-metrics when α is projectively flat. In [13], H. Zhu found a class of general (α, β)-metrics with
vanishing Douglas curvature under the condition that β is closed and conformal with respect to α, i.e., the covariant
derivatives of β with respect to α is bi|j = caij , where c = c(x) 6= 0 is a scalar function on M .
In this paper, we remove the condition in [13] and find the equivalent equations of all the Douglas general
(α, β)-metrics. Based on these equivalent equations, we find some explicit new Douglas metrics. We first give the
following main theorem.
Theorem 1.1 Let F = αφ(b2, β
α
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with
n ≥ 3. Suppose that β is not parallel with respect to α, then F is a Douglas metric if and only if the function
φ = φ(b2, s) satisfies the following PDE:
{b3[(1− c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2)}φ22 = 2b5(φ1 − sφ12)− [(ν − µ)s2 − νb2](φ − sφ2) (1.3)
and the covariant derivation of β with respect to α satisfies the following equation:
bi|j = kcb2aij + k(1− c)bibj , (1.4)
where k = k(x) is a scalar function, c = c(b2), µ = µ(b2) and ν = ν(b2) are C∞ functions of b2. In this case,
Gi = Gˆi + kα
{
[(1 − c)s2 + cb2]Θ + b2Ξ
}
yi,
where
Gˆi = αGi +
kα2
2b3
{
νb2 − (ν − µ)s2
}
bi,
Θ =
(φ− sφ2)φ2 − sφφ22
2φ
[
φ− sφ2 + (b2 − s2)φ22
] ,
Ξ =
b2(φ1 − sφ12)φ2 + s(b2 − s2)φ1φ22 + s(φ− sφ2)(2φ1 − sφ12)
φ
[
φ− sφ2 + (b2 − s2)φ22
] ,
here αGi are geodesic coefficients of α.
Note that φ1 is the derivation of φ with respect to the first variable b
2 throughout the paper. The condition
n ≥ 3 in the above theorem is natural. It is because that when the dimension n = 2, obviously all Douglas metrics
are just projectively flat metrics. Obviously, when c = 1, it is just the case in [13]. Since projectively flat Finsler
metrics are special Douglas metrics, the PDE (1.3) which is satisfied by φ is more general than the case in [5].
The above theorem tells us that there are many choices of the functions k = k(x), c = c(b2), µ = µ(b2) and
ν = ν(b2). To determine the Douglas metrics in Theorem 1.1, the efficient way is to solve the equivalent equations
(1.3) and (1.4). Actually, we obtain the following result about the general solutions of (1.3).
Theorem 1.2 Let F = αφ(b2, β
α
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with
n ≥ 3. If β is not parallel with respect to α, then the general solution of (1.3) is given by
φ = s
{
h(b2)− ξ(b2)
∫
Φ(ζ(b2, s))
s2
√
b2 − s2 ds
}
, (1.5)
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where
ζ(b2, s) =
b2 − s2
e
∫ (1−c)b+µ
b3
db2 + (b2 − s2) ∫ ν−µ
b5
e
∫ (1−c)b+µ
b3
db2db2
(1.6)
and
ξ(b2) = e
∫
1−c
2b2
db2 ,
where c = c(b2), h = h(b2), µ = µ(b2) and ν = ν(b2) are C∞ functions of b2. Φ is a C∞ function of ζ. To ensure
the positive definite of F , Φ satisfies
Φ√
b2 − s2 > 0, Φ
′√b2 − s2 > 0 (1.7)
when n ≥ 3 or
Φ′
√
b2 − s2 > 0 (1.8)
when n = 2, where Φ′ means the derivation of Φ with respect to the variable ζ.
Base on the above theorem, by choosing suitable functions c(b2), µ(b2), ν(b2) and Φ(ζ(b2, s)), we can construct
some new Douglas metrics. Some examples are given in Section 6.
It is easy to see that spherically symmetric Finsler metric is a special class of general (α, β)-metric. Let α = |y|
and β = 〈x, y〉, then
b := |x|, s := 〈x, y〉|y|
in (1.2). Thus the following corollary is obvious by Theorem 1.1 and Theorem 1.2.
Corollary 1.3 Let F = |y|φ(|x|2, 〈x,y〉|y| ) be a non-Riemannian Finsler metric on an n-dimensional manifold with
n ≥ 3, then F is a Douglas metric if and only if φ satisfies
[(η + fs2)(b2 − s2)− 1]φ22 + 2(φ1 − sφ12) + (η + fs2)(φ − sφ2) = 0. (1.9)
And the general solution of (1.9) is given by
φ = s
{
h˜(b2)−
∫
Φ˜(ζ˜(b2, s))
s2
√
b2 − s2 ds
}
,
where
ζ˜(b2, s) =
b2 − s2
e
∫
(fb2+η)db2 − (b2 − s2) ∫ fe∫ (fb2+η)db2db2 ,
where f = f(b2), η = η(b2) and h˜ = h˜(b2) are arbitrary C∞ functions of b2, Φ˜ is a C∞ function of ζ˜. To ensure
the positive definite of F , Φ˜ satisfy
Φ˜√
b2 − s2 > 0, Φ˜
′√b2 − s2 > 0
when n ≥ 3 or
Φ˜′
√
b2 − s2 > 0
when n = 2, where Φ˜′ means the derivation of Φ˜ with respect to the variable ζ˜.
The above corollary was first obtained in [6] where φ1 is the derivation of φ with respect to the variable b.
Essentially, the conclusion in [6] is the same as that of the Corollary 1.3.
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2 Preliminaries
Let M be a smooth n-dimensional manifold. A Finsler metric F = F (x, y) on M is a C∞ function, F : TM→
[0,∞) with the following properties: (i) F ≥ 0 and F (x, y) = 0 if and only if y = 0; (ii)F (x, λy) = λF (x, y) for all
λ > 0; (iii)F is strongly convex, i.e., for any y 6= 0, the matrix gij = 12 [F 2]yiyj is positive definite. Specially, F is
called a Riemannian metric if gij = gij(x). F is called a Minkowskian metric if gij = gij(y).
The geodesics of a Finsler metric F = F (x, y) on an open domain U ⊂ Rn can be defined by
d2xi
dt2
+ 2Gi(x,
dx
dt
) = 0,
where
Gi =
1
4
gil
{
[F i]xmyly
m − [F 2]xl
}
,
gij :=
1
2 [F
2]yiyj and (g
ij) := (gij)
−1. The local functions Gi = Gi(x, y) are called geodesic coefficients.
In [3], J. Douglas introduced the quantityDy : TxM×TxM×TxM → TxM which is a trillinear formDy(u, v, w) =
Dijkl(y)u
jvkwl ∂
∂xi
|x defined by
Dijkl :=
∂3
∂yj∂yk∂yl
(
Gi − 1
n+ 1
∂Gm
∂ym
yi
)
,
Dijkl are called the Douglas curvature. A Finsler metric F is said to be a Douglas metric if D
i
jkl = 0. Base on this
definition, by a direct computation, Douglas metrics can be characterized by
Gi =
1
2
Γijk(x)y
jyk + P (x, y)yi, (2.1)
where Γijk(x) are local functions on M and P (x, y) is a local positively homogeneous function of degree one [9].
Specially, F is called locally projectively flat if Gi = Pyi.
In this paper, we consider the general (α, β)-metrics. The following lemma was proved in [12].
Lemma 2.1 ([12]) Let M be an n-dimensional manifold. F = αφ(b2, β
α
) is a Finsler metric on M for any Rie-
mannian metric α and 1-form β with ‖β‖α < b0 if and only if φ = φ(b2, s) is a positive C∞ function satisfying
φ− sφ2 > 0, φ− sφ2 + (b2 − s2)φ22 > 0, (2.2)
when n ≥ 3 or
φ− sφ2 + (b2 − s2)φ22 > 0,
when n = 2, where s and b are arbitrary numbers with |s| ≤ b < b0.
Denote the covariant derivative of the 1-form β with respect to the Riemannian metric α by bi|j . Moreover, for
simplicity, let
rij =
1
2
(bi|j + bj|i), sij =
1
2
(bi|j − bj|i), r00 = rijyiyj, si0 = aijsjkyk,
ri = b
jrji, si = b
jsji, r0 = riy
i, s0 = siy
i, ri = aijrj , s
i = aijsj, r = b
iri.
The geodesic coefficients Gi of a general (α, β)-metric F = αφ(b2, β
α
) were given in [12] as the following
Gi = αGi + αQsi0 +
{
Θ(−2αQs0 + r00 + 2α2Rr) + αΩ(r0 + s0)
}yi
α
+
{
Ψ(−2αQs0 + r00 + 2α2Rr) + αΠ(r0 + s0)
}
bi − α2R(ri + si),
(2.3)
where
Q =
φ2
φ− sφ2 , Θ =
(φ− sφ2)φ2 − sφφ22
2φ[φ− sφ2 + (b2 − s2)φ22] , Ψ =
φ22
2[φ− sφ2 + (b2 − s2)φ22] ,
R =
φ1
φ− sφ2 , Π =
(φ − sφ2)φ12 − sφ1φ22
(φ− sφ2)[φ− sφ2 + (b2 − s2)φ22] , Ω =
2φ1
φ
− sφ+ (b
2 − s2)φ2
φ
Π.
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Here αGi are geodesic coefficients of α.
By (2.1), Douglas metrics can be also characterized by the following equations [1]:
Giyj −Gjyi = 1
2
(Γikly
j − Γjklyi)ykyl. (2.4)
Substituting (2.3) into (2.4), it can be easily shown that a general (α, β)-metric is a Douglas metric if and only if
{Ψ(−2αQs0 + r00 + 2α2Rr) + αΠ(r0 + s0)}(biyj − bjyi)− α2R{(ri + si)yj − (rj + sj)yi}
+ αQ(si0y
j − sj0yi) =
1
2
(Gikly
j −Gjklyi)ykyl,
(2.5)
where Gikl := Γ
i
kl − γikl and γikl := ∂
2Giα
∂yk∂yl
.
The following lemmas are needed in Section 4 and Section 5.
Lemma 2.2 If Q = ι1s, where ι1 = ι1(b
2) is independent of s, then
φ(b2, s) = ι2
√
1 + ι1s2, (2.6)
where ι2 = ι2(b
2) is a function of b2.
Proof: By a direct computation, we have (2.6).
Q.E.D.
Lemma 2.3 If Ψ = ι3 +
ι4s
2
b2−s2 , where ι3 = ι3(b
2) and ι4 = ι4(b
2) are independent of s, then
φ(b2, s) = s
{
ι6 −
∫
(b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5
s2
ds
}
, (2.7)
where ι5 = ι5(b
2) and ι6 = ι6(b
2) are functions of b2.
Proof: By the assumption, we have
(b2 − s2)[1− 2(ι4 − ι3)s2 − 2ι3b2]φ22 = 2[(ι4 − ι3)s2 + ι3b2](φ− sφ2). (2.8)
Note that (φ− sφ2)2 = −sφ22. By setting
ϕ := φ− sφ2, (2.9)
(2.8) is equivalent to
(b2 − s2)[2(ι4 − ι3)s2 + 2ι3b2 − 1]ϕ2 = 2s[(ι4 − ι3)s2 + ι3b2]ϕ. (2.10)
By a direct computation, the solution of (2.10) is
ϕ = (b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5,
where ι5 = ι5(b
2) is a function of b2. Plugging the above equation into (2.9), we have
φ− sφ2 = (b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5. (2.11)
Let
φ = sθ, (2.12)
then
φ− sφ2 = −s2θ2. (2.13)
By (2.11) and (2.13), we obtain
θ = ι6 −
∫
(b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5
s2
ds (2.14)
for some C∞ functions ι6 = ι6(b2). Hence, plugging (2.14) into (2.12) gives (2.7).
Q.E.D.
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3 Sufficient Conditions of Theorem 1.1
In this section, we are going to prove that the sufficient conditions for a general (α, β)-metric to be a Douglas
metric.
Lemma 3.1 Let F = αφ(b2, β
α
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with
n ≥ 2. Suppose that β satisfies
bi|j = kcb2aij + k(1− c)bibj (3.1)
and φ = φ(b2, s) satisfies the following PDE:
{b3[(1− c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2)}φ22 = 2b5(φ1 − sφ12)− [(ν − µ)s2 − νb2](φ− sφ2), (3.2)
where k = k(x) is a scalar function, c = c(b2), µ = µ(b2) and ν = ν(b2) are arbitrary C∞ functions of b2. Then the
geodesic coefficients Gi = Gi(x, y) of F are given by
Gi = Gˆi + kα
{
[(1 − c)s2 + cb2]Θ + b2Ξ
}
yi, (3.3)
where
Gˆi = αGi +
kα2
2b3
{
νb2 − (ν − µ)s2
}
bi
Θ =
(φ− sφ2)φ2 − sφφ22
2φ
[
φ− sφ2 + (b2 − s2)φ22
]
Ξ =
b2(φ1 − sφ12)φ2 + s(b2 − s2)φ1φ22 + s(φ− sφ2)(2φ1 − sφ12)
φ
[
φ− sφ2 + (b2 − s2)φ22
] .
Here αGi are geodesic coefficients of α.
Proof: By the assumption (3.1), we have
r00 = kcb
2α2 + k(1− c)β2, r0 = kb2β, ri = kb2bi, r = kb4, s0 = 0, si0 = 0.
Substituting them into (2.3) yields
Gi = αGi + kα{Θ[(1− c)s2 + cb2 + 2b4R] + b2sΩ}yi + kα2{Ψ[(1− c)s2 + cb2 + 2b4R] + b2sΠ− b2R}bi. (3.4)
By substituting the expression of Θ, R,Ψ,Π and Ω into the above equation we have
Gi = αGi + kα
{
[(1− c)s2 + cb2] (φ− sφ2)φ2 − sφφ22
2φ[φ− sφ2 + (b2 − s2)φ22]
+ b2
b2(φ1 − sφ12)φ2 + s(b2 − s2)φ1φ22 + s(φ − sφ2)(2φ1 − sφ12)
φ[φ − sφ2 + (b2 − s2)φ22]
}
yi
+ kα2
[(1− c)s2 + cb2]φ22 − 2b2(φ1 − sφ12)
2[φ− sφ2 + (b2 − s2)φ22] b
i.
(3.5)
On the other hand, by (3.2), we obtain
[(1− c)s2 + cb2]φ22 − 2b2(φ1 − sφ12)
φ− sφ2 + (b2 − s2)φ22 =
νb2 − (ν − µ)s2
b3
. (3.6)
Plugging (3.6) into (3.5) yields (3.3).
Q.E.D.
Proof of the sufficiency of Theorem 1.1: Note that Gˆi are quadratic in y ∈ TxM . Thus F is a Douglas
metric by Lemma 3.1 and (2.1).
Q.E.D.
The proof of the converse is given in the following two sections. Firstly, we prove β is closed in Section 4. Then
the PDE of φ can be obtained in Section 5.
6
4 β is closed
In this section, we mainly prove that the 1-form β is closed for Douglas metrics. In order to analysis (2.5), we
choose a special coordinate system at a point as in [10]. Take an orthonormal basis at any fixed point x0 such that
α =
√∑
(yi)2, β = by1, (4.1)
where b := ‖βx‖α. Make a change of coordinates: (s, ya)→ (yi) by
y1 =
s√
b2 − s2 α¯, y
a = ya, a = 2, . . . , n
where α¯ :=
√∑n
a=2(y
a)2. Then
α =
b√
b2 − s2 α¯, β =
bs√
b2 − s2 α¯. (4.2)
Let
r¯10 :=
n∑
a=2
r1ay
a, s¯10 :=
n∑
a=2
s1ay
a, r¯00 :=
n∑
a,b=2
raby
ayb, s¯10 :=
n∑
a=2
s1ay
a, s¯0 :=
n∑
a=2
say
a, r¯0 :=
n∑
a=2
ray
a,
and so on. It’s easy to see that s1 = bs
1
1 = 0, r1 = br11, s¯0 = bs¯10, r¯0 = br¯10. Thus we have
s10 = s¯
1
0, s
a
0 =
ss¯a1√
b2 − s2 α¯+ s¯
a
0, s0 = s¯0, r0 =
bsr11√
b2 − s2 α¯+ br¯10,
r00 = r11
s2
b2 − s2 α¯
2 + 2r¯10
s√
b2 − s2 α¯+ r¯00, r = b
2r11.
Let
G¯a10 = G
a
1by
b, G¯a01 = G
a
b1y
b, G¯a00 = G
a
bcy
byc.
Then
Gakly
kyl = Ga11
s2
b2 − s2 α¯
2 + G¯a10
s√
b2 − s2 α¯+ G¯
a
01
s√
b2 − s2 α¯+ G¯
a
00.
Plugging the above identities into (2.5), for i = 1, j = a, we get a system of equations in the following form
Aα¯3 +Bα¯2 + Cα¯+ E = 0,
where A, B, C and E are polynomials in ya. By α¯ =
√∑n
a=2(y
a)2 is a irrational function of y, we have
Aα¯2 + C = 0, Bα¯2 + E = 0.
They are equivalent to
α¯2
b2 − s2 {bQs¯
a
0s− br11(Ψs2 + 2ΨRb4 +Πb2s−Rb2)ya} −Ψr¯00bya
=
1
2(b2 − s2){(G¯
a
10 + G¯
a
01)s
2 −G111s2ya}α¯2 −
1
2
G¯100y
a
(4.3)
and
α¯2
b2 − s2 {bQs
a
1s
2 − b2sR(ra + sa)}+ {2ΨQb2s¯10 − 2Ψsr¯10 −Πb2(r¯10 + s¯10)−Qs10}bya
=
Ga11s
3
2(b2 − s2) α¯
2 +
1
2
{G¯a00 − (G¯110 + G¯101)ya}s.
(4.4)
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Similarly, for i = a, j = b (a 6= b), we get
bs
b2 − s2 (s
a
1y
b − sb1ya)Qα¯2 +
b2R
b2 − s2 {(rb + sb)y
a − (ra + sa)yb}α¯2
=
s2
2(b2 − s2) (G
a
11y
b −Gb11ya)α¯2 +
1
2
(G¯a00y
b − G¯b00ya),
(4.5)
(s¯a0y
b − s¯b0ya)bQ =
s
2
{(G¯a10 + G¯a01)yb − (G¯b10 + G¯b01)ya}. (4.6)
Now we can prove the following
Lemma 4.1 If a non-Riemannian general (α, β)-metric F = αφ(b2, β
α
) is a Douglas metric on an n-dimensional
manifold with n ≥ 3, then β is closed.
Proof: Letting s = 0 in (4.5), we get
1
2
(G¯a00y
b − G¯b00ya) = R(b2, 0){(rb + sb)ya − (ra + sa)yb}α¯2,
Substituting it back into (4.5) yields
bs(sa1y
b − sb1ya)Q+ [b2R−R(b2, 0)(b2 − s2)]{(rb + sb)ya − (ra + sa)yb} =
s2
2
(Ga11y
b −Gb11ya). (4.7)
By the arbitrary of ya and yb, there exist ya0 and y
b
0 such that
(rb + sb)y
a
0 = (ra + sa)y
b
0.
Then (4.7) becomes
b(sa1y
b
0 − sb1ya0 )Q =
s
2
(Ga11y
b
0 −Gb11ya0 ). (4.8)
If Q = ι1s, where ι1 = ι1(b
2) is independent of s, by Lemma 2.2, we have F = ι2
√
α2 + ι1β2 is of Riemannian type,
where ι2 = ι2(b
2) is a function of b2. This case is exclude in our assumption of Lemma 4.1. Thus we conclude that
Q 6= ι1s. Since b 6= 0, by (4.8) we obtain
sa1y
b
0 − sb1ya0 = Ga11yb0 −Gb11ya0 = 0.
Then by the arbitrary choice of x0, we obtain
sa
sb
=
bsa1
bsb1
=
ra + sa
rb + sb
=
ra
rb
=
Ga11
Gb11
. (4.9)
In the above equation, if the denominator is zero, which implies that numerator is zero too. Set
sa1 = c1(ra + sa) (4.10)
and
Ga11 = c2(ra + sa), (4.11)
where c1 = c1(x) and c2 = c2(x) are two numbers at the point x0. Substituting (4.10) and (4.11) into (4.7) yields
{(ra + sa)yb − (rb + sb)ya}{bsc1Q− b2R− c2
2
s2 + c3(b
2 − s2)} = 0, (4.12)
where c3 = R(b
2, 0) is a function of b2.
We claim that (ra + sa)y
b − (rb + sb)ya = 0. If (ra + sa)yb − (rb + sb)ya 6= 0, then by (4.12), we have
bsc1Q− b2R = c2
2
s2 − c3(b2 − s2). (4.13)
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Differentiating (4.13) with respect to s for three times yields
c1b(sQ)sss − b2(R)sss = 0.
Then c1 is a function of b
2. Thus by (4.13), c2 is also a function of b
2. Substituting the expressions of Q and R
into (4.13), because φ− sφ2 > 0, we get
2bsc1φ2 − 2b2φ1 = [(c2 + 2c3)s2 − 2b2c3](φ− sφ2). (4.14)
By defining
φ = ωse
∫ c1
b db
2
, (4.15)
we can prove ω is an even function in s. Substituting (4.15) into (4.14), which can be rewritten as
− 2b2ω1 + [(2bc1 − 2b2c3)s+ (c2 + 2c3)s3]ω2 = 0. (4.16)
We are going to get the general solution of (4.16). The characteristic equation of (4.16) is
db2
−2b2 =
ds
(2bc1 − 2b2c3)s+ (c2 + 2c3)s3 , (4.17)
which is equivalent to
ds
db2
= −c1 − bc3
b
s− c2 + 2c3
2b2
s3. (4.18)
Obviously, it is a Bernoulli equation. Consider the following variable substitution
χ(b2) =
1
s2(b2)
. (4.19)
Then (4.18) can be rewritten as
dχ
db2
=
2c1 − 2bc3
b
χ+
c2 + 2c3
b2
. (4.20)
This is a linear 1-order ODE of χ, whose solution is
χ = e2
∫ c1−bc3
b db
2
[
λ+
∫
c2 + 2c3
b2
e−2
∫ c1−bc3
b db
2
db2
]
, (4.21)
where λ is an arbitrary constant. Then by (4.19) and (4.21) we get
s = s(b2) =
√√√√ e−2 ∫ c1−bc3b db2
λ+
∫
c2+2c3
b2
e−2
∫ c1−bc3
b db
2
db2
. (4.22)
s = 0 is also a solution of (4.18), it is excluded. It follows from (4.22) that
s2
e−2
∫ c1−bc3
b db
2 − s2 ∫ c2+2c3
b2
e−2
∫ c1−bc3
b db
2
db2
=
1
λ
.
Hence the solution of (4.16) is
ω = Υ
( s2
e−2
∫ c1−bc3
b db
2 − s2 ∫ c2+2c3
b2
e−2
∫ c1−bc3
b db
2
db2
)
, (4.23)
where Υ is any differentiable function. Plugging (4.23) into (4.15) gives
φ = se
∫ c1
b db
2
Υ
( s2
e−2
∫ c1−bc3
b db
2 − s2 ∫ c2+2c3
b2
e−2
∫ c1−bc3
b db
2
db2
)
. (4.24)
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Obviously, Υ is an even function in s and s is an odd function, then φ is an odd function in s. Because φ is also a
C∞ positive function, it must be meaningful at the origin, which means that φ = 0 when s = 0. It is contradict to
φ(b2, 0) 6= 0. Because when β = 0, F = αφ(b2, 0) should be a Riemannian metric. Thus
(ra + sa)y
b − (rb + sb)ya = 0.
By the arbitrary of ya and yb, we have
ra + sa = 0. (4.25)
Therefore, by (4.9) and (4.25), we obtain
sa1 = 0, (4.26)
r1a = 0 (4.27)
and
Ga11 = 0.
Differentiating (4.6) with respect to yc (c 6= a ,c 6= b) and ya (a 6= b) yields
bsbcQ =
s
2
(Gb1c +G
b
c1). (4.28)
Since Q 6= ι1s, where ι1 = ι1(b2) is independent of s, we conclude that
sab = 0. (4.29)
Plugging (4.29) back into (4.28) yields
Gb1c +G
b
c1 = 0, (b 6= c). (4.30)
Substituting (4.29) and (4.30) into (4.6), we also get
G¯a10 + G¯
a
01 = Hy
a,
where H = H(x) = Ga1a +G
a
a1 is a number at the point x0.
Thus by (4.26) and (4.29), we obtain sij = 0 which means that β is closed.
Q.E.D.
5 Necessary Conditions of Theorem 1.1
In this section, we are going to prove the necessity of Theorem 1.1. It can be obtained by the following lemma.
Lemma 5.1 Let F = αφ(b2, β
α
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with
n ≥ 3. Assume that β is not parallel with respect to α. If F is a Douglas metric, then there are four scalar
functions k = k(x), c = c(b2), µ = µ(b2) and ν = ν(b2) such that
{b3[(1− c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2)}φ22 = 2b5(φ1 − sφ12)− [(ν − µ)s2 − νb2](φ − sφ2) (5.1)
and
bi|j = kcb
2aij + k(1− c)bibj . (5.2)
Proof: By Lemma 4.1, we get
sij = 0, r1a = 0, G
a
11 = 0, G¯
a
10 + G¯
a
01 = Hy
a.
Then (4.3) is reduced to
2α¯2br11(Ψs
2 + 2ΨRb4 +Πb2s−Rb2) + 2Ψr¯00b(b2 − s2) = (G111 −H)α¯2s2 + G¯100(b2 − s2). (5.3)
Letting s = 0 in (5.3), we have
G¯100 = 2α¯
2br11[2Ψ(b
2, 0)R(b2, 0)b2 −R(b2, 0)] + 2Ψ(b2, 0)r¯00b. (5.4)
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Plugging (5.4) into (5.3), we get{
2br11{Ψs2 + 2ΨRb4 +Πb2s−Rb2 − [2Ψ(b2, 0)R(b2, 0)b2 −R(b2, 0)](b2 − s2)}+ (H −G111)s2
}
α¯2
= 2b(b2 − s2){Ψ(b2, 0)−Ψ}r¯00.
(5.5)
Differentiating (5.5) with respect to ya and yb yields{
2br11{Ψs2 + 2ΨRb4 +Πb2s−Rb2 − [2Ψ(b2, 0)R(b2, 0)b2 −R(b2, 0)](b2 − s2)} + (H −G111)s2
}
δab
= 2b(b2 − s2){Ψ(b2, 0)−Ψ}rab.
(5.6)
Then by (5.6), there exists a scalar function λ = λ(x) such that
rab = λδab. (5.7)
We may set
r11 = kb
2, (k = k(x)). (5.8)
If r11 = 0, plugging it into (5.6), we have Ψ = ι3 +
ι4s
2
b2−s2 , where ι3 = ι3(b
2) and ι4 = ι4(b
2) are independent of s.
By Lemma 2.3, φ is given by
φ(b2, s) = s
{
ι6 −
∫
(b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5
s2
ds
}
,
where ι5 = ι5(b
2) and ι6 = ι6(b
2) are functions of b2. Then
φs = ι6 −
∫
ϕ
s2
ds− ϕ
s
,
where
ϕ = (b2 − s2)−
b2ι4
2b2ι4−1 [2(ι4 − ι3)s2 + 2ι3b2 − 1]
1
2(2b2ι4−1) ι5.
It is easy to see that φs is not a C
∞ function. Then it is excluded. Thus r11 6= 0, which means k 6= 0. Then there
exists a scalar function c = c(x) such that
λ = ckb2. (5.9)
Plugging (5.9) into (5.7) we have
rab = ckb
2δab. (5.10)
By (4.1), (4.2), (4.27), (5.8) and (5.10), we get
r00 = r11(y
1)2 + 2r¯10y
1 + r¯00 = kcb
2α2 + k(1− c)β2,
which is equivalent to
rij = kcb
2aij + k(1− c)bibj . (5.11)
Thus we obtain (5.2).
In this case, (5.3) becomes
2b3(Ψs2 + 2ΨRb4 +Πb2s−Rb2) + 2cb3Ψ(b2 − s2) = µs2 + ν(b2 − s2), (5.12)
where µ = µ(x) and ν = ν(x) satisfying
kµ = G111 −H, kνα¯2 = G¯100.
Differentiating (5.12) with respect to s for three times yields
2b3(Ψs2 + 2ΨRb4 +Πb2s−Rb2)sss + 2cb5Ψsss = 0. (5.13)
Then c is a function of b2. Therefore, letting s = 0 in (5.12), it is easy to see that ν is a function of b2. Then by
(5.12) µ is a function of b2 too.
Substituting the expressions of Ψ , Π and R into (5.12) yields
{b3[(1− c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2)}φ22 = 2b5(φ1 − sφ12)− [(ν − µ)s2 − νb2](φ − sφ2).
Thus we obtain (5.1).
Q.E.D.
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6 General solutions of (1.3)
In this section, we first give the general solutions of (1.3). Then some special solutions can be constructed. Our
method is to take a variable substitution such that (1.3) be a simplier equation.
Proof of Theorem 1.2: Since s and b are arbitrary numbers with |s| ≤ b < b0, put
ψ := (φ− sφ2)e
∫
c−1
2b2
db2
√
b2 − s2. (6.1)
Then
ψ1 = (φ− sφ2)1e
∫
c−1
2b2
db2
√
b2 − s2 + (φ − sφ2)e
∫
c−1
2b2
db2
{ (c− 1)√b2 − s2
2b2
+
1
2
√
b2 − s2
}
, (6.2)
ψ2 = (φ− sφ2)2e
∫
c−1
2b2
db2
√
b2 − s2 − (φ− sφ2) s√
b2 − s2 e
∫
c−1
2b2
db2 , (6.3)
where ψ1 is the derivation of ψ with respect to the first variable b
2 and ψ2 is the derivation of ψ with respect to
the second variable s. It follows from (6.2) and (6.3) that
(φ− sφ2)1 = ψ1e
∫
1−c
2b2
db2
√
b2 − s2 − (φ− sφ2)
{c− 1
2b2
+
1
2(b2 − s2)
}
, (6.4)
(φ− sφ2)2 = ψ2e
∫
1−c
2b2
db2
√
b2 − s2 +
s
b2 − s2 (φ− sφ2). (6.5)
Note that (φ− sφ2)2 = −sφ22. Substituting (6.4) and (6.5) into (1.3) yields
2b5sψ1 + {b3[(1 − c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2)}ψ2 = 0. (6.6)
The characteristic equation of PDE (6.6) is
db2
2b5s
=
ds
b3[(1− c)s2 + cb2] + [(ν − µ)s2 − νb2](b2 − s2) , (6.7)
which is equivalent to
2s
ds
db2
=
(1− c)s2 + cb2
b2
+
[(ν − µ)s2 − νb2](b2 − s2)
b5
. (6.8)
Let
χ(b2) = s2(b2)− b2. (6.9)
Differentiating (6.9) with respect to b2 yields
dχ
db2
= 2s
ds
db2
− 1. (6.10)
Substituting (6.8) into (6.10) yields
dχ
db2
= − (c− 1)b− µ
b3
χ− ν − µ
b5
χ2, (6.11)
which is a Bernoulli equation. It can be rewritten as
d
db2
(
1
χ
) =
(c− 1)b− µ
b3
1
χ
+
ν − µ
b5
.
By solving this linear ODE of 1
χ
, it can be obtained that
1
χ
= −e
∫ (c−1)b−µ
b3
db2
[
λ−
∫
ν − µ
b5
e
∫ (1−c)b+µ
b3
db2db2
]
, (6.12)
where λ is an arbitrary constant. Then by (6.9) and (6.12) we get
s = s(b2) =
√√√√b2 − e∫ (1−c)b+µb3 db2
λ− ∫ ν−µ
b5
e
∫ (1−c)b+µ
b3
db2db2
. (6.13)
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Obviously, χ = 0 is also a solution of (6.11), it is excluded in this situation. Therefore, it follows from (6.13) that
b2 − s2
e
∫ (1−c)b+µ
b3
db2 + (b2 − s2) ∫ ν−µ
b5
e
∫ (1−c)b+µ
b3
db2db2
=
1
λ
.
Thus the solution of (6.6) is
ψ = Φ
( b2 − s2
e
∫ (1−c)b+µ
b3
db2 + (b2 − s2) ∫ ν−µ
b5
e
∫ (1−c)b+µ
b3
db2db2
)
, (6.14)
where Φ is an arbitrary differentiable function. Plugging (6.14) into (6.1), we have
φ− sφ2 = Φ(ζ(b2, s))e
∫
1−c
2b2
db2 1√
b2 − s2 . (6.15)
where
ζ(b2, s) =
b2 − s2
e
∫ (1−c)b+µ
b3
db2 + (b2 − s2) ∫ ν−µ
b5
e
∫ (1−c)b+µ
b3
db2db2
,
Set
φ = sϕ, (6.16)
then
φ− sφ2 = −s2ϕ2. (6.17)
By (6.15) and (6.17), we get
ϕ = h(b2)− ξ(b2)
∫
Φ(ζ(b2, s))
s2
√
b2 − s2 ds (6.18)
for some C∞ functions h(b2), where ξ(b2) = e
∫
1−c
2b2
db2 . Hence, plugging (6.18) into (6.16) yields (1.5).
Note that −sφ22 = (φ − sφ2)2. Therefore, when φ is given by (1.5), by Lemma 2.1 and (6.15), F is a Finsler
metric if and only if (1.7) and (1.8) hold.
Q.E.D.
Then we can construct many Douglas general (α, β)-metrics F = αφ(b2, β
α
) by choosing suitable c, µ, ν and Φ.
The following are some special solutions. Let ζ = ζ(b2, s) is given by (1.6).
Example 6.1 Let µ = ν = 0, c = 1 and Φ(ζ(b2, s)) =
√
ζ, then parts of the solutions of (1.5) are given by
φ(b2, s) = 1 + h(b2)s, (6.19)
where h is an arbitrary C∞ function of b2.
In this case, F = αφ(b2, β
α
) is a Randers metric, where α and β satisfy (1.4).
Example 6.2 Let µ = ν = 0, c = 1 and Φ(ζ(b2, s)) =
√
ζ
1−ζ , then parts of the solutions of (1.5) are given by
φ(b2, s) = h(b2)s+
√
1− b2 + s2
1− b2 , (6.20)
where h is an arbitrary C∞ function of b2.
In this case, F = αφ(b2, β
α
) is also a Randers metric, where α and β satisfy (1.4).
The metrics in the following example are just the metrics in [5].
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Example 6.3 Let µ = ν = 0, then the solutions of (1.5) are given by
φ(b2, s) = h(b2)s− e
∫
1−c
2b2
db2s
∫
Φ(ζ(b2, s))
s2
√
b2 − s2 ds (6.21)
where ζ(b2, s) = (b2 − s2)e
∫
c−1
b2
db2 , h = h(b2) and c = c(b2) are two scalar functions.
In this case, F = αφ(b2, β
α
) is a Douglas metric, where α and β satisfy (1.4). Particularly,
φ(b2, s) = 1 + b2c + h(b2)s+ b2(c−1)s2 (6.22)
when c = const. and Φ(ζ(b2, s)) = (1 + ζ)
√
ζ. In this case, the corresponding general (α, β)-metrics are of Douglas
type. They are just the special solutions (iii) in [5].
By choosing different µ and ν from the above example, some new Douglas metrics can be found in the following
example.
Example 6.4 Let c = 1− b2 > 0, µ = b51−b2 , and ν = 2b
5
1−b2 , then the solutions of (1.5) are given by
φ(b2, s) = h(b2)s−
√
eb
2
s
∫
Φ(ζ(b2, s))
s2
√
b2 − s2 ds, (6.23)
where ζ(b2, s) = (b
2−s2)(1−b2)
1+b2−s2 , h = h(b
2) is a arbitrary C∞ function of b2. By setting Φ(ζ(b2, s)) =
√
ζ
(1−ζ)3/2 in
(6.23), we have
φ(b2, s) = h(b2)s+
(1 + b2)(1 + b4 − b2s2) + s2(1− b2)
(1 + b4)2
√
(1− b2)eb2
1 + b4 − b2s2 . (6.24)
In this case, F = αφ(b2, β
α
) is a new Douglas metric, where α and β satisfy (1.4).
By choosing suitable functions c(b2), µ(b2), ν(b2) and Φ(ζ(b2, s)), one can construct more new Douglas metrics.
7 Special solutions of (1.4)
In this section, we discuss the solutions of (1.4) in Theorem 1.1 in two cases. Firstly, we give a special solution of
(1.4) when α is a projectively flat Riemannian metric. Secondly, we give the special solutions when α is conformal
to |y|. In [5], we proved the following fact
Lemma 7.1 Let β˜ = ρ(b2)β, then
b˜i|j = ρbi|j + 2ρ′bi(rj + sj).
By Beltrami’s theorem, projectively flat Riemannian metrics are of constant sectional curvature. Let α =√
aijyiyj be a projectively flat Riemannian metric of constant sectional curvature κ. Then there is a local coordinate
system such that
α =
√
(1 + κ|x|2)|y|2 − κ〈x, y〉2
1 + κ|x|2 .
Then we can give a special solution of (1.4).
Example 7.1 Let
α =
√
(1 + κ|x|2)|y|2 − κ〈x, y〉2
1 + κ|x|2
and
β =
b{δ1〈x, y〉+ (1 + κ|x|2)〈a, y〉 − κ〈a, x〉〈x, y〉}√
(b2 + δ2)(1 + κ|x|2)3
, (7.1)
where κ is the constant sectional curvature of α, δ1 and δ2 are constant numbers and a is a constant vector. Suppose
that β˜ = ρ(b2)β satisfies
b˜i|j = kcb2ρaij . (7.2)
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Thus β˜ is a conformal 1-form of α. By the result in [11], we get
β˜ =
δ1〈x, y〉+ (1 + κ|x|2)〈a, y〉 − κ〈a, x〉〈x, y〉
(1 + κ|x|2) 32 , (7.3)
b˜i|j =
δ1 − κ〈a, x〉√
1 + κ|x|2 aij . (7.4)
Therefore, by (7.1) and (7.3), we have
ρ =
√
b2 + δ2
b
. (7.5)
Plugging (7.5) into (7.2) yields
b˜i|j = kcb
√
b2 + δ2aij . (7.6)
Comparing (7.4) with (7.6), we get
kc =
δ1 − κ〈a, x〉
b
√
(b2 + δ2)(1 + κ|x|2)
. (7.7)
In this case, by (7.2), (7.5),(7.7) and Lemma 7.1, we obtain
bi|j =
1
ρ
b˜i|j + 2
(1
ρ
)′
b˜ir˜j =
1
ρ
(kcb2ρaij) + 2
(−ρ′
ρ2
)
b˜i(kcb
2ρb˜j) = kcb
2aij − 2ρ′ρkcb2bibj
=
b(δ1 − κ〈a, x〉)√
(b2 + δ2)(1 + κ|x|2)
aij +
δ2(δ1 − κ〈a, x〉)
b3
√
(b2 + δ2)(1 + κ|x|2)
bibj.
(7.8)
Thus we get a special solution of (1.4) when
c =
b2
δ2 + b2
, k =
(δ2 + b
2)(δ1 − κ〈a, x〉)
b3
√
(b2 + δ2)(1 + κ|x|2)
.
To consider the case when α is not projectively flat, we give two special solutions when α is conformal to |y| in
the following example.
Example 7.2 Let
α =
1
2|x| |y|, β = 2εe
−|x|2〈x, y〉,
where ε 6= 0 is a constant. The Christoffel symbols of α are given by
Γijk = −
1
|x|2 {xkδ
i
j + xjδ
i
k − xiδjk}.
Then
bi|j = 4ε
1− |x|2
|x|2 e
−|x|2xixj .
Thus we get a special solution when c = 0 and k = 1−|x|
2
ε|x|2 e
|x|2.
Example 7.3 Let
α =
1
1 + |x|2 |y|, β =
1 + |x|2
1− |x|2 〈x, y〉.
The Christoffel symbols of α are given by
Γijk = −
2
1 + |x|2 {xkδ
i
j + xjδ
i
k − xiδjk}.
Then
bi|j = δij +
4(2− |x|2)
(1 − |x|2)2 xixj .
Thus we get a special solution by choosing kcb2 = (1 + |x|2)2 and k(1− c) = 4(2−|x|2)(1+|x|2)2 .
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