We show that a family of line bundles of degree zero over a plumbing family of Riemann surfaces with a separating (resp. non-separating) node p admits a nice (resp. almost nice) family of flat p-singular Hermitian metrics. As a consequence, we give necessary and sufficient conditions for a family of line bundles over such families of Riemann surfaces to admit an (almost) nice family of p-singular Hermitian metrics which are admissible with respect to the canonical/hyperbolic (1,1)-forms on the Riemann surfaces.
Introduction.
Let L = {L t } be a family of holomorphic line bundles over a degenerating family of Riemann surfaces M = {M t }. We are interested in finding necessary and sufficient conditions for {L t } to admit a family of Hermitian metrics (or equivalently a Hermitian metric on L) satisfying certain curvature conditions.
A degenerating family of Riemann surfaces {M t } is obtained by shrinking non-trivial closed loops of compact Riemann surfaces to form a noded Riemann surface M . This corresponds to a path in the moduli space M q of compact Riemann surfaces of genus q leading to boundary points in its Deligne-Mumford compactification M q . When there is only a single node, we have essentially two cases, depending on whether the node separates M . An important subclass of degenerating Riemann surfaces with a single node is obtained by means of plumbing (cf. [Wo1] and (2.1)). Throughout this article, we will restrict our considerations to such plumbing families of Riemann surfaces. Also we assume q ≥ 2, and that M is stable, or equivalently, its smooth part M 0 := M \{node} admits the hyperbolic metric of constant sectional curvature −1. This work is motivated by earlier works on the asymptotic behaviors of the hyperbolic metrics and the canonical metrics as well as those of their Green's functions on degenerating Riemann surfaces (cf. [F] , [H] , [Ji] , [JW] , [We] , [Wo2] ). In particular, Wolpert [Wo2] showed that the hyperbolic metrics glue together to form a continuous and good Hermitian metric on the vertical line bundle (induced by the tangent bundles of the fibers) over the universal curve C q over M q . A notable feature is that this metric is not smooth along the noded Riemann surfaces, and it is mildly singular at the nodes.
In this article, we consider line bundles over Riemann surfaces in general. Our first main result is to give necessary and sufficient conditions for a family of line bundles of degree 0 over a plumbing family of Riemann surfaces to admit a nice/(almost nice) family of flat p-singular Hermitian metrics (cf. Theorem 1 in §2 for the precise statements and the additional necessary conditions in the separating node case; cf. also (2.2) for the definition of 'niceness' and 'almost niceness'). As applications of Theorem 1, we also give necessary and sufficient conditions for a family of line bundles over a plumbing family of Riemann surfaces to admit a nice/(almost nice) family of Hermitian metrics which are admissible with respect to the hyperbolic (resp. canonical) (1,1)-forms (cf. Theorem 2 and Theorem 3).
We sketch our approach in proving Theorem 1 as follows. First we construct a family of 'almost flat' Hermitian metrics using the flat Hermitian metric on the line bundle over the noded fiber. Then it is modified to a flat family by using the hyperbolic Green's operators. We remark that this approach is similar to [Wo2] in spirit, and it depends crucially on the initially constructed family of metrics being sufficiently close to a flat one. There are small but subtle differences in the construction and estimates involved in the two cases of a non-separating/separating node, and we treat the two cases separately in §3 and §4 respectively. The proofs of Theorem 2 and Theorem 3 depend on Theorem 1 as well as results of Wolpert [Wo2] on the continuity and goodness of the family of hyperbolic metrics and those of Wentworth [We] on Arakelov Green's functions respectively.
The authors would like to take the opportunity to express their sincere thanks to the referee whose suggestions and clarifications lead to the article in its present form.
Notation and statements of results.
2.1. Throughout this article, we consider plumbing families of compact Riemann surfaces of fixed genus q ≥ 2 degenerating into a stable singular Riemann surface M with a single separating or non-separating node p. First we recall the plumbing construction of a degenerating family of Riemann surfaces starting from M in both cases as follows (cf. e.g., [F] , [Wo2] ).
In the non-separating node case, the normalization M of M is a compact Riemann surface of genus q − 1. In the separating node case, M consists of a disjoint union of two compact Riemann surfaces M 1 , M 2 of genus q 1 , q 2 respectively such that q 1 + q 2 = q. The stable condition on M implies that q 1 , q 2 ≥ 1. In both cases, the node p corresponds to two points p 1 , p 2 in M (with p k in M k , k = 1, 2, in the separating node case) so that M 0 := M \{p} can be identified with M \{p 1 , p 2 }. Denote the unit disc in C by ∆. In both cases and for k = 1, 2, fix a coordinate function z k : U k → ∆ such that z k (p k ) = 0, where U k is an open coordinate neighborhood of p k in M (and thus in the separating node case, U k ⊂ M k , k = 1, 2). Also for each t ∈ ∆, let S t := {(z 1 , z 2 ) ∈ ∆ 2 | z 1 z 2 = t}. Then for each t ∈ ∆, remove the discs |z k | < |t| from M and glue the remaining parts of M with S t via the identification z 1 ∼ (z 1 , t/z 1 ) and z 2 ∼ (t/z 2 , z 2 ). The resulting surfaces {M t } t∈∆ form an analytic family π : M → ∆ with M 0 = M , where π denotes the holomorphic projection map. It is easy to see that for t = 0, each M t is a compact Riemann surface of genus q. We remark that for fixed t ∈ ∆ * , one may adjust the sizes of the removed discs and the plumbing collar z 1 z 2 = t in the plumbing process without changing M t . Also, away from the plumbing collars, the resulting family may be described as the Cartesian product of an open subset of M \ {p} and ∆, shrinking ∆ if necessary. The restriction of ker(dπ) to M\{p} forms a holomorphic line bundle T over M\{p} such that T Mt = T M t for t ∈ ∆ * and T M 0 = T M 0 . Note that T extends uniquely to a holomorphic line bundle T over M known as the vertical line bundle.
2.2.
Let R be a smooth compact Riemann surface or a noded Riemann surface with a node p, and let L be a holomorphic line bundle over R. We define a p-singular Hermitian metric h on L to be simply a C ∞ Hermitian metric on L R 0 , where R 0 := R\{p} is the smooth part of R (thus in the case when R is smooth, i.e., when p is absent, such an h is simply a smooth Hermitian metric on L). Now let µ be a smooth (1,1)-form on R 0 . In both the smooth and noded cases, a p-singular Hermitian metric h on L is said to be µ-admissible if its first Chern form satisfies c 1 (L, h) = deg(L) · µ on R 0 , where deg(L) denotes the degree of L over R. We remark that when R is a noded Riemann surface, deg(L) is simply the sum of the degrees of f * L over all the components of R, where f : R → R is the normalization of R. Observe also that µ is necessarily normalized (i.e., R µ = 1) in the smooth case (but not necessarily so in the noded case). Also h is said to be flat if c 1 (L, h) ≡ 0 on R 0 .
Next we recall the definition of 'good' Hermitian metrics introduced by Mumford [M] in the special case of line bundles over complex manifolds. Let X be an n-dimensional complex manifold with an open subset X such that X − X is a divisor with normal crossings. Consider coordinate polydiscs U = ∆ n ⊂ X such that U ∩ X = (∆ * ) k × ∆ n−k for some 1 ≤ k ≤ n, and denote by ω U ∩X the product metric on U ∩ X induced by the Poincaré metric ds 2 = (|dz|/(|z| log |z|)) 2 on each ∆ * and the Euclidean metric on each ∆. Now let L be a holomorphic line bundle over X and let L be the restriction of L to X. A smooth Hermitian metric h on L is said to be good on X if there exists a finite set of coordinate polydiscs {U α } covering an open neighborhood of X − X in X such that for each U α = ∆ n , there exists a non-vanishing holomorphic section v ∈ Γ(U α , L Uα ) such that on
for some C 1 > 0, m ≥ 1, and
(ii) ∂ log h (v, v) and ∂∂ log h (v, v) have Poincaré growth on U α − U α ∩ X, i.e., there exist constants C 2 , C 3 > 0 such that 
One easily sees that the above definition does not depend on the choice of local coordinate functions and local trivializations of L on each U α . Moreover, it is known that given (L, h), there exists at most one extension L of L to X for which h is good (cf. [M, §1] ).
Let M = {M t } t∈∆ be a plumbing family of Riemann surfaces degenerating to a singular Riemann surface M with a separating or non-separating node p as described in (2.1). Also let L = {L t } t∈∆ be a holomorphic family of line bundles over {M t } t∈∆ , i.e., L is a holomorphic line bundle over M and L t = L Mt for t ∈ ∆. Now let {µ t } t∈∆ be a family of p-singular (1, 1)-forms on {M t } t∈∆ , i.e., each µ t (resp. µ 0 ) is a (1,1)-form on M t (resp. M 0 = M \{p}) for t ∈ ∆ * (resp. t = 0), and they form a continuous section of T * ⊗ T * over M\{p}, where T is as in (2.1).
Definition 2.2.1. h = {h t } t∈∆ (with h t = h Lt for t ∈ ∆) is said to be a nice family of {µ t } t∈∆ -admissible (resp. flat) p-singular Hermitian metrics on L{L t } t∈∆ if the following conditions hold:
(i) for each t ∈ ∆, h t is a µ t -admissible (resp. flat) p-singular Hermitian metric on L t ; (ii) h is continuous on M\{p}, and the restriction h * of h to L ∆. In fact, this can easily be proved by first fixing a smooth Hermitian metric h on L over the manifold M, letting h t = h Lt for all t ∈ ∆, and then using the dominated convergence theorem to show that lim t→0 Mt c 1 ( 
Remark 2.2.4. As an example, it follows from a result of Wolpert [Wo2, Theorem 5.8 ] that the hyperbolic metrics on {M t } t∈∆ glue together to form a nice family of {ω hyp,t } t∈∆ -admissible p-singular Hermitian metrics on the family of line bundles defined byT (cf. (2.4) for the definition of {ω hyp,t } t∈∆ ).
2.3.
For a plumbing family of degenerating Riemann surfaces {M t } t∈∆ with singular fiber M with a node at p, we recall from (2.1) the normalization f : M → M with points p 1 , p 2 ∈ M corresponding to p (and recall also that M = M 1 M 2 with M k of genus q k and p k ∈ M k , k = 1, 2, in the separating node case). Also in the separating node case, for a family of
Our first main result in this paper is the following: 
Remark 2.3.1. In both cases, it is easy to see that such {h t } t∈∆ is unique up to a positive continuous multiplicative function on ∆ which is smooth on ∆ * . Remark 2.3.2. In the case of a non-separating node, we do not know whether the almost nice family of flat p-singular Hermitian metrics h = {h t } t∈∆ constructed in Theorem 1(i) is actually nice or not. In the case of a separating node in Theorem 1(ii), an important fact which allows us to prove the goodness of h is that we can construct flat Hermitian metrics on L 0,1 and L 0,2 agreeing at p (cf. §4). Such an ingredient is lacking in Theorem 1(i) (cf. Remark 4.2.11).
Let
be as in (2.1). The stable condition on M implies that each irreducible component of M \{p} admits the complete hyperbolic metric of constant sectional curvature -1, which will be collectively denoted by ds 2 hyp,0 on M 0 . For t = 0, we denote the hyperbolic metric on M t by ds 2 hyp,t . Their associated (1,1)-forms (resp. normalized (1,1)-forms) will be denoted by ω hyp,t (resp. ω hyp,t ), so that ω hyp,t = 4π(q − 1) ω hyp,t for t ∈ ∆. By a result of Wolpert [Wo2, Theorem (ii) As exemplified by {ds 2 hyp,t } t∈∆ on T , the Hermitian metrics in Theorem 2 is singular at the node p in general.
2.5.
On a smooth compact Riemann surface R of genus q ≥ 1, the canonical (1,1)-form is given by ω can (R) = Remark 2.5.1. In the non-separating node case, ω can,0 is not normalized, and this is reflected by the fact the Hermitian metric on L 0 over M 0 is highly singular at the node p.
Family of flat p-singular
Hermitian metrics in the non-separating node case.
3.1. In §3, we are going to prove Theorem 1(i). As a preparation, we first describe in this subsection a procedure for the glueing of two Hermitian metrics on a holomorphic line bundle over an annulus. This procedure is known as 'grafting' in the case of Hermitian metrics on the tangent bundle of the annulus in [Wo2] .
First we fix a smooth function η : (0, 1) → R such that Given two real numbers a o , b o > 0, we consider the Euclidean region To state our next proposition, we need to make some more definitions.
2 ,h be as above. We = consider the Euclidean region 
Next we define a smooth function associated toh given by
Here, in terms of the Euclidean coordinate ξ on T (a o ), (i/2)dξ ∧ dξ denotes also the flat (1, 1)-form on A(a o ; b o ) descended from the Euclidean (1,1)-form on T (a o ). We remark also that ratio of (1,1)-forms makes sense here since
In the case of the grafting of two flat Hermitian metrics, we have: 
where Φ(h 1 , h 2 ) and ψh are as in (3.1.5) and (3.1.6) respectively.
gives a parametrization of A(a o ; b o ) . By assumption on the flatness of h 1 , h 2 , we have
Together with (3.1.3), it is easy to check that
Here we denote ∂ ξ η := ∂η/∂ξ, etc. By the chain rule, one has
(3.1.11)
As in (3.1.4), we define
. From (3.1.1), (3.1.10), (3.1.11) and (3.1.12), one sees that
we get a harmonic function on T (a o ), which we denote by the same symbol. Now for any point ξ ∈ T (a o ), one easily checks that the circle C(ξ; a o /8) centered at ξ and with radius a o /8 lies inside T (a o ). By differentiating (with respect to ξ andξ) the Poisson integral formula for log(h 1 /h 2 ) over C(ξ; a o /8), one easily sees from (3.1.5) that
on T (a o ), and hence same estimate also holds on A (a o ; b o ). Combining (3.1.5), (3.1.6), (3.1.10), (3.1.11) and (3.1.13), one sees that there exists a constant
Since supp(ψh) ⊂ A (a o ; b o ), we have, with C 1 as in (3.1.14), A(ao;bo) 
which leads to (3.1.7) (with C = C 2 1 /2(> 0) depending only on η). Thus we have finished the proof of Proposition 3.1.1.
3.2.
Throughout the rest of §3, unless otherwise stated, we let M = {M t } t∈∆ be a plumbing family of compact Riemann surfaces of genus q ≥ 2 degenerating to a stable Riemann surface M with a non-separating node p as in (2.1). Also we let L = {L t } t∈∆ be a holomorphic family of line bundles of degree 0 over {M t } t∈∆ as in Theorem 1(i).
First we recall from (2.1) the normalization f : M → M with points p 1 , p 2 ∈ M corresponding to p, the coordinate functions z k : U k → ∆, k = 1, 2, with U k ⊂ M , and the coordinate neighborhood
Fix a small number δ > 0. We define, for t ∈ ∆ * ,
Let t 0 := 1 4 1−4δ , and let π : M → ∆ be as in (2.1).
We fix an open subset of M given by
From the description in (2.1), one easily sees that there is an associated open subset N := N 0 × ∆(t o ) ⊂ M such that π N is given by the projection onto the second factor. Here ∆(t o ) := {t ∈ ∆ |t| < t o }. We denote
It is easy to check that I t ∩ N t = ∅ for any t ∈ ∆ * (t o ) := ∆(t o ) \ {0}. Also we define the following open subsets of M given by 
Next for |t| < t 0 , we define four open subsets of M t given by
Also we let
which are easily seen to be open subsets of M. Moreover, one = easily sees from (3.2.1), (3.2.3), (3.2.5) that for 0 < |t| < t 0 ,
With notations as in (3.1), one easily checks that for 0 < |t| < t 0 , the multivalent map
descends to a biholomorphism between I t and the annulus A(4δ; 2π/| log |t||). Similarly, for 0 < |t| < t 0 and k = 1, 2, the multivalent map
descends to a biholomorphism between R k,t and A(log 2; 2π). From now on, we will fix non-vanishing holomorphic sections
which provide holomorphic trivializations of L V and L N respectively (cf. Lemma 3.2.1). Also we fix a flat Hermitian metric h 0 on L 0 M \{p} as given in Lemma 3.2.2. Next we consider three smooth Hermitian metrics (
Then we obtain smooth families of Hermitian metrics
, we obtain a smooth Hermitian metrich t on L t . At t = 0, we leth 0 := h 0 on L 0 M \{p} . Then we consider the family of p-singular Hermitian metricsh = {h t } |t|<t 0 on {L t } |t|<t 0 withh Lt =h t for |t| < t 0 . We have
Proposition 3.2.3.h is a smooth Hermitian metric on L
respectively. Also one easily checks from (3.1.3) and (3.2.8)
Similarly one easily checks from (3.1.3) and (3.2.9) that for k = 1, 2 and
At t = 0, one also sees from (3.2.11) that h V 1 , h V 2 , h N are all equal to h 0 on V 1,0 , V 2,0 , N 0 respectively. Together with (3.2.13), (3.2.14) and the smoothness of h V 1 , h V 2 , h N , the smoothness ofh follows immediately. Thus we have finished the proof of Proposition 3.2.3.
Finally we extend h arbitrarily (across {M t } |t|≥t 0 ) to a smooth Hermitian metric on L M\{p} , and we denote the extension by the same symbol. Thus we get a family of p-singular Hermitian metrics { h t } t∈∆ on {L t } t∈∆ , wherẽ h t :=h Lt for all t ∈ ∆.
Notation as in (3.2).
We are going to obtain some estimates which will be needed to prove Theorem 1(i). Recall from (2.1) the coordinate neighborhood
Let ds 2 hyp,t , ω hyp,t be as in (2.4). First we recall the following result of Wolpert:
Remark. Proposition 3.3.1 also holds in the case of a separating node.
For t ∈ ∆ * , we define the smooth function given by
where h t is as in (3.2) (cf. (3.1.6)). Let I t be as in (3.2.1). We have:
Proof. First we recall from (3.2.8) the biholomorphism I t ∼ = A(4δ; 2π/| log |t||) for t ∈ ∆ * . By (3.2.1), (3.2.8) and Proposition 3.3.1, one easily checks that there exist constants C 3 , C 4 > 0 such that for t ∈ ∆ * ,
where ξ is as in (3.2.8). Let t 0 , δ, V, I, V 1,t , V 2,t be as in ( 3.2), and let h 0 be as in Lemma 3.2.2. Recall from (3.2) that on I t ,h t is obtained by grafting h V 1,t and h V 2,t relative to η, where η is as in (3.1.1). From (3.2.1) and (3.2.4),
Together with (3.2.11) and the extension property of h 0 as given in Lemma 3.2.2, one sees that there exist constants C 5 , C 6 > 0 such that for k = 1, 2,
where e V is as in (3.2.10). Together with (3.2.12), (3.2.13) and using the notation in (3.1.5), it follows that there exists a constant C 7 > 0 such that for 0 < |t| < t 0 , one has
with respect to the annulus I t ∼ == A(4δ; 2π/| log |t||). With ψh t as defined in (3.1.6), one sees from (3.3.1) and (3.3.2) that
From (3.2.11), (3.2.13) and the flatness of h 0 , it follows that for 0 < |t| < t 0 , h V 1,t and h V 2,t are also flat Hermitian metrics. Let C = C(η) > 0 be as in Proposition 3.1.1. Then we have
Thus we have finished the proof of Proposition 3.3.2.
Next for |t| < t 0 and k = 1, 2, we let R k,t be as in (3.2.5), and let R k be as in (3.2.6). We have:
Proof. First we recall from (3.2.9) the biholomorphism R k,t ∼ = A(log 2; 2π) for t ∈ ∆ * . By (3.2.1), (3.2.9) and Proposition 3.3.1, one easily checks that there exist constants C 3 , C 4 > 0 such that for t ∈ ∆ * ,
where ξ k is as in (3.2.9). Let t 0 , N, N t , V k , V k,t , k = 1, 2, be as in ( 3.2), and let h 0 be as in Lemma 3.2.2. Recall from (3.2) that on R k,t ,h t is obtained by grafting h Nt and h V k,t relative to η, where η is as in (3.1.1). As in Lemma 3.2.1, L R k , k = 1, 2, are holomorphically trivial, and we fix non-vanishing holomorphic sections
. Let e N , e V be as in (3.2.10), and for k = 1, 2, we let f k (z), g k (z) be the non-vanishing holomorphic functions on R k satisfying
Using the Cauchy integral formula and shrinking t 0 if necessary, one easily checks that for any 0 < < 1 2 , there exists a constant C 5 = C 5 ( ) > 0 such that for k = 1, 2, 0 < |t| < t 0 and
Using the notation in (3.1.5), it follows that there exists a constant C 6 > 0 such that for k = 1, 2 and 0 < |t| < t 0 , one has
with respect to the annulus R k,t ∼ = A(log 2; 2π). With ψh t as defined in (3.1.6), one sees from (3.3.1) and (3.3.7) that
As in Proposition 3.3.2, since h V k,t and h Nt are flat Hermitian metrics (cf. (3.2.11), (3.2.13)), we have, with = C = C(η) > 0 as in Proposition 3.1.1,
Thus we have finished the proof of Proposition 3.3.3.
For t ∈ ∆, we denote by 2 the L 2 -norm on M t with respect to ω hyp,t .
Proof. From the construction ofh t , it is easy to check that for 0 < |t| 
Thus we have finished the proof of Proposition 3.3.4.
3.4.
Before we go on, we give a lemma which will be needed in subsequent discussion.
Lemma 3.4.1. Let X be a smooth compact Riemann surface of genus q ≥ 2 and endowed with the hyperbolic metric, and let v ∈ C ∞ (X). Then there exist constants C 1 , C 2 > 0 (which do not depend on X or v) such that the following statements hold: (i) For any x ∈ X and any real number r satisfying 0 < r ≤ ρ x , where ρ x denotes the injectivity radius at x, we have
Here B(x, r) denotes the geodesic ball centered at x and of radius r, ω hyp denotes the hyperbolic volume form of X, and ∆ denotes the hyperbolic Laplacian.
(ii) In particular, we have
Here ρ X denotes the injectivity radius of X, and λ 1,X denotes the first non-zero eigenvalue of X.
For any x ∈ X and 0 < r ≤ ρ x , we may identify B(x, r) with ∆(tanh ρ t ) via the covering map from ∆ to X sending the origin to x. In terms of such identification, we have
Next we make a change of variable given by z := z/(tanh ρ t ), and denote v (z ) := v(z), so that v ∈ C ∞ (∆). Using Nash-Moser iteration technique (cf. e.g., [GT, Theorem 8.24] and observe that the left hand side of the trivial equation ∂ z ∂zv = ∂ z ∂zv is of constant coefficients, which implies that the conditions in (8.5) and (8.6) of [GT] are satisfied), one deduces that there exist constants C 1 , C 2 > 0 such that
where the last inequality follows from the inequality that i 2 dz ∧ dz ≤ ω hyp on ∆, (3.4.1) and the fact that 1 1 − |z| 2 < cosh 2 r for |z| < tanh r. This finishes the proof of Lemma 3.4.1(i). To prove Lemma 3.4.1(ii), we recall from standard spectral theory for elliptic operators that
, and thus (3.4.3)
Then by letting r = ρ X in Lemma 3.4.1(i), we have, at any x ∈ X,
which easily leads to Lemma 3.4.1(ii). Thus we have finished the proof of Lemma 3.4.1.
Notation as in (3.1) to (3.3). Let {M t } t∈∆ be as in Theorem 1(i). For
t ∈ ∆ * , we denote by λ 1,t the first non-zero eigenvalue of the Laplacian ∆ t with respect to ds 2 hyp,t on M t . We shall need the following:
Lemma 3.5.1. Let {M t } t∈∆ be as in Theorem 1(i) with a non-separating node p. Then there exists a constant α > 0 such that λ 1,t ≥ α for all t ∈ ∆ * .
Proof. The above lemma is well-known and follows from results of [SWY] and [H] (see e.g., [Ji, Corollary 3.4 
]).
For t ∈ ∆ * , we define the smooth function
where φ t is as in (3.3.1), and G t is the Green's operator with respect to ds 2 hyp,t on M t , i.e., u t is the (unique) smooth function on M t satisfying ∆ t u t = φ t , and Mt u t ω hyp,t = 0 (3.5.2) (cf. e.g., [GH, p. 84] for the definition of the Green's operator).
Proposition 3.5.2. Let {M t } t∈∆ be as in Theorem 1(i) with a non-separating node p, and let u t be as in (3.5.1). Then for any continuous section
Proof. Since each L t is of degree 0, it follows from (3.3.1) that Mt φ t ω hyp,t = 0 for t ∈ ∆ * . = Together with (3.5.2), it follows from standard properties of Green's operator that
Since z 0 = p, it is easy to see that there exist constants = ρ 1 , ρ 2 > 0 such that ρ 1 ≤ ρ zt ≤ ρ 2 for all = t ∈ ∆ * , where ρ zt denotes the injectivity radius of z t in M t . Then by Lemma 3.4.1(i) and (3.5.2), we have
+ C 2 sinh ρ 2 φ t 2 (by Lemma 3.5.1 and (3.5.3)) → 0 as t → 0 (by Proposition 3.3.4).
Here C 1 , C 2 are as in Lemma 3.4.1, and α is as in Lemma 3.5.1. Thus we have finished the proof of Proposition 3.5.2.
Next we define a family of p-singular Hermitian metrics = h = {h t } t∈∆ on {L t } t∈∆ by letting
and letting h 0 be as given in Lemma 3.2.2. We are ready to give the proof of Theorem 1(i) as follows.
Proof of Theorem 1(i). Let
. Also let h = {h t } t∈∆ be as in (3.5.5). By (3.5.5), we have 
Family of flat p-singular
Hermitian metrics in the separating node case.
4.1.
We are going to prove Theorem 1(ii) in §4. In (4.1), we will first prove that under the conditions of Theorem 1(ii), {L t } t∈∆ admits an almost nice family of flat p-singular Hermitian metrics h = {h t } t∈∆ . To streamline our discussion, we will keep the notation as close to §3 as possible and simply refer to §3 when the arguments and calculations in §3 also prevail verbatim in the present case of a separating node. The goodness of h will be proved in (4.2).
Throughout §4, unless otherwise stated, we let M = {M t } t∈∆ be a plumbing family of compact Riemann surfaces of genus q ≥ 2 degenerating to a stable singular Riemann surface M with a single separating node p as in (2.1). Recall also from (2.1) the normalization f :
where M k is a smooth compact Riemann surface of genus q k , k = 1, 2 (so that q 1 , q 2 ≥ 1 and q 1 + q 2 = q). We also denote the two components of M \{p} by M 0 1 and M 0 2 , so that via f , we have the identifications
Fix a small number δ > 0, and let
, be similarly defined as in (3.2). Note that in the present case of a separating node, N and the N t 's consist of two components. Using the arguments in Lemma 3.2.1, one easily sees that L V and L N are all holomorphically trivial, and as in (3.2), we will thus fix non-vanishing holomorphic sections
throughout the remaining section. 
Proof. As in Lemma 3.2.2, the existence of such real-analytic flat h 0,k (minus the condition (4.1.4)) follows easily from the degree condition deg(L 0,k ) = 0, k = 1, 2. Then (4.1.4) can easily be attained by multiplying h 0,1 by a suitable positive constant, if necessary.
By means of grafting (relative to an η as given in (3.1.1)) as in (3.2) and with h 0 replaced by h 0,k on M k , k = 1, 2, we obtain a smooth family of p-singular Hermitian metricsh = {h t } |t|<t 0 on {L t } t∈∆ withh Lt =h t for |t| < t 0 . Also, we let 
We shall need the following stronger version of Proposition 3.3.2 in the case of a separating node: Proof. We are going to prove Proposition 4.1.2 by modifying the proof of Proposition 3.3.2 as follows. From Lemma 4.1.1 and (3.2.11), one sees that the Hermitian metrics h V,1 and h V,2 on L V are real-analytic, and they agree with each other at p. Together with (3.2.12) and (3.2.13), it follows that for 0 < |t| < t 0 and z = (z 1 , z 2 ) ∈ I t (with z 1 z 2 = t), one has
for some positive constants C 1 , C 2 , C 3 independent of t. As in (3.3.4) and using the notation in (3.1.5), it follows that there exists a constant C 4 > 0 such that for 0 < |t| < t 0 , one has
(4.1.8) with respect to the annulus I t ∼ = A(4δ; 2π/| log |t||). Then (4.1.6) follows easily from a calculation similar to (3.3.6) with (3.3.4) replaced by (4.1.8), which gives Proposition 4.1.2.
Proposition 4.1.3. For k = 1, 2,
Proof. The proof of Proposition 4.1.3 (for the separating node case) can easily be obtained by adapting that of Proposition 3.3.3 (for the non-separating node case).
Analogous to Lemma 3.5.1, we have: Proof. By [SWY] , there exists a constant C 1 > 0 such that for all t ∈ ∆ * , λ 1,t > C 1 l t , where l t is the minimum of the lengths of simple closed geodesics (with respect to ds 2 hyp,t ) on M t which separate M t into two components. In our separating node case, it is well-known that there exist constants C 2 , C 3 > 0 such that for all t ∈ ∆ * , C 2 | log |t|| ≤ l t ≤ C 3 | log |t|| (4.1.9) (cf. e.g., [Wo2, Example 4.3] ), which leads to Lemma 4.1.4(i). Lemma 4.1.4(ii) follows from (4.1.9) and the simple fact that ρ t = l t /2.
We shall need the following stronger version of Proposition 3.3.4 in the separating node case: Proposition 4.1.5. There exists a constant µ > 0 such that φ t 2 = O(|t| µ ) as t → 0.
Proof. As in Proposition 3.3.4, it follows from Proposition 4.1.2 and Proposition 4.1.3 that
where γ is as in Proposition 4.1.2 and µ = min{γ, 2} > 0, and this leads to Proposition 4.1.5 with µ = µ /2. 
where β and µ > 0 are as in Lemma 4.1.4 and Proposition 4.1.5 respectively, and we have used the simple fact that lim x→0+ x α log x = 0 for any α > 0. Replacing µ by 2µ in (4.1.11), we get the first estimate of Proposition 4.1.6(i). Since u t is real-valued, we have
= O(|t| µ ) as t → 0 (by Proposition 4.1.5 and (4.1.11)) for some µ > 0. This finishes the proof of Proposition 4.1.6(i). Let {z t } be as in Proposition 4.1.6(ii). Using the arguments in the proof of Proposition 3.5.2, one easily sees that there exist constants C, µ > 0 such that, as in (3.5.4),
(by Proposition 4.1.5 and Proposition 4.1.6(i)), which gives Proposition 4.1.6(ii).
We remark that Proposition 4.1.6(ii) will be strengthened later in Proposition 4.2.4, and it is proved here for the sake of exposition. To summarize our results at this point, we have: 
Proof. The 'if' part of Proposition 4.1.7 can be proved by using the arguments in the proof of Theorem 1(i) in (3.4) with Proposition 3.5.2 and Lemma 3.2.2 replaced by Proposition 4.1.6(ii) and Lemma 4.1.1 respectively (and with each h t constructed as in (3.5.5)). The 'only if' part of Proposition 4.1.7 simply follows from the calculation that
where h 0,k denotes the smooth flat Hermitian metric on L 0,k obtained by Proof. First we recall from (4.1) thath is smooth on M\{p}. Thus, to prove the goodness ofh, it suffices to consider a coordinate open neighborhood of
Notation as in (4.1). Let M = {M t } t∈∆ (with a separating node
It is easy to see that one can choose a sufficiently small r 0 > 0 such that the subset ∆ * 2 (r 0 ) :
where R k is as in (3.2.6), k = 1, 2. Let η, δ and e V be as in (3.1.1), (3.2.1) and (4.1.3) respectively. Then as in (3.2.14), one sees from (3.1) and (4.1) that for z = (z 1 , z 2 ) ∈ ∆ * 2 (r 0 ), 
First we see from (3.1.1), (4.1.1) and (4.2.2) that there exists a constant C 2 > 0 such that for z ∈ ∆ * 2 (r 0 ),
For k, = 1, 2 and z = (z 1 , z 2 ) ∈ ∆ * 2 (r 0 ), one computes directly from (4.2.1) that
for some constant C 3 > 0. Similarly, one can verify that there exists a constant C 4 > 0 such that for k, = 1, 2 and z = (z 1 , z 2 ) ∈ ∆ * 2 (r 0 ),
, and (4.2.5)
Finally by differentiating logh(e V , e V )(z) using the product rule, one sees from (3.1.1), (4.2.1), (4.2.3) and (4.2.5) that there exists a constant C 5 > 0 such that for k, = 1, 2 and z = (z 1 , z 2 ) ∈ ∆ * 2 (r 0 ),
, and (4.2.6)
which, together with (4.2.3), lead to the goodness ofh, and this finishes the proof of Proposition 4.2.1.
To facilitate ensuing discussion, we recall briefly the family of diffeomorphisms {Φ t : M to → M t } 0<|t|<|to| constructed in [Wo2, 5.4T] . Recall from (4.1) the coordinate neighborhood
so that the equation z 1 z 2 = t becomes ν +ν = 1+ , and t = |t o | corresponds to = 0. The universal cover of each annulus V t = V t( ) is given by = H := {ζ ∈ C 0 < Re ζ < 1 + Re } with deck transformations
induces an inclusion on their universal covers given by To distinguish the ζ coordinate on H 0 from that on a general H , we denote it byζ. Now we define a mapping f :
It is easy to see that for each , f (·, ) is a diffeomorphism from H 0 to H . In addition, each f (·, ) descends to a diffeomorphism between V to and V t( ) , which we denote by the same symbol. Recall from the plumbing construction in (2.1) that each M t \ V t is canonically biholomorphic to M 0 \ (U 1 ∪ U 2 ), so that each M t \ V t is canonically biholomorphic to M to \ V to . Finally we define Φ t : M to → M t to be f (·, ) on V t and the inverse of the above canonical biholomorphism on M to \ V to . Then one easily sees that each Φ t is a diffeomorphism from M to to M t , and {Φ t } 0<|t|<|to| forms a smooth family of diffeomorphisms.
Throughout the remaining discussion in (4.2), we will fix a coordinate open cover of the total space of {M t } 0<|t|<|to| as follows. First we fix coordinate open subsets {(U α , ζ α )} α∈A of M to covering M to \ V to (1 − δ 2 ) for some δ 2 > 0 and such that
for all α ∈ A, shrinking δ 2 if necessary (such choice of δ 2 ensures that supp(φ) ∩ U α = ∅ for all α ∈ A, whereφ is as in (4.2.18) below). Here ζ α denotes the coordinate function on U α , and δ 1 is as in (4.2.10). Via the maps i −1 k,t • i k,to , k = 1, 2, as above, one sees that
2.15) below). Shrinking δ 2 if necessary, it is easy to see that we may assume that supp (φ t ) ∩ (U α × {t}) = ∅ for 0 < |t| < |t o | and each α ∈ A. By (4.2.7), we may write
on ∆ * . Associated to {Φ t } 0<|t|<|to| is a lifting of the vector field ∂/∂ to a smooth vector field ∂/∂σ on the total space of {M t } 0<|t|<|to| as follows. First observe that on V * and in terms of (ζ, ), we have (ζ, ) = (f (ζ, ), ), and ∂/∂σ is given by
. Using (4.2.12), one can check that ∂/∂σ forms a smooth global vector field on the total space of {M t } 0<|t|<|to| such that π * (∂/∂σ)(z) = ∂/∂ at any point z ∈ {M t } 0<|t|<|to| , where π : M → ∆ denotes the projection map. Notice that there is a slight abuse of notation here, as ∂/∂σ is not a coordinate vector field. Observe also that by (4.2.8), ∂/∂ζ descends to a nonvanishing tangent vector field on each M t , 0 < |t| < |t o |, and {∂/∂σ, ∂/∂ζ} forms a basis of T z V * at each z ∈ V * .
, and we define
the norm of v with respect to the product metric induced by the Poincaré metrics 
Proof. Using the chain rule and the correspondence in (4.2.9), one easily computes that on V * ⊂ U * 1 × U * 2 , we have (4.2.16) where the second equality follows from (4.2.14). Solving (4.2.16), we get
where the second inequality on each line of (4.2.17) follows from (4.2.7).
Together with the boundedness of ϕ and the fact that 
Let φ t be as in (4.1.5), and let u t be as in Proposition 4.1.6 (so that (3.5.1) and (3.5.2) hold). First we strengthen Proposition 4.1.6(i) in the following: 
Proof. Let λ 1,t and ρ t be as in Lemma 4.1.4. By Lemma 3.4.1(ii), (3.5.2) and (4.1.5), there exist constants
where the last inequality follows from Lemma 4.1.4 and the identities lim .2) ). First we recall that supp(φ t ) ⊂ I t ∪ R 1,t ∪ R 2,t (cf. e.g., Proposition 3.3.4), and thus by (4.2.21), we also have supp(u t;ζζ ), supp(u t;ζζ * ), supp(u t;ζζ * * ) ⊂ I t ∪ R 1,t ∪ R 2,t . From (4.1.5), (4.2.1), (4.2.7) and (4.2.9), one sees that on I t ,
Here η, h 0,1 , h 0,2 , e V , δ are as in (4.2.1). One easily = checks that where each subscript * may be ζ,ζ, σ,σ or empty (so that |η ;σζ | ≤ C 1 , etc.). By Lemma 4.1.1, logĥ is a real analytic function and is equal to 0 at z = (z 1 , z 2 ) = (0, 0). Thus we may write 
2m , and .2)) and the fact that for log |z 1 | + log |z 2 | = log |t| for = z = (z 1 , z 2 ) ∈ V t . Since the verification of the third and fourth inequalities of Proposition 4.2.6(ii) are similar, we will only prove the latter. The goodness of {ω hyp,t } also implies that on U * 1 × U * 2 , one has
for some constant C 1 > 0. By expanding d(∂ log g t,ζζ ), one has, for 0 < |t| < |t o | and 0 < κ < 1,
where the last inequality follows from (4.2.30), Lemma 4.2.3(iii) and the first inequality of (4.2.29). This finishes the proof of Proposition 4.2.6. 
Proof. Similar to the proofs of Proposition 3.5.2 and Proposition 4.2.4, it follows from Lemma 3.4.1(i) and Lemma 4.1.4(ii) that there exist constants
First we have
Bt (z,ρt) 
as t → 0, where C 3 , µ 1 > 0 are constants independent of t, and m ≥ 1 is as in Proposition 4.2.6(i). Since 
Proof. Similar to the proof of Proposition 4.2.4, it follows from Lemma 3.4.1(ii) and Lemma 4.1.4 that there exist constants C 1 , C 2 > 0 such that
(4.2.35)
First by (3.5.2), we have Mt u t ω hyp,t = 0 for all t = t( ) = 0, which implies that
where L ∂/∂σ denotes the Lie derivative with respect to ∂/∂σ. For each 0 < |t| < |t o |, it follows from (4.2.13) that
(4.2.37)
for some constant C α > 0. Thus we have 
.3(i)).
Using the identity (∇(∂u t )) ζζ = u t;ζζ −(log g t,ζζ ) ;ζ u t;ζ , one has, on V t (1−δ 2 ),
for some constant C 5 > 0 and with m ≥ 1 as in Proposition 4.2.6(i). Also,
Combining (4.2.41) and (4.2.42), we have
where µ 2 > 0 is some constant, and the last line follows from Proposition 4.1.5 and Proposition 4.1.6(i). For 0 < |t| < |t o | and α ∈ A, one sees from Lemma 4.2.3(ii) that on U α × {t}, Thus we have
where 
Proof. The proofs of (4.2.46) and (4.2.47) are similar to those of Proposition 4.2.7 and Proposition 4.2.8 respectively, and we will leave their verifications to the reader.
Summarizing our discussion in this section, we have: Proposition 4.2.10. Let r o be as in (4.2.19), and let u = {u t } t∈∆ * be as in (4.2.20). Then there exist constants C 1 , C 2 , C 3 > 0 such that
Proof. First Proposition 4.2.10(i) follows immediately from Proposition 4.2.4. Recall that at each z ∈ V t with 0 < |t| < |t o |, {∂/∂ζ, ∂/∂σ} forms a basis of T z (U * 1 × U * 2 ). Thus, to prove Proposition 4.2.10(ii) and (iii), it suffices to consider the case when t 1 , t 2 , t 3 ∈ {∂/∂ζ, ∂/∂σ} . Then Proposition 4.2.10(ii) follows immediately from Lemma 4.2.2, Proposition 4.2.7 and Proposition 4.2.8.
To prove Proposition 4.2.10(iii), we need to consider the four expressions
First, from (3.5.5), (3.5.6) and Proposition 4.2.1, one sees that
where e V is as in (4.1.3). As in (4.2.31), one has for z ∈ V t (r o ),
, where the last inequality follows from Lemma 4.2.2, Lemma 4.2.3(iii), Proposition 4.2.7 and Proposition 4.2.9. Since we obviously have |∂∂u
|, the desired estimate for the third expression follows from that for the second one. Similarly, we have
, where the last inequality follows from Lemma 4. Remark 4.2.11. We remark that if one attempts to use the above approach to prove the goodness of h = {h t } t∈∆ in the non-separating node case in Theorem 1(i), then in terms of the above notation and those in Proposition 4.2.10, one will only obtain estimates of the form
for some constants C, n > 0, etc., which are slightly weaker than what is desired. Then it is easy to check that the Hermitian metric
Family of admissible
(ii) Let L be a holomorphic line bundle over R 0 . Suppose that for some non-zero integer m, a Hermitian metric h on L ⊗m is good on R. 
Proof. It is well-known that for 1 ≤ k ≤ m, there always exists a coordinate unit disc ∆ centered at x k such that ds 2 hyp is given near x k by
A local non-vanishing holomorphic section of T R(log) near x k is given by 
e.g., [Wo2, §1] ). Next we define the holomorphic line bundle over M given by , and this finishes the proof of Theorem 2(i).
5.3.
For a smooth compact Riemann surface X of genus ≥ 2, we denote the hyperbolic Green's function on X by g hyp (·, ·) ∈ C ∞ (X × X\{diagonal}). It is known that g hyp (x, y) = g hyp (y, x) for all x = y ∈ X. Also for a fixed point x ∈ X, it is known that in terms of local holomorphic coordinates z near x, g hyp (x, ·) ∈ C ∞ (X\{x}) satisfies
for some smooth function α(z) near x, and
(see e.g., [Ji] for the definition and above properties of g hyp (·, ·)). 
Since both g hyp,t (x t , z) and − log h t (s xt , s xt )(z) are of the form given in (5.3.1) for z near x t , it follows that φ t extends uniquely across x t to a smooth function on M t which we denote by the same symbol. By (5.3.2), it is easy to see that 
On the other hand, we also have Proof of Theorem 2(ii). Let L = {L t } t∈∆ be a holomorphic family of line bundles of degree d over M = {M t } t∈∆ with a separating node p ∈ M as in Theorem 2(i). Also we let f :
Then it is easy to check that at t = 0,
Recall also that the vertical line bundle T = {T t } t∈∆ forms a holomorphic family of line bundles of degree 2 − 2q such that T t = T M t for t = 0 and
To prove the 'if' part of Theorem 2(ii), we assume that
, t ∈ ∆) forms a holomorphic family of line bundles of degree 0 over {M t } t∈∆ . Moreover, one easily sees that deg( To prove the 'only if' part, we assume that L = {L t } t∈∆ admits an almost nice family of {ω hyp,t } t∈∆ -admissible p-singular Hermitian metrics.
We define
Then it is easy to check that {L t } t∈∆ forms a family of line bundles of de- 
In terms of its associated normalized basis of abelian differen-
where Im Ω denotes the imaginary part of Ω. Now let M = {M t } t∈∆ be a plumbing family of compact Riemann surfaces of genus q ≥ 2 degenerating to a Riemann surface M with a non-separating node p, and let f : M → M , p 1 , p 2 be as in (2.1). Throughout (6.1), we will make the identification M \{p 1 , p 2 } M \{p} via f as in (2.5). 
Proof. By [F, p. 51] 
where Ω = (Ω ij ) 1≤i,j≤q−1 is the associated period matrix of M , and a 1 , . . . , a q−1 , c 0 are constants independent of t, so that
Moreover by [F, p. 51] 
for all t ∈ ∆, one obtains Proposition 6.1.1 easily.
For a smooth compact Riemann surface X, we denote the Arakelov Green's function on X by g can (·, ·) ∈ C ∞ (X × X\{diagonal}). It is known that g can (x, y) = g can (y, x) for all x = y ∈ X. Also for a fixed point x ∈ X, it is known that g can (x, ·) ∈ C ∞ (X\{x}) satisfies an identity analogous to (5.3.1), and √ −1 2π ∂∂g can (x, ·) = ω can (X) on X\{x} (6.1.5) (see [We, p. 432] for the definition and above properties of g can (·, ·)). Let M = {M t } t∈∆ be as in (2.1). For t ∈ ∆ * , we simply denote the Arakelov Green's function on M t by g can,t . At t = 0, by abuse of notation, we denote by g can,0 the Arakelov Green's function on M as well as its restriction to M \{p}. We recall the following result of Wentworth: Proof. For t ∈ ∆ * , we define
Also, for t = 0, we define
for z ∈ M \{p, x 0 }. Then one easily checks that g can,t ∈ C ∞ (M t \{x t }) for t ∈ ∆ * and g can,0 ∈ C ∞ (M \{p, x 0 }), and g can,t satisfies (6.1.5) for all t ∈ ∆. By (6.1.5) and (6.1.7), we have, for t ∈ ∆ * ,
Similarly by (6.1.5) and (6.1.8), we have 
Proof. In the separating node case, it is easy to find 2q continuous families of closed loops {A i,t , B i,t } 1≤i≤q,t∈∆ such that for t ∈ ∆ * , {A i,t , B i,t } 1≤i≤q form a standard symplectic basis of M t , and at t = 0, {A i,0 , B i,0 } 1≤i≤q 1 (resp. {A i,0 , B i,0 } q 1 +1≤i≤q ) form a standard symplectic homology basis of M 1 (resp. M 2 ). Then the associated period matrices Ω(t) of M t , t ∈ ∆ * , satisfy can,0 (y 0 , p 2 ), if z ∈ M 1 \{p 1 , x 0 },
can,0 (y 0 , z) −
can,0 (y 0 , p 2 ) + Also, for all t ∈ ∆, it is clear that g can,t (z) = q 1 log |z| 2 + O(1) in terms of holomorphic coordinates z near x t with z(x t ) = 0. Similarly, g can,t = q 2 log |z| 2 + O(1) for z near x t with z(y t ) = 0. Together with (6.2.5), (6.2.6), one easily sees that for each t ∈ ∆, g can,t and s 
can,0 (x 0 , z 0 ) − q 2 q g
( 1) can,0 (x 0 , p 1 ) − q 2 q g
( 1) can,0 (z 0 , p 1 )
can,0 (z 0 , p 1 ) +
can,0 (y 0 , p 2 ) (by Proposition 6.2.2) = g can,0 (z 0 ) (by (6.2.4)). over M, (6.2.9) and write L = {L t } t∈∆ , where L t = L | Mt for t ∈ ∆. Using (6.2.8), it is easy to check that {L t } t∈∆ forms a holomorphic family of line bundles of degree 0 such that deg(f and with Proposition 5.3.1 replaced by Proposition 6.2.4. This finishes the proof of Theorem 3(ii).
