Introduction
It is now widely accepted that a global vision of the universe can be achieved only by complementing the ground-based optical observations with satellite observa- Tables 3 and 4 and FITS images are available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/ tions in wavelength domains unreachable from the ground. While violent phenomena like quasars and other active galactic nuclei dominate the short wavelength extragalactic emission (X-ray and gamma), a large part of the star formation is obscured by dust which reprocesses the UV-optical emission into infrared radiation. So, the star formation activity in dusty regions can be only observed indirectly through the emission of the dust in the infrared or the synchrotron emission of electrons accelerated by supernovae explosions in the radio. The Infrared Astronomical Satellite (IRAS) in the local universe (Soifer, Houck, & Neugebauer 1987) and subsequently the Cosmic Background Explorer (COBE) with the discovery of the cosmic infrared background (Puget et al. 1996 , Fixsen et al. 1998 , Hauser et al. 1998 ) have dramatically shown that a large part of the bolometric luminosity of the galaxies is emitted in the infrared. In particular, the emission of the cosmic infrared background which peaks at 140 µm represents more than half of the over-all cosmic background (Gispert, Lagache & Puget 2000) while approximately one-third of the bolometric luminosity of local galaxies (z < 0.1) is processed by dust into the infrared (Soifer & Neugebauer 1991) . This implies that the universe at z > 0.1 is even more active in the infrared than the local one shown by IRAS.
For these reasons, part of the guaranteed time of the mid-IR camera ISOCAM (Cesarsky et al. 1996) was devoted to survey sky regions known to have very low neutral Hydrogen (HI) absorption to explore the deep universe without any interference from our own galaxy. The primary goal of these ISOCAM guaranteed time extra-galactic surveys (IGTES, PI: Cesarsky) was to establish source counts in the mid-IR over two orders of magnitude in flux (Elbaz et al. 1999) . The largest field surveyed during this program, already observed by the Röntgen Satellite (ROSAT, Hasinger et al. 1993) , is known as Lockman Hole since Lockman et al. (1986) pointed out the existence of this exceptionally low HI absorption region. In the ISO data base, these surveys have been complemented on the deep side by the surveys on the Hubble Deep Field North (Serjeant et al. 1997) , the Hubble Deep Field South (Oliver et al. 2002) , the CanadaFrance Redshift Survey (Flores et al. 1999) , and by the lensed survey of Metcalfe et al. (2003) , and on the shallow side by the European Large Area Infrared Survey (ELAIS, Oliver et al. 2000) .
If we consider the typical spectral energy distribution (SED) of a star-forming galaxy (see e.g. Laurent et al. 2000) , the presence of PAH features makes it easily detectable by means of the LW3 band (centered at 14.3 µm) of ISOCAM up to a redshift of 1.5. In this redshift range the ISOCAM data are, in terms of star formation, deeper than the deepest radio surveys (see discussion in Elbaz et al. 2002) . Several studies of optical spectra of local and high-z galaxies (Poggianti & Wu 2000 , Poggianti, Bressan & Franceschini 2001 , Rigopoulou et al. 2000 , found that more than 70% of the energy emitted by young stars and reprocessed in the far-IR leaves no traces in the optical spectra (also after correcting for extinction). Even if a very refined extinction correction using Hydrogen Balmer line ratios could provide a correct estimate of the global star formation (Flores et al. 2004) , it would be impossible to compute that for any redshift since only a few windows in the near-IR are accessible from the ground.
As shown in Figure 1 , this band is essential to distinguish between different types of starburst SEDs in the redshift range z = 0−1.5, since most of the prominent mid-IR features (due to Polycyclic Aromatic Hydrocarbons, PAH) lie in the wavelength range covered by the LW3 band. Even with the recently launched infrared observatory Spitzer (Werner et al. 2004) , the only possibility to obtain images in this wavelength range is by using the peak-up camera of the spectrograph with the blue filter (13.-18.5 µm) as an imager, but its field of view is very small (80 ′′ ×56 ′′ ). The next space observatory able to observe in this wavelength region will be the James Webb Space Telescope Fig. 1 . Transmission curves of the Spitzer and ISO filters used to survey the Lockman Hole on the M82 SED (dotted lines) put at the redshift of z=0., 0.5, 1, and 1.5. The LW3 data remain unique also after the Spitzer observations since the most important PAH features pass through the LW3 filter in the redshift range z = 0 − 1.5.
with its mid-IR camera 1 . Therefore, this set of data will be extremely useful for the foreseeable future.
In this paper we present the 14.3 µm image, catalogue and identification of optical counterparts of the shallow ISOCAM survey in the Lockman Hole. The survey consists of 4 raster scans which slightly overlap to cover 0.55 sq. degrees of sky for a total of 55 ksec observing time with the mid-infrared camera ISOCAM. The extension and depth of this survey is intermediate between the deep ISOCAM surveys (see e.g. Elbaz et al. 1999 ) and the shallow and extended ELAIS survey (Oliver et al. 2000) . This allows us to obtain a sample of distant mid-infrared sources that is large enough to study the deep universe without being biased by large scale structures. Moreover, the range of fluxes which is spanned by these observations (0.5 -4 mJy) covers the slope change in the 14.3 µm counts discovered by Elbaz et al. (1999) . The sensitivity is limited by the low redundancy of the survey, which is a necessary compromise in order to survey large regions of sky.
Section 2 gives a summary of the ISOCAM observations and of the optical follow-up of bright stars in the field for absolute calibration purposes. Section 3 describes the method used and outlines the passages of the reduction and source extraction. The absolute photometric calibration is also derived through a sample of stars observed in optical, near-IR and 14.3 µm. Section 4 discusses the accuracy of astrometry and photometry, as well as the completeness of the survey, on the basis of simulations. Section 5 describes the identification of optical counterparts of the 14 µm sources and the catalogue is presented in Section 6. In a companion paper (Rodighiero et al. 2004 ), we present the analysis and catalogue of the 6.75 µm and 14.3 µm deep surveys in the central region of the Lockman Hole and the 14.3 µm counts of the two surveys combined.
Observations

Infrared data
The data presented here correspond to the observations made during orbits nr. 201 and 202 by ISOCAM in the direction of the Lockman Hole, an area of the sky with low HI density:N H ∼ 5 × 10 −9 (Lockman et al. 1986 ). ISOCAM spent a total exposure time of 55 ksec observing a field centered in 10 h 52 m 03 s +57 o 21 ′ 46 ′′ , J2000. Each of the four pointings which roughly cover a quarter of the total field (observations nr. 20100901, 20101502, 20201003 and 20201104) correspond to a raster scan of 24 × 8 subpointings, with a mean number of 11 readouts of 5 seconds of exposure time. The four rasters slightly overlap to cover the field without gaps and obtain uniform coverage (see Figure 2) . The mean covering factor of the observation is 3.4, since the detector -an array of 32 × 32 pixels -was displaced by 9 and 28 pixels along and across the scan directions, respectively. The choice of a 6" pixel size is a compromise between angular resolution and optimal signal-to-noise ratio (SNR) for the detection of faint sources. The observation parameters are summarized in Table 1 .
The same area has been also covered by other ISO observations: 90 µm and 160 µm observations (Kawara et al. 1998 , Rodighiero et al. 2003 
Ancillary data
Several optical and near-IR images have been taken to support the ISOCAM observations. In this paper we make use of a r' image taken with the 2.5m Isaac Newton Telescope (INT) at La Palma which covers the entire shallow survey. This image, along with other images in four optical bands covering the center of this field, will be presented in more detail in a forthcoming paper (Fadda, 2004) .
Moreover, to check the absolute calibration of the source fluxes in the survey, the central field has been observed in the U, B, g', r' and i' bands with short exposures using the INT Wide Field Camera (WFC) during the nights of January 23, 2003 and March 27, 2003 . Using the 2MASS observations of the Lockman Hole (Beichman et al. , 2003) , we gathered a sample of 21 stars emitting at 14.3 µm with J, H, Ks and U, B, g', r', i' magnitudes to compute expected 14.3 µm fluxes. The bright stars, for which the 2MASS fluxes are more uncertain, have been observed in the J, H and Ks bands with the 1.5 m "Carlos Sanchez" infrared telescope in Tenerife during the nights of February 15 and 16, 2001 . These data have been reduced using IRAF 2 packages. In particular, the WFC data have been reduced using the mscred package developed for the Vertical lines separate the readouts for each pointing of the camera. Raw data, model, and reconstructed signal are marked with thin, thick and dotted lines, respectively. In these four cases the PRETI method fails to detect the sources close to glitches or in negative parts of the signal.
analysis of mosaic camera data and taking into account the information contained in the web page of the INT Wide Field Survey 3 .
Data reduction
The method
The impacts of cosmic rays on the ISOCAM detector have dramatic effects on the pixel signals and make very difficult the detection of faint sources. When a cosmic ray hits the detector a glitch appears in the signal which, depending on the energy of the hitting particle, could decay in a few readouts or perturbate in a more serious way the signal up to several hundred readouts. Detecting and correcting the pixel signals for the effects of these cosmic rays is the main goal of the methods developed for the extraction of faint sources from ISOCAM data.
The triple-beam technique by Désert et al. (1999) poses the signal at different time scales and models the parts of the signal below and over the median level. Then, it recognizes patterns which are similar to sources and subtract the other parts from the original signal.
The method by Lari et al. (2001) is the first which attempts to model the signal using some physical hypothesis. It assumes that each pixel has two charge reservoirs evolving independently with two different time constants. Glitches due to cosmic ray impacts are treated like discontinuities in the charges. The signal observed S is described by the equations:
where I is the incident flux of photons, I dark the dark current, Q the accumulated charges. e i and a i , parameters describing the efficiency of the accumulation of charges and the time constant, are estimated through a fit to the data.
This model works remarkably well (see examples in Lari et al. 2001 ) allowing us to exploit in the best way the ISOCAM data. While the triple-beam method simply does not consider the data affected by transients losing the information contained in these readouts, the non-parametric corrections done with PRETI can be sometimes dangerous. PRETI in fact does not consider the short glitches which are smoothed before starting the analysis. The multiscale transform is able to compute a background (large scale) and detect positive and negative patterns in the signal. The negative patterns are considered as negative tails after cosmic ray impacts. The positive patterns are classified as sources or positive tails after cosmic ray impacts. This classification is based on the temporal size of the pattern and on its shape. Unfortunately, sometimes a positive tail is confused with a source or, due to a bad evaluation of the local background, a positive pattern can arise between two strong consecutive negative tails (see also discussion in Fadda et al. 2000) . On the other hand, a source in a negative tail will be not considered if it lies under the local estimated background (see examples in Figure 3 ). These effects become important for faint sources, especially in the case of data with low redundancy, such as the shallow survey in the Lockman Hole or the ELAIS surveys (see e.g. Lari et al. 2001 , Gruppioni et al. 2002 .
In conclusion, although the PRETI and the triple beam technique have been successfully applied to data with high redundancy as, for instance, the Hubble Deep Field North (Aussel et al. 1999 , Désert et al. 1999 ), our interactive analysis greatly improve the completeness and reliability of faint sources in the case of low-redundancy data. 
Reduction pipeline
The CIA 4 package (Ott et al. 2001 ) was used to build the raster structure from raw data and to subtract the dark current from the data. The codes for data reduction with the method by Lari et al. (2001) are written in the Interactive Data Language (IDL) and the whole reduction and analysis is performed in the CIA environment.
The first part of the reduction consists in the first estimation of background flux levels, identification of bright sources and glitches in each pixel history. Hence, a fitting procedure is applied. Subsequently, the signal is checked interactively where the fit failures occurred or in noisy pixels. The small parts of the signal involved are refitted by considering further glitches or sources not previously iden-tified. Although usually each pixel is treated individually, in cases of strong cosmic ray hits the charges propagate in the surrounding pixels. To take into account also these cases, strong features from nearby pixels are considered in the fitting.
Once all the pixels are well fitted, the signal is flatfielded and a map is obtained with CIA routines which take into account the geometric distortion. Positive and negative excesses in the map are back-projected on pixel time histories and checked interactively, eventually improving the fit of the pieces involved.
Hence, a further map is obtained and sources are extracted. We consider all the sources at 4-σ level which we back-projected on the time pixel histories. At this point, the last interactive checking is done to recover all the faint parts of the source signal if the source is real or to correct the fit if the source is false. This last step allows us to improve the estimates of position and flux of the sources since we better recover the wings of the point spread function (PSF).
Mosaicing and source extraction
Since the total observation is composed of four different rasters, the absolute astrometry of each raster map has to be corrected before coadding the four maps in a unique image. We used as astrometrical reference the r' image matching as many objects as possible to correct for shifts in the in-scan and cross-scan directions. While shifts in the cross-scan direction are around 2 ′′ , those along the inscan direction are typically bigger (≈ 7 ′′ ). After updating the astrometry information in the header of the raster structure, we reproject all the images using the same scale and orientation. Finally, the map is obtained summing the four maps by weighting them with the exposure maps.
As discussed by Lari et al. (2001) , it is better to consider the map obtained without corrections for source transients (unreconstructed image) in the source extraction. In fact, the correction for the transient effects does not work efficiently at low fluxes and it is better to correct for these effects with simulations.
Since our extraction considers only the peak flux, we obtained better results in the extraction using 6
′′ pixels sampled at a distance of 2 ′′ . The image used for the extraction of point sources has a pixel of 2 ′′ size with the flux in each pixel corresponding to the flux recovered by a 6
′′ pixel at the same center. Another map of a 2 ′′ pixel size has been obtained to measure the flux of extended sources. In this case, we used the flux reconstructed by the model of Lari et al. (2001) which works well at high fluxes.
The root-mean-square (RMS) image used for the detection is obtained from the actual image and the exposure map. The source detection is done using the find routine of the IDL astronomical library (an IDL implementation of a DAOPHOT routine). We check interactively all the sources which have a peak in the SNR map higher than 4-σ. Then, once corrections and new fits are done, we reproject everything for the last time, extract the sources and retain in the final catalogue only the sources at the 5-σ level. Errors in the source position and photometry depend on the source SNR, as discussed further below.
Source Photometry
Measuring fluxes for ISOCAM faint sources is particularly challenging because of the presence of strong memory effects after cosmic ray impacts. The presence of these events in the pixel histories makes the photometry error extremely variable across the image. To overcome this effect, Lari et al. (2001) proposed to base the flux estimate on the peak fluxes, at least for point sources, and to correct the measured values for a scale factor deduced by simulating a source with a similar flux at the location where the source was detected (the so called autosimulation). Since most of the sources are distant faint sources and the pixel field of view is quite large (six arcseconds), the method is applied to almost every source with a few exceptions. For extended sources aperture photometry is used.
Although the autosimulations allow one to improve the photometric accuracy, the fact that the actual position of the source is poorly known typically leads to underestimates of the actual flux. To take into account this effect, we run extensive simulations which also allow us to estimate the errors and the completeness of the survey (see further below).
Finally, to transform instrumental units to physical units, one can refer to the factors computed by Blommaert et al. (2000) with calibration stars during the ISO mission. We have checked this calibration with a few stars in our field for which we collected near-IR and optical magnitudes. Blommaert et al. (2000) calibrated the ISOCAM detectors using a few stars, observed several times during the ISO mission, for which detailed SEDs were available. In the case of the LW3 band, seven stars have been used. Although the computed sensitivity factor is in good agreement with pre-launch values, a large scatter is present in the data. This could depend on the reduction method used (especially for transient correction) or on possible variations of the detector responsivity during the mission.
Absolute calibration
Since in our field there are many bright stars emitting in the LW3 band, we decided to independently compute an absolute calibration factor by observing some stars in near-IR and optical bands and fitting their SEDs with Kurucz (1993) stellar models. Although the spectral type of these stars is unknown, this method has the advantage of being absolutely coherent (stars and extra-galactic sources are reduced in the same manner) and independent of the variations of the detector responsivity during the mission (stars and extra-galactic sources were observed at the same time).
For this reason, we observed 21 stars in the J, H and Ks near-IR bands and in the U, B, g', r' and i' optical bands. We fitted the SEDs of these stars using a grid of 253 Kurucz (1993) models to deduce the expected flux at 14.3 µm. Table 2 summarizes the photometric data and the expected LW3 fluxes (LW3 exp ). All the magnitudes are Vega-like and an asterisk indicates that the star is slightly saturated in the band. Optical magnitudes have been derived using the mag auto magnitude of SExtractor (version 2.3; Bertin & Arnouts 1996) . The estimates take into account the saturated pixels. Lower weights have been assigned to magnitudes of slightly saturated stars in the least-square-mean fits to the Kurucz (1993) models.
As shown in Figure 5 , we found that the median ratio between predicted and measured fluxes (assuming the calibration factor by Blommaert et al. , 2000) is 1.0. Since most of the points lie inside a ±25% band, which correspond to our photometric errors, we conclude that this calibration factor is in agreement with our study and can be safely assumed also in case of faint fluxes. This is a very important point since these catalogues are used to compute deep 14.3 µm extra-galactic counts. The counts of Gruppioni et al. (2002) assume, for instance, a slightly different calibration based on a relationship between near-IR magnitudes and IRAS fluxes. 
Survey Performance
In spite of its low redundancy (on average three images for each sky point), the Lockman Hole shallow survey is one of the highest quality ISOCAM extra-galactic surveys. As visible in Figure 2 , the coverage is highly homogeneous and without any gap. Moreover, each raster scan has the highest number of readouts among the ISOCAM surveys. Because of the presence of a long term transient in the ISOCAM data, this allow the detector to stabilize and have a more predictable behavior on a large part of the scan. Finally, observations have been performed during a period of low cosmic ray flux with respect to other deep surveys. In Figure 6 , we compare several deep ISOCAM surveys which have been performed with the same gain, exposure time per readout and pixel field of view of the Lockman Hole shallow survey. We evaluated the rate of cosmic rays by counting the number of glitches in the pixel signals beyond 5 times the rms of the signal. Since the transients caused by cosmic ray hits are the most difficult thing to correct in the signals, this quantity gives a direct measure of the quality of the data.
Therefore, in spite of the low depth of these data with respect to other ISOCAM surveys, the low rate of cosmic rays and the long scans used in the observations make the Lockman Hole Shallow Survey one of the best extragalactic surveys performed by ISOCAM. The astrometric and photometric accuracy, as well as the completeness limits of the survey have been estimated through a set of simulations at different flux levels. We describe in the following how the simulations have been performed and analyzed. Moreover, since the central region has been observed twice at different depths, we discuss also the photometric accuracy and source extraction reliability comparing our catalogue to that of the deep survey (Rodighiero et al. 2004 ).
Simulations and Completeness
Although we autosimulate the extracted sources to recover the flux from the wings of their PSFs, a small fraction of flux remains undetected since the center of the source is not precisely known. To estimate statistically this correction, as well as to study the errors in astrometry and photometry and the completeness limit of the survey, simulations are needed. We decided to perform a set of simulations at several fluxes (0.35, 0.5, 0.7, 1, 1.4, and 2 mJy) which span the entire flux range of the survey.
Each simulation has been done introducing, in one of the rasters, a set of 50 artificial sources in regions observed at least 100 seconds to exclude the noisy borders of the images. The sources have been put in positions with SNR less than 2 in order to avoid overlapping real sources. This synthetic image, created using the LW3 PSF, has been backprojected to the data cube adding the transient behavior according to the model of Lari et al. (2001) and taking into account the camera distortions and flat-fielding. Finally, the synthetic data cube added to the original raw data cube has been reanalyzed in the same way as the original cube. To speed up the process, the interactive part of the reduction has been applied only to the parts of the cube close to the added artificial sources.
To have enough data for reliable statistics at each flux, we performed seven simulations at 0.35 mJy, four at 0.5 mJy, three at 0.7 mJy and one for the other fluxes. The number of sources detected at each flux automatically gives us the estimate of the completeness (see Figure 7) . The survey is therefore close to 100% complete for fluxes brighter than 1 mJy. The 20%, 50%, and 80% completeness limits are 0.45, 0.6, and 0.8 mJy, respectively.
Astrometric Accuracy
To evaluate the astrometric accuracy we used the simulations and the cross-correlation with the optical image. While the comparison with the optical image gives a direct estimate of the astrometric accuracy, one has to add to the error estimated from the simulations the pointing error. In fact, although we improved the absolute astrometry of the LW3 images adding the offsets between the brightest LW3 sources and their optical counterparts, the dispersion of the estimated offsets is still significant (around 0.6 ′′ ). In Figure 8 we report the astrometric error as a function of the SNR of the detection for the simulated and observed sources. To show the uncertainty in the mea- Fig. 7 . Fraction of simulated sources detected as a function of the input flux. Bars correspond to the 1-σ Poissonian errors. The survey is 50% complete at 0.6 mJy surement of the astrometric error, we plotted the radii containing at each value of SNR 50%, 68% and 80% of the counterparts (true and optical positions for the simulated and observed sources, respectively). The agreement between simulations and cross-correlation of optical and real sources is generally good, except for high SNR values where the statistics of the real sources are poor. The line, obtained through a least square fit of the simulated points, traces the 1-σ error reported in our catalogue. The typical error is lower than 2.5 ′′ and, for well detected sources with SNR > 10, is less than 2 ′′ . The α and δ offsets between the observed sources and their optical counterparts are shown in Figure 9 . Within a circle of 2 arcsec we have 68% of the optical counterparts, i.e. 1-σ in the case of a Gaussian distribution. We have considered in this case, only optical counterparts inside the beam of the LW3 image (4.7 ′′ ).
Photometric Accuracy
The photometric accuracy of the survey has been studied through our set of simulations. Moreover, since the central part of the field has been reobserved deeply a second time (Rodighiero et al. 2004) , we also compared the photometry of the sources common to the two surveys. . Astrometric accuracy versus SNR for simulated sources (empty circles) and real sources (filled triangles) compared to their optical counterparts. The points correspond to 1σ, i.e. the distance inside which one finds 68% of the counterparts. The lower and upper limits (errorbars for the real sources and shaded area for the simulated ones) correspond to the distances inside which one finds 50% and 80% of the points, respectively. The distances of the simulated points have been quadratically added to the pointing accuracy. put and input fluxes is stable for fluxes greater than 0.5 mJy converging to the value of 0.84 at 2 mJy. We assume this value to correct the bias in the flux measurement of real sources.
Going towards low fluxes, the detection is more affected by the structure of the noise. Sources on the top of positive oscillations of the noise are enhanced allowing their detection, but also affecting their flux measurement. We remind in fact that our estimates of the flux are based on the peak value which is highly biased in these cases.
This effect is clearly visible in Figure 11 where we compare the fluxes of the same sources detected in the shallow and deep surveys. In the case of faint sources, the flux estimate based on the shallow survey is overestimated with respect to that based on the deeper observation.
Therefore, the fluxes of sources fainter than the 20% completeness limit are typically overestimated and it is very dangerous to consider sources below this limit for counts purposes. When used for computing SEDs, these values have to taken as upper limits of the flux.
As discussed in Lari et al. (2001), our photometric errors come from the autosimulation process and the noise in the sky map: The second term is very important at low fluxes and negligible for high SNR sources. So, we can derive the first term from our simulations at high fluxes. Considering only sources detected with SN R > 25, the first term is 0.14. At our lower limit of SN R = 5, the relative error is 25% and converge to 15% at SN R > 20.
Reliability
Because of the low redundancy and the difficulty in properly correcting the transients caused by energetic cosmic rays, we expect a certain fraction of the sources in our catalogue to be spurious detections. A small percentage might be also due to detections of transient events (asteroids or variable objects).
Since a quarter of the area has been reobserved at the same wavelength in a deeper survey, we can match the sources in our catalogue with those of the deep survey (Rodighiero et al. 2004 ) to evaluate the false detection rate.
We stress here that this analysis gives an upper limit to the number of spurious detections, since some of the faint sources detected in the shallow survey can be missed by the deep survey. In fact, at faint fluxes, also the deep survey is not 100% complete and a certain percentage of sources is missed mainly because of the effect of uncorrected cosmic rays.
141 sources of our catalogue fall in the region of the deep survey. Using a matching radius of 9 ′′ (twice the full- width half maximum (FWHM) of the 14.3 µm PSF), we find 121 matches with the deep survey catalogue, i.e. 86% of the detections have a counterpart in the deep survey. However, as shown in Figure 12 , the probable spurious detections have very low fluxes (lower than 0.45 mJy, i.e. the 20% completeness limit). We do not consider in our final catalog sources fainter than 0.25 mJy which are almost certainly false detections.
Between 0.25 mJy and 0.45 mJy, the percentage of false detections is 24% and it decreases to a very low level at brighter fluxes. For this reason we split our catalogue into two lists. The first one presents the 260 sources with flux greater than 0.45 mJy which are reliable and have unbiased photometry.
Because of the great scientific interest of faint infrared sources, we also provide a supplementary list of 197 sources with estimated flux lower than 0.45 mJy with the caveats that the percentage of false detections is high (24%) and that some of sources have overestimated fluxes. The 16 sources which are undetected in the deep surveys are commented with a question mark in the catalogue. 10 of them have no optical counterpart or a probability of random association bigger than 10%.
Optical counterparts
We searched for optical counterparts on a r' image which covers the entire ISOCAM survey. In this paragraph, we describe the optical image and the method used for the identification. 
The optical image
The optical image was taken in the Sloan r' filter band at the Isaac Newton telescope (INT) in La Palma, Spain in two nights (2001, Dec. 12 and 2002, Jan. 20) . The field was covered with four pointings with five dithers at each position. Moreover, to cover a small part of the ISOCAM field which was out of the observed field, we used also an archival image taken as part of the Wide Field Survey with the INT (McMahon et al. , 2001 ).
The images have been reduced using IRAF packages (in particular mscred) and taking into account the nonlinearity of the CCD response and the radial distortion term described in the INT Wide Field Survey web page 5 . The astrometry has been added taking as a reference the GSC-II catalogue 6 . To improve the background matching and obtain a smooth constant background, the bright Tycho stars in the field have been subtracted from each image.
The photometric zero-point has been evaluated using the standard stars in the night with the best transparency and every image has been scaled to an image taken during this night. Finally, the images have been coadded to obtain an image covering the entire LW3 field.
The spatial resolution is variable across the image (0.9 ′′ < FWHM < 1.3 ′′ ) due to different seeing conditions. Since the RMS of the images is slightly different for the different nights, the limiting magnitude depth varies from r'=25 to r'=25.5 (Vega), as measured at 5-σ inside an aperture of 1.35×FWHM of a stellar PSF (optimal aperture to include most of the flux and least of the background in the case of a Gaussian PSF).
A catalogue of sources has been produced using SExtractor (version 2.3; Bertin & Arnouts 1996) using a 3×FWHM aperture magnitude and the auto mag for extended sources. In the catalogue we considered only sources with SNR greater than 3 within an aperture of 1.35×FWHM. Since bright stars are saturated in this image, we will report in the catalogue, when this is possible, the magnitudes from the shallow exposures taken for calibration purposes. Position of saturated stars are taken from the Tycho2 catalogue. SExtractor computes also a stellar index which can be safely used for magnitudes brighter than r'=23 to separate star-like objects from galaxies. We have used this index to identify stars in our catalogue (values greater than 0.85), unless in case of saturated stars which are easily classifiable by direct inspection of the image.
More details about the data reduction and source extraction of this optical image, as well as of a set of images in other four optical bands observed in the center of the same field, will be given in a forthcoming paper (Fadda, 2004) .
Identification of the counterparts
To search for optical counterparts of the mid-IR sources, we have considered a maximum distance of 4.7 ′′ , i.e. the FWHM of the 14.3 µm PSF. As shown in Figure 9 , most of the sources lie inside a 2 ′′ radius circle which agree very well with the typical astrometric error of the LW3 sources.
In general, mid-IR sources have clear optical counterparts. In a few cases, they correspond to a pair of interacting galaxies or there are several possible counterparts (see Figure 13 for some examples). In the entire field there is only one source which has been detected by IRAS (the galaxy NGC 3440) and that has been resolved by ISO in two components. This is also the only extended source in our survey.
Fig. 14. Cumulative counts for sources, galaxies, stars and blank fields are marked with dashed, solid, dotted and dash-dotted lines, respectively. For fluxes greater than 0.6 mJy (50% completeness limit), 21% of the sources are stars and less than 2% are blank fields in our r' image.
For each source, we have computed the probability of random association of the mid-IR source with its optical counterpart. Assuming a Poissonian distribution of the optical sources,
gives the probability of random association within a distance d with optical sources brighter than r ′ , where n(r ′ ) is the expected number density of optical sources brighter than r ′ (the magnitude of the possible counterpart). To evaluate n(r ′ ) we used the counts of sources in our optical image. Figure 14 describes the cumulative counts of the sources, galaxies, stars and blank fields, i.e. sources without optical counterparts in our image. Stars are 21% of the sources for fluxes greater than the 50% completeness limit (0.6 mJy). The number of blank fields is very limited for sources brighter than the 20% completeness limit (less than 5%) and is less than 11% for the all sources. Since under the 20% completeness limit the number of false detections increases very rapidly, many of the blank fields correspond probably to false detections.
Data Products
Images in fits format and catalogues in ASCII format are made available to the astronomical community through the world-wide-web 7 or directly on request from the authors.
Images
The images which are made publicly available have a size of 7.6 Mbyte and consist of:
Flux map: an image with pixels of 2 ′′ and units of mJy/pixel. This image corresponds to the reconstructed image, i.e. the image with transients of the sources corrected by the model. We stress that, in case of faint fluxes, the reconstruction does not work properly and that we computed the fluxes using the uncorrected image and correcting the fluxes with autosimulations;
Coverage map: an image with pixels of 2 ′′ and units of number of readouts. Since every readout has an integration time of 5.04 s, the exposure map can be obtained simply multiplying this map by the integration time per readout; SNR map: this map has a resolution of 2 ′′ and has been used for the extraction of source positions. Every pixel contains the SNR of an equivalent pixel of 6 ′′ (the natural beam of the observations) with the same center. Thanks to this kind of resampling, we have a better measurement of positions and fluxes.
Catalogue
The catalogue is split in two parts: the first one containing 260 highly reliable detections with estimated fluxes greater than 0.45 mJy and a second one with the 197 sources fainter than this limit for which the rate of false detections is around 24%. The two Tables (3 and 4) list:
-Column 1: the full designation of the source recommended by the International Astronomical Union (IAU). The prefix is composed by the name of the satellite (ISO) and that of the survey (Lockman Hole Shallow Survey, LHSS); -Columns 2-3: right ascension and declination (J2000); -Column 4: estimated astrometric error in arcsec; -Column 5: 14.3 µm flux and respective error in mJy; -Column 6: redundancy (number of frames) of the detection; -Column 7: peak SNR of the detection; -Column 8: r' magnitude of the optical counterpart in the Vega system; -Column 9: SNR of the optical detection computed within an aperture of 1.35 × FWHM; -Columns 10-11: right ascension and declination offsets of the optical counterpart in arcsec; -Column 12: probability of random association, computed according to the equation (4); -Column 13: notes about the object: star, if the object corresponds to a star (in the case the star is saturated on our image, we report the Tycho2 position); pair, if the IR emission comes from a pair of interacting galaxies; bridge, in one case the IR emission seems to come out of a faint bridge between two interacting galaxies; question mark, the source has not been detected in the deep survey (Rodighiero et al. 2004 ).
Summary
The Lockman Hole Shallow Survey, the shallowest and most extended among the IGTES surveys, has been reduced with the technique of Lari et al. (2001) . These ISOCAM 14.3 µm observations cover a region of 0.55 square arcminutes in the direction of the Lockman Hole. 457 sources are detected above the 5-σ threshold with fluxes in the interval 0.25-19. mJy.
Completeness and photometry accuracy of the catalogue have been assessed through a series of simulations at different flux levels. The survey is 80% complete at 0.8 mJy and 50% complete at 0.6 mJy. The positional accuracy, estimated with simulations and cross-correlation of infrared and optical sources, is around 1.5 ′′ for objects with SNR greater than 20 and around 2 ′′ for objects with SNR close to 5. We have checked also the absolute calibration using a set of 21 stars in the field observed in near-IR and optical bands. Our analysis confirms the factor computed by Blommaert et al. (2000) . From the comparison with the deep survey in the same region (Rodighiero et al. 2004) we conclude that most of the spurious detections have fluxes lower than 0.45 mJy (also the 20% completeness limit of the survey).
Within the limiting depth of our optical image of the field (r'= 25), we find 95% of counterparts for sources brighter than 0.45 mJy (the 20% completeness limit) and 89% in total. Stars make up 21% of the sources for fluxes brighter than 0.6 mJy (the 50% completeness limit) and 13% in total.
In a companion paper (Rodighiero et al. 2004 ), we present the analysis of the deep survey in the central region of the Lockman Hole at 14.3 µm and 6.75 µm and the combined 14.3 µm counts. Forthcoming papers will present the imaging and spectroscopic follow-up observations of these fields and a cross-correlation between infrared and radio sources. 
