Abstract. In this paper we investigate the formal notions of differentiation and integration in the context of commutative Hopf algebroids and Lie algebroid, or more precisely Lie-Rinehart algebras. Specifically, we construct a contravariant functor from the category of commutative Hopf algebroids with a fixed base algebra to that of Lie-Rinehart algebras over the same algebra, the differentiation functor. The other way around, we provide two interrelated contravariant functors form the category of Lie-Rinehart algebras to that of commutative Hopf algebroids, the integration functors. One of them yields a contravariant adjunction together with the differentiation functor. Under mild conditions, essentially on the base algebra, the other integration functor only induces an adjunction at the level of Galois Hopf algebroids. By employing the differentiation functor, we also analyse the geometric separability of a given morphism of Hopf algebroids. Several examples and applications are presented along the exposition.
Introduction
We will describe the motivations behind the ideas of this work and give an algebraic overview on the classical theory of differentiation and integration in the context of both algebraic and differential geometry. Thereafter, we will reproduce the main results of this paper in sufficient details, aiming to make this summary, as far as possible, self-contained.
1.1. Motivations and overviews. This paper deals with the following two fundamental mathematical formal notions: differentiation and integration. In the framework of Lie algebras and Lie groups, that is in the domain of classical differential geometry, these notions are involved in the outstanding Lie's third Theorem. Namely, classically, differentiation means to assign a finite dimensional Lie algebra to each Lie group, namely its tangent vector space at the identity point. Conversely, integration constructs a Lie group out of a given finite dimensional Lie algebra, in fact a simply connected Lie group.
For affine group schemes, that is in the context of algebraic geometry, both "differentiation" and "integration" are introduced in a slightly similar way. Specifically, starting with an affine group scheme, one assigns to it the Lie algebra of all derivations from the coordinate ring to the base field, taking as a point the counit of the Hopf algebra structure of this ring (the identity point). This assignment is functorial and can be termed the "differentiation functor". Conversely, if a Lie algebra is given, then the finite dual of its universal enveloping algebra acquires a structure of commutative Hopf algebra, and so leads in a functorial way to an affine group scheme, this will be then called the "integration functor". As far as we know, the best algebraic analogue of Lie's third theorem asserts that a finite-dimensional Lie algebra L over a field k of characteristic zero whose adjoint image in End k (L) is the Lie algebra of an irreducible algebraic subgroup of the linear automorphisms group Aut k (L), is, up to an isomorphism, the Lie algebra of an affine algebraic group [Hoc2, Theorem 1.1, pages 250] (see also loc. cit page 254, for the case when the base field is algebraically closed).
From a categorical point of view, differentiation and integration functors establish, in most favourable cases, a contravariant adjunction between certain categories. For instance, they induce a contravariant adjunction between the category of Lie algebras and that of commutative Hopf algebras as follows. If k denote a ground base field, Lie k and CHopf k denote, respectively, the categories of Lie k-algebra and commutative Hopf k-algebra, then we have a contravariant adjunction
Explicitly, for every Lie algebra L and Hopf algebra H, we have I(L) = U(L)
• (the finite, or Sweedler's, dual Hopf algebra of the universal enveloping algebra (1) ) and L(H) = Der k (H, k ε ) is the vector space of derivations with coefficients in the H-module k via the counit ε (2) . Not less important is the fact that the adjunction (1), when restricted to a certain class of real Hopf algebras, can be seen as the algebraic analogue of differentiation and integration in Lie groups context. Now, if we want to extend these constructions to a category wider than that of groups (respectively commutative Hopf algebras), for example that of groupoids (resp. commutative Hopf algebroids), then several obstructions show up, specially in the integration process. In fact, to each Lie groupoid we can attach "in a functorial way" a Lie algebroid (see for instance [Mac, §3.5] ), however, starting from a Lie algebroid it is extremely difficult to built up a Lie groupoid whose Lie algebroid is, up to canonical isomorphisms, the one we started with (see [CF] and [Fer] for the solution of this problem). Up to our knowledge, the existence of a suitable functor from the category of Lie algebroids with same base manifold, say M, to the category of Lie groupoids over M is not evident from the literature. Even less evident is if these two functorial constructions give rise to an adjunction between the aforementioned categories. In our opinion, the existence of such an adjunction would provide a (conceptual, at least) approach to the differentiation and integrations process in this context.
In the same lines as before, if we want to think of a Hopf algebra, instead of a (Lie) group, then the reasonable substitute for a (Lie) groupoid is a commutative Hopf algebroid. Roughly speaking, a Hopf algebroid is perhaps the closest algebraic prototype for a Lie groupoid (3) . However, in contrast with the case of
(1) Perhaps it was first introduced in [Hoc1] as the algebra of representative functions.
(2) Providing a natural monomorphism L ֒→ L(I(L) for finite-dimensional Lie algebras in characteristic zero (see Remark A.10) . (3) Note that Morita theory of Lie groupoids behaves in a similar way as for commutative Hopf algebroids, see [EK] for details.
Lie groups (4) , as far as we know, there is no functorial way to go directly from the category of Lie groupoids to that of commutative Hopf algebroids. Nevertheless, there is a well-defined functor from the category of Lie algebroids (overs a fixed connected smooth real manifold M) to the category of complete topological and commutative Hopf algebroids (with C ∞ (M) as a base algebra), that is, formal affine groupoid schemes (see [ES2] for more details). It is noteworthy that this functor passes through three constructions: The first one uses the smooth global sections functor from Lie algebroids to Lie-Rinehart algebras, the second employs the well known universal enveloping algebroid functor that assigns to any Lie-Rinehart algebra (see §2.3 for the definition) its universal (right) cocommutative Hopf algebroid [MM] , and the third construction utilizes the notion of convolution algebroid [ES2] . Thus, the image of that functor lands in the full subcategory of convolution algebroids. In this way, a notable observation due to Kapranov [Ka] says that the module of smooth global sections of a given Lie algebroid (as above), can be recovered as the subspace of continuous derivations (killing the source map) of the attached convolution algebroid. In other words, formal affine groupoid schemes give rise to an algebraic approach to Lie algebroids integration problem.
Finally, as implicitly suggested above, Lie-Rinehart algebras present themselves as the algebraic counterpart of Lie algebroids and so they become a natural substitute for Lie algebras. Moreover, by the foregoing, it is reasonable to expect that Lie-Rinehart algebras and formal affine groupoid schemes are closely related, although no adjunction connecting them and extending the one stated in (1) is known in the literature. It is then natural to look for an adjunction between the category of Lie-Rinehart algebras (or Lie algebroids) and that of commutative Hopf algebroids (or affine groupoid schemes), which could set up the bases of the formal differentiation and integrations process in this context.
The main motivation of this paper is to answer this question in the affirmative, that is, to set up, in a self-contained and comprehensive way, the basic notions and tools behind the theory of differentiation and integration in the framework of commutative Hopf algebroids and Lie-Rinehart algebras over a fixed base algebra. As we will see, similar difficulties as those mentioned above show up in this setting.
Description of main results.
We now give a detailed description of our main results. Let A be a commutative algebra over a ground field k (usually of zero characteristic). Set CHAlgd A to be the category of commutative Hopf algebroids with base algebra A and consider its full subcategory GCHAlgd A whose objects are Galois (5) (see §2.1 and §3.4). The category of (right) co-commutative Hopf algebroids with base algebra A is denoted by CCHAlgd A (see §2.2).
The first task to be overcame, in order to establish the notion of differentiation and integration in this context, is to construct a contravariant functor from CCHAlgd A to CHAlgd A . There are two interrelated ways to construct such a functor. The first one uses what is known as Tannaka reconstruction process in the literature, applied to certain symmetric monoidal category of modules (this was mainly achieved in [EG2] and recalled in §3.3 for the reader's sake). The second way uses the Special Adjoint Functor Theorem (SAFT) applied to the category of A-rings. The structure maps of the constructed commutative Hopf algebroid (via SAFT) out of a co-commutative one, as well as its universal properties, are explicitly given in §4.2. The construction of these contravariant functors is of independent interest and it constitutes our first main result, stated below as a combination of Proposition 3.6 and Theorem 4.14:
Theorem A. Let A be a commutative algebra. Then there are two contravariant functors (−)
• : CCHAlgd A −→ CHAlgd A , (−)
Explicitly, take a (right) cocommutative Hopf algebroid (A, U) and consider its convolution algebra (A, U * ). There are two commutative Hopf algebroids (A, U
• ) and (A, U • ), which fit into a commutative diagram of (A ⊗ A)-algebras:
(4) In this case for every Lie group we have, in contravariant functorial way, the commutative real Hopf algebra of smooth representative functions.
(5) The terminology "Galois" is not here by chance, this notion in fact encodes Galois theory of commutative Hopf algebra, or that of affine group schemes, and also certain differential Galois theory over an adequate differential algebra.
whereζ is a morphism of commutative Hopf algebroids. Furthermore, the mapζ is an isomorphism either when U is a Hopf algebra (i.e., when A = k), or when it has a finitely generated and projective underlying (right) A-module.
In contrast to the classical situation, in diagram (2) neither ζ nor ξ are necessarily injective. Its seems that this injectivity forms part of the structure of the involved Hopf algebroids. For instance, ζ is injective for any pair (A, U) where A is a Dedekind domain, ξ is injective if and only if its kernel is a coideal, andζ is an isomorphism if and only if (A, U
• ) is a Galois Hopf algebroid. These and other properties are explored with full details in §4.1. Now denote by LieRin A the category of all Lie-Rinehart algebras over A. (6) It is well known from the literature that there is a (covariant) functor V A (−) : LieRin A → CCHAlgd A which assigns to any LieRinehart algebra its universal enveloping Hopf algebroid (details are expounded in §2.3).
Our first main goal is to show, by employing Theorem A, that there are functors:
which are termed the differentiation and integration functors, respectively, and to establish two adjunctions involving these functors. In the notation of §5 below, we have that
this is refereed to as the Lie-Rinehart algebra of a given commutative Hopf algebroid (A, H) and its structure maps are explicitly expounded in Lemma 5.12 and Proposition 5.13. Mimicking [DG, II §4] , we give an alternative construction of the differentiation functor (Proposition A.4 in Appendix A.1), which can be seen as an algebraic counterpart of the differentiation of Lie groupoids, and we examine the case of an operation of an affine group scheme on an affine scheme, providing several illustrating examples (see Appendix B for more details). More examples are also expounded in §9.2, where we provide with full details the computation of the Lie-Rinehart algebra of a certain Malgrange's Hopf algebroid, that arise from differential Galois theory over the affine complex line. Besides, we show that there is a canonical morphism of Lie-Rinehart algebras between the latter and the one given by the global sections of the Lie algebroid of the associated invertible jet groupoid. In analogy with Lie groupoid theory, when the affine scheme attached to A admits k-points, then we are able to recognise the isotropy Lie algebras underlying the Lie algebroid L (H) as the Lie algebras of the affine isotropy group schemes of the affine groupoid scheme attached to (A, H) . This is achieved in §9.1.
The fact that there are two integrations functors I and I ′ , which in the classical case of commutative Hopf algebras and Lie algebras coincide, is mainly due to the existence of two different and interrelated approaches in constructing the finite dual contravariant functor on non necessarily commutative rings hereby explored. More precisely, the first functor I is the composition of two functors I = (−)
• • V A (−) and the second integration functor I ′ decomposes as I ′ = (−) • • V A (−), where (−)
• and (−)
• are the functors stated in Theorem A. According to this Theorem, both integrations functors are shown to fit into a commutative diagram:
7 7 ▲ ▲ ▲ ▲ ▲ ▲ ▲ (V A (−)) Theorem B. Let A be a commutative algebra. Then there is a natural isomorphism 
for any commutative Galois Hopf algebroid (A, H) and Lie-Rinehart algebra (A, L). That is, the integration functor I is left adjoint to the restriction of the differentiation functor L to the full subcategory of Galois Hopf algebroids.
The unit and the counit of the second adjunction are detailed in Appendix A.2. Given a Lie-Rinehart algebra (A, L), it is of particular interest to consider the following commutative diagram involving both units and stated in Proposition A.7 below:
As consequence of Theorem B, the commutative Hopf algebroid (A, L (V A (L) • )) (hence its associate presheaf of groupoids) can be taught as the universal groupoid of the given Lie-Rinehart algebra (A, L)
L is an isomorphism for a specific (A, L) can be regarded as a first step towards the study of the integrability of Lie-Rinehart algebras (i.e., the problem of integrating Lie-Rinehart algebra (8) ). Another problem that Theorem B leads to, is to seek for full subcategories of LieRin A and CHAlgd A for which the previous adjunction restrict to an anti-equivalence of categories.
Let (A, H) be a commutative Hopf algebroid, set I = Ker(ε) the kernel of its counit and consider its quotient A-bimodule Q(H) := I/I 2 . Then the Kähler module Ω s A (H) of (A, H) with respect to the source map is shown to be, up to a canonical isomorphism, given by:
where ψ s is the morphism that plays the role of the universal derivation and π s : s H → s Q(H) is the left A-modules morphism, which sends u → (u − s(ε(u))) + I 2 . The subsequent one is another main result, which deals with the notion of separable morphism between commutative Hopf algebroids with same base algebra: 
The assumption made in this theorem are, of course, fulfilled whenever the total algebras H and K are regular (9) . In analogy with the affine algebraic groups [Ab, page 196] , a morphism of Hopf algebroids is called separable if it satisfies one of the equivalent conditions in Theorem C.
(7) This the case when A is the coordinate algebra of an irreducible smooth curve over an algebraically closed field. (8) This problem can be rephrased as follows: Given a Lie-Rinehart algebra (A, L) where L is a finitely generated and projective A-module, under which conditions is there a commutative Hopf algebroid (A, H) such that L L (H) as Lie-Rinehart algebras? See Remark 6.5, for more discussions.
(9) For instance, regular functions of an algebraic smooth variety.
Lastly, we would like to mention that the construction of the finite dual for commutative Hopf algebroid, which are at least flat over the base algebra, is also possible in principle. Thus, the construction of a contravariant functor from a certain full subcategory CHAlgd A to CCHAlgd A is feasible in theory. Combining the outcome of this construction with the ones developed here leads us to postulate some other formulations about this finite dual. For instance, one can be tempted to construct a certain analogue of the hyperalgera (or hyperalgebroid) for an affine algebraic k-groupoid, and subsequently establish results similar to [Ab, Theorems 4.3.13, 4.3 .14] for a flat commutative Hopf algebroid. We will not go on this topic here as, in our opinion, this deserves a separate research project.
1.3. Notation and basic notions. Given a (Hom-set) category C , the notation C ∈ C stands for: C is an object of C . Given two objects C, C ′ ∈ C , we sometimes denote by Hom C (C, C ′ ) the set of all morphisms from C to C ′ . We work over a commutative base field k (possibly of characteristic zero). All algebras are k-algebras and the unadorned tensor product ⊗ stands for the tensor product over k, ⊗ k . Given an algebra A, we denote by A e = A ⊗ A op its enveloping algebra. Bimodules over algebras are understood to have a central underlying k-vector space structure. As usual the notations A Mod, Mod A and A Mod A stand for the categories of left A-modules, right A-modules and A-bimodules, respectively.
Given two algebras R, S and two bimodules R M S and R N S , for simplicity, we denote by Hom R− (M, N), Hom −S (M, N) and Hom R−S (M, N) the k-vector spaces of all left R-module, right S -module and (R, S )-bimodule morphisms from M to N, respectively. The left and right duals of R M S are denoted by * M := Hom R− (M, R) and M * := Hom −S (M, S ), respectively. These are (S , R)-bimodules and the actions are given as follows. For every r ∈ R, s ∈ S , f ∈ * M and g ∈ M * , we have
For two morphisms p, q : A → B of algebras, we shall denote by p B, B q and p B q , the left A-module, the right A-module and the A-bimodule structure on B, respectively. In case that only one algebra morphism is involved, i.e. when p = q, for simplicity, we use the obvious notation: A B, B A and A B A .
For an algebra A, a left (or right) A-linear map stands for a morphism of left (right) A-modules, while an A-bilinear map refers to a morphism between A-bimodules. For such an algebra A, an A-ring is an algebra extension A → R, or equivalently a monoid in the monoidal category ( A Mod A , ⊗ A , A). Given an A-ring R, we will denote by A R the full subcategory of right R-modules whose underlying right A-modules are finitely generated and projective.
A dual notion of A-ring is that of A-coring. Thus, an A-coring is a co-monoid in the monoidal category ( A Mod A , ⊗ A , A) of A-bimodules. That is, an A-bimodule C with two A-bilinear maps ∆ : C → C ⊗ A C (the comultiplication, sending x to x 1 ⊗ A x 2 with summation understood) and ε : C → A (the counit) subject to the co-associativity and co-unitarity constraints. A right C-comodule is a pair (M, ̺ M ), where M is a right A-module and ̺ M : M → M ⊗ A C is a right A-linear map which is compatible with ∆ and ε in a natural way (i.e.
There is an adjunction between right A-modules and right C-comodules given on the one side by the forgetful functor O : Comod C → Mod A and on the other one by the functor − ⊗ A C : Mod A → Comod C (see e.g. [BW, §18.10] ). For a given A-coring C we denote by A C the full subcategory of right C-comodules (M, ̺ M ) such that O M, ̺ M is a finitely generated and projective right A-module. For a given A-coring (C, ∆, ε) we have an A-ring structure on * C called the left convolution algebra of C. This structure is given by
for all f, g ∈ * C, a, b ∈ A and x ∈ C. Analogously, one can introduce the right convolution algebra C * of C.
Remark 1.4. Recall that given two A-corings C and D we can consider the new A-coring
which is a coring with respect to the following structures
where the notation is the obvious one. We point out that C ⊙ D has been obtained by applying [Ta, Theorem 3 .10] to C and D endowed with the T |S and the S |R-coring structures respectively whose underlying multimodule structures are given by (t ⊗ s)c(t
Remark 1.5. Notice that given an A-coring C, we may consider the A-coring C cop with structures given by
where c cop denotes c ∈ C as seen in C cop .
Let A be a commutative algebra, we denote by proj(A) the full subcategory of the category of (one sided, preferably right) A-modules whose objects are finitely generated and projective. For a given morphism of commutative algebras φ : A → B we denote by φ * : Mod B → Mod A the restriction functor between the categories of right modules.
Hopf algebroids and Lie-Rinehart algebras: Definitions and examples
A Hopf algebroid can be naively thought as a Hopf algebra over a non-commutative ring. In the present paper we are going to focus on the distinguished classes of commutative and cocommutative Hopf algebroids (i.e. those that have a closer connection with algebraic and differential geometry), instead of dealing with them in the full generality. Therefore, and for the sake of the unaccustomed reader, we will recall in the present section the definitions of these objects together with some significant examples, that is to say, the universal enveloping Hopf algebroids of Lie-Rinehart algebras.
2.1. Commutative Hopf algebroids. We recall here from [Ra, Appendix A1 ] the definition of commutative Hopf algebroid. We also expound some examples which will be needed in the forthcoming sections.
A commutative Hopf algebroid over k is a cogroupoid object in the category CAlg k of commutative k-algebras (equivalently a groupoid in the category of affine schemes). Thus, a Hopf algebroid consists of a pair of commutative algebras (A, H), where A is the base algebra and H is the total algebra with a diagram of algebra maps:
where to perform the tensor product over A, the algebra H is considered as an A-bimodule of the form s H t , i.e., A acts on the left through s while it acts on the right through t. The maps s, t : A → H are called the source and target respectively, and η :
is the unit, ε : H → A the counit, ∆ : H → H ⊗ A H the comultiplication and S : H → H the antipode. These have to satisfy the following compatibility conditions.
• The datum ( s H t , ∆, ε) has to be a coassociative and counital coalgebra in the category of Abimodules, i.e., an A-coring. At the level of groupoids, this encodes a unitary and associative composition law between morphisms.
• The antipode has to satisfy S • s = t, S • t = s and S 2 = id H , which encode the fact that the inverse of a morphism interchanges source and target and that the inverse of the inverse is the original morphism.
• The antipode has to satisfy also S(h 1 )h 2 = (t • ε)(h) and h 1 S(h 2 ) = (s • ε)(h), which encode the fact that the composition of a morphism with its inverse on either side gives an identity morphism (the notation h 1 ⊗ h 2 is a variation of the Sweedler's Sigma notation, with the summation symbol understood, and it stands for ∆(h)).
Remark 2.1. Let us make the following observations on the previous definition:
(1) Note that there is no need to require that ε • s = id A = ε • t, as it is implied by the first condition.
(2) Since the inverse of a composition of morphisms is the reverse composition of the inverses, the antipode S of a commutative Hopf algebroid is an anti-cocommutative map. This means that,
A morphism of commutative Hopf algebroids is a pair of algebra maps φ 0 , φ 1 : (A, H) → (B, K) such that
The category obtained in this way is denoted by CHAlgd k , and if the base algebra A is fixed, then the resulting category will be denoted by CHAlgd A .
Example 2.2. Here there are some common examples of Hopf algebroids (see also [EL] ):
(1) Let A be an algebra. Then the pair (A, A⊗A) admits a Hopf algebroid structure given by s(a) = a⊗1,
2) Let (B, ∆, ε, S ) be a Hopf algebra and A a right B-comodule algebra with coaction A → A ⊗ B, a → a (0) ⊗ a (1) . This means that A is right B-comodule and the coaction is an algebra map (see e.g. [Mo, §4] ). Consider the algebra H = A ⊗ B with algebra extension η :
has a structure of Hopf algebroid, known as split Hopf algebroid:
(3) Let B be as in part (2) and A any algebra. Then (A, A ⊗ B ⊗ A) admits in a canonical way a structure of Hopf algebroid. For a, a ′ ∈ A and b ∈ B, its structure maps are given as follows
Notice that (1) may be recovered from (3) by considering B = k as Hopf k-algebra with trivial structure.
2.2. Co-commutative Hopf algebroids. Next, we recall the definition of a cocommutative Hopf algebroid. It can be considered as a revised (right-handed and cocommutative) version of the notion of a × A -Hopf algebra as it appears in [Sc, Theorem and Definition 3.5] . However, to define the underlying right bialgebroid structure we preferred to mimic [Lu] as presented in [BM, Definition 2.2] (in light of [BM, Theorem 3.1] , this is something we may do). See also [Ka, A.3.6] and compare with [Ko, Definition 2.5 .1] and [Sz1, §4.1] as well. A (right) co-commutative Hopf algebroid over a commutative algebra is the datum of a commutative algebra A, a possibly noncommutative algebra U and an algebra map s = t : A → U landing not necessarily in the center of U, with the following additional structure maps:
• A morphism of right A-modules ε : U → A which satisfies
for all u, v ∈ U; • An A-ring map ∆ : U → U × A U, where the module
is endowed with the algebra structure
and the A-ring structure given by the algebra map 1 :
• ∆ is coassociative, co-commutative in a suitable sense and has ε as a right and left counit;
• the canonical map
is bijective, where we denoted ∆(v) = v 1 ⊗ A v 2 (summations understood). As a matter of terminology, the map β
The first three conditions say that the category of all right U-modules is in fact a symmetric monoidal category with tensor product given by − ⊗ A − (see the details below), and the forget full functor to the category of A-bimodules is strict monoidal. The last condition says that this forgetful functor also preserves right inner homs-functors. The pair (A, U) is then referred to as a right co-commutative Hopf algebroid over k. From now on the terminology co-commutative Hopf algebroid stands for right ones.
The aforementioned monoidal structure is detailed as follows: Given a co-commutative Hopf algebroid (A, U), the identity object is the base algebra A, with right U-action given by a u = ε(au). The tensor product of two right U-modules M and N is the A-module M A ⊗ A N A endowed with the following right U-action:
(11) The symmetry is provided by the one in A-modules, that is to say, the flip M ⊗ A N → N ⊗ A M is a natural isomorphism of right U-modules. The dual object of a right U-module M whose underlying A-module is finitely generated and projective, is the A-module M * = Hom −A (M, A) with the right U-action
where
It is easily checked that, for every a ∈ A and u, v ∈ U, one has
(
Morphisms between co-commutative Hopf algebroids over the same algebra A are canonically defined, and the resulting category is denoted by CCHAlgd A .
2.3. Lie-Rinehart algebras and the universal enveloping algebroid. Let A be a commutative algebra over a field k of characteristic 0 and denote by Der k (A) the Lie algebra of all linear derivations of A. Consider a Lie algebra L which is also an A-module and let ω : L → Der k (A) be an A-linear morphism of Lie algebras. Following [Ri] , the pair (A, L) is called a Lie-Rinehart algebra with anchor map ω provided that
for all X, Y ∈ L and a, b ∈ A, where X(a) stands for ω(X)(a).
Apart from the natural examples (A, Der k (A)) (with anchor the identity map), another basic source of examples are the smooth global sections of a given Lie algberoid over a smooth manifold. 
Then the pair (C ∞ (M), Γ(L)) is obviously a Lie-Rinehart algebra. In the Appendix A.3, we give a detailed description, using elementary algebraic arguments, of the Lie-Rinehart algebra attached to the Lie algebroid of a given Lie groupoid.
Remark 2.4. The fact that the map Γ(ω) : Γ(L) → Γ(T M) in Example 2.3 is a Lie algebra homomorphism is a consequence of the Jacobi identity and of Relation (23) (see e.g. [Grw, He, KM] ). Therefore, it should be omitted from the definition of a Lie algebroid. Nevertheless, we decided to keep the somewhat redundant definition above to make it easier for the unaccustomed reader to see the parallel with Lie-Rinehart algebras.
As in the classical case of (co-commutative) Hopf algebras, primitive elements of a (co-commutative) Hopf algebroid (10) form a Lie-Rinehart algebra, see [Ko, MM] .
Example 2.5 (Primitive elements as Lie-Rinehart algebra). Let (A, U) be a co-commutative Hopf algebroid. An element X ∈ U is said to be primitive, if it satisfies ∆(X) = 1 ⊗ A X + X ⊗ A 1, and ε(X) = 0.
Notice that the second equality is a consequence of the first one and the counitality property. The vector space of all primitive elements Prim(U) inherits simultaneously a structure of A-module and Lie algebra, where the A-action descends from the right A-module structure of U. In fact, the pair (A, Prim(U)) is a Lie-Rinehart algebra with anchor map:
Indeed, ω is a Lie algebra and A-linear map, since we have
Equation (22) is derived from the following computation
where the third equality follows from the fact that ∆(t(a)X) = Xt(a) ⊗ A 1 + 1 ⊗ A t(a)X which in turns leads to the equality ε(t(a)X)1 U = t(a)X − Xt(a), for every a ∈ A and X ∈ Prim(U).
is an A-linear and Lie algebra map f : L → K which is compatible with the anchors. That is, if the following diagram is commutative
The category so constructed well be denoted by LieRin A Next we give our main example of co-commutative Hopf algebroids. The (right) universal enveloping Hopf algebroid of a given Lie-Rinehart algebra (A, L) is an algebra V A (L) endowed with a morphism
for all a ∈ A and X ∈ L, which is universal with respect to this property. In details, this means that if
then there exists a unique algebra morphism Φ :
Apart from the well-known constructions of [Ri] and [MM] , the universal enveloping Hopf algebroid of a Lie-Rinehart algebra (A, L) admits several other equivalent realizations. For instance, one can use the smash product (right) A-bialgebroid A#U k (L), as introduced by Sweedler in [Sw] , and quotient this algebra by a proper ideal, in order to perform the universal enveloping of (A, L). In this paper we opted for the following construction which comes from [ES2] 10) In fact, the claim is true in general for bialgebroids over a commutative base algebra, but we are interested mainly in the particular case of co-commutative Hopf algebroids.
where the two sided ideal J is generated by the set
We have the algebra morphism ι A : A → V A (L) ; a −→ a + J and the Lie algebra map ι L : L → V A (L) ; X −→ η (X) + J that satisfy the compatibility condition (24). It turns out that V A (L) is a cocommutative right Hopf algebroid over A with structure maps induced by the assignments
Remark 2.6. The primitive functor Prim : CCHAlgd A → LieRin A , assigning to a co-commutative Hopf algebroid (A, U) the space Prim(U) and to a morphism f : (A, U) → (A, V) its restriction to the primitive elements, admits as a left adjoint the functor V A : LieRin A → CCHAlgd A , which assigns to a Lie-Rinehart algebra (A, L) its universal enveloping Hopf algebroid V A (L) and to a morphism of Lie-Rinehart algebras 
is the right universal enveloping algebra of (A, L) (symmetrically for V A (L) on the other side). It is worthy to point out however that our definition of a right representation differs slightly from the one given in [Hu1, page 430] . The reason to introduce this new one is threefold: first of all this is more symmetric, secondly it ensures that A is a right representation as much naturally as it is a left one, that is to say, via the anchor map ω, and thirdly because with this definition right representations correspond to right modules over the right universal enveloping algebra in a natural way.
A dual for cocommutative Hopf algebroids
It is well-known that, for Hopf algebras, the functor Der k (−, k) : CHAlg op k → Lie k is right adjoint to the functor (U(−))
• : Lie k → CHAlg op k , where CHAlg k and Lie k denote the categories of commutative Hopf k-algebras and that of Lie k-algebras, respectively. Indeed, this can be seen as the composition of the two adjunctions (U, Prim) and ((−)
• , (−)
• ), where U : Lie k → CCHAlg k is the universal enveloping functor, Prim : CCHAlg k → Lie k is the functor of primitive elements and (−)
• denotes the finite (or Sweedler) dual. Since we plan to extend this construction to the Hopf algebroid framework, we first need an analogue of the finite dual. This section and the next one are devoted to this construction. In fact, by following two different but equally valid approaches, we will provide even two possible such analogues.
3.1. Tannaka reconstruction process. Let A be a commutative algebra and ω : A → proj(A) be a faithful k-linear functor (referred to as a fiber functor), where A is a k-linear (essentially) small category. The image ω P of an object P of A under ω will be denoted by P itself when no confusion may be expected. Given P, Q ∈ A, we denote by T PQ = Hom A (P, Q) the k-module of all morphisms in A from P to Q. The symbol T P is reserved to the ring (in fact, algebra) of endomorphisms of P. Clearly, S P = End(P A ) is a ring extension of T P via ω. In this way, every image ω P of an object P ∈ A, becomes canonically a (T P , A)-bimodule. Now consider the following direct sum of A-corings
and its A-sub-bimodule J A generated by the set
A is a coideal of the A-coring B(A). Therefore, we can consider the quotient A-coring
and this is the infinite comatrix A-coring associated to the fiber functor ω : A → proj(A). Furthermore, it is clear that any object P ∈ A admits (via the functor ω) the structure of a right R(A)-comodule, which leads to a well-defined functor χ : A → A R(A) (see §1.3 for the notation), and that ω factors through the forgetful functor O :
, after identifying p * ⊗ T P p with its image in the direct sum, will be denoted by p * ⊗ T P p. These are generic elements in R(A). In fact, we have
Remark 3.1. The typical examples of the pairs (A, ω) which we will deal with here are either the category A R of right R-modules, for a given A-ring R, which are finitely generated and projective as A-modules with ω the forgetful functor, or the category A C of right C-comodules, for a given A-coring C, which are finitely generated and projective as A-modules and ω is the forgetful functor as well. In the first case we obtain a functor (−)
• : A-Rings → (A-Corings) op , which was named the finite dual functor in [EG2, §2.1]. It is noteworthy to mention that from its own construction it is not clear whether the functor (−)
• is left adjoint to the functor * (−) : (A-Corings) op → A-Rings which sends any A-coring C to its right convolution algebra * C. In the next section we will provide, using the Special Adjoint Functor Theorem (SAFT), a left adjoint of * (−) and study some of its properties.
Assume now that A is a symmetric rigid monoidal category and ω is a symmetric strict monoidal functor. Then one can endow the associated infinite comatrix A-coring R(A) of equation (26) with a structure of commutative (A ⊗ k A)-algebra. The multiplication is given as follows:
The unit is the algebra map
where l a is the image of a by the isomorphism A A * and as above we identify the identity object of A with its image A. Notice that T A is a subring of A and does not necessarily coincide with the base field k.
It turns out that (A, R(A)) with this algebra structure is actually a commutative Hopf algebroid. The antipode is given by the map
where ev p is the image of p under the isomorphism of A-modules P (P * ) * . The previous construction, which we may call Tannaka's reconstruction process, is in fact functorial. That is, if F : A → A ′ is a given symmetric monoidal k-linear functor such that
is a commutative diagram, then there is a morphism of Hopf algebroids R(F ) : R(A) → R(A ′ ) which renders commutative the following diagram:
where R(F ) * is the restriction of the induced functor R(F ) * :
and acting obviously on morphisms. Explicitly, we have
Remark 3.2. It is noteworthy to mention that the underlying category A is not assumed to be abelian nor the subalgebra T A of A coincides with the base field k. Thus we are not assuming that the pair (A, ω) is a Tannakian category in the sense of [Del] . The obtained Hopf algebroids have then less properties then one constructed from the Tannakian categories. One of these missing properties is, for instance, that the functor χ : A → A R(A) is not necessarily an equivalence of categories, and that the skeleton of the full subcategory A R(A) does not necessarily form a set of small generators in the whole category of R(A)-comodules. Nevertheless, the conditions which we are taking on the pairs (A, ω) are sufficient to build up the construction of §3.3 below.
Next we will give another description of the Hopf algebroid (A, R(A)) by using rings with enough orthogonal idempotents and unital modules, which will be helpful in the sequel. Let (A, ω) as above, and consider the Gabriel's ring A attached to A introduced in [Ga] . That is, using the above notation, we have that A := ⊕ P, Q ∈ A T PQ is an algebra with enough orthogonal idempotents, and where the multiplication of two composable morphisms is their composition, otherwise is zero. Set Σ = ⊕ P ∈A P and Σ † = ⊕ P ∈A P * direct sums of A-modules, and identify any element in P (resp. in Q * ) with its image in Σ (resp. in
is also a commutative Hopf algebroid (its structure maps are identical to those exhibited in equations (28) and (30)), and by the universal property of R(A) we have that the map
establishes an isomorphism of Hopf algebroids, as it was shown in [EG3] . Moreover this isomorphism is natural with respect to the pairs (A, ω). In this way, for a given functor F : (A, ω) → (A ′ , ω ′ ) satisfying (31) its image is given by:
3.2. The zeta map and Galois corings. Let (A, R) be a ring over A and consider its final dual (A, R • ) constructed as in §3.1 from the pair (A R , ω), where ω is the forgetful functor, see also Remark 3.1. Then there is an (A, A)-bimodule map
where the latter is the right A-linear dual of R endowed with its canonical A-bimodule structure.
Remark 3.3. Notice that ζ should be more properly denoted by ζ R if we want to stress the dependence on
. For the reader's sake, we include here the subsequent result.
Lemma 3.4 ( [EG2, 3.4] ). The map ζ of (36) fulfils the following equalities for every z ∈ R
• , x, y ∈ R
In contrast with the classical case of algebras over fields, the map ζ is not known to be injective, unless some condition are imposed on the base algebra A. For instance, if A is a Dedekind domain then ζ is always injective. Strong consequences of the injectivity of ζ were discussed in [EG2] , some of them can be seen as follows. In general, it is known that the functor L :
• -comodule L(P) with underlying A-module P and coaction
where {e i , e * i } i is any dual basis for P. If ζ is assumed to be injective then χ and L are mutually inverses and so A R is isomorphic to A R • (see Remark 4.13). Now we give the notion of Galois corings.
Definition 3.5. Let (A, C) be a coring. Then (A, C) is said to be Galois (or A C -Galois), if it can be reconstructed from the category A C , that is, provided that the canonical map
is an isomorphism of A-corings, where
3.3. The finite dual of co-commutative Hopf algebroid via Tannaka reconstruction. Next we want to apply the Tannaka reconstruction process to a certain full subcategory of the category of right modules over a co-commutative Hopf algebroid. So take (A, U) to be such a Hopf algebroid. Following the notation of §1.3, we denote by A U the full subcategory of right U-modules whose underlying A-module is finitely generated and projective, and by ω : A U → proj(A) the associated forgetful functor. Joining together the results from §2.2 and §3.1, we get that the pair (A U , ω) satisfies the necessary assumptions such that the algebra (A, R(A U )) resulting from the Tannaka reconstruction process is a commutative Hopf algebroid. It is this Hopf algebroid which we refer to as the finite dual of (A, U) and we denote it by (A, U • ). The subsequent result is contained in [EG2, Theorem 4.2.2] . We give here the main steps of its proof. Proof. Given a morphism φ : U → U ′ of co-commutative Hopf algebroids, the restriction of scalars leads to a k-linear functor F φ : A U ′ → A U which commutes with the forgetful functor, that is, such that ω • F φ = ω ′ . Using the monoidal structure described in (11), it is easily checked that F φ is a symmetric strict monoidal functor. Therefore (see §3.1) we have a morphism φ
• : U ′• → U • of Hopf algebroids. The compatibility of (−)
• with the composition law and the identity morphisms is obvious.
3.4. The zeta map and Galois Hopf algebroids. Let (A, U) be a co-commutative Hopf algebroid and consider its right A-linear dual U * , regarded as an (A ⊗ A)-algebra with the convolution product induced by the comultiplication ∆ :
The canonical A-bilinear map from §3.2
is an (A ⊗ A)-algebra map and it fulfils (37) for R = U. 
is an isomorphism of Hopf algebroids, where
The full subcategory of Galois commutative Hopf algebroids with base algebra A is denoted by GCHAlgd A .
Remark 3.8. Let (A, U) be a co-commutative Hopf algebroid. When the canonical map ζ : U • → U * is injective, the reconstructed object U
• is Galois (see [EG2, Proposition 3.3.3] ). The inverse of the canonical map can is provided by the assignment
A U . Later on, we will recover the same isomorphism under an apparently weaker condition. We point out also that this condition makes of U
• a Galois coring, even if we replace U simply by an A-ring R (see e.g. Remark 7.3).
Example 3.9. Several well-known Hopf algebroids are Galois as the following list of examples shows.
(1) Any commutative Hopf algebra over a field (i.e., a Hopf algebroid with source equal target with base algebra is a field) is Galois Hopf algebroid. (2) Let B → A be a faithfully flat extension of commutative algebras. Then (A, A ⊗ B A) is a Galois Hopf algebroid. (3) Any Hopf algebroid (A, H) whose unit map η : A⊗ A → H is a faithfully flat extension of algebras is actually Galois. In other words, any geometrically transitive Hopf algebroid is Galois, see [EL] for more details. (4) The Adams Hopf algebroids as defined in [Hov] and studied in [Sch] are Galois. We point out that the first three cases are in fact a particular instance of a more general result [EG3, Theorem 5.7] , which asserts that any flat Hopf algebroid whose category of comodules Comod H admits A H as a set of small generators, is a Galois Hopf algebroid.
4. An alternative dual via SAFT In this section we propose a different candidate for the finite dual of a given co-commutative Hopf algebroid. Its construction is based upon the well-known Special Adjoint Functor Theorem. We also establish a natural transformation between this new contravariant functor and the one already recalled in Subsection 3.3. As before, we start by the general setting of rings.
4.1. Finite dual using SAFT: The general case of A-rings. Let A be a commutative algebra. Consider the category A Mod A of A-bimodules. Then the functor (−)
with structure of A-bimodules as in (5). The latter functor induces a functor
where the category A-Rings stands for k-algebras R with an algebra map A → R (whose image is not necessarily in the centre of R). The functor of (39) is explicitly given as follows: For a given an A-coring (C, ∆, ε) we have that the A-ring structure on * C is given as in (6). As a consequence of the Special Adjoint Functor Theorem, the functor of equation (39) admits a left adjoint
see [PS, Corollary 9] . For future reference, let us retrieve explicitly the A-ring morphism
(i.e., unit of the previous adjunction).
Remark 4.1. Given an A-ring R, the A-coring R • is uniquely determined by the following universal property: it comes endowed with an A-bimodule morphism ξ : R
• → R * which satisfies the analogous of the relations (37) and if C is an A-coring endowed with a A-bimodule map f : C → R * satisfying the same relations, then there is a unique A-coring map f : C → R
• such that ξ • f = f . Conversely, notice that given an A-coring map g : C → R
• , the composition ξ • g satisfies the relations in (37). As a consequence,
Remark 4.2. For the reader sake, we show how the adjunction follows from this universal property. Let R be an A-ring, let C be an A-coring and h : R → * C be a k-linear map. Denote by f : C → R * the map defined by f (c)(r) = h(r)(c) for all r ∈ R and c ∈ C. We compute
Consequently, we see that h from R to * C is an A-ring morphism if and only if f corresponds to h via the adjunction ((−) * , * (−)) and satisfies the conditions in (37). Since there is a 1-1 correspondence between these f 's and the f 's as above, we are done. Note also that given an A-ring map h :
• , r ∈ R 1 and h is multiplicative, unital and A-bilinear. As a consequence, the universal property of R 2
• yields a unique Acoring map h
Example 4.3 (the map zeta-hat). Let R and R • as in §3.2 together with the A-bimodules morphism ζ of equation (36). By Lemma 3.4 and the universal property of R • , there is an A-corings morphism
such that ξ • ζ = ζ. In light of Remark 3.3, this induces a natural transformation ζ : (−) Proof. By definition, a coideal J of R • is an A-subbimodule such that the quotient A-bimodule C := R • /J is an A-coring and the canonical projection π :
Lemma 4.4. Given an A-ring R and the canonical map ξ
As a consequence of the universal property of R • , there exists a unique A-coring map σ :
so that the uniqueness in the universal property entails that σ • π = id R • . Since π is surjective, this forces π to be invertible whence J = 0.
Next, we want to relate the two categories A R and A R • (see §1.3 for definition), but before we recall the following general construction that has been and will be used more or less implicitly along the paper. As a matter of notation, if B M A is a (B, A)-bimodule such that M A is finitely generated and projective with dual basis e i , e * i i , then we are going to set
Notice that db is B-bilinear while ev is A-bilinear and we have the following isomorphism
for B, C, D algebras and D M B , D N C , C P B bimodules such that N C is finitely generated and projective. For every (B, A)-bimodule N we set
Lemma 4.5. For every (B, A)-bimodule N such that N A is finitely generated and projective, the assignment
Proof. By adapting [EG1, Proposition 2.7] , one proves that
Lemma 4.6. Let C be an A-coring, M an A-bimodule and f :
coring maps and for every A-coring E with
can E (split) epimorphism of corings, (c) f • α = f • β implies α = β for every α, β : N * ⊗ B N → C
coring maps, for every algebra B and every bimodule B N A such that N A ∈ proj(A).
Proof. First of all, observe that (a) is equivalent to the same statement but with ρ, ρ ′ ∈ B Coac A (N, N ⊗ A C), for every algebra B and every bimodule B N A such that N A ∈ proj(A). To prove that (c) is equivalent to (a) consider the commutative diagram, for every N ∈ proj(A),
Since the horizontal arrows are isomorphisms, the vertical composition on the right is injective (i. 
where ( * ) is the isomorphism of [EG1, Lemma 3.9] and T N := End N * ⊗ B N (N) . This shows that can N * ⊗ B N is a (split) epimorphism of corings for every N and B as above and hence (c) follows from (b).
Conversely, let us show that (c) implies (b).
E . In light of the hypothesis and since ι N and π are morphisms of corings, we have that
By the universal property of the coproduct, the surjectivity of π and the fact that can E is a (split) epimorphism we get that α = β. 
for every m ∈ M and r ∈ R. Its underlying A-module coincides with the image of (M, ̺ M ) by the forgetful functor O :
Clearly this construction is functorial and so we have a functor
Conversely, consider the functor
Notice that, since χ is a right inverse of L, we have
Proposition 4.9. The functors L ′ and χ ′ establish an isomorphism between the categories A R • and A R .
Proof. In light of (49), it is enough to prove that χ
From the latter equality the thesis follows once proved that L ′ is cancellable on the left. Since L ′ is always faithful, it remains to prove that it is injective on objects. Observe that for every M ∈ proj(A), the assignment
where we set m
. This is the A-module N endowed with the R-action (45), i.e.
• ) and since τ is bijective and ξ satisfies (a) of Lemma 4.6, the relation µ ρ N = µ ρ P is equivalent to ρ N = ρ P . 
where can and can ′ are the canonical morphisms of R • and R • , respectively. Concerning (1), given a Galois A-coring C endowed with an injective A-bimodule map f : C → R * satisfying the analogue of (37), by Remark 4.1 there is a unique A-coring map f : Remark 4.11. Assume that R is an A-ring which is finitely generated and projective as a right A-module, then the map ψ :
It is easy to check that the identity map id : R * → R * fulfills (37). By the universal property of R • , there exists a unique morphism id :
• id, so that we get the equality of the A-coring maps id • ξ = id. Thus ξ is invertible. On the other hand, we know from [EG2, Corollary 3.3.5] , that the map ζ : R
• → R * of equation (36) is, in a natural way, an isomorphism of A-corings. Therefore, the natural transformation ζ − : (−)
• → (−)
• when restricted to A-rings with finitely generated and projective underlying right A-modules, leads to a natural isomorphism.
Our next aim is to give a complete characterization of when the functors L and χ establish an isomorphism between the categories A R • and A R , by analogy with Proposition 4.9.
Theorem 4.12. The following are equivalent for ζ :
is bijective for every coring C whose can C is a split epimorphism of corings, (vi) Coring A (C, ζ) is injective for every coring C whose can C is a split epimorphism of corings.
Remark 4.13. Observe that ζ injective (respectively monomorphism of corings) implies that ζ is injective (respectively monomorphism of corings), which in turn implies (vi) of Theorem 4.12. (47) and Proposition 4.9. Obviously, (iii) implies (iv). Conversely, since L is faithful and injective on objects, the implication follows from
Proof of Theorem 4.12. The equivalences (i) ⇐⇒ (iii) and (ii) ⇐⇒ (iv) follows immediately from
Moreover, notice that A ζ is injective on objects is equivalent to (a) of Lemma 4.6 for f = ζ, which in turn is equivalent to (b) of the same lemma, that is to say, to (vi). Obviously (v) implies (vi). Conversely, assume (vi) and pick a g ∈ Coring A (C, R
• ). It induces a functor A g : A C → A R • and a diagram with commuting squares
By assumption, there is a coring map σ : C → R(A C ) such that can C • σ = id C . Thus we may consider the coring mapg :
Therefore, Coring A (C, ζ) is surjective as well.
4.2.
The finite dual of co-commutative Hopf algebroid via SAFT. In this subsection we use another general construction relying on the Special Adjoint Functor Theorem (SAFT) §4, in order to construct another functor from the category of (right) co-commutative Hopf algebroids to the category of commutative ones. We also compare both functors constructed so far.
Fix a commutative algebra A and consider as before the categories CCHAlgd A and CHAlgd A of cocommutative and commutative Hopf algebroids, respectively. The functor * (−) : A-Corings op → A-Rings, assigning to each A-coring C the ring Hom A− (C, A) with the convolution product (6), admits a left adjoint, denoted by (−)
• , in view of SAFT. Consider the following diagram
A-Rings
where the vertical functors are the canonical forgetful ones.
Theorem 4.14. The functor (−)
• in diagram (52) induces a contravariant functor
Explicitly, given a cocommutative Hopf algebroid (A, U) and the canonical A-bilinear map ξ : U • → U * , the structure of commutative Hopf algebroid of U
• is uniquely determined by the following relations
The datum (A, U 
So far, we have defined a map η, a multiplication m and a map S satisfying the relations in (53). Let us check that these maps convert U
• into a commutative Hopf algebroid. One proves that, for a, b ∈ A and x, y, z ∈ U
• , the elements of the form
span an A-bimodule J which is a coideal of U • because (π ⊗ A π)∆(J) = 0 and ε(J) = 0, where π :
• /J denotes the canonical projection on the quotient. Moreover, it is contained in Ker (ξ) so that J = 0 in view of Lemma 4.4. This proves that all the elements displayed above vanish in U
• . As a consequence, we get in addition that
• U • is commutative.
• the A-coring structure of U
• is the one induced by η. Furthermore, we deduce that η(a⊗b) = a1 U • b where 1 U • := η(1 ⊗1). Thus it follows easily that η(a ⊗b)η(a ′ ⊗b ′ ) = η(aa ′ ⊗bb ′ ) for every a, b ∈ A. Note also that 1 U • x = η(1 ⊗ 1)x = x, so that m is unital.
• ∆ and ε are morphisms of algebras, since both m and η are morphisms of A-corings.
• s, t are algebra maps as η is.
The compatibility of S with s and t follows from
where in ( * ) we used that S :
Now let us check (−)
• is compatible with the morphisms. To this aim, let (A, H) be a commutative Hopf algebroid and f : H → U * an A e -algebra map satisfying (37). The universal property of U • yields a unique map f : s H t → U
• of A-corings such that ξ • f = f . By the trick we used above, the elements f (1 H ) − 1 U • and f (x) f (y) − f (xy) for x, y ∈ H vanish in U
• because they generate a coideal J which is contained in Ker (ξ). We just point out that by A-bilinearity of the involved maps, ξ • f • η H = ξ • η U • and hence the equality of the coring maps f • η H = η U • . Summing up, we showed that id , f is a morphism of commutative bialgebroids. Since the compatibility with the antipodes comes for free, we conclude that f is a morphism of commutative Hopf algebroids.
Let (id A , φ) : (A, U 1 ) → (A, U 2 ) be a morphism of cocommutative Hopf algebroids. Apply the previous construction to f = φ * • ξ 2 , once observed that ξ 2 is a morphism of A-rings in view of (53), that φ * is so as well by a direct computation and that f satisfies (37) (see also Remark 4.2). As a consequence f , which is φ
• by definition, becomes a morphism of commutative Hopf algebroids. This leads to the stated functor and finishes the proof.
Remark 4.15. Let (A, U) be a co-commutative Hopf algebroid over k and consider both duals (A, U
• ) and (A, U
• ) as commutative Hopf algebroids over k.
(1) In view of the second claim in Theorem 4.14 and of (37), the canonical map ζ : U • → U * given in (38) induces a unique morphism of commutative Hopf algebroids ζ : 
. Given an A-coring C and an A-bimodule map f : C → R * satisfying (37), for every x ∈ Ker ( f ) and for all r, r ′ ∈ R we have
Thus ε (Ker ( f )) = 0. Moreover, if we assume ψ injective, we also have ( f ⊗ A f ) (∆ (Ker ( f ))) = 0. These two equalities are very close but not sufficient to claim that Ker ( f ) is a coideal of C. This would be useful in case C = R • and f = ξ to deduce that ξ is injective by Lemma 4.4. The fact that Ker ( f ) is a coideal of C can be obtained under a further assumption as follows. Write f asf • π where π : C → C/Ker ( f ) is the canonical projection andf : C/Ker ( f ) → R * is the obvious induced map. Then (f ⊗ Af )(π ⊗ A π) (∆ (Ker ( f ))) = 0. Thus, if we assume thatf ⊗ Af is injective, we can conclude that (π ⊗ A π) (∆ (Ker ( f ))) = 0.
We finish this section by the following useful lemma. 
Proof. From b) to a) we go by the second part of Theorem 4.14. From a) to b) we compose f with the canonical map ξ which by (53) is a morphism of A e -algebras and satisfies (37). The correspondence is bijective because of the universal property of U
• . A direct computation shows that we have a correspondence between A-bimodule maps f : H → U * satisfying (37) and A-ring maps h : U → * H (see Remark 4.2). Thus the correspondence between b) and c) is given by h(u)(x) = f (x)(u) for all x, y ∈ H and u ∈ U, since relations (54) corresponds to f being an A e -algebra map. 
• ) satisfying relations (54). On generators it is explicitly given by:
Differentiation in Hopf algebroids framework
Given a commutative algebra A, the assignment that associates every A-module M with the space Der k (A, M) of k-linear derivations on A with coefficients in M gives a representable functor Der k (A, −) : Mod A → Set whose representing object is the so-called module of Kähler differentials (or simply Kähler module) Ω k (A). In this section we are going to explore these facts in the Hopf algebroids framework. In addition, we will see how derivations on Hopf algebroids with coefficients in the base algebra are related with Lie-Rinehart algebras and provide for us a contravariant functor L : CHAlgd A → LieRin A , called the differential functor. This functor can be seen as the algebraic counterpart of the construction of Lie algebroid from a Lie groupoid. Analysing the case of split Hopf algebroids we will come across a construction described in [DG] for affine group k-scheme actions.
5.1. Derivations with coefficients in modules. Next we fix a commutative Hopf algebroid (A, H). All modules over H are right H-modules and with central action, that is, the left action is the same as the right action, in the sense that m.u = u m, for every u ∈ H and m ∈ M a right H-module. Let us denote by Mod H the category of H-modules and their morphisms. When we restrict to A via the unit map η, we will denote by M s and M t the distinguished A-modules resulting from M H . In particular, for H H this means that we are considering H s as an A-algebra via the source map s, while H t is an A-algebra via the target map t. (p(a) ). We define the following right H-module
with H-action given by (δv)(u) = δ(u).v for all u, v ∈ H, δ ∈ Der A (H p , M ϕ ).
Remark 5.2. Notice that the condition δ ∈ Hom A H p , M ϕp in the definition of Der A (H p , M ϕ ) in Definition 5.1 means that δ(up(a)) = δ(u).ϕ(p(a)) for all a ∈ A, u ∈ H. Moreover, since the condition δ(uv) = δ(u) · v + δ(v) · u for all u, v ∈ H implies that δ(1 H ) = 0, we have that δ(p(a)) = δ(1 H ).ϕ(p(a)) = 0 for all a ∈ A, whence δ • p = 0.
As a matter of notation, if we have p : A → H an algebra map, f : H t → H p and g : H s → H p two A-algebra maps and δ : H s → M p and λ : H t → M p two A-linear morphisms, then we will set
for every u ∈ H. Notice that the compatibility conditions with A are needed to have that every * -product above is well-defined. 
Proof. The proof is simply a matter of checking that the assignments are well-defined and H-linear. Let us do it for the upper left one and leave the others to the reader. By definition (56) we have that (δ * ψ)(u) = δ(u 1 ).ψ(u 2 ) for all u ∈ H. For every a ∈ A, u, v ∈ H we may compute directly
and this concludes the required checks.
Remark 5.4. Notice that the latter morphism in (57) is a particular instance of a more general result, claiming that for A-algebras p : A → H and q : A → K every A-algebra morphism φ :
Corollary 5.5. Let M be an H-module. For every p, q ∈ {s, t}, we set:
Then we have the following isomorphisms of H-modules
Let us denote by I := Ker (ε) the augmentation ideal of H. For every p ∈ {s, t}, we have that u−p(ε(u)) ∈ I for all u ∈ H and hence
in I/I 2 for all v ∈ H. We can define the surjective map associated to I
which enjoys the following properties.
Lemma 5.6. Consider I/I 2 as an H-module via (60). Then, for every p ∈ {s, t} and u, v ∈ H, the map π p satisfies:
Moreover, the maps
are well-defined left and right A-module morphisms, respectively.
Proof. The properties (62) follow easily by the definition of π p . Concerning (63), we have 
It is now clear that Der

. Given p, q, r ∈ {s, t} with p q and M is an H-module. Then there is a natural isomorphism
Proof. First note that ε ∈ Hom A H p , A so that it makes sense to consider the following diagram.
Let us check that it is a coequalizer of A-modules. Let N be an A-module and let
On the other hand, by Lemma 5.6, the map π p coequalizes the parallel pair in the diagram above. Thus (66) is a coequalizer as claimed. Now, for N = M q it is clear that the maps δ ∈ Hom A H p , N coequalizing the parallel pair in (66) are exactly the elements in Der A (H p , M q ) so that they bijectively correspond to the elements in Hom A I I 2 p , M q by the universal property of the coequalizer. This correspondence is clearly H-linear and natural in M.
5.2.
The Kähler module of a Hopf algebroid. Next, we investigate the Kähler module of H and construct the universal derivation. The linear dual of this module with values in the base algebra, will have a structure of Lie-Rinehart algebra. This construction can be seen as the algebraic counterpart of the geometric construction of a Lie algebroid from a given Lie groupoid (11) . In case the Hopf algebroid we start with is a split one, then we show that this construction already appeared in the setting of affine group k-scheme actions [DG] , see also Appendix B for more details.
Keep the above notations. For instance, the underlying A-modules of the H-module (I/I 2 ) are denoted by I/I 2 p = p I/I 2 , for every p ∈ {s, t}.
Proposition 5.8. For a Hopf algebroid (A, H) and a H-module M, there is a natural isomorphism
Proof. It follows from Corollary 5.5, Lemma 5.7 and the usual hom-tensor adjunction. 
where ψ s is the morphism of Eq. (64) and now becomes the universal derivation.
(11) In Appendix A.3 we will review the latter construction, from a slightly different point of view. 
where End H (H) denotes the endomorphism ring of the left H-comodule ( s H, ∆). It is, in fact, an A-ring via the ring map
As a consequence, there exists a unique A-ring structure on * H such that θ becomes an A-ring homomorphism and it is explicitly given by
Remark 5.11. Let us make the following observations.
(1) Notice that the * H of equation (70) is not the convolution algebra of the A-coring s H t as defined in (6), but it is its opposite.
(2) The A-bimodule structure on * H is explicitly given, for all a, b ∈ A, u ∈ H, by 
However, this turns out to be isomorphic as an A-ring to * H via * H → H * , ( f → f • S) in light of (2) of Remark 2.1. Indeed, for all f, g ∈ * H, u ∈ H we have ε(S(u)) = ε(u) and
In this direction, notice that Der k s (H, H) admits a Lie k-algebra structure given by the commutator bracket. We can consider the (left) A-submodule of End H (H) defined by
which inherits form Der k s (H, H) a Lie k-algebra structure. From now on, we will denote by A ε the H-module with underlying A-module A and action via the algebra map ε. Notice that (with the conventions introduced at the beginning of §5.1) A s = A t = A, since we know that ε • s = ε • t = id. Thus, there is only one A-module structure on Der k s (H, A ε ), given by 
Moreover, Der k s (H, A ε ) admits a structure of Lie k-algebra with bracket
which turns θ ′ into an isomorphism of Lie k-algebras and this structure can be transferred to * I I 2 in a unique way making * (π s ) an inclusion of Lie k-algebras.
Proof.
On the other hand, given δ ∈ Der k s (H, A ε ), for every a ∈ A and u, v ∈ H, we have
H, H). It is now clear that θ induces an isomorphism
making the right square diagram in the statement commutative. Since θ(δ * δ 
Proof. The map ω is clearly a well-defined A-linear map. Let us check that its also a Lie k-algebra map. Take δ, δ ′ ∈ Der k s (H, A ε ) and an element a ∈ A, then
We still have to show that ω satisfies equation (22). So take a ∈ A and δ, δ ′ as above. Then, for any element u ∈ H, we have,
′ and the proof is complete.
Remark 5.14. One can perform another construction of a Lie-Rinehart algebra from a given Hopf algebroid (A, H) by interchanging s with t, however, the result will be the same up to a canonical isomorphism. In fact, by resorting to (2) of Remark 2.1, Corollary 5.5 and (3) of Remark 5.11, one may prove that there is an isomorphism of Lie-Rinehart algebras
where the latter is a Lie-Rinehart algebra with anchor map ω ′ := Der k t (s, A ε ).
Example 5.15. Let (H, m, u, ∆, ε, S ) be a commutative Hopf k-algebra and let (A, µ, η, ρ) be a left Hcomodule commutative algebra, that is: an algebra in the monoidal category of left H-comodules which is commutative as k-algebra. By the left-hand version of (2) in Example 2.2, we know that H := H ⊗ A is a split Hopf algebroid with its canonical algebra structure (i.e., (x ⊗ a)(y ⊗ b) = xy ⊗ ab) and
Notice that tensoring by A over k induces an anti-homomorphism of Lie algebras
Consider now the composition
where ω(δ) := Der k t (s, A ε H )(δ) = δ • s is the anchor map of the Lie-Rinehart algebra Der k t (H, A ε H ). For every δ ∈ Der k (H, k ε ), it follows by a direct check that for all a ∈ A ω (τ(δ)) (a) = τ(δ) (a −1 ⊗ a 0 ) = δ(a −1 )a 0 .
Let us see now that the anti-homomorphism of Lie algebras of Equation (76) already appeared in [DG] in geometric terms. To this aim, notice that H and A give rise to an affine k-group G := CAlg k (H, −) and an affine k-scheme X := CAlg k (A, −), respectively. Hence the map in (76) becomes the anti-homomorphism of Lie algebras Lie(G)(k) → Der k (O k (X)) (see [DG, Proposition II.4.4.4, page 212] ). For the sake of completeness, we include such a construction in §B of the Appendix and we show that these two antihomomorphisms of Lie algebras are essentially the same. What we just showed is that the map (76) descends from the anchor map of the Lie-Rinehart algebra Der k t (H, A ε H ) of (A, H).
5.3.
The differential functor and base change. Below we show that the construction performed in Proposition 5.13 is functorial. We also discuss the compatibility of this construction with the base ring change.
Proposition 5.16. Fix a commutative algebra A. Then the correspondence
establishes a contravariant functor form the category of commutative Hopf algebroids with base algebra A to the category of Lie-Rinehart algebras over A.
Proof. Let φ : H → K be a morphism in CHAlgd A . We need to check that the map
is a morphism of Lie-Rinehart algebras. This map is clearly an A-linear and a Lie algebra morphism. Thus, we only need to check that it is compatible with the anchor, which is immediate as the following argument shows. For a ∈ A and δ ∈ L (H), we have ω(
The functor L will be referred to as the differential functor. Notice that since the notion of a morphism of Lie-Rinehart algebras over different algebras is not always possible (mainly due to the problem of connecting Der k (A) and Der k (B) in a natural way), the differential functor cannot be defined on maps of Hopf algebroids with different base algebras. Let us analyse closely this situation.
Let (φ 0 , φ 1 ) : (A, H) → (B, K) be morphism of Hopf algebroids and consider the associated extended morphism of Hopf algebroids (id, φ) : In what follows, by abuse of notation, we will denote by * f the pre-composition with a morphism f , i.e., the map g → g • f . The domain and codomain of this map will be clear from the context. Similarly we will use the notation * f for g → f • g. In this way, we have the following linear maps :
as above. Then we have a commutative diagram of A-modules
where the right-hand side square is cartesian. Moreover * φ is a map of Lie-Rinehart algebras.
Proof. We only show that the square is cartesian. Define τ :
• * τ and the square commutes. Hence we have the diagonal map
Let us check that this map is invertible.
. Thus the map ( * κ, * τ) is injective. It is also surjective as any pair (δ 1 , δ 2 ) in its codomain is image of
This is a well-defined map thanks to the equality * t(δ 1 ) = * (φ 0 )(δ 2 ). Furthermore, it is clear that δ • s = 0 and one shows that δ is a derivation as follows. For every b, b ′ , c, c ′ ∈ B and u, v ∈ H, we have 
ε ) completes the diagram but it is not clear which kind of morphism it is.
Integration in Lie algebroids framework
In this section we construct functors from the category of Lie-Rinehart algebras to the category of commutative Hopf algebroids over a fixed commutative base algebra A. These functors are termed the integration functors. There are in fact two ways of constructing the integration functor depending on which dual we are using, that is, depending on which contravariant functors we will use: (−)
• or (−)
• . Nevertheless, as we will see in the forthcoming section, the first one will lead (under some condition on the base algebra) to an adjunction only when restricted to Galois Hopf algebroids while the second one gives an adjunction to the whole category of commutative Hopf algebroids.
Lemma 6.1. Let A be a commutative algebra. Then there are contravariant functors
Proof. V A is the functor of Remark 2.6, (−)
• are those of Proposition 3.6 and Theorem 4.14 respectively andζ is the natural transformation of Example 4.3.
Let (A, L) be a Lie-Rinehart algebra and consider its universal enveloping Hopf algebroid (A, V A (L)). Attached to this datum, there are then two commutative Hopf algebroids (A, V A (L)
• ) and (A, V A (L) • ) and one can apply the differentiation functor to these objects and obtain other two Lie-Rinehart algebras. In fact there is a commutative diagram:
y y of morphisms of Lie-Rinehart algebras, where Θ and Θ ′ are natural transformations explicitly given in Appendix A.2. The following is a corollary of Theorem 4.12.
Proposition 6.2. Assume that ∇ of Lemma 6.1 is a monomorphism of corings on every component. Then,
Hom CHAlgd A (H, ∇ L ) : Hom CHAlgd A (H, I (L)) → Hom CHAlgd A (H, I ′ (L))
is a bijection for every commutative Hopf algebroid (A, H) such that can H is a split epimorphism of Acorings and for every Lie-Rinehart algebra (A, L).
, the equivalent conditions of Theorem 4.12 hold. In particular, Coring A (H, ∇ L ) is bijective and hence
Since (A, H) is a commutative Hopf algebroid, its multiplication m H : H ⊗ H → H factors through a A-bilinear morphismm H : H ⊙ H → H and since ∆ H and ε H are algebra morphisms we get thatm H is a morphism of corings. Analogously, alsom I (L) is a morphism of corings. Since f is a morphism of corings as well, it induces a coring map f ⊙ f : H ⊙ H → I (L) ⊙ I (L), where ⊙ is recalled in Remark 1.4. From the following computation
• η I (L) and since η H and η I (L) are morphisms of corings we get as above that f
Finally, since S H : H cop → H, where H cop has the structure as in (7), is easily checked to be a morphism of corings, from the following computation
We have so proved that f is a morphism of commutative Hopf algebroids and hence that Hom CHAlgd A (H, ∇ L ) is surjective as well.
We give now a criterion for the existence of a morphism (A, L) → (A, L (H)) of Lie-Rinehart algebra.
Lemma 6.3. Let (A, L) be a Lie-Rinehart algebra and (A, H) a commutative Hopf algebroid. Assume that there is a morphism
σ : L → L (H) = Der k s (H, A ε H ) of Lie-Rinehart algebras. The map σ : V A (L) → * H given by σ • ι A (a) = aε H , for every a ∈ A, and σ • ι L (X) = − σ(X), for every X ∈ L,
is an A-ring map which satisfy the equalities of equation (54).
That is, for all a, b ∈ A, u ∈ V A (L) and x, y ∈ H, we have
Proof. Define φ A : A → * H sending a to the map aε H and φ L : L → * H which sends X to − σ(X). By the universal property of V A (L) there exists a unique algebra morphism σ :
Since φ A gives the A-ring structure of * H, we have that σ is an A-ring map. Notice that
for all u ∈ V A (L), x ∈ H, a ∈ A. Let us check that σ fulfils (54). To this aim, let us denote by B the subset of the elements u ∈ V A (L) such that relations (54) hold for all a, b ∈ A and x, y ∈ H. By means of (79) it is straightforward to check that 
Then there is a bijective correspondence between the following sets of data:
Since ι L is right A-linear Lie algebra map and h is an A-ring morphism, we get that h is a right A-linear Lie algebra map, more precisely h(aX) = h(X)a (since we are taking L as a left A-module). Moreover, by Proposition 5.13
Conversely, starting with
. By applying Lemma 6.3, we know that there is an A-ring map h : V A (L) → * H as in a). The bijectivity of the correspondence between the set of maps as in a) and those of b), is easily checked.
Remark 6.5. Let (A, H) be a Hopf algebroid and consider the canonical map g : V A (L (H)) → * H, which corresponds by Lemma 6.4 to −id L (H ) (in the above notation this means that g = −id L (H ) ). By Lemma 5.12, we have an algebra morphism h := θ • g : V A (L (H)) → End k (H). Let us consider the canonical injective maps
of algebras and Lie algebras, respectively. Denote by V the sub k-algebra of End k (H) generated by the images of i A and i L (H ) . The isomorphism stated in Lemma 5.12 shows that V is the subalgebra of the algebra of differential operators of H generated by A and the derivations of H which are right H-colinear and kill the source map. Clearly the maps i A and i L (H ) satisfy the equalities of equation (24)
is the unique morphism arising from the universal property of the enveloping algebroid and, as a consequence, we have that it factors through the inclusion V ⊂ End k (H). In contrast with the classical case of Lie k-algebras (k is of characteristic zero), it is not clear here if the map h is injective or not. Nevertheless, we believe that the first step in studying the problem of integrating a Lie-Rinehart algebra passes through the analysis of the A-algebra map h.
Differentiation as a right adjoint functor of the integration functor
Now that we collected all the required constructions and notions, we can extend the duality between commutative Hopf algebras and Lie algebras given by the differential functor to the framework of commutative Hopf algebroids, as we claimed at the very beginning of §3. 
Theorem 7.1. Let us keep the notations of Lemma 6.1. There is a natural isomorphism
Hom CHAlgd A (H, I ′ (L)) G G Hom LieRin A (L, L (H)) ,
for any commutative Hopf algebroid (A, H) and Lie-Rinehart algebra (A, L). That is, the integration functor I
• , we have by Lemmas 4.16 and 6.4, the following Lie-Rinehart algebra
As it was shown in those Lemmas, this is a bijective correspondence, which is clearly a natural morphism.
Notice that, by Theorem 7.1, we always have the map
induced by the natural transformation ∇ =ζV A of Lemma 6.1. Under some additional hypotheses, this becomes an isomorphism as well.
Theorem 7.2. Let A be a commutative algebra for which the map ζ R of equation (36) is injective for every A-ring R (e.g., A is a Dedekind domain). Then there is a natural isomorphism
Hom GCHAlgd A (H, I (L)) G G Hom LieRin A (L, L (H)) ,
for any commutative Galois Hopf algebroid (A, H) and Lie-Rinehart algebra (A, L). That is, the integration functor
Proof. First of all, in light of Remark 3.8 we know that I (L) is a commutative Galois Hopf algebroid, whence the statement makes sense. Moreover, since GCHAlgd A is a full subcategory of CHAlgd A , we have Hom GCHAlgd A (H, I (L)) = Hom CHAlgd A (H, I (L)). In light of Proposition 6.2, the injectivity of ζ V A (L) implies that Hom CHAlgd A (H, ∇ L ) is bijective and hence, by Theorem 7.1, (81) is a bijection as well. Remark 7.3. Observe that in Theorem 7.2 we may replace the category GCHAlgd A with the subcategory of CHAlgd A of all those commutative Hopf algebroids whose canonical map is a split epimorphism of corings, once noticed that
• is always in this category because can • R(χ) = id R • for every R. In addition, the injectivity of ζ R for every A-ring R can be replaced by asking thatζ is either injective or a monomorphism of corings on every component. Notice also that these requirements onζ implies that χ is an isomorphism in view Theorem 4.12. Hence, by the foregoing, can is invertible and so R
• is a Galois coring for every R.
When we restrict to the category of commutative Hopf algebras, that is, assuming that A is the base field k (the source is equal the target in such a case, since all Hopf algebroids are over k), we have the following well-known adjunction (recall from Remark 4.15 (3) that I = I ′ ).
Corollary 7.4. There is a natural isomorphism Hom CHAlg
, for any commutative Hopf algebra H and Lie algebra L. That is, the integration functor I :
Separable morphisms of Hopf algebroids
We conclude the theoretical part of the paper by finding equivalent conditions to the surjectivity of the morphism
Inspired by [Ab, Theorem 4.3 .12], we also suggest a definition of separable morphism between commutative Hopf algebroids based on this characterization.
Let ( 
Note that the morphism φ⊗
Proof. To prove the equivalence between (a) and (b), observe that Q(φ) is a split-monomorphism of Amodules if and only if * (Q(φ)) :
is a split-epimorphism of A-modules. However, as Q(K) is finitely generated and projective, * (Q(K)) is finitely generated and projective as well and hence requiring that * (Q(φ)) splits is superfluous. By Lemma 5.12, the map 
The undashed vertical arrow is the map m ⊗ A f → q → mt f (q) which is invertible because Q(H) is finitely generated and projective. As a result we get the dashed vertical isomorphism ς H given by m ⊗ A δ → [u → mu 1 tδ(u 2 )] which is clearly H-linear (with respect to the action of H on M) and natural in H. This naturality implies that Der k s (φ, M) is an epimorphisms whenever L φ is. To show the implication from (d) to (b), notice that the above naturality implies in particular that H ⊗ A L φ is an epimorphism of A-modules. Now since L φ can be recovered from H ⊗ A L φ by applying the functor A ⊗ H −, it is an epimorphism as well. Finally, observe that the map in (e) can be easily identified with
and analogously for H. Now it is clear that (a) implies (e) and the other implication follows by applying the functor A ⊗ H −, and this finishes the proof. Remark 8.3. Assume that H and K are ordinary commutative Hopf algebras over A = k and also integral domains such that G := CAlg k (H, k) and E := CAlg k (K, k) are connected affine algebraic k-groups. Notice that any one of these algebras is smooth and then both Q(H) and Q(K) are finite-dimensional k-vector spaces. Let ϕ := CAlg k (φ, k) : G → E. By resorting to the notation of [Ab, 3 .1], we have that dϕ = L φ . Therefore, in view of [Ab, Theorem 4.3.12] , the separability of the morphism ϕ can be rephrased at the level of commutative Hopf algebroids by requiring that the morphism φ satisfies the equivalent conditions of Theorem 8.2. In this way, a morphism of commutative Hopf algebroids with smooth total algebras may be called a separable morphism when it satisfies one of the equivalent conditions of Theorem 8.2.
Some applications and examples
This section illustrate some of our theoretical construction elaborated in the previous sections.
9.1. The isotropy Lie algebra as the Lie algebra of the isotropy Hopf algebra. In analogy with the Lie groupoid theory, we will show here that the isotropy Lie algebra of the Lie-Rinehart algebra of a given Hopf algebroid coincides, up to a canonical isomorphism, with the Lie algebra of the isotropy Hopf algebra.
Let (A, H) be a commutative Hopf algebroid whose character groupoid is not empty. This amounts to the assumption A(k) = CAlg k (A, k) ∅, that is, CAlg k (A, −) admits k-points. Take a point x ∈ A(k), and consider the isotropy Hopf k-algebra (k, H x ) at the point x. By definition, see [EL, Definition 5 .1] and [EG2, Example 1.3.5], H x = k x ⊗ A H ⊗ A k x is the base extension Hopf algebroid of (A, H) along the algebra map x : A → k (the notation k x means that we are considering k as an A-algebra via x). The Lie algebra of the commutative Hopf algebra (k, H x ) is by definition the k-vector space Der k (H x , k xε ).
On the other hand, for a given point x ∈ A(k), we set
These are vectors in the fibre X (k) x of the vector bundle X (k) at the point x, which are killed by the anchor (75); in the notation of Appendix A.1 and equation (92), this is the vector space X ℓ (k) x . The 
(ii) there is an isomorphism of Lie algebras given by
(ii). The map ∇ is a well-defined k-linear morphism, since any vector in L (H) x is an A-linear map with respect to both source and target. The inverse of ∇ sends any derivation γ ∈ L (H x ) to the derivation γπ x , where π x : H → H x is the canonical algebra map sending u → 1 kx ⊗ A u ⊗ A 1 kx . Now, it is easy to check that the bracket of L (H x ) induces the one in (i) via ∇.
9.2. The Lie-Rinehart algebra of Malgrange's Hopf algebroids. In this final subsection we compute the Lie-Rinehart algebras of some Hopf algebroids which arise from differential Galois theory over differential Noetherian algebras. Inspired by [Mal1, Mal2] , [MoUm] and [Um] , some of these Hopf algebroids were introduced and described in [EG2] . We also construct a morphism from the Lie-Rinehart algebra of one those Hopf algebroids, to the one arising from the global smooth sections of the Lie algebroid of the invertible jets groupoid attached to this Hopf algebroid. Let us consider the polynomial complex algebra A = C[X] and {x 0 , y n | n ∈ N} a set of indeterminates. For a given element p ∈ A, we denote by ∂p its derivative, where ∂ := ∂/∂X is the differential of A. Consider the Hopf algebroid (A, H) over C, where
is the polynomial C-algebra, and where the structure maps are given as follows. The source and the target are given by:
The comultiplication is:
(see [EG2] for the symbols in the sum). Thus, for n = 1, 2, 3, 4, the image by ∆ of the variables y n 's reads as follows:
Lastly the counit is given by: 
and the bracket is defined as follows. For sequences a and b as above, the sequence [a, b] is given by:
, then δ is entirely determined by the sequence of polynomials (δ(x 0 ), δ(y 0 ), δ(y 1 ), .....). Since we know that δ(x 0 ) = 0, we have a sequence (δ(y 0 ), δ(y 1 ), δ(y 2 ), .....) ∈ A N Namely, we know that any such δ satisfies the following equalities:
The last equality gives us the anchor map. Now, for the bracket we need to involve the comutiplication of equation (85) and the formula of equation (74). For lower cases, that is, for n = 1, 2, one uses directly these formulae. As for n ≥ 3, one should observe, using equations (87), that when applying the rule (74) to the comultiplication (85), the only terms which survive in the sum are the summands corresponding the following n-tuples
which give the summands claimed in the bracket a, b n .
The C-algebra H is in fact a differential algebra, whose differential is given by:
Thus, we have
A Malgrange's Hopf algebroid over C with base A is a Hopf algebroid of the form (A, H/I), where I is a Hopf ideal which is also a differential ideal (i.e., δ(I) ⊆ I). For instance, the ideal I = y n n≥2 , is clearly a differential ideal and H/I C[x, y, z ±1 ], which is a Hopf algebroid with base A and grouplike elements z ±1 . It can be identified with the polynomial algebra (A ⊗ C A) [z ±1 ], whose presheaf of groupoids is the induced groupoid of the multiplicative group by the affine line (see [EL] for this general construction).
The following corollary is immediate. For instance, by Proposition 9.2, we have that L (H/I) = A × A, where I = y n n≥2 , is the Lie-Rinehart algebra with anchor (a 0 , a 1 ) → (p → a 0 ∂p) and the bracket is given by
Remark 9.4. The Hopf algebroid (A, H) is the a direct limit of the Hopf algebroids (A, H r ), r ∈ N, where H r is the subalgebra of H generated up to the variable y r , that is, we have H = lim − − → H r . Applying the differentiation functor L , we obtain a projective limit of Lie-Rinehart algebras
In the remainder of this subsection we will relate the Lie-Rinehart algebra of (A, H) and the Lie-Rinehart algebra of the (polynomial) global sections of the Lie-groupoid attached to the varieties associated to the pair of algebras (A, H). To this end, consider the invertible jet groupoid attached to (A, H) . This, by definition [Mal2] , is the Lie groupoid (J * (A 
N with y 1 0. In other words, this groupoid is the character groupoid of the Hopf algebroid (A, H), see [EL] for this definition. Denote by E the Lie algebroid of this Lie groupoid (see Appendix A.3) below). Then, one can show that there is a morphism L (H) → Γ(E) of Lie-Rinehart algebras, where Γ(E) is the A-module of global sections of the Lie algebroid E. This claim will be achieved in the forthcoming steps. First let us denote by
the structure maps of this groupoid, where the source and the target are, respectively, the first and second projections, and the identity map coincides with the map x → (x, x, 1, 0, · · · ), see [Mal2] . Here we are considering H(C) and A(C) as algebraic varieties whose ring of polynomial functions coincide with H and A, respectively. In this way the elements of H and A are considered as polynomial functions from H(C) and A(C) to C, respectively. We know that the fibers of E are of the form Ker (T x s * ), for x ∈ A 1 C . Specifically, given a point x ∈ A 1 C , we identify it with the associated algebra map x : A → C sending X → x. In this way, the notation C x stands for C considered as an extension algebra of A via x, and the identity arrow of the object x is ε * (x) = xε : H → C. The same notations will be employed for J * (A 1 C ). Now, for any point x ∈ A 1 C , a derivation d in the vector space Ker (T x s * ), is nothing but an element d ∈ Der C (H, C ε * (x) ) such that ds = 0. Therefore, we have the following identifications of vector spaces:
C , where the X (C) x 's are the fibers of the presheaf of equation (92) at the base field C. This gives us the identification of vector bundles E = X (C).
On the other hand, any (polynomial) section of the vector bundle X (C) can be extended "uniquely", as follows, to a (polynomial) section of the vector bundle ∪ g ∈ H (C) Der s C (H, C g ). This extension is the same as the one given in Proposition A.3 of the Appendix. Take a section {δ x } x ∈ A 1 C of X (C) (13) , we set
These are called left invariant sections tangent to the fiber of s. For a fixed polynomial function u ∈ H, we have a polynomial function δ − (u) :
, which we identify with its image in H. This function satisfies the following equalities (14) :
for every a ∈ A, u ∈ H and x ∈ A 1 C . Furthermore, there is a derivation of H, defined by u → δ − (u). Namely, for every point g ∈ H(C) and two polynomial functions u, v ∈ H, we have
(90) Next, we describe the anchor map and the bracket of Γ(E). Given a section δ ∈ Γ(E), its anchor at a given polynomial a ∈ A, is defined as the polynomial function ω(δ)(a) : A 1 C → C sending x → δ x (t(a)). As for the bracket, taking two sections δ, γ, we set the section
(13) Here, we are assuming that, for every u ∈ H, the function x → δ x (u) is polynomial, where x ∈ A 1 C , or equivalently, each of the functions x → δ x (x 0 ), δ x (y 0 ), δ x (y 1 ), · · · , δ x (y n ), · · · , is polynomial. (14) For the sake of clearness, aδ :
It is not hard now to check that this bracket endows Γ(E) with a structure of Lie algebra and it is compatible with the anchor map, that is, satisfies equation (22). This completes the Lie-Rinehart algebra structure of Γ(X (C)) = Γ(E).
The desired morphism of Lie-Rinehart algebras L (H) → Γ(E), is now deduced as follows. Using the isomorphism of Proposition A.4 in conjunction with the canonical map
Remark 9.5. Given (A, H) as above we already observed that the fibers of E are of the form Ker (T x s * ) = Der s C (H, C xε ), for x ∈ A 1 C . As explained in Remark A.1, we can consider in the category of augmented algebras the following cokernel
where A has augmentation x, while H has augmentation x•ε. Note that, by construction,
By the remark quoted above we get an isomorphism of vector spaces
where ε x : H (x) → C is the unique algebra map such that ε x • π (x) = x • ε. Since we know that
H is the coordinate algebra of the subvariety H(C) x known as the left star of the point x in the groupoid H(C). Furthermore, the morphism of Hopf algebroids π x : H → H x , where (C, H x ) is, as in subsection 9.1, the isotropy Hopf algebra of H at the point x, factors throughout the morphism π (x) , leading to a morphism of augmented C-algebras 15) . Applying the derivations functor Der C (−, C) to this latter morphism gives rise to the canonical injection of Lie algebras
Notice that all these observations are valid for any Hopf algebroid (A, H) over k such that A(k) ∅.
Appendix A. The functorial approach, the units of the adjunctions and Lie groupoids.
In this section we provide an alternative construction of the differential functor L constructed in §5.3. This is done by mimicking the differential calculus on affine group schemes [DG, II §4] parallel to the construction of a Lie algebroid from a Lie groupoid. Moreover, we provide an alternative (direct) construction of the unit of the adjunction in Theorem 7.2. Finally, we revisit also the construction of the Lie algebroid of a Lie groupoid under an algebraic point of view.
The following remark will be used all along the appendices.
Remark A.1. Recall that the category Alg + k of augmented algebras has as objects pairs (A, ε) where A is an algebra and ε : A → k is a distinguished algebra map, called augmentation, and as morphism algebra maps preserving the augmentation. Analogously, the category of coaugmented coalgebras Coalg + k has as objects pairs (C, g) where C is a coalgebra and g is a distinguished group-like element in C and as morphism coalgebra maps preserving the group-likes. The duality (−)
where g * : C * → k is the evaluation at g, and (A, ε)
• = (A • , ε). In addition, we have an adjunction between the category of vector spaces Vec k and Coalg + k
given by the functor P : Coalg
(15) This algebra maps is nothing but the canonical surjective map:
Note that composing the right adjoints we get P ((A, ε)
• ) = P(A • , ε) = Der k (A, k ε ). As a consequence, the functor Alg + k op → Vec k sending every (A, ε) to Der k (A, k ε ) is a right adjoint. In particular, it preserves kernels once observed that Alg + k has (k, id k ) as zero object. By the existence of this zero object, given a morphism of augmented k-algebras s : A 0 → A 1 we can consider in Alg
which is defined as the coequalizer of the pair (s, u 1 • ε 0 ) in the category of algebras with the induced augmentation. Here we denoted by ε i : A i → k the augmentations and by u i : k → A i the units. By the foregoing, we get the following kernel of vector spaces
Summing up, π * induces an isomorphism
A.1. The functorial approach to the differential functor. Let us introduce some useful notation. Given two algebras T and R we denote by T (R) := CAlg k (T, R) the set of all algebra maps from T to R, and by CAlg k the category of all commutative algebras. To any commutative Hopf algebroid (A, H) one associates the presheaf of groupoids H : CAlg k → Grpds assigning to an algebra R ∈ CAlg k the groupoid
whose structure is given as follows:
). Let us define the following functor:
where denotes the disjoint union of sets. For each R ∈ CAlg k , X (R) can be seen as a bundle (in the sense of [Hm, Definition 1.1, chapter 2]) of H-modules over H 0 (R) with canonical projection π R : X (R) → A(R) sending δ ∈ Der k s (H, R xε ) to x. Now, X is a functor as for any morphism f : R → T , the map X ( f ) : X (R) → X (T ) is fiberwise defined by composition with f . This makes π : X → H 0 a natural transformation.
Following [DG] , let us consider the trivial extension algebra R[ ] of a given algebra R, that is, 2 = 0 together with the canonical algebra injection i : R → R[ ], r → (r, 0). Denote by p : R[ ] → R the algebra projection to the first component and by p ′ : R[ ] → R the R-linear projection to the second component. Then we have a morphism of groupoids H (p) :
Clearly, any arrow γ ∈ D x (R) belongs to the kernel of
Furthermore, if we denote by γ := p ′ γ, then γ becomes a xε-derivation, in the sense that
for every u, v ∈ H. Each of the fibers D x (R) is as follows a k-vector space:
where the notation is the obvious one for diagonal morphisms. We have then constructed a functor
where for any morphism f :
is fiberwise defined by composition with ( f, f ). The functor D is naturally isomorphic to X . Namely, the isomorphism is fiberwise given by
Under this isomorphism, the elements of X (R), for a given algebra R, can be seen as arrows in the groupoid H (R[ ]), although, contrary to the classical situation, they only form a subcategory and not necessarily a subgroupoid. Let us show that the set X ℓ (R) of loops in the category X (R) is a groupoid-set in the following sense (for the definition of groupoid-set, see e.g. [EL] ).
An element δ ∈ X (R) belongs to X ℓ (R) provided that it satisfies also the equation δt = 0. Thus, δ is a xε-derivation which kills both source an target and we can write
(b) Both Γ(X ) and Γ(Y ) admit a structure of A-module given as follows:
for R in CAlg k , x ∈ H 0 (R), g ∈ H 1 (R) and for every τ ∈ Γ(X ), α ∈ Γ(Y ) and a ∈ A. (c) The following map
where R ∈ CAlg k and g ∈ H 1 (R), is a monomorphism of A-modules. Thus, any section of X extends uniquely to a section of Y .
Proof. Part (a) follows from naturality of τ. Part (b) is straightforward. As for part (c), let us first check that Σ is a well-defined map. Take τ ∈ Γ(X ), g ∈ H 1 (R) and set x = gt. By using the fact that τ R (x) is a derivation, one easily checks that
Then, for every g ∈ H 1 (R), we have that
) for every u ∈ H. Now, take an arbitrary x ′ ∈ H 0 (R) and set g = x ′ ε. Hence, for every u ∈ H, we obtain
Therefore τ = τ ′ and Σ is injective. The fact that Σ is A-linear is immediate and this finishes the proof.
Proposition A.4. Let (A, H) be a Hopf algebroid with associated presheaf H and consider the bundle (X , π) as given in (92). Then we have a bijection
In particular, the A-module of global sections Γ(X ) admits a unique structure of Lie-Rinehart algebra in such a way that ∇ becomes an isomorphism of Lie-Rinehart algebras. Explicitly, for any R ∈ CAlg k the bracket [τ, τ ′ ] R : H 0 (R) → X (R) and the anchor ω ′ are respectively given by
Proof. In light of Yoneda's Lemma, we have a bijection ∇ : Nat (H 0 , X ) X (A) sending every natural transformation η ∈ Nat (H 0 , X ) to ∇(η) := η A (id A ). It turns out that this bijection restricts to ∇ :
. This induces on Γ(X ) the given Lie-Rinehart algebra structure since for τ, σ ∈ Γ(X ), R ∈ CAlg k , x ∈ H 0 (R), a ∈ A and u ∈ H we have
This concludes the proof.
Remark A.5. By mimicking Proposition A.4, we get a bijection
, induced by ∇ of the same proposition, where Γ(X ℓ ) is the A-module of global sections of the bundle X ℓ and Der k s, t (H, A ε ) is the A-module of k-algebra derivations δ : H → A ε such that δs = δt = 0, which in turns is the kernel of the anchor map given in equation (75) 
Remark A.6. Note that the isomorphism ∇ of Proposition A.4 can be adapted to get an isomorphism
. Via these isomorphisms, one can see that the morphism Σ from Proposition A.3 corresponds to a morphism Der k s (H, A ε ) → Der k s (H, H), whose corestriction to its image is θ ′ of Lemma 5.12. This makes also clear why Σ is injective.
A.2. Units of the adjunction between differentiation and integration. We give here an explicit description of the unit and counit of the adjunction proved in §7.
of Lie-Rinehart algebras. Moreover, this morphism factors as follows and leads to
L is the map which corresponds, by using the bijection of Lemma 6.4, to the A-ring morphism
Proof. By Lemma 6.4, Θ 
Now, consider (A, H) a commutative Hopf algebroid and let V A (L (H)) be the universal algebroid of the Lie-Rinehart algebra (A, L (H)) of derivations of H. Take an object (V, ̺ V ) in the full subcategory A H (that is, a right H-comodule such that V A is finitely generated and projective (17) ), then we have a map 
which commutes with the fibers functor, and so we obtain
a morphism of commutative Hopf algebroids. Furthermore, there is a natural transformation
• whenever H is a Galois Hopf algebroid.
(16) Here s − t stands for the Hopf ideal generated by the set {s(a) − t(a)} a ∈ A . Moreover the Hopf A-algebra H ℓ is considered as a Hopf algebroid with base algebra A with source equal to the target.
(17) Actually this assumption is not needed for the next construction.
Proof. Let us check first that λ := λ V is an anti-Lie algebra map. So take v ∈ V and δ, δ ′ ∈ L (H). We compute on the one hand:
and on the other hand, 
shows that the action on ∇(V ⊗ A W) coincides with the diagonal one. The identity object A has the action λ A : L (H) → End k (A) op given by λ(δ)(a) = −a (0) δ(a (1) ) = −δ(t(a)). Therefore λ A = −ω, the anchor described in Proposition 5.13. The rest of the proof of the first statement follows from the construction performed in §3.1.
Lastly, the naturality of Ω is proved as follows. Given a morphism φ : H → H ′ of Galois Hopf algebroids, then on the one hand we have a commutative diagram
Putting together the two diagrams leads to the naturality of Ω and it finishes the proof.
A.3. The Lie-Rinehart algebra of a Lie groupoid. Revisited. Here we provide an algebraic approach to the construction of a Lie algebroid, or Lie-Rinehart algebra, from a given Lie groupoid. This approach unifies in fact the definition given in [Mac, §3.5 ] and the one in [Ca] . We also discuss the injectivity of the unit of the adjunction between integration and differentiation functors, see Appendix A.2.
We will employ the following notations. Consider a diagram of commutative R-algebras
where R denotes the field of real numbers. As usual, we denote 
see [N, §9.38] . Let us consider a Lie groupoid
where G 1 is assumed to be a connected smooth real manifold and s, t are surjective submersions. This leads to a diagram of (geometric [N, Definition 3.7] ) smooth real algebras
The left star of a point x ∈ G 0 is by definition the (sub)-manifold G x = {g ∈ G 1 | s(g) = x} of G 1 , and denote by τ x : G x ֒→ G 1 the corresponding embedding. Notice that we have a disjoint union G 1 = ⊎ x ∈ G 0 G x . For an object x ∈ G 0 , we have the following surjective R-linear map: T x s : T ι(x) G 1 → T x G 0 , so we can set E x := Ker (T x s) and then consider the vector bundle E = ∪ x ∈ G 0 E x . Each fiber E x is then identified with R-vector space Der s * R (C ∞ (G 1 ), R ι(x) ), thus, E x = Der s * R (C ∞ (G 1 ), R ι(x) ). There is another vector bundle F whose fibers at a point x ∈ G 0 is given by the R-vector space
Lemma A.9. We have an isomorphism of R-vector spaces
induced by τ *
Proof. Recall that, by hypothesis, s : G 1 → G 0 is a surjective submersion. In particular, in light of [Le, Corollary 5 .14] for example, G x = s −1 (x) is a closed embedded submanifold of G 1 with local (in fact, global) defining map s itself. Thus, as a consequence of [Le, Proposition 5.38] , for any h ∈ G x we have that T h G x = Ker T h s : T h G 1 → T s(h) G 0 . In particular, Der R (C ∞ (G x ), R ι(x) ) = T ι(x) G x = Ker T ι(x) s : T ι(x) G 1 → T sι(x) G 0 , where the second identification is given through the inclusion T ι(x) τ x : T ι(x) G x → T ι(x) G 1 induced by τ x .
As a consequence we get an isomorphism of vector bundles η : F → E and hence an isomorphism of C ∞ (G 0 )-module η := Γ(η) : Γ(F ) → Γ(E). There are two morphisms of C ∞ (G 0 )-modules:
and ω F := ω E • η. Recall that, by the foregoing, we can identify Γ (T G 0 ) with Der R (C ∞ (G 0 )). By means of this identification one can check that the morphism of vector bundles T t : E → T G 0 induced by the R-linear maps T x t : T ι(x) G 1 → T x G 0 is such that ω E = Γ(T t). Clearly, ω F = Γ(T t • η). Given an arrow g ∈ G 1 , we have the right multiplication action R g : G t(g) → G s(g) , h → hg (this, by the Lie groupoid structure of G, is a diffeomorphism). Now, fix an object x ∈ G 0 , a function q ∈ C ∞ (G x ) and a global section γ ∈ Γ(F ), then we have a smooth function 
where (aγ) x = a(x)γ x and (b
, h ∈ G x . In this way, for a given pair of sections (γ, γ ′ ) ∈ Γ(F ) × Γ(F ), we have the following smooth global section
Namely, since ι(x) ∈ G x , for two functions p, q ∈ C ∞ (G x ) we may compute
which shows that ([γ, γ ′ ] x ) x ∈ G 0 ∈ Γ(F ). Furthermore, for a given a ∈ C ∞ (G 0 ), we have
= γ x τ * x (t * (a))
, for every function q ∈ C ∞ (G x ). Thus, for every function a ∈ C ∞ (G 0 ), we have
as an equality in Γ(F ). This completes the structure of the Lie algebroid (F , G 0 ), and the structure of Lie-Rinehart algebra of (Γ(F ), C ∞ (G 0 )). This Lie algebroid is know in the literature as the Lie algebroid of the Lie groupoid G. Now, we come back to the vector bundle (E, G 0 ). We can endow it with a Lie algebroid structure via the isomorphism η. The bracket on Γ(E) is given by
and the anchor is the map ω E of equation (105). In fact, concerning the bracket we can compute
where ( * ) follows from the equality
With these structures, we get that η : Γ(F ) → Γ(E) is an isomorphism of Lie-Rinehart algebras, where η = Γ(η) and η is fiberwise given by equation (104).
Lastly, applying the differentiation functor of §5.3 and using the natural transformation of equation (101) together with the commutative diagram of equation (102), we obtain a commutative diagram of Lie-Rinehart algebras over A := C ∞ (G 0 )
V V
whose horizontal arrows are isomorphisms of Lie-Rinehart algebras.
Remark A.10. In the case of Lie groups, the map Θ of the diagram (107) is injective. In fact this map is injective for any finite-dimensional Lie algebra. Namely, taking a finite dimensional Lie k-algebra L, we have as in Proposition A.7, the map
• is the finite dual Hopf algebra of the universal enveloping algebra of L. Since, in light of [Mo, p. 157 
• is a dense in U k (L) * (here the topology is the linear one), U k (L) is a proper algebra in the sense of [Ab, page 78] , so Θ L is injective. Nevertheless it is not clear under which condition on L, the map Θ L is an isomorphism of Lie algebras. Now if G is a compact Lie group, then G CAlg R (R R (G), R), the character group of the commutative Hopf real algebra R R (G) of all representative smooth functions on G. The Lie algebra Lie(G) = L (R R (G)) = Der R (R R (G), R ε ) of G is then identified with the Lie algebra of the primitive elements Lie(G) Prim(R R (G)
• ) [Ab, §4, Section 3] of the finite dual R R (G)
• . Denote by τ : U R (Lie(G)) ֒→ R R (G)
• the canonical monomorphism of co-commutative Hopf algebras. Then, we know [Mi] that the map
factors through the inclusion R R (G) •• ⊆ (R R (G) • ) * . Therefore, the map Θ Lie(G) is a split monomorphism of Lie algebras, namely, with splitting map L (τ •( −)). In the case of compact Lie groupoid (i.e., G 0 is a compact smooth manifold and each of the isotropy Lie groups of G is compact), it would be interesting to study the injectivity of the map Θ either in the left hand or right hand triangle in diagram (107).
Appendix B. The factorization of the anchor map of the Lie-Rinehart algebra of a split Hopf algebroid
In this last appendix we show how the anti-homomorphism of Lie algebras Lie(G)(k) → Der k (O k (X)) of [DG, Proposition II.4.4.4, page 212] becomes the map of equation (76). We also give some specific cases of Example 5.15.
Recall that we have a commutative Hopf algebra H such that G = CAlg k (H, −) and a left H-comodule commutative algebra A such that X = CAlg k (A, −). The coaction ρ : A → H ⊗ A induces on X a Goperation CAlg k (H, R) × CAlg k (A, R) → CAlg k (A, R), in the sense of [DG, Définition II.1.3 .1], which is an instance of ( f, g ) and where the functor X ⊗ R : CAlg R → Sets is simply the restriction of X to CAlg R . The group Aut R (X ⊗ R) is the group of natural isomorphisms in Nat(X ⊗ R, X ⊗ R).
and it factors through τ(δ) : Z i, j ⊗ X k → δ(Z i, j )X k ∈ Der k t (H ⊗ A, A ε H⊗A ), for k = 1, 2. Notice that from Equation (112) we deduce that ̟ is injective and that ̟(δ) is uniquely determined by the 2 × 2 complex matrix M(δ) := m i, j with m i, j = δ(Z i, j ) for all i, j ∈ {1, 2}. Note that the latter assignment yields a bijective correspondence M : Der C (H, C ε ) → Mat 2 (C) which satisfies
Thus M is the well-known identification between the Lie algebra of the algebraic group GL 2 (C) and the general linear algebra gl 2 (C) = Mat 2 (C).
