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The Dynamic Hierarclvcal Model of 
Problem Solving 
CHAU HUNG WANG AND SHEUE LING HWANG 
Abstract -A model of human problem solving emphasizing the dynamic 
transformation from process to process was developed. The transformation 
mechanism in the model of problem solving is clarified because smooth 
transformation determines the efficiency of problem solving. In order to 
verify the proposed model, an experiment was conducted. Fifteen graduate 
students participated in the experiment, and their problem-solving pro- 
cesses in debugging errors on Basic programs were recorded. An equation 
was derived to quantify the matching degree between the model and the 
experiment. The results indicate that the matching percentage between the 
proposed model and empirical processes is higher than 73 percent. This 
model may provide the designer of a computer support system a more 
reasonable problem-solving model that can improve the reasoning ability of 
the expert systems or decision support systems. Finally, further research of 
this study is recommended. 
I. INTRODUCTION 
ORE AND MORE computer support systems M (css), such as expert systems, computer aided in- 
struction systems, decision support systems, etc., have been 
implemented to help humans in problem solving. A well 
designed CSS can improve system performance as well as 
productivity. However if the reasoning and analysis char- 
acteristics of CSS are not compatible with the human’s, 
both training cost and human errors may be increased [l]. 
Therefore understanding the process of human problem 
solving is a prerequisite for designing a good CSS [2]. 
A problem exists whenever one wants somethng (a goal 
or result) that is not readily obtainable [3]. When a prob- 
lem occurs, there is a gap between the initial situation and 
the goal. Problem solving can be defined as a behavior 
directed toward achieving a goal [4]. During the processes 
of problem solving, there are steps for getting from the 
initial situation to the goal. These steps act to change one 
state of the world into another [5], such as from “dividing” 
to “analyzing,” then “deleting,” “searching,” and finally 
to “executing” [6 ] .  
There are three approaches to the study of human 
problem solving. The first approach emphasizes the behav- 
ior features of human problem solving, such as diagnosis 
module [7], and pattern recognition. This lund of research 
can be implemented in chess playing, fault diagnosis of 
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electronic boards, etc. The second approach is devoted to 
the method of human problem solving, such as pattern 
recognition versus heuristics [8], or symptomatic versus 
topographic [9]. The choice of these methods depends 
upon the problem situation. The third approach is to study 
the processes of human problem solving. T h s  kind of 
research may cover a broader problem field, and can be 
developed with a rule-based model. 
Many conceptual models have been developed related to 
the processes of human problem solving [lo]-[20]. Some 
models have been verified by experiment [20]-[24]. The 
more specific models are focused upon fault diagnosis 
problems [23]-[26]. 
Although these models indicate the states of human 
problem solving, how the problem solver transforms from 
one state to another state has not been considered. This 
kind of static expression can only indicate what the human 
does, but not why and how the human thinks. Since the 
smooth transformation from state to state determines the 
efficiency of problem solving, the purpose of the present 
study was to clarify the transformation mechanism in the 
model of problem solving. In th s  study, a dynamic hierar- 
chical model of problem solving (DHMPS) is proposed to 
show the transformation rnechanism of each state. In the 
DHMPS, the problem is decomposed in several states 
depending on the features. Tine problem is finally solved 
through the processes of transformation from one state to 
another. These transformations express the processes of 
problem solving when a human encounters a problem. 
Furthermore an experiment was conducted to verify the 
model. 
11. BACKGROUND 
One of the earliest attempts to analyze the steps in 
human problem solving was that of Wallas [lo]. Wallas 
proposed four steps, i.e., preparation, incubation, illumina- 
tion, and verification, to specify the process of human 
problem solving. A similar model was also developed by 
Polya [ll].  BesidPs Wallas’ and Polya’s models, a solution 
tree that was conceived from personal experience and 
historical records of problem solving was studied by 
Duncker [20]. Duncker used verbal protocol method to 
study the process of human problem solving and pointed 
out that the problem solving seems to move from general 
solutions, functional solutions, to specific solutions. Newel1 
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and Simon [27] extended the concept of the solution tree to 
derive a simulation program, i.e., general problem solver 
(GPS). T h s  program contained a wide variety of problem 
characteristics, and the problem was broken down into 
subgoals that can be achieved by applying the appropriate 
problem solving process. Recently a qualitative model of 
human behavior was proposed by Rasmussen [12]. In 
Rasmussen’s model, three levels of performance of skilled 
human operators, i.e., knowledge-based behavior, rule- 
based behavior, and skill-based behavior, could be nested 
together to show the process of human problem solving. 
Some models have extended the concept of Rasmussen’s to 
represent the human activities in supervisory control sys- 
tem [13] and to show the human cognitive activities in 
complex man-machme systems [15], [28]. Rouse [18], [19] 
proposed that the human prefers to use pattern recognition 
rather than analytical thnking in problem solving. If the 
problem is familiar, a human may apply context-specific 
symptomatic rules (S-rules), otherwise, he/she may apply 
topographic rules (T-rules). Rouse’s model not only repre- 
sented three transformations of human problem solving 
but also used S-rules and T-rules to show the relationshp 
between one transformation and another. The idea of 
using S-rules and T-rules to express the process of human 
problem solving is a valuable finding. Hess [14] used the 
concept of transformation to connect three primary ele- 
ments of human problem solving, i.e., behavior generator 
(BG), internal model (IM), and sensory information pro- 
cessor (SIP) to develop a qualitative model describing 
human interactions with complex dynamic systems. The 
functional formats that represent the transformations of 
BG, IM, and SIP were developed in that study [14]. In the 
present study, the DHMPS is proposed for the purpose of 
detailed representation of the processes of human problem 
solving and to clarify the transformation mechanism. In 
the DHMPS, four strategies and five transformations are 
proposed to show the processes of human problem solving 
and combinations of strategies that depend on the solver’s 
subjective recognition of features of the problem. 
Two processes seem to be at work as people encounter a 
problem. First, people do selectively attend to the informa- 
tion presented to them. Second, they make use of prior 
knowledge, including knowledge about specific problem 
types, in solving a new problem. Thus each problem can be 
viewed in terms of one feature, familiarity, and this feature 
may determine the selection of the strategies to solve the 
problem. 
By observing the behavior of human problem solvers, it 
seems that the human usually solves the problem by intu- 
ition, experience, education (e.g., seeking for information), 
or prediction (i.e., guessing). A combination of these 
strategies is possible, depending upon the problem’s famil- 
iarity. If a problem is hghly familiar, then “experience” 
and “intuition” will be used very often to solve the prob- 
lem. However if the problem is also highly complicated, 
the problem cannot be solved by experience alone. More- 
over if the problem exhibits some uncontrollable factors, 
then the human has to apply a prediction strategy. As a 
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Fig. 1. Dynamic hierarchical model of problem solving. I is intuition, E 
is experience, ED is education, and P is prediction. 
result, when familiarity of the problem is high, people 
usually use a combination of experience, education, and 
intuition to solve the problem. However when familiarity 
of the problem is medium or low and contains some 
uncontrollable factors, people usually use a combination of 
education, experience, and prediction to solve the problem. 
111. A DYNAMIC HIERARCHICAL MODEL OF 
PROBLEM SOLVING (DHMPS) 
Since familiarity is the important problem feature, it will 
appear in each level of the DHMPS. Fig. 1 shows the 
five states of the DHMPS: 1) problem, 2) subproblem, 3) 
general causes, 4) main causes, and 5 )  solutions. The 
familiarity feature of each level is indicated on the left side 
of the model and the corresponding strategies are indi- 
cated on the right side. In the DHMPS, if one problem 
transforms from a higher level to a lower level, the degree 
of complication will decrease in the same direction. This 
means that continuous thinking and analyzing simplifies 
the problem. Meanwhile the degree of familiarity increases 
from a lower level to a higher level due to learning effect 
and experience. 
In this model if the problem includes multiple faults, 
e.g., an unworkable program may contain more than one 
bug, then one may correct one fault through several trans- 
formations each time. There are five types of transforma- 
tions that represent the dynamic process of human prob- 
lem solving. 
I )  Diuiding: The transformation from the problem to the 
subproblem. During this transformation, the problem 
solver not only needs to identify the content of the prob- 
lem but also must look for possible fault(s) in the problem. 
2) Analyzing: The transformation from the subproblem 
to the general causes. During this transformation, the 
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problem solver carefully analyzes the possible fault and 
tries to find possible causes. 
3) Deleting: The transformation from the general causes 
to the main causes. Here the problem solver checks all the 
possible causes and tries to find some main causes of the 
fault. If no main causes are discovered, the problem solver 
will go back to analyzing to find some other possible 
causes, or go back to dividing to redefine the fault. 
4) Searching: The transformation from the main causes 
to the solutions. Here the problem solver tries to find 
alternative solutions. 
5) Executing: In this transformation, one fault of the 
problem is solved, and then the problem solver goes back 
to the dividing stage to determine if there are other faults 
in the problem. If so, the problem solver will repeat this 
process. 
In the dimension of strategies, I represents intuition, E 
represents experience, ED represents education, and P 
represents prediction. Different combinations of strategies 
will be applied during each transformation process. For 
example, in the dividing transformation, the combination 
of strategies consists of the ED, E, and P. The reason is 
that in the beginning of problem solving, people always 
use ED, E, and P in dividing the problem for decreasing 
level of complication and increasing familiarity of the 
problem. The last transformation is the executing that 
consists of the I strategy only. Because at this state, the 
fault can be easily corrected by intuition. 
In the DHMPS, ‘the combinations of strategies used in 
each transformation process correspond to the degree of 
familiarity. For example, in the problem state, if the degree 
of familiarity of the problem is middle-high (Fig. l), then 
the combination of ED, E, and P will be adopted in the 
dividing process. In addition, the most likely order of 
strategies is ED, then E, and lastly P. 
Fig. 2 shows an example of a problem solving process 
when someone encounters a problem and subjectively feels 
the problem to be medium familiarity. On the problem 
state, the combination of strategies in the dividing process 
consists of the ED, E, and P, and the most likely strategy 
is ED. After transformed to the subproblem state, the 
degree of familiarity becomes medium hgh, and the com- 
bination of strategies in the analyzing process consists of 
ED and E. 1.n the state of general causes, the degree of 
familiarity is high, and the combination of strategies in the 
deleting process contains E, ED, and I. Next, on the state 
of main causes, the degree of familiarity is also high, and 
the combination of strategies in the corresponding search- 
ing process contains E and I, where E will be applied more 
likely than I. On the last state, solutions, the strategy I will 
be adopted due to the low complication and high familiar- 
ity of the problem, and finally the problem is solved. 
According to this description, one can see that the 
DHMPS not only shows the actual process of human 
problem solving, but also shows the dynamic transforma- 
tion from level to level. 
The DHMPS can increase the reasoning ability of a CSS 
as well as be used to design training courses to improve the 
student’s learning ability. 
IV: EXPERIMENT 
An experiment was designed to test the proposed model. 
Problems 
The problem was to debug computer programs written 
in Basic. Three programs varying in complexity were ran- 
domly selected from the “Collection of Problems in the 
Computer Software Design Competitions,” [29] (Appen- 
dix) in order to test whether the DHMPS is consistent 
among problems with different complexity. 
Subjects 
Fifteen graduate students of the Department of Indus- 
trial Engineering at Tsing-Hua University were paid to 
participate in the experiment. Subjects were randomly 
assigned to debug one of the three programs. All the 
subjects have taken at least one fundamental computer 
course. 
Apparatus 
The apparatus included a copy of the Basic program- 
ming manual, an IBM PC/XT, a video camera, and a TV. 
Procedure 
After explaining the nature of the experiment, the sub- 
ject read the content of the program and rated the degree 
of familiarity of the problem on a 5-point scale, and then 
started to debug the program. During the experiment, the 
subject could use the manual or scratch paper (if neces- 
sary) to debug the program on the IBM PC/XT until 
he/she obtained a correct answer. There was no time limit 
to perform the experiment. During the debugging process, 
the subject was asked to report what and why he/she was 
doing whenever he/she took an action, and both actions 
and answers were recorded by the experimenter. Mean- 
whle, the process of debugging was recorded by a video 
camera. After completing the debuggmg task, the subject 
took a ten minute break, and then watched the debugging 
process on a TV. During t h s  time the subject could repeat 
and/or add some explanation of his/her strategies, and 
the experimenter could revise the answers of the previous 
record if necessary. 
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TABLE I 
AN EXAMPLE OF THE RECORD OF PROBLEM SOLVING PROCESSES 
Actions Transformations Strategies Familiarity 
1. 
2. 
3. 
4. 
5. 
6.  
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19 
20 
21 
22 
23 
24 
25 
Watching the flowchart Div.“ 
Watching the interpretation Div. 
of program 
Watching the program for Div. 
understanding variables 
Seeking information about Div. 
“MID$” 
Seeking information about Div. 
ASC I1 codes 
Seelung information about Div. 
ASC I1 codes for making sure 
no fault in ASC I1 area 
Seeking information about Div. 
“ VAL” 
Seeking information about Div. 
“FOR. .  .NEXT” 
Watching the program again Div. 
Executing “RUN,” checking 
the sol. it could have some 
faults in the binary area 
Executing “RUN” again with Anal. 
another data for making sure 
faults in the binary area 
Executing “TRACE’ Anal. 
Adding “PRINT.. .” to debug Anal. 
on lines 215 and 225 
Executing “RUN,” comparing Anal. 
the answer with the given 
one 
A fault in “T$+STR$(B)” Del.’ 
Replacing “T$ + STR$(B)” by Ser.g/ E X c h  
“STR$(B) + T$” 
Erasing lines 215 and 225 Exc. 
Executing “RUN,” realizing Exc. / Div. 
the answer was wrong 
Executing “RUN” again with Anal. 
another data, some faults 
in octal area 
Seeking information about Anal. 
“MID$” 
Div. / Anal.‘ 
ED 
ED 
E‘ 
ED 
ED 
E D & P ~  
ED 
ED 
E 
E 
E 
E 
E 
E&ED 
E 
E / I‘ 
I 
Mid. 
Mid. 
Mid. 
Mid. 
W d .  
Mid. 
Mid. 
Mid. 
Mid. 
Mid. 
M d .  Hi 
Mid. Hi 
Mid. Hi 
Mid. Hi 
Hi 
Hi 
Hi 
I /E&ED Hi/Mid. 
E Mid. Hi 
ED Mid. Hi 
P / E  Mid.Hi Guessing a fault on line 50 
Replacing “(L ~ 1)” by 
Anal. / Del. 
Anal./Del./Ser. E )E /I /I Hi 
“(L-I)” / E X C .  
Executing “RUN” Exc. I Hi 
Checking the result Div. E Mid. 
NO fault-existing, STOP 
Dividing. 
Education. 
‘Experience. 
dPrediction. 
‘Analyzing. 
’Deleting 
gSearching 
hExecuting. 
‘Intuition. 
Record Organization 
The records of subjects’ actions and answers were col- 
lected during the experiment. Table I is an example of a 
record of the process of problem solving. Each action was 
classified into one of five transformations and one of four 
strategies according to the subject’s self-report. For exam- 
ple the transformations were dividing from action 1 to 
action 9 since all of these actions fell in the same debug- 
ging condition when the subject tried to look for some 
possible faults. In addition the subject referred to the 
manual for more information, so the strategy was educa- 
tion. On action 10, when the subject executed “run” to 
look for some possible faults, the transformation was 
changed from dividing to analyzing because a fault in the 
binary area could be found during this time. The corre- 
sponding strategy was experience for the subject used to 
“run” to check the answer. The transformations from 
action 11 to action 14 were analyzing since the subject 
carefully analyzed the possible fault, and the correspond- 
ing strategies were experience based on the subject’s self- 
report of what he used to do. On action 15, a fault in 
“T$ + STR$(B)” was found, so the transformation was 
changed from analyzing to deleting, and the strategy was 
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experience. On the next action, transformations of search- 
ing and executing appeared simultaneously and the strat- 
egy was experience or intuition because the subject re- 
ported that it was very easy to correct the fault as long as 
the fault was detected. The degree of familiarity was 
subjectively determined by the subject in the beginning 
(i.e., action 1) and then changed by the problem state in 
the following actions. 
By calculating the frequency of each strategy in each 
transformation (Table I), the combination of strategies for 
each transformation could be derived (Fig. 3). For example 
during the dividing transformation, the frequencies of P, E, 
ED, and I were 1, 5, 8, and 0, respectively. Hence the 
combination of strategies in the dividing transformation 
was ED, E, P. In the same way, combinations of strategies 
in analyzing, deleting, searching, and executing transfor- 
mations could be found as E, ED, P; E; E, I; and I; 
respectively. 
Results 
According to the transformation processes of DHMPS, 
each transformation process of the problem solving could 
be divided into several subprocesses (e.g., in Table I the 
transformation process could be divided into three subpro- 
cesses such as from No. 1 to No. 18, from No. 18 to No. 
21, and from No. 22 to No. 24). Forty-one subprocesses 
were derived from all the experimental records (e.g., Table 
l), and in these subprocesses only three subprocesses did 
not match the transformation processes of DHMPS. 
Therefore comparing the transformation processes of ex- 
perimental records with DHMPS, almost 92.7 percent 
(1-3/41) of the processes were matching. From this result, 
it could be said that five transformations and three go-back 
mechanisms in the DHMPS are reasonable. 
In order to compare the problem solving strategies in 
the experiment with those in DHMPS, a quantitative for- 
mula was derived to calculate the degree of matchmg 
according to the following principles. 
The range of matching degree is from 0 to 1. 
The more the number of strategies are the same, the 
higher the degree of matching. For example assuming 
the strategy of the DHMPS is E, ED, I, then the 
matchng degree of ED, E, I is better than ED, E. 
The order effect is important for the combination of 
strategies. If the order of subject’s strategies is the 
same as the order of DHMPS’s combination strate- 
gies, then the matching degree is the highest. For 
example assuming the strategy of the DHMPS is E, 
ED, I, then the matching degree of E, ED is better 
than ED, E. 
In order to transform these principles into a quantitative 
formula, the matching degree can be expressed as an 
exponential function 1211, [29] of the number of different 
strategies between the subject’s and the model’s and the 
penalty of a strategy occurring in a different order in both 
solving strategies. This relationship is reflected by the 
following equation as 
(1) 
MD = e -  ( [ U * + P  * K ( l )  * K ( 2 )  .. * K ( R ) ] / 2  * R)’  
where 
MD: value of matching degree; 
R =max[M,N] 
where M :  number of strategies used by 
the subject in the whole solving 
process 
N :  number of strategies in the 
model; 
U 
P =0 ,  i f U = O ,  
= R - number of identical strategies between the 
subject’s and the model’s; 
= infinity, if U = R, 
= 1, otherwise; 
K ( i )  =1, if the strategy at the ith order in both 
solving strategies is the same, 
= R - i + 1, otherwise; 
2 * R: the adjusting factor. 
For example, assuming the problem solving strategies of 
the DHMPS are E, ED, I and the subject’s strategies are E, 
ED, the matchng degree will be 0.89 ( R  = 3, U = 1, P = 1, 
K(1) = K(2) = K(3) =1); if the strategies are E, I, the 
degree will be 0.78 ( R  = 3, U = l ,  P =1, K(l) =1, K(2) = 
2, K(3) = l ) ;  if the strategies are ED, 1, the degree will be 
0.26 ( R  = 3, U = 1, P = 1, K(l)  = 3, K(2) = 2, K(3) = 1); 
if the strategies are I, E, the degree will be 0.26 ( R  = 3, 
U = 1, P = 1, K(1) = 3, K(2) = 2, K(3) = 1). The matching 
degrees of the former two strategies (E, ED and E, I) are 
higher than the latter two (ED, I and 1, E). 
By (l), the matching degrees of strategies were calcu- 
lated as shown in Table 11. According to Table 11, the 
experimental results of each subject were shown in Fig. 4. 
The average matchmg value of the DHMPS was 0.829. The 
average matching values of dividing, analyzing, deleting, 
searching, and executing were 0.788, 0.826, 0.731, 0.926, 
and 1.000, respectively (referring Fig. 5). Since the least 
average matching value was 0.731, one could say that the 
matchmg degree between subject’s problem solving process 
and the proposed DHMPS is fairly high. 
If a model is correct, this model should be consistent 
from any point of view. In other words there should be no 
significant difference in the values of matching degrees for 
different problems, subjective familiarity degrees, and sub- 
jects. An Anova was applied to test if the DHMPS has this 
desirable matchng characteristic. The results revealed the 
effects of the familiarity degrees (F(2,12) = 1.736, P > 
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TABLE I1 
THE CONTRAST ABLE 
Subject's 
Solving 
Strategies Problem-Solving Strategies in DHMPS 
I P,ED E , I  E,ED ED,E  ED,P E ,ED, I  E ,ED,P  ED,E ,P  
I" 
Eh 
ED' 
P" 
1, E 
I, ED 
E, 1 
E, ED 
E, P 
ED, I 
ED, E 
ED, P 
P, E 
P, ED 
I, E, ED 
I, ED, E 
1, E, P 
1, P, E 
I, ED, P 
I, P, ED 
E, I, ED 
E, ED, I 
E, 1, P 
E, P, 1 
E, ED, P 
E, P, ED 
ED, I, E 
ED, E, I 
ED, I, P 
ED, P, I 
ED, E, P 
ED, P, E 
1 .OO 
0.00 
0.00 
0.00 
0.78 
0.78 
0.57 
0.00 
0.00 
0.57 
0.00 
0.00 
0.00 
0.00 
0.37 
0.37 
0.37 
0.37 
0.37 
0.37 
0.06 
0.06 
0.06 
0.06 
0.00 
0.00 
0.06 
0.06 
0.06 
0.06 
0.00 
0.00 
0.00 0.57 0.00 
0.00 0.78 0.78 
0.57 0.00 0.57 
0.78 0.00 0.00 
0.00 0.78 0.57 
0.57 0.57 0.00 
0.00 1.00 0.78 
0.57 0.78 1.00 
0.57 0.78 0.78 
0.57 0.57 0.57 
0.57 0.57 0.78 
0.78 0.00 0.57 
0.78 0.57 0.57 
1.00 0.00 0.57 
0.06 0.26 0.26 
0.26 0.26 0.26 
0.06 0.26 0.06 
0.06 0.26 0.06 
0.26 0.06 0.26 
0.26 0.06 0.06 
0.06 0.89 0.78 
0.26 0.78 0.89 
0.06 0.89 0.37 
0.06 0.78 0.37 
0.26 0.37 0.89 
0.26 0.37 0.78 
0.06 0.26 0.26 
0.06 0.26 0.26 
0.26 0.26 0.06 
0.26 0.06 0.06 
0.26 0.06 0.26 
0.26 0.06 0.26 
0.00 
0.57 
0.78 
0.00 
0.57 
0.57 
0.57 
0.78 
0.57 
0.78 
1 .00 
0.78 
0.57 
0.57 
0.26 
0.26 
0.26 
0.06 
0.06 
0.06 
0.26 
0.26 
0.06 
0.06 
0.26 
0.26 
0.78 
0.89 
0.37 
0.37 
0.89 
0.78 
0.00 
0.00 
0.78 
0.57 
0.00 
0.57 
0.00 
0.57 
0.57 
0.78 
0.78 
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0.05), subjects (F(14,60) = 0.591, P > 0.05), and problems 
(F(2,12) = 1.391, P > 0.05) failed to reach significant level. 
Therefore DHMPS is consistent under different situations. 
V. CONCLUSION 
A self-report or verbal protocol method has been used to 
analyze the processes of human problem solving (e.g. [27], 
[31], [32]). In this study, in addition to using the self-report 
method during the experiment, the records were modified 
by watching the videotape afterwards so that each trans- 
formation/strategy could be identified more clearly. 
Deriving (1) was an important contribution of this study. 
In the study of human-factors engineering, it is always 
difficult to obtain a quantitative formula to represent some 
qualitative characteristics. Starting from basic principles, 
and then transforming these into a quantitative formula 
seems a good way to derive a quantitative formula. If the 
principles are flexible, more reasonable results will be 
derived. Nevertheless, the more flexible the principles are, 
the more difficult it is deriving the quantitative method. 
Thus one way to trade-off these two factors to get a good 
quantitative formula is an interesting topic for further 
study. 
The transformation processes and the corresponding 
strategies are the important components of DHMPS that 
were developed to describe what the human problem 
solvers do and why and how the problem solvers think. 
Therefore one can use these two components to under- 
stand the processes of human problem solving, and this 
may provide the designer of a CSS with a more reasonable 
problem-solving model to make a CSS more user-friendly. 
For example if the instructor can predict the problem- 
solving processes of the student, then the instructor can 
design several teaching courses to suit the student's learn- 
ing condition according to the transformation processes 
and the corresponding strategies in DHMPS. Moreover the 
DHMPS can also be used to improve the reasoning ability 
in other CSS's, e.g., expert systems, decision support sys- 
tems, etc. Further research may focus on the application of 
DHMPS in these systems. 
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APPENDIX 
A .  Problem I 
10 N = l O  
20 FOR I = l  TO N 
30 READ A ( I )  
40 NEXT 
60 FOR J = I + l  to N 
7 0  IF A( I )  > = A( .I) THEN 100 
80 B = A ( J )  
90 A (  J )  = A (  Z): A (  I )  = B 
50 FOR I=1 TO N - 1  
100 NEXTJ 
110 NEXTZ 
120 D = A(1)-  A ( N )  
130 PRINT “DECREASE ORDER :” 
140 FOR I=1 to N 
150 S = S + A ( Z )  
160 A = S / N  
170 PRINT A (  I ) ;  
180 N E X T I  
200 PRINT “AVERAGE SCORE : “ ; A  
210 PRINT “DIFFER OF HIGH COMPARE TO LOW 
:“; D 
220 DATA 50, 75 ,  80, 69, 32, 28, 96, 100, 77 ,  69. 
190 PRINT 
B. Problem 2 
10 1NPUT“HEXADECIMAL:“; N$ 
20 L = LEN( N $ )  
30 DIM A $ ( L )  
40 FOR I=1 T O L  
50 A$( I )  = MID$( N$,Z, l )  
60 IF ASC( A$( I ) )  > 64 AND ASC( A$( I ) )  < = 70 THEN 
K = 9 + (ASC( A$( I ) )  - 64): GO TO 90 
7 0  IF ASC(A$(I)) > = 48 AND ASC(A$(I)) < = 57 
THEN K = VAL( A$( I ) ) :Go  TO 90 
80 PRINT“INPUT WRONG !!” :GO TO 10 
90 S = S + 1 6 ^ ( L - I ) *  K 
100 NEXT 
110 PRINT“DECIMAL: ”;S 
120 P = 8:PRINT“OCTAL : ”;:GOSUB 200 
130 P = 2:PRINT“BINARY : ”;:GOSUB 200 
140 END 
200 G = S  
220 T$ = STR$( B )  + T$ 
240 PRINT STR$( R )  + T$ 
250 T$ =“”:RETURN. 
210 R=INT(G/P): B = G  - R * P 
230 IF R > = P THEN G = R:GO TO 210 
C. Problem 3 
10 INPUT “A1 = ”; A l :  Al$ = STR$( A l )  
20 INPUT “A2  =”; A2:IF A2 < = 0 THEN A2$ 
30 INPUT “A3  =”; A3:  A3$ = STR$(A3) 
40 INPUT “B1= ”; B1: B1$ = STR$( B l )  
50 INPUT “B2  =”; B2:IF B2 > = 0 THEN B2$ 
60 INPUT “B3 = ”; B3: B3$ = STR$( B3)  
70 PRINT “ ( “ ~ 1 $ “ X 7 ’ ; A 2 $ ‘ ‘ Y = ” ; A 3 $  
80 PRINT “(“Bl$“X”;B2$“Y = ” ; B 3 $  
90 IF A l / B 1 =  A 2 / B 2  AND A l / B l <  > A 3 / B 3  THEN 
PRINT “NO SOLUTION ”:END 
95 IF A l / B l <  > A 2 / B 2  THEN 200 
= “ + ” + STR$( A2)  ELSE A2$ = STR$( A2)  
= “ + ” + STR$( B2)  ELSE B2$ = STR$( B2)  
100 IF A l / B l =  A 2 / B 2  AND A l / B l =  A 3 / B 3  THEN 
120 
110 END 
120 IF A1 < = A2 THEN X =  0: Y = A3/A2:Go TO 220 
130 IF A2 < = A1 THEN Y = 0:  X =  A3/A1:Go TO 220 
200 X = ( A 3 * B 2 - A 2 * B 3 ) / ( A l * B 2 - A 2 * B l )  
210 Y = ( A l * B 3 - A 3 * B l ) / ( A l * B 2 - A 2 * B l )  
220 PRINT ‘‘X = ”; x 
240 END. 
230 PRINT “Y =”; Y 
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