We also study the dependence of the limiting equation on the order of the parameter.
It is well known that investigation of a nonlinear oscillating systems with a small stochastic white noise at the input, can be accomplished applying the averaging method for Kolmogorov's parabolic equation with coefficients depending on a small parameter [1] . If Let us study behavior, as e--,0, of the following equation k 2 tU(t, x) + e(f(t, x), V U(t, x)) + --Tr(g(t, x)g*(t, x) V U(t, x)) (i) -4-f [U(t, x + ek3q(t, x, y)) U(t, x) e'3(q(t, x, y), '
where e > 0 is a small parameter and k,k2, k3, are some positive numbers, and Ox,
Here H is a finite measure on Borel sets in Rd, f(t,x), q(t,x, y) The proof is similar to that in [2] . Now, replacing t with t/ k in (1), where k = min(k,k2,k), and denoting V(t, x)= U(t/e,x), we can derive the following equation: [
a) if kx = k: = 2k3 and V,(t, x) satisfies (2) and the "Cauchy" condition lira V,(t, x)= F(x) F(x) e C(Rd), tTT then lira V,(t, x) = V(t, x), where V(t, x) is a solution of the problem"
ttT b) If k < k, then V satisfies (4)- (5) Applying the results of [2] [3] to the coaditions of the theorem, it follows that the solution of the problem (2) (,(t, , ) , ,(t, , )) f B ( (t, , ,) ),. (t,z,s) = z +/((t,z,r))dr + [e((t,z,r))de(r).
(ii)
The matrix (z) is positive definite for all z E Ra, satisfies Lipschitz conditions, and therefore matrix (z) satisfies Lipschitz condition as well. Then, using the Lebesgue dominated convergence theorem, we obtain lira V,(t, x) fr(t, z) E[F( (t, x, T))] rn--*O for any sequence e,0. But as it follows from [7] the function (t,x)is a unique solution of the problem (4)-(5), which completes the proof of the par a) of the When k < k, the boundedness of f(t,x) implies that $ E f f(r/e , ,(t, x, r))dr < C and therefore the second term in the right side of (6) converges to 0 with e0 in probability. The matrix characteristic of the martingale ,(t,z,s)in (7) has the form $ (,, ,) = , (,/, , ,(t, z,,) )o'(/, , ,(t, , $ Rd (12)
From the boundedness of g, q, similarly to the inference made above, we obtain that either first or second term in the right side of (12) converges to 0 (respecgively go ghe k < k or k < 2k a case) as e--O, which allows to complete he proof of the heorem as in part a).
