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Abstract—In this paper, we present a large-scale hurricane
Michael dataset for visual perception in disaster scenarios, and
analyze state-of-the-art deep neural network models for semantic
segmentation. The dataset consists of around 2000 high-resolution
aerial images, with annotated ground-truth data for semantic
segmentation. We discuss the challenges of the dataset and train
the state-of-the-art methods on this dataset to evaluate how well
these methods can recognize the disaster situations. Finally, we
discuss challenges for future research.
Index Terms—Natural disaster, semantic segmentation, aerial
I. INTRODUCTION
In recent time, the world has seen numerous natural disasters
which have brought both personal injury and economic loss to
several countries all over the world including USA. In 2019
USA has inflicted with 14 natural disasters which have cost
around 45.4 billions dollars and till May 2020, 10 natural
disasters have been reported with total economic loss of
approximately 17.6 billions dollars [1]. A major step to both
save valuable human lives and reduce financial loss is an
accurate assessment of the damage inflicted by these events. A
correct estimation of the damage helps to plan efficiently and
allows the rescue team to allocate their efforts and aid properly.
However, current available damage assessment procedures are
manual which include field supervision and reports which is
very difficult to obtain and even sometimes impossible due to
inaccessible heavily affected areas.
With the advent of new sophisticated technologies capturing
events of natural disaster has improved. Currently aerial and
satellite imageries [2], [3] have been used for proper assess-
ment of these disaster events [2], [3]. The rescue team can
use UAV (Unmanned Aerial Vehicle) to capture images of
damaged properties and the whole affected area. Compared
to satellite imagery, UAV imagery provides better resolution
which helps to understand the detailed damage level of the
captured area. Recently researchers have been working on
evaluating the damages caused by different natural disasters
using DCNN (Deep Convolutional Neural Network) [4]–[10].
These research works mostly involve in detecting different
damaged buildings and roads, and sometimes only flooded ar-
eas. Few researchers have worked on detecting and classifying
the damage levels of the buildings. During natural disasters
debris is also an important part for the estimation of damage
level of an area. But no works have been found which attempts
to detect debris along with buildings, roads, and flood water.
Complete image understanding is one of the primary re-
search areas nowadays due to its primal part in numerous
state-of-art applications such as autonomous driving [11]–
[13], human behavior analysis [14], face recognition [15],
computational photography [16], and image search engines
[17]. Semantic segmentation is a core part of image under-
standing. Semanctic segementation is the task of assigning
semantic labels to every pixels of an image. Besides tra-
ditional approach to tackle computer vision problems like
semantic segmentation, deep convolutional neural networks
[18], [19] have achieved several revolutionary achievements
in answering complex image understanding issues. Although
many advanced segmentation works have been proposed in
the recent years for popular urban datasets like Cityscapes
[13] and PASCAL VOC [20] dataset, very few methods [5]–
[8], [10] have been proposed and applied on natural disaster
datasets.
Three major issues with the application of deep convo-
lutional neural networks for semantic segmentation are: the
lose of information or decrement of signal resolution, objects
with different sizes, and spatial invariance, The first problem
is caused due to downsampling and pooling operation in the
neural networks. The second issue is related to the presence of
objects of multiple scales. And the third one, spatial invariance,
refers to the gain of low spatial information at the higher layers
of convolutional networks.
In this paper, we address both semantic segmentation issues
and issues related to natural disaster dataset. At first, we
propose a new high resolution UAV dataset named HRUD
(High Resolution UAV Dataset) where resolution of the cap-
tured images are 3000 × 4000. Data are collected after
Hurricane Michael. We analyze and evaluate performance of
popular semantic segmentation methods named DeepLabv3+
[21], PSPNet [22], and ENet [23] on these images. All these
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Fig. 1: Illustration of complex scenes of HRUD dataset. First row shows original image and the second row shows the
corresponding annotations.
methods attempt to address the three segmentation problems
mentioned earlier. We also discuss the challenges of the dataset
and scrutinize the performances of the three methods on it.
Compared to other works on disaster dataset, we comprehen-
sively perform semantic segmentation on all of the components
present in the images. Figure 1 shows sample images and
respective colored annotated masks from HRUD dataset. From
the best of our knowledge HRUD is the largest high resolution
dataset from a single natural disaster and also this paper
presents the first complete scene segmentation on a natural
disaster dataset.
The reminder of this paper is organized as follows: it begins
with highlighting the current advances on natural disaster
damage assessment and semantic segmentation in section II.
Next section III describes the HRUD dataset including its
annotation, and challenges. The next section IV shows a brief
review on three semantic segmentation methods. Section V
explains the experimental setup for each network models and
section VI shows performance of the models on different
experimental setup. Finally section VII summarizes the results
while conclusion and future works are mentioned in section
VIII.
II. RELATED WORKS
A. Natural Disaster Damage Assessment Dataset
Existing natural disastar damage assessment datasets can
be categorized into two types: ground-level images [24], and
satellite imagery [2], [3]. The ground-level images were mostly
collected from social media [24]. The issues related to those
datasets are scarcity of images along with lack of geo location
tags. The second type of dataset is satellite imagery [2],
[3] which is collected using remote sensing equipment. One
of the major issues of this type of dataset is the lack of
detailed information about the damaged area since vertical
viewpoint has limited access to damage information which
might be easier to obtain from horizontal viewpoint. This paper
introduces the largest high resolution natural disaster dataset
collected from a single disaster using UAVs.
B. Natural Disaster Damage Assessment Methodologies
Recently several research works have been proposed ad-
dressing the damage assessment from natural disaster datasets.
In [4] a dataset with 300 images are used for river segmen-
tation to monitor flood water where three already proposed
methods [19], [25], [26] are analyzed and evaluated. Authors
in [5] perform semantic segmentation on satellite images to
detect changes in the structure of various man-made features,
and thus detect areas of maximul impact due to natural
disaster. UAV images have been used for flood area detection
by Rahnemoonfar et. al. in [6] while presenting a densly
connected recurrent neural network. Rudner et. al. present a
novel approach named Multi3Net in [7] for rapid segmentation
of flooded buildings by fusing multiresolution, multisensor,
and multitemporal satellite imagery. RescueNet is proposed
by Gupta et. al. in [8] for joint building segmentation. In [9]
authors analyzed popular segmentation models on aerial image
dataset by performing semantic segmentation on buildings and
roads. Zhu et. al. propose a multilevel instance segmentation
named MSNet in [10] on aerial videos to assess building
damage after natural disaster.
In this paper, we evaluate three state-of-art segmentation
network models, ENet [23], DeepLabv3+ [21], and PSPNet
[22], on our newly proposed HRUD dataset. Our approach is
similar to [4], [9] from the perspective of evaluating already
proposed network models, but the prime difference from all
of the works mentioned before is that our work performs
a comprehensive segmentation on all of components of the
images in the dataset. Segmentation performed on the HRUD
dataset is not limited on only to detect roads and damaged
buildings, but all components present in the images including
debris, water, building, road, tree, vehicle, pool, and sand.
We also segment the buildings based on damage levels in a
separate experiment.
C. Semantic Segmentation
Semantic segmentation is one of the core tasks of vision
problem. Recently with the application of deep learning more
advanced methods have been proposed. The fully convolu-
tional networks (FCN) [19] is one of the pioneer methods in
semantic segmentation which replaces the last fully connected
layer of deep convolutional neural network by convolutional
layers. FCN uses upsampling and concatenation of updates
from inter-mediate feature maps to address spatial invariance
problem. To extract contextual information to resolve decrease
of signal resolution, several methods have been proposed.
Some methods have adopted multi-scale inputs as a form
of pyramid pooling while other methods have implemented
probabilistic graphical methods, Conditional Random Fields
(CRF). Another type of deep convolutional neural network is
called encoder-decoder type architecture.
Here pyramid pooling based methods and encoder-decoder
based methods are briefly discussed. Models, such as PSPNet
[22] or DeepLab [27], [28], perform spatial pyramid pooling
[29], [30] at several grid scales (including image- level pooling
[31]) or apply several parallel atrous convolution with different
rates (called Atrous Spatial Pyramid Pooling, or ASPP). These
models have shown promising results on several segmentation
benchmarks by exploiting the multi-scale information.
The encoder-decoder networks have been successfully ap-
plied to many computer vision tasks, including human pose
estimation [32], object detection [33]–[35], and semantic
segmentation [19], [36]–[45]. Typically, the encoder-decoder
networks are consist of a encoder and a decoder module. The
encoder part transforms the feature maps into smaller ones
which hold higher semantic information. On the other hand. a
decoder translates the spatial information. Some notable works
using this architecture are [27], [36].
These state-of-art semantic segmentation networks have
been mainly applied on ground based imagery [13], [20].
Although few research works [4], [9] have applied few popular
network models on aerial imagery, these works do not include
a complete semantic segmentation of these images. In contrast
to other research works, we apply three state-of-art semantic
segmentation network models on our proposed HRUD dataset
for a complete scene segmentation. We adopt one encoder-
decoder based network named ENet [23], one pyramid pooling
module based network PSPNet [22], and the last network
model DeepLabv3+ [21] employs both encoder-decoder and
pyramid pooling module.
III. DATASET
A. Data Annotation
We annotate the dataset for semantic segmentation. Anno-
tations are performed on the V7 Darwin platform [46]. The
main objective of the semantic segmentation annotation is
to annotate all the objects present in the images including
debris, water, building, vehicle, road, tree, pool, and sand.
The motivation behind complete semantic segmentation is to
annotate all the damaged objects in an image, since it is
important to identify all the damaged objects in an image to
evaluate the actual damage done by a natural disaster. In total
1973 images have been annotated for semantic segmentation.
Most of the images include debris and buildings. The buildings
include both residential and non-residential structures. The
buildings are annotated into four classes based on their damage
levels. The classes are no damage, medium damage, major
damage, and total destruction. Number of annotated polygons
of buildings of these four classes are shown in Table I.
TABLE I: Number of polygons of different buildings based
on their damage levels.
Damage Level Number of Polygons
No Damage 1738
Medium Damage 1424
Major Damage 686
Total Destruction 1255
If a building is unharmed during the disaster event, then
this building is classified as Building-No-Damage. If some
parts of a building are damaged, but these parts can be
covered with a blue tarp, then the building is classified as
Building-Medium-Damage. On the other hand, if the roof of a
building is damaged such a way that it has sustained significant
structural damage and requires extensive repairs, then the
building is denoted as Building-Major-Damage. And when
complete failure of two or more major structural components
- e.g. collapse of basement walls, foundation, load-bearing
walls, or roof is observed, then the building is classified as
Building-Total-Destruction.
Compared to other disaster dataset [2], [3], we annotate all
of the components in the dataset which includes debris, water,
buildings, vehicle, road, tree, pool, and sand. This allows us to
perform complete segmentation of the images. When all other
disaster datasets can only be used for binary segmentation [2]
(flooded or non-flooded area, damaged building or undamaged
building) or only to detect different damage levels of buildings
[3], our dataset provides an opportunity for the researchers to
perform comprehensive segmentation on all of the damaged
and undamaged components of the images.
B. Dataset Challenges
There are several challenges posed by this dataset. One of
the challenges is difficulty in differentiating between damage
levels of different building instances. Since UAV image only
include top view of a building, it is very difficult to estimate
how much damage is done on that building. Horizontal view
Fig. 2: Visual comparison on HRUD test set for Experiment 1.
Fig. 3: Visual comparison on HRUD test set for Experiment 2.
brings most information about a building’s current damage
condition but the UAV images provide only top views. We
would like to investigate if the deep neural network models
will have any difficulty in evaluating the damage levels of
the buildings. Similarly another prime challenge is identifying
the roads since several times roads are covered with debris,
and sometimes only a small portion of a whole road is visible.
Since debris are scattered all over the place, it will also be dif-
ficult to segment the sand and water. A lot of debris are fallen
on the water and sand. Moreover the textures of the debris and
sand are very similar and tough to separate from each other
during semantic segmentation which might bring down the
performance of the network models. During the disaster event
a lot of trees are damaged and they are scattered along with the
debris. Differentiating between undamaged trees and damaged
trees is also a challenging task for the network models. If
a tree is damaged due to the hurricane, we consider it as
part of the debris. Due to the immense destruction on both
natural and man-made structures, the dataset contains very
complex and complicated structures. For example, the debris
from buildings and vehicles are combined together in many
images. Many houses are destroyed and it is very difficult
to identify totally destroyed buildings from debris. Specially
since this is an aerial image, determining the actual destruction
level of a building is very difficult. Finally segmenting vehicles
is also challenging since sometimes vehicles can be found in
the middle of the debris. If vehicles are mixed with debris,
the vehicles are considered as part of debris. Therefore the
models have to understand the scenario where vehicles should
be segmented as vehicles and where it should be segmented
as part of debris.
Figure 1 shows few images and respective colored annotated
masks from HRUD dataset. The first image indicates a mixture
of debris and building-total-destruction. Although in the first
image the road is visible, it is very difficult to distinguish
between debris and building-total-destruction instances. The
second image introduces another challenge of segmenting
roads along with already discussed building-total-destruction.
The roads are almost invisible due to sand and debris. The third
image presents another challenge for the segmentation models
where we can see two different types of building damages,
two buildings on the right with no damage and the building
with medium damage on the left.
IV. METHODS
We employ three state-of-art semantic segmentation models
named ENet [23], PSPNet [22], and DeepLabv3+ [21] to
Fig. 4: Visual comparison on HRUD validation set for Experiment 3.
Fig. 5: Visual comparison on HRUD test set for Experiment 3.
evaluate their performance on our proposed HRUD dataset.
We choose three different network models from two types
of neural networks, spatial pyramid pooling module and
encoder-decoder structure. Among the selected three models,
ENet [23] adopt encoder-decoder structure based model while
PSPNet [22] employs pyramid pooling module based model.
DeepLabv3+ [21] is a fusion between these two types of
network designs.
A. ENet
ENet is a state-of-art encoder-decoder structure module
based segmentation model which performs excellent compared
to concurrent encoder-decoder based segmentation models
[36], [37] on popular datasets like Cityscapes [13] and CamVid
[47]. In ENet [23] authors have proposed a compact encoder-
decoder architecture which attempts to employ different op-
timization details in the architecture to address current re-
search issues. ResNet [48] has been adopted as backbone
architecture which consists of a single main branch and later
it has been added with extensions consists of convolutional
filters by element-wise addition. The architecture has consists
of two modules, inital and bottleneck module. ENet initial
block performs both convolution and max pooling on input
and concatenate the results. The Bottleneck layer, adopted
from ResNet, includes three convolutional layers where Batch
Normalization and PReLU is placed between all convolutions.
PReLUs instead of ReLUs, an additional parameter to learn in
each feature map, is used with an objective to learn negative
slope of non-linearities. Bottleneck block is used for both
upsampling and downsampling based on decoder and encoder.
A max pooling layer is added to the bottleneck layer when this
layer is used for downsampling. The ENet encoder-decoder
architecture is shown in Table II.
TABLE II: ENet architecture. Output sizes are given for an
example input of 512 × 512.
Name Type Output Size
initial 16 × 256 × 256
bottleneck1.0 downsampling 64 × 128 × 128
4 × bottleneck1.x 64 × 128 × 128
bottleneck2.0 downsampling 128 × 64 × 64
bottleneck2.1 128 × 64 × 64
bottleneck2.2 dilated 2 128 × 64 × 64
bottleneck2.3 asymmetric 5 128 × 64 × 64
bottleneck2.4 dilated 4 128 × 64 × 64
bottleneck2.5 128 × 64 × 64
bottleneck2.6 dilated 8 128 × 64 × 64
bottleneck2.7 asymmetric 5 128 × 64 × 64
bottleneck2.8 dilated 16 128 × 64 × 64
bottleneck3.1 128 × 64 × 64
bottleneck3.2 dilated 2 128 × 64 × 64
bottleneck3.3 asymmetric 5 128 × 64 × 64
bottleneck3.4 dilated 4 128 × 64 × 64
bottleneck3.5 128 × 64 × 64
bottleneck3.6 dilated 8 128 × 64 × 64
bottleneck3.7 asymmetric 5 128 × 64 × 64
bottleneck3.8 dilated 16 128 × 64 × 64
bottleneck4.0 upsampling 64 × 128 × 128
bottleneck4.1 64 × 128 × 128
bottleneck4.2 64 × 128 × 128
bottleneck5.1 upsampling 16 × 256 × 256
bottleneck5.2 16 × 256 × 256
fullconv C × 512 × 512
Although downsampling is used in ENet as a part of encoder
architecture, it has followed SegNet [37] approach which saves
the indices of the elements chosen in max pooling in order
to reduce the memory requirements. SegNet is a encoder-
decoder based model which has almost symmetrical encoder
and decoder structure similar to U-Net [36]. But the encoder-
decoder architecture of ENet is different from SegNet, since
in ENet authors have proposed large encoder and relatively
smaller decoder. The reasoning behind this design is that
decoder only upsamples the output of the encoder to fine-tune
the details, therefore it is not required to be large like encoder
which works on smaller resolution data for data processing
and filtering. Dilated convolution has been used to wider the
context by having the wider receptive field since the network
already hurts the accuracy of the network by downsampling
the feature maps. Spatial Dropout has been used as regularizer
at the end of convolutional branches.
B. PSPNet
The motivation behind adopting PSPNet [22] is to evaluate
the state-of-art pyramid pooling based segmentation model
on our HRUD dataset. PSPNet [22] shows pioneering per-
formance on popular datasets [13], [49]. Since our dataset is
a natural disaster dataset, there are a lot of debris and dam-
aged structures scattered all around the area. Global context
prior would perform tremendously in segmenting individual
damaged and undamaged components in such aerial imagery
which ultimately motivates us to choose PSPNet [22] as one
the three methods for evaluating on HRUD.
With an objective to increase the size of empirical receptive
field of convolutional neural networks, global contextual prior,
Zhao et. al. has proposed PSPNet (pyramid scene parsing
network) [22]. Global average pooling is presented as global
contextual prior in [31] for semantic segmentation. Extrac-
tion of global context information along with local context
information from different sub-regions helps to distinct among
objects of different categories in complex datasets. This idea
is proposed in [50] for classification task. PSPNet further im-
proves the information gain between different sub-regions by
a hierarchical global prior. This proposed hierarchical global
prior contains context information of different scales which
varies among different sub-regions. This pyramid pooling
module is added at the end of final layer feature map.
This method presents four different pyramid scales to sepa-
rate feature map into distinct sub-regions to represent pooled
area of different locations. These four level pyramid pooling
kernels extend over whole, half of, and small portions of the
image and are used as global prior in the network. PSPNet uses
pretrained ResNet with dilated network to extract feature map.
Then 4-level pyramid pooling is applied on the feature map
to extract global context prior. These global priors are then
concatenated with the original feature map which is followed
by a convolutional layer to produce final prediction map.
TABLE III: Per-class results on HRUD testing set for experi-
ment 1.
Method Building Road mIoU
ENet [23] 95.37 94.78 95.08
DeepLabV3+ [21] 79.9 75.0 77.45
PSPNet [22] 99.87 99.86 99.87
C. DeepLabv3+
DeepLabv3+ [21], extends DeepLabv3 [27] by adding a
simple yet effective decoder module to refine the segmen-
tation results especially along object boundaries. DeepLabv3
implements several parallel atrous convolution with different
rates (called Atrous Spatial Pyramid Pooling, or ASPP), while
PSPNet [22] performs pooling operations at different grid
scales. Atrous convolution, also known as Dilated convolution,
performs strided convolution on feature maps with different
rates. Although rich semantic information is encoded in the
last feature map of PSPNet, detailed information related to
object boundaries is missing due to the pooling or convolutions
TABLE IV: Per-class results on HRUD testing set for experiment 2.
Method BuildingNo Damage
Building
Medium Damage
Building
Major Damage
Building
Total Destruction mIoU
ENet [23] 62.47 42.10 34.50 88.96 57.01
DeepLabV3+ [21] 71.9 61.1 58.4 60.5 62.98
PSPNet [22] 99.81 99.69 99.69 99.99 99.79
TABLE V: Per-class results on HRUD testing set for experiment 3.
Method Debris Water Building NonTotal Destruction
Building
Total Destruction Vehicle Road Tree Pool Sand mIoU
ENet [23] 45.97 75.84 66.16 39.52 36.74 61.19 71.64 28.47 61.77 54.15
DeepLabV3+ [21] 65.8 85.8 84.5 57.3 51.3 73.3 75.9 55.7 77.4 69.67
PSPNet [22] 88.76 67.98 85.75 80.51 65.83 82.81 94.53 72.61 76.04 79.43
with striding operations within the network backbone. This
could be alleviated by applying the atrous convolution to
extract denser feature maps. Encoder-decoder models [36],
[37] lend themselves to faster computation (since no features
are dilated) in the encoder path and gradually recover sharp
object boundaries in the decoder path.
In this structure, one can arbitrarily control the resolution
of extracted encoder features by atrous convolution to trade-
off precision and runtime, which is not possible with existing
encoder-decoder models. Authors further explore the Xception
model and apply the depthwise separable convolution to
both Atrous Spatial Pyramid Pooling and decoder modules,
resulting in a faster and stronger encoder-decoder network.
V. EXPERIMENTS
A. Implementation Details
Pytorch has been used for implementation of segmentation
networks. As hardware we use NVIDIA GeForce RTX 2080
Ti GPU and Intel Core i9 CPU. We implement three seg-
mentation methods, PSPNet [22], ENet [23], and DeepLabv3+
[21], and evaluate their performance on HRUD dataset. For
implementing PSPNet, resnet101 has been used as backbone.
We use “poly” learning rate with base learning rate 0.0001.
Momentum, weight decay, power, and weight of the auxiliary
loss are set to 0.9, 0.0001, 0.9, and 0.4 respectively. For ENet
we use 0.0005 and 0.1 for learning rate and learning rate
decay respectively. Weight decay is set to 0.0002. Similarly for
DeepLabv3+ we use poly learning rate with base learning rate
0.01. We set weight decay to 0.0001 and momentum to 0.9.
For augmentation we use random shuffling, scaling, flipping,
and random rotation which help models to avoid overfitting.
From different experiments it is proved that larger “crop
size” and “batch size” improve the performance of the models.
Due to the limitation of physical memory on GPU card, batch
size is set to 2 and crop size is set to 713.
VI. ABLATION STUDY
A. Hyperparameter Tuning
We implement three different segmentation algorithms on
HRUD. We vary our base learning rate for poly learning
rate scheduler. For the best two methods, DeepLabv3+ and
PSPNet, we perform hyperparameter tuning for base learning
(a) PSPNet
(b) DeepLabV3+
Fig. 6: Training Accuracy (mIoU) of (a)PSPNet and
(b)DeepLabv3+ with respect to Base Learning Rate.
rate. We vary the base learning rate from 0.01 to 0.0001 for
both models. It is found that the best base learning rate for
DeepLabv3+ is 0.01, and for PSPNet it is 0.001. The training
accuracy (mean IoU) curves with respect to different base
learning rates are shown in Figure 6.
B. Distinct Class Accuracy
Three types of experiments are performed on HRUD. In
the first experiment, only buildings and roads are considered
for segmentation since from emergency response point of view
these two are the most important components in an area. In the
second experiment, segmentation is performed on buildings
based on their damage levels. For any rescue attempt it is
critical to know the damage level of each particular building
so that the emergency rescue team can plan their rescue tasks
and allocate aids accordingly. Four different building damage
levels are considered: no damage, medium damage, major
damage, and total destruction. Finally in the third experiment,
all types of components are segmented which includes debris,
water, building, vehicle, road, tree, pool, and sand.
1) Experiment 1: Building and Road: To detect only build-
ings and roads, we merge all types of buildings, annotated sep-
arately based on four damage levels, into one single building
class. All network models show significant performance on
segmentation of buildings and roads. All three methods per-
form very well on segmenting buildings and roads. Compared
to other two experiments ENet [23] shows better performance
than DeepLabv3+ [21] in this experiment. But PSPNet [22]
performs the best with a near perfect segmentation result
with mean IoU of 99.87. Qualitative results can be seen in
Figure 2 and quantitative results are shown in Table III. From
the experimental results it is evident that pyramid pooling
modules as global context prior are able to segment the
buildings and roads more precisely compared to encoder-
decoder based method ENet [23] and even DeepLabv3+ [21].
Although DeepLabv3+ also implements global context prior in
the design of segmentation model, pyramid pooling in PSPNet
shows superior performance compared to atrous convolution
used in DeepLabv3+.
2) Experiment 2: Different Types of Buildings: We
analyze segmentation performances on four different building
categories: Building-No-Damage, Building-Medium-Damage,
Building-Major-Damage, and Building-Total-Destruction.
The network models show that although Building-Total-
Destruction and Building-No-Damage can be segmented with
very good accuracy, it is very difficult to differentiate between
Building-Medium-Damage and Building-Major-Damage.
PSPNet [22] performs the best among all three models in
segmenting different types buildings classified based on their
respective damage levels. Similar to experiment 1, pyramid
pooling module as global context prior is superior to astrous
convolution. Specially the segmentation results on class
Building-No-Damage and Building-Total-Destruction are
almost perfect with mean IoU of 99.81 and 99.99 respectively
as shown in Table IV. Qualitative results are shown in Figure
3. A common aspect of all three performances is that all three
networks perform worst in detecting buildings with medium
and major damages.
3) Experiment 3: All Classes: In HRUD, in total 8 cat-
egories have been annotated. These are building, road, de-
bris, water, pool, tree, sand, and vehicle. As previously
mentioned the building category has four different classes:
Building-No-Damage, Building-Medium-Damage, Building-
Major-Damage, and Building-Total-Destruction. To detect all
classes, we merge building with damage levels no damage,
medium damage, and major damage into a single class Build-
ing. Therefore, including two different building classes (build-
ing, building-total-destruction), there are in total 9 classes.
Evaluations of all three network models on test set presented
in Table V. Among all these three network models PSPNet
[22] performs the best in test set. These results can be verified
from the Figure 5 and Figure 4 which show that PSPNet [22]
produces predicted images which are closer to the ground
truth. Despite good performance on test set, the predicted
images produced by DeepLabv3+ [21] are not good in terms
of edges. PSPNet [22] produces results with sharp edges and
better class prediction.
All the models show a common characteristic regarding
their performance on the dataset. The four classes with lowest
IoU are pool, vehicle, building-total-destruction, and debris.
The lower performance on vehicle is mainly due to the
scenarios where vehicles can be found in the middle of debris.
As mentioned in subsection III-B, if cars are in the middle of
debris, they considered as part of debris. These two different
appearance of cars bring down the accuracy of the models
on detecting cars. The lower IoU of pool is caused by the
lower number of training instances. Building-total-destruction
is mostly a rubble of debris with a concrete base. Very similar
textures and appearances cause the lower performances on
segmenting building-total-destruction and debris in all three
models.
VII. DISCUSSION
HRUD is a very challenging dataset due to its variable
sized classes along with similar textures among classes. Debris
makes a great impact on segmentation performances of the
evaluated network models. Similar textures of debris, sand,
and building with total destruction damage are very difficult
to differentiate from both segmentation performances’ point
of view.
Results from experiment 2 clearly show the difficulty in
distinguishing between buildings with medium damage and
major damage. Since significant structural damage on the roof
is the only differentiating factor between these two damage
levels as discussed in III-A, from top view very little informa-
tion can be obtained about it. This causes poor performances
in segmenting these two building damage classes in ENet
[23] and DeepLabv3+ [21]. Global pyramid pooling module
in PSPNet [22] performs significantly superior than atrous
convolution of DeepLabv3+ and encoder-decoder structure
based segmentation network ENet.
From all the results produced by the three models, ENet
[23], PSPNet [22], and DeepLabv3+ [21], it is evident that
PSPNet [22] performs best on HRUD dataset. Also from
the Figure 6a and Figure 6b it is evident that PSPNet [22]
learns the dataset better than DeepLabv3+ [21]. Despite lowest
performance from ENet [23], both quantitative and qualitative
results are fairly good on HRUD dataset. Performance varies
significantly with the variation of base learning rate for both
PSPNet [22], and DeepLabv3+ [21]. Overall PSPNet [22]
shows the best result on the dynamic nature of the HRUD
dataset. Pyramid pooling modules in the PSPNet is able to
collect global context of all the classes better than atrous
convolution in DeepLabv3+. Superior performance of PSPNet
than ENet proves that pyramid pooling based segmentation
model performs better than encoder-decoder based model on
semantic segmentation of HRUD dataset.
VIII. CONCLUSION
In this paper, we propose a new high resolution natural
disaster dataset named HRUD and evaluate the performance
of three popular state-of-art semantic segmentation models on
it. We discuss the challenges of semantic segmentation on this
dataset along with the reasons of lower performances of the
models on certain classes. The network models are investigated
thoroughly to achieve the best results out of them for HRUD.
We believe our dataset will facilitate future research on natural
disaster assessment which will pave the way for less human
and economic loss with efficient natural disaster management.
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