On an inequality of von Neumann and an application of the metric theory of tensor products to operators theory  by Varopoulos, N.Th.
JOURNAL OF FUNCTIONAL ANALYSIS 16, 83-1l)o (1974) 
On an Inequality of von Neumann and an Application 
of the Metric Theory of Tensor Products 
to Operators Theory 
N. TH. VAROPOULOS 
Botiment de Mothhtique, Focult.4 des Sciences, France 
1. INTRODUCTION 
J. von Neumann’s well-known inequality on Hilbert space operators 
asserts that if T is a contraction on a complex Hilbert space (i.e., an 
operator S. t. )I T 11 < l), and if p(z) is a complex polynomial, then the 
operator p(T) satisfies the inequality 
T. Ando generalized this inequality for two commuting contractions 
TI , T2, and has proved that any two such contractions and any 
polynomial of two variables p(z, , za) satisfy 
A good reference for both these theorems is Chap. 1 of [l]. 
In this paper we shall show that this inequality does not generalize 
to an arbitrary number of contractions. More exactly, we have the 
following two theorems. 
THEOREM 1. FOY every K > 0, there exist TI , T, ,..., T, E S(H), 
jkitely many commuting contractions on some finitely dimensional 
complex Hilbert space H, and p(q , z, ,..., z,), a complex homogeneous 
polynomial of degree 3 and n variables, such that 
II PV, , Tz ,..., ~,)ll~~ll~II~=~~~p{lp(~~ ,... ,~,Jl;lz~I \(l,i= I,..., n}. 
THEOREM 2. For every K > 0, there exist U, , U, ,..., U, E A?(H), 
jinitely many commuting operators on some finitely dimensional complex 
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Hilbert space H, and q(xl , x2 ,..., z,), a complex homogeneous polynomial 
of degree 3 and n variables, such that 
j=l 
Remark. In Theorem 2 we may suppose in addition that the joint 
spectrum u( U, ,..., U,) of the operators U, ,..., U, satisfies 
What does hold for q and U, ,..,, U, in Theorem 2 is the corre- 
sponding polydisc inequality (cf. El]): 
II 4(Ul >.‘.Y Un)ll < II qllm = sup{1 P(% ,.**, %.)I; 13 I < 1, i = I,..., a). 
Theorem 2 tells us that the n-dimensional complex ball is not a 
spectral set for large n (it is for n = 1, 2). 
By considering the operators Ti = 11 Uj 11-l Uj (j = 1, 2,..., n) and 
the polynomial p(z, ,..., zn) = q(/l U, 11 zr ,..., 11 U, Ij xJ, we see that 
we can deduce Theorem 1 from Theorem 2. 
We shall give, however, an independent proof of Theorem 1 
because it is easier and because some of the ideas used present an 
independent interest. 
The main tool for both these proofs is a more or less explicit use 
of the metric theory of the tensor product. As a reference for the 
notations and the definitions of the topological theory of the tensor 
product, we shall use (the first few paragraphs of) [2]. However, 
we shall recall here some of the more essential definitions. Let 
I, = (1, 2,..., n} be the finite space of the first n natural integers, and 
let a = {ai1 ,..., i,; ii E 1, , j = 1, 2 ,..., p} be an array of order p and 
dimension n (we shall call such an array in the future a tensor); we 
shall define then 




ai,,....i,~il xi, ,..., xl,“’ 1; Fl lx!’ I2 f l,j = l,-.,P/. 
1) I]J is of course a norm, and the space of n-dimensional tensors of order 
p normed with ]I Ij 2 is not other than the space P&J BE *em C& H(I,), 
VON NEUMANN INEQUALITY 85 
the injective tensor product of 12(In) (= the n-dimensional Hilbert 
space) with itself p times (cf. [2]). 
Infinite dimensional tensors can also be normed with the above 
norm, and we can consider spaces of the form l2 OF *a* 0. 12. The 
proof of Theorem 2 will, in fact, be based on the following theorem 
which is of some independent interest. 
THEOREM 3. The space l2 Qr l2 Of l2 normed as above and assigned 
with the pointwise multiplication structure is not a normed algebra. 
By pointwise multiplication structure we mean, of course, 
(aijk ; i, j, k E Z+) * (bijk ; i, j, k E E+) = (czjj,bjj, ; i, j, k E z+>, 
where Z+ here and subsequently denotes the natural integers.) The 
space l2 BE l2 BE la with the above multiplication is of course an 
algebra, but the multiplication is not continuous, and the completed 
space P @ l2 8 P is not an algebra. 
We may observe, en passant, that Theorem 3 tells us in particular 
that the injective (BE) tensor product of two Q-algebras need not be a 
Q-algebra (cf. [3] for definitions and a proof of the fact that P is a 
Q-algebra; cf. [4] also for a necessary and sufficient condition for the 
gE product of two normed algebras to be a normed algebra). 
With a tensor a = {a,l,..i,; ii E I, , J’ = I,..., p>, we can associate 
two other norms: 
The norm I[ (IV is of course no other than the norm of the space 
V = @(I,) 0, *a* @,, C(&J, and the norm 1) IIMM is the norm of the 
space MM = V *, the dual of V. Confer [S-6] for details on these 
spaces. 
The independent proof of Theorem 1 will be based on the following. 
PROPOSITION 1.1. For all K > 0, there exist some n 3 1 and 
hk ER; i,j,k = l,..., n}, an n-dimensional real symmetric tensor of 
order 3 such that 
86 N. TH. VAROPOULOS 
By symmetric we mean, of course, that CZ%,~ = CZ,(,,~,~) (Vi, j, K E I, , 
Vu E ~a = the permutation group of 3 elements). 
The construction of the tensor in Proposition 1.1 is probabilistic 
and is connected with the following natural question. Let {u~,...~,; 
21 ,..., p i E iZ+> be an infinite dimensional tensor, and let us consider 
the random tensor l = (ja,,...i,; i1 ,..., i, EZ+} where the f are 
independent; when can we say that 6 E V almost surely? 
The point of Theorem 4 is to give an answer to the above question 
and to prove Proposition (1.1) on the way. The reader who is only 
interested in operator theory can of course skip most of that. 
To formulate Theorem 4 precisely, we must introduce the following 
space of infinite dimensional tensors: 
P = {ai, ,.,., i, ; 4 ,..., i, E z+; sup Mai, ,..., i, ; 1 < 4 ,..., i, < 41~ < +4 
(cf. [6] for details). We have fhen the following: 
THEOREM 4. Let a = (a ii; i, j E Z+} be an infinite dimensional 
tensor, and let (&.; i, j E Z+) be a family of independent random variables 
such that 
P&j = l] = P[&j = -11 = l/2 Vi,jjEZ+ 
and let us denote by a, = (&(w) aii; i, j E Z+) which is a random tensor 
(w is the generic point of the underlying probability space Q). Then the 
following assertions are equivalent: 
(i) P[a, E P] > 0, 
(ii) a, E P VCOESZ, 
(iii) There exist /3 = (&.; i, j E Z+) and y = (yu; i, j E Z+) two 
tensors such that 
aij = Bij + yij Vi,jEZ+ 
sUPCIBu12 < +co supc I ytj I2 < +a. 
i j i 
We have stated the above theorem for tensors of order 2, but us we shall 
see it generalizes readily to tensors of arbitrary order. 
No particular effort was made in this paper to find the best value 
of n, for which there exist TI ,..., Tm, commuting contractions and 
P(% ,*-*, znO) a polynomial such that 
II P(T, P.--t T,J/ > II P IL . 
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We can obtain without too much trouble that n, < lo2 which is 
certainly very far from being best possible. To try to prove that 
n, = 3 (which is probably the correct value), the use of a computer 
might be necessary. 
Finally, a few words about the organization of this paper. 
In Section 2 we give the basic geometric construction and prove 
Theorems 1 and 2 modulo subsequent estimates. In Section 3 we 
prove Theorem 3. In Section 4 we prove Proposition 1.1. In Section 5 
we prove Theorem 4. 
As we already pointed out, the last paragraph is not essential for the 
reader who is only interested in Hilbert space operators and stands 
apart from the previous work. The only connection that Section 5 
bears with the rest of the paper is the proof of Proposition 1.1 and the 
probabilistic estimates of V-norms. 
2. THE BASIC GEOMETRIC CONSTRUCTION OF THE OPERATORS 
Let n > 1 be a positive integer, and let us consider an orthonormal 
basis 
on the 2n + 2 dimensional Hilbert space H, = Z2(1,,+J. Let also 
(~6 6 j, k = 1, 2,..., n} be an n-dimensional symmetric tensor of 
order 3; we shall define then Tl , T, ,..., T, n-operators on H, by the 
following equations on E: 
Tje = fj ; j = 1, 2,. ., n, 
(*) 
Tjfb = i aijkg, ; j, k = 1,2 ,..., n, 
id 
T& = bkh; j, k = 1,2 ,..., n, 
Tjh = 0, j = I,..., n 
where S,, denotes the Kronecker tensor, 1 if j = k and zero otherwise. 
We have then the following 
PROPOSITION 2.1. Let us suppose that the symmetric tensor a used in 
(*) satis-es 11 a 112 < 1; then the operators Tl , T2 ,..., T, sattify the 
following relations: 
TiTi = TiTi Vi,j = I,2 ,..., n, (2.1) 
(TiTjTke, h) = aiik Vi,j,k = 1,2 ,..., n, (2.2) 
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(( ) denotes here the scalar product in H,) 
(2.3) 
for arbitrary scalars A, ,..., A, E C. 
Proof. (2.1) and (2.2) are just straightforward verifications, the 
symmetry of a is used in (2.1). 
To prove (2.3) we consider arbitrary scalars X, yi, xi, U, hj E @ 
(j = 1, 2,..., n) and observe that we have then 
xe + i y,f, + i z,g, + uh 
p=1 q=1 
and (2.3) is an immediate consequence of the fact that 
Proof of Theorem 1 
LetK>Obegiven,andletn>landa=aiik;i,j,k= 1,2,...,n 
be such that (1.1) holds. This means (by the very definition 
of the V-norm) that there exists some other tensor 
such that 
b = {bijk ; i,j, k = 1, 2 ,..., n} 
and such that the polynomial 
satisfies 
(2.4) 
II P Ilm = SUP{1 PkI >-**> x,)l ; j zi ) < 1, i = 1,2 ,..., n} < 1. (2.5) 
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Let us consider then the operators Tl , T, ,..., T, constructed from 
the tensor a as in (*). (2.2) implies then that 
CPU’, , T, ,..., T,&, h) = i aijkh, 
ijk=l 
and this implies that 
II PP’, , Tz ,..., Tn)ll 3 / f %kbk 1. 
ijk=l 
This together with (2.4) and (2.5) completes the proof of Theorem 1. 
Proof of Theorem 3 
Let K be a positive number, we know then from Proposition 3.1 
that there exist two symmetric tensors 
a = {Lxijle ; q/z = 1,2 )...) n), /3 = {/3ij& ; i, j, h = 1, 2 )...( n}, 
and scalars A, , A, ,..., A, E C such that 
Let us then consider the operators Tl, T, ,..., T, constructed as 
in (*) from the tensor 01, and let 
Let also Ui = hiTi (j = 1, 2,,.., n); we have then (by (2.2) and (2.3)) 
that 
$J Ujll” d 1; 
(It may be interesting to observe that we have in fact more, namely 
(q(U1 >***> U,)e, h) = i (Yij#ijk&)ljxk s (2.7) 
ijk-1 
Ipi1 R EjUj II < 1 v 1 El 1 = 1 E2 1 = a-* 1 E, 1 = 1. 
‘s 
This restricts even more the joint spectrum u(U, ,..., U,) of the 
operators U, ,..., U, and proves the Remark in the Introduction.) 
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But (2.7) implies just as above that 
II 4th 9 u2 *.-., Un)ll 3 2 %jklgijkhihjhk ; 
ijk=l 
which together with the obvious fact that 
and (2.6) completes the proof of our theorem. 
3. PROOF OF THEOREM 3 
In this paragraph we shall prove the following 
PROPOSITION 3.1. Let K > 0 be g&n, then there exist teoo reaE 
symmetric Jiaite dimensional tensors of order 3, a and b, such that 
II alI2 < 1, II blls d 1, II a * b /Iz 3 K 
where the multiplication a * b is the pointwise multiplication defined in 
the Introduction. 
Theorem 3 follows of course from the above proposition, and it 
stands in contrast with what happens for tensors of the second order 
where we have 
II 01 * B II2 G II cx lb II B lb VI2 = (%), B = u&j>. (3.1) 
[(3.1) shows in particular that P BE Z2 is a normed algebra which is a 
result of Milne as yet unpublished]. To see (3.1) it suffices to observe 
that the matrix 01 . /? = (LY$&~ is a square submatrix of the cross- 
product y = 01 x /3 (sometimes called tensor product and denoted 
y = 010 18) of the two matrices 01 = (cQ)~,~ and /3 = (&),,f , and also 
that I\ y 112 9 1101 II9 /I /3 /I2 , since the 11 /I9 is no other than the operator 
norm of the matrices and is submultiplicative under cross-product 
(cf. 171). 
We pass now to the proof of Proposition 3.1. Towards that we shall 
need to introduce some notations and prove a lemma. 
Let n > 1, and let {tijk; i, j, k = l,..., n> be a family of random 
variables such that 
lijk = t&M Vi,j, k = 1, 2,..., n; u E as( = the permutation group), 
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P[& = I] = P[Sijk = -I] = 8 Vi, j, k = 1,2 ,..., 12 and such that 
the family {&; i < j < K} is independent. Let us also denote by Q, 
the above underlying probability space, and let us denote by w  E s2, 
the generic point of Sz,. Let us finally denote by M, = {fdjk; i, j, K E I,} 
which is a random real symmetric tensor of order 3, and let us denote 
by M,(o) the value taken by that tensor for some fixed u E Qm . 
We have then the following 
LEMMA 3.1. 
SUP II n/l,(f&zJ 2 rFz Vn Z 1, (3.2) w  
P[II wz II2 z .=+‘I x 0 (3.3) 
for allJixed E > 0. 
Proof. (3.2) is evident, it suffices to set &*k = 1 Vijk. To prove 
(3.3) let us fix three real elements X, y, z in the unit ball of F&J, 
and let us denote by 
K(%Y, 4 = f &jkwj~k 
ijk-1 
which is a real random variable. We shall prove then that we have 
P[ 1 M,(x, y, a)/ > A] < 2eaA8/12 (3.4) 
for all n > 1, X, y, z, A > 0. To prove (3.4) we denote by 
Uijk = 
I 
C x,ysz, 1 ((Y, p, r) = u(i, j, K) for some permutation a E Us ; 
1 
i<j<k. 
It is clear then that 
Let now h E 88, and let us compute the mathematical expectations: 
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(Observe that we have chx < exp(l/2)x2 Vx E R.) This implies that 
&h’&&,tL”)l < j&h%‘f,,(W,d + ,Q-“h&,(“.t!,“) < 2$@, 
and this together with Chebychev’s inequality gives that 
P[I Mn(x, y, z)\ > A] < 2e3A2-AA VA > 0. (3.5) 
It suffices therefore to set X = A/6 in (3.5) to obtain (3.4). 
We shall now deduce (3.3) from (3.4). Towards that, let us observe 
that for every n 2 1, there exist (lb)% real points in the unit ball 
of P(1,) 
6% ; 01 = 1, 2,..., (lOn)n} 
such that 
II W, II G Cf;py(l M&a , x, , x,)1; 01, S, y = 1,2,..., (lo+} 
, 3 
where C is a numerical constant (C < 1000). 
This together with (3.4) implies that 
P[Jl M, /I > CA] < 2(10~2)~” e-AZ’12 VA > 0, 
and it suffices to set A = C-1n1/2+r to obtain (3.3). This completes the 
proof of our lemma. 
Let us now recall the well-known fact that for any compact group G 
and any two sets A, B C G of positive Haar measure the set 
A.B ={a-~;uEA,~EB}CG 
has a nonempty interior. Using that fact, we can now give the 
Proof of Proposition 3.1 
Let us suppose by contradiction that there exists some K > 0 such 
that 
t-t) II Mn(4 * 4%&2)lI9 < K II W&4l~ II Mn(~,)ll~ Vn, VW,, ~2 E J-4,. 
Out of (t) we shall be able to obtain the following conclusion (in 
contradiction with (3.2)): f or all E > 0 there exists N C Z+ an infinite 
set of positive integers s. t. 
tt’> II M,(w)11 < IW+~~ VnEN, WE&. 
To see how (t’) is obtained, we start by assigning a natural group 
structure on SJ, (n > 1) as a direct product of finitely many copies 
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of Z(2). With that group structure, the Haar measure and the proba- 
bility measure are identified, and we have 
K,(% * WA = J&44 n/l,(%) Vn3 1, VWI, WaESZ,. 
We also denote by 
(Sz,’ depends on E > 0, but we iix E from here onwards). We define 
then the Cartesian product group 
s-2 = fi Qnnj, 
j=l 
where the subsequence n, < n2 < **a of integers is chosen such that 
the subset 
Q’ = fpp2 
j=l 
has positive Haar measure, this is possible by Lemma 3.1. It follows 
now that the subset X = 9’ * Q’ C Q has a nonempty interior 
in Q and that therefore there exist finitely many points {wi E Qnj; 
j = 1, 2,..., K} such that 
bll x &Jd x --* x {qc} x Q,+1 x A&,+, ... c x. 
But this implies that for all p > K + 1 and all o E Qn, there exist 
wi , wa E 521,, such that 
And (t)’ follows at once from this and (t). This completes the proof 
of our proposition. 
4. THE PROBABILISTIC ESTIMATE OF THE T/I-NORM 
The key for the construction of a tensor satisfying (1.1) is the 
following probabilistic estimate of the MM norm of a tensor. 
PROPOSITION 4.1. Let a = {aili *... i,; il ,..., iP E In} be a n-dimen- 
sional tensor of order p, and let {tgl.. .iD; il ,.. ., ip E In) be a family of 
np independent random variables such that 
F[(il...ip = l] = p[[il...in = --I] = 4, Vi1 ,..., i, EI, , 
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The random tensor 
[a = ([iI...i,uiI...i,; iI ,..., i, E 1%) 
then satisfies the following estimate: 
MM 2 3(2np logp + log 2K)1’2 
lJ 
for all K > 2. 
Proof. By the definition of the MM norm (cf. Section 1, we have 
In other words, the MM norm of (a is just the 11 /Im norm of a random 
trigonometric polynomial of np variables and degree p. Our proposition 
is therefore an immediate consequence of the classical estimate of 
Kahane-Salem-Zygmund (cf. [S]). 
We can now prove Proposition (1. I) under the following equivalent 
form: 
PROPOSITION 4.2. For all K > 0, there exists H, a$nite dimensional 
real Hilbert space, (e, ,..., e,} C H, an orthonormal basis of that space, 
and 
A(& y> x> E Iw; X,Y,GEH, 
a symmetric t&near form on H such that 
I/A/l < 1; Il{A(e, , ei , 4; i,j, h E l,)ll~ 3 K. 
Proof. Let H be the Hilbert space of real r x r symmetric matrices 
P = h&.6=1 ; Pa6 = PBa V%b 
with the Hilbert-Smidt norm 
II P II2 = .c, I Pars 12* 
Let also {t,,; 01, /3, y E 1%) be arbitrary symmetric tensor; we shall 
define then on H the following trilinear form: 
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It is easy to verify then that A is symmetric (A(a(p, A, p}) = A(p, A, p) 
for any permutation u E ~a) and that 
II A II < p”Bp, I 4dh I* (4.1) 
I , 
The dimension of H is n = r(r + I)/2 and if we denote by 
M = (mi = (S&&, ; i = 1, 2 ,..., r} C H, 
I 
1 
N = nii = -\/Z(8i,sja + 8j,$iB)ao ; 1 < i < j < r C H, 
I 
where S,, is the Kronecker tensor, it is clear that M u N is an 
orthonormal basis of H, and it is also clear that 
4nij , njk , nik) = 2-3/2tiik Vl<i<j<k<r. (4.2) 
We claim now that we can choose r > 1 sufficiently large and then 
make an appropriate choice of the tensor (t,,,} so as to have 
t ‘x4./ = fl Va, p, y; ll{A(n’, n”, n”‘); n’, n”, n”’ E N}IIy > K. (4.3) 
To see this, we consider the tensor 
2 = {f(n’, n”, n”‘); n’, n”, n”’ E N} 
defined by 
@ii , n Bk , %s) = I 
tijk: = fl if 1 <q=i<j=p<k=s<r, 
0 otherwise, 
and we make the choice of the & 1 in such a way as to have 
II Z llh, < (3/2)(2 log 2 + 3(log 3) T(T - 1)) r(r - l)(~ - 2) (4.4) 
which is possible by letting K --f 2 in Proposition 4.1. But (4.2) 
implies then that we have 
‘(’ ,l)$2m 2, = ({A(n’, n”, n”‘); n’, n”, n”’ EN}, Z) 
< I/ Z IIMMll{A(n’, n”, n”); n’, n”, d E iV>l~ r , (4.5) 
where ( ) denotes the scalar product between the space V and its 
dual MM. But now (4.4) and (4.5) put together show that for this 
choice of tasr = 5 1, we have 
I/{A(n’, n”, n”‘); n’, n”, n”’ E N}IIy > K(r) 
1 T(T - l)(r - 2) l/Z 
= 12 I 2 log 2 + 3(log 3) Y(T - 1) I ’ 
580/16/I-7 
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and this proves (4.3), which together with (4.1) completes the proof 
of our proposition. 
As we see, the bound in (4.3) is effective, but it is not very good 
since we need r0 M lo4 before we have K(r,) > 1, and this gives 
n,, RS 10s in (1.2). A better estimate of the order n, M lo2 can be 
obtained in (1.2) by a different method (also probabilistic but more 
involved, essentially the one used in [9]). 
Remark. The situation is drastically different for second-order 
tensors. No such tensor could satisfy an inequality of the form (1.1). 
We have in fact 
II a IIY < 43 II a lb ; Va = (a(, ; i, j = l,..., n). 
(This is just Littlewood’s inequality, cf. Section 5.) 
5. PROOF OF THEOREM 4 
The main tool in this paragraph is the following inequality due to 
Littlewood (cf. [lo]): 
valid for any finite dimensional tensor a of order p, where C, is a 
constant that depends only on p. Littlewood proved the above 
inequality for p = 2, but his proof generalizes readily to arbitrary p 
(this has already been pointed out by Davie in [3]). It will be natural 
now to introduce the following. 
DEFINITION. Let {ail...4.>. be an infinite (or finite dimensional) 
tensor, we shall say that a IS a Littlewood tensor with Littlewood 
constant K > 0 if a can be decomposed 
a = b(l) + . . . + b(D) 
as the sum of p tensors b(e) = {bt!..i,} (Q = l,..., p) with disjointed 
supports such that 
stp C 1 bt!.+, I2 < K Vq = 1, 2 ,..., p, 
il . . . . @...a’, 
where ip under the above summations means that we do not sum with 
respect to ip, and where by tensors with disjointed support we mean 
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that for two different p # r and any fixed multiindex (ii ,..., &), 
one of the two coordinates b,!9’. .i, or b&‘. .J, is zero. 
We have then the follow&g caracterisation of Littlewood tensors. 
LEMMA 5.1. Let {u~,...~,> be an infinite or finite dimensional tensor 
and let us suppose that for any choice FI ,..., Fp of finite subsets of the 
index set we have 
! C I +.i, j2;iiEFi,j=l,2 ,..., pl <CnyxIFjI 
for some constant C independent of the F’s (Here and subsequently we 
denote by ( F 1 the cardinal number of the set F). Then a is a Littlewood 
tensor with Littlewood constant C. 
Proof. The proof is purely combinatorial and elementary, we 
shall only outline it. It suffices to prove the lemma for finite dimensional 
tensors and then use a diagonal process to pass to the infinite 
dimensional case. We shall prove it then using induction on n, the 
dimension of the tensor. 
The idea that makes the induction works is the same as the one 
used in Chap. 6, Section 4 of [5] and consists in chasing for every q 
(=l, 2,..., p) th e value of the index iq = ir’ (1 < if’ < n) for which 
C, = ci,...l,...i I ai ,... i, I 2 is as small as possible, & is then, by our 
hypothesis, no l?arger than C. We delete then the indices ij”’ a*- ii” and 
obtain a tensor of lower dimension. We apply to that tensor the 
inductive hypothesis and finally ghe back the deleted entries using the 
fact that & < C (q = 1, 2,...,p). (For details of an analogous 
situation, cf. Chap. 6, Section 4 in [5].) We are now in a position 
to state and prove the main theorem of this paragraph. 
THEOREM 4. Let {ai ..+ il -me 
tensor, and let (&..+,; iI’--. 
ip E Z+> be an inJinite dimensional 
it, E Z+} be a family of independent random 
variables such that 
and let us consider the random tensor 
where w denotes the generic random point of the underlying probability 
space 52. 
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The following assertions are then equivalent: 
(9 a is a Littlewood tensor, 
(ii) a,E P VwEQ, 
(iii) P[aW E P] > 0. 
Proof. (i) 3 (ii) by Littlewood’s inequality and (ii) G- (iii) trivially. 
We shall prove that (iii) z- (i). 
Towards that, let us denote by 
acoP ,..., F,) = {[i,...iPui,...i, ; ij EF~ , j = l,..., p}, 
%,(F, ,..., F,) = {5i,...i,z+..ip ; ij EF, ,j = 1, 2,...,p}, 
where FI ,..., F, are finite subsets of the integers. 
(iii) implies then that th ere exist 0 < 01 < 1 and K > 0 such that 
P[l! 4F, ,..., F,)llv < K] > 01, VFI ,..., F, C iZ+. (5.1) 
A simple use of Proposition 4.1 implies also that 
< Wup I Fi I) C I a,+, 1’; ii EFj ,j = 1,ae.y~ > 1 - O! (5.2) 
i )I 
for all FI ,..., Fp C E+ and some constant C that depends only on 01 
and p. 
But this implies that for any choice of FI ,..., F, C Z+, there exists 
some w  E G for which both the inequalities (under P[ 1) in (5.1) and 
(5.2) are verified. For that w  we have then 
! 
11 u,~...~, 12; ij~Fj ,j = 1,2 ,..., p 
I 
= h,(F, ,...,F& a;(F, ,...,F,)) < II ao,(F, ,...,FJIYII %o(F, . ..-.FJIMM 
< KCsyp(l Fj 1)1/2 11 I u,~...~, j2; ij EF, ,j = I,..., p/l”, 
where ( ) indicates as usual the scalar product between V and its 
dual MM. This inequality gives then at once 
11 ) u,~...~, 12; ij EFj ,j = 1, 2,...,p! < K2C2 syp I Fj I 
and together with Lemma 5.1 completes the proof of our theorem. 
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ADDENDUM 
This addendum is a “joint effort” of S. Kaijser, and myself and 
settles one question left open in the paper, namely that n, = 3 (cf. 
Introduction). 
More explicitely we have the following. 
THEOREM. Let H be a Jive-dimensional Hilbert space and let 
{e,f1,f2 ,f3 7 4 
be an orthonormal basis on H. Let {a,; i, j = 1, 2, 3) be a 3 x 3 
symmetric tensor dejined by: aii = l/d3 Vi; aii = -l/2/3 Vi # j. 
Let Tl , T, , T, be the three commuting contractions defined by: 
Tie = fi , Tiff = aijh, Tih = 0 Vi, j 
and let 
3 
P(zl , x2 , z3) = C aijvi 
i,j=l 
be a polynomial of second degree. We then have 
IIPV, 9 T2 7 T3)ll 3 3, (1) 
II P llm = SUP{1 P@ l,z2,z3)(;IxlI=1~21=1x31=1}=5/~~. (2) 
Proof. The verification that Tl, T2 , T3 are commuting contrac- 
tions is immediate and is the same as in Section 2. 
To see (1) observe that just as in Section 2 we have: 
and that therefore, 
(TiTje, h) = aij 
I(P(TI, T2, T3>e, h)l = f I au I2 = 3. 
i.j=l 
To see (2) we set x1 = -eisz, , z2 = -eimx3 and we get 
1/~llPllm =~uPofut~)l;~~~~w 
where 
f (0, g) = 1 + 2+@ + 2+ + $68 + &Wz _ 2eM+rn) 
= 1 + eie + eiw + (1/2i)(8f/i%) + (1/2i)(af/&p). 
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And it is obvious that the extrema of f(0, v) are taken on the set 
2 = E u (E, n E,) where 
E = W, d;fP, v,> = 01, 
El = ((6, go); Re[(E#ae) * (1 + e-ie + e+)] = 0}, 
E, = ((0, tp); Re[(afi+) * (1 + t+ + e+‘)] = 0). 
On the set 2, (2) is verifiable at once! (On El n E, we have 
tg0 + tgrp = 0.) I would like to point out finally that M. J. Crabb 
and A. M. Davie, independently, proved the same thing also, namely 
that n, = 3 (preprint). 
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