Abstract. The joint spectral radius of a bounded set of d × d real or complex matrices is defined to be the maximum exponential rate of growth of products of matrices drawn from that set. A set of matrices is said to satisfy the finiteness property if this maximum rate of growth occurs along a periodic infinite sequence. In this note we give some sufficient conditions for a finite set of matrices to satisfy the finiteness property in terms of its rank one elements. We show in particular that if a finite set of matrices does not satisfy the finiteness property, then the subset consisting of all matrices of rank at least two is nonempty, does not satisfy the finiteness property, and has the same joint spectral radius as the original set. We also obtain an exact formula for the joint spectral radii of sets of matrices which contain at most one element not of rank one, generalising a recent result of X. Dai.
Introduction and statement of results
Given a bounded set A of d × d matrices over R or C, the joint spectral radius of A is defined to be the quantity
a definition introduced by G.-C. Rota and G. Strang in 1960 ( [22] , subsequently reprinted in [21] ). This limit always exists and is independent of the norm used (for a proof see e.g. [15] ). The joint spectral radius arises naturally in a range of mathematical contexts including control and optimisation, wavelet regularity, coding theory, and combinatorics; for references see [5, 14, 15, 20] . As such the properties of the joint spectral radius are the subject of ongoing research investigation [1, 5, 11, 14, 18] .
Given a bounded set of matrices A, let us define A n := {A i1 · · · A in : A j ∈ A} for every integer n ≥ 1, and let ρ(A) denote the ordinary spectral radius of a square matrix A. The joint spectral radius satisfies the identity [2] , and I. Daubechies and J. Lagarias noted in [9] that the inequalities
apply for every n ≥ 1, where · is any operator norm on the space of d × d matrices. The joint spectral radius therefore admits the characterisation
for every operator norm · . Motivated by these identities, J. Lagarias and Y. Wang asked in [19] whether every finite set of d × d matrices A has the property that there exists an integer N depending on A such that ̺(A) = max{ρ(A) 1/N : A ∈ A N }. If such an integer exists then A is said to have the finiteness property. Various authors have since shown that there exist pairs of invertible 2 × 2 real matrices which do not have the finiteness property [3, 4, 14, 17] . Conversely, some sufficient conditions for the finiteness property to hold have been given in [7, 8, 12, 13, 19] , and the finiteness property for rational matrices has been studied in detail in [6, 16] . In this note we investigate the relationship between the finiteness property of a set A and the presence of rank one matrices in that set. We will show in particular that the known examples of pairs of matrices which lack the finiteness property are in some sense the simplest possible: if a finite set of d × d matrices fails to have the finiteness property, then it must be the case that at least two of its elements have rank greater than or equal to two.
The main result of this note is the following theorem:
. . , A ℓ } be a finite set of d × d matrices over C, and let R ⊆ A be the set of all elements of A which have rank greater than or equal to two. If ̺(R) < ̺(A) or R is empty, then there exists a finite sequence (A ij ) n j=1 of elements of A, in which each rank-one element of A appears at most once, such that
The following corollary motivates the title of this article. (Note that a singleton set trivially satisfies the finiteness property by Gelfand's formula.) Corollary 1.2. Let A be a finite set of d × d matrices over C, and let R ⊆ A be the set of all elements of A which have rank greater than or equal to two. If A does not satisfy the finiteness property then ̺(A) = ̺(R), R contains at least two elements, and R does not satisfy the finiteness property.
Note that the converse of Corollary 1.2 is false: if B := {B 1 , B 2 } is a pair of invertible 2 × 2 real matrices which fails to satisfy the finiteness property, then the set of 3 × 3 matrices defined by
clearly satisfies the finiteness property even though ̺(A) = ̺(R) and R does not satisfy the finiteness property.
In the special case where R contains at most one element, Theorem 1.1 reduces to the following: Corollary 1.3. Let A = {A 1 , . . . , A ℓ } be a finite set of d × d matrices over C, and suppose that A contains at most one element with rank greater than or equal to two. Then there exists a finite sequence (A ij ) n j=1 of elements of A, in which each rank-one element of A appears at most once, such that
In the special case ℓ = 2 this further reduces to the following result, which strengthens a recent theorem of X. Dai [7] .
It should be noted that the stipulation in Theorem 1.1 that A should be finite rather than compact is deliberate, since the proof of Theorem 1.1 makes use of the pigeonhole principle applied to the elements of A. In particular it remains unclear whether an analogue of Corollary 1.2 holds when A is compact and infinite. Motivated by this observation we ask the following question: Given a finite set of d × d complex matrices B = {B 1 , . . . , B k } with nonzero joint spectral radius, we shall say that a norm · on C d is an extremal norm for B if the induced operator norm on the space of d × d matrices satisfies B ≤ ̺(B) for all B ∈ B. We will begin the proof by showing that Theorem 1.1 holds subject to the additional assumption that A admits an extremal norm.
We will prove the theorem in the case where R is nonempty: the case where this set is empty may be dealt with by a simple modification of the following argument. Let us then write A = {A 1 , A 2 , . . . , A ℓ } with R = {A 1 , . . . , A r } ⊂ A. Using (1.1) we note that there exists N ≥ 1 such that
Let n ≥ N (1 + ℓ − r) and, using (1.1) together with the fact that · is extremal for A, choose i 1 , . . . , i n such that A i1 · · · A in = 1. If m, k ≥ 1 are integers such that i m , i m+1 , . . . , i m+k−1 all belong to the set {1, . . . , r}, then we necessarily have k < N since
and this last term is greater than or equal to 1 only when k < N . In particular, each block of N successive symbols i j , . . . , i j+N −1 must include at least one entry in the range {r + 1, . . . , ℓ}. Since n ≥ N (1 + ℓ − r) the sequence i 1 , . . . , i n includes at least 1 + ℓ − r pairwise non-overlapping blocks of length N , and it follows by the pigeonhole principle that there exist integers k 1 , k 2 such that 1 ≤ k 1 < k 2 ≤ n and
Choose integers k 1 , k 2 with these properties such that the difference k 2 − k 1 is minimised. If A i ℓ 1 = A i ℓ 2 / ∈ R and k 1 ≤ ℓ 1 < ℓ 2 ≤ k 2 then necessarily ℓ 1 = k 1 and ℓ 2 = k 2 by minimality, and it follows that those elements of the sequence (A ij ) k2−1 j=k1 which belong to A \ R are necessarily all distinct.
We claim that ρ(A i k 1 · · · A i k 2 −1 ) = 1, which proves the theorem in the case of the matrix set A. Since
we have A i k 2 v = 1. The vector A i k 2 v thus has unit length and belongs to the image of the matrix A i k 2 . The product A i k 1 · · · A i k 2 −1 maps this vector to a vector which also has unit length and also belongs to the image of
has rank one its image is one-dimensional, and it follows that v is an eigenvector of A i k 1 · · · A i k 2 −1 whose corresponding eigenvalue has unit modulus. We therefore have ρ(A i k 1 · · · A i k 2 −1 ) = 1 as claimed, completing the proof of the theorem in this case. It remains to show that this result implies the validity of Theorem 1.1 in general. To achieve this we use a reduction argument which is by now somewhat standard. We require the following lemma, the proof of which may be found in e.g. [10] .
Lemma 2.1. Suppose that the set of d × d matrices A = {A 1 , . . . , A ℓ } has nonzero joint spectral radius and does not admit an extremal norm. Then there exist positive integers
Note that the matrices B i are not necessarily pairwise distinct, and similarly for the families of matrices C i and D i .
We will prove the full statement of Theorem 1.1 by induction on the dimension d of the matrices which comprise the set A. Since 1 × 1 matrix multiplication is commutative, it is not difficult to see that the joint spectral radius of a finite set of 1 × 1 matrices is just the maximum of the spectral radii of the individual matrices, and in particular Theorem 1.1 holds trivially in this case. Let us now suppose that Theorem 1.1 has been shown to hold for all finite sets of square matrices of dimension at most d, and use this fact to establish that it is also valid for sets of square matrices of dimension d + 1.
Let A = {A 1 , . . . , A ℓ } be a finite set of (d + 1) × (d + 1) matrices which meets the hypotheses of Theorem 1.1. If A admits an extremal norm then Theorem 1.1 is valid for A by the argument given previously. Otherwise, let d 1 , d 2 , B, C, D and U be as in Lemma 2.1. An easy consequence of (2.1) is that ρ(A i ) = max{ρ(B i ), ρ(D i )} for each i = 1, . . . , ℓ, and in the same manner one may show that ρ(A i1 · · · A in ) = max{ρ(B i1 · · · B in ), ρ(D i1 · · · D in )} for any finite sequence i 1 , . . . , i n of elements of {1, . . . , ℓ}. Using (1.1) we deduce that ̺(A) = max{̺(B), ̺(D)}. We suppose that ̺(A) = ̺(B), the proof in the complementary case ̺(A) = ̺(D) being similar.
Let R B be the set of all elements of B which have rank greater than or equal to two. If R B is empty, then the hypotheses of Theorem 1.1 apply to B. If R B is not empty, then since each matrix B i is obtained from the corresponding matrix A i by composition with an invertible matrix and a projection we necessarily have rank B i ≤ rank A i . In particular if B i has rank at least two, then A i does also. We deduce that
for every n ≥ 1, and using (1.1) we may derive the inequality ̺(R B ) ≤ ̺(R) < ̺(A) = ̺(B). The hypotheses of Theorem 1.1 therefore also apply to B in the case where R B is not empty. Since the matrices comprising B have dimension 1/n and such that no rank-one matrix B i occurs twice in the sequence (B ij ) n j=1 . Since ̺(A) = ̺(B) and rank B i ≤ rank A i for each i, we deduce that ̺(A) = ρ(A i1 · · · A in ) 1/n and no rank-one matrix A i occurs twice in the sequence (A ij ) n j=1 . We conclude that Theorem 1.1 is valid for A, which completes the proof of the induction step. This completes the proof of Theorem 1.1 in full generality.
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