Abstract. Explicit formulae for the densities of the first hitting times to the sphere of Brownian motions with drifts are given. We need to consider the joint distributions of the first hitting times to the sphere and the hitting positions of the standard Brownian motion and explicit expression for their Laplace transforms are given, which are different from the known formulae in the literature and are of independnt interest.
Introduction
For d ≧ 2, we denote by B = {B t } t≧0 a standard d-dimensional Brownian motion starting from a fixed point x ∈ R d which is defined on a probability space (Ω, F , P ). We throughout assume x = 0. Letting v ∈ R d be a non-zero constant vector, we consider a Brownian motion B (v) = {B (v) t } t≧0 with drift v given by B (v) t = B t + vt. It is a very simple fundamental diffusion process, but we sometimes encounter difficulty to obtain explicit formulae on it.
In this paper we consider the first hitting times σ and σ (v) of B and B (v) , respectively, to the sphere S d−1 r with radius r > 0 and centered at the origin. The main purpose is to give an explict expression for the density of σ (v) . For this we need to give an explicit expression for the joint Laplace transform of the density of (σ, B σ ) ∈ (0, ∞)×S d−1 . The formula for (σ, B σ ) obtained in this article is of quite different form from the formulae obtained by Aizenman-Simon [1] and Wendel [13] .
The density p ν (t; x), ν =
being the index, of σ has been studied from old times. See [7, 9] and the references therein for the Laplace forms and related topics. Recently, Byczkowski and Ryznar [3] , Uchiyama [11] and the authors of the present paper [4, 5, 6] have studied the explicit expressions and the asymptotics of the densities themselves and the tail probabilities.
The density for σ (v) is expressed in terms of the densities p µ (t; x)'s (of different dimensions). Moreover, using the previous results for σ, we show the asymptotics of the tail probabilities for σ (v) . Our main results are the following.
(1.1)
Here I µ (µ ≧ 0) is the modified Bessel function of the first kind and C ν n is the Gegenbauer polynomial.
We refer to Magnus-Oberhettinger-Soni [8] and Watson [12] about the special functions. We note again that explicit expressions and the asymptotic behavior of p ν (t; x) are known.
For the asymptotic behavior of the tail probabilities, we show the following. To mention the result, we recall ( [3, 4, 11] ) that
holds as t → ∞, where L(0) = 2 log |x| r and, for ν > 0,
Assume |x| > r. Then, one has
as t → ∞ when d = 2, and
This paper is organized as follows. In the next section we give some estimates for the modified Bessel function and the Gegenbauer polynomial. In Section 3 we present an explicit form for the Laplace transform of p ν (t; x) and, admitting it as proved, we give a proof of Theorem 1.1. In Section 4 we show how to compute the Laplace form. In the last Section 5 we prove Theorem 1.2.
We can apply the results in this paper to a study on the Wiener sausage of the Brownian motion with drift. It will be discussed in a separate paper.
Preliminary estimates
In this section we show some estimates for the modified Bessel function I µ and for the Gegenbauer polynomial C ν n . We firstly show an estimate for I µ :
.
Lemma 2.1. For µ ≧ 0 and n ≧ 1, one has
Proof. Note that Γ(p + q) ≧ Γ(p + 1)Γ(q) holds for p ≧ 0 and q ≧ 1, which can be seen from
Then we have
which shows (2.1).
Next we give an estimate for the Gegenbauer polynomial C ν n . When ν > 0, it is given by
which is characterized by the relation
Lemma 2.2. For α ∈ R with |α| ≦ 1, ν ≧ 0 and n ≧ 1, one has
2)
When ν > 0, we have
Hence we get
3. Laplace transforms and proof of Theorem 1.1
We first reduce the computation for σ (v) to that for the joint distribution of (σ, B σ ), the first hitting time to the sphere and the hitting position of the standard Brownian motion.
By the Cameron-Martin theorem, we easily see
where E denotes the expectation with respect to P . Moreover, letting F t = σ{B s , s ≦ t}, we see by the strong Markov property of Brownian motion
and
From this identity we obtain the following hitting time of brownian motion with drift Proposition 3.1. For any λ > 0, one has
Proof. We have shown
where p ν (s; x) is the density of σ (see Sect. 1). Changing the order of integrations, we obtain
For the right hand side of (3.1), we show the following explicit expression. Denoting by K µ the modified Bessel function of the second kind (the Macdonald function), we define the function Z
Since K µ is decreasing and I µ is increasing on (0, ∞),
Combining this proposition with (3.1), we obtain
when d = 2, and
ν+n (|x|, r).
We postpone a proof of Propositon 3.2 to the next section and give a proof of Theorem 1.1. It is well known (cf. [7] ) that, the density p µ (s; x) of σ µ , the first hitting time of a Bessel process with index µ starting from |x|, is characterized by
We use the same notation for the density since our main concern is on the special case where the index µ is a half integer, and there is no fear of confusion.
To prove Theorem 1.1, we compute the Laplace transform of the right hand side of (1.1), (1.2) by changing the order of the integrations and the infinite sums.
Using the estimates given in the previous section, we have for ν ≧ 0
Since Z (v),λ µ ≦ 1, the above is bounded by
Hence, we may apply Fubini's theorem and see, from (3.2) , that the Laplace transforms of the right hand sides of (1.1) and (1.2) are equal to those of p We have now shown Theorem 1.1, admitting Proposition 3.2 as proved.
Proof of Proposition 3.2
In order to prove Proposition 3.2, we use the skew-product representation of Brownian motions. Let R = {R t } t≧0 be a d-dimensional Bessel process (with index
) and θ = {θ t } t≧0 be a Brownian motion on the unit sphere
, and assume that R and θ are independent. Recall that, embedding 
where E θ θ 0 denotes the expectation with respect to the probability law of θ starting from θ 0 , P ν,|x| is the probability law of {R t } and τ is the first hitting time to r of {R t }.
It is known (cf. [2] p.407) that
where E ν,|x| is the expectatation with respect to P ν,|x| . We obtain Proposition 3.2 if we show the following. We can justify the change of order of the integration and the infinite sum by the same way as (3.3). 
and, when d ≧ 3,
We see from this proposition that the Gegenbauer polynomial comes into our story through the following formula (cf. [8, p.227] ): for α ∈ R, ξ > 0, µ > 0,
together with the boundary conditions
For this purpose, we recall Stroock's representation of sperical Brownian motion (cf. [10] ). θ may be realized as a solution of the stochastic differential equation based on a d-dimensional Brownian motion {w s = (w 
Then, from a strihgtforward computation by using Itô's formula, we can show (4.4). It is easy to see (4.5). For simplicity we set β = d − 1 and consider the function g ν given by
Then g ν is a smooth function which satisfies
If u(t, ξ) = e −λt φ(ξ) satisfies (4.6), we should have
The system of the fundamental solutions of this second order differential equation is given by ξ
. For the function φ to be smooth at ξ = 0, we should choose ξ −ν I √ λ+ν 2 (ξ). Moreover, n = √ λ + ν 2 − ν should be a non-negative integer and λ = n(n + 2ν). The following lemma is easily shown and we omit the proof.
(2) One has
and ϕ ′ ν,n (0) = 0 (n = 1).
The following proposition immediately implies Proposition 4.1
Proof. First of all we note that the sum on the right hand sides of (4.8) and (4.9) are absolutely convergent at each (t, ξ), which is seen from (2.1) and (2.2) in a similar way to (3.3).
Letting ϕ ν,n be the function defined in Lemma 4.2, we set
We have shown that the sum on the right hand side is absolutely convergent. Moreover, noting ϕ
we see, in a similar way to (3.3) , that
converge uniformly on compact sets in ξ ∈ (0, ∞) and are equal to h ν (t, ξ) and
Next we look at h ν (t, ξ) as a function in t > 0. By (2.1) and (2.2) we have
and we may differetiate term by term to obtain
Combining the identities above, we see that the function g ν (t, ξ) given by (4.8) and (4.9) satisfies (4.6).
The boundary condition (4. 
which holds for any µ > 0. Note
Then, by using (2.1) and (2.2), we can show that we may apply the dominated convergence theorem and obtain
which is exactly g 0 (0, ξ) = e αξ . Another boundary condition g 0 (t, 0) = 1 follows from I 0 (0) = 1 and the other one 
are holomorphic in z ∈ C. From this we obtain the Fourier-Laplace transform of the joint distribution of (σ, B σ ). For example, when d ≧ 3, we can show
where J µ is the usual Bessel function.
Proof of Theorem 1.2
We set
In order to apply Theorem 1.1, we need to change the order of the integration and the summation. For this purpose, we note from (2.1) and (2.2)
Then we can apply Fubini's theorem and obtain from Theorem 1.1
|v| 2 s p 0 (s; x)ds + f 0 (t) when d = 2, and when d ≧ 3 where E ν+n,|x| denotes the expectation with respect to the probability law of the Bessel process {R t } t≧0 with index ν + n and starting from |x|. Using the explicit expression of the transition density of the Bessel process, we obtain Hence, by using (2.1) and (2.2) again, we obtain for n ≧ 1 and t ≧ 1 
