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Chapter 1
Introduction
1.1 Mesoscopic Transport in One-Dimensional Sys-
tems
“Electrons behave as waves” is understood as common knowledge for people who
have learned quantum physics. However, we can not see this fact so often in our real
life, since infinite numbers of sources which could violate quantum coherence of electron
waves exist in a macroscopic system coupled with environments. Taking transmission
electron microscope (TEM) as a rare example, an electron beam transmitted through a
crystal medium gives electron diﬀraction patterns on a fluorescent plate. In this case,
electrons traveling in a high vacuum inside TEM, are isolated from any decoherence
factors. Without such special conditions, the wave nature of electrons disappears in
macroscopic scales.
For a similar reason, conduction electrons in metals seldom show their wave nature in
their transport properties of macroscopic systems. In macroscopic objects, the electron






where e, ne and τ represent, respectively, electric charge, number density and mean free
time of conduction electrons. This formula is understood as a classical equation of motion
derived from the balancing relation between momentum loss per unit time and electro-
static force by external electric field E, i.e. ∆p/τ = mv/τ = eE. Conductance is defined
as the ratio of current density j = evne to the electric field E, yielding Eq. (1.1). In this
classical explanation, we do not need to assume the wave nature of electrons. Instead, the
1
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average time τ between the scattering events, which occur for some reason, takes place
as the one and only factor governing electron transport. As the system size gets smaller
and the temperature goes down, the frequency of scattering events that an electron faces
during a travel from one reserver to another, becomes rare, and eventually, the average
scattering time τ will lose its sense. In such small systems called mesoscopic systems,
electrons are free from inelastic scatterings, and only aﬀected by elastic scatterings due to
boundaries of the sample, interparticle interactions or some scattering sources. The type
of the electron transport changes from diﬀusive transport to the other one that shows the
wave nature of electrons. This type of conduction free from inelastic scatterings and with
memories of the phase dynamics, is called ballistic transport, and is one important concept
in mesoscopic transport. Many transport experiments of ballistic samples are explained
by assuming free electrons with eﬀective mass m∗.
The characteristic length scale which separates macroscopic systems from mesoscopic
systems, is the phase coherence length lφ ∼ 1 μm. Reflecting this fact, mesoscopic
transport has come to be studied intensively from 1980’s in parallel to the progress of
micro-fabrication techniques such as, e.g. molecular beam epitaxy (MBE), electron beam
lithography and scanning tunneling microscopy (STM) [3, 4]. In mesoscopic systems,
electronic wave pockets spread over the system and the electronic transport is described
by its coherent phase dynamics. Thus, their transport properties depend on details of
electronic wave function. Nowadays, mesoscopic devices with the size L < lφ ∼ 1 μm
can be realized through the techniques mentioned above. Wave nature was observed in
transport properties, firstly, as Aharonov-Bohm (AB) oscillation of conductance as func-
tion of magnetic flux through microscopic AB ring of 0.78 μm in diameter [5]. Universal
conductance fluctuation (UCF) of the order of δG ∼ 2e2/h induced by a small change in
external parameters, was detected in a quantum wire, showing a fingerprint of diﬀraction
of electron waves in mesoscopic systems [6]. In these mesoscopic systems, two terminal







where Ti,j indicates the probability that the electron in an initial state i injected from
the left reserver, can reach the right reserver in a final state j. Landauer-Buttiker for-
mula connects conductance with the wave nature of electrons through Ti,j: electrons are
assumed to go through independent paths = channels (i → j) with the transmission
probability Ti,j, and the summation of transmission probability of each channel gives the
conductance. In the ballistic regime at low temperature around sub-Kelvin, quantum size
eﬀect is expected, and actually observed in quantum point contacts (QPCs) [9], and clean
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Figure 1.1: (A) Conductance of QPC is plotted as a function of applied gate voltage.
Plateaus are seen at multiples of 2e2/h. (Inset) Layout of QPC. Figures are taken from
Ref. [9]. (B) Conductance of a quantum wire of 2 μm is plotted near the first plateau
G ∼ 2e2/h for several temperatures. The figure is taken from Ref. [10].
quantum wires longer than 1 μm [10, 11], which are defined in a two-dimensional electron
system at GaAs-AlGaAs heterostructure. Their results are shown in Fig. 1.1 (A) and
Fig. 1.1 (B).
In these experiments, all conduction channels are highly transparent Ti,j = δi,j and the
conductance is given by G = 2e2/h×Nch, in which Nch counts the numbers of conduction
channels. By changing a confining potential or the electron density by the gate voltage,
it is possible to reduce the numbers of conduction channels. In the figures, conductance
steps in the unit of 2e2/h are seen and an ultimate limit Nch = 1 is reached. In case of
Nch = 1, all electrons are considered to move along a path, thus the quantum wire can be
regarded as “One-Dimensional Electron System”.
Not only such artificial quantum wires in semiconductors, carbon nanotubes (CNs)
are also known as one-dimensional electron systems [12], which are naturally produced
and show the quantum coherent transport. An individual CN has a mechanically robust
structure so that a graphene sheet is rolled up into a cylinder with the diameter 2R ∼
1 nm. Depending on the periodic boundary condition in the circumferential direction,
which is defined by a chiral vector T = n1a + n2b with unit vectors of a graphene a,
b and n1, n2 ∈ Z, a CN can be either a metal or a semiconductor [13]. Metallic CNs
have rich conduction electrons since one carbon atom supplies one conduction electron
(π−electron). This means a metallic CN is a good metal with the large electron band
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width ∼ 2.5 eV and the large Fermi velocity vF = 8.1×105 m/s. Owing to the fact that the
band width for CNs are much larger than the Fermi energy of semiconductor ∼ 10 meV,
thermal coherence length of electrons lT = hvF/(kBT ) can be much larger in CNs than in
semiconductors: it becomes more than 0.1 μm even at the room temperature ! In order
to observe the quantum coherent transport in CNs, we don’t need such a low temperature
as in the semiconductor based devices [14, 15, 16, 17]. It is reported that, reflecting this
advantage, an individual metallic single-wall CN works as a single electron transistor even
at the room temperature, but with a small peak current due to the presence of Schottky
barriers at the contacts [14]. By choosing the material used in contacts, now it became
possible to reduce the Schottky barriers, and a ballistic regime can be achieved in many
devices based on CNs. At the room temperature, by using 4 μm long CNs contacted by
liquid metals, the ballistic limit G = 2e2/h was achieved [15]. A single-wall CN between
titanium contacts revealed the nature of ballistic electron waveguide, and Fabry-Perot
oscillations were observed near the full transparency G = 4e2/h × T ∼ 4e2/h × 1 [16].
A mesoscopic device based on CNs was reported to work as a room-temperature field
eﬀect transistor with the ballistic on-current [17]. In this thesis, we focus on the physics
of one-dimensional electron systems above mentioned, such as CNs and a quantum wire
in semiconductors. Our interests are not only in the quantum coherent transport seen in
mesoscopic systems, but also in the interaction eﬀects. We will see the interesting feature
coming from the interaction eﬀects in one-dimensional systems.
1.2 Interaction Eﬀects in One Dimension
As mentioned in the previous section, many physics of ballistic transport in meso-
scopic systems, can be explained by a semiclassical kinematics of free electrons with some
modification in the eﬀective mass m∗. In that case, interaction eﬀects enter only through
the eﬀective mass, and there is no diﬀerence in the physics qualitatively from nonin-
teracting systems. But this is not always the case for large ballistic systems such that
1/kF ¿ L < Lφ, where the long-wavelength and low-energy excitations dominate in the
transport property. In such long-wavelength and low-energy physics, interactions between
electrons become crucial. Nowadays, the quantum coherent transport can be achieved in
long spatial scales up to several micron meters using carbon nanotubes. Thus, we can
never talk about the mesoscopic transport without interaction eﬀects. In addition, the
electron interaction potential is long-ranged in a CN since it is a natural one-dimensional
material where the screenings of the interaction potential do not work well. As for long
wavelength excitations in CNs, the Coulomb potential must be regarded as a strong repul-
sion. In this section, we will highlight the significance of electron interactions to the bulk
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quantities, although the discussions here are seen in many excellent reviews or textbooks
on this issue [18, 19, 20, 21, 22]. We will see, especially in purely one-dimensional systems
with infinite length, the bulk quantity such as the heat capacity, the magnetic susceptibil-
ity, and the electronic conductivity changes qualitatively in the presence of interactions,
no matter how small it is.
Firstly, let’s see the interaction eﬀects in the phenomenological theory of weakly in-
teracting Fermi liquid by Landau [23, 24]. It is assumed that, at suﬃciently low tempera-
tures, thermodynamic quantities are well described by excitations of quasi-particles near
the Fermi surface, which are in one-to-one correspondence to those of the noninteracting
system, with some modification in the eﬀective mass m∗. The heat capacity of Fermi
liquid, coming from the contribution of quasi-particles, is expected to be expanded in the
series of even-powers of temperature,












where f = 1/(1 + e²/kBT ) and D(²) are, respectively, Fermi distribution function and the
density of states at energy ² measured from the Fermi level ²F. The leading term A0 =
π2k2BD(0)/3 is the coeﬃcient of well-known T -linear heat capacity, and the even powers of
T arise from particle-hole symmetry of the Fermi function ∂f(²)/∂T = ∂ (1− f(−²)) /∂T .
Interactions between the quasi-particles are assumed to change the coeﬃcients An through
the modification of eﬀective mass m∗.
Soon after the phenomenological study, the microscopic theory of weakly interacting
Fermi liquid [25] was developed, which incorporated the interaction eﬀects by Green
function method. The microscopic theory gives the T -linear heat capacity with the same
coeﬃcient A0. But it also gives the other corrections to the heat capacity [26, 27], which
can not be regarded as the correction to the coeﬃcients An of regular terms in Eq. (1.3).





∝ T 2 lnT in 3D,
∝ T in 2D,
∝ lnT in 1D.
(1.4)
As the dimensionality is reduced, these corrections get stronger, and especially in one-
dimensional systems, the second order correction dominates the leading term for T → 0.
This means that in one dimension, interparticle interactions can trigger the breakdown
of the Fermi liquid ground states, which are based on the assumption that the thermody-
namic quantity is determined by single-particle excitations at least at zero temperature.
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Figure 1.2: (A),(B) Second-order diagrams for the self-energy relevant to the corrections
in the heat capacity in Eq. (1.4). p is the quasi-particle momentum near the Fermi surface
|p| ∼ pF, and |q| ¿ pF.
Figure 1.3: (A),(B) The same diagrams as Fig. 1.2 expanded at the vertices which are
classified as three scattering processes U1, U2 and U4. The indices 1, 2, 4 are following the
convention of g−ology [18]. See the text for explanations.
The corrections to Fermi liquid theory in the heat capacity were also observed in liquid
3He in three dimension [28], and in two dimension [29].
Next we will see more precisely how the diﬀerence due to the dimensionality comes
from. Those corrections stem from the nonanalytic corrections to the self-energy of the












∝ ²3 ln ² in 3D,
∝ ²|²| in 2D,
∝ ² ln ² in 1D.
(1.5)
The second-order self-energy corrections relevant to the nonanalytic corrections, are ex-
pressed by the diagrams in Fig. 1.2 (A) or Fig. 1.2 (B), and the set of diagrams in Fig. 1.3
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(A) and Fig. 1.3 (B) are the same diagrams expanded at the vertices. Especially in one
and two dimensions, it is shown that the diagrams, which contain scattering processes
between particles with zero total momentum like Fig. 1.2 (B) or Fig. 1.3 (B), are relevant
to the leading corrections in Eq. (1.4) [30]. The important scattering processes for the
nonanalytic corrections are the ones which induce a small momentum transfer |q| ∼ 0 and
a large momentum transfer |q| ∼ 2pF. They are labeled by U1, U2, and U4 in Fig. 1.3.
Those scattering processes occur between two particles on the same side or the other
side of the Fermi surface: U1 is a scattering process between particles on the other sides
exchanging a large momentum |q| ∼ 2pF: U2 and U4 exchange a small momentum q ∼ 0
between particles on the other sides and the same sides, respectively. These processes are
known as g1, g2 and g4 in g-ology of one-dimensional systems [18], and also play important
roles in the higher dimensions. There are similarities between one and higher dimensions
in the sense that nonanalytic corrections to the quasi-particle self-energy and hence the
corrections to the Fermi liquid stem from the similar types of scattering processes.
The non-analytical features come from the restriction of the scattering processes as-
signed by Pauli principle. Consider a scattering process in two or three dimensions that
particle 1 with a momentum |p1| > pF and an energy ²1 = p21/(2m) − ²F interacts with
particle 2 of p2 and ²2 exchanging a small energy ² and a momentum q between them,
which is shown in Fig. 1.4 (A). At low temperature, it is most likely to occur when particle
1 and particle 2 are, respectively, in the slight outside and in the slight inside of the Fermi
surface. This is because the probability Pp−p for two excited-particles to be scattered
oﬀ is much less than the probability Pp−h for a particle and a hole to be scattered oﬀ:
Pp−h À Pp−p as T → 0, since Pp−p ∼ f2 ∝ T 2 and Pp−h ∼ f(1 − f) ∝ T . Thus, a scat-
tering event at low temperature is viewed as such that a single-particle lose its energy by
exciting a particle-hole pair from the Fermi sea, which is essentially the same as Landau
damping. Such scattering events take place only when particle 1 can lose its energy by
exciting particle 2 to the outside of the Fermi surface: (i) 0 < ² < ²1 = (p
2
1/2m)− ²F and
(ii) −² < ²2 = (p22/2m)− ²F < 0. For the conservation of total energy and momentum, it
is given,




















where θi is the angle between the momentum q and pi for i = 1, 2. Since | cos θ1|, | cos θ2| ≤
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Figure 1.4: (A) Scattering processes between particle 1 and particle 2. θ1(2) is the angle
between the momentum of particle 1 (2) and the momentum transfer (p1(2) and q in the
text) (B) Continuum of the particle-hole excitations. Forbidden regions in all dimensions
and in one dimension are, respectively, shown by black areas and gray shaded area.













These three conditions (i)−(iii) limit the area in (q,²) space for particle-hole excitations to
exist to max [0, q2/(2m)− vF|q|] < ² < q2/(2m)+ vF|q|, which is shown in white and gray
shaded areas in Fig. 1.4 (B). One can apply the similar discussion to one dimension, but
with some diﬀerences. In one dimension, the condition (iii) becomes more severe, since
there is no other choice of cosine terms than | cos θ1| = | cos θ2| = 1. Moreover, in two or
three dimensions, one can find at any time a region which satisfies the condition (ii) in
the momentum space for any q, ² > 0, and hence (ii) does not put any restriction. On the
other hand, in one dimension, (ii) does put additional conditions restricting the particle-
hole continuum to |q2/(2m)− vF|q|| < ² < q2/(2m) + vF|q|. Adding to the black area in
Fig. 1.4 (B), the gray shaded area also becomes forbidden in one dimension. The major
diﬀerence between one and higher dimensions comes from whether the Fermi surface is
compact or not. However, in this way, the range of q-integration for the correction to
the self-energy in Fig. 1.2 depends on ², regardless of the dimensionality, yielding the
nonanalytic corrections.
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Figure 1.5: Dynamical structure function S(q, ²) of noninteracting fermions at zero tem-
perature are shown in a (q, ²) plane for (A) three dimension, (B) two dimension, and (C)
one dimension.
What about the strength of nonanalytic corrections? As seen in Fig. 1.4 (B), diﬀerent
from higher dimensions, the possible scattering processes are U1, U2, U4 for small energy
transfer since the unforbidden area lies just on a line ² = vFq or around q ∼ 2pF for
small ² in one dimension. Thus, all possible scattering processes are relevant to the
nonanalytic corrections in one dimension. In higher dimensions, other scattering processes
²/vF ¿ q, 2pF−q also take place, which give regular contributions. In order to understand
the quantitative diﬀerence due to the dimensionality more clearly, it is helpful to see the
diﬀerence in the dynamical structure function S(q, ²) shown in Fig. 1.5, which directly
shows the distribution of particle-hole excitations:
S(q, ²) =
Z
(dk/2π)D δ (²− ²k+q + ²k) fk(1− fk+q), (1.8)
where D = 1, 2, 3 is the dimensionality. In figures, one finds the non-analyticities in all
dimensions at a line ² = −q2/2m+ vFq that is a boundary between the gray shaded and
the white areas in Fig. 1.4 (B). At the line, S(q, ²) itself jumps in one dimension while
the slope ∂qS(q, ²) does in two or three dimensions. Thus, one can again reach the point
where the nonanalytic features come from the same physics for all dimensions and the
diﬀerences are in their magnitudes. In the limit ² → 0, S(q, ²) experiences a peak at
² = vF|q|, which gives a constant peak line for three dimension, and the peak diverges
in one and two dimensions. The strength of the singularity becomes stronger for lower
dimensions as S(q, ² = vF|q|) ∝ (²/²F)(D−3)/2. This straightforwardly means that, in
one and two dimensions, a single-particle excitation near the Fermi surface can strongly
couples with a large number of particle-hole excitations, and can easily lose its energy
decaying into a long-wavelength density fluctuation.
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Due to the strong coupling between a single-particle and particle-hole continuum at
small q, Fermi liquid theory essentially breaks down in one dimension at low temperature,
as already seen in Eq. (1.4) where the corrections due to interactions dominate the leading
term. The crossover temperature T ∗, below which non-Fermi-liquid behavior dominates
the physics, is roughly estimated as T ∗ = ²Fe−g
2
where g is the dimensionless interaction
parameter normalized by the Fermi energy. Thus if we assume the weak interactions, T ∗ is
exponentially suppressed and the perturbation theory assuming the Fermi liquid ground
state works well down to a quite low temperature. There are two types of approaches
to treat the logarithmically divergent corrections in interacting one-dimensional electron
systems, and we can choose them depending on what our problems of interest are. One
is to investigate the physics for T > T ∗ assuming the Fermi liquid ground states and take
into account interactions as perturbation. In this approach, one can not trust the result
down to zero temperature, but one can predict what kind of instabilities will first arise
as lowering the temperature. This approach is known as g-ology [18] and widely applied
to predict the ground state of low-dimensional electron systems where one-dimensional
scattering processes such as U1, U2 and U4 in Fig. 1.3 are relevant. Another approach is to
construct the non-Fermi liquid ground state called “Tomonaga-Luttinger liquid” [31, 32],
which allow us to study the normal state physics of one-dimensional fermions down to zero
temperature [19, 20, 21]. It is known that including carbon nanotubes and quantum wires,
a wide range of theoretical models for strongly interacting fermions in one dimension can
be described as Tomonaga-Luttinger liquid. In this thesis, we will adopt both approaches
to investigate the physics of one-dimensional electron systems.
1.3 Outline
In this thesis, we consider three topics related to the interaction eﬀects in one-dimensional
electron systems. One is on the superconducting transition in carbon nanotubes discussed
in Chapter 2. Other two topics are on the scaling problems of the impurity potentials in
a Tomonaga-Luttinger liquid, shown in Chapter 3 and Chapter 4.
In Chapter 2, we will present renormalization group (RG) study (g-ology) for the phase
diagrams of (5, 0) CNs [33, 34], which was reported to be superconducting at 15K [35].
According to the electronic band structure [36, 37, 38, 39, 40, 41], a (5, 0) CN has doubly
degenerate bands and a singly degenerate band crossing the Fermi energy with circum-
ferential momenta. By considering a (5, 0) CN as a three-band quasi-one-dimensional
electron system, we calculate the temperature dependent correlation functions for super-
conductivity and density waves, which will be expected to cause instabilities of normal
Fermi liquid states at low temperature. In this system we must specify scattering channels
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in terms of the momentum along the circumferential direction as well as the axis direction,
since a (5, 0) CN has two degenerate bands crossing the Fermi energy with circumferential
momenta. Therefore, there will be scattering processes that change the circumferential
momentum of electrons. We found singlet-superconducting phases with 5~ circumferential
angular momentum caused by a relevant renormalization of the scattering processes like
Umklapp processes, which change the total momentum in the circumferential direction.
In Chapter 3 and Chapter 4, transport properties of Tomonaga-Luttinger liquid are
discussed in the presence of localized potentials such as impurities and junctions. Local-
ized potentials in TL liquid is known to drive the system to be metallic or insulating at
zero temperature depending on whether the electron-electron interactions are repulsive
or attractive [42, 43, 44, 45]. This has been understood as the scaling of eﬀective po-
tential that the electrons feel. The transmission amplitude through the potential barrier
scales as a power-law of temperature, and the sign of the scaling exponent depends on
the interaction parameters.
In Chapter 3, we consider the transport properties of TL liquid under magnetic
field [46, 47, 48, 49, 50, 51, 52]. The eﬀects of impurity potentials are being consid-
ered, while the impurity potential is assumed to be very weak V ¿ ~vF or very strong
V À ~vF. It is known that the scaling exponent of a single impurity potential depends on
electron spins in the presence of a magnetic field, which gives a large polarized current at
low temperature [47, 48]. We consider the spin-polarized current through double impuri-
ties in TL liquid in the presence of magnetic fields [50, 51]. An interesting feature caused
by a magnetic field is the violation of “spin-charge separation”. While electron-electron
interaction preferably separates the excitation spectrum of the charge density wave and
the spin density wave, which is known as spin-charge separation, spin Zeeman energy
couples the spin and the charge degrees of freedom. With these competing eﬀects, the
transport properties are described by two branches of spin-charge mixed density waves.
How the spin-charge mixing aﬀects the spin and charge transport is being considered.
Zero bias conductance is calculated as a function of gate voltage Vg, gate magnetic field
Bg, temperature and a magnetic field applied to the system. Mixing eﬀect is shown to
cause rotation of the lattice pattern of the conductance peaks in (Vg, Bg) plane, which can
be observed in experiments. At low temperatures, the contour shapes are classified into
three types, reflecting the fact that eﬀective barrier potential is renormalized towards
“perfect reflection”, “perfect transmission” and “spin-filtering” induced by a magnetic
field, respectively.
In Chapter 4, the bosonization formula is developed to include a single impurity
potential of arbitrary strength [53]. Many works on the impurity problem in TL liq-
uid [42, 43, 44, 45], assume the potential is very weak or very strong, as is also done in
Chapter 3. For a spinful TL liquid with spin independent interaction or a spinless TL
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liquid, the critical value of the interaction parameters where the directions of the scaling
flows change, which we call a fixed point, is the same for the strong potential limit and
the weak potential limit. Thus the eﬀective impurity potential is expected to flow in one
direction between the weak and the strong potential. However, for a spinful TL with spin
dependent interactions, renormalization equations give the diﬀerent fixed points in the
two limits, indicating that the phase boundary lies at a finite potential strength. In order
to determine such phase boundary for arbitrary strength of electron-electron interaction
and localized potential, we develop the open boundary bosonization method, which is
valid only in the strong barrier limit, to the one valid for arbitrary potential barrier by
introducing the electron phase shift as the boundary condition between right-moving and
left-moving TL bosons. Using the bosonization formula, we derived a scaling equation for
the zero bias conductance from the relation between transmission probability and local
density of states. We found the phase boundary has a reentrance structure for spin depen-
dent model, which suggests the existence of stable fixed points at some finite transmission
probability neither 0 nor 1, at zero temperature.
In the last chapter, we summarize the results obtained here, and make some remarks
on the future problems.





The discovery of carbon nanotubes (CN) in 1991 [12] has attracted much attention
because of its potential for new physics as well as applications in electronic devices [13]. A
single-wall CN (SWCN) is made of a graphite layer rolled up into a cylinder with a small
diameter. As is known, SWCNs can be regarded as one-dimensional electron systems due
to quantization of the circumferential momentum, as confirmed by experiments [54].
Recently, Tang et al. [35] reported evidence for superconductivity in a SWCN system
below 15K. This system consists of (5, 0) CN with the diameter 4A˚, separated from each
other by zeolite walls. So this experiment implies that well-developed superconducting
correlation (SCC) can exist in each individual nanotube. The microscopic origin of the
SCC in a SWCN is an interesting question to ask, since divergent one-dimensional SCC
will eventually cause three-dimensional superconductivity with electron tunneling through
zeolite walls.
On the other hand, bosonization [55, 56] and renormalization group [57, 58] methods
have been applied to the (n, n) CN to explain the superconductivity in the ropes of
(n, n) CNs [59]. They have shown that a singlet superconducting phase is more favored if
short-range attractive interactions exist between electrons. Moreover, some theories [60,
61, 62] have suggested the presence of short-range attractive interactions in (n, n) CN.
However, results of bosonization and renormalization group [55, 56, 57, 58] cannot be
directly applied to (5, 0) CN case, because the band structure of (5, 0) CN is very diﬀerent
from that of (n, n) CN.
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Within the local-density approximation, (5,0) CN has three bands crossing the Fermi
energy [37, 38, 39, 40, 41]; one non-degenerate band and two two-fold-degenerate bands
with opposite circumferential momenta, as shown in Fig. 2.1 (A) and Fig. 2.1 (B). Such
a band structure cannot be obtained within the tight-binding approximation because
σ-π hybridization eﬀects change it significantly in a SWCN with the diameter 4A˚ [36].
This band structure will provide opportunities to develop SCC with total circumferential
momentum. We should also take into account the interaction between electrons with
momentum transfer in the circumferential direction as well as in the axis direction.
In this chapter, we perform one-loop RG calculation and derive the scaling equations
for the three-band system, including the interactions with angular momentum transfer [33,
34]. We find phase diagrams in terms of several coupling constants by solving these
equations numerically. Critical exponents which govern the temperature dependence of
correlation functions near Tc are also calculated.
2.2 Three-Band Model and Three Groups
We consider a system consisting of three linear bands near the Fermi level [Fig. 2.1 (C)].
Band 0 has no angular momentum (L0 = 0), band 1 and 2 have a finite angular momen-
tum and are two-fold degenerate (L1,2 = ±~n1,2). In general, the relevant two-particle
correlation is formed between branches with the diﬀerent signs in Fermi velocity in one-
dimensional electron systems. As we have three bands, six channels of two-particle
correlations are produced. We take into account forward and backward scatterings in
this three-band system and perform g-ology [18], and determine the most divergent two-
particle correlation among all possible ones by solving scaling equations. We start from









τvF,γ(k − τkF,γ) ψ†γ,τ,l,σ(k)ψγ,τ,l,σ(k), (2.1)
where vF,γ and kF,γ represent Fermi velocity and Fermi momentum for band γ. Spin,
signs in Fermi momentum and in angular momentum Lγ are denoted by σ, τ and l =
± respectively. We carry out a perturbation calculation with the interaction between
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Figure 2.1: (A)(B) Band structure of (5,0) CN and its magnification taken from [37]. (C)
Three linear bands of (5,0) CN. Electrons are labeled by band γ ∈ {0, 1, 2}, Fermi point














Keeping the momentum transfer in mind both in the circumferential direction as well
as in the axial direction, we abbreviate interaction constants as gji where i and j repre-
sent the types of scattering processes in axial and circumferential direction respectively:
1 =backward, 2 =inter-branch forward, 3 =Umklapp and 4 =intra-branch forward. We
neglect the intra-branch forward scatterings gj4 because they are irrelevant within the one-
loop RG framework. We also neglect Umklapp processes gj3 because (5,0) CN systems are
far from the half-filling for any bands.
We divide six channels into three groups by considering the types of scattering pro-
cesses. We denote the channel between the electrons in band γ and band γ0 by (γ, γ0).
Group 1 : (0,0),(0,1),(0,2)
These channels contain only two types of interactions (b0,γ , f0,γ) because of the restriction
in momentum conservation. The backscattering b0,γ exchanges the Fermi points of the
incident electrons, and in contrast, the forward scattering f0,γ does not.
Group 2 : (1,1),(2,2)
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These channels contain backward processes (g11, g
1
2) in the circumferential direction, which










Group 3 : (1,2) If |n1| + |n2| = 5, these channels contain Umklapp processes (g31,
g32), which conserve the total momentum along the axial direction but does not conserve
the total angular momentum along the circumferential direction. We have to allow the











2). If |n1|+ |n2| 6= 5, then we shall put g31 = g32 = 0.
2.3 Scaling Equations
Our RG calculations are straightforward generalization of the method of So´lyom [18]
and performed by summing up all one-loop diagrams i.e. Cooper-channels and Peierls-
channels.
2.3.1 Group 1
These channels have two types of scattering processes (b; backward) and (f ; forward).
RG analysis of these channels is the same as pure one-dimensional system. RG equations
for coupling constants are
(b˜0,γ)
0 = 2b˜20,γ , (2.3)
(f˜0,γ)
0 = b˜20,γ . (2.4)
Here b˜0,γ = b0,γ/2πv0,γ and f˜0,γ = f0,γ/2πv0,γ are normalized dimensionless coupling
constants where v0,γ ≡ (vF,0 + vF,γ)/2. The prime denotes diﬀerentiation with respect
to x, where x ≡ ln T
Ec
with Ec being an energy cutoﬀ. In these channels four types of




































ψγ,−,l,σ(k)ψ0,+,σ(q−1 − k), (2.8)
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Figure 2.2: Phase diagram for group 1 in (f0,γ , b0,γ) plane, whose phase boundaries are
given by the two lines b0,γ = 2f0,γ and b0,γ = 0.
where q±1 ≡ kF,0 ± kF,γ represents the total momentum of the two-particle correlation. In
their suﬃxes, cdw, sdw, ssc and tsc stand for charge-density wave (CDW), spin-density
wave (SDW), singlet superconductor (SSC) and triplet superconductor (TSC), respec-
tively. We can also derive scaling equations for these two-particle correlation functions




log χ˜m = Km, (2.9)
K0,γcdw = 4b˜0,γ − 2f˜0,γ , (2.10)
K0,γsdw = −2f˜0,γ , (2.11)
K0,γssc = 2b˜0,γ + 2f˜0,γ , (2.12)
K0,γtsc = −2b˜0,γ + 2f˜0,γ . (2.13)
We determine the most divergent two-particle correlation by solving these scaling equa-
tions. The phase diagram for group 1 is the same as that of a pure one-dimensional system
with backward and forward scatterings as shown in Fig. 2.2. When we have b0,γ < 0 ini-
tially, it is scaled towards negative large quantity and diverges at finite temperature. We
call this region gapful because gap opens in the excitation spectrum at this temperature.
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2.3.2 Group 2
These channels have six scattering processes shown in Fig. 2.3. Scaling equations for
these six couplings are
(g˜11)
0 = 2(g˜11)




0 = (4g˜41 + 2g˜
2




2 − 2g˜21 g˜12, (2.16)
(g˜12)













2 − (g˜12)2, (2.19)
where g˜ji = g
j
i /2πvF,γ are normalized coupling constants. Couplings are scaled towards
the large values and diverge at some finite temperature except for the case of g˜11 = g˜
1
2 = 0.
This suggests that the channel from group 2 tends to produce gapful phases when it
contains interactions with angular momentum transfer.
There are several types of two-particle correlations in these channels and these orders
have either zero or ±2nγ total angular momentum. Symmetry in the spin space and in the
circumferential direction characterize each two-particle correlation; either of symmetric
or antisymmetric order with respect to inversion will appear both in the spin and the










μ2 ) ψγ,+,l0,σ0(k + 2kF,γ),
(2.20)























μ1 ⊗ M˜ l,l
0
μ2 ) ψγ,+,l0,σ0(k), (2.23)












We have abbreviated density wave and superconductor as dw and sc in the superscript.
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Figure 2.3: Six scattering processes in channels of group 2 are shown in momentum space
when (n0, n1, n2) = (0, 3, 2). Hexagon represents the Brillouin zone.
μ1 represents symmetry in spin space and μ2 represents symmetry with respect to cir-
cumferential direction. We use + for symmetric orders and − for antisymmetric orders.
Therefore μ1 = + means CDW and TSC and μ1 = − represents SDW and SSC. Scaling
equations for these two-particle correlation functions have the same form as the first line
in Eqs. (2.9)−(2.13). Ki for each orders can be calculated as
Kcdwμ2 (0) = (4g˜
4
1 − 2g˜42) + μ2(4g˜21 − 2g˜12), (2.26)
Ksdwμ2 (0) = −2(g˜42 + μ2g˜12), (2.27)
Kcdw(2lnγ) = 4g˜
1
1 − 2g˜22, (2.28)






Ktsc(2lnγ) = −2g˜41 + 2g˜42, (2.31)









Ktscμ2 (0) = (−2g˜11 + 2g˜22) + μ2(−2g˜21 + 2g˜12). (2.33)
By substituting the solution for Eqs. (2.14)−(2.19) into Eqs. (2.26)−(2.33), we obtain
the temperature dependences of two-particle correlation functions. We then obtain the
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phase diagram in coupling space by specifying the most divergent correlation function.
The phase diagrams are shown in Fig. 2.4. If we assume that the bare values for couplings
depend only on the momentum transfer, we can put “g˜21 = g˜
4
1 ≡ b, g˜22 = g˜42 ≡ f” and get
four independent parameters “b, f, g˜11 , g˜
1
2”.
For the special case “g˜11 = g˜
1






b˜(x)− 4f˜(x) = b˜(0)− 4f˜(0). (2.35)
When b˜(0) < 0, b˜ diverges at a finite temperature Tc = Ec exp(1/4b˜(0)). In one dimension,
such an anomaly at the finite temperature is an artifact of the one-loop approximation,
and higher-order terms will shift it to T = 0. Nevertheless, this Tc suggests to us the
temperature where the system crosses over from the weak-coupling to the strong-coupling
regime.
The phase diagram for this special case is shown in Fig. 2.4 (a). In gapless phases,
all the DWs and SCs are degenerate and have the same temperature dependence of the
correlation function. The DW phase and the SC phase are separated by a phase boundary
b−4f = 0. In the gapful phase, only CDW+(0) phase appears, where + and (0) represent
the symmetry μ2 = + and angular momentum L = 0 respectively.
In general, g˜11 and g˜
1
2 are some finite values, and other gapful phases emerge in the
phase diagram as shown in Fig. 2.4 (b). The eﬀect of f˜ on the phase diagram is negligible.
Independent of the values of b˜ and f˜ , there exist four gapful phases in which the most
divergent order of each is SSC+(0), SSC−(0), CDW+(0) and CDW−(0) respectively. There
is no gapless phase except for the original point (g˜11, g˜
1
2) = (0, 0) even when b˜ > 0. Four
gapful phases are characterized by the asymptotic behaviors of the couplings near a critical
temperature Tc [63], which are given by
g˜ji = g
j∗
i Λ/[1 + Λx], (2.36)
Tc = Ec exp(−Λ−1). (2.37)
All the couplings are proportional to Λ/[1+Λx], which diverges at Tc given above. Sets of
gj∗i are universal in each phase as in [63], and are shown in Table 2.1. Eqs. (2.14)−(2.19)
are invariant under the transformation (g˜21, g˜
1











2 ) and (g
1∗
1 , −g2∗1 , g4∗1 , −g1∗2 , g2∗2 , g4∗2 ) correspond to two phases
with diﬀerent symmetry (μ2 = ±) as seen in Table 2.1. The asymptotic solutions lead to
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Figure 2.4: (a) Phase diagram for group 2 in (f˜ , b˜) plane is exactly obtained for the
special case g˜11 = g˜
1




2) plane. Fixed (b˜, f˜)
values are shown above each diagram. In the shaded region [64], we cannot determine
which two-particle correlation is the most divergent since couplings diverge at very low
temperature.













where αm determines the critical exponent for the two-particle correlation functions of
typem and is calculated from the value of gj∗i using αm = Km|g˜ji=gj∗i . Correlation functions
diverge at Tc if the exponents are positive, and are suppressed if they are negative. These
exponents in each phase are listed in Table 2.2.
It can be seen from Table 2.1 that scattering processes with angular momentum trans-
fer g11 and g
1
2 are renormalized to 0 in the two CDW phases; on the other hand they are
renormalized to large values in the two SSC phases. This means such scattering processes
become strong attractions between electrons in a SC pair and give rise to divergence of
SCC. We should note that all the dominant two-particle correlations in these channels
carry zero angular momentum, though they have the same correlation function as two-
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CDW+(0) 0 -1/4 -1/4 0 -1/16 -1/16
CDW−(0) 0 1/4 -1/4 0 -1/16 -1/16
SSC+(0) -1/4 -1/4 0 -1/4 -3/16 1/16
SSC−(0) -1/4 1/4 0 1/4 -3/16 1/16
Table 2.2: Exponents −(αm + 1) in group 2
phase CDW+(0) CDW−(0) CDW(2Lγ) SDW+(0) SDW−(0) SDW(2Lγ)
SSC+(0) SSC−(0) SSC(2Lγ) TSC+(0) TSC−(0) TSC(2Lγ)
CDW+(0) 7/8 -9/8 -9/8 -9/8 -9/8 -9/8
-3/8 -11/8 -3/8 -11/8 -3/8 -11/8
CDW−(0) -9/8 7/8 -9/8 -9/8 -9/8 -9/8
-11/8 -3/8 -3/8 -3/8 -11/8 -11/8
SSC+(0) -3/8 -11/8 -3/8 -11/8 -3/8 -11/8
7/8 -9/8 -9/8 -9/8 -9/8 -9/8
SSC−(0) -11/8 -3/8 -3/8 -3/8 -11/8 -11/8
-9/8 7/8 -9/8 -9/8 -9/8 -9/8
particle correlation with angular momentum ±2~nγ in the non-interacting case. Only one
type of two-particle correlation diverges and all others are suppressed in every phase.
We see from the numerical calculations that Tc exponentially depends on backscatter-
ings b˜ and Tc becomes higher with negative large b˜. However Tc will be quickly suppressed
in case of positive b˜. Therefore, a phase transition can occur at 15K in these channels only
when the backscatterings b˜ are attracting forces. However, Tc tends to be higher than
that of group 1’s for two reasons; (i) double degeneracy of opposite angular momenta and
(ii) smaller curvature of the bands (vF,1 ∼ vF,2 = 2.8 × 105 m/s < vF,0 = 6.9 × 105 m/s)
result in the large density of states compared to that for band 1.
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2.3.3 Group 3
This channel has six independent scattering processes shown in Fig. 2.5. Scaling
equations for these six couplings are
(g˜11)
0 = 2(g˜11)
2 − 2g˜31 g˜32, (2.39)
(g˜31)
0 = (4g˜11 + 2g˜
4
2 − 2g˜22)g˜31 + (2g˜41 − 2g˜11)g˜32, (2.40)
(g˜41)
0 = 2(g˜41)





2 − (g˜32)2, (2.42)
(g˜32)










where g˜ji = g
j
i /π(vF,1 + vF,2) in Eq. (2.36) are normalized scattering amplitudes. All
couplings are scaled to large values except for the case g˜31 = g˜
3
2 = 0. This suggests




























μ1 ⊗ M˜ l,l
0
























ψ2,−,−l,σ(q−3 − k) σ˜σ,σ
0
μ1 ψ1,+,l,σ0(k). (2.48)
We use symbols σμ1, σ˜μ1,Mμ2 and M˜μ2 which are the same as the ones in Eq. (2.25). Two-
particle correlations carry momentum in the axis direction q±3 = kF,1 ± kF,2. They carry
angular momentum L+ or L−, where L+ = ~(n1 + n2) = 5~ and L− = ~(n1 − n2). The
Umklapp processes induce the transition between the two-particle correlation with −L+
and the two-particle correlation with L+ in the first order correction, therefore bonding
or anti-bonding states are formed. In other words, g˜31 and g˜
3
2 produce the symmetric or
anti-symmetric states with respect to the inversion of circumferential direction.
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Figure 2.5: Six scattering processes in channels of group 3 are shown in momentum space
when (n0, n1, n2) = (0, 3, 2). Hexagon represents the Brillouin zone.
Ki in the scaling equations for these two-particle correlation functions are given by
Kcdw(L−) = 4g˜41 − 2g˜42, (2.49)
Ksdw(L−) = −2g˜42, (2.50)
Kcdwμ2 (L
+) = (4g˜11 − 2g˜22) + μ2(4g˜31 − 2g˜32), (2.51)
Ksdwμ2 (L
+) = −2(g˜22 + μ2g˜32), (2.52)
Ksscμ2 (L








+) = (−2g˜41 + 2g˜42) + μ2(−2g˜31 + 2g˜32), (2.54)
Kssc(L−) = 2g˜11 + 2g˜
2
2, (2.55)
Ktsc(L−) = −2g˜11 + 2g˜22. (2.56)
If we have g˜31 = g˜
3
2 = 0 initially, these equations can be solved and phase diagram becomes
2.3. SCALING EQUATIONS 25
Figure 2.6: Phase diagram for group 3 in (g˜31, g˜
3
2) plane. Fixed (b˜, f˜) values are shown
above each diagram. In the shaded region, we cannot determine which two-particle corre-
lation is the most divergent since couplings diverge only at very low temperatures, where
our calculation becomes less reliable.















1 diverge at the diﬀerent temperatures Tc = Ec exp(1/2g˜11) and T 0c = Ec exp(1/2g˜41)
respectively. Gapless phases appear for g˜11, g˜
4





By solving (−) and (−) numerically, we obtain phase diagrams (Fig. 2.6) for the case
where Umklapp processes have some finite value (g˜31, g˜
3
2 6= 0).
We have taken g˜11 = g˜
4




2 = f˜ for simplicity. The eﬀect of f˜ on the
phase diagram is negligible. Independent of b˜, f˜ values, phase diagram mainly consists of
four large gapful regions {CDW±(L+), SSC±(L+)}, and there is no gapless phase when we
have non-zero Umklapp processes (g˜31, g˜
3
2). These gapful phases are characterized by the
asymptotic solutions Eqs. (2.36) and (2.38) as well as in group 2. We show the values of gj∗i
in Table 2.3, and exponents −(αm + 1) in Table 2.4. Equations (−) are invariant under
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+) -0.1258 -0.4219 0.0810 -0.0034 0.1116 -0.1970
CDW−(L
+) -0.1258 0.4219 -0.0810 -0.0034 -0.1116 -0.1970
SSC+(L
+) 0.1026 -0.2302 -0.2764 0.0616 -0.2685 -0.2015
SSC−(L
+) 0.1026 0.2302 -0.2764 0.0616 0.2685 -0.2015












+) 1.407 -2.414 -1.718 -0.784 -1.230 -1.394
-0.147 -1.389 -0.742 -1.511 0.623 -1.245
CDW−(L
+) -2.414 1.407 -1.718 -1.230 -0.784 -1.394
-1.389 -0.147 -0.742 0.623 -1.511 -1.245
SSC+(L
+) -0.903 -1.671 -0.297 -1.414 -0.340 -1.403
0.953 -1.042 -1.328 -1.073 -1.227 -0.918
SSC−(L
+) -1.671 -0.903 -0.297 -0.340 -1.414 -1.403
-1.042 0.953 -1.328 -1.227 -1.073 -0.918
a transformation (g˜31, g˜
3
2)→(−g˜31 ,−g˜32). The two solutions (g1∗1 , g3∗1 , g4∗1 , g2∗2 , g3∗2 , g4∗2 ) and
(g1∗1 ,−g3∗1 , g4∗1 , g2∗2 ,−g3∗2 , g4∗2 ) correspond to two phases with diﬀerent symmetry (μ2 = ±)
as seen from Table 2.3.
In CDWμ2(L
+) phase, the correlation function for both CDWμ2(L
+) and TSC−μ2(L
+)
diverges at Tc and all others are suppressed. Correlation function for SSCμ2(L
+) alone
diverges in SSCμ2(L
+) phase. Every divergent two-particle correlations carry angular mo-
mentum L+ = 5~. Umklapp processes (g˜31, g˜32) are scaled toward large values in any case,
which implies that they play an important role for two-particle correlations with angular
momentum L+ to develop. Tc is exponentially dependent on the value of backscatterings
b˜ as in the case of group 2. When b˜ > 0, the Tc is suppressed to a very small energy scale.
This seems to be a trace of the gapless phase in the special case g˜31 = g˜
3
2 = 0. When b˜ < 0,
however, Tc will be higher than that of the gapful phase in group 1 for the same reason
stated in group 2.
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2.4 Summary
We have discussed possible phase transitions in (5,0) CNs, which are quasi one-
dimensional systems with angular momentum, by evaluating the most divergent two-
particle correlation function.
We have found new types of superconducting phases, where a Cooper pair carries non-
zero angular momentum and Umklapp processes play significant roles. All other dominant
two-particle correlations are singlet-superconducting or charge-density wave with zero or
5~ angular momentum, which are caused by backscattering or Umklapp scattering. Back
scatterings in the circumferential direction strengthen the correlation between electrons
with opposite angular momentum and produce the divergent two-particle correlation with
zero angular momentum. On the other hand Umklapp processes strengthen the correla-
tion between electrons with angular momentum in the same direction, and produce the
divergent two-particle correlation with angular momentum.
The critical temperature Tc evaluated from the RG equations become quite low with
repulsive interactions between electrons. So we need a large reduction of Coulomb in-
teractions or strong attractions by electron-phonon interactions for the phase transition
to occur at 15K. However, in group 2 and 3, Tc will be higher than that of group 1 be-
cause they have higher density of states at Fermi level. Therefore it seems that group
2 and group 3 play a critical role in the superconductivity observed in (5,0) CN. Recent
works [41, 62] have shown that the acoustic-phonon exchanges result in strong attractive
interactions in nanotubes with smaller diameters. Thus, there may be some possibility of
understanding the unusually high transition temperature (15K) with our result.
In our study we have not considered the eﬀects of pair-tunneling processes such as
{(γ,±τ), (γ,∓τ)} → {(γ0,±τ), (γ0,∓τ)}. Such processes are known to be important
for the formation of SCC in (n, n) CNs [55, 57, 58] and in two- and three-leg ladder
systems [65] as well. Therefore it is also important to study the eﬀects of pair-tunneling
processes. However things will be more diﬃcult since the pair-tunneling processes will
mix with the two-particle correlations in all channels and we cannot treat the three groups
independently. Eﬀects of the pair-tunneling processes are discussed in details in a recent
publication by Ganzalez et al. [66].

Chapter 3
Spin-Charge Mixing Eﬀects in
Polarized TL Liquid
3.1 Introduction
Spin-charge separation and interaction dependent power-laws of correlation functions
have been known as non-Fermi-liquid behavior of Tomonaga-Luttinger (TL) liquid, which
is expected to describe the low energy physics of one-dimensional interacting electron
systems [20]. In the past ten years, experimental evidences for the realization of TL
states have been reported in many systems such as carbon nanotube devices [14, 67, 68],
quantum wires in semiconductor heterostructures [10, 11] and fractional quantum Hall
systems [69, 70], as predicted by theories [71, 72]. The power-law temperature dependen-
cies of the tunneling density of states [67, 68, 69, 70], and the bulk spectral density near
the Fermi level [73] have been the key signatures of TL states in these experiments. On
the other hand, there are only a few experiments on the direct observation of spin-charge
separation [74, 75]. In order to obtain such low energy spectral profiles, we need to resolve
local density of states in large distances from a scatterer or a boundary edge, by scanning
tunneling microscope (STM) [75], which seems rather diﬃcult to obtain high resolution
data. Instead, experiments on resonant tunneling [14, 76, 77] seems to be a more suitable
procedure to detect the spin-charge separation, since they probe the energy level spacings
in the quantum island.
The resonant tunneling in TL liquid has been studied for more than a decade since
Kane and Fisher’s work [43, 45]. The charge transport is a main focus in their work.
Meanwhile, the spin transport in presence of external magnetic field, which is closely
linked to detecting spin-charge separation, has not been studied enough. There are some
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theoretical works concerned with this issue [79, 80, 81]. They consider the quantum wire
forms the quantum dot between ferromagnetic contacts. There the spin and the charge
transport can be controlled by the relative angle between the magnetization orientations
of the ferromagnets [80]. In their results, the qualitative change due to the spin-charge
separation can be seen. However, the quantitative determination of the spin-charge sep-
aration in the excitation spectrum seems to be diﬃcult.
In this chapter, we study the resonant tunneling through double impurities in a spinful
TL liquid under magnetic fields [50, 51]. A schematic picture of the system is shown in
Fig. 3.1; a strong field B is applied to the entire one-dimensional system. The charge and
the spin in the region between double impurities are changed by a gate voltage Vg and a
weak field Bg, respectively. Applying a strong magnetic field breaks the spin rotational
symmetry and violate spin-charge separation in the spectral peaks [82], due to the Fermi
velocity diﬀerences between two spins. As a result, the spin and the charge sector mix
with each other [46, 47]. It is shown that the spin-charge mixing eﬀects can clearly be
seen in the resonant oscillation patterns of zero bias conductance in (Vg, Bg) plane. The
spin dependent scaling behavior of a single impurity potential, due to Zeeman eﬀect, has
been discussed by previous works [47, 48, 49, 52]. We also discuss a spin-charge mixing
eﬀects on the impurity scaling in the resonant tunneling.
Zero bias conductance is calculated by standard bosonization technique [43, 45, 78] as
a function of a gate voltage, gate magnetic field, temperature T and the strong magnetic
field. The impurity potential V (x) = V (δ(x− d) + δ(x+ d)) is assumed to be either very
weak (V/vF ¿ 1) or very strong (V/vF À 1). When B 6= 0, changing the gate voltage does
aﬀect the spin density together with the charge density due to the spin-charge mixing,
leading to noticeable deformation in the lattice pattern of the conductance peaks [50].
Moreover contour shapes at low temperatures are divided into three types, depending on
the bulk parameters such as B, interaction parametersKρ,s, where the impurity potentials
are scaled towards “perfect reflection”, “perfect transmission” and magnetic field induced
“spin-filtering”, respectively. These three behaviors are explained by a renormalization
group (RG) analysis of a single impurity potential in spin-charge mixed systems.
3.2 Tomonaga-Luttinger Liquid under a Magnetic Field
We consider a system illustrated in Fig. 3.1. An infinite TL liquid, under a strong
magnetic field
−→
B perpendicular to the wire, has two impurities (or barriers) of the strength
V at x = ±d. Hereafter we take the spin quantization axis in the direction of −→B , and
denote the strength of
−→
B by B ≡ |−→B |. Zeeman eﬀect due to B is incorporated into
Hamiltonian as the diﬀerence in Fermi velocity between two spin species. For simplicity,
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Figure 3.1: Schematic figure of spin polarized Tomonaga-Luttinger liquid with two impu-
rities under magnetic field.
we take into account the Zeeman eﬀect only on spins with neglecting the orbital eﬀects.
This is allowed when the magnetic length lB =
p
1/eB is longer than a width of the TL
wire, as discussed in [83]. In the eﬀective mass approximation ε = k2/2m∗, the velocity











For not too strong fields, ∆ is approximately linear in B. For simplicity, we set vσ =
vF + σ∆, where the sign σ = +(−) represents up (down) spin. We shall call the region
−d < x < d an island. In the island, chemical potential of spin σ electrons can be
controlled by gate voltage Vg and gate magnetic field Bg; δμσ = −eVg + σ gμB2 Bg. We
consider the situation where Zeeman energies due to strong magnetic field B and due to
gate magnetic field Bg are, respectively, on the order of Fermi energy and energy level
spacing in the island; i.e. εF ≥ gμBB2 À gμBBg2 ∼ vF 2π2d . Then the Fermi velocity change
due to Bg can be neglected.
The Hamiltonian of the system consists of four parts,
H ≡ H0 +Hint +Hisland +Hb , (3.2)
whereH0, Hint, Hisland andHb are the Hamiltonian for free electrons, two-body interaction,
electrons on the island, and barrier potential, respectively. They are given in terms of the









































[nσ(−d) + nσ(d)] , (3.6)
where ψσ ≡ ψ+,σeikF,σx + ψ−,σe−ikF,σx and nσ = ψ†σψσ are the annihilation operator and
the density operator for electrons with spin σ. We neglect the charging energy of the
island (U in [45]), which can be incorporated into Hint. H0 +Hint are written in terms of




























Here, a is the inverse of the Fermi wave number: φi and Πi are conjugate pairs of bosonic
field with commutation relations [φi(x),Πj(x0)] = iδi,jδ(x− x0), where i = ρ (s) represent
charge (spin) variables.
To diagonalize H0+Hint, we use the linear transformation [47, 48] (see also Appendix






























Commutation relations are preserved under this transformation [φ˜i(x), Π˜j(x0)] = iδi,jδ(x−
x0). Parameters α and y are, respectively, a rotation angle and a scale factor in “spin-
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The rotation angle α is proportional to ∆, and thus to B, for small ∆. After the trans-















The expression of v˜i and K˜i are given in Appendix A.
As discussed in [47, 48, 52, 49], in a polarized TL liquid, the scaling dimensions of a
single impurity potential split between two spins. Renormalization group equations for










)tσ for Vσ À vF, (3.14)
with l = lnΛ/Λ0 and an initial (running) energy cutoﬀ Λ (Λ0). The scaling dimensions ησ
and λσ are given by
ησ = K˜ρB2ρ,σ + K˜sB
2
s,σ, (3.15)







where Bρ,σ = cosα+ σy sinα, Bs,σ = −y−1 sinα+ σ cosα, Dρ,σ = cosα+ σy−1 sinα, and
Ds,σ = σ cosα− y sinα. Thus the ratio of reflection amplitudes and tunneling amplitudes
scale like, respectively, V↑/V↓ ∝ (T/Λ)
η↑−η↓
2 and t↑/t↓ ∝ (T/Λ)
λ↑−λ↓
2 . The diﬀerences of
the exponents δη = (η↑ − η↓)/2 and δλ = (λ↑ − λ↓)/2 are given by






This expression tells us that the split of the scaling dimensions between two spins become
large when the spin-charge mixing angle is large. Due to the split of exponents, we expect
34 CHAPTER 3. SPIN-CHARGE MIXING EFFECTS IN POLARIZED TL LIQUID
the spin current with large polarization P =
t↑−t↓
t↑+t↓
at low temperature in the strong barrier
limit. This scaling eﬀect with the exponents ησ and λσ also appears in the conductance
for double barrier structure.
3.3 Weak Barrier Limit (V → 0)
We consider first the weak barrier limit V → 0, where the electron transfer is due to the
coherent tunneling of the spin-charge mixed density wave. The zero bias conductance is
calculated perturbatively with respect to the small barrier potential Vπa . The Hamiltonian
for the island and for the barriers in Eq. (3.5) and Eq. (3.6) are written in terms of the




















θ±i = (φi(d) ± φi(−d))/
√
2 is the linear combination of phases at x = ±d. According
to our assumption that the magnetic field B is strong enough that (kF,↑ − kF,↓)d À π,
only z-component of
−→
Bg remains after the integration of (3.5) with neglecting the fast
oscillating terms. Hereafter, we denote (
−→
Bg)z by Bg.
To make calculations easier, it is helpful to construct an eﬀective action [42] obtained
by integrating out the TL field except for the positions of the barriers x = ±d, since charge
(spin) current through barriers depends only on the local variables, jρ(s) = (2/π)∂tθ+ρ(s).
















1± exp{−(2d/v˜i)|ωn|} . (3.22)
Here we have defined new variables θ˜±i ≡ (φ˜i(d) ± φ˜i(−d))/
√
2. θ˜ and θ are related to
each other by the same linear transformation between φ˜ and φ. We will calculate zero
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where analytic continuation is to be taken before taking the limit. The eﬀective action










Hamiltonian for the island Hisland is given after canonical transformation Eq. (3.8) and
Eq. (3.9) as




















Thus, the terms other than barrier potentials, quadratic in θ˜±i , can be treated exactly in
Seﬀ .
After straightforward calculation, we obtain an explicit form of the conductance to


















(K˜ρy − K˜sy−1) sin 2α . (3.29)
This expression implies that the spin polarized current can flow in a clean, infinite TL
liquid due to spin-charge mixing eﬀect, since G(0)s = 0 when ∆ = 0 for all interaction
parameters. However, such a violation of the conductance quantization is shown to be
an artifact for infinite system as previous works pointed out for unpolarized system [84,







2π also for spin polarized system, by taking into account the eﬀects of
Fermi liquid reservoirs. Thus the spin polarized current cannot be generated in a clean
system, even when a magnetic field is applied.
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with β = 1/T and the constants given by,
Cρσ =
³










y sinα Bρ,σK˜ρ + cosα Bs,σK˜s
´
.
The second order correction G
(2)
i gives us some information about the resonant oscillation
in (Vg, Bg) plane; the exponential terms determine the temperature dependent amplitude,
and Ωσ determines the period. As seen in the above expression, the conductance oscilla-
tion comes from a sum of two independent contributions; resonant tunneling of spin-up
electrons and spin-down electrons. This is because the average of a product of cosine terms








θ+ρ (0)− θ+s (0)
¢®
= 0.
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Figure 3.2: Second order conductance correction G
(2)
ρ are plotted as a function of gate
voltage and magnetic field normalized by δi = viKi
π
2d
for Hubbard model. Kρ = vF/vρ,
Ks = vF/vs = 1; (A) Kρ = 1, ∆/vF = 0, (B) Kρ = 0.5, ∆/vF = 0, (C) Kρ = 1, ∆/vF =
0.5, (D) Kρ = 0.5, ∆/vF = 0.5. The temperature is fixed at T/Λ = 0.1 in all figures.
Solid (broken) arrow indicates the direction of peak line of the conductance deviation due
to up (down) spin resonant tunneling.
where Λ is the high energy cut-oﬀ. At high temperature T À ²˜−ρ (0), ²˜−s (0), the term
proportional to cosΩσ is exponentially suppressed as increasing temperature, while the
other terms remain unchanged in Eq. (3.36). Thus, the conductance oscillation disappears
and the double impurity structure can be viewed as a single impurity whose scaling law
is given in Eq. (3.13) for πvF
2d
¿ T ¿ Λ.
Fig. 3.2 shows the contour plot of the conductance correction as a function of gate
voltage and gate magnetic field. Conductance peaks form a lattice in (Vg , Bg) plane and
spin-charge mixing eﬀect causes the deformation of the lattice. For an unpolarized Fermi
liquid ∆ = 0 and Kρ = Ks = 1 in Fig. 3.2 (A), conductance peaks form a rectangular
lattice with periods (eVg)0 = (
1
2
μBBg)0 = πvF2d . Changing the interaction parameter from
Kρ = 1 to Kρ = 0.5 (from Fig. 3.2 (A) to Fig. 3.2 (B)), the lattice shape does not
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change but with a shift in the period (eVg)0 =
πvρ
2dKρ
due to the change in charge- and
spin- susceptibility of the island δρ =
πvρ
2dKρ
and δs = πvs2dKs . As increasing ∆ from ∆ = 0
to ∆ = 0.5vF in the Fermi liquid case (from Fig. 3.2 (A) to Fig. 3.2 (C)), stretch in the
primary unit-vector of the lattice (arrows in figures), by a factor (∼ 1 + σ ∆
vF
) for spin σ
electrons, is seen. It reflects the change in the level spacing due to Zeeman eﬀect given
by σ 2π∆
2d
. Then, increasing the interaction from Kρ = 1 to Kρ = 0.5 (from Fig. 3.2 (C) to
Fig. 3.2 (D)), the primary unit-vectors rotate reflecting the rotations of spin-charge space.
This is exactly due to spin-charge mixing eﬀect. For Kρ = Ks, the rotation cannot be
seen in Fig. 3.2 (C) since the principal axis in spin-charge space stay in the direction ±π
4






















+O ¡(∆/vF)2¢ . (3.38)
When the temperature decreases, the amplitude of oscillation for two spins follow
power laws with diﬀerent exponents. In the case of spin isotropic interaction (Ks = 1
i.e. gs = 0), depending on whether the interaction between charges gρ =
1
2
(K−2ρ − 1) is
repulsive or attractive, impurity potentials are scaled toward perfect reflection or perfect
transmission. Extending the parameter space to spin anisotropic interaction (Ks 6= 1 i.e.
gs 6= 0), “spin-filter phase” where η↑ > 2, η↓ < 2, emerges between the two phases “perfect
transmission” and “perfect reflection”. In this phase, the impurity potential scales toward
perfect transmission for up spin (majority spin), and perfect reflection for down (minority)
spin. The conductance correction at diﬀerent temperatures are plotted with TL param-
eters in spin-filter phase in Fig. 3.3. The peaks of the conductance correction changes
from a lattice structure to one plane wave, as lowering temperature from Fig. 3.3 (A) to
Fig. 3.3 (B). This is due to the strong suppression of backscattering current of the major-
ity spins, and the enhancement for the minority spin at low temperature. These results
suggest the possibility of generating and modulating spin current with large polarization
by gate voltage and gate magnetic field.
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Figure 3.3: G
(2)




for spin anisotropic interaction parameters. Kρ = vF/vρ = 0.6, Ks = vF/vs =
1.4, ∆/vF = 0.5; (A) T/Λ = 10−2, (B) T/Λ = 10−6.
3.4 Weak Link Limit (V →∞)
In this section, we consider the weak link limit (V → ∞), where the tunneling am-
plitudes tσ satisfies tσ/vF ¿ 1 and the electron transport is described by a sequential
tunneling picture [45, 78]. We will calculate zero-bias conductance perturbatively to the
lowest order within a master equation framework. The higher order contributions, such as
cotunneling (COT) [45, 78] and correlated sequential tunneling (CST) [87], are neglected.
Contributions from COT and CST become important, respectively, away from the res-
onance peaks and for rather transparent barriers [87]. Thus, they do not seem to make
major changes in the discussions here focusing on the peak positions and the height in
the weak link limit.
We consider a quantum island with length 2d, weakly linked to the semiinfinite TL
wires at the both ends. The Hamiltonian for the semiinfinite wires Hwires are the same
as Eq. (3.12). We represent electron field operators of the island, the right (R) and the












τ,σ, respectively. They obey
the open boundary condition ψσ(±d) = ψRσ (d) = ψLσ (−d) = 0. The chemical potentials
of the right and the left wire are set μR = −eVbias and μL = 0, and we take the limit
eVbias → 0 at the last stage of the calculations for the zero bias conductance. In the
sequential tunneling regime, the number of excess electrons on the island Nσ becomes a
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i,nα˜i,n + 1/2), (3.41)
where kn = πn/2d. Under the boundary condition, the mode expansion of the electron























































The mode expansion of ψR,Lσ are similarly obtained. Using the boundary operators, the


















+,σ(−d)ψL+,σ(−d) + h.c.. (3.48)
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The transition rate P
R(L)
i→f from a initial state |ii ≡ |Nσ, N−σi to a final state |fi ≡
|Nσ + q,N−σi (q = ±1), via tunneling processes at the right (left) end of the island, can






dt hhi|HR(L)T (t)|fihf |HR(L)T (0)|iii, (3.49)
where the time evolution of operators is given in interaction representation A(t) =
U †(t)AU(t) with U = exp[−it(Hzero + Hfluc + Hwires)]. We obtain the expression for




































where εjσ ≡ hf |Hzero|fi− hi|Hzero|ii− qμj is the energy diﬀerence between the two states.
The line shape of the conductance near the peak is roughly given by the beta function in
Eq. (3.51), and the peak height scales like ∝ (T/Λ)λσ/2−2 as lowering temperature. The
probability Pi to find the system in |ii, and the current of spin σ electrons Iσ are obtained












i→f − P Li→f ), (3.53)
where Pi→i0 = PRi→i0 + P
L
i→i0 .
The zero bias conductance Gρ = G↑ + G↓ is evaluated from Eqs. (3.50)−(3.53) and
plotted as a function of gate voltage and gate magnetic field in Fig. 3.4. The conductance
peak form a lattice in (Vg, Bg) plane, and one can see the spin-charge mixing eﬀect on
the shape as well as in the case of weak barriers. Arrows in figures are the primary
unit vectors, and a translation by a solid (dotted) arrow corresponds to a change in the
average particle number of down (up) spin electrons in the island by one. When spin
and charge excitations are degenerate (Kρ = Ks), the primary unit vectors of the lattice
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Figure 3.4: Zero bias conductance Gρ is plotted as a function of gate voltage and magnetic
field normalized by δi = viKi
π
2d
, with T = 10−1 πvF
4d
= 10−3Λ and (tjσ/vF,σ)2/π = 10−2.
Diﬀerent values of interaction and magnetic field are taken as; (A) Kρ = Ks = 1, ∆/vF =
0, (B) Kρ = Ks = 1, ∆/vF = 0.3, (C) Kρ = 0.5, Ks = 1, ∆/vF = 0, and (D) Kρ = 0.5,
Ks = 1, ∆/vF = 0.3.
pattern are in the direction of ±π
4
independently of the magnetic field ∆ as shown in
Fig. 3.4 (A) and Fig. 3.4 (B). On the other hand, when spin-charge separation does hold
(Kρ,Ks 6= 1), the vectors rotate as increasing ∆ as seen in Fig. 3.4 (C) and Fig. 3.4 (D).






Thus the expansion of the rotation angle δϑ to the linear order in ∆, yields the same
result as Eq. (3.38) obtained for the weak barrier case. This could indicate that applying
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a magnetic field causes a rotation of the lattice of conductance peaks by the same angle
for entire range of barrier strength to the linear order. Of course, being similar to the
weak barrier case, the splits of scaling dimensions for tunneling amplitudes between two
spins result in strong suppression of the peak height along the resonant line d0c0, compared
to b0d0 in Fig. 3.4 (D). Another interesting result in the strong barrier limit is that for
Kρ 6= Ks there are no resonance points of four number states (say |n,mi, |n + 1, mi,
|n,m + 1i and |n + 1,m + 1i) like O and O0. Instead, such a resonance point splits
into two; one like a and a0 where the three states |n,mi, |n + 1, mi and |n,m + 1i
degenerate, and the other like d and d0 where |n + 1,m + 1i, |n + 1, mi and |n,m + 1i




(K−2ρ − K−2s ). It can thus be a measure for the strength of spin-charge
separation.
3.5 Summary
We have discussed the spin-charge mixing eﬀect on the resonant tunneling in spin-
polarized Tomonaga-Luttinger liquid under magnetic fields. The zero bias conductance is
calculated as a function of gate voltage Vg and gate magnetic field Bg. Conductance peaks
form a lattice structure in (Vg, Bg) plane. We find two eﬀects of the spin-charge mixing
in the plot of zero bias conductance; (i) The primary unit vectors of the lattice pattern
rotate as increasing magnetic field due to the “spin-charge mixing”. (ii) The amplitude of
conductance oscillation diﬀers significantly at low temperature between two spins, which
originates from the split of the scaling dimension of impurity potential. For systems with
appropriate interaction parameters, the impurity potential can become a spin-filter that
selects electrons of one spin orientation to pass through. We should note that such spin-
filtering phase appears only for the systems with spin-anisotropic interaction (Ks 6= 1),
whose candidates in real systems haven’t been found yet. However, recent studies predict
that spin-orbit interactions in a quantum wire, whose strength is controllable by the gate
voltage, can also cause spin-charge mixing [91] as the Zeeman eﬀect does. Moreover
Gritsev et al. [92] show that an interaction parameter Ks can be renormalized and shift
from Ks = 1 in the presence of Rashba coupling. These facts may suggest a possibility to
lead such spin-filtering phase to an experimentally accessible region.
Finally we would like to address the possibility for the experimental test of our theory.
If one uses armchair carbon nanotube as a TL wire, there arise two diﬃculties to observe
the spin-charge mixing. Armchair nanotubes are described as TL liquids with the four
components (spinful TL liquid with two bands p = ±), having a symmetry in the band
structure vF,p = vF,−p at the Fermi level ²F = 0 [71]. Due to this unique band structure,
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the symmetry between up and down spins will not be broken even when a magnetic field
is applied. Hense the spin-charge mixing does not occur for ²F = 0. This is one diﬃculty.
However, for doped carbon nanotubes (²F 6= 0) with the band structure symmetry broken
vF,p 6= vF,−p, the spin-charge mixing occurs when a strong magnetic field is applied.
Another diﬃculty is in the realization of such a strong magnetic fields that the spin-charge






≥ 0.1 is needed. Such a situation may be diﬃcult to prepare in
carbon nanotubes with a band width t ∼ 2.5 eV [93] since g-factor for electrons in carbon
nanotubes is g ∼ 2 [94], which means a magnetic field 1T amounts to gμBB ∼ 0.12 meV.
To make velocity diﬀerence ∆/vF = 0.1, B ∼ 1.25 × 104 tesla is needed in the case of
carbon nanotubes. And the preparation of the local magnetic field Bg with a submicron
meter scale is also an open issue, though there are some works reporting magnetic fields
with a micron meter scale [95]. However, if one uses a quantum wire with a small Fermi
energy and a large g-factor e.g. an InSb quantum wire with g ∼ −50, two problems
lying on carbon nanotubes are cleared, and our predictions can possibly be verified in
experiments. Ultracold fermionic atoms in optical lattices [96], which show remarkable
progress in experiments, with controllable parameters such as interaction parameters,
lattice shapes, and the potential height, will also give us another conceivable stage to test
our theory.
It is the more important issue of spintronics to suggest new ways of creating spin filters
i.e. the way to modify the split of scaling dimensions between two spin channels in more
realistic models. However, the concepts of “spin-charge mixing eﬀect” will play one key
role in this matter.
Chapter 4
Finite Barrier Scaling in
Tomonaga-Luttinger Liquid
4.1 Introduction
One-dimensional interacting fermions with a local potential show a crucial diﬀerence
from those of non-interacting fermions in the transport properties at low temperature. As
already seen in the previous section, the tunneling amplitude through a single impurity
potential and local density of states (LDOS) near the local potential, have power law
dependences on temperatures with interaction-dependent anomalous exponents [19, 20,
21], which is understood in terms of the renormalization of eﬀective impurity potential
strength. The scaling behavior is known as one of the key signatures of TL liquid, and
observed in the tunneling conductance through junctions of carbon nanotubes [67, 68]
and the quantum point contact in fractional quantum Hall systems [69, 70].
The scaling of a local potential in TL liquid has been extensively studied for more
than a decade after pioneering works based on perturbative renormalization group (RG)
analysis [42, 44]. Calculations presented in the previous chapter are also based on the
perturbative RG theory. Roughly speaking, it was shown that the backscattering by an
impurity potential is a relevant (irrelevant) perturbation when interparticle interaction
is repulsive (attractive) for a spinless TL liquid. One can trust these scaling flows just
around the two fixed points, weak or strong potential limits due to the theoretical lim-
its of perturbative treatment. Another theory confirmed the scaling flows at arbitrary
strength of barrier potential [97, 98]; however, their results based on Fermi liquid picture
i.e. perturbation theory on interparticle interaction, are less reliable when interparticle
interactions are not weak, e.g. for carbon nanotubes. Exact conductance for arbitrary
45
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barrier strength is calculated for special values of interaction parameters (g = 1/2 for
spinless TL model, and ν = 1/3 case in the fractional quantum Hall edge states) based
on the Bethe-ansatz calculation [99, 100, 101]; however the application of these theories
to general TL liquid with arbitrary interaction parameters seems diﬃcult. Therefore,
the scaling problem of a single impurity in TL liquid of arbitrary interaction parame-
ters and arbitrary transmission, remain unsolved yet, even after 15 years from the first
pioneering work [42, 44]. In this chapter, we propose a non-perturbative approach both
in the strength of an impurity potential and interparticle interactions [53]. Bosonization
formula derived for arbitrary barrier strength is used to calculate LDOS and zero bias
conductance.
Before formulating the theory for arbitrary strength of barrier potential, we briefly see
RG flows of a single impurity potential in the two limits (V → 0,∞) [42, 44]. The scaling
equations for the backscattering operator Vˆ=V(ψ†R,σ(0)ψL,σ(0) + h.c.) and the tunneling













2− 1/Kρ − 1/Ks
2
¶
t, for V À vF, (4.2)
where l = lnβΛ with the high energy cutoﬀ Λ = vFkF and inverse temperature β. From
the perturbative RG equations, a zero temperature phase diagram in the interaction pa-
rameter space is determined as shown in Fig.4.1. The scaling flow diagrams at the cross
sections (indicated in the phase diagram) are shown in Fig. 4.1 (A) and Fig. 4.1 (B).
In the figures, scaling flows obtained and predicted are represented by solid arrows and
dotted lines. The fixed point of scaling flows around small reflection and small trans-
mission amplitudes are given by Kρ+KS=2 and 1/Kρ+1/KS=2 respectively. For spin
independent models (Ks = 1), the fixed points for the weak-reflection regime and for the
weak-tunneling regime are given by an unique value Kρ = 1. Since the directions of the
scaling flows towards zero temperature are the same for the two limits, one can safely
predict that the eﬀective impurity potential flows towards a strong reflection for repulsive
interaction Kρ < 1, and towards a weak reflection for attractive interaction Kρ >1, in-
dependent of the impurity potential. However, for spin dependent models (Ks 6= 1), the
fixed points given in the two limits become diﬀerent. Thus, it is predicted naively that
the direction of scaling flows change at some critical value of the potential strength in a
regime of interaction parameter 2−Ks < Kρ < (2−K−1s )−1.
In order to obtain complete flow diagrams for arbitrary barrier strength for a spinful
TL model, we have to develop a non-perturbative method.
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Figure 4.1: Phase diagram of TL liquid with a single impurity potential shown in the
references [42, 44], and the flow diagrams along the broken arrows (A) KS = 1, and (B)
KS 6= 1. In (A) and (B), the unknown flows are represented by broken lines.
4.2 Boundary Bosonization for Finite Barrier
4.2.1 Free Fermions
Firstly, we construct the bosonization formula for spinless fermions with a single im-
purity of arbitrary strength. After that, we apply the discussions to the spinful fermions.
The bosonization procedure is the same for spinful fermions with the only diﬀerence in
additional spin degrees of freedom. And as a first step to this problem, we assume that the
potential barrier is repulsive, localized, symmetric in spin rotation, and has an inversion
symmetry: V↑(x) = V↓(x) = V δ(x) and V > 0, for simplicity.
Let’s start with a scattering problem of a one-dimensional system of length L with a







φ = ²φ, (4.3)
where V > 0. The boundary condition at the scattering center is read as,





= V φ(0). (4.5)
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cos (|kx|− θk) , (4.7)
where P denotes the parity, even parity for P = +1 and odd parity for P = −1. The phase
shift by the potential is given by 0 < θk = arctan[mV/k] < π/2. The boundary condition
at the end of the system, fixes the momentum. We choose here the periodic boundary
condition (we will take the limit L→∞ in the calculation, and hence the result does not
depend on the choice of the boundary condition far from impurity site x = 0.) as,
φ(L/2) = φ(−L/2), (4.8)
∂xφ(L/2) = ∂xφ(−L/2), (4.9)








for P = +1. (4.11)
The momentum distribution is schematically shown in Fig.4.2(A). Surely, only even parity
states suﬀer from the momentum shift. One sees that odd-parity and even-parity states
have the same momenta and are degenerate in the weak barrier limit k À mV , meaning
that there are no restrictions between the right-moving and the left-moving components.
For the strong barrier limit k ¿ mV , one sees that even parity states suﬀer momentum
shift by π/L, indicating that the right-moving and the left-moving components are in
one-to-one correspondence. When considering the low temperature physics, we can safely
approximate the phase shift θk ∼ θF = arctan [mV/kF], which will produce the corrections
of order O(T/²F). With the wave functions of free fermions in Eqs. (4.6)−(4.7), the












= δP,P0δk,k0 . (4.13)
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Figure 4.2: (A) Momenta of the solution for one-body scattering problem
Eqs. (4.10)−(4.11), and energy band diagrams (B) before and (C) after the decompo-
sition of the fermions into right and left movers, where the linearization is allowed near
the Fermi level.





= δ(x− y), (4.14)£
ψ†(y)ψ(y),ψ(x)
¤
− = −δ(x− y)ψ(x). (4.15)



































The energy band is schematically shown in Fig. 4.2 (B). We note that the band lies in
the half momentum space k > 0.
As is also done in the open boundary bosonization [20, 88], we will extend the Hilbert
space to a full momentum space allowing the right and the left movers, but with a con-
straint between them. In the full momentum space shown in Fig. 4.2 (C), we will construct
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the bosonization formula, and the boundary conditions between the right-movers and the































Here, operators after the decomposition into right (τ = +) and left (τ = −) movers, are
















In Eq. (4.23), we approximate the phase shift by the value at the Fermi level θF. The
constraints on the new fermion operators, and their anticommutation relations are given
by,







= δP,P0δk,k0 . (4.26)
By using the wave functions in Eqs. (4.19)−(4.24), the fermion field operators for the
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and follow the commutation relation and the anticommutation relation, which are the






= δτ,τ 0δ(x− y), (4.29)h
ψ˜†τ (y)ψ˜τ (y), ψ˜τ 0(x)
i
−
= −δτ,τ 0δ(x− y)ψ˜τ (x). (4.30)
The Hamiltonian for free fermions in extended Hilbert space, after the linearization near
the Fermi level as shown in Fig. 4.2 (C), is then written as







For fermions in one dimension, the linearized Hamiltonian is rewritten in terms of long-
wavelength density fluctuations defined by,
: ψ†ψ := δn(k ∼ 0) + δn(k ∼ 2kF), (4.32)















: ψ˜†τ ψ˜−τ : e
−iτ2kFx. (4.34)
From here, we focus on the long-wavelength density fluctuation δn(k ∼ 0), and construct















where the fermion phase shift enters the expression like
θP,P0 = δP,−P0 × P× (signxθF − π/2). (4.37)






c˜P(τk − q)c˜†P0(τk), (4.38)
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Here, we neglect the zero mode contributions for simplicity, which do not change the
physics in systems of infinite length. From Eq. (4.25), the density operator must satisfy
JP,P
0
τ (q) = J
P,P0
−τ (−q) (4.42)
Introducing an appropriate normalization condition to the commutation relation Eq. (4.39),









= δP1,P3δP2,P4δq,q0 , (4.43)
where the relation between bP,P0(q) and J
P,P














Y (τq)bP,−P(q) + Y (−τq)b†−P,P(−q)
´
. (4.45)
Y (x) is step function: Y (x > 0) = 1 and Y (x < 0) = 0. From Eq. (4.42), it must be kept
in mind,
bP,P0(q) = bP,P0(−q). (4.46)
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(b+1,−1(q)− b−1,+1(q)) . (4.50)
























b†l (q)bl(q) + 1/2
´
.
From Eqs. (4.30), (4.36) and (4.39), one gets the bosonic representation of the fermion





exp [iτχτ (x)]. (4.52)
χτ (x) = 2π
Z x
Jτ (y)dy (4.53)
By substituting Eqs. (4.36)−(4.50) into Eq. (4.53), we finally arrive at the bosonization







f lτ,q(x)bl(q) + h.c.
¶
, (4.54)
f1τ,q = −iτeiτqx, (4.55)
f2τ,q = 0, (4.56)
f3τ,q = −iτsign[x] sin[θF]eiτqx, (4.57)
f4τ,q = cos[θF]e
iτqx. (4.58)
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Next we will derive a formula for spinful fermions. But the formulation of the bosoniza-
tion is quite the same as the spinless case except for spin degrees of freedom. The Hamil-


































where σ = +1 =↑ and σ = −1 =↓ stand for up-spin and down-spin fermions, respec-
tively. bσ,l are similarly defined as in Eq. (4.47)−(4.50). For spin symmetric systems in









(b↑,l(q)− b↓,l(q)) . (4.63)
























exp [iτχσ,τ (x)], (4.66)
where the phase field χσ,τ is obtained by putting bl → bσ = (bρ,l + σbs,l)/
√
2 into the
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f j,1τ,q = −iτeiτqx, (4.68)
f j,2τ,q = 0, (4.69)
f j,3τ,q = −iτsign[x] sin[θF]eiτqx, (4.70)
f j,4τ,q = cos[θF]e
iτqx. (4.71)
4.2.2 Interacting Fermions
In this section, we will include the interparticle interaction, coming from long wave-
length fluctuations. Diagonalization of total Hamiltonian is performed by following the
usual bosonization techniques, but with additional parity indices. Firstly, we will solve
the spinless model, and later the spinful model will be considered.
The interaction Hamiltonian for spinless model is given by,
Hint = g
Z























Terms remaining after integration must satisfy the parity conservation, P1×P2×P3×P4 =

































































56CHAPTER 4. FINITE BARRIER SCALING IN TOMONAGA-LUTTINGER LIQUID
The eﬀects of the potential barrier enter in the second term and the fifth term of the













































τ 0 (−q), (4.78)
The total Hamiltonian is expressed in terms of creation and annihilation operators of TL





















































As seen clearly, interaction parameters for density fluctuations JP,−P with diﬀerent com-
bination of the parity indices, depend on the barrier strength through the fermion phase
shift. This is understood as such density fluctuation produce the density fluctuation with
odd parity, which changes the relative number of the fermions in the left side and the right
side of the potential barrier. In order to make such fluctuations, fermions must tunnel
through the barrier. Thus, the eﬀects of a barrier potential enter the TL parameters for
the mode JP,−P. On the other hand, producing the density fluctuation with even parity
JP,P, does not involve the tunneling processes through the barrier. Thus, the interaction
parameters for the mode JP,P are unaﬀected by the barrier potential.
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tanh 2ϕ2 = 0 (4.82)
tanh 2ϕ3 =
−g sin[θF]2




πvF + g cos[θF]2
. (4.84)




vl|q|(b˜†l (q)b˜l(q) + 1/2), (4.85)
where the TL parameters are given by






vF/v2 = K2 = e
2ϕ2 = 1, (4.87)




1 + 2g sin[θF]2/πvF
, (4.88)




1 + 2g cos[θF]2/πvF
. (4.89)
















f˜2τ,q = 0, (4.92)














58CHAPTER 4. FINITE BARRIER SCALING IN TOMONAGA-LUTTINGER LIQUID
Now we have a diagonal TL Hamiltonian and the TL boson representation of the fermion
field operator, and can calculate any correlation functions exactly.
The diagonalization procedures are the same for spinful models. We express the cou-
pling parameters following the conventional manners: interaction parameter for charge
densities is gρ = (gk+g⊥)/2, and spin densities is gs = (gk−g⊥)/2. With these parameters,




vj,l|q|(b˜†j,l(q)b˜j,l(q) + 1/2), (4.95)
where the TL parameters are given by






vF/vj,2 = Kj,2 = e
2ϕj,2 = 1, (4.97)




1 + 2gj sin[θF]2/πvF
, (4.98)




1 + 2gj cos[θF]2/πvF
. (4.99)


















f˜ j,2τ,q = 0, (4.102)







f˜ j,4τ,q = cos[θF]
µp





Using these bosonization formulas, we will discuss the scaling properties of impurity po-
tential, by calculating the temperature dependencies of the local density of states (LDOS)
as a function of distance from the impurity site, and the zero bias conductance. Before
the calculation, it is worthwhile to see the validity of these formula in the weak barrier
(θF = 0) and the strong barrier (θF = π/2) limits.
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In the weak barrier limit θF = 0 (V ¿ vF, gj), we have Kj,1 = Kj,4 ≡ Kj and
vj,1 = vj,4 ≡ vj from Eq. (4.96) and Eq. (4.99). Then, the phase field of the fermions



























where εj,σ = δj,ρ+σδj,s. The new operator b´j is defined by b´j(τq) ≡
h





and the Hamiltonian is given in the ordinal form: hj =
P
q 6=0 vj|q|(b´†j(q)b´j(q)+ 1/2). This
expression is exactly the same as that of the homogeneous system.
In the strong barrier limit θF = π/2 (V À vF, gj), we have Kj,1 = Kj,3 ≡ Kj and
vj,1 = vj,3 ≡ vj from Eq. (4.96) and Eq. (4.98). The phase field of the fermions moving in











j sin[qx]− iτK−1/2j cos[qx]
´
b`j (xq/|x|) + h.c.
i
. (4.106)






2 and the Hamiltonian
is given by hj =
P
q 6=0 vj|q|(b`†j(q)b`j(q) + 1/2). This expression reproduces the formula of
open boundary bosonization. It is interesting in the strong barrier limit to note that two
independent wires were naturally introduced from a single TL liquid in the operator level:
it is clearly shown hχσ,τ (x > 0, t)χσ,τ (y < 0, 0)i = 0. Within both limits, the parameters
governing the physics are Kρ and Ks.
4.3 Results
4.3.1 Local Density of States
First, we will calculate the local density of states (LDOS) for spinful TL liquid, since
it is closely related to the tunneling probability of TL bosons at the fixed energy level, as
was discussed for the strong barrier case in [88, 89, 90]. In the strong barrier limit, LDOS
near the impurity (|x| ¿ vFβ) gives a tunneling density of states, which determines the
zero bias conductance in the tunneling limit. Thus, we will be able to extract the scaling
behavior of the impurity potential from LDOS.
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where the time evolution of the fermion operator is given in the interaction representation
ψ˜σ,τ (x, t) = eiHTLt/~ψ˜σ,τ (x)e−iHTLt/~. From the bosonization formula in Eqs. (4.100)−(4.104),
LDOS for zero frequency ω ¿ 1/β is calculated as













































[(Aj,l + Bj,l) + (Aj,l − Bj,l)Y (πq − rj,l)] , (4.109)
where
rj,l = 2π|x|/(vj,lβ), (4.110)





(Bj,1, Bj,3, Bj,4) = (Kj,1, sin[θF]2Kj,3, cos[θF]2K−1j,4 ). (4.112)
The straight forward calculation yields the asymptotic expressions for the exponents in




































which is convergent for 1 < λ < 3. From the asymptotic expressions, LDOS follows power
law dependencies on temperature with exponents λbulk − 1 in the bulk and λbound − 1,

















j,1 ) + sin[θF]
2(Kj,3 +K
−1







In Fig. 4.3 (A)−(B), LDOS is plotted as a function of temperature with the position
x fixed, for diﬀerent values of interaction parameters. As seen clearly, the slope of the
logarithmic plot crossovers from λbulk − 1 to λbound − 1 as lowering the temperature from
bulk regime (|x| À vFβ) to boundary dominated regime (|x| ¿ vFβ), meaning that their
temperature dependencies crossovers from T λbulk−1 to T λbound−1. As already discussed
in the previous works for open boundary problem [88, 89], the physics of two regimes
are subjected to the diﬀerent classes with the scaling dimensions λbound and λbulk in the
presence of the impurity potential of arbitrary strength. When interaction parameters are
in the strong repulsion [Fig. 4.3 (A)], the slope is sharper in the boundary regime than in
the bulk regime. As moving towards the attractive interaction [Fig. 4.3 (B)], the slope is
slower in the boundary regime than in the bulk regime, on the other hand.
In Fig. 4.4 (A)−(D), LDOS is plotted as a function of distance from the barrier x
with the temperature fixed. Changes in LDOS are seen in boundary regime |x| . vFβ,
and their behaviors near boundary are classified into four types: (A), (B), (C), (D). For
interparticle interactions are strong repulsion as in Fig. 4.4 (A), LDOS is suppressed near
the boundary, independent of the strength of impurity potential except for the case V = 0.
In contrast, when the interparticle interactions are strong attraction as in Fig. 4.4 (B),
the enhancement of the LDOS near the impurity site is seen, which is independent of the
strength of impurity potential except for V = 0. For intermediate interaction strength,




s > 2, the behavior of LDOS near the boundary
changes at some critical value of the potential strength V = Vc as in Fig. 4.4 (C): for strong
barrier V > Vc LDOS is suppressed near the boundary, and for weak barrier V < Vc LDOS
is enhanced near the boundary. These behaviors of LDOS can be interpreted from the
asymptotic forms at the boundary and in the bulk. The behavior of LDOS near boundary
are determined by the magnitude relation between λbound and λbulk: at suﬃciently low
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temperature, for λbound > λbulk LDOS should be strongly suppressed near the boundary,
compared with the bulk value according to Eq. (4.113) and Eq. (4.114), and in contrast,
for λbound < λbulk the LDOS should be enhanced near the boundary.
Therefore, if one relates the scaling behavior of LDOS with that of impurity poten-
tials, the phase boundary is given by λbulk = λbound (the phase boundary in Fig. 4.6 is
determined by this equation). In the next section, we will relate the scaling behaviors
of LDOS with zero bias conductance, i.e. renormalized transmission probability at the
Fermi level.
4.3.2 Zero Bias Conductance






































where |t|2 is the transmission probability. One may think that the transmission probability
of TL liquid through a potential barrier is likely to be given by |t|2 = cos[θF]2 independent
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Figure 4.3: Local Density of States normalized by the value at x0 = πvFβ are plotted
as a function of temperature T = 1/β for diﬀerent sets of interaction parameters: (A)
Kρ = 0.55, Ks = 1.4, (B) Kρ = 0.75, Ks = 1.4. Colors of dots indicate the strength of
the barrier potential with the numbers (= cos2[θF]). The distance from the impurity x is
held fixed at x = (π/kF)× 103, and sets the scales.
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Figure 4.4: Local Density of States are plotted as a function of normalized distance from
the impurity position |x|/(πvFβ) for various interaction parameters: (A) Kρ = 0.55,
Ks = 1.4, (B) Kρ = 0.7, Ks = 1.4, (C) Kρ = 0.723, Ks = 1.4, (C) Kρ = 0.75, Ks = 1.4.
Colors of dots indicate the strength of the barrier potential with the numbers (= cos2[θF]).
The temperature T is held fixed at T/EF = 10
−4, and sets the scales. The slope for
|x|/(πvFβ)¿ 1 is given by λbound − λbulk defined in the texts.
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of temperature. Based on Kubo formula in the zero bias limit, the system is assumed to be
uniform except for the impurity position. For suﬃciently low temperature, however, the
thermal coherence length becomes very large and most of the system is in the boundary
regime. Thus, the system cannot be regarded as uniform anymore as shown in the behavior
of LDOS in Fig. 4.4 at low temperature. Thus, one can trust the expression |t|2 = cos[θF]2,
which is the same expression for free fermions, only at relatively high temperature. It is
consistent with our knowledge that particles for suﬃciently high temperatures, one can
neglect the interaction eﬀects.
Then, in order to derive a correct expression for the conductance formula that works
at low temperature, we relate the scaling behaviors of LDOS to the conductance. At
relatively high temperature T ∼ Λ = vFkF,
|t0|2 = cos[θF]2, (4.124)
where it is understood that there is no scaling factor since T/Λ ∼ 1, and the ratio
Nbound/Nbulk is simply given by the solution of one body scattering problem. Eq. (4.124)
gives the initial condition of the scaling equation for the zero bias conductance. From




[Nbound/Nbulk] = (λbound − λbulk) [Nbound/Nbulk] , (4.125)
which can be read as the scaling equation for temperature-dependent transmission am-
plitude |t|:
d|t|/dl = (λbound − λbulk)|t|. (4.126)
In this way, the scaling equation for zero bias conductanceG(T )/(e2/π) = |t|2 = cos[θF (T )]2












The numerical solution of Eq. (4.127) are shown in Fig. 4.5 (A)−(D). The scaling be-
havior of the conductance is similar to that of LDOS. For repulsive interaction as in
Fig. 4.5 (A), zero bias conductance is suppressed at low temperature towards 0, inde-
pendent of the strength of impurity potential unless V = 0. In contrast, for attractive
interaction Fig. 4.5 (D), zero bias conductance is enhanced towards G0 = e
2/π at low
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temperature, independent of the strength of impurity potential unless V = 0. For in-




s > 2 as
in Fig. 4.5 (B), the directions of the scaling flows of zero bias conductance towards zero
temperature change at some critical value of the potential strength V = Vc: for strong
barrier V > Vc zero bias conductance is suppressed, and for weak barrier V < Vc zero bias
conductance is enhanced. There is another interesting regime as shown in Fig. 4.5 (C)
around the intermediate interaction strength, where the zero bias conductance flows to-
wards some finite value 0 < G∗/(e2/π) < 1. This interesting behavior is understood from
the reentrance structure of the phase diagram shown in Fig. 4.6, as discussed in the next
section.
In the last of this section, it is important to note that, Eq. (4.127) derived from the
scaling properties of LDOS, coincides with the RG equation derived by Yu, Glazman and
Matveev [97, 98], which is based on the scattering theory with interparticle interactions
treated in the perturbation theory, within the weak interaction limit (gρ, gs ¿ V, vF):
d
dl
|t|2 = gρ + gs − g1
πvF
(1− |t|2)|t|2, (4.128)
which can be easily checked by expanding the Eq. (4.127) with respect to small gj and then
putting gj → gj−g1/2 to incorporate the eﬀect of gk1 term [18]. The same result is derived
from the completely diﬀerent approaches: interparticle interactions are incorporated in a
nonperturbative method in our theory.
4.3.3 Phase Diagram
The phase diagram for impurity scaling obtained from the scaling feature of LDOS and
zero bias conductance. Following the discussions in the previous sections, the suppression
and the enhancement of LDOS in the boundary regime (|x| ¿ vFβ) correspond, respec-
tively, to the suppression and the enhancement of tunneling probability through potential
barrier. Thus, the phase boundary is given by λbulk = λbound from Eqs. (4.113)−(4.114)
and (4.125)−(4.127). Just on the phase boundary, the scaling dimensions in the bulk
and in the boundary regime coincide with each other, and we cannot distinguish between
them.
For spinless fermions and spin independent model (Ks = 1) of spinful fermions, the
phase boundary is given by Kρ = 1, independently of the barrier strength. This is easily
checked from λbound = λbulk. Thus, we can ensure the complete phase diagram at arbitrary
barrier strength shown in Fig. 4.1 (A).
The phase diagram for spin dependent models (Ks 6= 1), is shown in Fig. 4.6. The
scaling flows toward zero temperature are indicated by arrows in the figure. The phase
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Figure 4.5: Zero bias conductance G normalized by G0 = 2e
2/h, calculated from the RG
equation, is plotted as function of logEF/kBT , varying the strength of a potential barrier.
(A) Kρ = 0.55, Ks = 1.4, (B) Kρ = 0.7, Ks = 1.4, (C) Kρ = 0.723, Ks = 1.4, (D)
Kρ = 0.8, Ks = 1.4.
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diagram is classified into four phases (A), (B), (C), (D), which respectively correspond
to (A), (B), (C), (D) in Fig. 4.5 and Fig. 4.4. In a regime (A), transmission amplitude
is renormalized towards zero at any strength of potential barrier. In a regime (D), trans-
mission amplitude is renormalized towards |t|2 = 1 at any strength of potential barrier.
In regime (B), the directions of scaling flow change at some critical potential strength.
In regime (C), due to the existence of reentrance in the phase boundary, there arises the
fixed point of transmission probability at finite amplitude, as seen in Fig. 4.5 (C).
The phase boundary starts from Kρ ∼ 2 − Ks in the weak barrier limit, to Kρ =
1/Ks in the strong barrier limit. Those fixed points (phase boundary) are diﬀerent from
the previous results [42, 44], which do not take into account the power-law temperature
dependence of LDOS in the bulk. One can certainly recover the conventional results of the
scaling dimensions for the tunneling operators and the backscattering operators within
the two limits in our theory, since our bosonization formula yields the conventional form in
weak and strong barrier limits, as seen in Sec. 4.2.2. The diﬀerence originates from the way
of evaluating the scaling of potential barrier. In order to extract the scaling property of
transmission probability, it will be a natural assumption that the transmission amplitude
should be determined by Nbound/Nbulk in terms of the normalization condition for the
wave functions similar to one-body scattering problems. For weakly interacting systems
gρ, gs ¿ vF, the bulk exponent of LDOS ((Kρ + 1/Kρ +Ks + 1/Ks)/4 − 1) is quadratic
in g’s, while the boundary exponent is linear in g’s. Thus one can neglect the scaling
of bulk density of states for weakly interacting systems. Actually, the phase boundary
gρ + gs = 0 to the linear order (g1 term is neglected here), can be derived from both
theories of ours and perturbative RG theory [42, 44]. However, the neglection cannot be
allowed in strongly correlated systems anymore.
4.4 Summary
To summarize this chapter, we studied the scaling properties of a single potential
barrier of arbitrary strength in a Tomonaga-Luttinger liquid:
• The boundary bosonization formula is developed to include arbitrary barrier poten-
tial.
• With our new formula, the local density of states is calculated, and a scaling equation
of zero bias conductance is derived.
• Phase diagram is determined, where the phase boundary shows the reentrance sug-
gesting the existence of stable fixed points at the finite transmission probability.
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Figure 4.6: Phase diagram of spinful TL liquid with a single potential barrier for Ks = 1.4.
Vertical axis G/G0 = cos[θF]2 represents transmission probability through the potential
barrier. Directions of the scaling flows towards zero temperature are indicated by arrows.
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We have determined the phase boundary of a single potential barrier with arbitrary
strength in a spinful TL liquid. We see in the phase diagram the reentrance of the
fixed line from weak to strong barrier regime, which indicates the possibility of the stable
fixed points at a finite transmission amplitude. It should be clarified in our future studies,
whether or not the reentrance is an artifact which comes from the approximation that the
phase shifts of all electrons are taken to be the same value at Fermi level.
Chapter 5
Conclusions and Outlook
In conclusions of the thesis, we have studied phase transition and quantum transport
in interacting one-dimensional electron systems. In order to study interaction eﬀects,
and logarithmically divergent density-density correlations in one dimension, we have ap-
plied and developed the perturbative renormalization group (RG) theory by (g-ology) and
bosonization method.
In chapter 2, we have studied zero temperature phase diagrams of (5,0) carbon nan-
otubes, which are known as novel one-dimensional systems and reported to be supercon-
ducting at 15 K recently. Based on the electronic band calculation, (5,0) carbon nanotubes
have three conduction bands crossing the Fermi level. By assuming the system to be an in-
teracting quasi-one-dimensional electron system with three linear bands, we have derived
RG equations for coupling parameters and correlation functions of density waves and su-
perconductivities. The novel feature of (5,0) carbon nanotubes diﬀerent from conventional
one-dimensional material is the new internal degree of freedom of the angular momentum
around the nanotube axis. We find several types of superconducting phases in the phase
diagrams. Scattering processes, which exchange the angular momentum between incident
particles and conserve a total angular momentum, enhance the superconductivity corre-
lations which carry zero total angular momentum. In contrast, scattering processes, like
umklapp scatterings, which change the total angular momentum of the incident electrons,
enhance the superconductivity correlations with total angular momentum 5~ in (5,0) car-
bon nanotubes. We find these superconducting phase for relatively strong attraction
between electrons, which indicates that the strong electron-phonon interaction actually
exists in (5,0) carbon nanotubes. Recent theoretical works also suggest the possibility
of strong electron-phonon couplings in carbon nanotubes with small diameters. In order
to examine the possibility and the properties of the superconductivity more precisely, we
need to determine how large the interaction parameters are. We leave it to the future
71
72 CHAPTER 5. CONCLUSIONS AND OUTLOOK
investigations.
In chapter 3, we have studied the eﬀects of magnetic fields on transport in Tomonaga-
Luttinger liquid. One of the well-known interaction eﬀects in Tomonaga-Luttinger (TL)
liquid, is spin-charge separation. Spin-charge separation originates from the diﬀerence
of the strength of interactions between charge density waves and between spin density
waves. Once a magnetic field is turned onto TL liquid, the spin-charge separation breaks
down since a magnetic field couples the spin-charge degrees of freedom. We studied
the conductance of the spin polarized TL liquid with double impurity potential. The
calculations are done in two limiting cases where the impurity potentials can be assumed
to be very weak or strong.
In TL liquid with double impurities, the eﬀect of resonant tunneling of TL liquid can
be seen in the conductance oscillations as functions of gate voltage and gate magnetic field,
which are applied to the region between double impurities. In spin-charge separated TL
liquid without magnetic field, we have shown the conductance peaks form a rectangular
lattice shape in the space of gate-voltage and gate-magnetic field, from which we see that
the gate voltage changes only charge numbers and magnetic field changes only numbers of
the spins accumulated between double impurities. In spin-charge mixed TL liquid under
magnetic field, the lattice shapes, formed by conductance peaks, changes and rotates in
the space of gate-voltage and magnetic field. This directly means that the magnetic field
cause a rotation of spin-charge space.
Another interesting feature in spin polarized TL liquid is, spin dependent scaling laws
of the impurity potential. It is well known that a localized potential in TL liquid, perfectly
reflects density waves for a system with repulsive interactions, and perfectly transmit
them without reflection for a system with attractive interactions at zero temperature.
Thus, a single impurity in TL liquid can change the system either to be conducting or
insulating at zero temperature, depending on the interaction parameters. For TL liquid
under magnetic field, there arises a novel spin-filtering phase in the interaction parameter
space, in addition to conducting and insulating phases. In the spin-filter phase at zero
temperature, a single impurity perfectly selects one spin component to transmit, and
thus a single impurity potential works as a perfect spin-filter. We obtained such spin-
filtering phase and the eﬀect of such novel scaling properties are found in the conductance
oscillations due to resonant tunnelings. These predictions will possibly be checked by
future experiments of the double barrier systems in quantum wires or carbon nanotubes.
In chapter 4, we have developed the boundary bosonization techniques to the problem
of arbitrary potential strength. In conventional methods, a localized potential can be
treated perturbatively, while interparticle interactions are treated in the non-perturbative
ways within bosonization framework. In our framework, interactions and barrier potential
are treated on the same footings. The scaling dimensions of operators perfectly recover
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the known results in weak barrier and strong barrier limits. From the scaling laws of
local density of states around the impurity potential, we have derived the RG equation
for the zero-bias conductance. By solving the RG equation, we obtain the temperature
dependence of the zero bias conductance, from which we determined the zero temperature
phase diagrams for arbitrary strength of a potential barrier. For a spinless model, our
phase diagrams confirms the prediction: as temperature lowers, a single potential barrier
scales towards a strong barrier for repulsive interaction and towards weak barrier for
attractive interactions: the direction of the scaling flow is independent of the initial
barrier strength, which was firstly proposed by Kane and Fisher [42]. For a spinful
model with spin dependent interactions, we connect the diﬀerent fixed points (the phase
boundary) within the two limits. We found a reentrance of the phase boundary in this
case, indicating that the stable fixed points at finite transmission amplitudes, although
the ambiguity remains in the physical origin of such reentrance structure. With regard
to this point, we will leave it as one of the future problems.
Boundary bosonization method developed here will possibly be applied not only to
a single impurity problem, but also to boundary problems on various junctions, metallic
contacts to TL liquid, superconductor-TL liquid hybrid junctions. We also leave such
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Spin-Charge Mixed TL Liquid
Here we represent the linear transformation in Eq.(3.8) and Eq.(3.9) in terms of ladder
operators of TL bosons αi(k), α
†
i (−k), α˜i(k) and α˜†i (−k), which diagonalize TL Hamilto-




α˜†i (k)α˜i(k) + 1/2
´
. The phase variables φi and Πi are expanded

























The representations for φ˜i and Π˜i are obtained similarly by putting Ki,αi → K˜i, α˜i into
the above equations. Focusing on a k-component here, we omit the index k for simplicity.
From the above expressions, the transformation in Eq.(3.8) and Eq.(3.9) is expressed as
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It can be surely checked that the transformation matrix W satisfies a normalization
condition for a Bogoliubov transformation WCW† = C with C = diag(1, 1,−1,−1).
Appendix C
Eﬀects of Reservoirs on Spin-Charge
Mixed TL Liquid
Here we calculate the zero bias conductance of a clean TL wire under magnetic field,
connected to Fermi liquid reservoirs. As previous works [84, 85, 86] have shown, the
scaling factor of conductance should disappear by the eﬀect of reservoirs. We check
whether their statements can also be applied to a polarized TL liquid, and whether our
result in Eq.(3.29), which implies that applying bias voltage generates spin current by
spin-charge mixing eﬀect, is an artifact of the assumption to be an infinite system. We
consider a polarized TL wire is connected to reservoirs of noninteracting Fermi liquid at
x = ±d.
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∆, vi and Ki are x-dependent parameters and abruptly change at the boundaries,
vi(x) =
½










∆ −d < x < d
0 otherwise.
(C.6)
Conductance can be calculated from the Green’s function of bosonic field,






µ hTτφρ(τ, x)φρ(0, y)i hTτφρ(τ, x)φs(0, y)i
hTτφs(τ, x)φρ(0, y)i hTτφs(τ, x)φs(0, y)i
¶
,
which satisfies the equation,
MˆωnGˆωn(x, y) = 1ˆ · δ(x− y). (C.8)
Here Mˆωn is Fourier component of Mˆ obtained by ∂τ → iωn. DC charge current (Iρ)
and spin current (Is) induced by a time independent electronic field E(y) in TL wire
















We must solve (C.8) under the boundary conditions at x = ±d, y; (i) The Green’s function





dxMˆωnGˆωn(x, y) = 0ˆ, (C.10)Z y+0
y−0
dxMˆωnGˆωn(x, y) = 1ˆ. (C.11)
One can find the solution to become
Gˆωn(x, y) =











s = 0 instead of Eq.(3.28) and
Eq.(3.29). The result shows the conductance quantization to e
2
2π par spin channel also
holds for spin-charge mixed systems under the magnetic field, as far as concerned the
DC limit |ωn| ¿ vF/2d. Moreover we can ensure this conclusion is unchanged when a
magnetic field is also applied to reservoirs besides the one-dimensional region.
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