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Long-lived nonequilibrium states in the Hubbard model with an electric field
Alexander V. Joura,1, ∗ J. K. Freericks,2 and Alexander I. Lichtenstein1
1Institute of Theoretical Physics, University of Hamburg, Jungiusstrasse 9, D-20355 Hamburg, Germany
2Department of Physics, Georgetown University, Washington, DC 20057-0995, USA
(Dated: July 26, 2018)
We study the single-band Hubbard model in the presence of a large spatially uniform electric field
out of equilibrium. Using the Keldysh nonequilibrium formalism, we solve the problem using pertur-
bation theory in the Coulomb interaction U . We present numerical results for the charge current, the
total energy of the system and the double occupancy on an infinite-dimensional hypercubic lattice
with nearest-neighbor hopping. The system is isolated from an external bath and is in the param-
agnetic state. We show that an electric field pulse can drive the system to a steady nonequilibrium
state, which does not evolve into a thermal state. We compare results obtained within second-order
perturbation theory (SOPT), self-consistent second-order perturbation theory (SCSOPT) and iter-
ated perturbation theory (IPT). We also discuss the importance of initial conditions for a system
which is not coupled to an external bath.
PACS numbers: 71.27.+a, 71.10.Fd, 72.20.Ht, 71.15.-m
I. INTRODUCTION
The recent growth of experimental interest in systems
driven out of equilibrium1 has stimulated a lot of the-
oretical activity to explain these experiments. The ob-
servation of Bloch oscillations in ultracold atoms2 and
the corresponding theoretical treatment of the fermionic
Hubbard model in an additional linear potential3 give
a new interesting twist to the classical problem of the
electric current on a lattice and require nonequilibrium
many-body methods, developed by Kadanoff and Baym4,
and Keldysh5.
The nonequilibrium dynamical mean-field theory (NE-
DMFT), introduced by Schmidt and Monien6 and Fre-
ericks, et al.7, is a combination of the equilibrium8 and
nonequilibrium DMFT formalisms. It has made feasi-
ble nonperturbative calculations of many-body models
driven out of equilibrium by external fields. While for
the Falicov-Kimball (FK) model it was possible to formu-
late a definitive numerically exact DMFT algorithm7,9,
for the Hubbard model, one currently has to choose be-
tween quantum Monte Carlo methods and perturbative
calculations. The nonequilibrium continuous time quan-
tum Monte Carlo (NE CT-QMC) technique10,11 is a pow-
erful calculational tool, but it suffers from the so-called
phase problem, which renders its usage to relatively short
real times. Hence, most Hubbard model results for NE-
DMFT are perturbative.
Recently, there has been a significant interest in
the many-body thermalization of isolated systems12.
Cramer, et. al.13 studied the Bose-Hubbard model and
provided general arguments that after the interaction
quench to a noninteracting state the system will relax to
a nonthermal state. The opposite case of an interaction
quench to a nonzero interaction, was studied by Eckstein
and Kollar14 for the Falicov-Kimball model on the Bethe
lattice using a numerically exact NE-DMFT approach.
It was found that the system never thermalizes. The
inability of the system to thermalize was attributed to
the presence of an infinite number of conserved quanti-
ties for the Falicov-Kimball model, due to the presence
of immobile f -particles. Later Eckstein, et al.15 found
that the Hubbard model directly thermalizes only for in-
teractions close to Udync . For quenches to interactions
both smaller and larger, the system is initially trapped
in a quasistationary nonthermal state, called a prether-
malized state. Using the quantum Bolzmann equation,
Moeckel and Kehrein16 argued that for small values of the
Coulomb interaction these prethermalized states eventu-
ally evolve into thermal states on timescales of the order
of τtherm ∼ ρ−30 (0)U−4.
Despite the fact that the prethermalized states cannot
be described by a simple Fermi distribution, interaction
quenches in the Hubbard model usually do lead to distri-
butions qualitatively similar to Fermi ones. In particular
the double occupancy in prethermalized states decreases
as the repulsive interaction increases. An interesting
change in behavior happens when, instead of quenching
the interaction, one quenches an external electric field.
When a DC field is applied to a system, it is predicted
to heat up17 to T =∞ as the current goes to zero, thus
providing an example of thermalization. Fotso, et al.18,
predict that this is just one of five different scenarios that
can occur for such a field quench. Tsuji, et. al.19 studied
the Hubbard model under the application of an electric
pulse to the system, which is initially prepared in an in-
teracting thermal state (no U -quench). They found that
by tuning the pulse parameters it is possible to achieve a
long-lived state, corresponding to a thermal state with a
negative temperature, where electrons behave as though
they attract to each other.
In this article, we study the behaviour of the Hubbard
model in the presence of a uniform electric field. In par-
ticular, we show how a combination of the interaction
quench and an electric field pulse can drive the system
to a long-lived nonequilibrium state, where the particle
distribution does not resemble a Fermi distribution. Our
approximate calculations show that the system conserves
2its exotic properties even for times comparable to theo-
retical estimates of the lifetime of prethermalized states.
In Sec. II, we develop the formalism, in Sec. III, we show
the numerical results, and in Sec. IV, we present our con-
clusions.
II. FORMALISM
We consider the single-band Hubbard model on a d-
dimensional Bravais lattice with the Hamiltonian
Hˆ(t) =
∑
ij,σ
Tij(t)cˆ
†
iσ cˆjσ − µ0
∑
iσ
cˆ†iσ cˆiσ + U(t)
∑
i
nˆi↑nˆi↓
(1)
where Tij(t) are hopping coefficients with the time-
dependence described below, µ0 is the noninteracting
chemical potential and U(t) is the on-site Coulomb inter-
action (which can also be time-dependent). We describe
the external spatially uniform electric field via the vector
potential A(t)
E(t) = −∂tA(t) . (2)
The Peierls substitution20 is used to account for the elec-
tric field in the Hamiltonian, so the hopping matrix ele-
ments satisfy
Tij(t) = Tij exp[−iA(t) · (Rj −Ri)] . (3)
In k-space, the noninteracting part of the Hamiltonian
in Eqs. (1) and (3) becomes diagonal
Hˆ0(t) =
∑
k
ξ(k−A(t))cˆ†
kσ cˆkσ (4)
where ξ(k) = ε(k) − µ0 and ε(k) is the dispersion law
ε(k) =
∑
i T0ie
ik·Ri .
In order to investigate the Hamiltonian in Eq. (1),
we use the Keldysh nonequilibrium Green’s function for-
malism. For the details of the formalism, we refer the
reader to the original article5 and the review by Ram-
mer and Smith21. At time t0 = 0, the system is pre-
pared in thermal equilibrium at temperature T0 with
E(t0) = U(t0) = 0. Then one can study various pro-
files of turning on U(t) and E(t).
The matrix Green’s function is expressed using cre-
ation/annihilation operators in the Heisenberg represen-
tation as
G
kσ
(t, t′) = Gαβ
kσ (t, t
′) = −i〈TC cˆkσ(tα)cˆ†kσ(t′β)〉0 (5)
where TC is the time-ordering operator along the Keldysh
contour; indices α, β = ±, determine whether the corre-
sponding time lies on the forward or return branch of the
Keldysh contour; and 〈...〉0 denotes the thermal average
with respect to the initial noninteracting thermal density
matrix
〈...〉0 = Tr(ρˆ0...)
Tr(ρˆ0)
, ρˆ0 = e
−Hˆ(t0)/T0 (6)
with T0 being the temperature at t0 (and the vector po-
tential vanishes at t0). Analytic formulas for the nonin-
teracting Green’s functions G0
kσ
(t, t′) have been derived
in Refs. 22 and 23. We would like to emphasize that
those are exact solutions for the Hamiltonian in Eq. (4),
which means that the electric field is taken into account
non-perturbatively. So in the following by the term “non-
interacting” we mean functions where the electric field is
included, but the interaction between electrons is not.
The matrix Green’s function in Eq. (5) obeys the
Dyson equation
G
kσ
= G
0,kσ
+ G
0,kσ
⊗ Σ
kσ
⊗ G
kσ
(7)
where the symbol ⊗ denotes the time convolution and
matrix multiplication
( A⊗ B)αβ(t, t′) =
+∞∫
t0
∑
γ
Aαγ(t, t1)B
γβ(t1, t
′)dt1. (8)
For the Hubbard Hamiltonian in Eq. (4), the charge
current density operator is
jˆασ(t) =
e
~
∑
k
∂kαξ[k−A(t)]cˆ†kσ cˆkσ (9)
and the current density can be found using the equal-time
lesser Green’s function23 G< = G+−
jασ(t) = −i
∑
k
G<
kσ(t, t)
∂
∂kα
ε[k−A(t)]. (10)
The lesser Green’s function G<
kσ(t, t
′) also allows one to
calculate the thermal average of the double occupancy
operator Dˆ =
∑
i nˆiσ nˆiσ¯
D(t) =
i
U(t)
∑
k
lim
t′→t
{−i∂t−µ0+ε[k−A(t)]}G<kσ(t, t′),
(11)
and the total energy of the system satisfies
Etot(t) = i
∑
k
lim
t′→t
{− i∂t − µ0 − ε[k−A(t)]}G<kσ(t, t′).
(12)
When the shift U(t)nσ¯ of the chemical potential is
incorporated into the noninteracting Green’s functions
(i. e. perturbation theory is implemented in terms of the
Hartree-Fock Green’s functions), we have only a single
diagram for the second-order contribution to the self-
energy shown in Fig. 1.
When the lines correspond to the Hartree-Fock Green’s
functions, we obtain the second-order perturbation the-
ory (SOPT). If we use the dressed Green’s functions for
the lines, we obtain the self-consistent second-order per-
turbation theory (SCSOPT). Thus for the SCSOPT case
the corresponding formula is
Σ
αβ(2)
ij,σ (t, t
′) = U(t)Gαβij,σ(t, t
′)Gβαji,σ¯(t
′, t)Gαβij,σ¯(t, t
′)U(t′).
(13)
3i,tα j,t’βσ
− σ
− σ
FIG. 1: Second-order contribution to the self-energy. The
solid dot vertices correspond to the interaction U and time
changes along the horizontal direction. The solid lines repre-
sent either the Hartree-Fock (SOPT), or the dressed Green’s
function (SCSOPT), or the effective medium for the equiva-
lent impurity problem (IPT).
We use the limit of infinite dimensions on the hyper-
cubic lattice with nearest neighbor (nn) hopping, intro-
duced in Ref. 24, which simplifies calculations tremen-
dously. In this limit, the hopping is scaled as Tnn =
t∗
2
√
d
(d is the space dimension and t∗ is the hopping energy
unit), the density of states becomes a Gaussian
ρ0(ε) =
1
t∗
√
pi
exp
(
− ε
2
t∗2
)
(14)
and the self-energy becomes local25
Σ
ij,σ
= Σ
ii,σ
δij , Σ
kσ
= Σ
ii,σ
. (15)
The spatially uniform electric field E(t) is created by the
vector potential, aligned along the main diagonal of a
hypercube,
A(t) = A(t)(1, 1, ...) . (16)
The computational scheme is realized as follows. We cal-
culate the Hartree-Fock Green’s functions G
0,kσ
using
analytic relations. Summation over k gives us the local
Hartree-Fock Green’s functions so that we can calculate
the second-order self-energies from Eqs. (13) and (15).
Then we solve the Dyson equation in Eq. (7) numerically
and find the dressed Green’s function G
kσ
. Equation (7)
is a linear Volterra matrix equation of the second kind
and allows a very efficient numerical integration26. The
solution obtained this way will be the SOPT solution. If
we want to obtain SCSOPT solution, we use the SOPT
Green’s function G
kσ
as a first approximation. Then
summing over k we obtain a local dressed Green’s func-
tion G
ii,σ
, use it to calculate new values for the self-
energies in Eqs. (13) and (15) and repeat all the previous
steps until the dressed Green’s functions converge. Then
the lesser Green’s function G<
kσ(t, t
′) is used to find the
charge current, the total energy and the double occu-
pancy according to Eqs. (10–12).
This approach can also be generalized to IPT. In that
case, one needs to write additional equations for the im-
purity model and the self-energy diagram in Fig. 1 is ap-
plied to the impurity Hamiltonian instead of the lattice
one. We will not discuss the details of the IPT scheme
here and instead refer the reader to articles by Amar-
icci, et. al.27 and Eckstein and Werner28. Our approach
is different from those only in the absense of imaginary
time piece of the contour, which is always valid if one
starts from the noninteracting thermal state.
III. NUMERICAL RESULTS
We present the results of SOPT, SCSOPT and IPT
calculations of the nonequilibrium current, double oc-
cupancy, total energy and Green’s functions as func-
tions of time for a half-filled metal. In equilibrium, per-
turbative approaches provide reliable results when U is
far from metal-insulator transition, which happens at29
Uc(T = 0) ≈ 4.1. The initial state of the system is nonin-
teracting (U = 0) and is in thermal equilibrium at an ini-
tial temperature T0. In all calculations presented in this
article, the electric field E and Hubbard U are turned on
simultaneously at t = 0, thus one should remember that
temperatures T0 given for each plot characterize only the
initial total energy of the system, since an additional en-
ergy of 14U is instantaneously pumped into the system
due to the sudden change of U at t = 0 and then subse-
quent Joule heating can further change the energy when
a current flows. On the plots, the energy and tempera-
ture are measured in units of hopping energy t∗, time –
in units of ~/t∗, the electric field – in units of t∗/(ea),
where a is the lattice constant, and the current density –
in units of et∗/(~ad−1).
A. Constant electric field
In Fig. 2, we plot the current density, total energy and
double occupancy for T0 = 0.1 (black, SOPT calcula-
tion), T0 = 1 (bold red, SOPT calculation) and T0 = 0.1
(black dotted, IPT calculation). The system is a metal
(U = 0.25) placed in a diagonal electric field with an
amplitude A(t) = −Eθ(t) and E = 1.
The SOPT current density (upper panel, solid lines) is
a sine function with period 2pi~/(eaE) (or 2pi/E in the
units used for plotting), modulated by a time-dependent
amplitude. The main oscillation period, as well as the
physical mechanism of the origin of the oscillating cur-
rent, is the same as for the Bloch oscillations in the nonin-
teracting case23. The modulation produces beats, which
become smaller with time, however do not vanish up to
the largest times we have studied, which is tmax = 400;
the period of the beats decreases as the initial tempera-
ture increases, which can be seen most easily on the dou-
ble occupancy panel. Higher initial temperatures also
reduce the amplitude of the current density oscillations.
The IPT curve (T0 = 0.1, dotted lines) shows a very dif-
ferent behavior. Up to t ≈ 30 the current coincides with
the SOPT result, but then the oscillation amplitude con-
tinues to decline, while the SOPT amplitude shows beats.
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FIG. 2: (color online) Nonequilibrium (a) current density,
(b) total energy and (c) double occupancy versus time for
different values of T0 with E = 1, U = 0.25. Solid black
lines correspond the SOPT with T0 = 0.1, solid bold red lines
correspond to the SOPT with T0 = 1, and dotted lines to the
IPT calculation with T0 = 0.1.
The current density plots in Fig. 2 show a dependence
of the system behavior on its initial temperature, despite
the fact that additional energy is pumped into the sys-
tem by the electric field. The total energy oscillations
(middle panel) have a phase shift of pi/2 with respect
to the current density, in agreement with the relation-
ship dEtot(t)/dt = E · j. This relationship reflects the
fact, that the system energy increases, whenever there is
a current j in the direction of the electric field E, and
decreases, when the direction of the current is opposite.
The double occupancy (lower panel) is oscillating close
to the noninteracting value of 0.25. The main oscilla-
tion period is the same as for the current density, but a
slow temperature-dependent modulation is now present
in both the amplitude and the phase of the oscillations.
Note that for the half-filled model in thermal equilibrium,
the repulsive U (i. e. U > 0) always leads to a double oc-
cupancy tht satisfies D < 0.25, while values D > 0.25 are
possible only for attractive U . Since we consider only a
repulsive interaction here, the transient times where the
double occupancy satisfies D > 0.25 should be viewed as
a signature of nonequilibrium effects.
On the other hand, calculations within the IPT (Fig. 2,
dotted curves) show that in the long time limit the system
always approaches the thermal equilibrium state with
T = ∞: the current vanishes, the total energy and the
double occupancy approach Etot = 0 and D = 0.25 re-
spectively, and the single particle distribution function
(not plotted here) shows that all available states are occu-
pied with the same probability30. This scenario of heat-
ing the system to an infinite temperature is discussed in
Refs. 17 and 28.
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FIG. 3: (color online) Nonequilibrium (a) double occupancy
and (b) current density versus time in the SCSOPT for dif-
ferent values of U a pulsed field with E = 1, T0 = 0.1, tf = 2.
The SCSOPT calculations (not shown in Fig. 2) agree
well with the IPT results both qualitatively and quanti-
tatively: current, total energy and the double occupancy
coincide within about 5% up to t ≈ 50, but for larger
times IPT results show a faster decay. Thus we can con-
clude that in presence of the electric field, the SOPT is
reliable for small time scales only, unlike the equilibrium
case, where the precision of the SOPT depends solely on
the value of the Coulomb interaction U .
B. Pulsed electric field
In this subsection, we examine the case, when the elec-
tric field E is acting only within a finite time interval
t ∈ [0, tf ], E(t) = −Eθ(t)θ(tf − t). For all the cases
studied below, we have verified that the IPT and the
SCSOPT produce similar results, so we choose the lat-
ter, since it is less computationally demanding, therefore
we can do calculations using a finer energy grid for higher
accuracy.
In Fig. 3, we plot the double occupancy and current
density for U = 0.25 (black) and U = 1 (bold red) for
E = 1, T0 = 0.1, and tf = 2 calculated within SCSOPT.
Once the electric field is turned off, the double occupancy
relaxes to a constant value after a characteristic time ≈ 1,
which is consistent with an estimate τe ≈ ~t∗ of the time
between electron-electron collisions in the half-filled tight
binding model. The current decay can be fit by j(t) ≈
j(tf ) exp(−U2(t− tf)/2), thus the characteristic time for
current decay turns out to be inversely proportional to
U2 in accordance with Boltzmann equation results28.
This vanishing of the current after the electric field is
turned off is due to the noncommutativity of the Hamil-
tonian in Eq. (1) with the charge current operator in
Eq. (9). Thus the simultaneous presence of both the lat-
5tice and the Coulomb interaction provides another mech-
anism for breaking quasi-momentum conservation, in ad-
dition to introducing a thermal bath, as suggested in
Ref. 27.
It is interesting to note that for small U and short elec-
tric field pulses the SOPT produces results which are al-
most identical to those of the SCSOPT. Thus the SOPT
is accurate for short times, and only fails when the elec-
tric field is present for longer times.
The current and the double occupancy behavior sug-
gest that at t = 100 for both, U = 0.25 and U = 1, the
system reaches some stationary state. Notice that the
final values of the double occupancy are larger than 0.25
and increase with the increase of U , which is impossible
in thermal equilibrium for repulsive U .
In order to investigate the origin of this phe-
nomenon, we plot the single-particle distribution func-
tion n(ε, ε¯; t) = −iG<ε,ε¯(t, t). As discussed in Ref. 31,
when the E-field is aligned along the main diagonal of
the hypercube, the k-dependence of the Green’s func-
tions can be reduced to the dependence on two “ener-
gies” εk and ε¯k, compared to the case without electric
field, where we have the dependence of all functions only
on εk. In Fig. 4, we plot n(ε, ε¯; t = 100) for E = 1,
U = 0.25, T0 = 0.1, and tf = 1.625. If the system has
reached a thermal equilibrium, the resulting distribution
would have been independent of ε¯, while along the ε-axis
we would have a thermal distribution, corresponding to
some temperature T (and perhaps broadened due to the
interactions). Instead, we have a strong ε¯-dependence
and the ε-dependence is far from thermal, especially for
ε¯ ≈ 0, where n(ε, ε¯) has a jump at the Fermi energy ε = 0,
but does not vanish for large ε’s. Therefore at large times
the system is stuck in a quasistationary nonequilibrium
state. It is exactly this nonequilibrium state, which is re-
sponsible for values of the double occupancies which are
incompatible with a thermal state.
In Fig. 5, we plot the imaginary part of the Keldysh
Green’s function ImGKεε¯(t1, t2) as a function of times t1, t2
for a pulsed field with E = 1, U = 0.25, T0 = 0.1, tf = 3,
and with fixed ε = −2.625 and ε¯ = 1.125. We see that
whenever t1 / 5 or t2 / 5 the Keldysh function depends
on both the average, ta = (t1 + t2)/2, and the relative,
tr = t1 − t2, times. But when t1 ' 5 and t2 ' 5 this
function becomes independent of ta (i. e. the height of
the surface in Fig. 5 does not change as we move along
lines t2 = t1+const.). The same holds for the real part of
the Keldysh Green’s function, as well as for the real and
imaginary parts of the retarded Green’s function for all
values (ε, ε¯). Thus we see that the nonequilibrium states
of the system, created by a pulsed E-field are so called
steady states, i. e. states independent of the average time.
We can summarize our findings by saying that using
an electric field pulse we force a system into a long-lived
nonequilibrium steady state. It was argued by Moeckel
and Kehrein16 that for small values of the Coulomb in-
teraction, the full thermalization happens on timescales
of the order of τtherm ∼ ρ−30 (0)U−4, so by long-lived
FIG. 4: (color online) Particle distribution function in the
SCSOPT at t = 100 for a pulsed field with E = 1, U = 0.25,
T0 = 0.1, tf = 1.625.
FIG. 5: (color online) ImGKεε¯(t1, t2) as a function of two times
t1, t2 for the pulsed field with E = 1, U = 0.25, T0 = 0.1,
tf = 3, and with fixed ε = −2.625 and ε¯ = 1.125.
we mean that this nonequilibrium steady state does not
thermalize even on this time scale.
In order to investigate, how the double occupancy of
the resulting nonequilibrium steady state depends on the
length of the E-field pulse tf , we plot the double oc-
cupancy measured at t = 50~/t∗ versus tf in Fig. 6.
When tf = 0, the double occupancy D(t = 50) corre-
sponds to some equilibrium thermal state and is always
less than 0.25. Depending on the length of the pulse, we
can achieve D ≈ 0.27 for T0 = 0.1 and U = 0.25. As we
can see from Fig. 3 even higher double occupancies can
be achieved for U = 1.
60 0.5 1 1.5 2 2.5 3
tf [h/t*]
0.2
0.25
0.3
D
(t=
50
)
U=0.25
U=1
FIG. 6: (color online) Double occupancy versus the length of
the E-pulse tf in the SCSOPT measured at t = 50 for E = 1,
T0 = 0.1 (dashed black) and T0 = 1 (bold red) and different
values of U .
IV. CONCLUSIONS
We have shown how various properties of a nonequi-
librium state of the Hubbard model in a spatially uni-
form electric field can be calculated perturbatively in the
Coulomb interaction U . Such calculations, while being
not very computationally intensive, allow us to access
times much longer than other existing methods, so that
even a transition of the system to the steady state can
be studied. We have shown that when the interacting
system without the external bath in the metallic state is
placed into a DC electric field the Bloch oscillations of
the current are suppressed by the heating of the system
to infinite temperature.
We have also shown that a short electric field pulse
can create a steady (i. e. average time independent) non-
thermal state, which can exist for times longer than the
available theoretical estimates of lifetimes for nonthermal
states.
One might think that the presence of this steady state
is just an artifact of the truncation of the perturbation
series. Indeed, at strong couling this can occur if the
interaction strength is much larger than the hopping, be-
cause relaxation processes require multiparticle effects.
But here we have a weak U and the perturbation theory
is a self-consistent one, so it includes many high-order di-
agrams. Hence, it is unlikely that these effects arise solely
from the truncation of the perturbation theory. For large
U , there is evidence that steady states can occur even for
continuously driven systems18, but the scenario for ther-
malization is more complex than what is seen here at
weak coupling.
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