Abstract. We analyze the front structures evolving under the di erence-di erential equation @ t C j = ?C j + C 
The identity of methods and results for both equations is due to a common propagation mechanism of pulled fronts. This gives reasons to believe, that this universal algebraic convergence actually occurs in an even larger class of equations.
Introduction
We consider the invasion of one homogeneous state by another in a onedimensional system, creating a propagating front between them. Most familiar are fronts in bistable systems, where the invading as well as the invaded state are dynamically stable against small perturbations. If, on the other hand, the invaded state is unstable, one can identify two basically distinct mechanisms of propagation that depend on further properties of the dynamical equation and apply to the evolution of all initial conditions decaying su ciently rapidly into the unstable state. The two mechanisms are conveniently distinguished by the notion of the asymptotic front speed, v as . For di erential equations, this speed is de ned as the large time limit of the slope v(t) of level curves of the front-type solution in the (x; t)-plane. The linear spreading velocity v is de ned as the asymptotic speed for the evolution equation linearized around the unstable invaded state. Since a nonlinear front never can move slower than the linear spreading speed, since otherwise the leading edge would outrun the nonlinear pro le, it is clear that v as v . The distinction between the two types of fronts lies in whether v as is larger or equal to v . Fronts for which v as = v are sometimes referred to as pulled, while those for which v as > v are then called pushed 1, 2] . Here we will focus on pulled fronts.
Although these ideas are often phrased in di erent languages within di erent communities, they are all illustrated by the properties of solutions of the celebrated nonlinear di usion equation It is the main purpose of this paper to draw attention to the fact that the general mechanism underlying the formation of pulled fronts extends far beyond the simple statement v as = v and is shared by a large variety of dynamical systems. In particular, we will focus on the universality of the convergence towards the asymptotic front speed and shape, caused by the general dynamical mechanism of pulled front propagation.
We illustrate this observation by considering front propagation in which a stable state invades an unstable state in a di erential-di erence equation. The 2 equation concerned arises in kinetic theory 6] and is given by dC j (t)=dt = ?C j (t) + C 2 j?1 (t) : (2) The unstable state is here C j 1 and the stable state is C j 0. We consider initial conditions such that there exists a 0 > such that 0 C j (0) 1 for all j and lim
We will refer to these initial conditions as \su ciently steep " 7] . Since for di erence equations level curves are not easily introduced, we de ne the front
The central result of this paper is that for initial values which satisfy (3), the front velocity v(t) = _ x f (t) is asymptotically given by v(t) = v + _ X(t) ; 
Here is the solution of 2e = 2e ? 1 ) = 0:768039 ;
and v = 2e ? 1 = 4:31107 ; D = e = 2:155535 :
The asymptotic expression for v(t) presented in (6) is exactly the same as the expression that was recently derived 7, 8] for the velocity relaxation in (1) and in higher order evolution equations that admit uniformly translating pulled fronts; for (1) we obtain = 1, D = 1 and v = 2.
Thus, while the behavior of kinks or fronts between two (meta)stable states can change drastically when the nonlinear di usion equation is replaced by a nite di erence approximation (one possibility being propagation failure 9, 10, 11]), the dynamical mechanism that leads to pulled fronts is completely the same in both types of equations. In fact, by a combination of analytical and numerical methods, we have argued 7] , that (6) holds for all equations that admit uniformly translating pulled fronts. The parameters v , and D in (6) can generally be expressed in terms of the dispersion relation !(k) of the evolution equation linearized about the unstable state. This is discussed in Appendix A.
In our view, the common features of pulled fronts expressed by (6) suggest that many of the methods developed in the mathematical literature for (1) (See, e.g., 3, 4, 5, 12, 13] ) may be generalized to much larger classes of equations.
Derivation of the main results
We now turn to the derivation of these results for Eq. (2). We shall do this through the series of steps (i){(vii). below. To facilitate the comparison with = 0 for some 0 > : (10) The invaded unstable state is now j 0 and the invading state is j 1.
From (2) and (3), we see that C j (t) 0, so that j (t) 1 for all j and t 0, and an elementary comparison argument shows that j (t) 0 for all j and t 0. Thus 0 j (t) 1 for j 2 Z; t 0: (11) (i) Instability and dispersion relation. That the state j = 0 is unstable, can easily be seen as follows. We linearize the dynamical equation about = 0 to get d j =dt = 2 j?1 ? j (12) and substitute a Fourier mode (x; t) = Ae ?i(!t?kj) with k in the \Brillouin zone" ? < k . This yields the dispersion relation ?i!(k) = 2e ?ik ? 1 :
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As the growth rate is given by Re(?i!) = Im! = 2 cos k ? 1, modes with jkj < =3 grow in time, so that the state = 0 is unstable.
(ii) Nonlinear versus linear dynamics. For a given initial condition j (0), the dynamics resulting from the linearized equation (12) is an upper bound for the dynamics resulting from the nonlinear equation (9) (15) Substitution shows that j is a solution of the linear equation (12) (17) Thus, for initial data which decay su ciently fast as de ned by (10), the nonlinearity in (9) cannot push the front in the large time limit to a velocity higher than v , which is determined by the linear equation. Rather, the leading edge, i.e., the region de ned through j 0, will pull the front along. This creates the particular mode of pulled front propagation, that is unlike the nonlinear mechanisms dominating pushed and bistable fronts.
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The upper bound (17) is not strong enough for our subsequent analysis.
Using a comparison function with decay rate = 0 > that bounds the initial data (10), it follows immediately that for every xed and nite t 2 R + , the sequence j (t) can also be bounded by 
The importance of using the logarithmically shifted time frame X for calculating the long time asymptotic behavior of pulled fronts is illustrated in Fig. 1 for the nonlinear di usion equation (1). The solid lines show di erent steps of the temporal evolution of a front, that has started from a su ciently steep initial condition. The dashed lines in this gure are the asymptotic uniformly translating front solutions (x ? v t) with v = 2. As the data show, the actual front shape (x; t) is quite similar to for times t 5, but as the fat solid line illustrates, the distance between the actual transient front (x; t) and the uniformly translating solution (x ? v t) increases without bound, in accordance with (19). Although it is numerically less easy to visualize this for our di erence equation (9), the same logarithmic shift occurs here or for any other equation admitting pulled fronts as well. In addition to the moving frame X , we introduce an exponential factor e ? X that is motivated by (17) . Thus, we put j (t) = e ? X ( X ; t) ; X = j ? v t ? X(t) :
Of course, at any xed time t, the variable X is only de ned on discrete points, whose position varies linearly with t. However, the transformation from j (t) to ( X ; t) in (20) anticipates that for large t and X , the solution ( X ; t) will be arbitrarily slowly varying in time and space, so that discretization e ects become unimportant. Transforming the equation (9) In deriving (21), we divided out a common factor e ? X , and used the identities (7) and (8) for v and . The idea is now to determine X(t) such that ( X ; t) converges to a time independent limit ( X ) as t ! 1, i.e., j ( X ; t) ? ( X )j ! 0 as t ! 1;
uniformly on intervals of the form (?1; L], for any L 2 R. We shall refer to this limit as the asymptotic shape of the front. In Fig. 1 , we already illustrated that the convergence (22) occurs only in the properly shifted frame X . (vi) The spatial decay of the evolving front. The initial condition (10) implies that ( X ; 0) ! 0 as X ! 1. Equation (18) 
The functions g ?1=2 (z), g 0 (z) and g 1=2 (z) satisfy linear di erential equations which we obtain by equating the coe cients of t (7) and (8). The analytical prediction (6) implies that the curve should extrapolate approximately linearly towards the cross. Clearly, the numerics fully con rms this prediction.
which is a su ciently steep initial condition according to the de nition (10) .
The front velocity is de ned in (4) as v(t) = _ x f (t) = P 1 j=0 _ j (t). In order to bring out that all terms up to order t ?3=2 in our expansion are fully corroborated by our numerical simulations, we plot in Fig. 2 , so an error in the sixth decimal place in any of our terms for v(t) would be clearly visible in the gure. The fact that our numerical data approach our analytical value so well, thus con rms our analytical results with extreme precision.
4 Conclusion and Outlook.
We nally remark that the prediction (6) for the velocity v(t) of an evolving pulled front is a \universal" result: (a) It is independent of the precise initial conditions provided they obey the bound (10) .
(b) It is independent of the precise nonlinearities, provided they create pulled fronts, where the concept of pulling is explained in (i) { (iv). A di erent nonlinearity will only a ect the value of in (24), but as long as > 0, the velocity converges to its asymptotic value v according to (6) .
(c) In the introduction, we already mentioned that the result (6) also holds for the nonlinear di usion equation (1) ). This result implies that the velocity v (t) of a given level j (t) = is independent of the value of within the accuracy given in (6) . Therefore also the de nition of the front velocity through (4) invariantly results in the same prediction (6).
In our view, this universality of pulled front propagation in both the nonlinear di usion equation (1) and in the di erence-di erential equation (2) and in other dynamical equations 7, 16] is an indication that many of the methods developed in the mathematical literature 3, 4, 5] for Eq. (1) should be generalizable to much larger classes of equations like higher order p.d.e.'s, di erence equations, integro-di erential equations, sets of coupled equations etc.
A The universal structure of the saddle point approximation of the linearized equation
In these appendices, we summarize some of the essential steps of the more general derivation of the velocity results 7]. The analysis illustrates the mechanism underlying the broad applicability of prediction (6) beyond the equations of motion (1) and (2). We also discuss di erent de nitions of the velocity. In Appendix A, we treat the linearized equation, in Appendix B the nonlinear front region.
The linearized equation (12) for an initial condition j (0) is solved explicitly by j (t) = Furthermore, the saddle point equations for Eq. (2) result in the equations (7) and (8) A closer inspection of the structure of (52) motivates the Ans atze from Section 2 and shows their universality: 
does match the asymptotic behavior of (26), and it does give the proper rate of convergence (55). Working with coordinate X rather than , we recover the solution (35) as the immediate analogue of (56).
3) The large time expansion (52) of G reveals to leading order a Gaussian structure for general !(k). The associated equation of motion for = e in the leading edge and for t 1 
B Analysis of the nonlinear front region
Looking at a front as shown, e.g., in Fig. 1 , one mainly sees the nonlinear or interior region, where varies from 0 to 1. This is also where typically the velocity is measured, either by a prescription as in (4) which means the velocity v (t) is independent of within the accuracy of the velocity prediction (6) .
In fact, Equation (58) 
