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Abstract
One of the most popular approaches for dealing with process that undergo large
variations with time, of late, is the multiple model approach. This method has
considerable intuitive appeal and has received widespread dissemination in academia.
Numerous successful simulations have been reported although few real-time results
have been published. The principal contribution of this thesis is the application of the
multiple model control scheme in real-time.
A number of practical concepts that enable the use of multiple model control in
real-time are discussed. Many of these issues arose when the multiple model control
scheme was applied to a laboratory scale system, namely a flexible link, and do not
appear to be well documented in the current literature. Firstly, the issue of
computational burden is addressed and a recursive cost function is proposed that
eliminates unnecessary computation. Secondly, the impact of an actuator non-linearity,
namely a dead-zone, is investigated. Finally, the issue of disturbances and their effect on
the multiple model control scheme is considered. Appropriate filtering can be
incorporated to negate the effect of disturbances and the dead-zone non-linearity. Both
simulations and real-time experiments are conducted to examine the effect of these
solutions.
Also, the closed-loop performance of the multiple model control scheme is
analysed. The evaluation is performed on a flexible link which has inherent difficulties,
namely, the system i) is integrating ii) has widely varying dynamics due to load changes
iii) includes an actuator non-linearity (dead-zone) iv) is subjected to large deterministic
disturbances. Identification, using the impulse response technique overcomes the first
difficulty, while point ii) is surmounted through the identification of a number of local
models and the design of a suitable supervisor. A pair of filters is introduced to
ameliorate the effect of both dead-zones and deterministic disturbances. Finally, the
performance of the multiple model control scheme is compared to the case where a
single, robust controller is applied to the process and it is shown that for more difficult
control problems the multiple model control approach outperforms the robust approach.
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Chapter 1: Introduction

1.1 Introduction
Complex, non-linear and time-varying plants lead to complex modelling and
control problems. When confronted with such problems, there is a strong intuitive
appeal in building systems that operate robustly over a wide range of operating
conditions by decomposing the problem into a number of simpler linear modelling and
control problems. This appeal has been a major factor in the development of,
increasingly popular, ‘local’ and multiple-model approaches for dealing with strongly
non-linear and time-varying systems. This divide-and-conquer strategy is a general,
well-established method for coping with complexity in engineering systems. A
graphical representation of the divide and conquer strategy is shown in figure 1.1.

Figure 1.1: Decomposition of complex system into local operating regions

Traditionally, control strategies designed to overcome plant uncertainty are
divided by Astrdm (1986) into two approaches: robust and adaptive control. Robust
controllers require a prior model of the process with known bounds on the model
uncertainty. This model is used to design a fixed controller, see figure 1.2, which can

/ •
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cope with the model uncertainty. The advantage of a robust controller is that once
designed it is quite simple to implement. The main drawback of this approach is that the
level of performance achieved by the robust controller can fluctuate with the plant
fluctuations.
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Figure 1.2: Robust Controller Set-up
In adaptive control, the only information required a priori is the model structure.
The coefficients of the plant model are recursively estimated on-line and these
coefficients are passed to an on-line controller design calculator to give a time-varying
control law, see figure 1.3, which will ideally converge to the controller that would have
been designed given exact knowledge of the plant. The main drawback of this approach
is that in the initial stages of estimation the difference between the true plant parameters
and the estimated parameters can be quite large. This can result in degraded
performance at start-up. Similarly, if an abrupt change in the true plant occurs, the
performance of the control system in the period between the abrupt change occurring
and the estimator converging to the new plants parameters can be quite poor.
Parameter Estimates 6(t)

Figure 1.3: Adaptive Controller Set-up

Multiple Model Control offers the potential to overcome these drawbacks. Firstly,
models are identified for each of the operating regions of the process. A controller can
be designed to meet the performance specifications for each of these regions. If the
6

c.

I: I ^roc

current operating region is correctly identified, a desired level of performance can be
guaranteed. Also, since each of the operating regions are already identified, if an abrupt
change in the process occurs the multiple model scheme can quickly detect this change
and connect the corresponding controller to the plant. Therefore, the multiple model
scheme can offer a high level of performance over a wide range of operating regions. It
can also detect any abrupt changes in the plant quickly, resulting in improved
performance, vis-a-vis the adaptive controller. A number of different multiple model
approaches are presented in Murray-Smith and Johansen (1997) such as local model
networks, operating regime based models, multiple models with intelligent switching,
gain scheduled controllers, heterogeneous control, mixtures of experts, piecewise
models, local regression techniques and Tagaki-Sugeno fuzzy models. The method
examined in this thesis is multiple models with intelligent switching.

1.2 Review: Multiple Model Control with Switching
The use of multiple models is not revolutionary. In the late 1960s and 1970s
several authors including Magill (1965), Lainiotis (1976) and Athans et al. (1977)
studied Kalman filter based models to improve the accuracy of the state estimation in
control problems. Switching was not involved, and only a convex combination of the
control determined by different models was used. This is quite similar to the local
model network approach discussed in § 1.4. The idea of switching was first proposed by
Martensson (1986). Initially, two varieties of switching schemes appeared in the
literature. The first, known as direct switching, involved switching between controllers
in a predetermined sequence, Fu & Barmish (1986). It soon became evident that such
schemes have little practical use. In the second scheme, Morse et al (1992) and Weller
& Goodwin (1994), known as indirect switching, multiple models were used to select
the controller and time of switching.
Morse (1996 & 1997) examined the use of multiple fixed models for robust set
point control, while the use of a combination of fixed and adaptive models was
introduced in Narendra & Balakrishnan (1994) and later developed in Narendra &
Balakrishnan (1997). Although the original work was performed in continuous time,
Narendra & Xiang (1998 & 2000) extended this methodology to discrete time systems
and also provided some insight into the stability of the multiple model approach. The
use of multiple models and switching in conjunction with neural networks is well
documented in Narendra et al (1995) and Chen & Narendra (2000 & 2001). Stability

;
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analysis of an adaptive system using neural networks is very difficult and often
intractable. These authors proposed to augment the neural network based non-linear
model with a linear model and demonstrated that closed-loop stability could be
achieved. This stability is attributed mainly to the linear controller, however, as the
identification of the nonlinear system (by the neural network based model) improves
with time, the system converges to the nonlinear controller and results in improved
performance.
Filev & Larsson (2001) propose an approach that avoids off-line model
identification. The system uses a recursive estimator in conjunction with a dynamic
model bank. Initially, the dynamic model bank is empty and the estimator is used to
estimate a model of the process. Each time that a new model of the process is identified
it is stored in the dynamic model bank. Therefore, the dynamic model bank is a
summary of the previous operating regions and if these operating regions are
encountered again they will be selected from it. The measure of similarity between a
newly acquired model, d(t), and an existing model, di, is defined as the normalised
distance between the corresponding parameter vectors.

||e(0-e,|
0

>£

(1.1)

.-

The parameter e, in Eq (1.1) governs the growth of the dynamic model bank. If the
normalised distance is greater than e, then the newly estimated model is added to the
dynamic model bank. If the normalised distance is less than £ then it is assumed that a
model already exists in the dynamic model bank that is similar to the currently
estimated model. A drawback of this scheme is that it is overly reliant on the estimator
and will suffer from many of the same flaws as adaptive control. Poor performance may
be experienced at start-up and, similarly, when each new operating region is
encountered. It is the author’s opinion, that this approach would be best used in
conjunction with a number of fixed models that are identified offline.
Li & Bar-Shalom (1996) also suggest a variable structure for the bank of models.
These authors state that the use of too many models is, performance-wise, as bad as the
case where too few are chosen. In addition to the increase in computation, a surplus of
models will lead to excessive switching between similar models, which can have a
negative effect on the performance of the system. The solution presented by Li & BarShalom (1996) is to have a bank of models that varies depending on the current model
in use. In this scheme, it is only possible to switch to certain models depending on the
currently selected model.
8
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Narendra & Driollet (2001a & 2001b) demonstrate the case where different
estimation procedures are used simultaneously to estimate the parameters of the plant.
The need for multiple estimation procedures arises from the fact that it may not be
known a priori which technique is best suited to the current plant. Similarly,
Likothanassis & Katsikas (1998) present a new method for simultaneously selecting the
order and identifying the parameters of an ARX model. A number of different
estimators operate in parallel, each estimating a different order model. The multiple
model approach is then used to select the correct model order from the set of candidate
models.
An alternative estimator to the Recursive Least Squares (RLS) used by Narendra
et al. was considered by Landau (1999). The estimator used is a recursive algorithm for
closed loop identification, the Filtered Closed Loop Output Error (F-CLOE) introduced
by Landau & Karimi (1997) and further established in Landau et al (2001). A
comparison of the F-CLOE and a filtered RLS, performed by Griffin (2002), showed
both algorithms yielded similar responses, except in the presence of deterministic
disturbances. It was shown that in the F-CLOE algorithm adaptation freezes
automatically in the absence of a set point change and therefore the parameters were
unaffected by disturbances. In the case of the filtered RLS a drift in the parameters was
noted. However, some unattractive features were noted in relation to the F-CLOE
algorithm. These included poor performance when the set-point contains a dc
component and the need to inject an excitation signal to guarantee stability of an
adaptive control system. The latter is due to the F-CLOE algorithm freezing in the
absence of a set point change. However, as the filtered RLS uses the control signal and
the output of the plant, the onset of instability will result in excitation of the control
signal resulting in filtered RLS converging to a model that stabilises the closed-loop.
A survey of multiple model control applications is presented in Narendra &
Driollet (2000). The multiple model approach appears to be well suited to fast and
accurate flight control reconfiguration. This is of paramount importance for increasing
aircraft reliability in the presence of subsystem failures and structural damage and is
examined in Gopinathan et al (1998) as well as Boskovic et al (2001). Simulations of a
linearized model of the F/A-18A aircraft during carrier landing manoeuvres,
demonstrated excellent performance, whereas the large transients present when adaptive
control was used made adaptive control an unacceptable alternative. Diao & Passino
(2002) applied the multiple model scheme to detect failures in a jet engine. Other
successful applications include robotic manipulators (Ciliz & Narendra, 1994), flexible
9
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transmission system (M’Saad & Hejda, 1994), pilot-scale binary distillation column
(Rodriguez et al, 2003), automatic voltage regulation (Ren et al, 2001), continuous
stirred tank reactor (Tian & Hoo, 2002), transonic wind tunnel (Motter, 1999 & 2000)
and a solar power plant (Pickhardt, 1998).

1.3 Local Model Network Control
When using a multiple model approach the main alternative to switching between
controllers is to apply a control signal that is a weighted sum of each of the individual
control signals. This approach is known as local model network control and was
developed by Johansen & Foss (1992 & 1993). This section describes the local model
network approach and highlights the main difference between the two approaches. A
local model network is a set of models weighted by some activation function as in
figure 1.5. The same input signal,

is applied to each model and the outputs are

weighted according to some scheduling variable or variables, (j)(0. The overall output
of the model, y(t), is the sum of each of the weighted model outputs, defined as

y(0 = Xp.W'))/y(v|/(0)

(1.2)

/=!

where /, are the local models and p, are validity functions (or basis functions) which
are usually chosen to be the radial form of the Gaussian bells, see figure 1.4, defined as
p, (4)) = exp

(1.3)

where the terms c, and Si represent the centre and the width of the bell respectively.

Figure 1.4: Radial form of Gaussian bell function, where c, = 10 and Si = 3
To ensure that there is a partition of unity of the input space, the basis functions should
be normalised as follows
10
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P,((t>) =

Pi(ct))

(1.4)

Zp/W
Some side effects of normalisation are discussed in Murray-Smith and Johansen (1997).
These include the maximum of functions being shifted from their specified centre and in
some cases the functions can reactivate (or reappear) far from the basis function centre.

Once the local model network has been identified the next step is to design the
local controller network described in Gao et al (2002). This consists of a controller, Ci,
designed for each of the operating regions parameterised by the local model /,. The na
local controllers are blended using the same validity functions, p-, used in the local
model network. The overall structure of the local controller network is shown in figure
1.6. The actual control signal applied to the plant is defined as

»(0 = Zp.«'))0(e(f))

(1.5)

There have been many successful applications of local model network control,
McLoone et al (2002) and Gray et al (1996). One of the drawbacks of this approach is
that it is designed to operate on non-linear plants. It cannot be applied to a system where
the dynamics vary with the applied load. As this type of process that will be used to
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evaluate the multiple model technique, the use of multiple models with switching is
used for the remainder of the thesis.

Figure 1.6: General architecture of a local controller network

1.4 Problem Statement
Although the multiple model control technique is well established, the majority of
the existing publications deal with theoretical issues. Relatively few applications have
been reported and the vast majority of those are limited to a simulation environment;
Gao et al (2002), Tian & Hoo (2002) and Boskovic et al (2001). Consequently the
problem this thesis proposes to tackle is the implementation of the multiple model
control scheme on a real-time laboratory scale system - a flexible link. The practical
issues addressed were 1. Reducing computational burden
2. Sensitivity to deterministic disturbances
3. Sensitivity to actuator non-linearities
In addition, a thorough evaluation of a number of system identification techniques was
performed to determine which would provide the most suitable model for the flexible
link. Finally, the performance of the multiple model controller was compared with a
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robust controller to determine whether the additional complexity of the multiple model
approach offers any real benefit in practice.

1.5 Organisation of the Thesis
The remainder of the thesis is organised as follows: Chapter 2 describes system identification experiments that were performed on a
laboratory scale system. As it is not possible to know a priori which system
identification technique is best suited to the process, a number of different techniques
were applied to the system. Models were estimated for each of these techniques and a
controller for each model was designed and applied to the process. The closed-loop
performance was evaluated to determine which system identification technique offered
the best model of the process.
Chapter 3 gives a complete description of the multiple model control scheme as
it appears in the current literature. The design parameters are presented and some insight
into the selection of these parameters is provided.
Chapter 4 discusses a number of practical concepts that enable multiple model
control in real-time. Many of these issues arose when the multiple model control
scheme was applied to a laboratory scale system and do not appear to be documented in
the existing literature. Firstly, the issue of computational burden is addressed in §3.1
and a recursive cost function is proposed which eliminates unnecessary computation.
Section 3.2 discusses the impact of an actuator non-linearity, namely a dead-zone.
Adroit enabling of the multiple model scheme is examined in §3.3. The issue of
disturbances and their effect on the multiple model control scheme is considered in
§3.4.
Chapter 5 evaluates the performance of the multiple model control scheme. The
evaluation is performed on a real-time laboratory scale system. The results achieved
using multiple model control are compared to those attained from a single robust
controller.
Chapter 6 draws conclusions from the results and arguments presented in the
thesis and suggests possible directions for future research.

liu^ter
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Chapter 2: System Identification

2.1 Introduction
When implementing the multiple model technique, appropriate operating regions
are first selected, a model for each region is identified, a suitable controller is designed
for each of the operating regions and finally the switching rule is tuned to detect
variations in the process. The success of this method is highly dependent on the
accuracy of the identified models, as not only the controller design but also the
switching algorithm depends on these models. A number of different identification
techniques are available e.g. open-loop, closed-loop direct, closed-loop indirect, PRBS
correlation, etc. However, relatively little literature is available on the comparative
merits of each technique. This chapter will apply each of these system identification
techniques to a laboratory scale process. The objective is two-fold; firstly, to identify
the best model for the process; secondly, to perform a thorough evaluation of the
various techniques on a real-time process. The methodology used involves the
application of each system identification technique to the system, which is described in
§2.2. One of the main purposes of the identified models is for controller design.
Therefore, to evaluate each identification technique, a controller is designed using each
identified model and the subsequent closed-loop performances compared.

2.2 System Description
An experimental system, namely a flexible link designed by Quanser, was used
to assess the various system identification techniques. It consists of a thin piece of steel
www.quanser.com

]: System
whose position is controlled by a dc motor positioned at one end of the link as shown in
figure 2.1(a). As this is essentially a motor position control problem the flexible link is
an integrating process. The range of movement is similar to that of a crane and is shown
in figure 2.1(b). A sensor, at the fixed end of the link, returns a voltage that is
proportional to the angular displacement of the link (a in Figure 2.2). One volt
represents an angular displacement of approximately 32.6°. Unless stated otherwise, all
experimental work in this thesis regards the voltage returned by the sensor as the
process output. Table 2.1 is a look-up table that can be used to convert some of the
more commonly encountered voltages into their corresponding angular displacements.
sensors

link

\

Direction
of motion

gears
housing

J
(a)

(b)

Figure 2.1: Diagram of a flexible link (a) side view (b) top view
Table 2.1: Voltage to angular displacement
conversion table
Angular displacement (deg)
Voltage (V)
3.26
0.1
9.78
0.3
16.29
0.5
32.57
1
48.86
1.5
65.15
2

Figure 2.2: Sensor measurement of the flexible link
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System identification of the flexible link is implemented using Simulmk ,
Wincon® and the MultiQ-3® data acquisition board. The controller is designed in
Simulink and an executable created using the MathWorks, Inc. product, the Real-Time
Workshop. This executable is downloaded and executes on the PC’s processor, in this
case a 450 MHz Intel Pentium III. Communication with the flexible link occurs via the
MultiQ-3 data acquisition board (available from Quanser) while the companion
software, Wincon, enables data acquisition, monitoring and control of the real-time
experiment.

2.3 System Identification Techniques
System identification techniques can be broadly classified as either open-loop or
closed-loop techniques. Traditionally open-loop techniques have been more popular due
to their simplicity. However, there are many scenarios where identification in closedloop is more appropriate. For example, Soderstrdm & Stoica (1989) recommend the use
of closed-loop identification when the open-loop system is unstable. Safety and
production reasons are also listed as motives for closed-loop identification. Landau
(2001) cites plants with integrator behaviour as providing examples where closed-loop
identification is preferable. However, it is also possible to perform certain open-loop
experiments on integrating processes. As the flexible link is an integrating system both
open and closed-loop techniques were examined. The following sub-sections describe
the open and closed-loop strategies that were applied to the flexible link to evaluate
which offered the best model of the process.

2.3.1 Step Identification
Due to the integrating nature of the process the direct application of a step input to
the plant in open loop is not recommended. Therefore an alternative set-up is considered
whereby the plant is placed in closed loop as shown in figure 2.3.

KO

e(0 ^ Controller

u{t)

ii

w

Process
Gp

Figure 2.3: Process in closed-loop
i6

y(t)

.
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This closed-loop is then considered to be the process to be controlled (and shall be
referred to as the augmented plant). The set-point, r(t}, and the output of the process,
y(t}, are used in the various identification algorithms to estimate a model of the

augmented plant, Gd, and a controller designed using this model. The overall structure
of this method is shown in figure 2.4.

Augmented Plant ( Gd )

Figure 2.4: Control of the augmented plant

2.3.2 Impulse identification
An impulse function is directly applied to the process in open-loop as shown in
figure 2.5. The signals r(t) and y(t) are then used to estimate a model of the process.

r(t)

^

Process
Gp

y{t)

.

w

Figure 2.5: Impulse identification

2.3.3 PRBS Correlation
It is possible to use an alternative method to obtain the impulse response of a
process. This is achieved by applying a Psuedo Random Binary Sequence (PRBS) to the
process. The impulse response of the system is then obtained by cross correlating the
PRBS sequence with the output of the plant, Schwarzenbach & Gill (1989) and O’
Gorman (1993). There are two parameters associated with a PRBS sequence. These are
the clock frequency and the PRBS period. It is required that the frequency of the PRBS
be flat up to and beyond the bandwidth of the plant to be identified, as shown in figure
2.6. This is to ensure that the product of the spectra of the PRBS and the plant (which is

Chapter 2 :Systeut Identificc' 'on

equivalent to the convolution of the plant impulse response with the impulse function
representing the PRBS autocorrelation function) is consistent with the assumption of the
PRBS power spectral density being flat.

Figure 2.6: PRBS frequency spectrum versus process frequency spectrum
In practice the frequency spectrum requirement for the PRBS sequence can be achieved
by ensuring that
w PRBS

iKfPRBS » w.

(2.1)

Figure 2.7: PRBS period versus process settling time
The PRBS period must also be greater than the settling time of the process, see figure
2.7. If this is not the case then improper identification results could be obtained. This
criterion can be stated as follow
NAt = (r-l)At»T^.^,

(2.2)

where N is the PRBS sequence length, n is the number of stages in the shift register and
zir is the shift register clock period. To satisfy both Eq. (2.1) and Eq. (2.2) some prior
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information about the process is required, i.e. process bandwidth and settling time.
Application of the experiment described in §2.3.1 will provide a reasonable estimate of
both these parameters.

2.3.4 Closed-loop indirect identification
The process is placed in closed loop as shown in figure 2.3 and a model of the
closed loop, Gel, is identified. Using block diagram algebra the closed-loop transfer
function is
Gei =

GG.
c P

(2.3)

As both Gel and Gc are known, it is possible to calculate a model of the process, Gp,
using Eq. (2.4).
G =
c/
" G,(1-G,,)

(2.4)

2.3.5 Closed-loop direct identification
Again the process is placed in closed loop as shown in figure 2.3. In this case the
control signal, u(t), and the process output, y(t), are used in the identification algorithms
to estimate a model of the process.

2.3.6 Iterative Closed-loop Identification and Controller Redesign
Consider the case where a controller is designed for a particular process. It is now
possible to repeat the process identification in closed-loop and then redesign the
controller based on the newly identified model. Iteration of this procedure may lead to
enhanced closed-loop performance until the optimal design is obtained. The procedure,
for each iteration k, may be described as followsStep 1: Identify plant model in closed-loop.
Step 2: Compute a new controller based on the model identified in step 1.
Step 3: Validate the performance of the new controller
Step 4: If the new controller performs better return to step 1.
Landau (2001) applied the iterative closed-loop technique to a flexible transmission
system and showed significant improvements in the accuracy of the identified model.
19
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He also noted that the biggest improvement in performance occurred after the first
iteration.

2.4 General Methodology of System Identification
The general methodology used for system identification is shown in figure 2.8. It
includes the selection and determination of:
the sample time
the input signals
appropriate signal filtering
the identification algorithm
the model structure
model validation techniques
These issues and some practical techniques through which they can be resolved are
reviewed in the following sub-sections.

Figure 2.8: System identification procedure
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2.4.1 Sample Time
In the identification of discrete time models the sampling period has to be
selected properly, especially if the model is to be used in a discrete time controller.
Choosing the sampling period, r,., to be very small can cause the process model to
become non-minimum phase, Astrom et al (1984), usually leading to excessive control
action. If Ts is chosen too large then the controller may respond too slowly to load and
set point changes. When selecting a sampling period, the range between too large and
too small is relatively wide and within that range the choice of sampling period is not
critical. As a rule of thumb five to fifteen samples per 95% settling time, T95, is
considered a good choice i.e.
T95
-* n

=e {5.... 15}

(2.5)

The sampling time can also be selected as about one tenth the dominant time constant or
can be related to the desired rise time of the closed loop, Tr, by
T..

=

T.
N.

(2.6)

where Nr is usually chosen in the range 2-4.

2.4.2 Input Signals
To identify the controllable and observable parts of a dynamic process the input
signal has to be persistently exciting. This means that the input signal must be
sufficiently rich to excite all the process modes of interest during the experiment.
Recommended test signals, Soderstrdm & Stoica (1989), which are persistently exciting
for high order systems are square wave inputs and Pseudo Random Binary Sequences
(PRBS), the latter being persistently exciting of order N-\ where N is the clock period.
Unless stated otherwise, a square wave with a frequency of 0.1 hertz was selected as the
input signal. This satisfies the persistency of excitation conditions, for the range of
model order of interest (0 <m< 10).

2.4.3 Signal Filtering
In general, the measured signals u(k) and y(k) will be disturbed by both high frequency
noise and dc offsets. The high frequency noise may be easily removed by filtering the
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data through a suitably designed first or second order low pass filter. To avoid biasing
the model, both the process input and output should be filtered. For accurate process
identification, only the variations of the output signal with respect to the variations of
the input signal should be used. Therefore the signals need to be conditioned as
u{k) = U(k)-Uj,

y(k) = Y(k)-Y,,

(2.7)

prior to any parameter estimation where Ujc is the bias on the input and Ydc is the bias
on the output.

2.4.4 Identification Algorithm
The design of a digital controller requires a parametric model. The designs considered
in this thesis are based on the Generalised Predictive Controller (GPC) of Clarke et al
(1987) and require a model in the form of a transfer function. A more detailed
description of this controller is given in Appendix A. The most obvious candidates to
yield the desired model are parametric identification algorithms such as least squares
and its variants, Wellstead & Zarrop (1991). A number of parametric methods are
provided by the MATLAB System Identification toolbox, Ljung (2002). For each
method a specific model stmcture is assumed and the parameters of this structure are
estimated. This opens a variety of possibilities, corresponding to different ways of
describing a system. It is not always evident which structure yields the best model of the
system. The most commonly used structures are:
•

ARX

•

ARMAX

•

Output-Error (OE)

•

Box-Jenkins (BJ)

•

State-space

2.4.5 Model Structure
For parametric models the structure of the model i.e. its order, m, and dead-time,
d, will rarely be known a priori and therefore have to be estimated, in addition to the
coefficients of the model. Many techniques exist to aid this selection process. The
method that will be used on the flexible link system is the loss function test.
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2.4.5.1 Loss Function Tests
The simplest method to determine the model order is to regard the loss function
(2.8)

Vm =e'^e
mm

as a function of m. The error term em may be the residual of the chosen parameter
estimation method:
=

=

(2.9)

where
= [y(«:-!),>.(<:-2)KK y(A: -

- 1),K K M(/t-1)]

=[-a,-a2KK -a„,KKfo„J

(2.10)
(2.11)

(2/ and bi being the coefficients of the model transfer function.
The error term may also be defined as
e = y-y„=y-M{u)

(2.12)

where M(u) is the output of the model when the input is u. The later generally results in
larger values of e(m) as the estimated model is used to generate a new data vector
from which the error is computed. In contrast, Eq. (2.9) uses the measured input/output
data in the form of NK to compute the error. Eq. (2.12) tends to amplify any errors that
may be present and therefore this choice was used in the subsequent applications.

V(m)

Figure 2.9: Loss function V(m)

The loss function for higher order processes normally decreases until the estimated
model order, m, equals the actual model order, m. The estimated model order, m, is
chosen as the value for which V{m + {) and V{m) remain approximately constant, see
figure 2.9.
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2.4.6 Model Validation
Model validation is the process of checking that the identified model agrees with
the real process behaviour. Model validation should include a check to determine if a
priori assumptions associated with the identification method used are true. The overall
performance of the identified model was obtained by verification of the input/output
behaviour, i.e. by applying an input signal to the model and comparing the model
response, y,„, with that of the process. To avoid any possible bias, new input/output data
was utilised in the model verification stage.

2.5 Controller Design
Since an objective of the modelling stage is controller design, the final model
validation step involved designing a digital controller and ranking each of the identified
models based on their closed-loop performance. In general, the design of any controller
requires a trade off between a number of objectives such as good tracking performance,
rapid rejection of deterministic disturbances and immunity to measurement noise. A
GPC was designed for each of the models obtained. The GPC algorithm is equipped
with a number of tuning parameters i.e. Nj, N2, Nu, X, T-polynomial and P-polynomial.
The large number of parameters means that a trial and error based design method can be
quite time consuming and can result in low user confidence that the resultant controller
offers optimal performance. Therefore, the controller was designed to minimise a
number of performance specifications. The first specification considered is the servo
response of the controller. The tracking criterion was specified as the integral of
absolute error (lAE) between the set point and the closed-loop response.
I

servo

= \\r{t)-y{t)\dt

(2.13)

It is also required that deterministic disturbances have minimal effect on the closed-loop
performance. Disturbances should be rejected quickly and the peak deviation
minimised. Both these requirements can be incorporated using the following cost
I

J reg

= \\e{t)\dt

(2.14)

where, assuming a pure regulatory problem, e{t) is defined equal to -y{t) and a zero setpoint is presumed. A cost function that incorporates both of these design objectives can
be described as

hapter .
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(2-15)

Jservo + Jreg

where Tjj is a weighting factor that can be used to assign relative importance to the
servo response criteria. The tuning procedure for the GPC involved minimising the cost
function of Eq. (2.15) with respect to the GPC tuning parameters.
min

{y} =

min

{ni *7Jreg\

{N„N,,N„XT,P]

^

(2.16)

Eq. (2.16) is a complex and highly nonlinear optimisation problem. Therefore a
numerical optimisation technique known as a genetic algorithm, Goldberg (1989) and
O’ Mahony & Downing (2002), was applied. The search process is similar to the natural
evolution of biological creatures in which successive parent generations give rise to a
generation of offspring by exchanging genes based on the principle of survival of the
fittest. Over time the organism evolves and adapts to its environment. Similarly the
genetic algorithm encodes the parameter set {N^,N2,N^^,X,T,P} into binary strings
called chromosomes. The genetic algorithm begins by randomly generating a population
of these chromosomes. Each chromosome is applied to a test environment to be
evaluated and assigned a fitness value. This is achieved by decoding each chromosome
to give a specific set of tuning parameters and the GPC control law is calculated. The
GPC is then evaluated in terms of the cost function given in Eq. (2.15). Each member of
the population undergoes a similar evaluation after which the entire population is
ranked, assigning a fitness value of one to the solution that minimises Eq. (2.15) and a
fitness value of zero to the solution that maximises it. The remaining solutions are
scaled appropriately between zero and one. Probabilistically selecting parents based on
their fitness value and applying genetic operators such as crossover and mutation to the
binary chromosomes creates a generation of offspring. Genetic algorithms efficiently
exploit historical information to search for and generate new populations with gradually
improved behaviour. The genetic algorithm runs iteratively and the evolution strategy
ensures the search converges to a highly fit population representing optimal or near
optimal solutions to the considered problem. The genetic algorithm terminates when
some user described criteria are reached. This can be after a certain level of
performance is achieved or after a predetermined number of generations.
Initial experimentation using Eq. (2.15) revealed that while the servo and
regulatory responses where quite good the control signal contained a high level of
ripple. This is an undesirable feature and a further term was added to the cost function
os
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in an attempt to minimise this effect. This term represents the lAE between the control
signal and zero.
(2.17)

Jcrl =
0

The overall cost now becomes

- 'Hi * Jservo

+

+ ^2 *

Ctrl

(2.18)

where ri, is again a weighting factor that can be used to assign relative importance to
the servo response criteria and r\2 dictates the contribution of the control signal to the
overall cost. Again, the tuning procedure for the GPC involved the minimising of the
cost function in Eq. (2.18) with respect to the GPC tuning parameters.
min

{ymin

IN^,N,,N,XT,P)

{rji * J+ J

{V,,V,,V„,XJ.P)

+ ri2 * J^ri}
^

(2.19)

In the subsequent experiments the weighting factors were selected via trail and error as

Pj = 2

^2=0-5

(2.20)

The T polynomial was selected to be a fourth order polynomial and the P polynomial
was selected as a third order polynomial. The range and resolution of the GPC
parameters used in the genetic algorithm were:
<8

Resolution = 1

1 < ^2 < 256

Resolution = 1

1<

Resolution = 1

1<

< 32

0< A,<3.1

Resolution = 0.1
Resolution = 0.0158

^^Proot<^

Resolution = 0.0158

2.6 Flexible Link Identification
Each of the identification techniques described earlier was applied to the flexible
link, a model obtained and a controller designed as described in §2.5. The resulting
closed-loop performances are compared to assess which identification method provides
the best model. To improve the readability of the following sub-sections, the controller
parameters are presented in tables B.l- B.15 in Appendix B.
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2.6.1 Step identification of Flexible Link
The plant is placed in closed loop as shown in figure 2.10. The closed-loop
consists of the process in cascade with a simple proportional gain of K. In the initial
system identification experiments, the controller gain, K, was set equal to four and the
sample time, Ts, was set equal to 0.1. Alternative values for both of these quantities will
be examined later. As stated earlier, a square wave signal with frequency 0.1 hertz and
amplitude ±0.5 volts is sufficient to satisfy the persistency of excitation conditions for
the relevant range of models. It was decided that the noise characteristics were not
significant and therefore no low pass filtering was performed.

r(0

X)

eit)
A

^

y(t)

Process
Gp

Figure 2.10: Augmented Plant
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Table 2.2:
Loss function values

0.5
0

0.5

-

-1

model output
plant output
10

Output Error

0.2417

Box Jenkins

0.2423

ARMAX

0.2574

ARX

0.2649

State Space

0.2767

Figure 2.11: Closed Loop response of identified models, = 0.1s. (a) Output Error
(b) Box Jenkins (c) ARMAX (d) ARX (e) State Space
Figure 2.11 shows the closed loop responses of each of the identified models
using the five parametric structures. While all five model responses are similar to the
process output, by examining the associated loss functions, given in table 2.2, it is seen
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that the output error structure performs slightly better than the other four structures.
Using the output error algorithm, models of orders 1 to 10 and with a time delay of 1
and 2 samples are estimated and the associated loss function calculated. From the values
given in table 2.3 it would appear that the optimal model order is tenth order with a
delay of one sampling period. For control purposes the fourth order model with a unit
delay was selected and it is defined by:
,

y{k)
0.5953^"’ + 0.4054^“^ + 0.5342^“^ - 0.008798^”^
—------—----------------------------------------------------------------- -4
rik) 1-0.08771^"* + 0.291 q~^ +0.2474“^ +0.008527^

(2.21)

Table 2.3: Model order selection using loss functions

The outputs of both the tenth and fourth order models are shown in figure 2.12 and
although the tenth order model is a slightly better model of the process there are no
significant differences between the responses.

(a)

(b)
Figure 2.12: Comparison of identified models (a) fourth order model
(b) tenth order model
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A GPC controller was designed based on the fourth order model. The experimental set
up used is shown in figure 2.13, with K = A, while the GPC parameters are listed in table
B.l. The real-time results obtained are shown in figure 2.16 and a summary of these
results is given in table 2.6.

Figure 2.13: GPC control of the augmented plant

Two alternative sampling times were also investigated namely, Ts = 0.05s and Ts =
0.01s. The same methodology is applied to obtain the new models. The results for

=

0.05s are similar to the case where r? = 0.1s and are shown in figure 2.14 and the loss
functions associated with each of the model structures are given in table 2.4.
(a)

(c)

(b)

1

1

0.5

0.5

0

0
0.5

0.5

-

-

model output
plant output

-1

-1

10

0

Table 2.4:
Loss function values
Output Error
0.1738

1

0.5
0

State Space

0.1788

0.5

ARMAX

0.1795

-1

Box Jenkins

0.1844

ARX

0.1852

-

Figure 2.14: Closed Loop response of identified models, T,. = 0.05s. (a) Output Error
(b) State Space (c) ARMAX (d) Box Jenkins (e) ARX
The output error structure again has the lowest loss function value and the model
obtained was defined as:
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0.2482^-' -0.07548^”H0.05572<7-^ +0.1773^“"
G{q) =

2 22)

( .

1-1.487^“' +1.228^"' -0.5791^-^ +0.2412^“"

A GPC controller was designed based on this fourth order model. The experimental set
up shown in figure 2.13 was used again and the GPC parameters are listed in table B.2.
The real-time results obtained are shown in figure 2.16 and a summary of these results
is given in table 2.6.
The results for Ty = 0.01s are shown in figure 2.15 and the loss functions
associated with each of the structures are given in table 2.5. It is noticeable that the
overshoot has decreased as the sampling time decreases, compare figures 2.11, 2.14 and
2.15. This is due to earlier detection of the overshoot with the smaller sampling time.
Therefore, corrective action is taken and smaller overshoot occurs. For this choice of
sampling period the state space structure offered the best results; also none of the other
structures capture the dynamic response of the plant with the output error structure
generating particularly poor results. However, time did not permit a detailed
examination of why this occurred. The state space model, when converted into transfer
function form is:

G{q)^.

(a)

0.03098(?"‘ -0.05022^"' +0.01084^“^ +0.01013^“'

(2.23)

1-3.508^"’ -1-4.676^"" -2.811<7"^ -h 0.6444^"^
(c)

(b)

1

1

0.5

0.5

0

0

-0.5

-0.5

-1

-1

W ..... ..................

— model output
— plant output

0

10

Table 2.5:
Loss function values
State Space
0.1794
ARX

0.3839

ARMAX

0.4682

Box Jenkins

0.6276

Output Error

45.44

Figure 2.15: Closed Loop response of identified models, Ty = 0.01s. (a) State Space
(b) ARX (c) ARMAX (d) Box Jenkins (e) Output Error
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A GPC controller was designed based on this fourth order model. The experimental set
up shown in figure 2.13 was used and the GPC parameters are listed in table B.3. The
set-point was selected as a unit step and a step output disturbance of 0.5 was also
applied. The real-time results obtained are shown in figure 2.16 and a summary of these
results is given in table 2.6.
(a)

Figure 2.16:
GPC control of flexible link in
augmented plant set-up for Ts = 0.1s,
Ts = 0.05s and Ty = 0.01s (a) set point
and output plots (b) control signal
entering the plant (c) output of GPC
controller
time (seconds)

Table 2.6: GPC Results for augmented plant
Parameter Name
T,= O.ls
Ts = 0.05s Ty = 0.0 Is
Gain Margin
8.35dB
19.79dB
12.31dB
Phase Margin
63.42°
72.72°
72.34°
95% Settling Time
0.37s
0.5s
0.31s
95% Disturbance Rejection
0.6s
0.52s
0.46s
Percentage Overshoot

10%

-

-

A comparison of the closed-loop results achieved shows that the

= 0.015' case

offers faster settling and disturbance rejection times as well as larger gain and phase
margins than the two other cases. Consequently

=0.015 was selected as the most

appropriate sampling period and this choice was used in the remaining identification
experiments. Selecting the sampling period less than x^ =0.0l5 may not allow enough
time to perform the computation required by the multiple model approach.
2.6.1.1 Effect of Changing K in Augmented Plant
The effect of changing the value of K used when the plant is under proportional
control was also examined. Two alternative values of K were considered, ^ = 1 and K =
31
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0.25. The response of the flexible link while under proportional control with ^ — 1 is
shown in figure 2.17. Figure 2.17(a) shows the input and output signals and figure
2.17(b) shows the control signal. A steady state error is seen to exist between the input
and output.

(a)

(b)

Time (seconds)

Time (seconds)

Figure 2.17: Flexible Link under proportional control with K = 1
(a) input and output signals (b) control signal
The case where K = 0.25 was examined to see if the results were similar to those
just presented. The response of the flexible link while under proportional control with K
= 0.25 is shown in figure 2.18. Figure 2.18(a) shows the input and output signals and
figure 2.18(b) shows the control signal. Again, a steady state error is seen to exist
between the input and output.
(a)

(b)

Figure 2.18: Flexible Link under proportional control with K = 0.25
(a) input and output signals (b) control signal
Subsequent analysis revealed that these steady state errors were due to process
non-linearities, specifically in the form of an actuator dead-zone. This is evident by
examining the control signals, figure 2.19, for the K = A, \ and 0.25 scenarios. It is not
as obvious for the instance where K = A, but for the two other cases it can be seen that
the control signals settle at values of approximately ±0.1 volts. As the flexible link is an
integrating plant, this non-zero control signal should be integrated and result in an
increase/decrease in the output of the plant. It is obvious from figure 2.17 and figure
2.18 that no such increase/decrease occurs. The reason for this is the presence of a deadzone in the process.
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(a)

(b)

(c)

Figure 2.19: Control signals for the cases where (a.) K = 4 (b) K = \ (c) K = 0.25
If both of the extremes of the dead-zones, i.e. u(t) = -i-0.1V and u(t) = -0.1 V, are
considered for each of the three scenarios it is possible to rationalise the steady state
errors that are evident when K = 1 and K = 0.25. In the case where K = 4, if u(t) = OAW
the error between the input and output is given by u(t)/K which is 0.025V, similarly if
u(t) = -O.IV then the error between the input and output is -0.025V meaning the overall
maximum steady state error that is introduced due to the dead-zone is ±0.025V. In the
case where K = 1 if u(t) = OAV then the error between input and output is O.IV and
similarly for u(t) = -O.IV the error is -O.IV, so for this case the maximum error between
input and output is ±0.1V. Finally for the case where K = 0.25 it can be calculated that a
steady-state error of ±0.4V will exist. Figure 2.20 shows the outputs of all three cases
and it is evident that the steady state error increases as K decreases.

0.6

0.4
0.2
0
-0.2

0.4

-

-0.6 f

0.8

-

- input
— output

-1

0

10

20

Time (seconds)

(a)

30

Time (seconds)
(b)

Time (seconds)

(c)

Figure 2.20: Input and output signals for the cases where {a) K=^4 (b) K= 1 (c) K = 0.25
2.6.1.2 Model identification in the Presence of a Dead-Zone
Based on the foregoing analysis it is reasonable to assume that better closed-loop
performance will result if the process model is improved by estimating the dead-zone
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parameters. The characteristics of the dead zone block are shown in figure 2.21 and
represented mathematically as:
if u{t) >

>^(0 = ^

0

(2.24)

if Cj2
if u{t) < C^I2

y(t)

Figure 2.21: Input versus Output plot for a dead zone non-linearity
The inverse of this dead zone is calculated using the following formula:

w, (0

-hC/,

ifw^,(0>0
(2.25)

m.

+ Cj2

if Wc- (0 < 0

To calculate the dead zone for the flexible link, a ramp is applied to the process in open
loop and the input versus the output plotted with the results shown in figure 2.22.
(a)

(b)

Figure 2.22: Estimation of dead zone values (a) lower value, cj2 (b) upper value,Q7

From these graphs the estimated dead-zone parameters are cjj = 0.09 and
Cd2 = -0.11. Therefore the inverse of this dead zone is calculated using Eq. (2.25) as:
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m^.(0

u{t)

+ 0.09

if

(0^0

(2.26)

=

This inverse dead zone is now used in the identification of the process for the
three values of K discussed earlier. The inverse dead zone is positioned as shown in
figure 2.23. Using the sample time, Ts = 0.01, the input and output plots for the three
values of K are shown in figure 2.24. When these results are compared to those in figure
2.20 it is clear that the inverse dead zone has removed the steady state errors that were
present, particularly for the

= 1 and K = 0.25 cases.

Time (seconds)

(c)
(b)
(a)
Figure 2.24: Set point and process response using inverse dead zone for
i2i)K = 4(h)K= 1 (c)K = 0.25
= 4, A' = 1 and K= 0.25 are given by Eq.

The models that are obtained for

(2.27), Eq. (2.28) and Eq. (2.29) respectively. Based on loss function criteria the output
error structure yielded the best results in each case.
Giq)

0.0264^“' +0.1076^"^ -0.0524^-0.1063^“^ +0.0811^"^
1-2.33^"* +0.835^“^ +1.835^“" -1.814^“^ +0.4775^'
G(q) =

0.0034~^

8.12*10~^^~^

+

1-1.888^”‘ +0.8909^"^
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G(q) =

-0.00088<?"‘ + 0.00221q -2

(2.29)

1-1.817^'’ +0.8183^ -2

Figure 2.25: GPC control of flexible link in closed loop with inverse dead zone
GPC controllers for each of these models were designed and implemented and
the results compared. The block diagram of figure 2.25 illustrates the closed loop
configuration used. The GPC parameter settings used ioi K = A, K = \ and K = 0.25 are
given in tables B.4, B.5 and B.6 respectively. The set point, process output, control
signal and GPC output for each case are shown in figure 2.26. The closed-loop results
of the three controllers are given in table 2.7.
(b)

(c)

50(

Figure 2.26:
GPC control of flexible link in
augmented plant set-up with inverse
dead-zone included for K= 0.25, K= \
and = 4 (a) set point and output plots
(b) control signal entering the plant (c)
output of GPC controller
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Table 2.7: GPC Results for augmented plant
Parameter Name
K=4
K= 1
K = 0.25
Gain Margin
6.69dB
15.32dB
4.06dB
Phase Margin
43.72°
45.55°
25.14°
95% Settling Time
0.32s
0.37s
2.29s
95% Disturbance Rejection
0.56s
0.36s
1.41s
Percentage Overshoot

-

9.5%

18%

y.sfeni Ideatification

A comparison of these results leads the author to believe that the choice of

=4

offers the best performance as the two other scenarios result in large overshoots.
Examination of larger values of K resulted in saturation of the control signal and
therefore poor performance. The results achieved with K = A when the inverse deadzone was included can be compared to those achieved when it was excluded, see table
2.8. The settling times are quite similar in both cases. However, the gain and phase
margins are greater and the disturbance rejection time is faster when the inverse deadzone was excluded.
Table 2.8: GPC Results for augmented plant with X = 4
Inverse dead-zone Inverse dead-zone
Parameter Name
included
excluded
6.69dB
19.79dB
Gain Margin
43.72°
72.72°
Phase Margin
0.32s
0.31s
95% Settling Time
95% Disturbance Rejection

0.46s

0.56s

Percentage Overshoot

-

-

2.6.2 Impulse identification of Flexible Link
The most important parameter when using an impulse input is the period of the
input. The length between pulses should be longer than the settling time to ensure
correct identification. Initial experimentation with the flexible link indicated that it had
an approximate settling time of between 0.8s and Is. Therefore an impulse was applied
to the process every 3s. The magnitude of the applied pulse was ±2.5V and each pulse
lasted for approximately 0.2s. Two scenarios were considered, corresponding to the
absence and presence of the inverse dead-zone block. With the inverse dead-zone
excluded the ARMAX structure yielded the best results and the following model was
identified.
G{q) =

-4
-0.0009g~‘ + 0.0\02q~^ -0.0063q~^ -0.0\29q~^
+ 0.0108^
1 - 2.557^"' + 1.247+1.823^“^ - 2.13^"^ -f- 0.6171^“^

(2.30)

Similarly, with the inverse dead-zone included the ARMAX structure performed best
and the following model was identified.
G{q) =

-0.001287^“*-h0.0121^“^-0.0093^“^-0.0113<7“^-h0.0106^“^
1 - 2.553^"‘ +1.253^“" -h 1.788^"" - 2.093^"^ -H 0.6055^'

(2.31)

GPC controllers for both models were designed. Their parameters are given in tables
B.7 and B.8. The real-time results obtained are shown in figure 2.27 and a summary of
these results is given in table 2.9.
'll
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(a)
Figure 2.27: GPC control of flexible link (a) set point and output (b) control signal

Table 2.9: GPC Results for impulse identification
Inverse dead-zone
Inverse dead-zone
Parameter Name
included
excluded
18.81dB
16.74dB
Gain Margin
OO*^
oo°
Phase Margin
0.29s
95% Settling Time
0.31s
95% Disturbance Rejection

1.5s

0.87s

Percentage Overshoot

-

2%

The settling time, gain and phase margins of both controllers are quite similar.
The disturbance rejection time for the case where the inverse dead-zone is included is
much faster than the other scenario, however, an overshoot of 2% was also recorded.
This overshoot is not significant and therefore this is selected as the better performing
controller.

2.6.3 PRBS Correlation Identification of Flexible Link
As mentioned in §2.2.3 the impulse response of a process can be obtained by
applying a PRBS sequence to the process and cross correlating this input with the
output of the plant. Parameter selection for the PRBS was detailed in §2.2.3. Using the
foregoing models the process bandwidth was estimated to be approximately 4 radtsec,
hence a PRBS frequency of lOOHz satisfied the bandwidth conditions. To fulfil the
settling time criterion, a shift register with eight-stages was used to generate the PRBS
sequence. As in the previous section, the PRBS was initially applied with the inverse
dead-zone excluded and then applied with the inverse dead-zone included. With the

^"'hapier . :System i k:n!ij
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inverse dead-zone excluded the output error structure yielded the best results and the
following model was identified.
0.0062^~^ -Q.0026^~^ -h0.0016^~^ -h0.0Q43^^ -0.0058^ -5

” 1-1.495^“* + 0.5268^”^ -f- 0.39^“^ -1.221^"^ -h 0.8005^“^

(2.32)

Similarly, with the inverse dead-zone included the output error structure performed best
and the following model was identified.
-Q.0024^~‘ +0.0036^"^ -hO.0061^ -3

G(q) =

(2.33)

1 - 0.8637^“' -0.996^“^ + 0.8623^'

GPC controllers were designed for both models and their parameters are given in tables
B.9 and B.IO. Figure 2.28 shows the real-time results obtained using these controllers
and a summary of these results is given in table 2.10.

2

2

(a)

2

(b)
time (seconds)

time (seconds)

Figure 2.28: GPC control of flexible link (a) set point and output (b) control signal

Without the inverse dead-zone the gain margin is larger but the phase margin is smaller.
Although a larger overshoot is present in the case where the inverse dead-zone is
included, the settling time and disturbance rejection time are faster. Therefore it is the
author’s opinion that, in this case, including the inverse dead-zone compensation
resulted in superior closed-loop performance.

Table 2.10: GPC Results for PRBS correlation identification

Phase Margin

Inverse dead-zone
excluded
15.51dB
47.07°

Inverse dead-zone
included
9.53dB
60.99°

95% Settling Time

0.78s

0.74s

95% Disturbance Rejection

0.75s

0.39s

Percentage Overshoot

6%

10%

Parameter Name
Gain Margin
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2.6.4 Closed-loop indirect identification of Flexible Link
In this sub-section the closed loop indirect method of identification is applied to
the flexible link. The closed-loop consists of the process in cascade with a proportional
gain of K as shown in figure 2.10. Since this closed-loop has already been identified,
Eq. (2.23) and Eq. (2.27) were selected as appropriate models. These correspond to the
best performing model when the inverse dead-zone was excluded and the best
performing closed-loop model when the inverse dead-zone was included. Both of these
models were identified with K = 4 and the sample time, Xs = 0.01. With the inverse
dead-zone excluded, the model of the entire closed-loop was identified as
G(q) =

0.03098^"' -0.05022q-^ -h 0.01084^'^ -f 0.01013^“^"
1 - 3.508(7"' + 4.676(7"" - 2.811^"" -h 0.6444^""

(2.34)

It is possible to reverse engineer this model to obtain a model for the process using Eq.
(2.4). This model of the process is calculated as
G{q) =

0.0077<7"‘ -0.0126^“" + 0.0027^"" + 0.0025^ -4
-2
1 - 3.539^“' -h 4.121q~^
- 2.822^“^ + 0.6343(7"^

(2.35)

With the inverse dead-zone included the entire closed-loop was identified as
G{q)

-3

-Q Q264^~‘ +0.1076^"" -0.0524^"^ -0.1063^^

0.0811^"^

1-2.33^"' -h 0.835^“" + 1.835(7"^ -1.814^"^ +0.4775^"^

(2.36)

Reverse engineering this model yields
-0.0066^“' +0.0269^"" -0.0131^"^ -0.0266^"'^ -h0.0203^"^
1-2.304(7"' +0.7274^"" +1.887^“^ -1.708^“^ +03964q~^

(2.37)

GPC controllers were designed for both models, Eq. (2.35) and Eq. (2.37), and the
controller parameters are given in tables B.ll and B.12 respectively. The real-time
results obtained in both cases are shown in figure 2.29 and a summary of these results is
given in table 2.11.

Figure 2.29: GPC control of flexible link (a) set point and output (b) control signal
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Table 2.11: GPC Results for closed-loop indirect identification

Gain Margin

Inverse dead-zone
excluded
21.54dB

Inverse dead-zone
included
13.27dB

Phase Margin

ocP

co°

95% Settling Time

0.53s

0.52s

95% Disturbance Rejection

1.05s

0.69s

Percentage Overshoot

-

-

Parameter Name

Both controllers have similar settling times and phase margins. The gain margin is
larger in the case where the inverse dead-zone is excluded while the disturbance
rejection time is faster in the case where the inverse dead-zone is included. It is the
author’s opinion that including the inverse dead-zone yields superior performance, as
the disturbance rejection time is shorter.

2.6.5 Closed-loop direct identification of Flexible Link
In this sub-section the closed loop direct method of identification is applied to the
flexible link. The closed-loop consists of the process in cascade with a proportional gain
of K (figure 2.10) where K = 4 and the sample time, Ts = 0.01. Two scenarios were
considered; firstly the inverse dead-zone is excluded; secondly the inverse dead-zone is
included. With the inverse dead-zone excluded the state space structure yielded the best
results. Converting the state space model into transfer function form results in the
following model.

G(q) =

0.001 4"^ +0.0055^7“^ -0.01

-4 -0.0009^ -5
0.0089^^

-2
-3 + 0.4759^"^ + 0.0653^ -5
1 - 3.537^"‘ + 4.695<7“"
“ 2.7^“"

(2.38)

Initial attempts to validate this model used the structure shown in figure 2.30. The
results achieved with this structure are shown in figure 2.31.

Figure 2.30: Open loop validation structure
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Figure 2.31: Open loop validation structure results (a) process and
model output (b) error between model and process
It is the author’s opinion that the main reason for the error seen in figure 2.31(b) is
the process dead-zone. As the flexible link is an integrating system any non-zero input
should result in a change in the process output. Due to the dead-zone any input between
certain levels (-0.11 to -1-0.09) does not have an effect on the output of the process.
However, as the model contains no dead-zone signals between -0.11 and 0.09 are
integrated and lead to a change in the model output causing the error, shown in figure
2.31(b). In an attempt to minimise this error an alternative validation structure was
proposed. This structure is shown in figure 2.32 and the validation results achieved
using this structure are shown in figure 2.33. In this case the response of the process and
the model are very similar.

Figure 2.32: Closed loop validation structure
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(a)
Figure 2.33: Closed-loop validation structure results (a) process
and model output (b) error between model and process
Typically, in direct closed-loop system identification the signals used by the
system identification algorithms are the process input (or control signal) and output.
Therefore with the inverse dead-zone included, the signal used as the control signal in
the identification algorithm is the signal applied to the inverse dead zone as opposed to
the output of the inverse dead zone, which is the signal being applied to the plant. The
reason for this, see figure 2.34, is that the true process can be considered as two separate
parts (i) the dead zone, which was identified earlier and (ii) the linear plant which is
currently being identified. If it is assumed that the inverse dead zone and the dead zone
cancel each other out, then the signal applied to the linear part of the process is the input
to the inverse dead zone, u^. (t), and therefore is the signal required to identify the
transfer function of the linear part of the process.

from
controller

to
controller

Figure 2.34: Flexible link Split into Linear and non-linear
With the inverse dead-zone included the state space structure yielded the best
results. Converting the state space model into transfer function form results in the
following model.
G(q) =

0.0083^“* -0.0095^“^ -0.0058^“^ -h0.0082(?“^ -0.0006^"^
1 - 2.925^"* + 2.5q~^ + 0.2262q~^ -1.225^“'^ -f 0.423 \q~^

(2.39)
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GPC controllers were designed for both cases, Eq (2.38) and Eq. (2.39), and their
parameters are given in tables B.13 and B.14 respectively. The real-time results
obtained are shown in figure 2.35 and a summary of these results is given in table 2.12.
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(a)
(b)
Figure 2.35: GPC control of flexible link (a) set point and output (b) control signal

Table 2.12: GPC Results for closed-loop direct identification
Inverse dead-zone
Inverse dead-zone
Parameter Name
excluded
included
Gain Margin
20.39dB
23.75dB
oo°
oo°
Phase Margin
95% Settling Time
0.52s
0.71s
95% Disturbance Rejection
0.72s
0.49s
Percentage Overshoot
4%
The gain and phase margins of both designs are quite similar. The settling time is faster
when the inverse dead-zone was excluded. When the inverse dead-zone was included, a
4% overshoot in the process response was recorded but the disturbance rejection time
was faster. It is the author’s opinion that better closed-loop performance was obtained
without the dead-zone compensation.

2.6.6 Iterative Closed-loop Identification of the Flexible Link
Of the modelling strategies investigated, it is the author’s opinion that the model
obtained using the impulse method including the dead-zone compensation offered the
best performance (a more detailed explanation of this decision will be given in §2.7).
Therefore using the controller designed for this case (table B.8) the closed-loop direct
technique was applied and the process re-identified. The Box-Jenkins algorithm yielded
the best model of the process
4,:.

'•"T

-2
-0.002^~‘ +Q.Q159g~"
-0.0244g~^ +0.0108^"^

G{q)

(2.40)

1 - 3.406^“‘ + 4.344<7“^ - 2.46^“^ + 0.5219^"^

A GPC controller is designed based on this model and its parameters are listed in table
B.15. The real-time results obtained are shown in figure 2.36 and a summary of these
results is given in table 2.13 where they are compared to the results achieved using the
impulse identification technique.

1

2

3

time (seconds)

time (seconds)

(a)
(b)
Figure 2.36: GPC control of flexible link (a) input and output (b) control signal
Examining the results in table 2.13 it is clear that the gain margin and
disturbance rejection time have improved in the second design. However, the settling
time and overshoot are still superior in the first design. It is the author’s opinion that
performance of the second design is inferior to the first design and therefore no
improvement was made in the first re-identification stage.
Table 2.13: GPC Results for iterative closed-loop identification

Attempt

Gain
Margin

Phase
Margin

95% Settling

95% Disturbance

Time

Rejection

Percentage
Overshoot

P' Attempt

18.81dB

oo°

0.29s

0.87s

2%

2"^ Attempt

oodB

oo°

0.5s

0.69s

3.5%

2.7 Summary of results
This section provides a summary of the results achieved in the previous sections.
Firstly, the open-loop system identification results are examined and ranked in table
2.14. The step identification method offers the best overall performance. However, if
figure 2.16 is examined closely it can be seen that when the output disturbance occurs
the control signal entering the plant peaks at a value of -12 volts. As the saturation
levels for the flexible link are ±5 volts the -12 volt peak results in a saturation of the
control signal. Also, the step response identification technique was applied to the
4,
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process in the augmented plant set-up resulting in a more complicated controller
implementation. For these reasons the impulse identification technique was considered
to be the most attractive of the open-loop techniques.
Table 2.14: Comparison of open-loop identification technique results
Method
Step
Identification
with K = A
Impulse
Identification*
PRBS
Correlation*

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

19.79dB

72.72°

0.31s

0.46s

-

18.81dB

oo°

0.29s

0.87s

1%

9.53dB

60.99°

0.74s

0.39s

10%

*includes dead-zone compensation
Secondly, the best performing closed-loop cases are examined and ranked in table
2.15. The performances of all three techniques were quite similar. The iterative method
was considered to be the worst performing case mainly due to the 3.5% overshoot but
also due to the extra identification time required for this technique with little
improvement in performance. The closed-loop direct and indirect cases offer the same
phase margins and settling times. The indirect method offered a slightly faster
disturbance rejection time while the direct method offered a larger gain margin and for
this reason was selected as the best performing closed-loop technique. These results
concur with results of Forsell & Ljung (1999) and Van den Flof (1998) where the
closed-loop direct technique is advocated as the prime closed-loop identification
technique.
Table 2.15: Comparison of closed-loop identification technique results
Method
Closed-loop
direct
Closed-loop
indirect*
Closed-loop
iterative*

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

20.39dB

oo°

0.52s

0.72s

-

0.52s

0.69s

-

0.5s

0.69s

3.5%

13.27dB
oodB

oo°

*includes dead-zone compensation
4^'
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The final step is to compare the best performing open-loop technique to the best
performing closed-loop technique (table 2.16). The gain and phase margins are quite
similar while the closed-loop direct offers faster disturbance rejection. However, the
settling time of the impulse response technique is faster and although a 2% overshoot
occurs it is considered relatively small. It is the author’s opinion that overall the impulse
identification technique offers the best model of the process. This contradicts Landau
(2001), where plants with integrator behaviour were cited as a motivation for closedloop identification. All subsequent identification in this thesis will use the impulse
identification technique.
Table 2.16: Comparison of open-loop and closed-loop identification technique results
Method
Impulse
Identification*
Closed-loop
direct

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

18.81dB

ocP

0.29s

0.87s

2%

20.39dB

oo°

0.52s

0.72s

-

*includes dead-zone compensation
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Chapter 3: Multiple Model Control

3.1 Introduction
The control of systems in the presence of large uncertainties is of considerable
academic and industrial significance. Such uncertainties can arise due to large parameter
variations, external disturbances or subsystem failures. Conventional ways of dealing
with such variations are adaptive and robust control, both of which contain drawbacks.
If adaptive control is used, the presence of large parameter errors generally results in
slow convergence with poor transient performance. A single fixed robust controller on
the other hand can lead to sub optimal performance.
An alternative approach is to use multiple models to identify the unknown plant;
this can be considered as high level adaptive control. Multiple models are used to select
the controller and time of switching. This approach, based on multiple models and
switching, enables the transient response to be improved in the presence of large and
fast parametric variations.
The idea is to select, at every instant, the best model for the plant from an a priori
known set of models and apply the output of the corresponding controller to the plant.
Since the number of available models is finite but the number of environments is
generally infinite, the identification is performed in two steps
•

The model with the smallest error with respect to some criterion is rapidly
chosen (switching)

•

The parameters of the model are adjusted using a parameter adaptation
algorithm

The block diagram of this method is presented in figure 3.1. The control system
contains n models Mi, M2, ..., M„ which are either fixed or adaptive models. For each
48
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model Mi there is a controller C, that satisfies the control objective for M,. The
identification error associated with each model is defined as the difference between the
actual output of the plant y(t} and the model output y.{t)
(3.1)

Figure 3.1: Block diagram of multiple model approach

The current model and time of switching is decided by the supervisor. The
supervisor takes into account the current error £, (/) as well as previous errors E, (^ — 1),
£,(t-2).... and calculates a cost, associated with each model. At each instant, the
controller C, (associated with the model M,) with the lowest cost is connected in closed
loop with the plant. The remainder of this section will discuss the various components
of the multiple model structure.

3.2 Plants
The multiple model approach can be applied to any plant that varies over time,
provided models for the possible variations can be obtained a priori. The most obvious
types of plants to apply the scheme to are: -

i ^hapler 3:

/•

odei

•

Non-linear plants

•

Plants with load variations

•

Fault detection

In the first two instances models are calculated for the various operating regions. The
use of fault detection is more complex; it assumes that it is possible to calculate a model
for the process failure. In the current literature there are examples of the multiple model
scheme being applied to a continuous stirred tank reactor by Gregorcic & Lightbody
(2000), a flexible transmission system by Karimi & Landau (2000), and a fault tolerant
F/A-I8A flight control by Gopinathan et al (1998).

3.3 Controller Implementation
There are two strategies available for implementing the bank of controllers. The
first is to set-up n individual controllers, C;, C2, ..., C,„ each of which satisfies the
control objective for the corresponding model, Mj, M2, ..., M,„ as shown in figure 3.2.

Figure 3.2: Individual controllers set-up
In this situation, each of the n controllers operates in parallel and they each
calculate a control signal. At any instant only one of these control signals is applied to
the plant, depending on the output of the supervisor, implying that the other n-\ control
signals are discarded. The calculation of these n-\ control signals can require a great
deal of computational effort. The larger the number of models, n, the greater the wasted
computational effort.

50

'luipter 3: i-' 3uple, 3 foe ’ Control

An alternative is to use a single adaptive controller as shown in figure 3.3. In
this case, the parameters of the fixed models are stored, the supervisor selects the most
appropriate model whose parameters are passed to the adaptive controller. Based on
these parameters the adaptive controller updates the control law. The computational
effort that is saved by the single adaptive controller can be used to increase the number
of models that describe the operating range of the plant.

Figure 3.3: Single adaptive controller set-up
A draw-back of this type of scheme is that consistent closed-loop performance is
not guaranteed. For example, closed-loop performance is frequently dictated by
controller tuning parameters e.g. P, I Sc D and the choice of process model. If, as in the
adaptive case of figure 3.3, the tuning parameters remain fixed but the process model
varies then the closed-loop performance will vary. This is typical for controllers whose
parameters are calculated by minimising a cost-function.
Table 3.1 GPC Parameters
Parameter Name
Value
[Ni N2 Nu]
[1 100 3]
2
Ac
P Polynomial
1
T Polynomial
(1 -0.85q
Figure 3.4 shows the computation time required by each method in simulation as
the number of models changes. Both implementations used a generalised predictive
controller. The settings used by the GPC’s are given in table 3.1. The single adaptive

^Juipter 3: t-htUiple ^U)dei '''ontrol

controller requires approximately the same level of computation regardless of the
number of models being used. However, the computation required for the case where N
fixed models are used increases linearly as the number of models increases. The
decision on which controller implementation to use is based on the trade off between
controller performance and available computation time. As the adaptive GPC performs
an

Nu X Nu

matrix inversion using a singular value decomposition algorithm the

computation time is relatively high. If, for example, an adaptive PID controller was used
it is the author’s opinion that the comparison would be even more favourable with
respect to the adaptive controller.

c

_o

o(Up
X
W

Number of models (N)
Figure 3.4: Computation time of single adaptive controller
versus N fixed controllers

3.4 Models
The reason for using multiple models is to ensure that there is at least one model
with parameters sufficiently close to those of the unknown plant. The parameters of
each model can therefore be chosen to be either fixed or adjustable. Four different
combinations of models are suggested in the literature: •

All adaptive models

•

All fixed models

•

Fixed models and one free-running adaptive model

•

Fixed models and one free-running and one reinitialised adaptive model

If n adaptive models are used, each of the models is initialised with different
starting parameters. One of the adaptive models will adapt to the plant’s true parameters
quickest and will be selected by the switching rule. From a computational point of view
the use of n adaptive models is inefficient due to the requirement that the n parameter

''"luipter j; rUiltipk: Mode '''onfrol

vectors, 6i(t), where i =

be updated at every instant. Consider also the scenario

where the environment is initially constant over a long interval, and the n adaptive
parameters 6i(t) all converge to the neighbourhood of the true plant parameter vector 0p.
If, at this stage, the environment changes abruptly, that change must be detected and the
parameters of 0i(t) should be reset to their original starting locations to identify the new
0p rapidly. If the parameters di(t) are not reset then all n adaptive models begin their
adaptation from the same point and hence there is no improvement over the case where
a single adaptive model is used. Without resetting, the convergence to a new Op can take
some time resulting in poor performance during this convergence period. Fixed models
do not suffer from this drawback and therefore the same strategy can be used in both
stationary and time-varying environments. However, fixed models can only represent a
finite number of environments, adaptive models are required to improve accuracy. Thus
the combination of fixed models and switching yields the desired speed, while adaptive
models and tuning provide the desired accuracy. The adaptive models can be freerunning or can be initialised with the parameters of the most recently chosen fixed
model; the latter option improves adaptation speed. Two examples will now be
presented to compare the performance of these two adaptive schemes.

3.4.1 Reinitialised Adaptive Model Simulations
In this simulation, the parameter adaptation algorithm that is used is the
recursive least squares (RLS) algorithm. The plant used is a first order plant operating in
open-loop, with a sample rate t.v = Is, that undergoes an abrupt gain change. For this
example two fixed models defined as:
M,

'

=

0.2^-

M,=

l-0.8<?-'

0.5ql-0.8g-'

(3.2)

and two adaptive models (free-running and reinitialised) are used. The parametric
distance defined by
na

il/2

nh

D(t) = ^ (fl,. - a,. (0)H ^ (Z7, 1=1

(0)

(3.3)

1=1

is a measure of the error between the real plant parameters and the estimated
parameters. It will be used as the criterion for comparing the free-running and
reinitialised RLS for this example.
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The plant is initially defined by

My.

The gain of this plant triples abruptly at 50

seconds and the new plant is now (l-0.8q'’)y(t) = 0.6q'’u(t). When the gain change
occurs the closest fixed model to the new plant is M2. The switching scheme selects this
model and the parameters of this fixed model are fed to the reinitialised RLS, which
begins its adaptation from this point. In contrast, with the free-running RLS, adaptation
begins from the parameters of the current model (l-0.8q’*)y(t) = 0.2q'*u(t). Figure 3.5
compares the parametric distance of the free-running RLS with the parametric distance
of the reinitialisable RLS. Both estimators were set-up with P = 1000*7

and

A.^£_5=0.96, where P is the covariance matrix and Ams is the forgetting factor
(Sdderstrom & Stoica, 1989). A white noise signal with zero mean and variance, o =
0.001, was also added to the output of the plant.
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Figure 3.5: Parametric distances of first order example

By examining these results it is seen that both schemes adapt to the initial plant
parameters in a similar number of samples, but when the abrupt change in plant gain
occurs at 50 seconds it is evident that the reinitialised RLS adapts to the new
environment in roughly 10 samples while the free-running RLS takes approximately 90
samples.
The second simulation example used a fourth order integrating plant operating in
closed-loop under proportional control with a gain of 1 and a sample rate ly = 0.01s, that
undergoes an abrupt load change. This plant was selected due to its similarity to the
flexible link that will be used in chapter 5 to test the multiple model approach. For this
example two fixed models defined as:
Ml =

0.000358^-^ +0.007673^-^ -0.01591^"^ +0.00826^“^
1 - 3.512q ^ + 4.826^ ^ - 2.92q~^ + 0.6661 q

(3.4)
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M2 =

-3
-2
0.000488^“* +0.006803(?~^
-0.01498^~"
+0.007746g

1-3.648^“* +4.991^“^ -3.036q~^ +0.693^ -4

(3.5)

and two adaptive models (free-running and reinitialised) are used. The parametric
distance defined by Eq. (3.3) is again used to compare the two adaptive schemes.

(a)

(b)
Figure 3.6: Parametric distances of fourth order example
(a) noise free case (b) noise included
The plant is initially defined by M;. The load of the plant changes abruptly at 5
seconds and the new plant is now defined by Mz. The switching scheme selects this
model and the parameters of this fixed model are fed to the reinitialised RLS, which
begins its adaptation from this point. In contrast, with the free-running RLS, adaptation
begins from the parameters of the current model Mj. Figure 3.6(a) compares the
parametric distance of the free-running RLS with the parametric distance of the
reinitialised RLS for the noise free case while figure 3.6(b) shows the case where a
white noise signal with zero mean and o = 0.1x10’^ was added to the output of the plant.
Both estimators were set-up with P = 1000*7 and

= 0.96 .
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An examination of these results reveals that for the noise free case both schemes
adapt to the initial plant parameters in a similar number of samples, but when the abrupt
change in plant load occurs at 5 seconds it is seen that the reinitialised RLS adapts to the
new environment in a single sample while the free-running RLS takes approximately
110 samples. However, when white noise is added to the output of the plant neither the
free running nor the reinitialised RLS perform well. Even after the load change, when
the reinitialised RLS is fed the parameters of the new plant the algorithm returns to the
same poor level of performance as the free running case. For this reason it was decided
that when using the multiple model scheme on a similar system where noise is present
the use of neither the free running nor the reinitialised RLS is recommended.

3.4.2 Model Structure
There are two possibilities for the model structure. Firstly consider the output of
the true process:
y(t) = -

L(0 + ^{;)

(3.6)

A(q-')

where (^(r) is a disturbance. This can be rewritten as:
y{t) = A*y(t -1) + q~^Bu(t) + A^(t)

(3.7)

where A* = (1 - q~^ A).

The first type of structure that can be used for the models is shown in figure 3.7.
In this structure the past outputs of the model are used to calculate the current output.
From here on this will be referred to as the model output structure.

Model

u(t)

Plant

ymit)

y(t)

Figure 3.7: Model output structure
When this structure is used the model output is calculated as:
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=

+

(3.8)

The second type of structure is shown in figure 3.8. In this structure the previous
values of the plant output,

as opposed to the past model outputs,

are

used to calculate the current output of the model and from here on this shall be referred
to as the plant output structure.

Model

u(t)

Plant

y(t)

Figure 3.8: Plant output structure
When this structure is used each model output is calculated using the following
equation;
y„(t) = Al,y(t-\) + q-'B„u(t)

(3.9)

First and fourth order examples are now presented to examine the performance
of each of these structures.

3.4.2.1 First Order Example
Once again a plant whose initial model. My, is (l-0.8q'')y(t) = 0.2u(t) (sampling
time r.v = I s) is used. The gain of the plant triples abruptly at 55 seconds and the new
plant, M2, is now (l-0.8q“*)y(t) = 0.6u(t). A white noise signal with zero mean and
o = 0.001 is added to the output of the plant. Models of both of these operating regions
are estimated beforehand and figure 3.9 shows the input and output of the plant as well
as the errors associated with each of the models for each of the structure types.
The first thing of note is the magnitudes of the errors are much smaller for the
plant output structure. These errors vary between ±0.4 while the errors of the model
output structure vary between ±1.6. Secondly, the error associated with M2 converges
to zero within one sample for the plant output structure, whereas it takes roughly seven
samples for the model output structure. This means that the abrupt change in gain for
first order plant can be detected much faster using the plant output structure
-"> /
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open loop response of plant

3.4.2.2 Fourth Order Example
A more practical fourth order case, similar to the actual process that will be
examined in chapter 5, is now examined. In this example the initial model of the plant is
given by:
0.000358^~^ +0.007673^"^ -0.01591^"^ +Q.00826g~^
Ml =

1 - 3.572(7“^ + 4.826^“^ - 2.91q~^ + 0.6661

(3.10)

with a sample time Tv = 0.01s. After 14 seconds there is an abrupt change in the plant
and the new model of the plant is defined by:
M2 =

-3
0.000488^“* +0.006803^"^ -0.01498^“"
+0.007746^

1-3.648^-^+4.991^“^ -3.036^“^ +0.693^'-4

-A

(3.11)

A white noise signal with zero mean and o = 0.1x10’^ is added to the output of the plant.
Again, models of both of these operating regions are available and figure 3.10 shows the

'8
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errors associated with each of the structures. As both of these models contain integral
action the plant was placed under proportional control with K = A for the following
simulations.
closed loop response of plant
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Figure 3.10: Fourth order example
Again the magnitudes of the errors for the plant output structure are much smaller than
the errors calculated using the model output structure, in this case the error associated
with each model is almost identical. These errors imply, to the switching algorithm, that
both Ml and M2 represent good models of the process. However, if the closed-loop
responses of each model are examined, figure 3.10, it is evident that both models have
different dynamics. Therefore, if the incorrect model was selected sub-optimal
performance and, possibly, instability may result.
However, a problem also exists with the model output stmcture. At the
beginning, when the plant is best represented by Mj it can be seen that the error
associated with the model of Mj is zero. When the plant changes to M2 after 14 seconds
it can be seen that error associated with the model M2 remains constant from this point
on. This non-zero constant value presents a problem for the switching rule when
distinguishing which model best represents the current plant. One solution to this

hapier j ;
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problem is to filter the control signal and plant output being applied to the models.
Figure 3.11 shows the positions of the filters in the model output structure. For
comparison purposes the filters are also included in the plant output structure as shown
in figure 3.12.

Figure 3.11: Filtered model output structure

Figure 3.12: Filtered plant output structure

The errors associated with the filtered models are shown in figure 3.13. The values of
the filters used are chosen, via trail and error, as:

f

(0

\-q'
=

1 08
-

.

-1

y(ty,

u J (0 =
1 08

^

-

.

— u{t)

(3.12)

^

As before the errors with the plant output structure are quite small and almost
identical making it very difficult for a switching rule to decide which model best
represents the plant at any instant, but the model output structure errors are now much
more useful. At the beginning the error associated with Mj is zero and after the abrupt
plant change the error associated with M2 becomes zero, instead of the non zero
constant in the unfiltered case.
fd)
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Figure 3.13: Filtered fourth order example
By examining the results of the first and fourth order simulations it is the
opinion of the author that the model output structure is generally the more useful of the
two structures. Although the plant output structure does perform better in the first order
gain change case, its poor performance in the fourth order case leads the author to
believe that it is of less use in the flexible link application where higher order models
are the norm.

3.5 Switching Ruie
A natural switching rule is to determine a performance cost, Ji(t}, for each
controller C, and then switch in the controller with the minimum index at each sampling
instant. However, since only one control input can be used at any sampling instant, the
performance of each candidate controller can only be evaluated after it has been applied
to the plant. On the other hand, the performance of all the identification models can be
evaluated in parallel at every instant. Hence, the indices Ji(t) must be based on the
performance of the models rather than the controllers. The performance criterion used to
define the switching rule is:
6*

vv i;

[ '

i ’oa
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J,{t) = ae^ (t) +

U)

(3.13)

j=0

a>0

/?,/l>0

where £i(t) is defined in Eq. (3.1), c^and P are weighting factors on the instantaneous
error and the long term accuracy. A is a forgetting factor which places less weight on old
errors. The design parameters for this switching rule are therefore a, P and A. If large
values for cdP and X are chosen then a rapid response to abrupt parameter changes is
obtained but the response is poor in the presence of disturbances. On the contrary, small
values for aip and X result in a criterion that is good indicator of steady state identifier
accuracy, reduces the number of unwanted switches but leads to a slow response with
respect to parameter variation. Fixing a = 0 and P- 1 yields the following performance
index:
£-U)

(3.14)

7=0

with a single design parameter, X. It can be shown that X on its own is sufficient to
negotiate the trade off between rapid response and long-term accuracy. In practice the
performance index is not computed over an indefinite time frame (0 —> r) but over the
previous N samples (t

t- NT^). This yields the performance index of Eq. (3.15):
(3.15)
7=0

where N is also a design parameter.

3.6 Selection of Design Parameters
The previous sections introduced a number of design parameters. Limited work
has been done on the selection of these parameters. The most significant contribution is
by Karimi et al (2001) who investigated the selection of design parameters in the
multiple model scheme. The design parameters considered were:

1. Number of fixed and adaptive models
2. Type of parameter adaptation algorithm
3. Forgetting factor X
4. Minimum time delay between switching Tp

r
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’ttitiple. koo 1 CorUro'

Selection of the appropriate design parameters depends on;
1. Plant model at different operating points
2. Speed of parameter variation of the plant
3. Existence and type of reference signal
4. Existence and type of output disturbance
5. Variance of the output noise

3.6.1 Number of Fixed and Adaptive Models
The number of fixed models may be chosen equal to the number of operating points.
In principal, better performance will be achieved with more fixed models. However the
price of this performance is a more complex control system and therefore greater
computation time. A robust controller may give good performance for different
operating points and could reduce the number of fixed controllers required. An adaptive
model can also reduce the number of fixed models under the following conditions:
•

the input signal is persistently exciting

•

abrupt changes in parameters are sufficiently spaced in time (i.e. there is enough
time between two changes for parameter adaptation)

Therefore in regulation systems, where the reference signal will be fixed, adaptive
models should not be used. Simulations on a flexible transmission system by Karimi et
al (2001) show that when parameter variations are suitably spaced in time then one
adaptive model can reduce the number of fixed models required without changing the
overall performance of the system. However if the variations are frequent then the
adaptive model has less effect. Several adaptive models may be required if it is thought
that the plant structure is not fixed e.g. variable model order.

3.6.2 Parameter Adaptation Aigorithm
In general the RLS algorithm is chosen as the parameter adaptation algorithm.
However, Narendra & Driollet (2001) examined the adaptive control problem for the
case where different estimation algorithms were used simultaneously to estimate the
parameters of the plant. The need for multiple estimation procedures arises from the fact
that it is not known a priori which algorithm is best suited to the stochastic control
problem. The multiple model approach is then used to decide on-line which model gives
the best performance for the given disturbance characteristic. Narendra & Driollet
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(2001) treat the specific cases of Extended Least Squares (ELS), Output Error with
Extended Prediction Model (OEEPM), Recursive Maximum Likelihood (RML) and
Recursive Generalised Least Squares (RGLS). The RML performs best when the noise
variance is small, while OEEPM performs best if the noise variance is large.

3.6.3 Forgetting Factor X
Selection of the forgetting factor in the switching criterion is probably the most
crucial step of the control design. The speed of parameter changes, the variance of the
output noise and the type of output disturbances affect the choice of A. A small value of
A will reduce the number of unwanted switches due to noise and output disturbances
and is also suitable for a plant with widely spaced parameter variations. A large value of
A places more weighting on the latest errors and will cause a quick response to abrupt
parameter changes. Therefore a compromise between noise, disturbance rejection and
fast model selection is required for systems that are subjected to frequent parameter
variations, noise and output disturbances.

Figure 3.14: Profiles of weightings for various values of A
Figure 3.14 shows the profiles of the weighting on the identification errors for
various values of A over the previous 50 samples. As recommended by Karimi et al
(2001), A should be selected to be less than 0.5, as there is very little weighting given to
old errors if A > 0.5. For example when A = 1, only the last five errors influence the
switching decision, with the most recent having a very large influence, this can lead to a
significant amount of unwanted switching in the presence of disturbances.

hapter 3: Midtiple Model Control

3.6.4 Performance Index Memory Length N
The choice of N will depend on the number of models, the storage memory
available, the sampling rate and the computational power available since N errors must
be stored for each model and the performance index must be calculated for each model
at every sample instant. The value of N can also be related to /I. For example, examining
figure 3.13, there is little point in having N greater than 15 if /I = 0.5 as only the
previous 15 errors will contribute to the performance index. For smaller values of T, N
should be larger.

3.6.5 Hysteresis y
Hysteresis may be used, where a switching to another controller will only occur
if the performance index returned for the new model is less, by a factor y than the
performance index of the model that is currently switched in. The correct value for /is
not obvious but a good start is to set it equal to the variance of the noise. Further insight
into the correct value can be found by examining the performance indexes of the various
models.

3.6.6 Dwell Time Td
The dwell time is the minimum time delay between two switchings. This can be
used to improve the performance by reducing the number of unwanted switchings. In
general the value of Tj is easier to select than that of hysteresis / however if a process
has frequent parameter variations, a large value of Td will degrade the loop performance
by retaining or “locking in” what has become an unsuitable controller. Consequently,
since

and /perform a similar function it is the author’s opinion that y is a preferable

parameter.

^"hapter 4:

1 ulnple Mo(' ’ ■ 'ontrol

Chapter 4: Modified Multiple Model Control

4.1 Introduction
This chapter discusses a number of practical concepts that enable the use of the
multiple model control in real-time. These issues arose when the multiple model control
scheme was applied to a laboratory scale system and do not appear to be well
documented in the existing literature. A recursive cost function is developed in §4.2 and
a comparison between this cost function and the cost function used in the current
literature is performed with respect to the computation time required by each algorithm.
The impact of an actuator non-linearity, namely a dead-zone, is examined in §4.3.
Possible solutions are examined and implemented on the laboratory scale system. A
switching algorithm that is only enabled when it is useful is presented in §4.4. Finally,
the effect of step disturbances on the multiple model scheme is examined §4.5.

4.2 Recursive Switching Rules
The switching rule criterion decides, at each sampling instant, the most suitable
controller to connect to the plant. The most common cost function presented in the
literature is of the form:
N

(4.1)
;=o
A major drawback of this scheme is the requirement to store the previous N errors
associated with each model and then calculate the associated cost. This involves the
squaring of each error (N multiplications) and then the multiplication of this squared
error by a weighting (another N multiplications) and finally the summing of each of the
weighted errors (A - 1 additions). It is possible to reduce the computational burden by
storing the error squared instead of the actual error, but this still requires N
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multiplications and N -I additions for each model. A recursive cost function may be
developed as follows. Consider the cost J,(t) at the next sampling instant.
(4.2)
j=0

Adding and subtracting e

(r - N) to the right hand side of this equation gives;

J,(t + l) = ^e-^^£f{t + \-j)

+

(4.3)

y=o
The e

(t - N) can now be included in the summation as follows:
N+\

j,(^t + \) = Y^e-^£f(t + \-j)
j=o

-

(4.4)

e-^^^^'^£fit-N)

Removing the current error from the summation and modifying the index (7 = 0) yields:
N+l

y, (/ + !) = £f (r + 1)

+ X^

(? + 1 - 7)

-

^

_ yy ^

(4.5)

7=1

substituting 7 = 1 ^

+1 with the index x = 0 ^ N , where clearly x= 7 -1;

7 = x +1, gives:
N

J, (t + \) = £f (t + l) + Yj

/ {t - N)

(r +1 - (x +1)) -

(4.6)

x=0

Extracting the constant value e~^ from the second term on the right hand side gives the
following:

y^.(r + l) = ^2^r + l) +6'^ Z
..1=0

1
J

-/l(V+l) „1

etit-N)

(4.7)

The value inside the brackets is identical to Eq. (4.1) so therefore the equation becomes:
J,{t + \) = £^{t + \)+ e M,(t)-e“'^^''^'^ff(r-A)

(4.8)

Examining Eq. (4.8) it can be seen that the current cost of a model can be calculated by
using the current error, the previous cost and also an error N +1 samples in the past.
The need to include this previous error is unfortunate as it means that this recursive
method needs to store all the previous N -1 errors and therefore there is no saving in
memory usage. There is however a considerable saving in computation time as this
method only requires 3 multiplications and 2 additions in the calculation of the cost
regardless of the number of previous errors included in the switching rule. An
alternative is to consider
J,{t) = ^e-^£f{t- j)
7=0

A >0

(4.9)
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Direct implementation of this switching rule is not practical due to the excessive
memory requirements. However, implementation of a recursive version of equation Eq.
(4.9) can lead to a significant reduction in both the memory and computation time
required to calculate each model’s cost. Consider, Eq. (4.9) at the next sampling instant;
r+l

+

=

^^>0

+

(4-10)

j=Q
Extracting the current error squared term from the summation and modifying the index
appropriately yields;
y, (r +1) = ef (/ +1) + X

(' +1 - j)

(4.11)

y=i

Again the index y = 1 —> A +1 is replaced by the index x = 0

N , giving;

t

(4.12)
.f=0

Moving the constant value e~^ outside the summation gives the following;

1
J

J.{t + \) = £fit + l) + e'
.x=0

(4.13)

The value inside the brackets is identical to Eq. (4.9) so therefore the equation becomes;
J.(t + \) = £f(t + l) +

(4.14)

Examining Eq. (4.14) it can be seen that the current cost of a model can be calculated by
using the current error and the previous cost. This recursive method only needs to store
the previous cost of each model, Ji(t) and the computation simply requires 2
multiplications and a single addition.
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Figure 4.1: Computation time of recursive algorithm versus non-recursive algorithm

rs

Figure 4.1 shows the computation time required by each method in simulation.
The cost functions were calculated for 5 models and the value of A, was set equal to 0.02
for all simulations. The number of errors that contribute to the non-recursive algorithm
is varied from 10 to 100 and it is seen that the execution time of the non-recursive
algorithm rises linearly as the number of errors increase. However, the computation
time for the recursive algorithm remains constant in all simulations. A drawback of the
recursive algorithm is the loss of one of the tuning parameters of the switching rule. It is
no longer possible to dictate exactly how many past errors contribute to each models
cost. However, by choosing \ carefully it is possible to incorporate this information.

4.3 Effects of dead-zone on multiple model control
In the multiple model scheme the control signal applied to the plant is also applied
to all of the models representing the plants various operating regions. If a model
corresponds to the plants current operating region, then the error associated with this
model should be zero. Actuator non-linearities may pose a serious problem, as this
nonlinear dynamic cannot be incorporated into linear models.

The plant used to

investigate this phenomenon is a flexible link. As seen in chapter 2 a dead-zone is
present in the flexible link. A linear model of the flexible link was obtained using a
sampling period of O.OIs as;
O.OOQ358q ‘ -KQ.007673q " -Q.0159Iq'^ -^0.00826q
l-3.572q‘' +4.826q-" -2.92q'^ -h0.6667q "

(4.15)

Figure 4.2: Model validation Structure

The block diagram of figure 4.2 was used to validate the model. The model is
placed under Generalised Predictive Control (GPC) and its output is compared to the

*''hap.: 4: / 'o^^’Hed I 'iiliiple I'lodei ^'r>ntro':
output of the plant under GPC control. The input signal is a square wave of amplitude
0.5V and frequency 0.1 Hz. The GPC controller’s parameters are [Ni N2 Nu] = [1 100
3], Xc = 2,T Polynomial = (1 - 0.85q'')'* and P Polynomial = 1. Both the model and
plant output, as well as the error between the model output and the plant output are
shown in figure 4.3.

Figure 4.3: Model validation results (a) comparison of model and plant output
(b) error between model and plant output

This model is now examined, in a similar manner to how it operates in the
multiple model scheme, figure 4.4. The error associated with this model should be zero.
Both the model and plant outputs as well as the error between the model output and the
plant output are shown in figure 4.5. Examining this error it can be seen that even
though the model was developed for the current operating region, the error associated
with this model is not zero. This non-zero error, when applied to the switching rule,
suggests that the current model is incorrect and therefore an alternate model may be
chosen and an incorrect controller applied to the plant.

Figure 4.4: Model under multiple model scheme
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Figure 4.5: Model under multiple model set-up results (a) outputs of both the
plant and model (b) error associated with the model
Examining the control signal entering both the plant and the model in figure 4.4
shows the reason for the type of error shown in figure 4.5. This control signal,
illustrated in figure 4.6, settles at a non-zero value. This has no effect on the output of
the plant, due to the dead zone in the process. However, as the model contains integral
action this non-zero control signal is integrated and the result of this is seen in figure
4.5(a).

Figure 4.6: Control signals entering plant and model under GPC control

Two solutions to this problem are now examined. The first involves the estimation
of the dead-zone and the inclusion of this dead-zone in the model of the plant as shown
in figure 4.7. A drawback of this method is that the estimation of dead-zone must be
exact. If the actual dead-zone is from -0.11 to 0.09 but the estimate of the dead-zone is
from - 0.1 to 0.1 then the output of the model is seen to drift from the actual output of
the plant, as shown in figure 4.8(a). Therefore the error associated with the model,
shown in figure 4.8(b), is still not zero.
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Figure 4.7: Inclusion of dead zone in model
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(b) error associated with the model
A second solution is to insert a pair of filters that remove dc levels. These filters
are placed as shown in figure 4.9. As the filters are not part of the closed loop they do
not affect the overall performance of the controller plant pair but they will affect the
error associated with each model and therefore help the switching rule ensure that the
correct model is chosen at each instant. In this application the filter transfer functions
are given by;
1

..u

yfit) = —-'^■1.—y(0;

a-a<7'‘)“

/I

-\\nb
-\\nh

o-a?-')

(4.16)

where 0 < 3 < 1 and nb, na e
For the particular example discussed here the filter parameters were chosen, by
trial and error, as 3 = 0.3 and nb = na = \. The results obtained using these filters are
shown in figure 4.10. The error is now quite close to zero implying that this model
represents the current operating region of the plant.
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Figure 4.9: Filtered models under multiple model set-up
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Figure 4.10: Filtered models under multiple model set-up results
A difficulty with this approach is that the step responses of the filters will
eventually go to zero. This can lead to a problem if the time between set-point changes
is very long, as the inputs and thus the outputs of all models will tend towards zero and
therefore selection of the correct model can be difficult. One solution is to choose N to
be large or X to be small so that the switching rule will retain information regarding the
performance of the model at the last set point change. An alternative, as discussed in
§4.4, is to disable the switching rule between set-point changes.
The effect of a dead-zone on the multiple model scheme when the process does
not contain integral action is now examined. A simple first order system defined by{\-0.Sq~^)y{t) = 0.2q~^u{t) (sample period Tv = 0.1s) is examined. The value of
dead zone used is once again defined by -0.11 to 0.09. The set-up shown in figure 4.11
is used to examine the effect of the dead-zone in this case. The input is chosen as a
square wave with a frequency of 0.05Hz and a peak-to-peak voltage of 2V.
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Figure 4.11: Model in multiple model set-up
The outputs of the model with and without the dead-zone are shown in figure
4.12(a). The error between both outputs is shown in figure 4.12(b). The error is again a
non-zero value.
1
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-1

1.5

-

Figure 4.12: Non-integrating plant results (a) output of plant both with
and without dead-zone (b) error between both outputs
As before, a pair of filters, defined by Eq (4.16) with 3 = 0.3 and na = nb = \ was
introduced into the scheme, the results are depicted in figure 4.13. Once again the
introduction of the filters result in the error decaying to zero after a couple of samples.
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Figure 4.13: Filtered non-integrating plant results (a) output of plant both
with and without dead-zone (b) error between both outputs
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4.4 Disabling the Switching Rule
When using the multiple model technique, if the switching rule is well designed
then most incorrect switches will occur in the period between set-point changes.
Incorrect switching arises as each model output settles to the same value and therefore
the associated errors are similar. If the time between set-point changes is sufficiently
long, the cost associated with each model becomes comparable and an incorrect
switching can occur. The use of hysteresis can help to reduce this problem but
hysteresis on its own may be insufficient in some cases. An alternative technique is to
disable the switching rule between set-point changes. This method is similar to
techniques used in recursive parameter estimators where it is considered reasonable to
estimate only when the absolute value of the useful excitation energy exceeds a
specified threshold.
1 error I > threshold

set point

process
response
, threshold
error
enabled
disabled

Switching
Rule
Enabled
start
stop

Figure 4.14: Enabling/disabling of switching rule
Figure 4.14 illustrates this idea. Firstly, the switching rule calculates the costs
associated with each model at every sampling instant regardless of whether it is enabled
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or not. The index produced by the switching rule may only change during the period
when the switching rule is enabled. To decide when the rule is enabled the error
between the set point and the process output is calculated. When the absolute value of
this error is greater than a threshold set by the designer then it is assumed that a setpoint change has occurred. It is possible that all the errors may have converged to zero
in the period between set point changes due to the filters described in the previous
section. For this reason the algorithm can remain inactive (disabled) for a number of
samples, specified a priori by the designer (start). This allows the algorithm to obtain a
more accurate estimate of which model best represents the process. Once this time
frame has elapsed then the switching rule is enabled for a specified period of time (stop)
and subsequently the rule becomes disabled again until the next set-point change is
detected.

4.5 Disturbances
If a disturbance occurs at the process output or input of the plant then the model
outputs will be biased with respect to the output of the plant leading to the possible
selection of an incorrect model. Examining the multiple model structure, in particular
the error associated with the models, elucidates this problem.
---------------^
w Models

MGu — MpA^
J
^
i

u

---------------^

Plant

Gu

-------------------------------------- ^

Figure 4.15: Multiple model scheme with no disturbances
Figure 4.15 illustrates the case where the multiple model scheme is operating in
the absence of disturbances. Assuming that the model M, represents the current
operating region of the plant then G = M- and therefore y(t) - y-it) = Gu -Mpi, the
error associated that model, is zero. The case when an output disturbance occurs is
shown in figure 4.16. Again, if one of the models represents the current operating region
of the plant then G = Mi and therefore Gu — MlU = 0 as before. However, there is now
an extra term associated with the error, D. This means the error associated with the
coirect model is no longer zero and therefore it is biased by the disturbance. A
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consequence is that an alternative model, may yield a lower cost and therefore be
chosen as the correct model. This creates a serious problem for the switching rule.
Gu — A/1

M :U

Models

-\- D

i

Plant

o

Gu

V Gu + D

------- ►

D ---Figure 4.16: Multiple model scheme with output disturbance

Finally, the occurrence of an input disturbance is illustrated in figure 4.17. The
error associated with the correct model is now biased by the product of the plant and the
input disturbance, again creating a problem for the switching rule.
M pi

Models

Gu — A/I; u + GD
I---------i

o

D^
)-------►
\U

Plant

Gu + GD

^

D ---Figure 4.17: Multiple model scheme with input disturbance
One remedy to this problem, recommended by Griffin (2002), is to include
filters on the control signal and process output. This is shown in figure 4.18 for the case
where an output disturbance is present. As before, the analysis begins with the
assumption that G = M,, therefore Gw - M, w = 0 and also F{Gu - Mpi) = 0 where F is
the filter transfer function. However, instead of the error being biased by the term D it is
now biased by the product FD. Therefore, if an output disturbance is present, to ensure
correct switching the term FD must be equal to zero, which is possible provided some
information is known about the nature of the disturbance
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Figure 4.18: Filtered multiple model scheme with output disturbance

The use of filters in the presence of an input disturbance is shown in figure 4.19. This
time the error is biased by FGD. To ensure correct switching this term must be equal to
zero.

Figure 4.19: Filtered multiple model scheme with input disturbance
Therefore the criteria for ensuring correct switching in the presence of disturbances are:

FD = 0

(4.17)

in the presence of output disturbances, and

FGD = Q

(4.18)

in the presence of input disturbances.
Two examples will be used to demonstrate the use of filters in solving the
problems created by disturbances. The first example uses models of a flexible
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transmission system, corresponding to the application of 0%, 50% and 100% loads,
provided by Karimi et al (2001). The second example utilises models of a flexible link
for 0%, 50% and 100% loads.

4.5.1 Flexible Transmission System Example
The flexible transmission system has been used as a benchmark system in robust
digital controller design. The sampling time used is 0.05 seconds and the plant contains
a time delay of two sampling periods. The models of the flexible transmission system
corresponding to 0%, 50% and 100% loads are:

M, =

^“"(0.4693q' +0.3957q‘")
l-1.375q ' +1.587q-" -1.317q'^ +0.932^'“

(4.19)

_______ ^~^(o.l785q~^ +0.1529q'^)_______
Mo =

l-1.937q-^ +2.154q'^ -1.849q'^ +0.9301q''^

(4.20)

________^~^(o.l033q'^ +0.085q'^)________
M3 =

l-2.069q'^ +2.289q'^ -1.982q-^ +0.9413q''^

(4.21)

In the simulations presented the plant load changes from 0% to 50% after 25
seconds and then from 50% to 100% load after a further 20 seconds. No adaptive
models are used so the switching rule can only choose between the three fixed models
defined above. As the same GPC parameters provide adequate performance it was
decided to use the single adaptive controller set-up. A white noise with zero mean and a
variance of 7*10’^ is added to the output. The settings used by the adaptive GPC and the
switching algorithm are given in table 4.1 and table 4.2 respectively.

Table 4.1 GPC Parameters
Parameter Name
Value
1
N,
20
N2
3
Nu
2
P Polynomial
1
1 - 1.5q^ +0.56q^
T Polynomial

Table 4.2 Switching Rule Parameters
Parameter Name
Value
0.02
X
hysteresis
0.001
threshold
0.2
start
0
stop
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Figure 4.20: Flexible Transmission system (a) with no disturbance (b) with output
disturbance only (c) with input disturbance only

Figure 4.20 shows the results for the flexible transmission system under multiple
model control when no filters are used. Figure 4.20(a) shows the case where no
disturbances occur; in this situation the output of the switching rule follows the true
index of the plant perfectly. In figure 4.20(b) a disturbance of 0.25 volts is added to the
output after 15 seconds, it can be seen that this leads to selection of incorrect models at
certain instances, which leads to inferior closed loop performance. In figure 4.20(c) a
disturbance of 0.25 volts is added to the input of the plant after 5 seconds. Again this
results in the selection of incorrect models at certain instances, leading to inferior closed
loop performance. Filters on the control signal and the process input are introduced. The
filter values that are chosen are:
uJt) =

\-q'
■u(t)
\-0.9q'

(4.22)

The criteria for rejecting output and input disturbances given by Eq. (4.17) and Eq.
(4.18) are examined for these filter choices, in the presence of step disturbances. The
results of these criteria are presented in figure 4.21. From these graphs it is seen that
FD = 0 after approximately 3 seconds while FGD = 0 after approximately 20 seconds.
As both of these signals do not decay to zero instantly there is a possibility that
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temporary incorrect switching can occur due to a disturbance. These filters are now
tested in the overall multiple model control scheme.

Q

Figure 4.21: Disturbance rejection criteria for (a) output disturbances
(b) input disturbances
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Figure 4.22: Filtered Flexible Transmission system (a) with output disturbance only
(b) with input disturbance only (c) with output and input disturbances
In figure 4.22(a) a disturbance of 0.25 volts is added to the output after 15
seconds, it can be seen that the use of the filter leads to the selection of the correct
models. In figure 4.22(b) a disturbance of 0.25 volts is added to the input of the plant
after 5 seconds. Again, in the filtered case the correct models are chosen. Finally, figure
4.22(c) shows the case where both input and output disturbances occur and it is seen
that the filtered case still selects the correct models. A 38% overshoot occurs after about
8
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30 seconds for the three simulations of figure 4.22, but none is present in figure 4.20(a).
The reason for this is that the switch from model one to model two occurs after 30.25
seconds in figure 4.20(a), while this switch occurs after 30.45 seconds in figure 4.22.
This slight delay in the switching is the cause of the overshoot.

4.5.2 Flexible Link Example
The models for the flexible link were obtained using the system identification
toolbox in MATLAB. Models were obtained when 0%, 50% and 100% loads were
applied to the plant. The sampling time used is 0.01 seconds and the models each
contain a pole at unity. The identified models are:
_ 0.000358q ' +0.007673q'^ -0.01591q ^ +0.00826q"'
l-3.572q ' +4.826q-" -2.92q-^ +0.6667q "
4

A

-

2

Q-QQ1757q ' +0.002035q"" -0.008953q-^ +0.005347q
^
„-l . c t
_-2
o im_-3
l-3.67q ' +5.l07q-^ -3.l97q ^ +0.760lq

^ _ 0.000488q ' +0.006803q ^ -0.0l498q ^ +0.007746q
l -3.648q ‘ +4.99lq"^ -3.036q'^ +0.693q"'

(4.23)

(4.24)

(4.25)

As in the previous example the plant load changes from 0% to 50% after 25 seconds and
then from 50% to 100% after another 20 seconds. A white noise signal with zero mean
and a variance of 0.1*10'^ was added to the output. The settings used by the adaptive
GPC and the switching rule are given in table 4.3 and table 4.4 respectively.
Table 4.3 GPC Parameters
Parameter Name
Value
Ni
1
N2
100
Nu
3
Xc
2
P Polynomial
1
T Polynomial
(1 -0.85q‘)^
Table 4.4 Switching Rule
Parameter Name
X
hysteresis
threshold
start
stop

Parameters
Value
0.02
0.001
0.2
5
100
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The filters used in the flexible transmission example are again used in this
example. The output disturbance criteria is the same as that shown in the figure 4.21(a),
therefore FD settles to a value of zero, while the input disturbance criteria must be re
examined. The results for the input disturbance criteria are shown in figure 4.23. It can
be seen that FGD does not settle to a value of zero
—
—
—
-

0.4

0.3
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Figure 4.23: Disturbance criteria for input disturbances in flexible link
Figure 4.24 presents the results obtained for the flexible link using these filters.
Figure 4.24(a) presents the responses in the absence of disturbances and it is seen that
perfect switching occurs. In figure 4.24(b) a disturbance of 0.25 volts is added to the
output after 15 seconds, this disturbance causes a switching to an incorrect model but
the correct model is quickly reselected and from this point on the switching is correct. In
figure 4.24(c) a disturbance of 0.25 volts is added to the input of the plant after 5
seconds and incorrect models are frequently selected due to the non-zero value of FGD
that biases the error associated with each of the models. The natural solution to this
problem is to look for a filter that makes FGD equal to zero. The reason that the filtered
output settles at a value of zero in the flexible transmission example is due to the
presence of a zero at unity in the filter. However, in the flexible link example the
presence of a pole at unity cancels with the zero at unity in the filter and results in a
non-zero steady state value for FGD. A solution is to select a filter that has a double
zero at unity. Therefore, the first zero still cancels with the process pole at unity but the
second zero ensures that the steady state value of FGD is zero. The new filter transfer
function is given by Eq. (4.26).
(l-^-‘)(l-^-')

(l-0.8^“‘)(l-0.8(?“’)
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Figure 4.24: Filtered Flexible Link system (a) with no disturbance (b) with output
disturbance only (c) with input disturbance only

Both the output and input disturbance rejection criteria are examined for this
choice of filter and the results are shown in figure 4.25. The output disturbance criteria
is again satisfied and with the inclusion of the second zero, at z = 1 ,/GD has a steady
state value of zero which means there is no constant bias on the errors due to the
presence of an input disturbance. The results achieved using this filter are presented in
figure 4.26. The settings for the GPC controller and the switching rule are those given in
table 4.3 and table 4.4
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Figure 4.25: Disturbance rejection criteria of filter with double zero at z = 1
8^

" 'hapter : / odified t- ^ultipir Model Control
Model Number

Model Number

Model Number

4

4

3

3

2

2

1

0

0

20

40

60

80

1

rule index
true index

— rule index
- - true index
20

40

60

0

80

0

r(t) and y(t)

r(t) and y(t)

mle index
true index

1

1

0.5

0.5

0

0

20

40

60

80

r(t) and y(t)

.4-

0.5

0.5

-

-

— output
- - input

-1

-1

1.5

1.5

-

-

0

20

40

60

80

u(t)

2
1
0
-1

-2
20

40

60

80

20

40

Time

Time

(a)

(b)

60

80

(c)

Figure 4.26: Flexible Link system with filtered model outputs (a) with input disturbance
(b) with output disturbance (c) with input and output disturbance
Figure 4.26(a) illustrates the scenario where an input disturbance of 0.25 occurs
after 5 seconds, it is seen that the switching is correct. Figure 4.26(b) presents the results
when an output disturbance of 0.25 occurs after 15 seconds and again no incorrect
switching occurs (not even the momentary incorrect switching that was seen in figure
4.24(b)). Finally figure 4.26(c) shows the case where an input disturbance of 0.25
occurs after 5 seconds and then an output disturbance of 0.25 occurs after 15 seconds
and again no incorrect switching occurs. Therefore the introduction of the second zero
at z = 1 in the filter has eliminated the effect of input disturbances when the multiple
model scheme is applied to the flexible link.
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Chapter 5: Multiple Model Control Results

5.1 Introduction
This chapter describes a set of real-time experiments conducted to demonstrate the
performance of the multiple model technique. With the focus on time varying processes,
a suitable system, namely a flexible link was chosen. The variations in this process
occur due to changes in the process load. The performance of the multiple model
scheme is then compared with a single robust Generalised Predictive Controller, that is
automatically tuned using a genetic algorithm. Section 5.2 describes the robust
controller used throughout this chapter. Section 5.3 describes the application of the
multiple model control scheme to the flexible link. These results are compared to the
results obtained using a single, robust controller. Finally, an alteration is made to the
flexible link in §5.4 to increase the variation of the process as the load varies and again
both the multiple model controller and the robust controller are applied to the process.

5.2 Robust Controller Design
The robust controller used is an autotuned GPC presented by O’ Mahony (2002).
The robust control paradigm centres about the determination of a single nominal model
and estimates of the corresponding model uncertainty. To guarantee stability it is
required that Eq (5.1) be satisfied, Doyle et al (1990).
(5.1)
where .^represents the complementary sensitivity function
CM,.
1 + CM.
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where M„ represents the nominal model and C the compensator. In Eq. (5.1)
represents an upper bound on the multiplicative uncertainty, A^, defined as
A

^
=-------------

1

1

(5.3)

where M represents the true plant. A graphical description of this criterion is shown in
figure 5.1

Figure 5.1: Graphical depiction of robust stability criterion
A trial and error technique could be used to select the GPC parameters so that criterion
described in Eq. (5.1) is satisfied. However, due to the numerous GPC tuning
parameters, {/?i, m, n^, X, T polynomial, P polynomial}, this is not recommended.
Instead a genetic algorithm is employed to select a set of GPC parameters that satisfy
Eq. (5.1)

5.3 Flexible Link Results
In this scenario, the objective is to control the angular position of the link as
measured by the sensor at the fixed end of the link. The first step in implementing the
multiple model scheme is to identify models of the flexible link at different operating
regions. A diagram of the flexible link is shown in figure 5.2. Variations in the process
occur due to the addition of a mass at different points on the flexible link. For
simplicity, the following terminology will be used when referring to the variations of
the flexible link. Figure 5.2(a), is referred to as the unloaded link. Figure 5.2(b), where
the mass is attached at the end of the flexible link corresponds to the fully loaded
87

i odel Control

:!tS

scenario. As the weight moves towards the motor the effect of the load becomes less
and therefore when it is placed at the halfway point it is referred to as the half-loaded
position, see figure 5.2(c). Two other models are considered, the three-quarter-load case
and the one-quarter-load case. This gives a total of five models to describe the range of
operation of the flexible link.

(b)

(c)

(d)

Figure 5.2: Diagram of Flexible link (a) side view of unloaded case (b) side view of
fully loaded case (c) side view of half loaded case (d) top view of unloaded case
Figure 5.3 shows the step responses at each of the five chosen operating regions,
when the plant was placed under proportional control with K = 4. An examination of
these results reveals that both the frequency of oscillation and the damping factor vary
as the load varies.

Figure 5.3: Step responses of the five operating regions
under proportional control with K = 4
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The impulse response identification technique, with a sampling rate of Ts = 0.01,
was used to determine the five models of the flexible link. The five models identified
are given by Eq. (5.4) to Eq. (5.8), where Eq. (5.4) corresponds to the unloaded case and
Eq. (5.8) to the fully loaded case. Equations (5.5), (5.6) and (5.7) represent the quarter,
half and three-quarter-loaded cases respectively.
- 0.0013^~‘ +0.0121^-^ -0.0093(?~^ -0.01+0.0106^"^

(5.4)

1 - 2.553^“' +1.253^'^ -h 1.788^'^ - 2.093q~'^ + 0.6055q~^

M,iq) =

M^(q)

M,{q)

0.00\9q~^ -0.0004q~^ -O.OOSSq'^ +0m01q~^ -0.003Sq~^

(5.5)

1 - 4.501^"‘ -H 8.182^"^ - 7.5141^“^ -h 3.486^"^ - 0.6534^“^
0.0009^~‘ -F 0.003-0.0151^~-^ +0.0149^^ -0.0046g -5
1 - 4.41g"‘ + 7.824<7“^ - 6.9Slq~^

(5.6)

3.144^"^ - 0.5708^"^

0.0005^“' +0.0065^“^ -0.006^“" -0.0088^'^ -h 0.0081^ -5
(5.7)

-4 + 0.5381^ -5
-3 -1.766^"^
1 - 2.742^"* -K1.803^“" + 1.167^“"
-3

-4

-5

+ 0.0089^
M,iq) = 0.0007^"’ -h 0.0098^'^ -0.0082^“" -0.0097^^
-4
-5

(5.8)

1 - 2.588^“' +1.269q~" +1.832^“^ - 2.115^“^ + 0.6013^

5.3.1 Multiple Model Control of the Flexible Link
A controller for each of these models was designed using the genetic algorithm
described in §2.5. The objective of these controllers is to minimise the lAE of the servo
and regulatory responses. The settings used by the GPC controllers are given in tables
B.16 - B.20, the resulting closed-loop performance is illustrated in figure 5.4 and
summarised in table 5.1.

Table 5.1: GPC results for flexible link operating regions

Operating
Region

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

unloaded

18.81dB

oo°

0.29s

0.87s

2%

Va loaded

25.45dB

oo°

0.3s

0.86s

2%

Vi loaded

21.11dB

oo°

0.43s

0.91s

-

% loaded

10.92dB

oo°

0.5s

0.76s

-

fully loaded

12.18dB

oo°

1.12s

0.89s

-
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(a)

Figure 5.4: GPC control of flexible link operating regions
(a) input and output (b) control signal
Given these controllers, the overall multiple model structure can now be
implemented. Firstly, it was decided to use five fixed models and not to include a free
running or a reinitialised adaptive model. Hence, the controller was implemented using
the five fixed controllers defined by the parameters of tables B.16 - B.20. A square
wave set point was chosen that varied between ±0.5V with a frequency of 0.05Hz. The
experiment began with the load placed at the quarter-load operating region. The first
change occurred after 45 seconds to the half-load position and all subsequent changes
occur at 40 second intervals, in the following sequence; three-quarter load, full load, no
load, full load, three-quarter load, half load and quarter load. The settings used by the
switching rule are given in table 5.2. During each operating region, an output
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disturbance of magnitude 0.3V and input disturbance of magnitude 0.3V occurred.
Filters were included, as described in §4.5, to counteract the effect of these
disturbances. The filter transfer functions were chosen to be:
(5.9)

Fiq) =

Table 5.2 Switching Rule Parameters
Value
Parameter Name
0.02
X
0.002
hysteresis
0.15
threshold
50
start
150
stop
The results achieved using the multiple model scheme are shown in figure 5.5. The
switching algorithm correctly detected all variations in the process and no incorrect
switching occurred as a result of these disturbances. From figure 5.5 it is evident that an
overshoot occurs at each switching instant. The start parameter was the main reason for
this overshoot as it introduces a slight delay (0.5s) into the switching algorithm.
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Figure 5.5: Results of flexible link under multiple model control with start = 50
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However, if the start parameter was set to zero numerous incorrect switches occur, see
figure 5.6. Most of the incorrect switches arise after a disturbance occurs and result in
poor disturbance rejection.
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Figure 5.6: Results of flexible link under multiple model control with start = 0

5.3.2 Robust Control of the Flexible Link
The robust control design paradigm is based on a single nominal model. This
nominal model was selected by considering the uncertainties, Eq. (5.3), associated with
each of the models, Eq. (5.4) to (5.8). To illustrate consider the case where Eq. (5.4)
(unloaded link) is chosen as the nominal model M„\ the resulting uncertainty bounds,
Al, where M = {Eq. (5.5), Eq. (5.6), Eq. (5.7), Eq. (5.8)} are shown in figure 5.7. It is
evident that at high frequencies the upper bound on the uncertainty,

, corresponds to

the case where the link is fully loaded. This makes intuitive sense as the discrepancy
between the unloaded and fully loaded link would be larger than any of the other
alternatives. This test was repeated for each of the four remaining models and it was
found that the fully loaded link also represents the greatest uncertainty when the
nominal model was chosen at the quarter load and half load positions. In contrast, the
unloaded model represents the upper bound on the uncertainties when the three-quarter
loaded and fully loaded models are selected as the nominal models.
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Figure 5.7: Uncertainties when unloaded model is chosen as nominal model
These five uncertainties, i.e. the upper bounds for each of the nominal models,
are then compared, figure 5.8. The nominal model is selected based on closed-loop
bandwidth considerations. Comparing the choices a) nominal model = fully loaded
model, b) nominal model = three-quarter-loaded model and c) nominal model = halfloaded model reveals that a higher bandwidth may be achieved through the choice of c).
Figure 5.8 suggests that choosing the nominal model as either the unloaded, quarterloaded or half-loaded model places similar constraints on the closed-loop roll-off. Initial
experimentation suggested that the half-loaded model yielded better closed-loop
performance, consequently this model was chosen as the nominal model.

Figure 5.8: Maximum uncertainty associated with each of the models
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With the half-load model as the nominal model, the GPC parameters, as
determined by the genetic algorithm optimisation are given in table B.21. The
magnitude response of 1/^achieved using this controller is shown in figure 5.9. Also
shown in this figure are the uncertainty bounds, Al, when the half loaded model is
selected as the nominal model. It is evident from figure 5.9 that the criterion defined in
Eq. (5.1) is satisfied and therefore stability is guaranteed for all operating regions of the
flexible link.

Figure 5.9: Robust stability criteria
The closed-loop results for each of the operating regions are shown in figure
5.10 and these results are summarised in table 5.3. The single robust controller is clearly
stable for each of the five operating regions.

Table 5.3: Robust GPC results for flexible link operating regions
Operating
Region

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

unloaded

18.08dB

oo°

0.57s

1.11s

-

V4 loaded

23.75dB

oo°

0.58s

1.14s

-

Vz loaded

21.58dB

oo°

0.35s

1.18s

3%

% loaded

20.05dB

oo°

0.74s

1.05s

13%

fully loaded

19.59dB

oo*^

1.48s

1.11s

22%

'liple ^
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(a)

Figure 5.10: Robust GPC control flexible link operating regions
(a) input and output (b) control signal

A final test of the robust controller is to examine its performance online, in the
presence of load variations. In this test the process begins at the quarter-load operating
region and changes to the half-load position after 45s with further changes occurring
every 40 seconds in the following sequence; three-quarter-load, full-load, no load, full
load, three-quarter-load, half-load, quarter-load. The results are shown in figure 5.11
and comparing these to the results achieved using the multiple model controller, figure
5.5, the robust controller eliminates the additional overshoot that occurred due to load
changes.
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5.3.3 Comparing Robust and Multiple Model Control of Flexible Link
A detailed comparison of the results achieved in both experiments is given in table
5.4, where MMC = Multiple Model Control, RC = Robust Control. For each of the
operating regions, the gain and phase margins achieved by both controllers are quite
similar. For the unloaded case, the multiple model controller offers faster settling and
disturbance rejection times, the only drawback is the slight overshoot that is present.
However, it clearly outperforms the robust controller for this operating region. The
results for the quarter-load test are similar to the results achieved in the unloaded case.
When the half-load is applied the robust controller has a faster settling time than the
multiple model controller. However, the multiple model controller has a faster
disturbance rejection time as well as smaller overshoot. In the three-quarter loaded
operating region the multiple model controller has faster settling and disturbance
rejection times than the robust controller. The results for the fully loaded operating
region are similar to the results achieved in the three-quarter-loaded region. Clearly, the
multiple model controller offers a more consistent level of performance, than the robust
controller, across the full range of operation of the flexible link. A drawback of the
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multiple model controller is the extra complexity and therefore the extra computational
burden associated with it. Simulations indicate that the average execution time of the
multiple model approach was 0.86ms per sampling instant. The single robust controller
does not suffer from this extra computational overhead and its average execution time
per sample (in simulation) was 0.36ms.
Table 5,4: Comparison of controller results for flexible link
95%
95%
Percentage
Phase
Gain
Operating
Disturbance
Settling
Overshoot
Margin Margin
Region
Rejection
Time
°

0.29s

0.87s

2%

*^

0.57s

1.11s

-

°

0.3s

0.86s

2%

ocP

0.58s

1.14s

-

00

°

0.43s

0.91s

-

21.6dB

00^

0.35s

1.18s

3%

MMC

10.9dB

00°

0.5s

0.76s

-

RC

20.1dB

00°

0.74s

1.05s

13%

MMC

12.2dB

00

°

1.12s

0.89s

-

RC

19.6dB

00

°

1.48s

1.11s

22%

MMC

18.8dB

00

RC

18.1dB

00

MMC

25.5dB

00

RC

23.8dB

MMC

21.1dB

RC

unloBded

V^x loaded

V2 loaded

% loaded

fully
loaded

5.4 Control of the Flexible Link Tip Position
The flexible link is equipped with a second sensor, a strain gauge, which can be
used to measure the deflection of the tip. Figure 5.12 shows the reading taken by both
the strain gauge, b, and the sensor used in §5.3, a. Clearly, if both sensors are used, it is
possible to control the position of the tip of the flexible link, which will be used as the
process output in the following sections.
Table 5.5: Angular to voltage conversion table for strain gauge
Angular displacement (deg)
Voltage (V)
-4.21
-15
-10
-2.82
-5
-1.43
5
1.39
10
2.81
15
4.24
97

' hapter 5:

Ifiple ■"

Control Results

Figure 5.12: Sensor measurements of the Flexible link
To control the tip position the output of the strain gauge must be calibrated.
Recall, from §2.2, that the sensor used in the previous sections had a sensitivity of one
volt per 32.6°. For a range of angles the corresponding strain gauge readings are given
in table 5.5. From this table it is possible to calculate the sensitivity of the strain gauge
as one volt per 3.57°. This means that the strain gauge is approximately 9.13 times more
sensitive than the previous sensor. Therefore, the overall tip position is calculated using
the following equation

y{t) = a{t) +

b(t)

(5.10)

9.13

The five operating regions that were used in the previous section are used again
and identification of these models is performed using the impulse identification
technique using a sampling period of

= 0.01. The identified models are given in Eq.

(5.11) to (5.15), corresponding to the unloaded, quarter-loaded, half-loaded, threequarter-loaded and fully loaded operating regions respectively.

M^(q) =

-4
-0.0116^~‘ +0.0252^-^ -0.0168(?~" -h 0.0021^-^

0.0026^ -5

--4 -0.7193^
1 - 3.309^“‘ -h 4.876^“" - 4.482^“^ + 2.635^”^

0.0136^"‘+0.0363(7~^-0.0328^“^+ 0.0088^"^-0.0021^”^

^

(5.11)

-

-3

-4
-F 7.32- 6.975^'" + 3.575(?“"
- 0.7816^ -5

1-4.1

0.0115^"‘

^

_ -

+

0.0309^’^ -0.0317^'^

0.0145^“^ -0.0016^“^

+

1 - 4.053^“* -h 7.08^'^ - 6.751^“^ -f 3.498^“"^ - 0.7743^“^

M,{q)
^
^

(5.12)

(5.13)

-2
-A +0.0013^ -5
0.0124^“* -h 0.0275^“"
-0.0202^”" + 0.0046^^

-2 - 5.109^“" -h 3.042^“^ -0.798^'
1 - 3.389^“^ -f- 5.254^“^

0.0038^“^ -F 0.0096^“^
c
^ - 0.0066^ ^ -h 0.0038^~^
0.0096^"-^ - 0.0035^^
- 0.0028^"^
-1 - 0.6177^"^ 0.5044^-^ -H 1.385^"^ - 0.8929^“^
1-1.319q~^
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Figure 5.13 shows the step responses at each of the five chosen operating
regions, when the models are placed under proportional control with A!" = 2. An
examination of these results reveals that both the frequency of oscillation and the
damping factor vary as the load varies. The process response for the tip position control
problem is more under-damped than the previous, angular position, problem. Therefore,
the tip position is harder to control and this is reflected in the following results.

Figure 5.13: Step responses of the five operating regions
under proportional control with K = 2

5.4.1 Multiple Model Control of the Flexible Link Tip Position
A controller for each of these models was designed using the genetic algorithm
described in §2.5. The settings used by the GPC controllers are given in tables B.22,
B.23, B.24, B.25 and B.26. The results of these controllers are shown in figure 5.14 and
these results are summarised in table 5.6.

Table 5.6 : GPC results for operating regions of flexible link tip position
Operating
Region

Gain
Margin

Phase
Margin

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

unloaded

10.56dB

44.58°

0.64s

1.11s

-

Va loaded

30.85dB

00°

0.67s

0.9s

3%

Vi loaded

45.13dB

oo°

0.36s

0.5s

-

% loaded

oodB

oo°

0.45s

1.81s

-

fully loaded

°odB

oo°

1.2s

1.18s

-
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Figure 5.14: GPC control for operating regions of flexible link tip position
(a) input and output (b) control signal

The overall multiple model structure was then implemented. Again, it was
decided to use five fixed models and not to include a free running or reinitialised
adaptive model. The controller was implemented using the five fixed controllers,
defined by tables B.22 - B.26. The set point was chosen to be a square wave that varied
between ±0.5V with a frequency of 0.05Hz. The experiment began with the load placed
at the quarter-load operating region. The first change occurred after 45s to the half-load
position and all subsequent changes occurred every 40 seconds in the following
sequence; three-quarter load, full load, no load, full load, three-quarter load, half load
and quarter load. The settings used by the switching rule are given in table 5.7. During
each operating region, an output disturbance of magnitude 0.3V and input disturbance
iOO
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of magnitude 0.3V occurred. Filters were included, as described in §4.5, to counteract
the effect of these disturbances. The filters were chosen as:
/I

F(^) =

-1\2

(1-^ )

(5.16)

(1-0.8^“*)^

Table 5.7 Switching Rule Parameters
Value
Parameter Name
0.02
X
0.0015
hysteresis
0.15
threshold
50
start
150
stop

The results achieved using the multiple model scheme are shown in figure 5.15. The
switching algorithm correctly detected all variations in the process and no incorrect
switching occurred, despite the disturbances that were present.

^
B

4

4

"O

^P

o

true index
rule index

6

0

50

100

150

200

250

-- set point
— output

1.5

?

i

350

300

1

h

-

u

S °
^-0.5
0

50

100

r1

tvgtyi

150

200

m

250

300

350

<

5: k' Itiple Mo^k! Control R 'uhs

5.4.2 Robust Control of the Flexible Link Tip Position
A robust controller was also designed to control the tip position of the flexible
link. Analysis of the identified models revealed that the half-loaded model should be
selected as the nominal model. The parameters used by the robust GPC are given in
table B.27 and figure 5.16 shows a graphical representation of the stability criterion.
Clearly, the magnitude response of \/^achieved used this controller is greater than the
uncertainty bounds, Al. The closed-loop results for each of the individual operating
regions are shown in figure 5.17 and these results are summarised in table 5.8. The
single robust controller is evidently stable for each of the five operating regions.

Table 5.8: Robust GPC results for operating regions of flexible link tip position
Operating
Region

Gain
Margin

unloaded
Va, loaded

oodB

V2 loaded
Va loaded
fully loaded

oodB
oodB
39.15dB
oodB

Phase
Margin
oc9

95% Settling
Time

95% Disturbance
Rejection

Percentage
Overshoot

1.16s

2.08s

-

®

0.49s

2.33s

-

°
00°

1.1s

2.11s

5%

1.36s
3.82s

2.82s
3.41s

16%

00

00

°

00

10::

28%
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Figure 5.17: Robust GPC control for operating regions of flexible link tip position
(a) input and output (b) control signal

A final test of the robust controller is to examine its performance in the presence
of changing loads. As before the test is initialised with the process at the quarter-load
operating region and changes to the half-load position after 45s with future changes
occurring every 40 seconds in the following sequence three-quarter-load, full-load, no
load, full-load, three-quarter-load, half-load, quarter-load. The results are shown in
figure 5.18 and should be compared to the results achieved using the multiple model
controller, shown in figure 5.15. A more detailed comparison of these results will be
performed in §5.4.3.

t03

^''1 Control I -

' l^yr

’ts

true index

300

250

200

150

100

50

350

— output
- set point

1.5
1
0.5
0
-0.5

kin

rln

\x
0

Ui
50

100

J

tH

j|l^

'H W L
150

200

ht
'lA
250

r1
►J

lA
300

350

time (seconds)

Figure 5.18: Robust controller results for the flexible link tip position

5.4.3 Comparing Robust and Multiple Model Control of the Flexible
Link Tip Position
Again, a detailed comparison of the results achieved in both experiments is given
in table 5.9, where MMC ^Multiple Model Control, RC = Robust Control. For the
unloaded scenario the multiple model controller offers significantly faster settling and
disturbance rejection times, while the robust controller offers larger gain and phase
margins. In the quarter-load case both controllers offer the same phase margins, while
the robust controller offers a higher gain margin as well as faster settling time and less
overshoot. The multiple model controller does however offer a faster disturbance
rejection time. When a half-load is applied, both controllers offer the same phase
margin while the robust controller again offers a higher gain margin. The multiple
model controller has faster (by a factor of approximately four) settling and disturbance
rejection times and also less overshoot. In the three-quarter loaded operating region both
controllers have similar phase margins while the multiple model controller has a higher
gain margin, faster settling and disturbance rejection times as well as less overshoot. In
the fully loaded both controllers offer similar gain and phase margins while the multiple
model controller offers faster (by a factor of approximately three) settling and
disturbance rejection times as well as less overshoot. Overall, the multiple model
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controller offers a more consistent level of performance, than the robust controller,
across the full range of operation of the flexible link. As mentioned before the main
drawback of the multiple model controller is the extra complexity and therefore the
extra computational burden associated with it.

Table 5.9: Comparison of controller results for the flexible link tip position
95%
95%
Operating
Gain
Phase
Percentage
Settling
Disturbance
Region
Margin Margin
Overshoot
Time
Rejection
MMC

10.56dB

44.58°

0.64s

1.11s

-

RC

oodB

ocP

1.16s

2.08s

-

MMC

30.85dB

CX)°

0.67s

0.9s

3%

RC

oodB

00^

0.49s

2.33s

-

MMC

45.13dB

00°

0.36s

0.5s

-

RC

oodB

00°

1.1s

2.11s

5%

MMC

oodB

00°

0.45s

1.81s

-

RC

39.15dB

00°

1.36s

2.82s

16%

MMC

oodB

00°

1.2s

1.18s

-

RC

oodB

ocP

3.82s

3.41s

28%

unloaded

V4 loaded

Vi loaded
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loaded

fully
loaded
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Chapter 6: Conclusions and Future Work

6.1 Conclusions
The principal contribution of this thesis was the application of the multiple model
control scheme in real-time. A number of practical issues arose when implementing the
multiple model approach. These were highlighted in chapter 4 and some possible
solutions proposed. One drawback of the multiple model scheme was the extra
complexity required, which resulted in a high level of computational burden. It is
possible to reduce this computational burden by implementing a recursive switching
algorithm. However, the recursive algorithm eliminates a number of the switching
algorithm parameters. The information that was supplied by these parameters can be
incorporated by a careful choice of the remaining parameters. The impact of an actuator
non-linearity, i.e. dead-zone, was also investigated as it had undesirable effects on the
switching algorithm. The inclusion of appropriate filters alleviated the problems caused
by the process dead-zone. The effects of both input and output disturbances on the
switching algorithm were also examined. If sufficient knowledge about these
disturbances is present then it is possible to include filters that negate the effect of these
disturbances on the switching algorithm.
The importance of accurate models when applying the multiple model technique
cannot be over-estimated. Not only does the controller design depend on the identified
models but the switching algorithm also uses these models to decide which model best
represents the current operating region at each sampling instant. Therefore, chapter 2
was dedicated to the topic of system identification and a number of different techniques
were compared. To assess each system identification technique, a controller was
designed using the identified model. The closed-loop performance of each of these
controllers was compared. The system identification method that offered the best
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closed-loop performance, in this case the impulse response technique, was used for the
remainder of the thesis.
Chapter 3 examined a number of the options available to the designer when
implementing the multiple model technique. Firstly, two possible controller
implementations are examined, namely a single adaptive controller or N fixed
controllers. Also the various types of models that can be used were examined. A number
of experiments were conducted to examine the performance of both the free running and
the reinitialised adaptive model and it was decided that for a high order process both
types of adaptive model performed poorly and therefore the all fixed models approach
was used throughout this thesis. It is possible that alternative estimation algorithms may
offer better results, however, time did not permit an evaluation of these alternatives.
Also discussed are the parameters of the switching rules and the guidelines presented in
the existing literature, which can be used to select values for these parameters.
Finally, the overall multiple model scheme was implemented in real-time on a
flexible link. Two alternative experimental set-ups of the flexible link were used (with
and without strain gauge sensor). The performance achieved using the multiple model
controller was compared to the performance achieved when a single robust controller
was applied to the plant. For both experimental set-ups the multiple model controller
clearly offered a more consistent level of performance as the process varied. This was
particularly evident in the case where the strain gauge sensor was included.
However, some drawbacks of multiple model control were noted. The
computational burden associated with the multiple model approach was higher than that
of the robust controller. Simulations indicated that the average execution time of the
multiple model controller was more than twice that of the robust controller. Also, the
closed-loop performance of the multiple model approach deteriorated slightly at the
point of switching. This effect was not evident in the robust controller. In terms of the
robust controller, it is possible that alternative designs would offer a higher level of
closed-loop performance than the controller considered. Suitable alternatives include the
design of a //„ controller, Zames (1979), using the MathWorks Robust Control Toolbox
or application of the /^-synthesis paradigm, Doyle (1982). However time did not permit
these options to be examined.
The final decision on whether to implement the multiple model control scheme is
dependant on both the process and the performance requirements. If a high level of
performance over a range of operating regions is desirable and the extra computation
required is not a problem then multiple model control can be used. On the other hand, if
10
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fluctuations can be tolerated or the available computation time is limited then the single,
robust controller scenario is an alternative.

6.2 Summary of Contributions
The main contributions of this thesis are
1.

the application of the multiple model scheme in real-time and comparison of the
results achieved using the multiple model approach to those achieved using a
robust controller.

2.

the inclusion of filters to ameliorate the effect of both disturbances and an actuator
non-linearity (dead-zone)

3.

the development of a recursive cost function which greatly reduced the
computation required by the switching algorithm.

4.

the examination of a number of different system identification techniques to assess
which offered the best model of the flexible link.

6.3 Future Work
The experiments performed on the flexible link show that when the strain gauge
sensor was included the robust controller performance deteriorated significantly.
Therefore, a further avenue of research could be to examine an alternative process that
exhibits greater load variations. It is the author’s opinion that such a process would
highlight the advantages of the multiple model approach further as a suitable robust
controller would become more difficult to design. Alternative types of process
variations can also be examined; section 3.2 discussed three types of plants that the
multiple model technique can be applied to. These were plants with load variations,
non-linear plants and the use of the multiple model scheme for fault detection. This
thesis focused on plants where the variations in the process were due to variations in
load i.e. the flexible link and also the flexible transmission system used by Karimi &
Landau (2000). Possible future work could involve examining the multiple scheme
when it is applied to the other two types of plants.
Numerous publications have examined the control of non-linear plants,
specifically simulations of the multiple model scheme when applied to a Continuous
Stirred Tank Reactor (CSTR). A real-time application to a similar plant could be
108
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performed and the results achieved using the multiple model scheme could be compared
to the results achieved using a robust controller. It would also be possible to compare
both of these sets of results to those achieved using the local model/controller networks
described in §1.4.
When the multiple model scheme is used to detect faults in a plant, the author
believes two possible methodologies can be applied. Firstly, if it is possible to obtain a
model of the plant when a certain fault occurs then this model can be included in the
overall multiple model structure and if selected as the current model, implies that this
fault has occurred and corrective action can be taken. This corrective action can involve
shutting down the plant if a serious fault has occurred or if a minor fault has occurred
and the process can still function in the presence of this fault then the multiple model
scheme can connect a controller to the plant that offers the best level of performance in
the presence of this fault.
On the other hand, if it is not possible to obtain a model of a particular fault then
an alternative method of fault detection is to monitor the cost of the currently selected
model when the process is operating under normal operating conditions. From this a
maximum possible value of the cost of the currently selected model can be estimated
and it is possible to define a limit on this cost, such that if this limit is exceeded than it
is assumed that a fault has occurred and the plant shut down. A drawback of this
approach is knowledge of possible disturbances that can affect the plant is necessary as
disturbances can lead to an increase in the costs associated with certain models and
erroneously result in the shutting down of the plant. Also, this method is unable to
discriminate between serious and minor faults and the plant is shut down when a fault
occurs.
An automatic tuning technique for the switching algorithm could greatly reduce
the time taken to design the multiple control scheme. Throughout this thesis the
multiple model switching algorithm was tuned using a trial and error technique. This
can be both a time consuming and a frustrating methodology. It is the author’s opinion
that the genetic algorithm technique used throughout this thesis for controller design
could be reformulated to tackle the problem of tuning the controller switching
algorithm. This could greatly reduce the time required in selecting the parameters of the
switching algorithm.
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Appendix A

This appendix briefly describes the GPC algorithm of Clarke et al used throughout
this thesis. This algorithm belongs to the family of Model Based Predictive Controllers
(MBPC). A locally linearized CARIMA (Controlled Autoregressive and Integrated
Moving Average) model of the process to be controlled is required;
(A.l)
where A, B and C are polynomials in the backward shift operator

of order Ua, m and

He respectively, u(t} is the control signal, y{t) is the process output, ^{t) represents a zero
mean white noise signal and A is the difference operator A = (1 - ^ '). In practice, the
C polynomial is rarely estimated and is replaced by a design polynomial T{q~^), the T
polynomial. A y-step ahead predictor, y{t + j), is derived from the model in Eq. (A.l)
and is used in a quadratic cost function, comprised of the future values of the predicted
errors plus some weighting on the future control increments as follows.
•^GPC =

+ j) -

+ j)f +^?^JAM(r + y-l)]^

/=V,

(A.2)

7=1

where
N] is the initial prediction horizon,

^ N2,

N2 is the final prediction horizon,
Nu is the control horizon,
Ac is the control weighting factor,
w(t +j) corresponds to future values of the reference input,
P{q~^) is the P polynomial.
Minimising this cost function w.r.t. the vector of future control increments,
Au{t + y -1), yields the GPC control law. This minimisation yields the full trajectory of
1 10

.w/; V A

the future control increments and is an open-loop strategy. To close the loop, only the
first element of the vector is extracted and applied to the system and the optimisation is
repeated at the next sampling instant r -i- 1. This strategy is known as the receding
horizon principle and is one of the key features in the MBPC concept. Full derivation of
the GPC algorithm is given in O’ Mahony (2002) and Griffin (2002). The algorithm
contains a number of design parameters and a brief discussion of these parameters is
given in the next section.

A.1 GPC Parameters
The initial prediction horizon, Ni, should not be set to a value less than the process
dead-time, d, as this will lead to superfluous calculations in that future controls have no
influence on y(t + j), N^<j<d. Early GPC literature also suggested that there was
little point in choosing N] » d as then, the initial predictions, being the most accurate,
would be ignored. Therefore, the recommendation was io sti Nj = d + \. However,
subsequent work (Lambert, 1987) has revealed that large values of Nj can be utilised to
enhance robustness and simultaneously decrease the computational burden without
significantly affecting the servo performance.
The final prediction horizon, N2, is chosen to encompass that portion of the
process response that is significantly affected by the current control. Typically N2 is set
equal to the plant settling time defined in samples. Therefore an initial estimate for N2 is
A^2=-

(A.3)

T..

where r, is the 95% settling time. N2 is perhaps the most useful tuning knob available to
the GPC user. Its effect on the speed of the closed loop is predictable; decreasing N2
tends to speed up the loop and the classic performance versus robustness trade off
comes into effect. Likewise increasing N2 tends to slow down and simultaneously
stabilise the closed loop.
The control horizon, Nu, can be interpreted as a coarse tuning knob for controller
gain. As a rule of thumb setting Nu equal to the number of badly damped or unstable
open-loop poles generally results in good control. Increasing Nu makes the control and
output response more active and reduces stability margins. Obviously a limit exists,
where any further increase in Nu makes little difference.
The control-weighting coefficient, Xc, can be used to enable minimisation of the
error between the predicted outputs and the reference trajectory while taking into
account the energy required to do so. Optimal minimisation of the cost Eq. (A.l) for

= 0, may result in excessively large controls that are undesirable. In such cases a
non-zero value of Xc may be included which will result in a detuned control and reduced
control signal amplitudes. The control-weighting factor may also be utilised to enhance
the numerical properties by ensuring that the GPC law is realisable. It can also be used
to improve the stability properties of the algorithm.
The T polynomial has two possible interpretations: it may be designed to
minimise the effect of prediction errors and hence yield, in some sense, an optimal
predictor. Alternatively, T may be regarded as a design polynomial through which, by
careful selection, it is possible to reduce the high frequency gain of the controller. As a
consequence the robustness to unmodelled dynamics may be enhanced and the
sensitivity to high frequency noise reduced.
Likewise, there are essentially two interpretations of the P polynomial. If the
process is known to have large overshoots to set point changes or load disturbances then
the P polynomial may be used to penalise these overshoots or remove them altogether.
In such applications the P polynomial is normally chosen as a stable first order
polynomial having unity gain.
,
P{q ^)==(l-a) -1'(\-aq
‘)

(A.4)

Of greater interest is the second possible interpretation of the P polynomial. For N]= \,
N2 = Nu >k (k IS equal to the plant dead time in samples) and Ac = 0 the GPC that
includes the P polynomial can be interpreted as a pole placement or model-reference
controller with a closed loop response to set point changes defined by the model M
where M is defined by
M

1

P{q~l

(A.5)
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Appendix B

This appendix lists, in tabular form, the GPC parameters used by controllers
throughout the thesis.
Table B 1 • GPC parameters for step identification with K=4 and Tv - 0.1
Value
Parameter Name
[5 176 5]
[Ni N2 Nu]
0.2
A-c
(1 -0.6875q'‘)(l -0.0313q')
P Polynomial
(l-0.6406q'')(l -0.2187q'')(l -0.1875q'')(l -0.5156q")
T Polynomial
Table B 2: GPC parameters for step identification with A: = 4 and Ts = 0.05
Value
Parameter Name
[5
255 27]
[Ni N2 Nu]
1*10'^
(1 -0.0625q'')(l -0.7969q ')(l -O.HOhq'')
P Polynomial
T Polynomial

(1 - 0.1719q'')(l - 0.3438q'‘)(l - 0.2956q')(1 - 0.5q ')

Table B 3 GPC: parameters for step identification with K = 4 and Ts = 0.01
Value
Parameter Name
[3 236 16]
[N| N2 Nu]
2.5
A.
(1
0.0469q‘')(l
0.8906q
')(l - 0.4688q'‘)
P Polynomial
(1 -0.6719q'^)(l -0.8125q‘)(l -0.2969q‘)(1 -0.6563q'‘)
T Polynomial
Table B.4: GPC parameters for step identification including inverse dead-zone
with K = 4 and Ts = 0.01
Value
Parameter Name
[7 130 20]
[Ni N2 Nu]
2.9
Xc
(1
-0.0156q'‘)(l
-0.875q*)
P Polynomial
(1 -0.08125q ‘)(l -0.75q'‘)(l -0.4219q'')
T Polynomial
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Table B.5: GPC parameters for step identification including inverse dead-zone
with K = 1 and Ts = 0.01
Value
Parameter Name
[3
94 10]
[Ni N2 Nu]
0.1
Xr
(1 -0.0625q‘)(l -0.2813q‘)
P Polynomial
T Polynomial

(1 -0.5468q'‘)(l -0.9219q‘)(1 -0.0625q‘)(l -0.2301q‘)

Table B.6: GPC parameters for step identification including inverse dead-zone
with K = 0.25 and = 0.01
Value
Parameter Name
[3 249 15]
[Ni N2 Nu]
1*10-6
Xc
P Polynomial

(1 -0.469q'^)(l -0.7188q^)(l -0.625q‘)

T Polynomial

(1 -0.3436q^)(l - 0.4688q *)(! - 0.4531q^)(l -0.4062q'^)

Table B.7: GPC parameters for impulse identification
excluding inverse dead-zone
Value
Parameter Name
[3 192 3]
[Ni N2 Nu]
1
A.
(1 -0.4219q^)(l -0.4375q'‘)(l -0.4844q'‘)
P Polynomial
T Polynomial

(1 -0.7031q‘)(l -0.7344q')(l - 0.9844q'‘)(l -0.2188q^)

Table B.8: GPC parameters for impulse identification
including inverse dead-zone
Parameter Name
Value
[4
206 12]
[Ni N2 Nu]
1
A.
(1 -0.375q'')(l -0.3906q'*)(l -0.95312q'‘)
P Polynomial
T Polynomial

(1 - 0.9848q^)(l - 0.42187q‘)(l - 0.7813q‘)(1 - 0.5781q *)

Table B.9 GPC parameters for PRBS correlation identification
excluding inverse dead-zone
Parameter Name
Value
[8 112 8]
[Ni N2 Nu]
2.1
A,c
(1 -0.2031q'^)(l -0.0313q'*)(l -0.125q'^)
P Polynomial
T Polynomial

(1 0.4844q‘)(l -0.9531q’)(! - 0.2813q*)(l -0.3281q'‘)
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Table B.IO GPC parameters for PRBS correlation identification
including inverse dead-zone
Value
Parameter Name
[6 133 10]
[Ni N2 Nu]
0.1
Xc
(1 0.5469q‘)(l -0.3281q'‘)(l -0.0781q‘)
P Polynomial
(\
0.9844q‘)(l
- 0.625q*)(l - 0.4531q'‘)(l - 0.25q'*)
T Polynomial
Table B.11:CjPC parameters for closed-loop indirect identification
excluding inverse dead-zone
Value
Parameter Name
[1 233 6]
[Ni N2 Nu]
3
Xc
(1 - 0.9531q'‘)(l - 0.4531q'‘) (1 - 0.3281q‘)
P Polynomial
(1 -0.9687q')(l -0.75q')(l -0.7187q')(l -0.3594q-‘)
T Polynomial
Table B.12: GPC parameters for closed-loop indirect identification
"
including inverse dead-zone
Value
Parameter Name
[2 151 9]
[Ni N2 Nu]
2.8
Xc
T Polynomial

(1 -0.9062q ‘)(l -0.9219q‘)(l -0.6406q‘)(1 -0.4687q ‘)

Table B.13: GPC parameters for closed-loop direct identification
excluding inverse dead-zone
Value
Parameter Name
[8 255 11]
[Ni N2 Nu]
0.9
Xc
(1
-0.8125q‘)(
1
-0.1094q'')(
1 -0.625q')
P Polynomial
(1 -0.9531q'')( 1 -0.7969q')( 1 -0.75q'‘)( 1 -0.2969q'')
T Polynomial

Table B. 14: GPC parameters for closed-loop direct identification
including inverse dead-zone
Value
Parameter Name
[5 49 6]
[Ni N2 Nu]
0.5
Xc
(1
-0.9219q‘‘)(
1
-0.1875q'‘)(
1 -0.3906q'')
P Polynomial
(1 -0.8906q‘)( 1 -0.5937q'‘)( 1 -0.5q'‘)( 1 -0.5937q'‘)
T Polynomial

Table B.15: GPC parameters for iterative closed-loop identification
Parameter Name
[Ni N2 Nu]

[5

126 7]

P Polynomial

0.2
(1 -0.3281q'‘)(l -O.Q625q^)(l -0.9Q63q^)

T Polynomial

(1 -0.9531q')(1 -0.75q'')(l -0.625q')(1 -0.9219q')

'K:

Table B. 16: GPC parameters for unloaded flexible link
Value
Parameter Name
[4 206 12]
[Ni N2 Nu]
1
'K:
(1 -0.375q‘‘)(l -0.3906q ‘)(l -0.9531q ‘)
P Polynomial
T Polynomial
1

(1 -0.9531q *)(1 -0.8125q-‘)(l -0.875q‘)(l -0.7656q^)

Table B. 19: GPC parameters for three-quarter-loaded flexible link
Value
Parameter Name
[8 196 12]
[Ni N2 Nu]
1.9
X-c
(1
-0.4531q‘)(l
-0.9531q'')(l
-0.2969q‘)
P Polynomial
T Polynomial

1

(1 -0.9531q’)(l -0.7031q‘‘)(l - 0.8125q‘)(l - 0.9375q'‘)

Table B. 18: GPC parameters for half-loaded flexible link
Value
Parameter Name
[8
68 8]
[Ni N2 Nu]
0.7
(1 -0.5156q ‘)(l -0.0156q^)(l -0.9219q ')
P Polynomial
T Polynomial

1

0.9844q‘)(1 - 0.4219q'’)(l - 0.7813q‘)(1 - 0.5781q *)

Table B. 17: GPC parameters for quarter-loaded flexible link
Value
Parameter Name
[5 65 11]
[Ni N2 Nu]
0.5
Xc
(1
-0.1406q‘)(1
-0.0781q'‘)(l
-0.8906q'‘)
P Polynomial
T Polynomial

1

(1

(1 -0.5781q‘)(l -0.7813q'*)(l -0.9375q^)(l -0.9063q')

Table B.20: GPC parameters for fully-loaded flexible link
Value
Parameter Name
[4 250 5]
[Ni N2 Nu]
2
Xc
(1
-0.9531q
^)(1
-0.2813q‘)(l
-0.3438q‘)
P Polynomial
T Polynomial

(1 -0.9688q’)(l - 0.5313q'‘)(l - 0.6563q^)(l - 0.9375q
16
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Table B.21: Robust GPC parameters for flexible link
Value
Parameter Name
[6 142 10]
[Ni N2 Nu]
Xr

P Polynomial
T Polynomial

1.6
(1 - 0.5625q ‘)(l - 0.3281q 0(1 - 0.25q'0
(1 -0.9688q ')(l -0.9687q'‘)(l -0.6875q'') (1 -0.4844q')

Table B.22: GPC parameters for unloaded flexible link with strain gauge
Value
Parameter Name
[3 95 5]
[Ni N2 Nu]
2.4
X.
(1 -0.8281q ‘)(l -0.3438q'‘)(l -0.5156q‘)
P Polynomial
T Polynomial

(1 - 0.6875q'‘)(l - 0.3125q"‘)(l - 0.1563q^) (1 - 0.9688q'‘)

Table B.23: GPC parameters for quarter-loaded flexible link with strain gauge
Value
Parameter Name
[2 148 4]
[Ni N2 Nu]
1.5
Xq
(1 -0.3594q‘)(l -0.1094q'*)(l -0.7813q')
P Polynomial
(1 -0.9848q'‘)(l -0.6406q'‘)(l -0.5781q'^)(l -0.4375q'')
T Polynomial
Table B.24: GPC parameters for half-loaded flexible link with strain gauge
Parameter Name
Value
[4 52 4]
[Ni N2 Nu]
0.8
(1
-0.5313q‘^)(l
-0.6563q'')(l
-0.3281q'‘)
P Polynomial
(1 - 0.5625q^)(l - 0.5156q'‘)(l - 0.6875q *) (1 - 0.9848q'‘)
T Polynomial
Table B.25: GPC parameters for three-quarter-loaded
flexible link with strain gauge
Value
Parameter Name
[6 43 6]
[Ni N2 Nu]
0.8
Xq
(1 -0.375q‘)(l -0.2813q'')(l -0.6406q^)
P Polynomial
(1 -0.5781q*)(l -0.3594q'‘)(l -0.5156q‘) (1 -0.9844q‘)
T Polynomial
Table B.26: GPC parameters for fully loaded flexible link with strain gauge
Parameter Name
Value
[4 92 4]
[Ni N2 Nu]
1.4
Xc
(1
0.7188q‘)(l
0.0625q‘)
(1 - 0.2813q*)
P Polynomial
(1 -0.9688q')(l - 0.7656q')(l -0.1875q’) (1 - 0.8438q-‘)
T Polynomial

Value
[4 37 3]
2.1

[N1N2NU]
Xc

P Polynomial
T Polynomial

1
(1 0.9844q‘‘)(l -0.9688q'‘)(l -0.8906q‘)
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