Self-similar random fractal measures were studied by Hutchinson and Rüschendorf. Working with probability metric in complete metric spaces, they need the first moment condition for the existence and uniqueness of these measures. In this paper, we use contraction method in probabilistic metric spaces to prove the existence and uniqueness of self-similar random fractal measures replacing the first moment condition.
space for the iteration procedure is also generated by selecting independent and identically distributed (i.i.d.) scaling laws for measures.
Let (X, d) be a complete separable metric space. where S i µ is the usual push-forward measure, that is,
Definition 2.2. The measure µ satisfies the scaling law S or is a self-similar fractal measure if Sµ = µ.
Let M q denote the set of unit mass Radon measures µ on X with finite qth moment; that is,
for some (and hence any) a ∈ X. Note that, if p ≥ q, then M p ⊂ M q . | π 1 γ = µ, π 2 γ = ν , (2.5) where ∧ denotes the minimum of the relevant numbers and π i γ denotes the ith marginal of γ, that is, projection of the measure γ on X × X onto the ith component.
The l q metric has the following properties (see [16] ). (a) Suppose α is a positive real, S : X → X is Lipschitz, and ∨ denotes the maximum of the relevant numbers. Then, for q > 0 and for measures µ and ν, we have the following properties: l q∨1 q (αµ, αν) = αl q∨1 q (µ, ν), (2.6 )
7)
l q (Sµ, Sν) ≤ (Lip S) q∧1 l q (µ, ν).
(2.8)
The first property follows from the definition by setting γ = cγ, where γ is optimal for (µ, ν), and the third follows by setting γ = Sγ. The second follows by setting γ = γ 1 + γ 2 , where γ i is optimal for (µ i ,ν i ), and also by noting that
(2.9)
Let M denote the set of all random measures µ with value in M, that is, random variables µ : Ω → M. Let M q denote the space of random measures µ : Ω → M q with finite expected qth moment. That is,
(2.10)
The notation E ω indicates that the expectation is with respect to the variable ω. It follows from (2.10) that µ ω ∈ M q a.s. Note that
(2.12)
One can check, as in [16] , that (M q , l * q ) is a complete separable metric space. Note that l * q (µ, ν) = l q (µ, ν) if µ and ν are constant random measures.
Let ᏹ denote the class of probability distributions on M, that is,
Let ᏹ q be the set of probability distributions of random measures µ ∈ M q . For q ≤ p, it is to be noticed that ᏹ p ⊂ ᏹ q . Let
The minimal metric on ᏹ q is defined by
It follows that (ᏹ q ,l * * q ) is a complete separable metric space with the next properties (see [16] ):
Definition 2.4. A random scaling law with weights or a random scaling law for measure S = (p 1 ,S 1 ,p 2 ,S 2 ,...,p N ,S N ) is a random variable whose values are scaling laws, with N i=1 p i = 1 a.s.
We write = dist S for the probability distribution determined by S. If µ is a random measure, then the random measure Sµ is defined (up to probability distribution) by
where S, µ (1) ,...,µ (N) are independent of one another, and µ (i) d = µ. If Ᏸ = dist µ, we define Ᏸ = dist Sµ. Definition 2.5. The measure µ satisfies the scaling law S or is a self-similar random fractal measure if Sµ d = µ, or equivalently Ᏸ = Ᏸ, where Ᏸ is called a self-similar random fractal distribution.
To generate a random self-similar fractal measure, we use the iterative procedure described as follows. Fix q > 0. Beginning with a nonrandom measure µ 0 ∈ M q (or, more generally, a random measure µ 0 ∈ M q ), one iteratively applies i.i.d. scaling laws with distribution to obtain a sequence µ n of random measures in M q and a corresponding sequence Ᏸ n of distributions in ᏹ q as follows.
(i) Select a scaling law S via the distribution and define
that is,
..,N}, independent of each other and of S, and define
via , independent of one another and of S 1 ,...,S N ,S, and define 20) and so forth.
In the following, we define the underlying probability space for a.s. convergence (see [10] ).
A construction tree (or a construction process) is a map ω : {1,...,N} * → Γ , where Γ is the set of (nonrandom) scaling laws. A construction tree specifies, at each node of the scaling law used for constructive definition, a recursive sequence of random measures. Denote the scaling law of ω at the node σ by the 2N-tuple
where p σ i are weights and S σ i Lipschitz maps. The sample space of all construction trees is denoted byΩ. The underlying probability space (Ω,,P ) for the iteration procedure is generated by selecting i.i.d. scaling laws ω(σ ) d = S for each σ ∈ {1,...,N} * . We use the notation
where |σ | = n and where p σ i and S σ i denote the ith components of scaling law. For a fixed measure µ 0 ∈ M q , define
for n ≥ 1. This is identical to the sequence defined in an iterative procedure with an underlying space Ω = Ω. To see this, for ω ∈ Ω and 1 ≤ i ≤ N, let ω (i) ∈ Ω be defined by
for σ ∈ {1,...,N} * . Then
By construction, ω (i) are i.i.d. with the same distribution as ω, and are independent of (p 1 (ω), S 1 (ω),...,p N (ω), S N (ω)). More precisely, for any P mea-
(2.27)
In [8] , Hutchinson and Rüschendorf proved the following theorem.
Theorem 2.6. Let S = (p 1 ,S 1 ,p 2 S 2 ,...,p N ,S N ) be a random scaling law with
Then the following facts hold.
as k → ∞. In particular µ n → µ * a.s. in the sense of weak convergence of measures. Moreover, up to probability distribution, µ * is the unique unit mass random measure with E ω ln d(x, a)dµ ω < ∞, which satisfies S.
Using contraction method in probabilistic metric spaces, instead of condition (2.28), we can give a weaker condition for the existence and uniqueness of invariant measure. More precisely, we prove the following theorem. 
30)
then there exists µ * such that Sµ * = µ * a.s. Moreover, up to probability distribution, µ * is the unique unit mass random measure which satisfies S. Remark 2.8. If condition (2.28) is satisfied, then condition (2.30) also holds. To see this, let a ∈ X and α(ω) := δ a for all ω ∈ Ω. We have
(2.31) However, condition (2.30) can also be satisfied if
Let Ω =]0, 1] with the Lebesque measure, let X be the interval [0, ∞[, and let N = 1. Define S : X → X by S ω (x) = x/2 + e 1/ω . This map is a contraction with ratio 1/2. For q > 0, the expectation E ω d q (S0, 0) = ∞, however
for all t > 0.
Invariant sets in E-spaces
3.1. Menger spaces. Let R denote the set of real numbers and R + := {x ∈ R : x ≥ 0}. A mapping F : R → [0, 1] is called a distribution function if it is nondecreasing, left continuous with inf t∈R F(t) = 0 and sup t∈R F(t) = 1 (see [4] ). By ∆ we will denote the set of all distribution functions F . Let ∆ be ordered by the relation "≤", that is, F ≤ G if and only if F(t) ≤ G(t) for all real t. Also F < G if and only if F ≤ G but F = G. We set ∆ + := {F ∈ ∆ : F(0) = 0}.
Throughout this paper, H will denote the heaviside distribution function defined by
Let X be a nonempty set. For a mapping Ᏺ : X × X → ∆ + and x, y ∈ X, we will denote Ᏺ(x, y) by F x,y , and the value of F x,y at t ∈ R by F x,y (t), respectively. The pair (X, Ᏺ) is a probabilistic metric space (briefly PM space) if X is a nonempty set and Ᏺ : X × X → ∆ + is a mapping satisfying the following conditions:
(1) F x,y (t) = F y,x (t) for all x, y ∈ X and t ∈ R;
(2) The (t, )-topology in a Menger space was introduced in 1960 by Schweizer and Sklar [17] . The base for the neighbourhoods of an element x ∈ X is given by
where
In 1969, Sehgal [19] introduced the notion of a contraction mapping in PM spaces. The mapping f : X → X is said to be a contraction if there exists r ∈ ]0, 1[ such that (3.6)
In the following, we recall some properties proved in [11, 12] . with H defined in Section 3.1, then (Ᏹ, Ᏺ) is said to be a canonical E-space. Sherwood [20] proved that every canonical E-space is a Menger space under T = T m , where T m (a, b) = max{a + b − 1, 0}. In the following, we suppose that Ᏹ is a canonical E-space.
The convergence in an E-space is exactly the probability convergence. The E-space (Ᏹ, Ᏺ) is said to be complete if the Menger space (Ᏹ, Ᏺ,T m ) is complete. If (Y , ρ) is a complete metric space, then the E-space (Ᏹ, Ᏺ) is also complete.
Proof. This property is well known for Y = R (see, e.g., [21, Theorem VII.4.2] ). In the general case, the proof is analogous.
Let (x n ) n∈N be a Cauchy sequence of elements of Ᏹ, that is,
First we show that there exists a subsequence (x n k ) k∈N of the given sequence which is convergent almost everywhere to a random variable x. We set positive numbers i so that ∞ i=1 i < ∞ and put δ p = ∞ i=p i , p = 1, 2,.... For each i, there is a natural number k i such that
(3.10)
We can assume that k 1 < k 2 < ··· < k i < ···. Then
We put
Then P (D p ) < δ p . Finally, for the intersection D = ∩ ∞ p=1 D p , we obviously have P (D ) = 0 since δ p → 0. We will show that the sequence (x k i (ω)) has a finite limit x(ω) at every point ω ∈ {ω ∈ Ω | ρ(x k (ω), x m (ω)) > t} \ D . For some p we have x ∉ D p . Consequently, ρ(x k i+1 (ω), x k i (ω)) < i , for all i ≥ p. It follows that for any two indices i and j such that j > i ≥ p, we have
Thus lim i,j→∞ ρ(x k j (ω), x k i (ω)) = 0. This means that (x k (ω)) k∈N is a Cauchy sequence for every ω which implies the pointwise convergence of (x k i ) i∈N to a finite-limit function. Now remains only to put
to obtain the desired limit random variable. By Lebesque theorem (see, e.g., [21, Theorem VI.5.2] ), x k i → x with respect to d. Thus, every Cauchy sequence in Ᏹ has a limit, which means that the space Ᏹ is complete.
The next result was proved in [12] .
Theorem 3.4. Let (Ᏹ, Ᏺ) be a complete E-space, N ∈ N * , and let f 1 ,...,f N : Ᏹ → Ᏹ be contractions with ratios r 1 ,...,r N , respectively. Suppose that there exist an element z ∈ Ᏹ and a real number γ such that
for all i ∈ {1,...,N} and for all t > 0. Then there exists a unique nonempty closed bounded and compact subset K of Ᏹ such that 
Then there exists a unique x 0 ∈ Ᏹ such that f (x 0 ) = x 0 .
Proof of Theorem 2.7.
Before the proof of the theorem, we give two lemmas.
Let Ᏹ q be the set of random variables with values in M q and let Ᏹ q (α) be the set Proof. For β ∈ M q , we have
Since β ∈ ᏹ q , we have γ = E ω l q (α(ω), β(ω)) < ∞ for all t > 0. 
We can deal with the case 0 < q < 1 similarly by replacing lwith l q :
(4.6)
To establish the contraction property, we consider µ, ν ∈ Ᏹ q ,
and q ≥ 1. We have
In case 0 < q < 1, one replaces leverywhere by l q :
for all t > 0. Thus S is a contraction map with ratio λ 1/q∧1 q . We can apply Corollary 3.5 for r = λ 1/q∧1 q . If µ * is the unique fixed point of S and µ 0 ∈ M q , then F S n µ 0 ,µ * (t) = P ω ∈ Ω | l q S n µ 0 ,µ * < t This implies by Borel-Cantelli lemma that l q (µ n ,µ * ) → 0 a.s. For the uniqueness, let Ᏸ be the set of probability distribution of members of Ᏹ q . We define the probability metric on Ᏸ by (4.12)
To establish the contraction property of , we consider Ꮽ, Ꮾ ∈ Ᏸ. For q ≥ 1, we get for all t > 0. For 0 < q < 1, the demonstration is similar.
Consider Ᏸ 1 and Ᏸ 2 such that Ᏸ 1 = Ᏸ 1 and Ᏸ 2 = Ᏸ 2 . Since Ᏸ 1 = n (Ᏸ 1 ) and Ᏸ 2 = n (Ᏸ 2 ), we have
for all t > 0. Using lim n→∞ r n = 0, it follows that
Remark 4.3. Since λ 1/→ max i r i as q → ∞, we can regard [12, Theorem 4.2] as a limit case of Theorem 2.7. More precisely, if max i r i < 1, then sprt µ * is the unique compact set satisfying the random scaling law for sets (S 1 ,...,S N ).
