Single image dehazing and denoising models can simultaneously remove haze and noise with high efficiency. Here, the authors propose three variational models combining the celebrated dark channel prior (DCP) and total variations (TV) models for image dehazing and denoising. The authors firstly estimate the transmission map associated with depth using DCP, then design three variational models for colour image dehazing and denoising based on this estimation and the layered total variation (LTV) regulariser, multichannel total variation (MTV) regulariser, and colour total variation (CTV) regulariser, respectively. In order to improve the computation efficiency of the three models, the authors design their fast split Bregman algorithms via introducing some auxiliary variables and the Bregman iterative parameters. Numerous experiments are presented to compare their denoising effects, edge-preserving properties, and computation efficiencies. To demonstrate the merits of the proposed models, the authors also conduct some comparisons with several existing state-of-the-art methods. Numerical results further prove that the LTV-based model is fastest, and the CTV model is the best for denoising with edgepreserving, and it also leads to the best visually haze-free and noise-free images.
Introduction
Pictures captured in bad weather, such as fogging, smoking, and even sand-dust storm circumstances, are usually degraded due to atmospheric absorption and light scattering. It is imperative to design an image dehaze and denoise algorithm in most applications of computer vision for further analysis. Traditionally, due to different mechanisms of image degeneration, foggy image dehazing and denoising are treated using two independent procedures in successive steps. This leads to the ignorance of the coupling of different image components and low computational efficiency. The recently existing variational models combining dark channel prior (DCP) [1] can realise dehazing and denoising simultaneously using only a single image have received more and more attentions, but they did not take into account the coupling properly of different channels with drawback of edge smearing. In this paper, we aim to exploit variational models for colour image dehazing and denoising based on DCP, achieving edge-preserving properties of restored images.
Image dehazing is a typical ill-posed inverse problem, which can be described by the image formation equation [2] f
where f x : Ω → R is an observed image with haze, x ∈ Ω the domain of the image, u(x) the surface radiance of objects in the scene, A the global atmospheric light, and t(x) the medium transmission map involving depth of scene. It is a challenging problem to obtain u(x), A, and t(x) simultaneously from f (x) only, which has received a lot of investigations for image restoration. One of the celebrated breakthroughs named DCP model was proposed by He et al. [1] based on numerous observations of nonsky parts of clear outdoor images. They first estimate t(x) and A via dark channel, then determine u(x) via image formation (1) . Based on this prior, many researchers [3] extended it in dark channel construction, atmospheric light estimation, transmission map estimation, and refinement. However, unfortunately, the restored images may contain some heavy noises due to the ignorance of function space definition in the model. In order to overcome the aforementioned drawbacks, Fang et al. [4] added the noisy component ξ x in (1), i.e.
and proposed a variational model to recover u(x) and t(x) based on concept of total variation (TV), thus achieving dehazing and denoising simultaneously. This work paves the way to variational image processing of dehazing and denoising, but ignores the coupling of different image channels. It also may arise edge vague of colour images due to asynchronous diffusions. The work in [4] was further improved by Fang et al. [5] using multi-channel TV (MTV) regulariser [6] [7] [8] [9] instead of layered TV (LTV) regulariser, but the variation model was designed based on (1) without clearly analysis of noise.
In the area of classic variational image restoration [10, 11] , the regularisers in variational models play crucial role in edgepreserving. For instance, Tikhonov regulariser [12] can obtain smooth images, but it cannot preserve edges even for scalar images. TV regulariser [13] can preserve scalar image edges, while LTV cannot preserve edges of colour images. CTV regulariser [14] has better property on edge-preserving than MTV, although both of them are based on the coupling of different layers. All these inspire us to extend the original variational dehazing and denoising model [5] combing DCP and CTV model for the best image quality. Therefore, in this paper, we propose three variational models combining DCP and LTV, MTV, and CTV models, respectively. Owing to the complexity of computation, we also design their fast split Bregman algorithm [15] . Additionally, variational Retinex (VR) models [16] have also been applied to image dehaze by some researchers [17] [18] [19] . In order to show the merits of our proposed models in denoising effect, edge-preserving properties, and computation efficiency, both simulated images and real nature images taken from the challenging scenes are used to achieve competitive results.
The rest of the paper is organised as follows. In Section 2, we introduce the related work for the dehazing problem via DCP and some variational models for colour image denoising along with their split Bregman algorithms. Then, the proposed models and their fast computational algorithms based on split Bregman are presented in Section 3. Section 4 illustrates some numerical examples to compare the proposed models in dehazing, denoising with edge-preserving. The last section gives some concluding remarks.
Related work

DCP dehazing algorithm
The DCP assumption for solving (1) by [1] is based on statistical observations of a large number of haze images. For some pixels in the local area of the non-sky part of a natural image, at least one colour channel has a very low intensity near zero. Based on this discovery, for an arbitrary image u, its dark channel can be stated as
where u c is a colour channel of u, N(x) a local patch centred at x in which t(x) is constant approximately, c may be colour of red (r), green (g), or blue (b). Let A c be the highest intensity in the dark channel image, (1) can be transformed into
Denoting transmission map t(x) in N(x) as t~(x), we can take minimisation of (4) on both sides as
Considering (3), we can roughly estimate the transmission map tf rom (5) as
In order to keep some depth information of natural image, a constant parameter ω (0 < ω < 1) is usually added into (6) as
ω is commonly set as 0.95 [1] . Sometimes, the atmospheric light A c is selected as the brightest 0.1% of pixels in the dark channel of u(x) [1] . With the estimation of atmospheric light and the transmission map, the scene radiance u(x) can be recovered from (1) . However, the direct attenuation terms of u(x) and t(x) can be very close to zero when the transmission t(x) is near zero. Therefore, the transmission map t(x) can be restricted by a lower bound t 0 , and the final scene radiance u(x) is recovered by
A typical value of t 0 is 0.1 [1] .
TV models for image restoration and its split Bregman algorithm
For an observed scalar image f x : Ω → R, where x ∈ Ω is the domain of the image, its variational model using TV for a clear image u x : Ω → R is the following functional minimisation problem
where the first part of its right-hand side is TV regulariser to guarantee edge-preserving of the obtained image u, λ is a penalty parameter to adjust the smoothness of u; the second term of the right-hand side is a data term to control the fidelity between f and u. Equation (9) can be solved using fast dual method [20, 21] , augmented Lagrangian method/alternating direction method of multipliers, split Bregman method which have been discussed in [22, 23] . In this paper, we will use split Bregman method to solve all proposed models, so we introduce it here for solving (9) . Introducing an auxiliary variable w ≃ ∇u and the Bregman iterative parameter b, (9) can be cast to the following form of iterative optimisation
To tackle this typical alternating minimisation problem, one can solve the suboptimisation on u k + 1 while fixing w k , and then solve the suboptimisation on w k + 1 while fixing u k + 1 until the functional energy approaches minima. In each iterative loop, we can get the following Euler-Lagrange equation for u k + 1 and the generalised soft thresholding formulas for w k + 1 based on standard variational method as
For the problems recovering clear colour image [13] , MTV [6, 7, 8, 9] , and CTV [14] models can been designed as
respectively. All of them can be solved via split Bregman algorithm in a similar way as illustrated in (10)- (12) . However, (13) does not take into account the coupling of different layers, which can lead to edge vague. Equation (14) uses the local coupling regulariser, and (15) employs the global coupling regulariser, so the latter one has better property of edge-preserving as demonstrated in [24] .
Proposed models and their spilt Bregman algorithm
As the DCP method based on (1) does not take into account noises in images as appeared in (2), the estimation of transmission map t~x and other components may contain noises. Fang et al. [4] eliminate noises in formulation (2) by designing TV models for t(x) and the restored image u(x) channel by channel independently.
Fang et al. [5] concern the coupling of different channels in their WVTV (weighed vectorial total variation) model after some tricky conversion of (1) into the logarithmic domain, but it is hard to analyse the relationship between the noise and the other components. In this section, we propose three variational models for recovering t(x) and u(x) using LTV, MTV, and CTV regularisers as introduced in the following subsection. In order to improve the computational efficiency, we also design their fast split Bregman algorithms which are different from the gradient descent method used in [4] and the Lagrangian multiplier method used in [5] .
LTV model and its split Bregman algorithm
Similar to [5] , using the estimated t~(x) and A from DCP, we establish the LTV model for colour image denoising considering (2) as
with t~(x) is the initial value of t(x), t(x) the restored transmission map, A the global atmospheric light, f i x the one of the channels of the original haze image, and u i x the restored channel of the haze image. λ is the penalty parameter.
To design its split Bregman algorithm proposed in [15] , we introduce two auxiliary variables (16) as the following split Bregman iterative formulation
where θ 1 and θ 2 are positive penalty parameters, and
The iterative optimisation problem (17) can be implemented by multiple loops. In each of them, we divide it into some subproblems for only one variable while fixing other variables temporarily, i.e. for the kth loop, which can solve the following minimisation problems successively
Using standard variational method, we can get the equations for t k + 1 , w k + 1 , u k + 1 , v k + 1 as follows until the energy approaches minima
Equations (19a) and (19c) can be solved via Gauss-Seidel iterative method, and (19b) and (19d) are generalised soft thresholding formulas in analytical forms.
MTV model and its split Bregman algorithm
The MTV model is similar to LTV in form except its regulariser, it reads
Using the same procedure for LTV model, its split Bregman iterative formulation reads
The corresponding subproblems are same to the LTV model. With their equations for t k + 1 , w k + 1 , u k + 1 , v k + 1 successively as
Note that we use the vector expression in (22c) and (22d), so
CTV model and its split Bregman algorithm
The CTV model is similar to LTV, MTV in form except its regulariser, it reads
Using the same processing, we also can obtain its split Bregman iterative formulation as follows:
When v i ≠ 0, we can solve the suboptimisation on v i k + 1 while fixing t k + 1 , w k + 1 , u k + 1 . The derivation steps are as follows:
.
Note here that (26d) is an approximate generalised soft thresholding formula. Although it is not strict theoretically, we can get the convergent results finally as shown in experiments.
Considering the similarities of the three models, we take the CTV model as an example to describe the split Bregman iterative algorithm as follows. Algorithm: The split Bregman algorithm for the CTV model 1: Input original image; 2: Using DCP dehazing approach to estimate the transmission map t~(x) and air-light A; 3: Initialisation: set w, v i , b, d i to zeroes and parameters λ, μ, θ 1 , θ 2 > 0; 4: Compute t according to (26a); 5: Compute w according to (26b); 6: Compute u according to (26c); 7: Compute v according to (26d); 8: Update Bregman iterative parameter b k + 1 = b k + ∇t k − w k ; 9: Update Bregman iterative parameter d k + 1 = d k + ∇u k − v k ; 10: Until convergence of t and u; 11: Return t and u; 12: End.
Experimental results and analysis
As an improved perception is difficult to quantify, the assessment of image restoration method is not an easy task. In general, it is desirable to employ both objective and subjective assessments. In this section, simulation experiment, quantitative assessment, and application comparison are carried out, respectively. All of them are implemented using Matlab 2013a on a PC with an Intel® Core™ CPU i5-4590, at 3.3 GHz and 4 GB memory. In the subsection of application comparison, the methods used for comparisons include our proposed three models, multi-scale Retinex method (MSR), VR method, DCP method, Fang's method, Meng's method [25] , and density of fog assessment-based defogger (DEFADE) method [26] .
Simulation experiments
To assess and compare the effectiveness and accuracy of the three proposed variational models in terms of denoising and edgepreserving, two fog-degraded and noisy images are simulated from clear image with known medium transmission maps, global atmospheric light, and noise. To do so, the original image of type I is corrupted with Gaussian noise of variance 0.0015, 0.0005, and 0.001, respectively. Analogously, the artificial images (a) of type II are obtained by intercepting the edge area of original image contaminated with same fog and noise of variance 0.003. In our simulation experiment, two types of simulated fog-degraded images and the corresponding restored results are shown in Figs. 1  and 2 . Additionally, the parameters for the two types of simulated fog-degraded images are presented in Tables 1 and 2. As shown in Figs. 1 and 2 , our dehazing and denoising variational models can successfully remove the effect of haze and improve visibility and brightness. As the neglect of the coupling between layer and layer of colour image, the results of Figs. 1b and 2b produced by LTV model are not ideal, especially for edge regions. Fig. 1d shows that CTV model can effectively increase contrast and brightness, unveil more details, and preserve the natural appearance results. Furthermore, in order to further analyse the restored results, three quantitative evaluation metrics, namely root mean square error (RMSE), peak signal to noise ratio (PSNR), structural similarity (SSIM), and the CPU runtime, are utilised to evaluate the performance of the three models. The RMSE and PSNR are normally used to assess the noise, lower RMSE and higher PSNR values indicate less noise. Their values in Tables 1  and 2 show that CTV model performs better than MTV and LTV in both denoising effect and edge-preserving. The SSIM values [value is between 0 (worst) and 1 (best)] shown in Table 2 also indicate that CTV and MTV models improve the global discrete entropy and local contrast measures better than LTV. It is shown that the SSIM values obtained from these models are both >0.9, which produce satisfactory results. The values of total iterations and CPU runtime demonstrate that the convergence rate of LTV model outperforms MTV and CTV.
Comparison of real-world applications
Comparison of the three proposed models:
In this part, we attempt to utilise real-world applications to further evaluate the performance of our proposed models. Since there is no available ground truth for real hazy images, we quantify the performance of our models for three representative real-world images using qualitative evaluation metric.
As shown in Fig. 3 , our proposed three models can effectively remove the effects of haze and restore visibility thanks to the accurate estimation of the medium transmission maps and global atmospheric light. Significantly, the post-processing results are Table 1 Comparison of RMSE, PSNR, SSIM, computation time, and iterations using different models for Fig. 1 (the Fig. 3 is particularly presented in Fig. 4 . Comparing Fig. 4e with Figs. 4c and d , the edge of red building is preserved best. Fig. 5 illustrates energy descent plot using the three variational models for the three real-world images. Obviously, the LTV model stands out among the compared models in terms of convergent rate. Furthermore, Table 3 presents the evaluation values in terms of total iterations and CPU running time shown in Fig. 5 . It shows that the average iterations value of LTV model is 5, which is much fewer than MTV and CTV. As well, its average processing time is 6.951 s, which is less than the other two models.
Comparison with other methods:
On the bases of the above experimental results, it can be concluded that CTV model is the best method for dehazing and denoising comparing with LTV and MTV models. In this section, to further demonstrate its robustness and effectiveness, we compare our CTV method with MSR, VR, DCP, Fang's, Meng's method, and DEFADE.
To better illustrate the effectiveness and robustness of CTV method, the full data sets of foggy images in database [26] were tested for evaluation. To further assess the methods, we calculate four evaluation indicators [26, 27] , namely the perceptual fog density D, the rate of new visible edges e, the quality of the contrast restoration r¯, and the saturation σ, for quantitative comparison. For the e and r¯, higher values are better; for the σ and D, lower are better. Fig. 6 illustrates the statistics of the four evaluation indicators for the full data set. As we observe in Fig. 6a , the values of e are all >0, which are concentrated between 0 and 5. From Fig. 6b , the values of r¯ are mainly concentrated between 3 and 4 and none of them are <1. As can be seen in Fig. 6c , with the increase in σ, the number of images significantly decreased. Obviously, the values of D of the defogged images after using CTV method are all better than untreated, as shown in Fig. 6d . The sufficient statistical experiments demonstrate that our proposed method can achieve satisfactory outcomes.
Owing to the large amount of data set, we simply illustrate five representative images as shown in Fig. 7. Figs. 8a and b show that MSR and VR methods have little effect on eliminating the haze appeared in the natural hazy image. As we can observe in Figs. 8c and d, DCP, Fang's, and our dehazing and denoising method unveil more colour and brightness. In contrast, Fig. 8e demonstrates Meng's method performs more saturated colours compared with others. From Fig. 8f , it can been seen that the recovered images after applying DEFADE method reveal more sharp details. However, apart from Fang's method, all other compared methods leave out of consideration the presence of noise in the natural hazy image. Fortunately, our variational method based on dark channel is effective and robust since it can remove the effects of hazy and noise. Notice that the results obtained with our algorithm seem visually better than the results obtained by DCP and close to DEFADE. In additional, due to a smooth effect on the transmission map, our CTV method can unveil more details of the hazy image than other methods, especially in edge-preserving.
Furthermore, those four evaluation indicators are evaluated for MSR, VR, DCP, Fang's, Meng's, DEFADE, and our method on five images of Fig. 7 . As can be seen in Table 4 , the low values of the metric D denote that foggy images are more effectively and perceptually defogged by our method. The higher values of the metrics e, r¯ and low values of the metric σ show that DEFADE and our method produce more naturalistic and clear edges, and Meng's method obtains rich colours after defogging. These quantitative comparisons further prove that our CTV model can achieve a satisfactory performance. 
Conclusion
In this paper, we propose the LTV, MTV, CTV variational models combining the DCP and TVs models to remove haze and noise simultaneously. To optimise the computation efficiency, their fast split Bregman algorithms are further designed. Extensive experiments conducted on simulated and real scenes images show that all the proposed three models make an effect on dehazing and denoising. It also can be concluded that the CTV model outperforms LTV and MTV in dehazing, denoising with edgepreserving; however, the LTV is the fastest among them. Furthermore, comparing with other existing state of the art methods, it also demonstrates the robustness and effectiveness of the CTV model. 
