KSs with the same canonical form are equivalent to each other, and cannot be discriminated based on the information in a single infinitely long two-state trajectory. Here, we give canonical forms of reduced dimensions (RD) [33] , e.g. 
A FIG 1 A two-state trajectory (A), the KS (B), and the RD form (C)
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symmetry (symmetry means that the spectrum of the waiting time probability density function (WT-PDF) for the single x (=on, off) periods is degenerate), and constitute a powerful tool in discriminating among KSs, because the mapping of a KS into a RD form is based on the KS's on-off connectivity and therefore can be done, to a large extent, without actual calculations. Using this property, we give an ensemble of relationships between properties of the data, the topology of the RD forms, and properties of KSs. These relationships are useful in discriminating KSs and in the analysis of the data. With respect of the actual analysis of the data, we give a simple procedure for finding the RD form from finite data. It turns out that RD forms can be constructed from data sets fairly accurately, and, importantly, much more accurately than other mechanism (at least in the cases studied by us, which represent commonly encountered mechanisms from two-state trajectories.) This paper is laid out as follows. Section II gives the mathematical formulations of the system in terms of the master equation and the path representation. Section III introduces the canonical forms of reduced dimensions. RD forms stem from the path representation. Section IV builds a RD form from finite data, and section V concludes.
II -Mathematical formulations
In this section, we express the WT-PDFs for single periods, ) (t On-off KSs are commonly described in terms of the master equation, but our canonical forms are naturally related to the path representation. This will be shown in the next section.
II.1. Matrix formulation of the system
The problem at hand is formulated in terms of a (single) random walker in an on-off KS. The time-dependent occupancy probabilities of state x for the coupled on-off process,
, with the elements ( )
x is the number of substates in state x), obey the reversible master equation, 
In Eq. (1), matrix K , with dimensions 
and, 
Eqs. (2) - (3) is the Green's function of state x for the irreversible process,
, with the solution,
The second equality in Eq. (4) follows from a similarity transformation
, and all the matrices in Eq. (4) have dimensions . Non symmetric
KSs must have non-degenerate eigenvalue matrices s.
II.2. Path representation of the WT-PDFs
Our approach is based on expressing the WT-PDFs in Eqs. (2)-(3) in path representation that utilizes the on-off connectivity of the KS. The on-off process is separated into two irreversible processes that occur sequentially, and we have for ) , Namely, each event in state x starts at one of the initial substates, labeled,
, and terminates through one of the final substates, labeled m x N ,...,
for an irreversible on-off connection KS (Fig. 1B) 
III -RD Forms
In this section we present the canonical forms of reduced dimensions and the relationships between the data, the canonical form topology, and the KS. Otherwise, (Fig. 2E , and Appendix B), and Eq. (5) is rewritten such that it has the minimal number of additives in the external summations, exit-connection to substate , which is it's only entering-connection, substate is defined as the one contributing to the rank). For example, the KS in Fig. 2E 
IV -Constructing the RD form from the data
The RD form is built from finite data following a three-stage algorithm: (1) Obtain the spectrum of the ) (t We use the above three-stage algorithm in the construction of the RD form in Fig.   1C from finite data. The KS is shown in Fig. 1B . A two-state trajectory (Fig. 1A) is generated by simulating a random walk in the RD form. This is done by a modified Gillespie Mote-Carlo method. Each transition in the simulation happens in two steps.
Assume the process starts at substate . The first step chooses the destination of the next location, determined by the weights of making a transition i : 
is performed by a maximum likelihood method with constraints. (Note that some of the jHi x, α s are zeros, but this information is not known a priori.) The likelihood function is given by,
The constraints in the algorithm demand that Eqs. (7) 
APPEDIX A
In this Appendix, we give expressions for ) (t 
Here, is the probability that an event that starts at substate exits to substate , and is given by 
and, (1.2.2) Let and . (Fig. B3A-B3B) . Then, the WT-PDFs for the connections are given by, 
where we associate and n . The topology of the RD form is determined by the largest R x,y . 
