A major challenge in the field of Multi-Agent Systems is to enable autonomous agents to allocate tasks efficiently. This paper extends previous work on an approach to the collective iterative allocation problem where a group of agents endeavours to find the best allocations possible through refinements of these allocations over time. For each iteration, each agent proposes an allocation based on its model of the problem domain, then one of the proposed allocations is selected and executed which enables us to assess if subsequent allocations should be refined. We offer an efficient algorithm capturing this process, and then report on theoretical and empirical results that analyse the role of three conditions in the performance of the algorithm: accuracy of agents' estimations of the performance of a task, the degree of optimism, and the type of group decision policy that determines which allocation is selected after each proposal phase.
Introduction
Assigning agents to tasks is a challenging problem in the coordination of Multi-Agent Systems (MAS), where each agent is autonomous and has its own unique knowledge of the agents and tasks involved [9, 20] . This problem requires efficient solutions as it is experienced in a wide range of applications, such as network routing, crisis management, logistics, compu-quality of allocations found. Knowledge of the performance of a team is acquired after it has been selected based on a group decision policy. Following other work, which argued that estimations of other agents' performance can improve individual agent decisionmaking [18] , such estimations are useful in making collective decisions about allocating tasks to teams.
Our first question concerns the conditions under which we can guarantee optimal or near optimal allocations by testing only few teams. This paper considers the case of invariable team performance, i.e., a team's performance is the same every time it performs a particular task (related work often assumes implicitly that the performance of agents is invariable [4] ). 2 Using various individual agents' proposals which are based on their estimations of the performance of different teams (a phase we call proposing), we select a team to a given task (a phase we call selection). The selection is based on group decision policies, where each agent contributes (e.g., through proposing) to the decision as to which team should be selected for a given task (Section 2). After a team is selected and executes the task, we progressively develop a better understanding of the true performance of teams (a phase we call learning) which is taken into account in subsequent allocations. Our second question concerns the conditions that determine the number of iterations required to find allocations. This question is addressed by studying different criteria that terminate the algorithm. In this context, we also examine three policies: the majority policy which selects the team proposed by the majority of agents; the maximum policy which selects the team proposed with the highest estimated performance; and the minimum policy which selects the team proposed with the lowest estimated performance. We explore these two questions theoretically as well as empirically.
This paper extends the state of the art by offering a comprehensive investigation of theoretical and empirical conditions that enable a group of agents to find optimal solutions in as few iterations as possible. The main contributions are described in three sections. Section 2 offers a formal representation of the approach and problem domain. This formal representation is required for the theoretical and empirical studies that follow in Sections 3 and 4. Section 3 offers results that define theoretical boundaries on two aspects of the effi- 2 In previous work [23, 21] , we presented empirical results in the case of variable team performance. But this paper offers stronger analytical properties about the performance of the algorithm. ciency of our approach based on [16] : the quality of the allocation calculated by our algorithm; and the number of rounds required to find this solution. We show that these aspects are influenced by the accuracy of agents' estimations of the performance of teams; the group's optimism; and the type of group decision policy. For example, we prove that if agents are completely optimistic, then we are guaranteed to converge to an optimal solution. Further, if agents are optimistic and use particular termination criteria then the algorithm can be significantly faster in finding optimal solutions than an exhaustive approach (that tests each possible team). Section 4 consists of empirical studies that determine the behaviour of the algorithm under empirical conditions. We perform a series of simulation-based experiments that show that the maximum policy converges to better allocations, but when the number of rounds is limited, then the majority policy outperforms the maximum policy. Section 5 discusses related literature and Section 6 summarises the contributions offered by this research.
Formal Definitions and Assignment Algorithm
This section defines the main components of this approach and an assignment algorithm.
Definition of Main Components
Our approach to the CIA problem is represented by the following tuple.
CIA =< T, AT, A = {a 1 (M a1 , RP a1 ), . . .}, P > T is a set of Tasks, each task t i can be assigned to an agent team at i ∈ AT. Each agent a i in A maintains Models M a1 and uses Reasoning Processes RP a1 to make assignments collectively using a group decision Policy P. These elements are defined in the following paragraphs.
Definition 1.
A set of Tasks is denoted by T = {t 1 , . . . , t s } with s = |T |.
A task defined in T can be assigned to an agent team.
Definition 2. A set of Agent Teams is denoted by
AT = {at 1 , . . . , at p } with p = |AT |, where at j ∈ AT is a team.
Definition 3.
A set of Agents is denoted by A = {a 1 , . . . , a q } with q = |A|, where a i ∈ A is an agent.
The true performance of a team at j for various tasks is referred to as a team's capability: C(at j ) = {V (at j , t 1 ), . . . , V (at j , t s )}, where V : AT × T → R + is a value representing the performance of a team for a task (the value 0 corresponds to being unable to perform a task). The capability of a team can only be estimated (in this study, a value of team's true performance is only revealed after a team performed a task, values for the true performance of teams that have not performed a task yet are only specified for illustrative purposes). Each agent a i ∈ A maintains models M ai to estimate the capabilities of teams and each agent is able to execute Reasoning Processes RP ai using these models.
Definition 4. M ai
are the Models maintained by agent a i . Models are expressed by M ai = {M ai (at 1 ), . . . , M ai (at p )} with p being the number of teams in AT . A specific model of a team at j is defined by a set of estimations M ai (at j ) = {V ai (at j , t 1 ), . . . ,V ai (at j , t s )}, where · t 1 , . . . , t s are the tasks defined in T (Definition 1). · at j is a team in AT (Definition 2). ·V ai (at j , t k ) is a value function that maps a team at j and a task t k to a value that is an estimation of team at j 's true task performance V (at j , t k ).
Definition 5. RP ai are a i 's Reasoning Processes.
• For each agent a i and task t k , the INI-TIALISE process returns a set of Models M ai .
• For each agent a i and task t k , the PRO-POSE process returns a proposal defining a team and its estimated performance: proposal ai = at j ,V ai (at j ) .
• For each agent a i , task t k and team at j , the UPDATE process returns a set of updated models M ′ ai (in this study, we assume that models are updated after a team performs a task t k ).
For a given task, the estimations in the models maintained by each agent are initialised based on its own unique experience and each agent can propose a particular team with an estimation of that team's performance (Definition 5). A central issue in our approach is to fully utilise the proposals submitted by the agents A for the selection of a team. To this end, we define a policy that governs the process of making a group decision. We consider the following three notations that underly the definition of a group decision policy.
-A set of combinations of proposals that could be submitted by agents A is denoted by SETPROPOSALS A for a particular group decision. -Let PROPOSALS A ∈ SETPROPOSALS A be a specific set of proposals, such that PROPOSALS A ={proposal a1 , . . . , proposal aq }, where q = |A| (i.e., each agent makes one proposal). As per Definition 4, proposal ai is an ordered pair of the proposed team and its proposed performance as specified by an agent a i 's PROPOSE process. -Finally, a set of proposed teams is denoted by AT PROPOSALSA = {at j | at j ,V ai (at j , t k ) ∈ PROPOSALS A }.
With these notations, we define the policy as follows. Note that a policy selects a team only from those that have been proposed, that is, the selected team is in AT PROPOSALS A .
Definition 6. A group decision Policy P is an algorithmic process for selecting one proposal from a set of proposals, such that P : SETPROPOSALS

TAP Assignment Algorithm
We now introduce a formal algorithm that coordinates the main processes of the assignment procedure.
Preliminaries
Each agent follows the assignment algorithm (depicted in Figure 1 ) to coordinate processes with other agents and to make collective assignments of a team to a task over multiple rounds of proposing, selecting and learning. The algorithm uses the definitions introduced in the previous section.
Two more clarifications are required to define the algorithm. First, the algorithm assumes the execution
TAP ASSIGNMENT ALGORITHM.
INPUT: Task t k ∈ T , Teams AT , Agents A, Policy P OUTPUT: Assignment of at j ∈ AT to t k ∈ T 1. ANNOUNCE task t k ∈ T 2. INITIALISE ai (M ai , t k ) (∀a i ∈ A) 3. Repeat
4. Until a termination criterion is satisfied Fig. 1 . A task is repeatedly assigned to different teams until a criterion is satisfied (e.g., a team is believed to perform the task best).
of an ANNOUNCE process that broadcasts the task t k ∈ T to all agents. Unlike reasoning processes RP executed by a specific agent a i (Definition 4), the AN-NOUNCE process can be executed by any party. We also assume that the policy is applied by an agent a policy that does not alter proposals or the outcome of the policy. Note that finding an agent a policy can be a difficult problem in MAS, particularly if the MAS encourages opportunistic behaviour and the agent modifies the outcome of the policy.
How Does the Assignment Algorithm Work?
The assignment algorithm presented in Figure 1 works as follows. In step 1, a task is announced and broadcasted to all agents A. Upon receiving this announcement, each agent initialises its models of the performance of all teams (step 2 in Figure 1 ).
The loop (steps 3a, 3b, and 3c) is called an assignment round r i with i being the i'th iteration of the loop. A reasoning process or group decision executed in a particular round is denoted with a lower index indicating the round. For example, the team that has been selected in round 3 is denoted by at selected,r3 , and the policy outcome in that round is expressed by P r3 . The estimated performance of the selected team at selected,r3 is denoted byV ai,r3 (at selected , t k ).
Each assignment round involves proposing a team by each agent (step 3a), selecting a team (step 3b) and learning from the performance of the assigned team after task execution (step 3c).
-In step 3a, each agent proposes a team for the announced task and the proposals communicated by the agents in A are stored in PROPOSALS A . For example, agent a 1 's PROPOSE process returns proposal a1 = {a 1 , a 2 }, 0.4 and agent a 2 PRO-POSE process returns proposal a2 = {a 2 }, 0.25 . The proposals communicated by a 1 and a 2 are:
, an agent a policy uses the PROPOSALS A and a group decision policy P to select a team at selected for the announced task (Definition 6). The selected team at selected is assigned to the task and will then perform it. For example, a policy can select the highest proposed team at 3 (consisting of agent a 1 and a 2 ). -In step 3c, each agent updates its models based on the true performance of the selected team: V (at selected , bake). For example, the estimated valueV a1,ri (at 3 , t k ) = 0.4 is replaced with the true performance of the selected team
The models are now changed and this may alter the selection of a team for the task in the next round.
An assignment round is repeated until the agent a policy terminates the algorithm according to a criterion (step 4). A simple example of a criterion is to limit the number of assignment rounds to k ∈ N (e.g., a similar criterion is used in [34] ). Such a criterion may be inefficient as it can terminate the algorithm well before or well after an optimal team has been selected. Other criteria may terminate the algorithm more efficiently. For example, the algorithm may terminate when no proposals specifies a team which estimated performance is higher than any previously selected team. This paper considers criteria that uses the proposed estimations and information of each team's true performance (as it becomes known). As our studies unfold in this paper, it will become clear that developing efficient criteria is a difficult problem.
Solution Computed by Algorithm
Finally, we need to specify the solution returned by the algorithm when it terminates. We define this solution to be a team whose actual performance is no worse than any team that has performed the designated task in previous assignment rounds. More formally, -Let AT KnownSoFar = {at j ∈ AT : at j = at rt , r t ≤ r current , where r current is the current round}. That is, if the algorithm is currently in round r current , and the performance of the selected team at rcurrent becomes known, then AT KnownSoFar is a set of teams that were selected in rounds r 1 , . . . , r current . The performance of these teams is known accurately V ATKnownSoFar = {V (at j ) : at j ∈ AT KnownSoFar }. At the beginning of the algorithm, before the first selection of a team, AT KnownSoFar = ∅. -Let at BestSoFar = argmax at l ∈ATKnownSoFar V (at l ) be the team with the highest true performance V (at BestSoFar ) in AT KnownSoFar .
Note that more than one team may satisfy this definition, so that the solution returned by the algorithm may be non-deterministic.
Formalising the CNET protocol in our Framework
The contract net protocol is a well known coordination mechanism for distributed systems [36] . In CNET, each agent proposes itself for an announced task (using its estimation of its own task performance) and the highest bidding agent is selected for the task. The CNET protocol is a traditional market-based allocation scheme which assumes that each agent knows its own performance best. Given its prevalence in many application domains, this section briefly shows how the CNET protocol can be formalised using our formalism.
The algorithm in Figure 1 works similar to the CNET protocol [36] by specifying the following components of our framework.
-Each agent is also a team and vice versa. That is, the group of agents is self-contained as A = AT . -Each agent proposes itself with a self-estimate of its own performance (and to this end, each agent only needs to maintain a model of its own performance). -A maximum policy is used to select a team (which is similar to a manager selecting the best bid). -Our algorithm is terminated after one assignment round.
Under this setting, finding an optimal allocation relies on the accuracy of each agent's estimations of its own performance. For example, if an optimal agent's estimations remain lower than that of other agents, it will never win the bid, and thus the agent's true performance will never be known. This paper shows that our approach substantially extends the CNET protocol to offer better and faster solutions. Note that [20] uses this framework and algorithm to represent other well known assignment processes, such as the process of aggregating preferences in classical voting.
Theoretical Considerations
The previous section introduced a formal framework and an algorithm that defines our approach to the Collective Iterative Allocation (CIA) problem. This section presents a theoretical study of our algorithm focusing on conditions under which we are guaranteed to find optimal solutions, and different termination criteria that influence the computational requirement of the algorithm. Section 3.1 first discusses the underlying assumptions of our study and Section 3.2 discusses the efficiency aspects of the algorithm. Sections 3.3 and 3.4 then analyse the role of the agents' estimations of team performance in the efficiency of the algorithm. In particular, we are interested in identifying conditions under which the algorithm is guaranteed to find a team that performs a task optimally, and conditions that can reduce the computational requirement of the algorithm.
Preliminaries
This theoretical study assumes that the capability of each team will not change (it is invariant and deterministic) when performing the same task under the same conditions. This assumption is made to focus our investigations of the efficiency of the algorithm on three aspects: accuracy of estimations, policies and termination criteria. In related work, the behaviour of a team is often implicitly assumed to be the same whenever it performs the same task, because the context under which the behaviour occurs does not change [14, 37, 40] .
It is worthwhile noting that the assumption on invariant and deterministic performance is not that restrictive, as we could in fact model normalised performance with respect to the environment or situation. For example, if we applied this to long distance running, and each iteration involves a different length race, we could simply normalise by dividing the length of the race by the race time and using this as the performance measure.
For clarity of exposition, we have chosen to simplify two aspects of the notation used in this chapter. From now on, we assume a fixed task t k ∈ T and we use an abbreviated form of the notation for the processes and estimations. For example, instead of notat-ing an estimation withV (at j , t k ), we now simply refer toV (at j ). Analytical results that hold for a task t k also hold for any task selected from T if performing this task does not depend on first performing other tasks. Finally, values, processes and policy outcomes are associated with the same round, if not indicated otherwise. That is, if we have not indicated a value, process or policy with a lower index of the round, they are associated with the same round.
Evaluating the Efficiency of the Assignment
Algorithm [15, 16] propose three aspects to evaluate the efficiency of allocation algorithms: solution quality -a value of the solution computed for an allocation problem, computational requirement -the number of times a dominant operation is repeated, and communication requirements -total number of messages sent over the network [15, 16] . 3 This paper uses two of these efficiency aspects to evaluate our algorithm.
-Solution quality: performance of the team for a particular task found by our algorithm. -Computational requirement: number of assignment rounds required before a solution is found.
The third aspect, communication requirement, can be derived from the computational requirement by multiplying the computational requirement with the number of agents in a group. For example, for three rounds and two agents, the number of communicated proposals is: |rounds| × |A| = 3 × 2 = 6. This calculation underlies the assumption that each agent in A communicates one proposal in each round.
To offer useful theoretical properties of the efficiency of our algorithm, we need to make assumptions about the reasoning processes, estimations maintained by agents and the termination condition of the algorithm. For example, if each agent proposes the same team in each round and does not update its models, and the algorithm terminates at some round in the future, we would not be able to make precise predictions of the efficiency of the algorithm. Hence, a specification of the reasoning processes, estimations and termination conditions is required to offer theoretical properties on the efficiency of the algorithm.
Particularly, we show that under certain conditions, we can guarantee to find an optimal solution which is a team denoted by at * whose performance is not lower than the performance of other teams in AT , i.e., at * = argmax atj ∈AT V (at j ) for all at j ∈ AT . Note that if |argmax atj ∈AT V (at j )| > 1, then there are several optimal solutions.
Reaching Optimal Solutions under Complete Group Optimism
This section examines the efficiency of the algorithm under the assumption that a group of agents is completely optimistic (i.e., each agent in the group is optimistic). The next section examines if complete optimism is a prerequisite for guaranteeing an optimal solution.
Policy -Independent Optimality under
Complete Group Optimism Research on reinforcement learning found that optimistic initial estimations have a significant influence on converging to optimal solutions as they encourage the exploration of the problem space and eventually lead to better results [38] . However, this research does not offer any guarantees on finding optimal solutions or the computational requirement of finding solutions. Further, previous research only considers how a single agent makes individual decisions and how this influences its own learning behaviour (and not how groups of agents make decisions together). Research on reinforcement learning has not investigated the issue of optimism in collective decision making and learning. We extend existing work to address this issue.
For this investigation, we need to define the notion of complete optimism in a group of agents. To this end, we first specify two reasoning processes used by each agent (Definition 5), starting with the INITIALISE process. We also define an agent's PROPOSE process representing the agent's contribution to find an optimal solution (which we also refer to as task rationality). For this definition, recall the following expressions which were first introduced in Section 2.2.3. 
If an agent has estimations higher than V (at BestSoFar ) for several teams, a "cautious" task rational proposer may, for example, propose the next best team to at BestSoFar . Also consistent with this definition is a "maximal" task rational proposer that specifies a team with the overall highest estimated performance in the agent's models.
The first theorem demonstrates that complete group optimism and task rationality are important premises for guaranteeing the finding of an optimal solution with our algorithm. These premises combined with testing the proposals communicated in each round enable us to identify the precise conditions under which an optimal solution is guaranteed. The importance of this theorem is that the algorithm identifies an optimal solution (under conditions of complete group optimism and task rationality), regardless of the type of group decision policy used. Hence, we call this theorem the sufficient condition. 
then if the algorithm terminates it will terminate with an optimal solution.
Proof. The theorem is proven by contradiction, i.e., we assume that if the algorithm terminates, then we have found a suboptimal team at BestSoFar .
If the team at
BestSoFar is not an optimal team, then there must be a team at * , such that V (at * ) > V (at BestSoFar ). 2. According to (C), if the algorithm terminates, we know that ∃ at j ,V (at j ) ∈ PROPOSALS A such thatV (at j ) ≤ V (at BestSoFar ). Assume that a ′ ∈ A is the agent that made this proposal. 3. According to (B), we know that
In particular, we know that V (at BestSoFar ) ≥V a ′ (at * ). According to 1., V (at * ) > V (at BestSoFar ), and according to 3. V (at BestSoFar ) ≥V a ′ (at * ). So, we know that V (at * ) >V a ′ (at * ). However, this is a contradiction, because we assumed that no agent has initial underestimations of the performance of any team nor does it update its models with underestimations (Condition (A)).
To illustrate this theorem recall Examples 1 and 2. The best marathon team is identified as soon as a proposed estimation is not greater than the best marathon team known so far, if we have a completely optimistic and task rational group of agents (Definitions 9 and 10).
Note that if all estimations are higher than the true performance of an optimal team, then we can define a stronger Condition C enabling an earlier identification of an optimal solution and thus reducing the computational requirement of the algorithm (which is further investigated in Section 3.3.3). This condition is true if any proposed estimation communicated in any previous round is not greater than at BestSoFar . In this case, we know that, if the algorithm terminates, we have found an optimal solution.
Optimal Solution with Three Termination
Criteria We now define three termination criteria and investigate if they are guaranteed to terminate the algorithm with an optimal solution. We first prove that an optimal solution is found with each of these criteria. In Section 3.3.3, we order these criteria with respect to their computational requirement (i.e., the required number of rounds before the algorithm terminates with an optimal solution).
For the following criteria, we assume that the policy is restricted to not select a team more than once (to prevent looping), hence the algorithm will eventually terminate, because the set of teams AT is finite (in the worst case after all teams have been selected at least once).
The following criterion terminates the algorithm if all proposed estimations of the team selected at selected by the policy are not greater than the best one found so far: at BestSoFar . In other words, we only terminate the algorithm if no agent believes that we can find a better team for the task.
Termination Criterion 1. The algorithm terminates if the following condition is true:
The next criterion is more restrictive as it terminates the algorithm if only one proposed estimation of the performance of the selected team is not greater than at BestSoFar .
Termination Criterion 2.
The algorithm terminates if the following condition is true:
The third criterion is most restrictive as it will terminate if at least one proposed team has an estimated performance not greater than V (at BestSoFar ).
Termination Criterion 3.
We first prove that the most restrictive criterion, TC 3, will terminate with an optimal solution. Proof. We will prove optimality by showing that the algorithm does not terminate before Condition (C) in Theorem 1 is satisfied. Recall that SETPROPOSALS A is a set of all possible combinations of proposals that can be communicated by agents (Definition 6).
Let SETPROPOSALS
be a set of proposal sets, where each proposal set PROPOSALS T C3 ∈ SETPROPOSALS T C3 will satisfy TC 3.
be an arbitrary set of proposals that will satisfy TC 3. 3. According to TC 3, when the algorithm terminates, there exists at least one proposal' ∈ PROPOSALS' T C3 that does not estimate a team greater than V (at BestSoFar ), such that proposal'= at j ,V (at j ) whereV (at j ) ≤ V (at BestSoFar ).
Since proposal' also satisfies Condition (C) specified in Theorem 1, the algorithm that uses TC 3 will terminate with an optimal solution. Proof. Since SETPROPOSALS T C2 ⊆ SETPROPOSALS T C3 , SETPROPOSALS T C2 will also consist of proposal sets which have at least one proposal, proposal', with a proposed performance that is not greater than at BestSoFar (as specified for PROPOSALS T C3 ). Since proposal' satisfies condition (C) specified in Theorem 1, the algorithm terminates with an optimal solution using Termination Criterion 2. Under complete group optimism (Definition 9) and under the condition that each agent is task rational (Definition 10), the algorithm terminates with an optimal solution using Termination Criterion 1.
will also consist of proposal sets which have at least one proposal, proposal', with a proposed performance that is not greater than at BestSoFar (as specified for PROPOSALS T C3 ). Since proposal' satisfies condition (C) specified in Theorem 1, the algorithm that uses Termination Criterion 1 will terminate the algorithm with an optimal solution.
Ordering Three Termination Criteria with
respect to Computational Requirement For comparative purposes, consider an exhaustive procedure that assigns each team at least once and after each team has performed a task, the true performance of each team is known and an optimal solution can be determined. By testing each team, one-by-one, it is possible that an optimal team could be assigned in the first round, but it will not be known if it is an optimal team before testing all remaining teams. Our aim in this section is to determine a ranking of Termination Criteria 1, 2 and 3 with respect to the number of required rounds to find an optimal solution.
For the purpose of analysing the computational requirement of the algorithm, the UPDATE and PRO-POSE processes specified in Definitions 8 and 10 are too general. For example, according to Definition 10 (task rational proposer), agents may propose any team as long as they propose one with an estimation higher than V (at BestSoFar ) (if there is such a team). Assume that a 1 is a task rational proposer and has three performance estimationsV a1 (at 1 ) = 0.6,V a1 (at 2 ) = 0.7 andV a1 (at 3 ) = 0.8, V (at BestSoFar ) = 0.5, and V (at 1 ) = V (at 2 ) = 0.5 and V (at 3 ) = 0.8. As a 1 is task rational it could propose at 1 first, then at 2 , and finally at 3 or it could propose at 2 first, and then at 3 . It could also propose at 3 in the first round. As seen from this example, we cannot predict how many rounds are required before the algorithm terminates if agents act according to Definition 10. Also, if agents use the optimistic UPDATE process specified in Definition 8, each agent may only make slight changes to its models and propose different teams before the algorithm terminates.
An assessment of the computational requirement of the algorithm with a particular criterion requires more restrictive definitions of the PROPOSE and UPDATE processes. These definitions will enable us to prove specific theorems of the computational requirement of the algorithm.
For Theorem 1, we assumed that each agent is an optimistic updater -the following definition is a special case of such an agent (Definition 8).
Definition 11. Accurate Updater. An agent a i is an accurate updater if, and only if, the UPDATE process of this agent replaces an estimated value of a team with the value that represents the observed performance of the selected team (after it performs the task):
The following definition is a special case of a task rational proposer (Definition 10).
Definition 12. Maximal Task Rational Proposer. An agent is a maximal task rational proposer if, and only if, it proposes a team with the highest estimated performance according to the estimations in its models. That is, an agent a i proposes a team at j with max
We can now rank the Termination Criteria 1, 2 and 3 according to the number of rounds the algorithm requires to find an optimal solution. We say that "TC x is at least as efficient as TC y", if the algorithm terminates with TC x in no greater number of rounds than it would take for the algorithm to terminate with TC y (in other words, TC y will need at least as many rounds as TC x). The next theorem states that Criterion 2 is at least as efficient as Criterion 1.
Theorem 2. Termination Criterion 2 is at least as efficient as Termination Criterion 1. If each agent in
A is an optimistic initialiser (Definition 7), a maximal task rational proposer (Definition 12) , and an accurate updater (Definition 11), then TC 2 will terminate the algorithm with an optimal solution in at least as many rounds as TC 1.
Proof. We will prove this theorem by showing that there is a set of proposals that terminates the algorithm with TC 2, but not with TC 1.
Let SETPROPOSALS T C1 ⊆ SETPROPOSALS A be a set of all proposal sets that will satisfy TC 1 and let SETPROPOSALS T C2 ⊆ SETPROPOSALS A be a set of proposal sets that will satisfy TC 2 (SETPROPOSALS A is a set of a combination of proposals communicated by agents, Definition 6).
According to Lemma 2, if the algorithm terminates with TC 2 and finds an optimal solution, then it will also terminate and find an optimal solution with TC 1. We also know that SETPROPOSALS T C2 ⊆ SETPROPOSALS T C1 . Then, we know that SETPROPOSALS T C2 /SETPROPOSALS T C1 are proposal sets that will terminate with TC 2, but not with TC 1. In other words, any sequence of rounds that terminates with TC 1 will terminate with TC 2 after the same number of rounds, if not earlier.
Theorem 3. Termination Criterion 3 is at least as efficient as Termination Criterion 2. If each agent in
A is an optimistic initialiser (Definition 7), a maximal task rational proposer (Definition 12) , and an accurate updater (Definition 11), then TC 3 will terminate the algorithm with an optimal solution in at least as many rounds as TC 2.
Proof. According to Lemma 2, we know that SETPROPOSALS T C1 are the proposal sets that terminate the algorithm with an optimal solution. We also know that SETPROPOSALS T C2 ⊆ SETPROPOSALS T C3 . Hence, this proof is similar to the proof for Theorem 2. In brief, we have SETPROPOSALS T C3 /SETPROPOSALS T C2 which are the proposal sets that will terminate with TC 3, but not with TC 2. That is, any sequence of rounds that terminates with TC 2 will terminate with TC 3 after the same number of rounds, if not earlier.
Corollary 1. From Theorems 2 and 3, we can see that TC 3 is at least as efficient as TC 1 and TC 2.
That is, the algorithm with TC 3 never requires more rounds than with the other two criteria (if agents are completely optimistic, accurate updaters and maximal task rational).
Note that the algorithm may require even fewer rounds if each agent uses the estimations specified in proposals made by other agents, because the lowest estimation maintained by one agent is still an overestimation and can be used by other agents to update their models. For example, if a proposed estimation of a team at 1 by agent a 1 is lower than the estimation maintained by agent a 2 , then a 2 could improve its models by using a 1 proposed estimation.
Optimal Solutions with Three Policies: P min ,
P max and P maj We now introduce three policies, the minimum policy P min , the maximum policy P max and the majority policy P maj . To define the first two policies, P min and P max , we will denote a set V PROPOSALS A which are the estimations specified in PROPOSALS A :
Under complete group optimism, the minimum policy can be viewed as a conservative group decision policy as it selects the team proposed with the lowest estimation (but not an underestimation of the true performance of a team if each agent is optimistic).
Definition 13. Minimum Policy. Formally, the minimum policy is defined by P min (PROPOSALS A ) = at j , where at j is a random team selected from set
The maximum policy always selects the team proposed with the highest estimated performance.
Definition 14. Maximum Policy. Formally, the maximum policy is defined by P max (PROPOSALS
The third policy is the majority policy which selects the team that is preferred by the largest number of agents. As opposed to the minimum or maximum policy, the advantage of the majority policy is that it can prevent the selection of a team that has been proposed based on an unrealistically high estimation which is far removed from the true performance of a team. To define the policy P maj , we use a set AT PROPOSALS A which are the teams specified in PROPOSALS A :
Definition 15. Majority Policy. Formally, the majority policy is defined by P maj (PROPOSALS A ) = at j , where at j is the team selected from the set AT maj = {at maj | argmax
We adopt a definition of the term majority which related literature often refers as "plurality rule", "first past the post" and "winner takes all". Related research also defines majority such that at least half the agents have selected a particular team.
Using Theorem 1 and any of the policies, we know that the algorithm will find an optimal solution under complete group optimism. Note that this corollary assumes the PROPOSE and UPDATE processes in Definition 7 and Definition 8.
Corollary 2.
Optimality with P min , P max and P maj . Under the conditions (A)-(C) introduced for Theorem 1, we know that using P min , P max and P maj will find an optimal solution, if the algorithm terminates.
Proof. Condition (C) of Theorem 1 states that an optimal solution is found if there exists a proposal with an estimation not greater than V (at BestSoFar ). The selection of this team is independent of the group decision policy. Table 1 ). We consider a self contained group of agents A = AT , where three agents assign a task to each other. Formally, the group of agents is A = {a 1 , a 2 , a 3 } is also a set of agent teams In summary, teams at 2 and at 3 have been assigned, but not at 1 , thus we know that at 3 is an optimal solution before the algorithm assigns at 1 . This example demonstrates how the algorithm is guaranteed to find an optimal solution, if it terminates in any round. That is, it is not depending on any termination criterion. Since the following theorems are proven under more specific assumptions regarding criteria and processes, they enable us to make stronger assertions about the computational requirement. Finally, the algorithm may run for 5, 10, or 20 rounds as we have assumed an optimistic update process that replaces an initial estimate with a value no smaller than the original estimate. A special case of this process is when the update process replaces the estimate with exactly the observed value.
Example 3. Let us illustrate Corollary 2 by an example run of the algorithm using the policy P max (depicted in
AT = {at 1 = a 1 , at 2 = a 2 , at 3 = a 3 }.
The true performance (capability C) of each of these agents is represented by the values specified in the last row in each round to illustrate the difference to the updated estimations (
Reaching Optimal Solutions under Partial Group Optimism
The theorems in the previous section relied on the assumption of complete group optimism (Definition 9). We now consider a partially optimistic group of agents, where agents also have underestimations of the true performance of teams. Under partial group optimism, the proof in Theorem 1 does not guarantee an optimal solution as a proposal that is not greater than at BestSoFar may be an underestimation of the performance of a team (and this does not satisfy the Conditions (A)-(C), Theorem 1). To guarantee an optimal solution, we now have to more closely examine the role of the policies defined in Section 3.3.4.
Optimality under Minimal Group Optimism
An optimal solution can be found with the maximum policy if we know that at least one agent is optimistic about at least one optimal team. 
Definition 16. Minimal Group Optimism. We say that a group of agents is minimal optimistic if, and only if, at least one agent in that group is optimistic, so that
Let a' be the optimistic and task rational agent in A. According to (C), if the algorithm terminates, we know that
because at j has not been selected by P max . 4. According to (B), if the algorithm terminates, we know that V (at BestSoFar ) ≥V a ′ (at j ) for all at j ∈ AT and for a'.
According to 1., V (at * ) > V (at BestSoFar ), and according to 3. and 4. V (at BestSoFar ) ≥V a ′ (at * ). So, we know that V (at * ) >V a ′ (at * ). However, this is a contradiction, because we assumed that agent a ′ is an optimistic initialiser and initial updater with respect to all teams in AT (Condition (A)).
Optimality under Majority Group Optimism
Definition 17. Majority Group Optimism. We say that a group of agents is majority optimistic if, and only if, the majority of agents in that group are optimistic, so thatV ai (at j ) ≥ V (at j ) for the majority of a i ∈ A and for all at j ∈ AT at all times.
A proof of a theorem stating optimality with a group of majority optimistic agents is a variation of the proof for Theorem 4. In brief, the majority policy will select the team that is overestimated by the majority of agents. By assumption, an optimal team is overestimated by the majority of agents. We know that teams that are overestimated will be selected until we find a team whose performance is greater than the estimations of other teams. The algorithm will not terminate until the majority of agents has estimations about an optimal team which are higher than estimations about other teams.
Policy: Independent Optimality under Minimal
Group Optimism The following theorem is an important variation of Theorem 1 as it does not assume a completely optimistic group of agents. Under minimal group optimism, we can still guarantee optimality with a less restrictive Condition (C) involving an assessment of the proposals made by the agents. 
Proof. The theorem is proven by contradiction, i.e., we assume that if the algorithm terminates, then we have found a suboptimal team at BestSoFar . Let a ′ ∈ A be an agent that remains optimistic about the performance of an optimal team (according to (A)).
If the team at
BestSoFar is not an optimal team, then there must be a team at * , such that V (at * ) > V (at BestSoFar ).
According to (C), if the algorithm terminates,
we know that ∀ at j ,V (at j ) ∈ PROPOSALS A such thatV ai (at j ) ≤ V (at BestSoFar ) for all agents a i ∈ A. In particular, we know that a ′ has made a proposal, whereV a ′ (at j ) ≤ V (at BestSoFar ). 3. According to (B), if the algorithm terminates, we know that V (at BestSoFar ) ≥V ai (at j ) for all at j ∈ AT and for all a i ∈ A. In particular, we know that V (at BestSoFar ) ≥V a ′ (at j ). According to 1., V (at * ) > V (at BestSoFar ), and according to 3. V (at BestSoFar ) ≥V a ′ (at * ). So, we know that V (at * ) >V a ′ (at * ). However, this is a contradiction, because we assumed that agent a ′ is an optimistic initialiser and initial updater with respect to all teams in AT (Condition (A)).
Another important variation of Theorem 1 is one where we keep the original Condition C (i.e., the algorithm does not terminate if all proposals are greater than V (at BestSoFar )) and then assume that each agent is a maximal task rational proposer (Definition 12). Note that in this case, the insights obtained with respect to the computational requirement (Theorems 2 and 3) also apply. We do not prove this statement here as it is similar to the proof provided for Theorems 1 and 5.
Determining Precise Computational
Requirement under Partial Optimism Under partial optimism, Termination Criterion 3 is not guaranteed to terminate the algorithm with an optimal solution. A proposed estimation of an optimal team could be lower than its true performance, and also lower than the team at BestSoFar and this would terminate the algorithm with a suboptimal solution. This reasoning applies to Termination Criterion 2 which could also terminate with a suboptimal solution. Only Termination Criterion 1 ensures that the algorithm does not terminate with an underestimation. Hence, it is assumed for the theorems in this section. Note also that we assume that agents are accurate updaters (Definition 11) and maximal task rational proposers (Definition 12).
The following theorem defines conditions which determine the precise number of rounds until the algorithm converges to an optimal solution with P max . Informally, if there exists an agent that estimates the performance of m teams (of n teams) higher than the true performance of an optimal team (but whose performance is actually lower than that of an optimal team), and if the performance of an optimal team is higher than the estimated performance of the other n − m teams, then an optimal solution is found in exactly m rounds. Let at ′ be an optimal team. Let AT * ⊆ AT be a set of teams such that ∀at j ∈ AT * , ∃a i ∈ A witĥ
Theorem 6. Maximum Policy: Assignment Rounds.
If max
to find an optimal team at ′ in |AT * | rounds.
Proof. P max selects the team with the highest proposed performance, and we know that |AT * | teams have higher estimations than the true and estimated performance of an optimal team, but do actually perform a task worse than an optimal team. Each team in AT * is selected before an optimal team, sinceV ai (at j ) > V (at j ), ∀at j ∈ AT * . Since these teams have a true performance that is lower than the estimated performance of an optimal team, each of them will be selected once and then not be selected again. The other teams AT * − AT will never be selected as their estimations are lower than that of an optimal team and the teams in AT * . Thus, exactly |AT * | teams perform the task, after which the algorithm terminates with an optimal team.
The majority policy will also find an optimal solution. Theorems 6 and 7 imply that in the best case an optimal solution can be found in only one round. The theorems also imply that an optimal solution can be found before all teams have been assigned once (i.e., the algorithm does not require more rounds than the exhaustive procedure). For the maximum policy, we can derive the following corollaries (similar corollaries can easily be derived for the majority policy). We can also show that the maximum number of rounds is not greater than the number of teams, which means that the maximum number of rounds for the algorithm is not greater than those required when trying each team at least once. Table 2 Optimality and computational requirement of the algorithm under complete group optimism.
If we know that agents are optimistic in a given domain, we can use the assignment algorithm to exploit the above property in reducing the number of rounds required to find an optimal solution. That is, Theorems 6 and 7 enable us to make statements about the computational requirements of our algorithm under partial optimism. For example, the theorems show that if we have prior knowledge of the agents' estimations, then we can determine an acceptable upper bound on the number of reassignments required. Another useful insight is that if we know that the majority of agents are not optimistic about an optimal team (but we have at least one agent that is optimistic about an optimal team), then we are guaranteed to find an optimal team with P max .
Note that the computational requirement of the algorithm can be reduced if we know that one agent is optimistic. The algorithm can be terminated more efficiently with Termination Criterion 3. The proof provided in Section 3.3.3 can be adopted to prove this statement.
This paper does not offer proofs for variations of previous theorems, but instead we outline a few ideas. For example, we can order policies according to their computational requirement under partial op- 
Under strict minimal group optimism, the minimum policy is no more efficient than the maximum policy. A proof to this assertion is a variant of proofs in the previous section.
Suboptimal Solutions under Group Pessimism
In the previous section, we focused on guaranteeing to find an optimal team with optimistic estimations. However, it is also important to identify conditions under which an optimal team can not be found.
If all agents have estimations of optimal teams that are lower than the true performance of other teams, then it is called a pessimistic group.
Definition 19. Group Pessimism. A group of agents A is pessimistic if, and only if, each agent in this group
initialises its estimation of all optimal teams lower than that of other teams, so thatV ai (at j ) < V (at j ) for all a i ∈ A and for all at j ∈ AT at all times.
The following theorem assumes group pessimism and task rationality, thus preventing the algorithm from finding an optimal solution.
Theorem 8. If a group of agents is pessimistic, and if each agent is maximal task rational (Definition 12)
, then an optimal solution will never be found (regardless of the group decision policy used).
Proof. Since an optimal team at * is always estimated to be lower than other teams by all agents, then an optimal team will never be proposed in any round. Recall that we defined a group decision policy as one that selects a team from those that have been proposed, and therefore an optimal team will never be selected, because it has not been proposed. Thus, an optimal solution will never be found.
If we know that a group of agents is pessimistic and each agent is task rational, then a different policy may be more appropriate, for example, a policy that selects a random team from teams that have not been proposed. Tables 2 and 3 provide an overview of the theoretical results.
Empirical Study
This section presents an empirical simulation-based study investigating the influence of model accuracy and group decision policies on the efficiency of the TAP algorithm. This study is illustrated by a model of a domain involving surf rescues, where a group of rescue teams endeavours to allocate the best rescue team to a rescue task (Section 4.1). Section 4.4 defines an experiment that examines the role of agents' initial estimations of the rescue performance of rescue teams and the role of the maximum, minimum and majority group decision policy in the assignment procedure.
Illustration of Study: A Model of a Surf Rescue Domain
RoboCup Rescue is a research initiative that offers many practical domains in which autonomous systems perform and coordinate tasks in disaster situations, such as bushfires and earthquakes [28, 26, 29] . As part of this initiative, [26] have been the first to propose a surf rescue domain involving rescues coordinated by autonomous robots on remote beaches. The main research interest of [26] is on building autonomous rescue teams endowed with specific hardware components. Such components cope with the harsh environmental conditions in the surf, e.g., coping with noisy sensory input and meeting high power demands. Our interest is in using this domain as a platform to illustrate the main components of a CIA problem.
Formalising the Main Components in a Surf
Rescue Domain using our Framework A Surf Rescue (SR) domain involves a panel of senior lifesavers that endeavours to allocate an optimal rescue team to the task of rescuing a distressed swimmer. Each rescue requires a team of individual lifesavers that perform different roles (and this paper assumes that each team is estimated as a unique object). Each panel member has an initial notion of how a team would perform the rescue, and the panel can refine rescue allocations based on their observations of how well different teams perform a rescue.
A SR domain is represented using the formal definitions of our framework presented in Section 2.
-Task domain. We consider a specific rescue task denoted by t=rescue (Definition 1). Our focus is on finding an optimal team after assigning and testing as few teams for the rescue task as possible.
Each agent maintains models of the rescue performance of the teams and each agent has processes to use these models (Definitions 4 and 5). In particular, each agent uses a value function that represents how well a team rescues the swimmer (e.g., the faster the distressed swimmer is retrieved, the higher the value returned by this function). The values of this function range from 0 to 1, where 0 represents that a team is not able to perform a rescue and 1 represents an optimal rescue performance. For example, agent a 1 has a model of the rescue performance of team at 3 , i.e., a 1 's model of at 3 's rescue performance: M a1 (at 3 ) = {V a1 (at 3 , rescue) = 0.6} (Definition 4). 7 To illustrate the difference between the 7 Each agent may have preconceived notions of the performance of the rescue teams and we assume that agents derive these initial estimations from prior experience. Since these estimations are idiosyncratic, building a model about where they come from is an open research issue [6] and is not addressed in this paper. models maintained by agents and the capabilities of rescue teams, we specify each team's true rescue performance by its capability C, e.g., for at 3 : C(at 3 ) = {V (at 3 , rescue) = 0.3}. According to these two values, a 1 overestimates at 3 's rescue performance (0.6 > 0.3).
Each agent a i has three reasoning processes that use the estimations stored in its models (Definition 5): INITIALISE, PROPOSE and UPDATE. Each agent proposes a team that has the highest estimated rescue performance according to the agent's models (i.e., each agent is a maximal task rational proposer, Definition 12). Each agent updates its models accurately when it observes the rescue performance of a team (i.e., each agent is an accurate updater, Definition 11).
The process of announcing the task and applying the policy are steps in our algorithm, but they are not central to the analysis of our experiments. We explain them briefly for clarity of exposition. The AN-NOUNCE process is executed once to all agents as the first step in the assignment procedure (e.g., at the beginning of a season, the senior lifesavers identify the rescue as being a central part of patrolling surf beaches). For the second process, a designated "chairman" of the panel a policy will apply a group decision policy P and will collect proposals by senior lifesavers throughout the assignment rounds. As discussed in Section 2.2.1, this paper does not assume specific features of the entities that execute these processes.
The four components, Tasks -T, Agent Teams -AT (i.e., rescue teams), Agents -A (i.e., panel of senior lifesavers), Policy -P, are used as input by the assignment algorithm as described in the next section.
Sample Run of the Assignment Algorithm in the Surf Rescue Domain
This section describes a sample run of the assignment algorithm to find a rescue team for a rescue (based on the algorithm depicted in Figure 1 ). This sample run has the following properties.
-Policy P max (Definition 14) is used to select the rescue team with the highest proposed rescue performance. -Termination Criterion 1 (page 8) is used to terminate the algorithm (i.e., if all estimations of the selected team contained in proposals are not greater than the true performance of the best rescue team found so far, and the policy is restricted to not select the same rescue team more than once).
-Interactions are confined between agents a 1 and a 2 (for clarity of exposition). That is, only agents a 1 and a 2 maintain models of rescue teams at 3 and at 4 (M a1 (at 3 ), M a1 (at 4 ), M a2 (at 3 ) and M a2 (at 4 )), propose a rescue team and update models of selected rescue teams. Only rescue teams at 3 and at 4 can be assigned to the rescue.
The sample run is depicted in Table 4 .
-Column 1 indicates the step of the algorithm.
-Column 2 indicates the status of the group.
-Columns 3-4 show the processes executed by agents a 1 and a 2 at a particular step of the algorithm. -Columns 5-6 contain values of the true performance of the rescue teams. The true performance of the rescue teams selected for a rescue is boldfaced. -Columns 7-10 contain the models maintained by agents (the estimated performance of rescue teams proposed by agent a 1 is highlighted in lightgrey and rescue teams proposed by agent a 2 is highlighted in darkgrey).
At the beginning of the run, the rescue task is announced to all agents, step 1 in Table 4 . Upon receiving the task announcement, the agents a 1 and a 2 initialise their models of the rescue performance of the rescue teams at 3 and at 4 . As a result of initialising their models, agent a 1 has an estimation of each rescue team's rescue performance (0.6 for at 3 and 0.1 for at 4 ) as does agent a 2 (0.4 for at 3 and 0.5 for at 4 ) . To illustrate the interaction of each agent's models with the true rescue performance of rescue teams, we specify the true rescue performance of the rescue teams at 3 (0.3) and at 4 (0.6). As seen from step 2, the estimated performance in each agent's models is not consistent with the true performance of the rescue teams in question. For example, agent a 1 overestimates the performance of rescue team at 3 (0.6>0.3), but underestimates the performance of rescue team at 4 (0.1<0.6). Agent a 2 also overestimates the performance of rescue team at 3 (0.4>0.3), and underestimates the performance of rescue team at 4 (0.5<0.6).
In the first allocation round, the rescue task is assigned as follows. Agents a 1 and a 2 propose the best rescue team according to the estimations stored in their models (step 3). In particular, a 1 's proposal is proposal a1 = at 3 , 0.6 , and a 2 's proposal is proposal a2 = at 4 , 0.5 . In this example, agent a 2 is Table 4 A sample run of the assignment algorithm in the Surf Rescue domain with two assignment rounds agent a policy applying the maximum policy P max to select a rescue team for the rescue task. In this round, rescue team at 3 is selected and specified in proposal a1 (step 4 in Table 4 ). Rescue team at 3 does not rescue the swimmer as well as a 1 had estimated. After observing the true performance of at 3 , which is 0.3, both agents update their models of at 3 (step 5).
In the second allocation round, a 1 still proposes at 3 , and a 2 still proposes at 4 (step 6). However, this time, the maximum policy selects at 4 (step 7), since its proposed performance (0.5) is now higher than the proposed performance of at 3 (0.3). After observing the true performance of at 4 (0.6), both agents update their models M a1 (at 4 ) and M a2 (at 4 ) (step 8). Upon completion of this step, the models maintained by a 1 and a 2 are identical and both agents now believe that at 4 is the optimal rescue team.
In step 9, the termination criterion of the algorithm is satisfied and the algorithm terminates (we use Termination Criterion 1, page 8). The reason it terminates is that the policy selects a rescue team whose estimated performance specified in proposals from both agents is not greater than the true performance of the best rescue team that is known so far (which, in this example, is rescue team at 4 ). Note that models are not always identical to the capabilities of teams when the algorithm terminates -they are only identical if all rescue teams have been selected at least once (as occurred in this sample run).
Setting up the First Experimental Series: Interaction of Initial Models and the Minimum, Maximum and Majority Policy
This section addresses the question: How does the assignment algorithm perform under empirical domain conditions? This study examines the role of model accuracy (i.e., how accurate each agent knows the performance of each rescue team) and three group decision policies: the minimum, maximum and majority policy. We are interested in examining the following aspects.
Effect of Model Accuracy on Solution Quality
and Computational Requirement In Section 3, we have proven that an important condition to guarantee an optimal solution is that agents are completely or partially optimistic. To further extend on this insight, we test under which combinations of initial estimations and group decision policies our algorithm is likely to find optimal or near optimal solutions. We hypothesise that more accurate models increase the likelihood of finding optimal or near optimal solutions in fewer assignment rounds. Further, we also hypothesise that agents with optimistic estimations are more likely to find optimal or near optimal solutions than agents that with pessimistic estimations.
Comparison to Optimal and Random
Assignments How do the results obtained from the assignment algorithm compare to those obtained from bench-mark settings? To evaluate the efficiency of the algorithm, we consider two benchmark allocation procedures (neither use the TAP algorithm and are further defined in Section 4.6).
-An exhaustive procedure is guaranteed to find an optimal solution, but requires knowledge of the true performance of each rescue team which is achieved by assigning each rescue team to the task once. -A random procedure selects a random rescue team without any assignments and without knowledge of the performance of any rescue team. It only finds an optimal solution sometimes depending on the number of optimal rescue teams and the total number of rescue team (no assignments are required as no knowledge is required of a rescue team's performance).
Convergence Characteristics of Group Decision Policies How fast does the algorithm converge to a solution?
Our interest is in determining when a group decision policy enables the algorithm to converge to a solution faster. This knowledge enables us to select one policy over the others if the number or rounds is limited or not accurately known (that is, the algorithm would terminate regardless of when the termination criterion is satisfied).
The assumptions introduced for our theoretical study (Section 3.1) offer a starting point for a first empirical experiment. That is, our experimental study makes three explicit assumptions about the PROPOSE and UPDATE processes executed by the agents and the rescue performance of each rescue team.
-Agents are maximal task rational (each agent
proposes the rescue team with the highest estimated performance according to its models), Definition 12. -Each agent updates its model with the observed performance of the rescue team that has performed a task, Definition 11. -The rescue performance of each rescue team is invariant (the rescue performance of a given team will not vary when it performs various rescue), Section 3.1.
Experimental parameters
To investigate the above issues empirically, we implemented the assignment algorithm (specified in ure 1) and the components defined in the formal framework (Section 2). We then evaluated the algorithm by varying four experimental parameters: Capability Initialisation CI of rescue teams (a distribution representing the true rescue performance of rescue teams), Model Initialisations MI of agents (a distribution representing estimated rescue performance of rescue teams), group decision Policy P, and the Group Size GS. These experimental parameters are assigned a range of values in the simulations.
-Capability Initialisation (CI) defines two types of distributions that initialise the values V for the true performance of rescue teams. These distributions are normal and truncated ( Figure 2 ). * Capability Initialisation 1:
Since the interval of performance values ranges from 0 (worst performance) to 1 (optimal performance), the mean for both distributions is 0.5. Other values can be used to simulate the performance of other types of rescue teams. For example, 0.25 may be an appropriate mean of a distribution representing low performing rescue teams and 0.75 for high performing rescue teams (or 0.1 for extremely low performing rescue teams, or 0.9 for extremely high performing rescue teams). A standard deviation of 0.1 represents a rescue team population where performance values are distributed closer around the mean while a standard deviation of 0.25 represents a wider scattering (Figure 2 ). The specification of the mean and standard deviation will depend on which type of rescue team is considered in the simulation.
Truncation is required so that the performance does not exceed the [0, 1] thresholds. We have chosen to truncate the normal distribution by setting an outlier to its closest threshold (an outlier is a value that lies outside the [0, 1] threshold after is has been drawn from the normal distribution). For example, assume that we have a value 1.2 that is drawn from a capability distribution, e.g., when CI=2. For CI=2, this value will be set to 1.0 -the upper threshold. This truncation method maintains a normal distribution that represents a population with extremely low or high performance rescue teams. Section 4.10 discusses methods that may be more adequate. s.
Next, we discuss the parameter that initialises the models maintained by agents. As for the experimental parameter CI, models are initialised based on a normal truncated distribution with a mean M Iμ and standard deviation M Iσ.
There are various methods to simulate model accuracy and define values for M Iμ and M Iσ. A naive method is simply to draw random estimates from the same distribution as used for the parameter CI, and then add or subtract values to simulate optimism and pessimism. The problem with this initialisation is that the estimates are not related to the true performance of rescue teams. Hence, there is no reason to expect that our algorithm is more likely to choose an optimal rescue team than a random selection. Such a naive method of initialising estimations can be considered a worst case setting for our investigations as it assumes that agents are ignorant of a team's true performance. 8 In other cases, agents have estimations that are related to the capabilities of rescue teams, that is, agents are knowledgeable about the performance of teams. For this study, we aim to simulate model initialisation along a dimension where agents exhibit a certain degree of ignorance.
We have chosen to specify the distribution of models using four values: group knowledge and group optimism specify the mean M Iμ of the distribution, and spread and homogeneity specify the standard deviation M Iσ. This study focuses on the effect of group knowledge and group optimism which are specified in the next two paragraphs.
The degree of group knowledge of agents is specified by a value K indicating the closeness of M Iμ to the true performance of an agent. When K is 1, agents are knowledgeable and the distribution mean M Iμ is based on the true performance V (at i ) of a rescue team at i (recall that the true performance V (at i ) is drawn from the distribution specified by the experimental parameter Capability Initialisation CI). For example, if K=1, then M Iμ(at i ) = V (at i ), if we apply no optimistic or pessimistic modifications (as explained in the next section). When K is 0, all agents are (equally) ignorant of the individual performance of each rescue team. In particular, the mean of each estimation is based on the mean of the capability distribution of rescue teams (e.g., M Iμ(at i ) = CI µ = 0.5). This ignorance may be present when agents assemble in an ad-hoc manner and initial estimates are not related to the true performance of each rescue team. Any value of K between 0 and 1 represents a distribution with a mean that is close to the true performance of the rescue team in question. That is, agents have some estimates of the performance of rescue teams strongly related to the true value and other estimates which are far removed from the true value.
To empirically evaluate the implications of optimistic and pessimistic agents (based on our theoretical study in Section 3), we define a value ∆ that modifies the mean of the model distribution. Since each agent is unlikely to have exactly the same optimistic and pessimistic estimations of rescue teams, ∆ is also drawn from a normal distribution. That is, each rescue team will under-or overestimate the performance of each rescue team to a different extent.
We also define a standard deviation M Iσ that determines the divergence of the estimations from the mean. The value M Iσ is also drawn from a normal distribution, where the mean represents the spread of estimations, while the standard deviation represents the homogeneity of estimations among different agents. As the spread increases the divergence of estimations increases. A large degree of homogeneity means that the spread among different agents is similar. This study confines M Iσ to two settings where agents have a low and a high spread with moderate homogeneity. To illustrate the parameter MI, consider a situation in which agents are informed and optimistic. Further, agents have estimations that are closely spread around the mean performance of rescue teams and have a moderate level of homogeneity among agents. We can simulate this situation by setting K to 1, draw the value for ∆ from N ∆ (0.1, 0.1) (optimistic) and draw M Iσ(at 1 ) from N MIσ (0.1, 0.1) (low-spread). Assume ∆ is 0.14 and M Iσ is 0.08. Assume we have a rescue team at 1 with V (at 1 ) = 0.4. Under these settings, M Iμ(at 1 ) = (1 * 0.4) + (0 * 0.5) + 0.14 = 0.54.
Hence, an estimation drawn from the distribution N MI has a mean M Iμ(at 1 ) of 0.54 and M Iσ(at 1 ) of 0.08. In this example, the valueV (at 1 ) is 0.58 and overestimates the true performance of at 1 by 0.18 (0.58-0.4).
Note that we do not investigate an experimental setting where the mean M Iμ(at i ) is equal to V (at i ) and the standard deviation M Iσ is 0 as this represents a trivial case where all agents have accurate models (i.e., the algorithm will always find an optimal solution after one assignment round).
We have chosen the following group decision policies for the experimental study, because under given theoretical conditions, they are guaranteed to find optimal solutions (Sections 3.3 and 3.4).
-Policy (P) defines three types of group decision policies: minimum, maximum and majority. * The minimum policy P min selects the rescue team with the lowest proposed performance of all rescue teams proposed in a given round (Definition 13, page 11).
9 * The maximum policy P max selects the rescue team with the highest proposed performance of all rescue teams proposed in a given round (Definition 14, page 11). * The majority policy P maj selects the rescue team proposed by the greatest number of agents (Definition 15, page 11).
Different group sizes are expected to show a trend of our results with different settings of the experimental parameters CI, MI and P. For example, as group size becomes larger, we expect that solution quality reaches a higher, more stable level due to an increased chance that more agents have more accurate models overall.
-Group Size (GS) defines the number of agents in a surf rescue domain: 5, 10, 20, 40 and 50. GS also specifies the number of rescue teams in this simulation. So, we have the same number of agents and rescue teams in every simulation.
The study in this paper simulates a self-contained group where the number of agents and teams is the same (AT = A). We plan to alter the number of agents A and AT and will investigate if this has a significant influence on the efficiency of the algorithm.
Benchmark Settings
To evaluate the outcome of TAP settings, we constructed two benchmark settings called EXHAUSTIVE and RANDOM. As opposed to TAP settings, these benchmark settings do not use the TAP assignment algorithm (i.e., agents do not make proposals, update models, or make a group decision to assign a rescue team to a task).
-An EXHAUSTIVE setting uses a procedure that finds an optimal rescue team for the rescue after obtaining accurate knowledge of each rescue team's rescue performance. This requires n assignment rounds for n rescue teams (as the performance of these rescue teams will only be known accurately after each rescue team has performed a rescue). The average result obtained from an EXHAUSTIVE setting defines a benchmark that presents an optimal average solution that can be reached when assigning teams, we also refer to this benchmark as the "upper benchmark". -A RANDOM setting uses a procedure that selects a random rescue team to a rescue. Assignments are not required to find a random solution because this procedure does not use knowledge of the rescue performance of assigned rescue teams. The procedure is expected to assign an optimal rescue team sometimes (i.e., for m rescue teams performing at an optimal value and a total number of n rescue teams, the chance of assigning an optimal rescue team is m n ). 10 The average result obtained from a RANDOM setting defines a lower benchmark, and approximates the mean of the capability distribution.
We have chosen these benchmark settings, because each setting represents an opposing extreme on a scale that measures the number of assignments required before a solution is calculated. At one extreme is the procedure used in the EXHAUSTIVE setting which requires as many assignments as there are rescue teams. At the other extreme is the procedure used in the RAN-DOM setting that requires no assignments to provide a solution.
Other benchmark settings are possible, but not used in this paper. For example, [14] use an "oracle setting" that always predicts the performance of teams accurately and finds optimal solutions without any explicit specification of how the performance of teams would be tested. An oracle setting is not useful for our analysis as it requires an explicit measure of the number of assignments. An alternative worst-case procedure is one where a worst-performing rescue teams is selected. This procedure requires as many rounds as the one used in an EXHAUSTIVE setting, and finds worse solutions than those found by the procedure used in a RANDOM setting. This is useful to determine the worst possible average solution quality, but it would be difficult to find realistic situations that would justify a comparison with this setting. We decided to use the random setting as it is more suitable than the worst-case setting.
Simulation Run of TAP, Exhaustive and Random Settings
A simulation run of a TAP setting executes the assignment algorithm (Section 1) under a particular combination of the experimental parameters. At the beginning of the simulation run, the number of agents (and rescue teams) is instantiated as specified by the parameter group size GS. The simulated true performance of rescue teams is initialised as specified by the CI parameter (e.g., for CI=1, values are drawn from a truncated distribution with a mean of 0.5 and a standard deviation of 0.1). The agents' models (that consist of estimations of the performance of rescue teams) are initialised as specified by the MI parameter (e.g., values are drawn from a distribution with a mean equal to the true performance of each rescue team, K=1 and ∆ = 0, and a standard deviation M Iσ of 0.1).
Initially, each agent's estimation of a rescue performance is likely to be different to the true performance of each team. Hence, different agents may propose different rescue teams for a rescue task due to the discrepancy between each agent's models. The models will change as agents get to know the performance of teams (by applying the update process after task execution). The capability of each team remains constant over different rounds.
The parameter P determines the type of group decision policy used in each assignment round. The simulation run is completed if the algorithm terminates according to criterion 1 (i.e., the proposed estimations of rescue teams are not greater than the true performance of at BestSoFar ).
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A simulation run of the procedure in an EXHAUS-TIVE setting works as follows. The procedure selects each rescue team for the rescue task once, stores the rescue performance of each rescue team, and then selects an optimal one. The procedure in a RANDOM setting simply selects a random rescue team using the random function provided by a DGJPP compiler distribution underlying the implementations for our experiments. The DGJPP compiler distribution includes a complete 32-bit C/C++ development system for Intel 80386, and higher, processors. The random function is initialised with a different seed in each run based on the current time and date of the system.
Efficiency Metrics
Upon termination of a simulation run, we store the solution quality and computational requirement of the algorithm.
Solution Quality (SQ): Rescue Performance of
Selected Rescue Team The quality of a solution is measured by the rescue performance of the rescue team at BestSoFar found by the algorithm after termination (Section 2.2), and the rescue team found by the two benchmark procedures. This performance is represented by the value obtained from the rescue team's simulated rescue performance (as specified by Capability Initialisation CI).
12
-TAP setting: we measure the performance of the rescue team at BestSoFar computed by the assignment algorithm (Section 2.2).
11 Termination criteria 2 and 3 defined in Section 3.3.2 will be investigated in future research. As they guarantee optimal solutions when agents are completely optimistic, we expect that they are more efficient in experimental settings where estimations are optimistic with ∆ > 0. 12 Other measures are possible, but not used in this paper. For example, TAP settings can be measured by the sum of the performance of each rescue team in each round (and not only the performance of at BestSoFar ). This measure can be useful in understanding the efficiency of the algorithm over the entire simulation run. Another measure is to rank rescue teams according to their capabilities. For example, an optimal rescue team found in an EXHAUSTIVE setting is ranked 1. Rescue teams selected by a TAP or RANDOM setting are ranked between 1 (optimal rescue team) to the number of all rescue teams (e.g., for 50 rescue teams, the worst rank is 50). However, this ranking assumes that we have knowledge of each rescue team's true performance, but we do not make this assumption.
-EXHAUSTIVE setting: we measure the rescue performance of an optimal rescue team (a rescue team with a rescue performance not lower than that of any other rescue team). -RANDOM setting: we measure the rescue performance of a rescue team that has been selected randomly.
Computational Requirement (CR): Number of Assignments
The computational requirement of the algorithm is measured as follows.
-TAP setting: we store the number of assignment rounds required until the algorithm terminates. -EXHAUSTIVE setting: the CR is set to the number of rescue teams GS (e.g., for a group of 50 rescue teams, the EXHAUSTIVE procedure requires 50 assignments). -RANDOM setting: the CR is set to 0.
Average Solution Quality and Average
Computational Requirement We have simulated each TAP setting (Capability Initialisation (CI) × Model Initialisation (MI) × Policy (P)×Group Size (GS)= 2×30×3×5=900) and each benchmark setting, RANDOM and EXHAUSTIVE. Note that M I = K × N ∆ × M Iσ = 3 × 5 × 2 = 30 (but owing to space limitations, settings with µ = 0.0 of N ∆ and M Iσ = 0.25 have not been plotted).
To obtain representative results of each of the 902 simulation settings, the solution quality and computational requirement are averaged over 10000 simulation runs. We have chosen this number, because the results showed stable patterns and are statistically significant. The significance test of the results is based on a 95% confidence interval. This was calculated by multiplying 1.96 with the standard error (the degrees of freedom are 10000). simulation runs. That is, we have ten trials, each divided into 1000 simulation runs. We used a random number function provided by the standard C++ library "stdlib.h" in the DGJPP compiler distribution.
Normalisation
We normalise the solution quality and computational requirement of the TAP algorithm as this enables a better comparison with the optimal and worst results of a particular setting. For this normalisation, solution quality is transformed into a range of 0 and 1, where 0 represents the average mean performance of the worst rescue teams SQ min and 1 represents the average performance of an optimal rescue team SQ max (result of the exhaustive setting). In particular, we subtract a result with SQ min and then divide it by (SQ max −SQ min ). For example, assume that the average optimal mean performance of rescue teams selected in the exhaustive procedure is SQ max = 0.83, and the average mean performance of rescue teams selected in the worst case procedure is SQ min = 0.17 (in this study, the average of the worst case procedure SQ min = 1 − SQ max ). If the average solution quality of the TAP algorithm has the value 0.67, then the normalised value is 0.67−0.17 0.83−0.17 = 0.75. This result means that the algorithm provides an average solution that is 25% worse than an optimal solution.
We apply a similar normalisation for the computational requirement. The value assignments are reversed with 0 representing an optimal computational requirement of the algorithm, and 1 representing the worst. That is, when the normalised value of CR is 0 then we measure one assignment round, while CR being 1 means that GS assignment rounds are required.
Results and Analysis
The purpose of this experiment is to examine the efficiency of the TAP algorithm empirically under different simulation settings (Section 4.5).
Results of Benchmark Settings
We first comment on the benchmark results obtained from EXHAUSTIVE and RANDOM settings. The average solution quality of the rescue teams assigned in EXHAUSTIVE settings is never worse than that obtained with TAP and RANDOM settings, because assignments are optimal and based on accurate knowledge of the performance of all rescue teams. The number of assignment rounds for an EXHAUSTIVE setting is always equal to GS (the number of rescue teams) because each rescue team has to perform the rescue once.
The normalised value for solution quality and computational requirement of the EXHAUSTIVE setting is 1.
The average simulation results obtained from RAN-DOM settings averages the rescue performance of randomly assigned rescue teams and requires no selections. The average performance of rescue teams assigned in RANDOM settings is always lower than the average performance of rescue teams assigned in TAP and EXHAUSTIVE settings. This is because a RAN-DOM setting does not retain any information of the performance of rescue teams as opposed to a TAP setting where allocations are refined as the number of rounds increases. The normalised average performance of rescue teams in RANDOM settings is 0.5 as this is the actual mean of the distribution specified by the experimental parameter Capability Initialisation (CI). Note that the measures for RANDOM settings are not plotted in the figures in this section.
Knowledgable Agents (K>0)
The essence of this approach is how well agents estimate actual performance of rescue teams. This section focuses on results where estimates are based on the mean of the true performance of individual rescue teams (K=1). Figures 3(a) and 3(b) shows the SQ and Figures 3(c) and 3(d) shows the CR of the algorithm with the three policies and under different degrees of optimism and pessimism when K=1. We observe that SQ is less variable and higher when CI=2 (Figure 3(a) ), than CI=1 (Figure 3(b) ). The reason for this effect is that the true performance of each rescue team becomes more divergent from that of other rescue teams when the standard deviation becomes larger (i.e., when CI σ = 0.25). That is, the distance of the performance value of an optimal rescue team is generally larger to that of other rescue teams (compared to values based on a smaller standard deviation CI σ = 0.1). Hence, estimations are more divergent (and better performing agents more easily identified compared to a setting with a small standard deviation) and the algorithm is more likely to converge to an optimal rescue team. This effect is reinforced by the method of truncating the capability distribution (Section 4.5). When CI=2, there are more outliers set to 0 and 1 than with CI=1. In fact, if the capabilities are initialised based on a distribution with a very large standard deviation, SQ will reach 1 and CR will reach 0 (we ran the algorithm using CI σ = 0.5 or CI σ = 1.0 with K = 1, which are not shown in this paper, but can be found in [20] ). Section 4.10 discusses other truncation methods and their effect on the SQ and CR. We also observe a significant decrease of CR when CI=2 (Figure 3(d) ) compared to CI=1 (Figure 3(c) ). Again, the reason is that as variability increases, the modelled performance values are more differentiated and the algorithm is less likely to select suboptimal rescue teams (as their values are much lower than in CI=1 on average).
As seen from Figures 3(a) and 3(b), settings with optimistic agents have a higher SQ than settings with pessimistic agents (particularly with the minimum policy). The reason is that optimistic agents will continue to propose rescue teams as they are not "satisfied" with the true performance of a rescue team as fast as pessimistic agents. That is, as the true performance is likely to be smaller than the estimations of optimistic agents, the algorithm will continue to select agents with a higher estimate.
Policies Let us analyse these results focusing on the role of group decision policies. Consider the setting under CI=1, where agents are very optimistic (µ of N ∆ is 0.25) and estimates are low variable (µ of N MIσ is 0.1), Figures 3(a) and 3(c) . Under this setting, SQ is near optimal for the minimum, maximum and majority policy as almost all estimates are optimistic for each rescue team. Further, it is likely that an optimal rescue team is selected first, as on average the estimates will be higher for an optimal solution than for others. Because the true performance will turn out to be less than the estimates for almost all other rescue teams, the algorithm will not terminate until we have (almost) exhaustively gone through every rescue team for the majority and maximum policy. In short, for the maximum and majority policy, the following observations are made.
-An optimal solution is found first or early on.
-The CR is close to exhaustive. -There is no difference between solution quality.
The minimum policy has a significantly lower average CR than that obtained for the maximum and majority policy as overestimates of the lowest true performance are lower than an optimal performance and therefore more likely to terminate the algorithm faster. Now consider optimistic agents (µ of N ∆ is 0.1) with low variability (µ of N MIσ is 0.1). Again, it is most likely that an optimal solution is found first or early on. Recall the termination criterion which terminates the algorithm when no proposed estimation is higher than at BestSoF ar . For the maximum policy, the proposed estimates will continue to be about 0.2 (= 2 ×µ of N MIσ ) higher than the mean of the estimates: M Iμ (including ∆). This means that the rescue team with the lowest true performance is still likely to have an optimistic estimation. For example, on average we can expect the lowest true value to be at 0.3 since CI µ is 0.5 and C σ = 0.1 (0.3 = 0.5 − 2 × 0.1), and the best average solution to be at 0.7. Assume that ∆ = 0.1 and M Iσ = 0.1, then a worst rescue team at worst is likely to be overestimated with 0.3 + ∆ + 2 × M Iσ = 0.3 + 0.1 + 2 × 0.1 = 0.6 on average (note that as the number of agents increases, it is more likely that each rescue team is overestimated higher than 0.6). In short, it is likely that the algorithm, while selecting an optimal solution early on, will not terminate until most rescue teams are tested. For the majority policy, the estimates of the selected rescue team will be approximately M Iμ (including ∆). Again, an optimal rescue team will be selected first, but the algorithm will likely terminate earlier than the maximum policy, as the estimates of selected rescue teams will be the estimate of the majority (i.e., M Iμ including ∆) rather than the estimate of the maximum (i.e., ∆ + 2 × M Iσ above M Iμ including ∆). That is, the overestimates of the worst performing rescue team are lower than the true performance of an optimal rescue team: V (at worst )+M Iσ = 0.3+0.1 = 0.4. Therefore, the majority policy reaches close to the same solution as the maximum policy, but terminates earlier.
In short, we make the following observations.
-An optimal solution is found first or early on for the maximum and majority policy.
-The CR is close to exhaustive for maximum, but lower for majority policy. -There is no difference between solution quality for the maximum and majority policy.
Consider a pessimistic setting with µ = −0.25 (N ∆ ) and µ = 0.1 (N MIμ ), Figures 3(a) and 3(c) . Again, the estimates are the highest for an optimal rescue team, so it is selected at the beginning of the run (as in the optimistic case). As opposed to the optimistic settings, the algorithm will terminate after only few rounds as many estimates are below the true performance of an optimal rescue team. The minimum and majority policy will terminate even earlier than the maximum policy, because the average estimates of the selected rescue team are likely to be below the true performance of the first selected rescue team. We obtained the following results.
-An optimal solution is found first or early on with either the maximum or majority policy. -The maximum policy requires fewer rounds than in optimistic settings, and majority and minimum policy require almost no rounds. -Solution quality for the maximum policy is highest followed by that of majority and minimum policy.
Ignorant Agents (K=0)
This section briefly discusses the results of agents that have no knowledge of the individual performance of each rescue teams (K=0). As seen from Figure 4 , when agents are partially ignorant and knowledgeable with K=0.5, the results are in between those obtained for K=0 and K=1 in general. As seen from Figures 3, 4, and 5, as agents become more knowledgeable, the better the solution quality and computational requirement. The reason is that there is "more guesswork" involved when agents are ignorant as their estimates are not related to the true performance of rescue teams. As seen from these figures, when agents are ignorant, the order of selection of rescue teams is independent of actual capabilities. This means that selections are essentially random and "estimations" are independent of how well they match capabilities. Settings that terminate earlier have on average a lower SQ than those that terminate later. That is, if we consider a setting with respect to the termination criterion that terminates earlier than some other setting, then on average the SQ of the first setting will be worse but found in fewer assignment rounds than those for the other settings. In summary, the longer the algorithm runs the better solution quality. 
Convergence: Performance Measure plotted against Assignment Rounds
The previous results show that settings with the maximum policy find better performing rescue teams than settings with the majority policy. Also, the majority and minimum policy require fewer rounds, but reach worse solutions than those found with the maximum policy. This behaviour is observed under the condition that the algorithm will run until it meets termination criterion 1 (which states that the algorithm terminates if all agents' proposed estimations are not greater than V (at BestSoFar )). However, does the maximum policy always find better solutions in any round during the execution of the algorithm? Figure 6 shows the normalised SQ as a function of the assignment round. A closer look at the convergence behaviour of the algorithm reveals that the majority policy often selects better rescue teams than those selected by the maximum or minimum policy in the first one to ten rounds. Figure 6 (a) shows that when agents are ignorant (K=0), selecting each rescue team one by one as done with the exhaustive procedure is most efficient in any round. Hence, the SQ obtained when agents are only aware of the average performance of a rescue team population is not better than selecting a new rescue team in each round (as for the exhaustive procedure). That is, for ignorant agents, applying the assignment algorithm may not offer a benefit and instead rescue teams should be allocated one by one (as for the exhaustive procedure). Figure 6 (b) shows that under the informed setting an optimal solution is found quickly for all policies. Consider a setting where agents are ignorant and knowledgable (K=0.5), Figure 6 (c). We can observe that the SQ of rescue teams with the majority policy reaches a stable level after only 1 round. The minimum and maximum policy require more rounds before they reach their local maximum. Since P max selects a rescue team preferred by only a minority of agents (based on one or a few agents' proposals), a slightly better rescue team is selected in each round. In TAP settings where the majority policy is applied the algorithm converges faster to a local maximum than in settings where the maximum or minimum policy is applied. This is explained by the fact that the outcome of the majority policy reflects the preference of many agents (and not only the preference of one or a few agents as reflected by the outcome of the maximum policy). Since the majority policy satisfies the preferences of the majority of agents it also converges faster and will provide a better solution quality in settings where the number of reassignment rounds is limited.
In summary, if the number of assignment rounds is small, then the majority policy will generally find better solutions than the maximum policy, and the maximum policy will find better solutions than the minimum policy on average. The reason is that the group of agents has generally more accurate knowledge than an individual agent. Hence, we observe that the maximum policy will take longer to converge to a solution as it only follows the best estimate by one agent (or sometimes a few agents), while the majority policy will converge faster as it follows the best estimates of many agents.
The previous results show that settings with the maximum policy find better performing rescue teams than settings with the majority policy. Also, the majority and minimum policy require fewer rounds, but reach worse solutions than those found with the maximum policy. This behaviour is observed under the condition that the algorithm will run until it meets termination criterion 1 (which states that the algorithm terminates if all agents' proposed estimations are not greater than V (at BestSoFar )). However, does the maximum policy always find better solutions in any round during the execution of the algorithm? Figure 6 shows the normalised SQ as a function of the assignment round. A closer look at the convergence behaviour of the algorithm reveals that the majority policy often selects better rescue teams than those selected by the maximum or minimum policy in the first one to ten rounds. Figure 6 (a) shows that when agents are ignorant (K=0), selecting each rescue team one by one as done with the exhaustive procedure is most efficient in any round. Hence, the SQ obtained when agents are only aware of the average performance of a rescue team population is not better than selecting a new rescue team in each round (as for the exhaustive procedure). That is, for ignorant agents, applying the as-signment algorithm may not offer a benefit and instead rescue teams should be allocated one by one (as for the exhaustive procedure). Figure 6(b) shows that under the informed setting an optimal solution is found quickly for all policies.
Consider a setting where agents are ignorant and knowledgable (K=0.5), Figure 6 (c). We can observe that the SQ of rescue teams with the majority policy reaches a stable level after only 1 round. The minimum and maximum policy require more rounds before they reach their local maximum. Since P max selects a rescue team preferred by only a minority of agents (based on one or a few agents' proposal), a slightly better rescue team is selected in each round. In TAP settings where the majority policy is applied the algorithm converges faster to a local maximum than in settings where the maximum or minimum policy is applied. This is explained by the fact that the outcome of the majority policy reflects the preference of many agents (and not only the preference of one or a few agents as reflected by the outcome of the maximum policy). Since the majority policy satisfies the preferences of the majority of agents it also converges faster and will provide a better solution quality in settings where the number of reassignment rounds is limited.
Discussion
This section discusses the issues of truncation method, alternative methods of empirically investigating the accuracies of models, and the role of learning. All these issues turned out to play an important role in the efficiency of the algorithm.
Truncation of Distributions
The truncation method used in this study sets outliers to the nearest threshold value. We have implemented and tested three other methods to obtain a truncated distribution. . As opposed to (1.), the redrawing process will specify a new random value after one iteration. The problem here is that in pessimistic settings, randomly redrawn values are often much larger than the mean of the model distribution M Iμ. This has a significant influence on the solution quality and the computational requirement as both are much higher for the maximum policy than they would be if we use (1.). 3. Outliers are set to the original mean of the distribution (for example, 0.5 for CI=1 and 2). If the standard deviation of the distribution is very large, then many values will be set to the same mean, and there is little variation in the true and estimated performance of rescue teams. This is opposed to the truncation method used in this study which sets the performance of some rescue teams to a very high value and some to a very low performance.
In future research, we plan to use a beta distribution or rejection sampling as generated values fit the data better than the truncation method used in this paper. The beta distribution is a continuous probability distribution defined on the interval [0, 1] and uses two positive shape parameters denoted by α and β [7, 24, 19] .
Rejection sampling is a mix of (1.) and (2.) as values are drawn from a distribution function g that is easier to sample from than from the actual distribution f (in our case, the truncated normal distribution). We can sample from g and accept the sampled value with probability M g/f and sample again until we accept a value. This method works best if g is close to f and M is small. [17] have suggested a particularly effective rejection sampling method.
This issue is referred to as distribution fitting -depending on the distribution that we wish to simulate, we need to find the values of parameters that maximise the resemblance between a presumed theoretical distribution and a given data set [7, 24, 19] .
Designing an Experiment with Model
Accuracy This study has identified and varied four parameters that represent the accuracy of models maintained by different agents: group knowledge, group optimism, spread, and homogeneity. Model accuracy can be investigated in many different ways.
For example, the notion of (partial) ignorance investigated in this study is that estimations are more likely to move closer to the mean of the distribution of the rescue teams' performance (e.g., CI µ = 0.5). Another way of defining this experimental parameter is to replace the value CI µ with a value that has been drawn from a normal distribution. This would then represent a situation where agents are also ignorant of the distribution mean of rescue teams.
The investigation of homogeneity among agents can also be approached in different ways. For example, we can set the estimation of a different rescue team to an accurate level for each agent such that each agent has one accurate estimation of one rescue team. Extensions to our theoretical study would show that in this case, we are also guaranteed to find optimal solutions. Empirically, the overall accuracy of each agent can be initialised based on a normal distribution, where some agents have highly accurate models of all rescue teams and some inaccurate models, but most will have moderately accurate models.
Under certain settings of homogeneity and model accuracy, our algorithm may likely obtain a similar solution quality than if only one designated agent (or a small group of designated agents) would make a decision. An example of such a setting is when an agent that is more knowledgeable than other agents, may be able to find optimal solutions faster on its own, than if it participates in the group decision process. Under which conditions will our collective algorithm find better solution quality and reduce computational requirement? One main issue is the identification of agents that have the most accurate models which is addressed in [20] .
Role of Learning
Although learning is part of our formal framework, it is not as important in this study as in related studies [20] . In fact, if we remove the learning processes from the algorithm and modify the framework slightly, then the algorithm will terminate as it does currently. This slight modification can be done as follows. We restrict agents to propose a rescue team that has not been selected before and redefine the termination criterion such that it will terminate the algorithm if no proposals are made. This has not been done in this paper as agents would progressively have "no input" to the decision making process and restricts future work on more complex forms of learning.
Another aspect of learning disregarded in this study is that each agent could replace its estimates of a rescue team's performance with the highest proposed estimate made by other agents. In this case, the solution quality will stay the same (as in our current setting when using the majority policy), but the computational requirement is likely to decrease as agents will have the same estimate of previously proposed rescue teams. However, the issue of revising and updating beliefs if new input is presented is a research field in its own right [12, 32, 13, 11] .
Learning becomes a more important issue in future research. For example, it is important when studying models of the variable performance of rescue teams [20] . Also, our study implements a modelupdating process that only modifies the model of a selected team after task execution. A more sophisticated model-update process may also modify the models of other teams at the same time. For example, after an agent observes the performance of a particular team is better than expected, it will increase the estimation of the performance of this team, but also could lower the estimations of all other teams. We discuss different aspects of model updating in more detail in [20] .
Related Research
Distributed coordination procedures are often investigated using the Multi-Agent Systems (MAS) paradigm, because it makes realistic assumptions of the autonomous and distributed nature of the components in system networks [36, 25, 2, 27, 41, 33, 4] . Many Multi-Agent System approaches do not adequately address the CIA problem as they use each agent's models separately to improve coordination as opposed to all agents using their models together. That is, each agent uses its own models to decide on allocating a team to a task even if other, more knowledgeable agents would suggest better allocations.
This section offers a brief overview of well-known MAS approaches to allocation problems (note that this paper considers task or group-rational agents that collaborate when allocating tasks). These approaches can be divided into two classes.
-Market-driven schemes enable the coordination of MAS by using each agent's knowledge of its own task performance [4] . A well-known marketdriven scheme is the Contract Net (CNET) protocol [36] . The CNET protocol is the first protocol that enables agents to assign tasks autonomously [42] . This protocol is based on a contract metaphor involving a manager and contractors. In the context of a task allocation problem, a manager announces a task, each contractor provides a bid specifying how well it can perform the announced task, and the manager then selects the contractor that specified a performance no worse than those specified by other contractors in his bid (we refer to this as the highest or best bid). Note that agents may have knowledge of the performance other agents, but the protocol does not require an agent to use this knowledge for making bids. -Agent-modelling schemes rely on each agent's knowledge of the behaviour of other agents [39, 37, 1, 30, 18] . A well-known approach is the Recursive Modelling Method (RMM) where each agent uses a utility function to make decisions that estimates utility functions maintained by other agents [18] . For example, to make a decision, agent a i estimates the utility function of agent a j (a i = a j ), and agent a j in turn models the utility function of agent a i . Since a i knows that its utility function is estimated by a j , a i 's utility function will change accordingly, and so will a j 's. This type of "recursive nesting" will eventually exceed an agent's memory, which is prevented by limiting the nesting depth (thus keeping an agent ignorant). An agent will use its estimated utility function to assess whether or not it should perform the task in question, but RMM does not involve the consultation of other agents.
The isolated use of each agent's contribution renders a market-driven or agent-modelling approach most useful when each agent has accurate or near accurate estimations. For example, in the CNET protocol, the bid of each contractor must reflect its true performance to find an optimal solution. That is, the bid of an optimal contractor should not be lower than that of suboptimal contractors. If an optimal contractor underestimates its performance (and underbids) or if a suboptimal contractor overestimates its performance (and overbids optimal contractors), an optimal contractor will not be selected by the manager and an optimal solution is not found. Our approach enables the use of each contractor's contribution in a collective manner as other contractors may have more accurate estimations of optimal contractors than optimal contractors themselves. Hence, an optimal contractor is no longer required to be the only one to have accurate or near accurate estimations to guarantee an optimal allocation.
A comprehensive review of related research is offered in [20] .
Conclusion
This paper offers an efficient algorithm to the Collective Iterative Allocation (CIA) problem and studies theoretical and empirical behaviour of this algorithm. Our theoretical study showed that complete optimism and task rationality of agents are two theoretical premises that guarantee optimal solutions (under the condition that the team's performance is invariable and deterministic). We verified optimality of three policies in particular under such conditions: the minimum policy P min (which selects a team with the lowest proposed performance), the maximum policy P max (which selects a team with the highest proposed performance) and the majority policy P maj (which selects a team that has been proposed by most agents). Complete optimism is a condition that converges the algorithm to an optimal solution in no greater number of assignment rounds than testing each team once (as for an exhaustive procedure).
We have performed a series of empirical simulationbased experiments that investigates the influence of model accuracy and group decision policies on the efficiency of the assignment algorithm (measured by solution quality and computational requirement). The experiment is illustrated by using a model of a surf rescue domain involving a group of rescue teams that endeavours to find an optimal rescue team for rescues.
This study offers several lessons about the empirical efficiency of the TAP assignment algorithm (under the assumption that performance is invariable and deterministic).
-We have investigated two factors that characterise the accuracy of models: group knowledge and group optimism (we have identified two additional factors: spread and homogeneity of estimations among agents, but not investigated them rigourously in this study). * Group Knowledge defines how closely the agent's estimates match the true performance of rescue teams. As the knowledge of agents increases, the efficiency of the algorithm becomes better. If agents are knowledgable, solution quality will be near optimal with the maximum and majority policy. As the true performance of rescue teams becomes more distinct (i.e., if the spread of the true performance of rescue teams is larger) or the number of rescue teams becomes larger, solution quality and computational requirement reaches optimal levels regardless of the policy used. * Group Optimism defines how the performance of individual rescue teams is under-or overestimated. While solution quality for both the maximum and majority policy is near optimal when agents are optimistic, the algorithm terminates earlier with the majority policy than with the maximum policy, and earlier with the minimum policy than with the majority policy. Our study shows that informed, but pessimistic agents still find optimal solutions with the maximum and majority policy, but require fewer assignment rounds than in the case of optimistic agents.
-Convergence If the computational requirement is restricted to only a few rounds (i.e., the algorithm terminates after a constant and small number of rounds), the majority policy should be selected over the maximum and minimum policy as the majority policy offers a better solution quality.
These theoretical and empirical insights form a basis to explore other dimensions of our approach to the CIA problem. [20] discusses many dimensions in detail. For example, currently, our policies do not require agents to compromise on their preference, but as it might be necessary in many domains that all agents agree on the direction, we need to develop algorithms that allow an individual agent to assess conditions that will allow it to relinquish its preferences. Further, a policy receives as input several proposals specifying one team and its estimated performance, but the efficiency of the algorithm may improve if an agent proposes a list of preferred teams. This requires more sophisticated policies as well as an evaluation of the communication requirement of the algorithm. Also, the agent a policy is currently assumed to be task rational and capable when applying the policy. However, many domains would encourage some agents to be more opportunistic than others, thus we need trust mechanisms that will allow the identifications of the most trusted agent that is least likely to jeopardise the application of the policy. These are just some, but important directions for future research that will further elaborate on whether our approach is successful in more complex domains.
