Energy expenditure by doubly labeled water: validation in humans and proposed calculation. Am. J. Physiol. 250 (Regulatory Integrative Comp. Physiol 19): R823R830, 1986.-To further validate the doubly labeled water method for measurement of CO* production and energy expenditure in humans, we compared it with near-continuous respiratory gas exchange in nine healthy young adult males. Subjects were housed in a respiratory chamber for 4 days. Each received 2H2180 at either a low (n = 6) or a moderate (n = 3) isotope dose. Low and moderate doses produced initial 2H enrichments of 5 and 10 X 10D3 atom percent excess, respectively, and initial "0 enrichments of 2 and 2.5 x 10s2 atom percent excess, respectively.
Integrative
Comp. Physiol 19): R823R830, 1986 .-To further validate the doubly labeled water method for measurement of CO* production and energy expenditure in humans, we compared it with near-continuous respiratory gas exchange in nine healthy young adult males. Subjects were housed in a respiratory chamber for 4 days. Each received 2H2180 at either a low (n = 6) or a moderate (n = 3) isotope dose. Low and moderate doses produced initial 2H enrichments of 5 and 10 X 10D3 atom percent excess, respectively, and initial "0 enrichments of 2 and 2.5 x 10s2 atom percent excess, respectively.
Total body water was calculated from isotope dilution in saliva collected at 4 and 5 h after the dose. CO2 production was calculated by the two-point method using the isotopic enrichments of urines collected just before each subject entered and left the chamber. Isotope enrichments relative to predose samples were measured by isotope ratio mass spectrometry.
At low isotope dose, doubly labeled water overestimated average daily energy expenditure by 8 k 9% (SD) (range -7 to 22%). At moderate dose the difference was reduced to +4 t 5% (range O-9%). The isotope elimination curves for 2H and la0 from serial urines collected from one of the subjects showed expected diurnal variations but were otherwise quite smooth. The overestimate may be due to approximations in the corrections for isotope fractionation and isotope dilution. An alternative approach to the corrections is presented that reduces the overestimate to 1%.
total body water; oxygen-18; deuterium THE DOUBLY LABELED WATER METHOD is a promising method for measuring energy expenditure in free-living subjects. The premise of the method is that the 0 atoms in expired CO have isotopically equilibrated with the 0 atoms in body water (13). Thus, after a loading dose of water labeled with 2H and 180, the 2H is eliminated from the body as water, whereas the 180 is eliminated from the body as water and C02. The difference between the elimination rates is therefore proportional to CO2 production and hence energy expenditure.
The doubly labeled water method was developed by Lifson et al. in 1955 (12) and has been extensively validated in small animals (23) . Applications of this method to human studies, however, were slow to develop because the H2180 was relatively expensive. It was not until 1975 that Lifson et al. (14) suggested the method might be economically feasible in humans, because intervening improvements in isotope ratio mass spectrometers might have reduced the required isotope doses. Indeed, with the use of a high precision instrument, we were able to reduce the isotope dose and hence cost to $200 or $300 p er study in adult humans (26) . Because this lower dose results in isotopic enrichments that are close to natural isotope abundances, we needed to demonstrate that the doubly labeled water method was just as accurate and precise as in the animal validations done at the high isotope dose.
Our first study compared doubly labeled water with measured dietary intake and 14.day energy balance (intake/balance) in four subjects (26) . Energy expenditure by doubly labeled water averaged 2 t 6% (SD) higher than intake/balance.
In a second study we compared doubly labeled water with 5-day near-continuous respiratory gas exchange in five subjects (28), and doubly labeled water averaged 6 t 8% more than respiratory gas exchange.
Although the latter comparison indicated that doubly labeled water was not statistically different from respiratory gas exchange, the number of subjects was too small to demonstrate that the methods were identical. We therefore initiated this current study in an effort to raise the statistical power of the comparison.
While our current study was in progress, results from two independent laboratories were published and caused us to expand our study. Westerterp et al. (29) compared doubly labeled water with 3day respiratory gas exchange in two subjects, and the differences between the two methods were +l and -6%. Day-by-day comparisons, however, indicated differences of up to 27%. In the other independent study involving one subject, Klein et al. (11) reported large variations in the isotopic enrichments of urinary water collected throughout a 5-day period after the loading dose. Furthermore, this variation introduced a -40% error in the doubly labeled water method, which could be eliminated if data from all of the urines collected during the study were used to calculate isotope elimination rates. Because of these two reports we investigated the possibility of isotopic variation in three additional R824 DOUBLY LABELED WATER subjects. In these three subjects we increased the isotope dose to currently recommended levels (22) in order to decrease the influence of analytical error and test if this would increase the precision of the doubly labeled water method. We also collected plasma and saliva samples along with the urine samples to determine if the urine enrichments were indeed representative of the wholebody isotopic enrichments.
Finally, we collected serial urine samples from one subject to determine if the within-day variations reported by Klein et al. (11) were physiological variations or analytical artifacts.
METHODS
Stijects. Nine healthy male students volunteered for this study (Table 1 ). All subjects had maintained stable weights for several months before the study, and none had a history of diabetes or any other metabolic disorder. The nature and purpose of the study were explained to each subject before he gave his consent to participate. The protocol was approved by the Human Studies Ethics Committee of the University Hospital of Lausanne.
Protocol. The first six subjects reported to the laboratory at 10 A.M., 2-3 h after a light breakfast. The last three subjects reported to the laboratory at 7 A.M. after an overnight fast. A 5 to lo-ml saliva sample and a urine sample were collected before ingestion of the labeled water. Labeled water was administered to the first six subjects between 11 A.M. and 12 P.M. and between 7:30 and 9 A.M. to the last three subjects. Additional saliva samples were collected at 4 and 5 h after the dose for determination of the isotope dilution spaces. The metabolic period began the following morning at 830 A.M., 20-24 h after the dose. Urine produced from bedtime to waking was collected, and the subjects entered the chamber and remained there for 22.5 h/day for the next 4 days. Additional urine samples were collected from bedtime to waking each night that the subjects remained in the chamber. For the last three subjects, plasma and saliva samples were also collected immediately before entering and leaving the chamber. Additional urine samples were collected from these three subjects at roughly 4-h intervals during each day. In most subjects only the predose, initial, and final samples were analyzed.
Each subject was awaken daily at 655 A.M., and basal metabolic rate was measured in the chamber while the subject remained awake and lying in bed. The chamber was opened at 7:45 A.M. for 30 min. Body weight was recorded, and the subject was allowed to take a shower. After calibration of the gas analyzers the subject reentered the chamber at 815 A.M. The subject left the chamber for -10 min at 12:30 and 5 P.M. for collection of samples for a related study. Exchange measurements were restarted 15 min after the subject reentered the chamber. The metabolic period ended at 7:45 A.M. after 4 days in the chamber.
Each subject exercised at lo:15 A.M. and 2:45 P.M.
daily on a treadmill at 4 km/h. Exercise during each period consisted of 15 min at 0% grade, 30 min at 10% grade, and 33 min at 15% grade.
Each subject ate three meals each day. The meals were passed to the subject through an airlock at 830 A.M., 12:45 P.M., and 6 P.M. Total energy intake averaged 3,140 t 210 kcal/day with 45% of the energy from carbohydrate, 40% from fat, and 15% from protein. The equivalent respiratory quotient of the diet was 0.847. The energy intake for each subject equaled 41 kcal l day-l. kg fat-free mass-', as estimated in a previous study (21), plus the estimated expenditure for exercise.
Respiratory exchange measurements. 02 consumption and CO2 production were measured in a respiration chamber as previously described (21). The chamber is 5 m long, 2.5 m wide, and 2.5 m high (30,600 liter volume) and is part of an open-circuit ventilated indirect calorimeter. Atmospheric air was drawn into the chamber and circulated with mixing fans. Flow rate of air leaving the chamber was continuously measured with a differential manometer pneumotachograph (Hewlett-Packard, 47303A). Air flow (30-50 l/min) was set to maintain the CO2 concentration between 0.6 and 0.8%. The CO2 and O2 concentrations in the outgoing air were measured continuously with a 19-21% full-scale thermomagnetic O2 analyzer (Hartmann and Braun, Magnos 2T, Germany) and a O-l% full-scale infrared CO2 analyzer (Hartman and Brown, Uras 2T, Germany). The air flow rate and O2 and CO2 concentrations were averaged for each minute and logged with a Hewlett-Packard 3052A data acquisition system and a Hewlett-Packard 9825A computer. Mean values for O2 consumption (vo2), COn production (VCO~), respiratory quotient (RQ), and energy expenditure (EE) were averaged and printed for every 15-min period. Energy expenditure was calculated using the following equation: EE( kcal/min) = v0~ [4.686 + 1.2321(RQ -0.707)] , where VO, is in liters per minute STPD (16). The measured energy expenditure for 22.5 h was extrapolated to 24 h by multiplying by 24/22.5. The analyzers were calibrated daily using calibration gases made with a gas mixing pump (H. Wosthoff Bochum, Germany). http://ajpregu.physiology.org/ Downloaded from 180 1. In the last three subjects the dose was increased to 5.5 g 2H20 and 13.0 g Hz1 0 (22). The dose was adjusted to 100 ml with tap water and given orally. The container was washed with another 100 ml of tap water that was also given to the subject. In the first six subjects, 2H and 180 dilution spaces (D) were calculated from the isotopic enrichments in the saliva samples collected at 4 and 5 h after the dose D (kg) = (d x APEd/MWd) ( 18.02/APEb,)10-3 (1) where d is the dose given in grams, MWd is the molecular weight of the dose water, APEd is the atom percent excess enrichment of the dose water, and APEb, is the enrichment of body fluid expressed as the atom percent excess relative to the predose saliva. Total body water was taken as the average of the 2H dilution space divided by 1.04 and 180 dilution space divided by 1.01 (27) . In the last three subjects, total body water was only calculated from the 180 dilution space. The APEd was determined by isotope analysis of known dilutions of the dose water except for 2H in the last three subjects because a sample of 2H20 was not available for calibration.
The mean daily CO2 production (~02, mol/day) was calculated according to Lifson and McClintock (15) : rco2 = N(JQ -J&/2.08 -0.015Nlzn. The 2H and 180 isotope elimination rates (kn and b) were calculated by the twopoint method using the isotopic enrichment relative to predose and the time difference between collection of the initial and final samples: k = (In APEf -In APEi)/At. Total body water (N, mol) was determined as described above.
CO2 production and energy expenditure values are average daily values obtained by dividing the cumulative total by the length of the metabolic period in days. Energy expenditure for the doubly labeled water method was calculated using the respiratory quotient of the diet (0.847). Each liter of CO2 was therefore assumed to correspond to an energy expenditure of 5.74 kcal (16).
Isotopic analyses. The 180 isotope abundances were measured on a Nuclide 3-60 Isotope Ratio Mass Spectrometer. Briefly, 1.5 ml of physiological fluid was equilbrated with 1 ml STP of CO2 at 25°C for at least 48 h in a IO-ml nonsterile Venoject tube (Terumo Medical, type T-200U). The CO2 was cryogenically purified under vacuum using a cold ethanol bath (-90 to -110°C) to remove water and a liquid nitrogen bath (-196°C) to isolate the C02. The 180 abundance was measured in parts per mille relative to a working standard that had been calibrated against Vienna Standard Mean Ocean Water (SMOW). The results were corrected for background, abundance sensitivity, and 13C interference (6). The standard deviation of a single analysis was 3.1 x 10m5 AP for urine, plasma, and saliva. Each sample was analyzed in quadruplicate.
The hydrogen isotope abundances were measured on a Nuclide 3-60 HD Isotope Ratio Mass Spectrometer. Briefly, water from 1~1 of physiological fluid was isolated by vacuum distillation and then reduced to H2 by passage over uranium turnings (Special Materials, Argonne National Laboratory, Argonne, IL) at 700°C, using a vacuum system similar to that of Halliday and Miller (10).
The H2 was isotopically analyzed against two working standards that had been calibrated against SMOW and Standard Light Arctic Precipitation.
The results were corrected for Ha+ and other proportional errors by a combination of electrical compensation and double comparison analysis (25), then expressed as the per mille difference from SMOW and corrected for memory on the reduction system. The SD of a single analysis was 1.7 x 10e5 AP for urine and saliva and 2.5 x lOa AP for plasma. The higher SD for plasma appears to reflect difficulty during the distillation. Each sample was analyzed in quadruplicate.
Isotopic enrichments were calculated by taking the arithmetic difference between the per mille enrichment (6) (16) of each sample and the respective predose (pd) sample. The ratio of excess isotope was then calculated: R = (6 -6pd) x R&,000, where Ra is the ratio of heavy to light isotope of SMOW, i.e., 2.005 X 10B3 and 1.5576 x 10m4 for '80 and 2H, respectively (9). The ratio was then converted to APE [APE = R X lOO/(R + l)] (3).
Statistical analysis. Results are presented as means & SD. The two-tailed Student t test was used to test for differences between means. A minimum P value of 0.05 was required for statistical difference.
RESULTS
The isotopic abundances of the urines collected from the nine Swiss subjects averaged fi2H = -57 t 6%0 and po = -6.3 t 0.7%0 vs. SMOW, which were depleted compared with the abundances observed in our previous studies of US subjects (26,28). The difference is probably due to the isotopic depletion of Swiss water supplies relative to the water supply in the Midwestern US. Swiss tap water and bottled water were a2H = -85 and -76%0, respectively, and 6180 = -12.9 and -10.3%0, respectively; whereas Chicago tap water was a2H = -46%0 and 6180 = -6.8%0.
The isotopic data are summarized in Tables 2 and 3 for the low-and moderate-dose studies. The major difference between the two studies was the twofold greater 2H enrichment in the moderate-dose study. When multiple fluids were sampled (Table 3) , the isotopic enrichments and isotope elimination rates were quite similar for urine and plasma; however, the apparent 2H elimination rates from saliva tended to be high, and the difference between the 180 and 2H elimination rates tended to be lower than those from the other two fluids. The isotopic enrichments for the urines collected throughout the metabolic period for subject ED are shown in Fig. 1 . The isotopic decay curves are smooth. There is a diurnal variation in which the elimination rates during the day are more rapid than at night, but this reflects the diurnal variation in water intake. The isotopic enrichments decreased with increasing time in 19 of the 20 urine samples. The only increase was noted in the first urine on day 2 for 2H, and this increase was only 4.0 x 10e5 AP (2.6%0), which was only twice the SD of the analysis. The isotopic elimination rates JQ and Izn calculated by multipoint regression analysis were 0.1067 and O.O837/day. These differ by 2 and 4%, respectively, from the urine sample values calculated by the two-point method (Table 3) .
The CO2 production rates and energy expenditures are compared in Tables 4 and 5 . In the low-dose study, CO2 production from doubly labeled water averaged 5 t 9% larger than the measured values, and energy expenditure averaged 8 t 9% larger than the values from respiratory gas analysis. When subject DA4 was eliminated from the comparison, differences between the two methods were reduced to 2 t 7 and 5 t 7%, respectively. Agreement was improved in the moderate-dose study, except for saliva samples from which the doubly labeled water method underestimated CO2 production and energy expenditure in all three subjects.
In subject ED, CO2 production calculated from isotope elimination rates obtained by multipoint regression analysis using all the urine samples as suggested by Klein et al. (11) was 582 l/day, which is 8% less than the measured value. Energy expenditure calculated from this value was 3,340 kcal/day, which is 6% less than that from respiratory gas exchange. These errors are larger than those for the two-point method for urine collected from this subject (Table 5) .
DISCUSSION
In the six Swiss subjects who received the low dose, we virtually duplicated a previous comparison of doubly labeled water with respiratory gas exchange in which the doubly labeled water method overestimated energy expenditure by 6 t 8%. The SD was larger than we would like it to be, but it appears that the precision was limited by the random error in the isotope analysis. The 8% SD was only slightly larger than the 7% predicted from the analytical precision and four isotopic analyses per sample (22) The SD that we have observed in these studies are much smaller than the error observed by Klein et al. (ll) , who observed an error of -40% when the two-point method was used to calculate CO2 production in one subject. These authors noted variations of up to 10% of the enrichment above predose. These changes in enrich- ments were attributed to biological variation resulting from "movement of the two isotopes" presumably between various body water compartments. Because of this variation, these authors questioned the use of the twopoint method of calculating isotopic decay and recommended the use of multiple samples. The low SD observed in our studies are not consistent with variations in the isotope enrichments of the magnitude reported by Klein et al. (ll) , but we cannot rule out the possibility of errors due to isotopic variation on the basis of the SD of our low-dose study alone. In this regard, the results from the three subjects in the moderate-dose study were more conclusive. The SD for the difference between doubly labeled water and . respiratory gas exchange for the urine samples was reduced' to 5% and again nearly equal to the predicted value of 4%. Thus the SD decreases with increasing dose in accordance with our model based on measurement error and not with the possibility of isotope movement as suggested by Klein et al. (11) . More importantly, we did not observe any significant deviations from a smooth isotope decay in the serial urine samples collected from one subject (ED) nor did the use of a multipoint calculation of the elimination rates in this subject improve the accuracy of the doubly labeled water method. Furthermore, the smooth isotope equilibration and elimination curves are in agreement with previous studies using tritiated water (4, 20) . Thus we strongly suspect that the large isotopic variations observed by Klein et al. (11) were artifacts of sample handling rather than biological variations.
The poorer precision of the doubly labeled water method using plasma samples in the moderate-dose study was unexpected. It is unlikely that this is an inherent problem with blood sampling because Westerterp et al. (29) obtained excellent precision and accuracy for the 3-day averages in their studies, although they used about twice the isotope dose used in our study. It is more likely that the poorer precision of the plasma data in our study reflected a poorer precision of the isotopic analyses of plasma water in our laboratory.
In contrast, the poor precision and accuracy of the doubly labeled water method using saliva samples may be an inherent problem with the samples because saliva is usually isotopically fractionated (10, 24) presumably due to partial evaporation while the saliva is in the mouth. In addition, the saliva may also be diluted with water from inhaled air. Because the amount of fractionation and/or dilution appears to vary between individual collections, these factors could introduce errors into the calculation of the isotope elimination rates. The number of subjects in this study, however, is small, and further studies are warranted.
The combined results from all nine subjects indicated that doubly labeled water overestimated CO2 production by 4 t 8%. Alth ough this is not statistically different from zero (P = 0.2), we have noted a consistent overestimate by doubly labeled water in all three of our studies to date. This overestimate suggests that some of the assumptions made in Eq. A2, as taken from Lifson and McClintock (15) , are not exact. Indeed, Klein et al. (11) recently questioned the assumption that 50% of the water lost from the body is lost as water vapor, and Coward and Prentice (5) suggested that the respective isotope dilution spaces should be used in the equation in place of single total body water. Although Lifson and McClintock (15) have considered the influence of these factors in small animals and indicated that they may be small, the data from Coward and Prentice (5) suggest that the effects may be greater in humans and that they should be reconsidered.
To investigate the effect of the assumptions and to Comparison of measured CO* production with that calculated under indicated assumptions. 1, equilibrium isotope fractionation factors at 25°C; 2, equilibrium isotope fractionation factors at 37OC. 3, isotope fractionation correction applied to 50% of water output; 4, isotope fractionation correction applied to breath water loss only; 5, pool size taken to equal total body water; 6, pool size taken to equal measured *H and 180 dilution spaces from isotopic enrichment at plateau (4-5 h); 7, pool sizes taken to equal measured *H and 180 dilution spaces from extrapolation of enrichment to time 0; 8, pool sizes taken to equal calculated dilution spaces assuming that 'H space is 3% larger than "0 space; triangles, this study, low dose; squares, this study, moderate dose; &es, previous study (28). work toward a more accurate calculation of CO2 production from doubly labeled water, we have combined results from our current study with those from our previous comparison with respiratory gas analysis (28). Results were calculated on the basis of six different assumptions (Fig. 2 legend) about isotope fractionation and isotope pool size. The equations based on these assumptions and the rationale for their use are presented in the APPENDIX. The COa production rates calculated from each of these equations were expressed as the ratio of calculated production to measured production and presented in Fig. 2 .
Based on our experience, we suggest the use of Eq. A6 for determination of COZ production by doubly labeled waterIn this equation, we assume that only breath water is isotopically fractionated and use fractionation factors measured in vitro at 37OC. We use the isotope dilution spaces rather than total body water for the pool size but assume that the relationship between the dilution spaces is constant and calculate the two dilution spaces from the 180 dilution alone. Although further research is needed to confirm our assumptions about isotope fractionation, we find 1 t 7% agreement between doubly labeled water and measured CO2 production using Eq. A6. The SD, however, is reduced to 4% when the 2H dose is increased so that the initial isotope concentration is -600 times the analytical error of the isotope analysis. Clearly, however, Eq. A6 should be tested prospectively.
We have found the doubly labeled water method to be valid. In our hands, the two-point method of sampling is sufficient, although we now collect a third sample near the midpoint of the metabolic period to test the consistency of the isotopic data, because there is no way to detect an aberrant analysis or contaminated sample if only two samples are collected and analyzed. We did not observe any evidence of isotopic movement as reported by Klein et al. (11) and strongly suggest that those variations were artifacts of sample handling. The doubly labeled water method represents a valuable nonrestrictive method for measuring energy expenditure in freeliving subjects.
APPENDIX
The first equation to be considered is that given by Lifson and McClintock (15) r-co* = (N&i) (ko -kd -r&2 -fd/% (Al) in which the equilibrium isotope fractionation factors fi (*H fractionation between H20 vapor and H20 liquid), f2 (02 fractionation between Hz0 vapor and Hz0 liquid), and f3 (02 fractionation between CO2 and H20) are assumed to be equal to the values measured in vitro at 25"C, i.e., 0.93, 0.99, and 1.04, respectively (15). The total body water (N) is the true water space that has traditionally been measured by desiccation (12). We have calculated N from isotope dilution assuming it to be 99% of the la0 dilution space and/or 96% of the *H dilution space (27). The rate of water lost as vapor (ro) subject to evaporative fractionation is assumed to be 50% of the water turnover. Making these substitutions we reduced Eq. Al to
WV which is the equation used in this study and in our previous studies.
The fractionation factors have been redetermined by numerous investigators and temperature effects have been delineated since the Eq. A2 was proposed by Lifson et al. (12) . At body temperature (37"C), fi, f2, and f3 are 0.941 (7), 0.992 (7), and 1.039 (19), respectively. These values for fi and fa have been confirmed in humans for expired Hz0 (10) and CO2 (19), respectively, but data for all the routes of water vapor loss have not been published. Using the fractionation factors measured at 37°C and retaining the assumption that 50% of water lost from the body is lost as vapor and isotopically fractionated, we reduced Eq. Al to mo2 = (N/2.078) (kq, -kH) -0.0123NkH (A3) Using Eq. A3 for all 14 subjects, we estimate that the doubly labeled water method overestimates CO2 production by 6 k 8% (Fig. 2) . This overestimation is statistically significant (P c 0.01) and indicates that one of the other assumptions is in error, i.e., the assumption that 50% of water output is lost as vapor and isotopically fractionated under equilibrium conditions or the assumption that pool size used in the calculation should be total body water.
In regard to the former assumption, Nagy and Costa (17, 18) have suggested that not all water vapor lost from the body is fractionated in accordance with equilibrium fractionation factors. Using a toad, they found that tritiated water lost from the body had an effective fractionation that was 0.95, which is intermediate between the equilibrium value and no fractionation (f = 1). Nagy suggested that this might be due to a combination of nonfractionating loss through the skin and fractionating loss through the lung. As indicated above, data supporting the contention that the various components of breath are isotopically fractionated have been published. Equilibrium fractionation has been confirmed for *H in human breath water (10) and for "0 in breath CO2 (19) . The data regarding 180 fractionation during evaporation from the whole body are less clear (17) . We have recently measured the isotopic compositions of water in sweat and water evaporated from the arm in humans and compared this with either plasma or urinary water (unpublished data). Sweat was unfractionated with regard to *H and 180, whereas water vapor collected from the arm was a mixtuure of isotopically fractionated water presumably from insensible cutaneous loss and unfractionated water presumably from the sweat glands.
Although the data on fractionation are still incomplete, it has been demonstrated that fractionation does occur, and thus Lifson and coworker's (12) inclusion of a fractionation correction was appropriate. It appears, however, that Lifson's correction is too large. Recently Klein et al. (11) found that only 25% of water output was lost as vapor in one subject rather than the 50% suggested by Lifson. In contrast, however, our present study confirmed Lifson's estimate. Water vapor by 10.220.33.5 on July 31, 2017 http://ajpregu.physiology.org/ Downloaded from loss estimated by total water output as determined from 2H elimination minus the sum of the urine volume and an assumed fecal water loss of 1.4 g . kg-'. day-' (1) was 52 k 11% of water output. Individual values were estimated to be MK, 41; JD, 66; DM, 66; AB, 59; LC, 48; DP, 46; ID, 55; NM, 55; and ED, 35% of water lost via evaporation. Nagy and Costa's data (17, 18) and our unpublished results on sweat, however, indicate that the fractionation correction should not apply to all water vapor loss.
If we use the fractionation factor for CO2 but assume that only breath water vapor and insensible cutaneous water loss is isotopically fractionated, Eq. Al can be rewritten. To calculate breath water vapor production, we assume that the concentration of CO2 in expired air averages 3.5% and that expired air is saturated with water vapor at 37°C (water partial pressure = 47 Torr). The breath water output thus equals 1.77 x I=CO~. To estimate insensible cutaneous water vapor loss, we begin with an estimated rate of 0.18 g-min-' l me2 of body surface area (20). For want of a better value, we estimate that this is reduced by 50% because of clothing. This rate of insensible cutaneous water loss is -30% of the above estimated breath water loss. Thus fractionated water loss is estimated to be 2.3 X ~02. Remembering that 1~02 is approximately equal to 95% of (N/2.078) (ko -kH), we rewrite Eq. Al so2 = (112.078) (ko -kH) -0.0246~~f
where the rate of water loss via fractionating gaseous routes (F& is estimated to be l. OSN(b -k& Using Eq. AP, we find that the doubly labeled water method overestimates CO2 production by 11 + 6.5% (Fig. 2) . Thus changing the assumption about the amount of water lost via fractionating routes proves to be quantitatively important in that the doubly labeled water estimate is increased by -5%. The change in the assumption, however, worsens the comparison with respiratory gas analysis, suggesting that yet another assumption may be in error.
By the process of elimination, we turn our attention to the use of total body water for the pool size in the doubly labeled water calculations. Coward and Prentice (5) have recently suggested that the individual isotope dilution spaces (Do and Dn) should be used in the calculation rather than the total body water (N). This was also suggested by Lifson and McClintock (15) but made little difference in small animal studies. The use of the individual dilution spaces, however, is preferable from a theoretical viewpoint. If we use the dilution spaces and again assume that only breath water is isotopically fractionated using factors for 37"C, then Eq. Al reduces to Coward and Prentice (5) pointed out that the isotope dilution spaces can be experimentally derived in several ways. With our data base, we were able to compare the dilution spaces determined from the isotopic plateau measured in saliva at 4 and 5 h after the dose with those calculated by extrapolation to the time 0 enrichment in six subjects (Table 6 ). The dilution spaces calculated by extrapolation averaged 1 kg of water less than those from plateau, but this difference is probably an artifact. Subjects were not allowed to drink or eat during the first 5 h after the dose. Isotope elimination was therefore decreased during this period, and extrapolation to time 0 should overestimate the initial isotope concentration and thus underestimate the dilution space. Calculated CO2 production rates based on dilution spaces (Fig. 2 ) using either method of measuring the dilution spaces were in better agreement with the respiratory gas analyses than those calculated using total body water. Mean difference between the measured and calculated CO2 production rates using the plateau dilution space was 1% and that using the extrapolated dilution space was -4%. This underestimate of CO2 production using the dilution spaces from extrapolation suggests that the dilution spaces measured in this way were artifactually too small presumably because of our protocol design. Although the use of the dilution spaces improved the average value for the doubly labeled water method, the SDS were increased. The increase, however, was not statistically significant. The increased SD is in disagreement with the findings of Coward and Prentice (5), who reported a dramatic improvement in the agreement between doubly labeled water and respiratory gas exchange. It should be noted, however, that most of the improvement using the extrapolation method was not observed until the metabolic period was extended to 12 days, and our data only extend to One problem with the use of measured isotope dilution spaces in the doubly labeled water method is that the calculation of CO2 production becomes quite sensitive to small errors in the dilution space measurement. For example, because the difference term Do!zo -&kH is typically only 20-30% of either of the individual isotope elimination terms in humans, propagation of error analysis indicates that a 1% measurement error in the dilution space will introduce a 4% error into the calculated CO2 production rate. Because of this sensitivity to error, we suggest using the average relationship between the isotope dilution spaces rather than measured values. In 18 adults and 5 adolescents, we find that the 2H dilution space averages 3.3 * 1.5% larger than the la0 dilution space. From repeated measures of the relative isotope dilution spaces in five subjects and replicate isotopic analyses, we estimate that ~0.5% of this variability is biological. Similar results have been reported in animal studies in which water was also measured by desiccation. In the rat, Lifson et al. (12) found that the 2H dilution space averaged 6 & 3% larger than the water space as measured by desiccation and that the 180 space averaged 2 * 1% larger than the water space. Using tritium, Nagy and Costa (17, 18) found the hydrogen space 4 and 2.6% larger than the water space as measured by desiccation in lizards (Anolis) and rodents (Dipdornys), respectively. The 180 dilution spaces averaged 0.4 and l.O%, respectively, larger than the water spaces in these same species. If we therefore assume that the 2H dilution space is 3% larger than the la0 dilution space and that the "0 dilution space is 1% larger than the water space (22) where rot is estimated as l.O5N(k, -kH).
Use of Eq. A6 provided excellent agreement with the measured CO2 production rates (Fig. 2) without any loss in precision compared with the other methods of calculation. From an empirical view, Eq. A6 appears best, and the assumptions of isotope fractionation applying only to breath water and dilution spaces differing from body water by a fixed amount appear correct.
