Abstract. In recent work, the authors used an order lowering operator ∇, introduced by Stanley, to prove the strong Sperner property for the weak Bruhat order on the symmetric group. Hamaker, Pechenik, Speyer, and Weigandt interpreted ∇ as a differential operator on Schubert polynomials and used this to prove a new identity for Schubert polynomials and a determinant conjecture of Stanley. In this paper we study a raising operator ∆ for the strong Bruhat order, which is in many ways dual to ∇. We prove a Schubert identity dual to that of Hamaker et al. and derive formulas for counting weighted paths in the Hasse diagrams of the strong order which agree with path counting formulas for the weak order. We also show that powers of ∇ and ∆ have the same Smith normal forms, which we describe explicitly, answering a question of Stanley.
Introduction
The reader is referred to Section 2 for background and basic definitions. Stanley [7] introduced an order lowering operator ∇ for the weak (Bruhat) order W n on the symmetric group and conjectured an explicit nonvanishing formula for the determinant of
where N = n 2 is the rank of W n . The invertibility of this operator would imply the strong Sperner property for W n , solving a problem raised by Björner [1] . In [2] , the authors construct a raising operator ∆, which, together with ∇ determines a representation of the Lie algebra sl 2 on CW n , thus establishing the invertibility of ∇ N −2k and the strong Sperner property.
In later work [3] , Hamaker, Pechenik, Speyer, and Weigandt proved a new identity for derivatives of Schubert polynomials, allowing them to interpret ∇ as a differential operator on the space of polynomials spanned by the Schubert polynomials S w and thereby prove Stanley's conjecture for det(∇ N −2k ).
Remarkably, the operator ∆ is an order raising operator supported exactly on the strong Bruhat order S n on the symmetric group; this fact was not necessary for establishing the Sperner property of W n , nor was it used for Date: December 14, 2018. C.G. was partially supported by an NSF Graduate Research Fellowship.
computing the determinant of ∇ N −2k . Our goal in this paper is to study the resulting duality between (edge-labeled versions of) W n and S n . Section 2 gives basic definitions and background. Section 3 introduces padded Schubert polynomials, the duality between ∇ and ∆ takes a particularly natural form in this setting. We deduce an identity of Schubert polynomials dual to that of Hamaker, Pechenik, Speyer, and Weigandt and use this in Section 4 to prove weighted path-counting identities for W n and S n . These identities looks similar to an identity for the Chevalley edge weights on S n previously studied by Stembridge [10] and Postnikov and Stanley [5] . In Section 5 we show that powers of ∇ and ∆ have the same Smith normal forms, which we describe in a simple way, answering a question of Stanley [7] . This indicates a stronger duality between W n and S n with the edge weights corresponding to ∇ and ∆ than exists for the Chevalley weights.
Background and definitions
We refer the reader to [8] for basic definitions about posets in what follows.
2.1.
Order operators and edge labels. For P a finite graded poset, we let P k denote the set of elements of rank k. For S ⊂ P , we let CS denote the vector space of formal linear combinations of elements of S. A linear operator
is called a raising operator (resp. lowering operator ). A raising (resp. lowering) operator is an order raising (resp. order lowering) operator if, when we write
we have c y = 0 (or c x = 0) unless x⋖y. When we have a family of such operators, one for each k = 0, 1, ..., rank(P ), we omit the subscripts of the operators when no confusion can result. Given a family U i of raising operators, for i < j we define
and similarly define
It is clear from the definitions that an order operator ϕ carries the same information as a weighting of the edges in the Hasse diagram of P by complex numbers. We let wt ϕ denote the corresponding weight function on cover relations, and we freely move between these two forms.
Given a saturated chain c from x ∈ P i to y ∈ P j , we let the weight of c be the product of the weights of the cover relations c which make up the chain:
and we let m ϕ (x, y) = c:x→y
denote the number of weighted paths from x to y in the Hasse diagram of P , viewed as a directed graph. It is clear that, using the natural basis P for CP , the matrix of ϕ [i,j] is given by (m ϕ (x, y)) x∈P i ,y∈P j .
2.2.
The weak and strong Bruhat orders. The weak and strong (Bruhat) orders on the symmetric group S n arise from the realization of S n as a Coxeter group, and are integral to representation theory and geometry in "type A." For i = 1, ..., n−1 let s i = (i, i+1) denote the simple transpositions in S n , and for 1 ≤ i < j ≤ n let t ij = (i, j) denote general transpositions. For w ∈ S n , the length ℓ(w) is defined to be the smallest k such that w = s i 1 s i 2 · · · s i k for some choice of i 1 , ..., i k ∈ {1, ..., n − 1}. The weak order (W n , ≤ W ) and strong order (S n , ≤ S ) are defined by their covering relations:
• w ⋖ W u if and only if u = ws i and ℓ(u) = ℓ(w) + 1,
• w ⋖ S u if and only if u = wt ij and ℓ(u) = ℓ(w) + 1. Thus the orders W n and S n share the same ground set (the symmetric group on n letters) and rank structure: (W n ) i = (S n ) i = {w ∈ S n | ℓ(w) = i}. Each order has as its unique maximal element the permutation w 0 with one-line notation n, n − 1, ..., 1, the unique element of rank N = n 2 , and as its unique minimal element the identity permutation ε = 1, 2, ..., n, the unique permutation of length zero.
2.3. The Smith normal form of an integer matrix. Let A be an n × m integer matrix. The Smith normal form B of A is the unique n × m integer matrix with nonnegative diagonal entries b 1 , ..., b min(n,m) such that b i divides b i+1 for all i, all off-diagonal entries are 0, and B = P AQ for some matrices P ∈ GL n (Z) and Q ∈ GL m (Z). The action of P and Q can be interpreted as integer row and column operations on A. We write B = snf(A). It is clear that snf(A) does not depend on the ordering of the rows and columns of A, since row and column swaps are integer row and column operations. Finally, we write snf(A) for the square matrix diag(b 1 , ..., b min(n,m) ) which is the Smith normal form of A with extra rows and columns of zeros removed.
Since elements of GL n (Z) have determinant ±1, if A is a square matrix we have:
Thus the Smith normal form is a considerable refinement of the determinant of a square integer matrix, and a generalization to rectangular matrices. For a survey on Smith normal forms in combinatorics, see Stanley [9] .
The action of ∇ and ∆ on padded Schubert polynomials
For α = (α 1 , ..., α n−1 ) a composition of k, we write x α for the monomial
i , and we let |α| := k. We write ρ for the staircase composition (n − 1, n − 2, ..., 2, 1) of N := n 2 . When each part of α is at most the corresponding part of ρ, we write α ≤ ρ and we let ρ − α denote the composition
The Schubert polynomials S w (x 1 , ..., x n−1 ) for w ∈ S n form a basis for the space V = span C {x α | α ≤ ρ}. They can be defined recursively as follows:
where N i denotes the i-th Newton divided difference operator :
The padded Schubert polynomials S w (x 1 , ..., x n−1 ; y 1 , ..., y n−1 ) are a basis for V = span C {x α y ρ−α | α ≤ ρ} defined as the images of the S w under the natural isomorphism V → V given by
Define operators ∇ and ∆ on V by:
Proposition 3.1 (Hamaker, Pechenik, Speyer, and Weigandt [3] ).
(1)
Proposition 3.1 implies in particular that, identifying CW n and V by the map w → S w , ∇ is an order lowering operator for W n . Dually, Proposition 3.2 shows that ∆ is an order raising operator for S n . The weights are defined in terms of the (Lehmer) code of w: code(w) := (c 1 , ..., c n−1 ) where
where c(w, wt ij ) is the Manhattan distance between code(w) and code(wt ij ).
Proof. Let e, f, h denote the standard generators of the Lie algebra sl 2 (C). It is clear from the classification of irreducible representations for sl 2 (C) (see, for example, [4] ) that
where
, with the actions of e and f given by ∇ and ∆ respectively. Here h acts by multiplying monomials x α y β ∈ V by the scalar |α| − |β|.
Identifying V with CW n by S w → w, it was shown in [2] that the operators defined by the right-hand-sides of (1) and (2), together with the action of h by h(w) = 2 · ℓ(w) − N , determine a representation of sl 2 (C). As an easy corollary of the Jacobson-Morozov Theorem (or as explicitly shown by Proctor [6] ) the actions of e and h in an sl 2 (C)-representation uniquely determine the action of f . Therefore the action of ∆ on V must be given as above.
Remark. It is elementary to see that for w ⋖ S wt ij a covering relation, code(w) and code(wt ij ) differ only in positions i and j, and that c(w, wt ij ) is an odd positive number.
Path counting identities
We call the strong order edge weights wt ∆ (w, wt ij ) given by (2) the code weights. These are different from the previously studied Chevalley weights:
The weak order weights wt ∇ , and the two strong order weights are shown in Figure 1 .
We now observe a symmetry possessed by all weight functions under consideration. This symmetry corresponds to the symmetry of the weighted posets in Figure 1 given by reflecting about a horizontal line. 
Proof. It is straightforward to see that, for w = w 1 , ..., w n in one-line notation, we have w 0 w = (n + 1) − w 1 , ..., (n + 1) − w n ; from this it is clear that w 0 w ⋖ w 0 u. The second claim for wt ∇ and wt Chev follows because we swap the same positions to get from w 0 w to w 0 u as we do to get from u to w. For wt ∆ this follows immediately from the alternate description for c(w, wt ij ) given in [2] . Finally, every chain v → w corresponds to a chain w 0 w → w 0 v with the same edge labels by multiplying all elements by w 0 , thus the total weighted path counts are the same.
The following fact is due essentially to Chevalley, and has been further studied by Stembridge [10] and Postnikov and Stanley [5] . Proposition 4.2. Let wt ∇ and wt Chev denote the standard weights on the weak order W n and the Chevalley weights on the strong order S n , then:
Proposition 4.3 provides a stronger result for the code weights on the strong order: Proposition 4.3. Let wt ∆ denote the code weights on the strong order S n , then for any u:
Proof. It was observed in [3] that ∇ |α| ·x α y ρ−α = |α|!·y ρ . Similarly, it is clear that ∆ N −|α| ·x α y ρ−α = (N − |α|)!·x ρ . Applying this to the padded Schubert basis for V yields the first result. The second result follows immediately from Proposition 4.1. 
and all are equal to
where D is the diagonal matrix with #(W n ) i − #(W n ) i−1 entries equal to
The formula for det(∇ [k,N −k] ) in the corollary below was conjectured by Stanley [7] and proven by Hamaker, Pechenik, Speyer, and Weigandt [3] .
.
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Example 5.3. According to Figure 1 , we have
It is easy to check that both of these matrices have Smith normal form 1 0 0 2 . Even in this small example it is clear that the Chevalley weights do not have this property.
Let r = r 0 ≤ r 1 ≤ · · · ≤ r ⌊m/2⌋ = r ⌈m/2⌉ ≥ · · · ≥ r m be a symmetric and unimodal sequence of positive integers. We associate to r an edge-labelled ranked poset C(r), consisting of r ⌊m/2⌋ chains, each centered around the middle rank, so that C(r) has rank sequence r. For each chain, the edge labels are successive positive integers, beginning with label 1 at the bottom. See Figure 2 for an example.
For P a graded poset with symmetric and unimodal rank sequence r, we write C(P ) for C(r) and U P and D P for the natural order raising and lowering operators on C(P ) associated to the edge labelling.
Definition 5.4. We say that an order raising operator ϕ on P has the chain-snf property if for all 0 ≤ k < ℓ ≤ rank(P ) such that k + ℓ ≤ rank(P ) we have snf(
, in the standard basis given by elements of P .
Notice that if ϕ on P satisfies the chain-snf property, then the Smith normal form of ϕ [k,ℓ] can be determined for k + ℓ ≤ rank(P ), as U Before proving Theorem 5.1, we first establish several lemmas. Suppose that P and Q are two rank-symmetric and rank-unimodal posets, with order raising operators ϕ P and ϕ Q respectively. Further assume that rank(P ) and rank(Q) have the same parity. We can then define their disjoint union, denoted as P + Q, to be a graded poset obtained by aligning P and Q about the middle rank, with an order raising operator ϕ P +Q using the same edge weights as ϕ P and ϕ Q .
Lemma 5.5. Let P and Q be two rank-symmetric and rank-unimodal posets, with order raising operators ϕ P and ϕ Q both satisfying the chain-snf property. Then ϕ P +Q satisfies the chain-snf property.
Proof. Without loss of generality assume that rank(P ) − rank(Q) = 2r with r ∈ Z ≥0 . Take 0 ≤ k < ℓ ≤ rank(P ) with k + ℓ ≤ rank(P ). Then (k − r) + (ℓ − r) ≤ rank(Q). Notice that ϕ
P +Q is then a block matrix with the form ϕ
. Since both ϕ P and ϕ Q satisfy the chain-snf property,
Note that corner cases k < r or ℓ < r or ℓ > r + rank(Q) satisfy the above relation trivially.
Similarly, suppose that P and Q are two rank-symmetric and rank-unimodal posets, with order raising operators ϕ P and ϕ Q . Their Cartesian product, denoted P ×Q, is also rank-symmetric and rank-unimodal. We can define a corresponding order raising operator ϕ P ×Q by ϕ P ×Q ((p, q) , (p ′ , q)) = ϕ P (p, p ′ ) and ϕ P ×Q ((p, q), (p, q ′ )) = ϕ Q (q, q ′ ). The following Lemma 5.6 is the key to Smith normal form computation.
Lemma 5.6. Let P and Q be two graded posets that are symmetric and rank unimodal, with order raising operators ϕ P and ϕ Q both satisfying the chain-snf property. Then the order raising operator ϕ P ×Q on the Cartesian product P × Q satisfies the chain-snf property.
Proof. By Lemma 5.5 and the nature of the chain-snf property, it suffices to consider the case where both P and Q are chains. Suppose that P is a chain of length m ′ and Q is a chain of length m with m ′ ≥ m ≥ 0. Let's first note a few properties of P × Q. At rank r, elements of P × Q can be precisely labeled as
The entry ϕ P ×Q ((i, j), (i ′ , j ′ )) equals the sum of weighted paths from (i, j) up to (i ′ , j ′ ), where there are
paths and each path has weight
It is clear that P × Q has r + 1 elements in rank r for 0 ≤ r ≤ m, and m + 1 elements in rank r for m ≤ r ≤ m ′ . Therefore, U P ×Q consists of 1 chain from rank r to rank m + m ′ − r for each r = 0, . . . , m ′ . We are going to compare two matrices going from rank k to rank ℓ. We divide our discussion in two cases: k ≤ m ′ and k ≥ m ′ (where the overlapping k = m ′ can belong to either).
Case 1: k ≤ m. In this case, the rank of P × Q consists of elements (0, k), (1, k − 1), . . . , (k, 0). If we divide each entry of ϕ
P ×Q by (ℓ − k)!, we end up with a matrix A whose rows are labeled by (0, k), . . . , (k, 0), whose columns are labeled by all pairs (i ′ , j ′ ) with 0 ≤ i ′ ≤ m ′ , 0 ≤ j ′ ≤ m, i ′ + j ′ = ℓ, and such that the entry at row (i, j) and column (i ′ , j ′ ) equals
Note that the number of columns of A is at least k + 1 since k + ℓ ≤ m + m ′ . Let A be a matrix with rows labeled by (0, k), . . . , (k, 0) and columns labeled by (0, ℓ), . . . , (ℓ, 0) whose entry at row (i, j) and column (i ′ , j ′ ) is We see that B is lower triangular with entries
Perform integer row and column operations as follows: in the order of q = k, k − 1, . . . , 1, for column k − q of B which is labeled by (ℓ − q, q), add (−1) i q i copies of the column labeled by (ℓ − q + i, q − i), for i = 1, 2, . . . , q; then in the order of q = k, k − 1, . . . , 1 and j = 1, 2, . . . , q, add (−1) j+1 q j copies of row (k − q, q) to row (k − q + j, q − j). By applying Lemma A.2 from the appendix with a = k−q, b = ℓ−q, we obtain a diagonal matrix. An example of this calculation is shown in Figure 4 . m, m) , . . . , (ℓ, 0) whose entry at row (i, j) and column (i ′ , j ′ ) is
Notice that this matrix is already lower triangular, and we can perform row and column operations as in the second step of Case 1. This is in fact a subcase of the above Case 1, by adjusting the range of q from k, k − 1, . . . , 1 to m, m − 1, . . . , 1 (and correspondingly adjusting to j ≤ q). So we won't repeat the details here.
Finally, we come to the proof of the main theorem. E-mail address: gaetz@mit.edu E-mail address: gaoyibo@mit.edu
