In this paper, we develop a sharp interface tumor growth model to study of the effect of the tumor microenvironment using a complex far-field geometry that mimics a heterogeneous distribution of vasculature. Together with different nutrient uptake rates inside and outside the tumor, this introduces variability in spatial diffusion gradients. Linear stability analysis suggests that the uptake rate in the tumor microenvironment, together with chemotaxis, may induce unstable growth, especially when the nutrient gradients are large. We investigate the fully nonlinear dynamics using a spectral accurate boundary integral method. Our nonlinear simulations reveal that vascular heterogeneity plays an important role in the development of morphological instabilities that range from fingering and chainlike morphologies to compact, plate-like shapes in two-dimensions.
Introduction
Tumor morphologies are determined by the competition between cell proliferation, cell death and chemotaxis, which are determined at least in part by the distribution of nutrients within the tumor and its microenvironment (e.g., [Cristini et al.2005] ). Thus, heterogeneities in vascular distributions and variable uptake rates of nutrients can lead to heterogeneous nutrient distributions that could induce diffusional instability through nonuniform cell proliferation and nonuniform rates of cell death and cell migration. Morphological instability, in turn, is capable of bringing more available nutrients to the tumor by increasing its surface area to volume ratio. In particular, regions where instabilities first occur tend to grow at a faster rate than the rest of the tumor tissue (e.g., differential growth) that further enhances the instabilities and leads to complicated tumor morphologies.
The process of nutrient diffusion and uptake inside tumors has been studied since the mid-1960s. See for example, the reviews [Roose et al.2007 , Lowengrub et al.2009 , Byrne2012, Kim and Othmer2015,Alfonso et al.2017 ,Jarrett et al.2018 . Early biomechanical models of avascular tumor growth were proposed by Greenspan [Greenspan1976] . Later, Friedman and co-workers used analytical techniques to investigate the bifurcation behavior of the tumor growth and predict how the invasive morphology of a tumor develops [Friedman and Reitich2001a, Friedman and Reitich2001b,Friedman and Hu2006, Friedman and Hu2007, Friedman and Hu2007, Friedman and Hu2008] . Cristini et al. [Cristini et al.2003 ] pioneered the use of numerical simulations within the framework of a Darcy-law tumor growth model where the tumor/host interface is considered to be mathematically sharp. Along this direction, Pham et al. [Pham et al.2018 ] developed a boundary integral method to simulate tumor growth using a Stokes flow model focusing on the viscosity ratio between the tumor and host tissues. Chemotaxis was introduced to the tumor model in [Cristini et al.2009] , where a phase-field mixture model was used to study tumor growth in a simple microenvironmental geometry. A sharp interface model was derived from the phase field model using matched asymptotic expansions. Escher and Matioc [Escher and Matioc2013] analyzed local well-posedness and stability of this sharp interface model. Garcke et. al [Garcke et al.2016 ] derived a Cahn-Hilliard-Darcy model with chemotaxis and active transport using fundamental thermodynamic principles, the asymptotic limit of which serves as an extension of the previous sharp interface model to incorporate active transport. In this paper, we extend this work by developing, analyzing and numerically simulating a sharp interface model for tumor growth with chemotaxis in a complex far-field geometry that mimics a heterogeneous distribution of vasculature.
The main goals of this paper are to analyze the linear stability of the tumor model with chemotaxis in a complex microenvironment, and numerically simulate the fully nonlinear dynamics, using a novel boundary integral method. The work presented in this paper is unique in the following aspects. First, we consider a two-phase nutrient model where the uptake rates of the tumor and host tissues may be different, which significantly influences nutrient gradients that can drive morphological instabilities. Second, from the numerical perspective, we develop a new boundary integral method (BIM) method, which naturally incorporates the complex far-field geometries without approximation errors introduced by spatial meshes in the tumor/host domains (e.g., [Li et al.2009] ). The three coupled integral equations uniquely determine the nutrient, its normal gradient at the interface and the nutrient flux across the complex far-field boundary. We believe that this is the first sharp interface model that solves coupled integral equations for the detailed nutrient distributions at the tumor/host interface and across the interface with spectral accuracy. Third, we investigate the significance of the microenvironmental variables (and the vascular heterogeneity) on the fully nonlinear tumor dynamics.
The paper is organized as follows. In Sect. 2, we formulate the two-phase nutrient field sharp interface model and nondimensionalize the resulting systems. In Sect. 3, we develop the BIM formulation. In Sect. 4 we analyze the linear stability of the system. In Sect. 5, we present our simulation results of the fully nonlinear system including a numerical convergence study, a comparison with linear analysis results and parameter studies under different far-field geometries. The conclusion is presented in Sect. 6. In Appendices A, B,C and D we give a complete derivation of our linear stability analysis, the details of our numerical method including layer potential evaluations for boundary integrals, the small-scale decomposition to remove stiffness from the high-order derivatives in high curvature region on the interface, and the semi-implicit time stepping scheme to evolve the interface. Additional results on the effect of chemotaxis are shown in Appendix E.
Mathematical model
We follow the framework developed in [Cristini et al.2003 , Cristini et al.2009 ]. In particular, as illustrated in Fig. 1 , let Ω 1 be the tumor tissue, Ω 2 be the host tissue, Γ (t) be the evolving tumor-host interface, and Γ ∞ be the fixed, far-field boundary the shape of which mimics the vascular heterogeneity. We assume that the soft tissue mechanics can be described using Darcy's law and that cell motion is driven by displacement due to nutrient-driven cell proliferation and death, and chemotaxis of cells up nutrient gradients.
A sharp interface model with a two-phase nutrient field
Nutrient transport. Let σ be the concentration of nutrients and growth-promoting factors; for simplicity we do not distinguish among the various biochemical molecules. Then, the nutrient field in Ω i satisfies the reaction-diffusion equation:
where D i , λ i are the diffusion constants and uptake rates in Ω i respectively. We assume the continuity of concentration and fluxes on Γ :
where σ i denotes lim
σ (x i ) for x i in Ω i with i = 1, 2 and analogously for ∂ σ i ∂ n . The far-field boundary condition is:
Chemotaxis. To model the directed migration of tumor cells up gradients of nutrients we use the Chemo-Darcy law:
where p is the pressure, µ is the cell mobility and χ σ is the chemotaxis coefficient. Then, assuming the tumor cell density is constant, the conservation of mass is in the tumor is:
We assume there is no cell proliferation or death in the host tissue region, and for simplicity, we do not model any motion of the host tissue.
Boundary conditions. The Laplace-Young condition for the internal pressure is assumed on Γ :
where γ is a measure of cell-to-cell adhesion and κ is the curvature of Γ . The equation of motion for the interface Γ is given by:
where
, and analogously for p.
Non-dimensionalization
We introduce the diffusion length L, the intrinsic taxis time scale λ −1 χ and the characteristic pressure p s by:
where χ σ is a characteristic taxis coefficient. The non-dimensional variables and parameters are:
Since taxis occurs more slowly than diffusion (e.g. minutes vs hours), we assume λ χ λ 1 , which leads to quasi-steady reaction diffusion equations for nutrient field. The dimensionless system is thus given by:
Modified Helmholtz equations.
In Ω i :
where µ 1 = 1, µ 2 = 1 Λ , and Λ = D λ is the relative diffusional penetration length.
Non-dimensional Chemo-Darcy's law.
In Ω 1 :
Conservation of tumor mass.
where P = λ M λ χ represents the relative rate of cell mitosis to taxis, and A = λ A λ χ represents the relative rate of cell apoptosis to taxis.
Boundary Conditions.
On Γ :
where G −1 = µγ λ χ L 3 represents the relative strength of cell-cell interactions (adhesion).
On Γ ∞ :
Equation of motion of Γ .
3 Boundary Integral Method (BIM) reformulation From Eqs.(11), (12), and (13) we have the Poisson equation for the non-dimensional pressure p:
Using the algebraic transformation from [Cristini et al.2003 ] to define the modified pressure:
where d is the dimension of R d ⊇ Ω i . Then from Eq. (11) we obtain
Dropping all tildes and overbars for brevity, the nondimensional system of equations is as follows. We have the Laplace equation for the modified pressure p:
where σ satisfies the two-phase modified Helmholtz equations:
The equation of motion for the interface is then:
From potential theory, the solutions of Eqs. (22), (24) can be formulated as boundary integrals with single layer and double layer potentials. We use a direct formulation for σ and an indirect formulation for p.
3.1 Direct BIM formulation for the two-phase modified Helmholtz equations.
Consider the Green's function for modified Helmholtz equations in Ω i :
where K 0 is a modified Bessel function of the second kind and r = |x i − x |. Multiplying Eq. (24) by G i , Eq. (29) by −σ i and summing them up, we get
Integrating Eq. (31) over Ω i and using Green's second identity, we have
where Γ 1 = Γ , Γ 2 = Γ ∪ Γ ∞ , n 1 = n is the unit outer normal on Γ , n 2 = −n on Γ and n 2 = n on Γ ∞ .
Following [Kress2013] , letting
(32) and using Eqs. (25), (26), (27), we obtain the following coupled set of boundary integral equations:
This system is solved for the three unknowns σ 1 , ∂ σ 1 ∂ n on Γ (t) and ∂ σ 2 ∂ n ∞ on Γ ∞ . For details on how these integrals are discretized and how the system is solved, we refer the reader to Appendix B.
Indirect BIM formulation for Laplace equation
Consider the Green's function for the Laplace equation in Ω 1 :
where G = G(x, x ), x ∈ Ω 1 is the source point, x is the field point, and δ x (x, x ) is the Dirac functional. The fundamental solution for Eq. (36) is
where r = |x − x |. From potential theory [Kress2013] , The modified pressure p can be formulated as the double-layer potential defined by:
where n is the unit outer normal on Γ . Using the properties of the double-layer potential, we may recast Eqs. (22), (23) into a second-kind Fredholm integral equation with the unknown η on Γ :
The term ∂ p ∂ n (normal derivative of double-layer potential) needed for evaluating normal velocity V in Eq. (28) can be computed as [Kress2013] :
where s is the arc-length parameter and S(η) is the single layer potential defined as:
Appendices C and D describe the corresponding discretizations used and the time-stepping method for evolving the interface Γ (t) in time.
Linear analysis
In this section we present the results of a linear stability analysis (details are provided in Appendix A) of the non-dimensional sharp interface equations (22)-(28) reformulated in the preceding section. The linear stability of perturbed radially symmetric tumors was previously analyzed in [Cristini et al.2003 ,Cristini et al.2009 , Garcke et al.2016 ]. Here, we extend their results to take into account the two-phase nutrient field in two dimensions. Consider a perturbation of a radially symmetric tumor interface Γ :
where r is the tumor/host interface, R is the radius of the underlying circle, δ is the dimensionless perturbation size and θ is the polar angle. We deduce that the evolution equation for the tumor radius R is given by:
where C = µ 1 A 1 I 1 (µ 1 R). The equation of the shape perturbation δ R is given by:
where I l−1 (R) and I l (R) are modified Bessel functions of the first kind. A complete derivation and the expressions of A 1 , B 1 , which contain the parameters D, R ∞ and λ are given in Appendix A. We remark that when λ = 0, we recover the linear stability analysis in [Cristini et al.2009 ]. Furthermore, when the chemotaxis is absent and the diffusion constant outside the tumor is large we recover the linear stability analysis in [Cristini et al.2003 ]. We next characterize the stability regime by determining A = A c as a function of the unperturbed radius R such that d dt δ R = 0:
Here, A c is the critical value of apoptosis that divides regimes of stable growth (A < A c , e.g., below the curve) and regimes of unstable growth (A > A c , e.g., above the curve) for a given mode l and penetration length Λ . We focus on the parameters G −1 = 0.001, P = 0.5. In Fig. 2 , we plot A c as a function of R, D = 1 (solid), D = 100 (dashed), and χ σ as labeled. The top figure with l = 2,Λ = 10 reveals that the unstable regime expands with stronger taxis and most of the solid curves are pulled downward under richer supply of nutrient (D = 100). Notice that we can also see the taxis stabilizes the dynamics when the tumor grows close to far-field boundary (here R ∞ = 13) because the gradients are decreased. The middle figure with l = 2,Λ = √ 10 shows a similar profile although the curves shift upward compared to those when Λ = 10. Thus, the smaller the penetration length (or equivalently the larger the uptake rate in the host tissue), the more stable the dynamics becomes. In the bottom figure with l = 4,Λ = 10 we see that the unstable regime is narrowed, which indicates that mode l = 4 is more stable for this set of parameters.
Results
Now we investigate the nonlinear evolution of tumor proliferation and invasion into surrounding host tissue. The details of the numerical methods are provided in Appendices B-D. Appendix B provides details on the discretization and solution of the boundary integral equations (33)-(35), and the methods for evolving the tumor/host interface Γ in time are given in Appendices C and D. In addition to the effects of D and χ σ , investigated previously in [Macklin and Lowengrub2007,Cristini et al.2009 , Garcke et al.2016 , we also consider the influence of the uptake-ratio λ and complex-shaped, far-field geometries Γ ∞ to mimic the effects of vascular heterogeneities. We fix the relative diffusional penetration length Λ = 10, the non-dimensional proliferation and adhesion parameters P = 0.5, G −1 = 0.001, unless otherwise specified. 
Numerical Convergence in time and space
In this section we test the convergence of our method. First, we present a temporal resolution study. The errors from the time discretization are shown in Fig. 3 [a]. The maximal differences on the tumor interface between the simulation with ∆t = 1 × 10 −3 and ∆t = 2.5 × 10 −3 , 5 × 10 −3 , 1 × 10 −2 respectively are plotted versus time. In all cases the number of spatial collocation points is N = 256. An improvement of accuracy with a factor of 4 is observed when ∆t is halved, indicating 2nd order convergence. This is expected since the time stepping scheme is 2nd order accurate (Appendix D).
In space, the accuracy of our simulation is established by a resolution study of the simulation shown in the inset of Fig. 3[b] . The spatial error is investigated by varying the number N of spatial collocation points representing the tumor interface. The maximal differences on the tumor interface between the simulation with N=1024 and those with N=64,128,256,512 respectively are plotted versus time. In all cases the time step is ∆t = 1 × 10 −2 . At early times, the error is dominated by the tolerance for solving the integral equations (1 × 10 −10 ). This is consistent with the spectral accuracy of our method. The calculations with smaller N cease at much earlier times than the larger N due to the failure in solving the integral equations with the given tolerance at the spatial resolution dictated by N. In particular, the solution computed with N=512 is accurate to within 1 × 10 −8.5 , until about t ≈ 50, where a larger N is needed to resolve the regions of the interface that are in near contact.
Comparison with linear analysis when the far-field geometry is circular
In this section we compare the nonlinear simulation with the linear stability analysis results from Sec. 4 using a circular far-field boundary.
In Figs. 4 [a] and [b], the linear stability analysis results (blue lines) for the effective radius R (left) and shape factor (right) are compared with the nonlinear simulations (red circles) to show the stabilizing effect of the parameter λ in the nutrient-poor regime. The nonlinear shape factor is calculated by max Γ | (|x|/R − 1) |. The effective radius is defined as R = Area π . Note that the case with λ = 0.001 ≈ 0 approximates the single-phase nutrient model used in [Cristini et al.2009 ] and others.
In Figs. 4 [a] and [b] , the larger the uptake-ratio λ is, the slower and more stably the tumor grows. This is because the nutrient gradients decrease as λ increases, which agrees with what we found in Fig. 2 . Further in Fig. 4 [a], we see with P = 0.1, G −1 = 0.05, there is very good agreement between the linear solutions and nonlinear simulations. However, in Fig. 4 [b] when P = 0.5, G −1 = 0.001, while there is very good agreement between the linear and nonlinear effective radii, the linear solutions under predict the shape factors of the nonlinear results when λ = 0.001, 0.01 at long times. In other words, nonlinearity enhances the morphological instability.
In Fig. 4 [c], first we notice on the left that the tumor with larger P grows at a faster rate, as indicated by Eq. (43) and is independent of G −1 . Secondly, we notice that tumors with smaller P and G −1 are more unstable and as before linear theory under predicts the instability.
We next compare the nonlinear simulation with linear theory for longer times. The results are shown in Fig. 5 where we consider the case with the microenvironmental parameters D = 1, λ = 0.01, genetic parameters P = 0.5, A = 0, χ σ = 5, G −1 = 0.001, simple (circular) far-field boundary R ∞ = 13, and initial tumor surface r = 2.0 + 0.1 cos(2θ ). While [a] [b] resolution studies for the case with parameters D = 1000, λ = 1, χ σ = 10, P = 1, A = 0.5, G −1 = 0.05. The far-field boundary is circular with radius R ∞ = 10, and initial tumor boundary is r = 2.0 + 0.1 cos(2θ ). In [a], the errors shown are calculated as the maximal differences between the solution with ∆t = 10 −3 and those with ∆t = 2.5 × 10 −3 , 5 × 10 −3 , 1 × 10 −2 up to time t = 39; In [b] the errors are calculated as the maximal differences between the solution with N = 1024 and those with N = 64, 128, 256, 512 up to their last time step t = 20, 28, 42, 50. The corresponding tumor morphologies are shown in the last row.
[a]
[b]
[c] there is good agreement between the linear and nonlinear results at early times, both the effective radius and shape factors are under predicted by linear theory at later times. The nonlinear tumors, shown as insets, show the development of branched tubular structures similar to those observed in simulations [Cristini et al.2009 , Garcke et al.2016 ] and experiments [Pennacchietti et al.2003 ]. In the next section, we will investigate how the far-field geometry influences tumor progression.
Nonlinear simulation with non-circular, far-field geometries
In this section we demonstrate the dependence of tumor growth on the geometry of the farfield boundary under two prototypical microenvironmental conditions. In the first, which we call nutrient-poor, we take D = 1 and λ = 0.01, e.g., the ECM density in the host is similar to that in the tumor but the host cell density is smaller (since λ is small). In the second, which we call nutrient-rich, we take D = 100 and λ = 1, e.g., the host ECM density is much smaller than that in the tumor but the host cell density is higher. In both cases, however, the diffusional penetration length is Λ = 10. Unless otherwise specified, we take P = 0.5 and G −1 = 0.001.
Nutrient-poor regime (D = 1)
Symmetric 5-fold far-field geometry. As a first test of the influence of a complex far-field geometry on tumor growth, we take a symmetric 5-fold perturbed circle instead of a circle as the far-field boundary with all other parameters as in Fig. 5 . We present the results in Fig. 6 where the first column shows tumor morphologies, the second column shows the nutrient concentrations σ and fluxes ∂ σ ∂ n at Γ , and the third column shows the fluxes ∂ σ ∂ n ∞ at Γ ∞ . In the first column of Fig. 6 we see the tumor develops a similar morphology as in Fig. 5 with slight differences in the tubular structures that develop. In the second column, we notice that both the nutrient concentration σ and flux ∂ σ ∂ n are high around the fingers, which indicates that in this case, the regions of highest proliferation and taxis are aligned. In the third column the nutrient fluxes ∂ σ ∂ n ∞ at Γ ∞ have similar profiles but increase in magnitude as time t increases. Next, we test different symmetric far-field geometries and different initial tumor shapes.
Symmetric 3,4,5,6-fold far-field geometries.
In Fig. 7 we present tumor morphologies at similar sizes under the same growth conditions but using different symmetric far-field boundaries: R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6 (Row 1,3) and R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Row 2,4). The parameters are the same as in Fig. 6 , where in rows 1 and 2 the initial tumor boundary is the perturbed circle r = 2.0 + 0.1 cos(2θ ) while in rows 3 and 4 the initial tumor boundary is the ellipse x 2 2.1 2 + y 2 1.9 2 = 1. Hence, by comparing the evolution within each row, and between rows 1 and 2 and rows 3 and 4, we can see the effect of the far-field boundary shapes. By comparing rows 1 and 3 and rows 2 and 4, we can see the effect of the different initial shapes.
All the tumors develop tubular structures. When the initial condition is the perturbed circle (rows 1 and 2), the far-field geometry has limited influence on tumor morphologies consistent with that observed in Figs. 5 and 6. However, when the initial condition is an ellipse, which contains many modes, the morphologies are much more sensitive to the Fig. 6 The tumor morphologies (1st column), the nutrient concentrations σ and fluxes ∂ σ ∂ n at Γ (2nd column), and the far-field fluxes ∂ σ ∂ n∞ at Γ ∞ (3rd column) in the nutrient-poor regime (D = 1) and apoptosis A = 0. The five-fold symmetric far-field boundary is R ∞ = 13 + 2 cos (5θ − π 2 )). The remaining parameters are λ = 0.01, χ σ = 5, P = 0.5, and G −1 = 0.001. The initial tumor boundary is r = 2.0 + 0.1 cos(2θ ). Here, N = 512, and ∆t = 0.005. far-field geometry. As a consequence, the morphological instability drives growth of more modes than in the perturbed circular case and this growth is more strongly coupled with the far-field geometry. We note that the tumor morphology for the 4-fold symmetric far-field geometry in row 4 (elliptical initial condition) is similar to that observed in Fig. 11(b) in [Cristini et al.2009 ] where the far-field geometry is a square. When the chemotaxis coefficient χ σ is increased, the tubular structures develop faster and are thinner but the overall morphologies are similar (see Appendix E).
Non-symmetric complex far-field geometry. In Fig. 8 we show the tumor evolution in the non-symmetric complex far-field boundary R ∞ = 13 + 2(cos 3 (5θ ) + sin 3 (11θ )). The initial tumor shape is an ellipse and the parameters are the same as in Fig. 7 except that χ σ = 10. The first column shows the tumor morphological development, the second shows the detailed nutrient and flux distributions on Γ and the third shows the nutrient flux ∂ σ /∂ n ∞ at Γ ∞ . The spatial distribution of ∂ σ /∂ n ∞ is striking. It appears to be very noisy, with small scale variations driven by the complexity Fig. 7 Tumor morphologies with different symmetric far-field geometries in the nutrient-poor regime (D = 1). The far-field boundaries are R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6 (Rows 1,3); R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Rows 2,4). The initial tumor boundaries are r = 2.0 + 0.1 cos(2θ ) (Rows 1,2); and x 2 2.1 2 + y 2 1.9 2 = 1 (Rows 3,4). The remaining parameters are λ = 0.01, χ σ = 5, P = 0.5, A = 0, G −1 = 0.001. Here, N = 512, and ∆t = 0.005. of the far-field boundary, but the distribution of ∂ σ /∂ n ∞ is in fact deterministic, resolved by the computational mesh, and changes only slowly in time. Compared to Fig. 6 , where a circular far-field boundary was used, the magnitude of the flux ∂ σ /∂ n ∞ is about 10 times larger here.
As in the previous cases, the growing tumor develops tubular structures although the detailed tumor morphology is asymmetric and influenced by the far-field geometry. Compared to the cases shown in Fig. 7 and in Appendix E, the curvature of the tumor/host interface is increased due to long-range interactions with the far-field boundary through the nutrient gradients, even though the tumor is still far from the outer boundary. This requires the use of smaller time and space steps to continue solving the system beyond the time shown. As Fig. 8 The tumor morphologies (1st column), the nutrient concentrations σ and fluxes ∂ σ ∂ n at Γ (2nd column), and the far-field fluxes ∂ σ ∂ n∞ at Γ ∞ (3rd column) in the nutrient-poor regime (D = 1) and apoptosis A = 0. The non-symmetric far-field boundary is R ∞ = 13 + 2(cos 3 (5θ ) + sin 3 (11θ )). The remaining parameters are λ = 0.01, χ σ = 10, P = 0.5, and G −1 = 0.001. The initial tumor boundary is x 2 2.1 2 + y 2 1.9 2 = 1. Here, N = 512, and ∆t = 0.005. seen in the 2nd column of Fig. 8 , both the nutrient concentration σ and flux ∂ σ ∂ n are high around these tips of the tubular structures, as seen earlier in Fig. 6 , although the magnitudes here are larger.
Nutrient-rich regime (D = 100)
Next, we consider tumor evolution in the nutrient-rich regime with D = 100. We take λ = 1 to maintain the same diffusional penetration length Λ . We also take P = 0.5 and G −1 = 0.001 as before.
Compact growth with A = 0. In Fig. 9 , we present tumor morphologies for different symmetric, far-field boundaries similar to Fig. 7 , where D = 1. Here, the initial tumor shape is the perturbed circle r = 2.0 + 0.1 cos(2θ ). Rows 1 and 2 have χ σ = 5 while rows 3 and 4 use χ σ = 10. In contrast to the D = 1 case shown in Fig. 7 and in Appendix E, when D = 100 the tumors grow Fig. 9 Tumor morphologies with different symmetric far-field geometries in the nutrient-rich regime (D = 100). The far-field boundaries are R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6 (Rows 1,3); R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Rows 2,4). In rows 1 and 2, χ σ = 5 and in rows 3 and 4, χ σ = 10. The initial tumor shape is the perturbed circle r = 2.0 + 0.1 cos(2θ ). The remaining parameters are λ = 1, P = 0.5, A = 0, G −1 = 0.001. Here, N = 512, and ∆t = 0.005. faster, develop compact morphologies and the shapes are strongly dependent on the far-field geometry. Fig. 9 also shows that χ σ has a limited influence on the tumor morphologies because the larger D reduces nutrient gradients making more nutrient available to the tumor. The tumors with larger χ σ (rows 3 and 4) are slightly more unstable and develop regions of negative curvature.
Unstable growth with A = 0.1. When the apoptosis rate A is increased, the instability is enhanced as predicted by linear theory. This leads to slower growth and the development of tumor boundaries with increased negative curvature, as seen in the insets of Fig. 10 . In Fig. 10 , A = 0.1 and χ σ = 5. The initial condition is the perturbed circle r = 2.0 + 0.1 cos(2θ ) and all the other parameters are the same as in Fig. 9 . The insets in Fig. 10 show that tumors are strongly influenced by the far-field boundary geometry and develop buds that grow into thick, invasive fingers that protrude into the surrounding host tissue. The larger the tumor grows, the more the arclength L to area enclosed A ratio of the tumor boundary increases. At early times, the growth is compact with A ≈ L 2 . but as the thick fingers develop, the length increases more rapidly A ≈ L ν with ν ≈ 0.6, as labeled. In all four cases, the growth dynamics is similar, which suggests there may be a universal scaling between the area and the arclength.
Unstable growth with A = 0.2. Next we increase apoptosis to A = 0.2. In Fig. 11 , we present tumor morphologies for different symmetric, far-field geometries and different initial conditions using the same arrangement in Fig. 7 where D = 1. That is, the initial tumor shapes are perturbed circles in rows 1 and 2 and ellipses in rows 3 and 4. In all cases, χ σ = 10. As seen in Fig. 11 , apoptosis generates strong instabilities but the shapes less branched compared to the nutrient-poor case (D = 1). The tumor morphologies are qualitatively similar to those obtained in the nutrientrich regime considered in [Macklin and Lowengrub2007] where chemotaxis was absent and the far-field boundary was a circle. In contrast here, the tumor shapes are seen to be sensitively dependent on the far-field geometry. Due to the large D, the tumor morphologies are much less sensitive to the initial shape, however.
Complex, non-symmetric far-field geometry with A = 0.2. In Fig. 12 , we present a tumor evolving in the complex, non-symmetric far-field geometry considered in Fig. 8 in the nutrient-poor regime with D = 1. Here, using D = 100, we find the tumor grows compactly but develops a corner-like shape with high curvature at t ≈ 8.2 near α ≈ 2.85, as labeled. As seen in the 2nd column, the nutrient σ and the flux ∂ σ /∂ n ∞ are out of phase with the peak of σ ≈ 0.98 occurring at a local minima of ∂ σ /∂ n ∞ . This gives rise to a competition between proliferation and chemotaxis, which drives the formation of the near corner. Smaller spatial and temporal grids are needed to determine whether a singularity develops at a finite time. This will be considered in future work. The behavior of the flux at the far-field boundary (3rd column) is similar to that shown in Fig. 8 .
Conclusion
In this paper, we have developed, analyzed and solved numerically a tumor growth model that accounts for complex far-field geometries, which mimic heterogeneous vascular distributions. The model incorporates cell proliferation, death and chemotaxis up gradients of nutrients that are transported diffusionally from the far-field boundary and uptaken by both tumor and host cells. Linear analysis, though limited to a simple far-field geometry (performed here for a circular far-field boundary), reveals the presence of rich pattern formation mechanisms via unstable tumor growth.
To gain insight on the nonlinear solutions, we developed a novel, boundary integral method to accurately and efficiently simulate the system. A direct layer potential representation was used for two-phase nutrient equation and the value of the nutrient concentration and the nutrient flux on the interface and on the far-field boundary was obtained accurately by solving three coupled integral equations, and the tumor interface was evolved using a semi-implicit time stepping method developed previously (e.g., [Hou et al.1994 , Cristini et al.2003 ). The method is spectrally accurate in space and 2nd order accurate in time.
[b] Fig. 10 Tumor morphologies (insets) and the relation between the tumor arclengths and areas during the evolution under different symmetric far-field boundaries in the nutrient-rich regime (D = 100) and apoptosis A = 0.1. The far-field boundaries are [a] R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6; [b] R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6. The initial tumor surface is the perturbed circle r = 2.0 + 0.1 cos(2θ ). The remaining parameters are λ = 1, χ σ = 5, P = 0.5, G −1 = 0.001. Here, N = 512, and ∆t = 0.005. Fig. 11 Tumor morphologies with different symmetric far-field geometries in the nutrient-rich regime (D = 100) and apoptosis A = 0.2. The far-field boundaries are R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6 (Rows 1,3); R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Rows 2,4). The initial tumor boundaries are r = 2.0 + 0.1 cos(2θ ) (Rows 1,2); and x 2 2.1 2 + y 2 1.9 2 = 1 (Rows 3,4). The remaining parameters are λ = 1, χ σ = 10, P = 0.5, G −1 = 0.001. Here, N = 512, and ∆t = 0.005.
With the advantage of boundary integral methods in addressing the complex tumor and far-field geometries, our nonlinear simulations explored various unstable morphologies caused by vascular heterogeneities. Numerous patterns of unstable morphologies of tumor growth were discovered ranging from the development of thin tubular structures, similar to those found in previous theoretical [Cristini et al.2009 , Garcke et al.2016 ] and experimental [Pennacchietti et al.2003 ] studies, to compact shapes that are consistent with the symmetries of the far-field boundary.
In future work, we can investigate the dynamics using other penetration lengths Λ together with other components of the microenvironment such as stromal and immune cells. In Fig. 12 The tumor morphologies (1st column), the nutrient concentrations σ and fluxes ∂ σ ∂ n at Γ (2nd column), and the far-field fluxes ∂ σ ∂ n∞ at Γ ∞ (3rd column) in the nutrient-rich regime (D = 100) with apoptosis A = 0.2. The non-symmetric far-field boundary is R ∞ = 13 + 2(cos 3 (5θ ) + sin 3 (11θ )). The remaining parameters are λ = 1, χ σ = 10, P = 0.5, , and G −1 = 0.001. The initial tumor boundary is x 2 2.1 2 + y 2 1.9 2 = 1. Here, N = 512, and ∆t = 0.005. addition, we can consider passive and active cell movement in the host tissue, including the motion of the far-field boundary (e.g., two moving boundaries in the system). Further, the nutrient concentration on the far-field boundary need not be constant and the cell division and uptake rates need not be uniform, as assumed here. Another immediate extension is to use the Stokes equations to model the dynamics of the tumor and host tissue. This will highlight the effects of viscosity contrast (e.g., tissue stiffness) between the tumor and the host tissues. The regulation of cell fates and motility, proliferation and apoptosis rates by mechanical and thermal stresses can also be incorporated. Finally, while we presented results in two dimensions, similar behaviors are expected to hold qualitatively in three dimensions, we plan to perform full 3D simulations to confirm this. 01A1 for a National Center in Cancer Systems Biology at UC Irvine and P30CA062203 for the Chao Family Comprehensive Cancer Center at UC Irvine.
Appendix A. Linear stability analysis
The governing equations are
and
Consider a perturbed tumor interface Γ :
In cylindrical coordinates the modified Helmholtz equation is
Assuming axial symmetry, e.g., σ = σ (r, θ ) is independent of z, then
A.1 Radial solutions
We first consider the radial solution, i.e., σ = σ (r), then (55) reduces to the modified Bessel differential equation
Recall the general form of modified Bessel differential equation is
The general solutions are
where J n (x) is the Bessel function of the first kind, Y n (x) is the Bessel function of the second kind, I n (x) is a modified Bessel function of the first kind and K n (x) is a modified Bessel function of the second kind.
The following recurrence relations are useful in the linear analysis I n (x) = 1 2 (I n−1 (x) + I n+1 (x)) , I n (x) = I n−1 (x) − n x I n (x) = n x I n (x) + I n+1 (x),
The modified Bessel functions of the second kind all have the property that
Hence the constant c 2 in Eq. (58) must be zero. We therefore obtain
Applying the boundary conditions (47), (48), (49) on the circles r = R, R ∞ , we have
Solving for A 1 , A 2 , A 3 , we obtain
A 3 = µ 1 I 0 (Rµ 2 )I 1 (Rµ 1 ) − Dµ 2 I 0 (Rµ 1 )I 1 (Rµ 2 ) µ 1 I 1 (Rµ 1 )((I 0 (Rµ 2 )K 0 (R ∞ µ 2 ) − K 0 (Rµ 2 )I 0 (R ∞ µ 2 )) − Dµ 2 I 0 (Rµ 1 )(I 1 (Rµ 2 )K 0 (R ∞ µ 2 ) + K 1 (Rµ 2 )I 0 (R ∞ , µ 2 )) .
A.2 Perturbation of radial solutions
Now we seek a solution of the modified Helmholtz equation on the perturbed circle given by (53). Since δ is the perturbation size, following [Mullins and Sekerka1963] we consider the Fourier expansion of the solution up to the 1st order in δ : σ (r, θ ) = σ i,0 (r) + δ e ilθ σ i,1 (r) in Ω i .
Note here that r, θ and δ are all functions of time t, i.e. r = r(t), θ = θ (t), δ = δ (t). Multiplying Eq. (55) by r 2 , we obtain
Therefore it is sufficient to consider the expression
Apply (47), (48), (49) on the interface r = R + δ e ilθ with δ 1. Orders higher than O(δ ) are all discarded in the following calculations.
At O(1), the equations are the same as the radial solution.
The equations at O(δ ) determine the coefficients B 1 , B 2 , B 3 :
Solving for B 1 , B 2 , B 3 , we have
The nutrient σ on Γ is given by
The normal derivative of σ on Γ is given by
where we use the identity in Eq. (59),
Similarly we seek a solution of Laplace equation, which reduces to Eq. (51) on the perturbed circle given by Eq. (53). It is sufficient to consider the expression p = A + δ e ilθ Br l .
For the perturbed circle defined by Eq. (53), κ is given by
On the interface from Eqs. (51), (53), and (75) we obtain
It is straightforward to derive that
Thus
The normal derivative of p is given by
Combining (76), (83), (84) and (52), we obtain
where C = µ 1 A 1 I 1 (µ 1 R).
Equating coefficients of like harmonics, we obtain
The equation of shape perturbation is given by
The critical apoptosis parameter A c is the function of R such that d dt δ R = 0 and is given by
The remaining terms on the right-hand side of Eqs.(92), (93) have logarithmic singularity and can be evaluated through the following spectrally accurate quadrature [Kress1995] 2π
where m = N 2 , α i = πi m for i = 0, 1, ..., 2m − 1, and weight coefficients
The derivative d ds in Eq. (40) is approximated using Fast-Fourier-Transform spectral derivatives thus maintaining spectral accuracy. θ − L formulation.
This formulation helps to circumvent the problem of point clustering. Consider a point x(α,t) = (x(α,t), y(α,t)) ∈ Γ (t). Denote the unit tangent and normal (outward) vectors asŝ = (x α , y α )/s α andn = (y α , −x α )/s α , the normal velocity and tangent velocity by V (α,t) = u·n and T (α,t) = u·ŝ respectively, where u = x t = Vn+Tŝ gives the motion of Γ (t). The tangent angle that the planar curve Γ (t) forms with the horizontal axis at x, called θ , satisfies θ = tan −1 yα xα . The length of one period of the curve is L(t) = 2π 0 s α dα, where s α , the derivative of the arclength, satisfies s 2 α = x 2 α + y 2 α . Differentiating these two equations in time, we obtain the following evolution equations:
(107) Instead of using the (x, y) coordinates, (L, θ ) becomes the dynamical variables. The unit tangent and normal vectors becomeŝ = (cos θ , sin θ ),n = (sin θ , − cos θ ).
The normal velocity V is calculated using Eq. (28). The tangent velocity T is chosen (independent of the morphology of the interface) such that the marker points are equally spaced in arclength to prevent point clustering:
It follows that s α is independent of α thus is everywhere equal to its mean:
The procedure for obtaining the initial equal arclength parametrization is presented in Appendix B of [Baker and Shelley1990] .
The idea is to solve the nonlinear equation
for α j using Newton's method and evaluate the equal arclength marker points x(α j )by interpolation in Fourier space. We may recover the interface by simply integrating:
Small scale decomposition (SSD).
The idea of the small scale decomposition (SSD) is to extract the dominant part of the equations at small spatial scales [Hou et al.1994 ]. To remove the stiffness, we use SSD in our problem and develop an explicit, non-stiff time integration algorithm. In Eqs. (33), (34), (35), (39), (40), based on the analysis of the singlelayer and double-layer type terms, the only singularity in the integrands comes from the logarithmic kernel.
Following [Hou et al.1994 ] and noticing the curvature term in Eq. (39), one can show that at small spatial scales,
where H (ξ ) = 1 2π 2π 0 ξ cot α−α 2 dα is the Hilbert transform for a 2π-periodic function ξ . We rewrite Eq. (106),
where the Hilbert transform term is the dominating high-order term at small spatial scales, and N = (κT − where ∆t and h are the time-step and spatial grid size, respectively. This has been demonstrated numerically in the seminal work [Hou et al.1994 ] for a Hele-Shaw problem. For the tumor growth problem, the semi-implicit time-stepping scheme (see Eq. (113)) requires ∆t = O(h) instead of explicit schemes which would require ∆t = O(h 3 ). In section 5.1, we show a numerical example using N = 1024 to simulate a 2-fold tumor. In this simulation, we could use ∆t as large as ∆t = 1.0 × 10 −2 for stability instead of ∆t < 10 −6 for an explicit scheme with the equal-arclength parametrization. For the purpose of numerical accuracy, we used a smaller time step in our simulation.
To compute the arclength s α , equation (107) is discretized using the explicit 2nd-order Adams-Bashforth method [Hou et al.1994] ,
where M is calculated using
Note that the second order linear propagator and Adams-Bashforth methods are multi-step method and require two previous time steps. The first time step is realized using an explicit Euler method for s 1 α and a first-order linear propagator of a similar form forθ 1 .
To reconstruct the tumor-host interface (x(α,t n+1 ), y(α,t n+1 )) from the updated θ n+1 (α) and s n+1 α , we first update a reference point (x(0,t n+1 ), y(0,t n+1 ) using a second-order explicit Adams-Bashforth method to discretize the equation of motion x t = Vn with the tangential part dropped since it does not change the morphology: (x(0,t n+1 ), y(0,t n+1 )) = (x(0,t n ), y(0,t n )) + ∆t 2 (3V (0,t n )n(0,t n ) −V (0,t n−1 )n(0,t n−1 )) .
Once we update the reference point, we obtain the configuration of the interface from the θ n+1 (α) and s n+1 α by integrating Eq. (111) following [Hou et al.1994 ]:
x(α,t n+1 ) = x(0,t n+1 ) + s n+1 
where the indefinite integration is performed using the discrete Fourier transform. We use a 25th order Fourier filter to damp the highest nonphysical mode and suppress the aliasing error [Hou et al.1994 ]. We also use Krasny filtering [Krasny1986] to prevent the accumulation of round-off errors during the computation.
We solve first the nutrient field σ then the pressure field p. Next we compute the normal velocity V and update the interface Γ (t) and repeat this procedure.
Appendix E
In Fig. 13 we present tumor morphologies at similar sizes under the same growth conditions but using different symmetric far-field boundaries: R ∞ = 13 + 2 cos(kθ ), k = 3, 4, 5, 6 (Row 1,3) and R ∞ = 13 + 2 cos(kθ − π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Row 2,4). The parameters are the same as in Fig. 7 in the main text, where χ σ = 5, except that here in Fig. 13 we use χ σ = 10. As in Fig. 7 , initial tumor boundary in rows 1 and 2 is the perturbed circle R ∞ = 2.0 + 0.1 cos(2θ ) while in rows 3 and 4 the initial tumor boundary is the ellipse x 2 2.1 2 + y 2 1.9 2 = 1. Hence, by comparing the evolution within each row, and between rows 1 and 2 and rows 3 and 4, we can see the effect of the far-field boundary shapes. By comparing rows 1 and 3 and rows 2 and 4, we can see the effect of the different initial shapes.
The results are similar to those obtained in Fig. 7 although here, because the chemotaxis coefficient χ σ is increased, the tubular structures develop faster and are narrower than those observed in Fig. 7 . In particular, when the initial condition is the perturbed circle (rows 1 and 2), the far-field geometry has limited influence on tumor morphologies consistent with that observed in Figs. 5 and 6. However, when the initial condition is an ellipse, which contains many modes, the morphologies are much more sensitive to the far-geometry because of the instability.
Fig. 13
Tumor morphologies with different symmetric far-field geometries in the nutrient-poor regime (D = 1). The far-field boundaries are R ∞ = 13+2 cos(kθ ), k = 3, 4, 5, 6 (Rows 1,3); R ∞ = 13+2 cos(kθ −π/2), k = 3, 5, R ∞ = 13 + 2 cos(kθ − π), k = 4, 6 (Rows 2,4). The initial tumor boundaries are r = 2.0 + 0.1 cos(2θ ) (Rows 1,2); and x 2 2.1 2 + y 2 1.9 2 = 1 (Rows 3,4). The remaining parameters are λ = 0.01, χ σ = 10, P = 0.5, A = 0, G −1 = 0.001. Here, N = 512, and ∆t = 0.005. Hu2006. Friedman, Avner, and Bei Hu. 2006 . Bifurcation from stability to instability for a free boundary problem arising in a tumor model. Archive for rational mechanics and analysis 180 (2): 293-330. Hu2007. Friedman, Avner, and Bei Hu. 2007 . Bifurcation from stability to instability for a free boundary problem modeling tumor growth by stokes equation. Journal of mathematical analysis and applications 327 (1): 643-664. Hu2008. Friedman, Avner, and Bei Hu. 2008 . Stability and instability of liapunov-schmidt and hopf bifurcation for a free boundary problem arising in a tumor model. Transactions of the American Mathematical Society 360 (10): 5291-5342. Reitich1999. Friedman, Avner, and Fernando Reitich. 1999 . Analysis of a mathematical
