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ABSTRACT 
The central objectives of this thesis are two-fold. Firstly to consider the 
general problem: given a graded, 1-connected, rational algebra of finite type, 
is there a unique rational homotopy type having cohornology isomorphic to 
that algebra? If there is, then the algebra is said to be intrinsically formal. 
Secondly, to provide examples of intrinsically formal algebras. Chapter 2 is 
an introduction to the general problem, and the methods available for 
analysing it. A strategy for attacking this general problem is gathered 
together from the literature, and laid out in that chapter. Also, a comparison 
is made of the use of differential graded algebra methods and differential 
graded Lie algebra methods in the context of this problem. 
In chapter 3, particular types of algebras are introduced, motivated by 
examples from algebraic geometry, and called Lefschetz algebras (3.1.2.). 
Some general properties of such algebras are established. In addition, a 
technical result is proved which gives useful linear independence criteria for 
certain elements in a free Lie algebra. These criteria are subsequently used 
at a number of places in the thesis. 
The main results of the thesis are in chapters 4 and 5. Here it is proved 
that many of the algebras introduced in chapter 3 are intrinsically formal. 
Specifically, let H be a Lefschetz algebra of type H(n,k) such that n < 2k-1 
(c.f. 3.1); then H is intrinsically formal (5.1.9.). Further, let H be a Lefschetz 
algebra of type H(J;n,k) for any J and such that n < k+1 (c.f. 4.3); then H is 
intrinsically formal (4.3.9). 
In chapter 6, methods of constructing the algebras introduced in chapter 3 
are given. These methods can be used to construct algebras of the type 
already shown to be intrinsically formal in chapters 4 and 5. This provides a 
large number of examples of intrinsically formal algebras. Finally, an example 
is given to contradict the suggestion that all algebras of the type introduced 
in chapter 3 are intrinsically formal. This example also demonstrates that the 
results of chapters 4 and 5 are best possible. 
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CHAPTER 1 
The concept of formality of spaces was introduced by Sullivan in his 
work on rational minimal models [Su l ], [D-G - M -Su], [Su21. The concept of 
formality can be explained as follows. Amongst other things, Sullivan 
constructed an equivalence between the rational homotopy category of 
nilpotent spaces having rational homology of finite type, and the homotopy 
category of associative, commutative, differential, graded, rational algebras 
having minimal models of finite type. So a rational homotopy type, 
represented by a space X, say, can be regarded as a homotopy equivalence 
class of differential graded algebras. A specific representative for this 
homotopy equivalence class was also constructed - the minimal model of X, 
written (M,d). Now the rational cohomology of X, H(X;Q), can be regarded 
as a differential graded algebra with trivial differential, but in general it will 
not be in the same homotopy equivalence class as (M,d). If it is, then X is 
said to be formal (see (2.1.1.)). A wide range of formal spaces was given by 
Sullivan [Su2 - sec.121. 
The concept of intrinsic formality of algebras was also introduced in 
Sullivan's work ESu21. An algebra of finite type is intrinsically formal if there 
is a unique rational homotopy type having cohornology isomorphic to that 
algebra (see chapter 2 and (2.1.3.)). Apart from examples of a trivial nature, 
such as the rational cohomology of 5r, the first examples of intrinsically 
formal algebras appeared in [Su2]. Let H be isomorphic to 
A(x 1 , x2. ...... x)/(R 1 . ..... . Rm) , where (R 1 . ...... R m) is a regular sequence in 
A(x 1
. ...... 
x) - the notation A means the free algebra with polynomial 
generators in even degrees, and exterior generators in odd degrees; then H 
2 
is intrinsically formal. Work by a number of authors (EB -L], [N1], [N-MI), 
extending Quillen's results on rational homotopy [Q], meant that problems 
concerning minimal models, such as formality, became susceptible to attack 
by Lie algebra methods. In (N-M], differential graded Lie algebras were used 
to prove that all 1-connected Poincar duality algebras of dimension at most 
6 are intrinsically formal. This result was subsequently generalised in EM21 
to prove that all (k-1)-connected Poincare duality algebras of dimension at 
most 4k-2 are intrinsically formal. In addition, several authors have proved, 
using either differential graded algebras [H -St], or differential graded Lie 
algebras [N - M], that all (k-1)-connected algebras of dimension at most 3k-2 
are intrinsically formal. It has also been proven that the rational 
cohomology of an infinite stunted complex projective space, H(CP/CPh1;Q), 
is intrinsically formal ET]. 
Formality and intrinsic formality are related as follows. If a space X is 
formal, then the rational cohoniology of X, H(X;Q), need not be intrinsically 
formal. However, if a space X is such that H*(X;Q)  is intrinsically formal, then 
X must be a formal space (see chapter 2). Therefore, in order to prove a 
space X formal, it is sufficient to prove H*(X;Q) intrinsically formal; and 
indeed, the intrinsic formality problem has often been treated as a means of 
providing examples of formal spaces, rather than as a problem in its own 
right. 
One of the main objectives of this thesis is to provide further examples 
of 1-connected algebras of finite type which are intrinsically formal. This is 
done in chapters 4 and 5. The choice of algebras used here was motivated 
by two considerations. Firstly, the knowledge that Khler manifolds, the 
examples of prime geometric interest, are formal [D -G - M-Su]. Secondly, the 
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question of how much of this latter fact could be derived from a knowledge 
of the algebra alone (c.f. 3.1.). In addition, the thesis serves to collect 
together, in a form convenient to a consideration of the intrinsic formality 
problem, results and techniques used by a number of authors employing 
differential graded Lie algebras. 
Furthermore, although the strategy at (2.2.6.), which is the method used 
in this thesis, has been used before in order to prove intrinsic formality 
results, EM21 (N-M]; the results of chapters 4 and 5 are the first examples 
where the execution of that strategy is non-trivial at all of its stages. This 
can be expressed more specifically as follows. Let H be a graded algebra; 
(2.2.6.) first requires the construction of the differential graded Lie algebra 
minimal model of H, written L(s 1 H*,3) - c.f. section 2.2. Now let 
L(s 1 H*,+13) be a perturbation of this model - c.f. 2.2 . Then (2.2.6.) requires 
the construction of an isomorphism of differential graded Lie algebras 
	
: L(s 1 H, ) 	> L(s 1 H, 	-'-P) 
The results of 4.1 reduce this latter requirement to first constructing a linear 
map 
Z': s 1 H 	> L(s1H*) 
between the vector space s 1 H, and the Lie algebra L(s 1 H); and secondly 
checking that 0 defines a differential graded isomorphism between 
L(s 1 H*, ) and L(s 1 H, +P). Now, using this 'three-stage' method of attack, 
the result proving that all (k-1)-connected algebras of dimension at most 
3k-2 are intrinsically formal, becomes a triviality; since all perturbations in 
this case must be zero, so the map 0 in the above can be taken to be the 
identity, and then 0 trivially induces the required isomorphism. The result of 
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[N-M (4.6)], generalised in EM21, is more substantial to prove. These results 
necessitate taking into account the multiplicative structure of the algebra. 
More precisely, by a judicious choice of basis for H, motivated by Poincar 
duality, the construction of the linear map cZ: s 1 H —'L(s 1 H), as above, is 
achieved. This is where the bulk of the work in the results [N-M (4.6)] and 
EM21 lies. However, in both these results it is a triviality to check that V, 
once defined, induces the necessary differential graded isomorphism referred 
to above. The results of chapters 4 and 5, then, also require the taking into 
account of the multiplicative structure of the algebras under consideration. 
Once more, this structure is used in order to make a judicious choice of 
basis for H (3.3.2.). Once this is done, however, further work is necessary 
simply to get to the stage of defining a linear map : s 1 H —)L(s'H*). 
Indeed, in chapter 5, this stage requires a completely different construction 
to that used in [N-M (4.6)] and EM21, depending on a multiplicative property - 
other than Poincar6 duality - of the algebras under consideration (5.1.5.), and 
in addition requires the substantial calculations of the appendix. Once this 
map is defined, though, it is still non-trivial to check that it in turn defines a 
differential graded isomorphism 'Z from L(s 1 H, 3) to L(s 1 H, 3+P). In 
(4.3.8.), this checking requires the preliminary lemma of (3.3.3.). Since, via 
the results of section 4.1, (2.2.6.) is separated, broadly, into three stages, as 
above; the results of chapters 4 and 5 go some way to indicating limits for 
the usefulness of (2.2.6.) - c.f. also the comments after (4.3.7.). 
In chapter 6, methods of constructing examples of the types of algebras 
considered earlier in the thesis are given. Combining these with the results 
of chapters 4 and 5, one obtains a large number of examples of intrinsically 
formal algebras. A specific example is also constructed of a Lefschetz 
algebra which is not intrinsically formal. This example lies immediately 
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outside the ranges covered by the results of chapters 4 and 5, and so 
demonstrates that those results are best possible. 
This thesis uses differential graded Lie algebras in preference to 
differential graded algebras. A comparison of these two alternative 
approaches is given in chapter 2. Remark (2.3.4.) explains why the choice of 
differential graded Lie algebras was made in preference to differential graded 
algebras. It would seem that rational homotopy theory as it now stands, has 
reached the stage where it is capable of solving, and indeed posing, 
problems which are not amenable to solution by classical methods of 
algebraic topology - c.f. the remarks at the beginning of [Su-VI. In view of 
the problems faced when coming to terms with using differential graded Lie 
algebra methods - often perceived as more obscure and less 'natural' than 
Sullivan's differential graded algebras; it is interesting to speculate whether 
or not there are certain problems which, notwithstanding the equivalence 
between the two categories, are solvable by differential graded Lie algebra 
methods, and yet are intractable to the differential graded algebra approach. 
Certainly it is difficult to see how the results of, say, EM21, [St], or chapter 5 
of this thesis could have been achieved using differential graded algebras. 
Section 2.3 provides some specific examples for comparison. 
Finally, some general notation to be used for the remainder of the thesis 
is fixed here. Unless otherwise specified, space will mean a 1-connected 
topological space with rational homology of finite type; algebra will mean an 
associative, commutative, graded, 1-connected rational algebra of finite type; 
coalgebra will mean an associative, commutative, graded, 1-connected 
rational coalgebra of finite type and Lie algebra will mean a graded Lie 
algebra over the rationals, which is zero in degree 0. Algebra differentials 
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will be of degree +1, whilst coalgebra and Lie algebra differentials will be of 
degree -1, and the prefix DG will be used to signify 'differential graded'. A 
minimal DC algebra is a differential graded algebra (M1 d) such that M is a 
free algebra and d is decomposable. A minimal DG coalgebra is a differential 
graded coalgebra (C,d) such that C is a symmetric coalgebra and d is zero 
on the primitive elements. A minimal DC Lie algebra is a differential graded 
Lie algebra (L,d) such that L is a free Lie algebra and d increases bracket 
length by at least one. If V is a graded vector space, then L(V) will denote 
the free Lie algebra on V; and A(V) the free commutative algebra on V - that 
is, polynomial on generators of even degree and exterior on generators of 
odd degree. 
CHAPTER 2 
In this chapter, and for the rest of the thesis, attention is focussed on a 
seminal problem of topology: How many homotopy types can share a given 
cohomology ring? In general, there could be more than one, but in suitable 
cases there might be one only. In rational homotopy theory, this latter 
phenomenon has a name: 
DEFINITION A graded algebra H is said to be intrinsically formal if there 
is a unique rational homotopy class of spaces, such that H*(X;Q) is 
isomorphic to H for any representative, X, of the class. 
[Remark - In rational homotopy theory there is no problem with 
'realizing' algebras. For any algebra H, there always exists at least one 
rational homotopy type having cohomology ring isomorphic to H, 
[D-G - M -Su (3.2)] or [Su2]. I 
This chapter will be concerned with considering the problem: 
Given a graded algebra, H, is H intrinsically formal? 
This problem is characterised as "the intrinsic formality problem", and the 
rest of the chapter is devoted to introducing basic ideas relevant to this 
problem. The chapter consists mostly of a convenient restatement of 
results to be found in the literature. In particular, see [N-M], EM11, [M2], and 
[H -St]. The main purpose of this chapter is to give a strategy for attacking 
the intrinsic formality problem (2.2.6.). When considering intrinsic formality, 
it is helpful to distinguish it carefully from the related concept of formality. 
There is an added difficulty when considering both these concepts in terms 
of DG Lie algebras rather than DG algebras - their original, and most natural, 
setting. The following two sections are intended to clarify these concepts, 
and the relationships between them. 
2.1. FORMALITY; INTRINSIC FORMALITY; DC ALGEBRAS 
The concepts of formality and intrinsic formality were first introduced by 
Sullivan. Corresponding to the various categories in which it is now 
possible to do rational homotopy theory, there are equivalent formulations of 
these concepts [N -M]. This section is concerned with setting up these 
concepts in the DG algebra category - the one used by Sullivan. 
Recall that the minimal model of a DG algebra (A,d) is a map of DC 
algebras 
p: (MA ,d) - 	 ) (A, d) 
such that (MA ,d) is a minimal DG algebra and p is an isomorphism on 
cohomology. This always exists for any given DC algebra [Su l ], 
[D-G--M-Su], [Su2]. 
Recall also that given a space X, there exists the DC algebra of PL forms 
on X, (E* (X), d), [Su l ]. This DC algebra captures the rational homotopy 
information of X, and the minimal model of the space X is defined as the 
minimal model of (E*  (X), d) 
px: (A1  ,d) 	 ) (E* (X), d) . 
Regarding a graded algebra as a DC algebra with trivial differential, it is 
possible to make the: 
2.11. Definition. [D-G-M-Su], [Su2] 
A minimal DC algebra (M,d) is formal if there exists a map of DG 
algebras 
4j: (M, d) 	 > (H(M,d), 0) 
which is an isomorphism on cohomology. 
A DC algebra is formal if its minimal model is formal. 
A space X is formal if (E*  (X), d) is formal. 
To 	see that there exist of formal rational 	homotopy types, 
consider any graded algebra H to be a DC algebra having trivial 	differential. 
Regarded as such, it has a minimal model which can be written 
PH: (M. , d) 	 > (H,0) 
But notice that PH  fits the definition of formality given above; and so the 
minimal model of a graded algebra is formal. Thus, the minimal model of 
any graded algebra is a formal rational homotopy type, and has cohomology 
isomorphic to that algebra. 
2.1.2. Remarks. 
In general, for an algebra H, there will exist other rational homotopy 
types apart from (MH,d), having cohomology isomorphic to H. 
Given an algebra H, with minimal model 
PH (MH ,d) 	 ; (H,0) 
consider a formal minimal DC algebra (N,d), such that H*(1V,d)  is also 
isomorphic to H. Then there exists a diagram: 
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(MH .d) 	 (AT, d) 
	
(H,0) - 	= 	) H"(N,d) 
and by a standard lifting type argument - c.f. [D-G-M-Su (1.2)] - it is 
possible to construct an isomorphism of DG algebras 
: (MH , d) 	 > (N, d) 
hence (MH ,d) and (N,d) represent the same rational homotopy type. Thus, 
given an algebra H, there is one and only one formal rational homotopy 
type which has cohomology isomorphic to H, and it is given by the minimal 
model of H. Any different rational homotopy types having cohomology 
isomorphic to H must necessarily be non-formal. 
3. If an algebra H is intrinsically formal, then the rational homotopy type 
having cohomology isomorphic to H must be represented by the minimal 
model of H and hence must be formal. 
So remarks 2 and 3 above give an equivalent definition of intrinsic 
formality: 
2.1.3. Equivalent Definition. 
A graded algebra H is intrinsically formal if every rational homotopy type 
having cohomology isomorphic to H is formal. 
It is now possible to outline a strategy for attacking the intrinsic 
formality problem: Given an algebra H, first take a minimal model to get a 
formal rational homotopy type having cohomology isomorphic to H. After 
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this, search for other - necessarily non-formal - rational homotopy types 
having cohomology isomorphic to H. In fact, this strategy can be realised in 
the DG algebra category by the machinery of [H-St). A brief summary of that 
machinery is now given, from the particular viewpoint relevant to the 
intrinsic formality problem. 
2.1.4. Summary of Machinery of Halperin and Stasheff. 
Given a 1-connected graded algebra H, in the paper [H - St] a 'canonical' 
way of constructing a minimal model for H is given which differs from the 
original construction used by Sullivan. This is called the bigraded model of 
the graded algebra H, and written 
p: (AV,d) - 	 > 1 (H, 0) 
Here the notation AV means the free graded commutative algebra on the 
(graded) vector space V. (AV,d) is constructed in a similar fashion to the Tate 
resolution of an ungraded commutative algebra (c.f. also [Jo?]). In fact, a 
vector space basis for V is constructed in such a way that it is bigraded; 
one grading - upper - is given by degree, and a second - lower - grading 
comes from the nature of the construction, which is performed in stages. 
The lower grading is determined by the stage at which elements are added. 
More properly, let H be 	,>o H'. Then V 0 is defined to be H/(H.H), 
retaining the same upper grading, and p: AV 0 	> H is defined by 
extending a splitting of H 	> V0; define d to be zero on V 0 . Since H, in 
general, is not free, ker p, in general, is non-zero. So define V 1 to be 
kerp/(kerp.AV0), with upper grading shifted down by one, and extend p to 
= A(V0 	V 1 ) by defining p to be zero on V1; define d on V 1 by 
requiring it to be a splitting of ker p 	> ker p/(kerp.AV0). After this, 
the remaining V's for I > 2 are constructed in such a fashion so as to kill off 
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all higher cotiomology - c.f. [H -St section 31. Eventually, V = 	>o V. This 
lower grading on a basis of V induces a lower grading on a vector space 
basis of the algebra AV. The differential d is of degree +1 with respect to 
the upper grading and of degree -1 with respect to the lower grading. 
By putting AV equal to the vector space generated by all elements in AV 
of lower grading n, an increasing filtration of AV is defined: 
F = 	AV 
By the comment after (2.1.1.) above, (AV,d) must be a formal DG algebra 
since it is the minimal model of a graded algebra. Furthermore, (AV,d) has 
cohorTlology isomorphic to H, by construction. The question arises then, 
which other rational homotopy types have cohomology isomorphic to H, and 
what is their relationship to (AV,d) ? 
If (AV,d) is the bigraded model of a graded algebra H as above, and the 
filtration F is also as above, then a new differential D, say, on the same DG 
algebra AV, is said to be a perturbation of d if it satisfies the condition: 
D-d: V - 	> Fn-2 
for all n. Now let (A,d) be some DG algebra such that 
H*(A,d) is isomorphic 
to H. Then 
Theorem ([H-St] 4.4) With the above notation, there exists a perturbation 
- D of d , and a map of DG algebras 
(AV,D) 	 ) (A, d) 
such that 1T*  is an isomorphism on cohomology - i.e. (AV,D) represents the 
same rational homotopy type as (A,d) - and (AV,D) and ir are unique in an 
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appropriate sense. 
Remark. i: (AV,D) 	)(A,d) is called the filtered model of the DC 
algebra (A,d). 
This completes the summary of [H-St]. 
Now recall what the strategy for the intrinsic formality problem was, as 
outlined above (below 2.1.3). Using the above machinery, that strategy can 
be carried out as follows:- 
2.1.5. Strategy. 
Given a graded algebra H, construct the bigraded model of H. This gives 
the unique formal rational homotopy type having cohomology isomorphic to 
H. Consider all possible perturbations of the bigraded model; if these can be 
shown to be isomorphic to the bigraded model itself, then H must be 
intrinsically formal since by the theorem quoted above, all rational homotopy 
types having cohomology isomorphic to H are displayed in this way. 
The advantages of using this machinery for the intrinsic formality 
problem are clear since after constructing the bigraded model, attention can 
be restricted to considering alterations of the differential alone, rather than 
the whole DC algebra. In section 3 of this chapter, some examples will be 
given which demonstrate the effectiveness of the above machinery in this 
context, and which also compare the use of DC algebras and DC Lie 
algebras in this context. However, attention is now turned to considering the 
intrinsic formality problem in the category which will be used for the bulk of 
the thesis - that of DC Lie algebras. 
14 
22. FORMALITY; INTRINSIC FORMALITY; DC LIE ALGEBRAS. 
In this section, the concepts of formality and intrinsic formality are 
translated into DG Lie algebra terms. This is achieved essentially by using 
the Functors L and C introduced by Quillen [Q], [N1], [N-M]. One problem in 
doing this, though, is that the resulting definitions look cumbersome and 
unnatural in comparison to their original forms in the DG algebra category. 
Good references for this section are [N -M], [N 1 ], [M 2 1, and EQ - appendix B]. 
Since, in the DG algebra category, formality is the property of a DG 
algebra having the same rational homotopy type as its cohomology; it would 
perhaps be tempting to lift this definition verbatim into the DC Lie algebra 
category. That is, it would perhaps be tempting to define a DG Lie algebra 
to be formal if it has the same rational homotopy type as its Lie algebra 
homology. This definition, however, is. reserved for the property of 
coformality - see (2.2.7.) below. The definition of formality in DG Lie algebra 
terms is given below and followed by a discussion to make clear that this 
second definition of formality is precisely the original one transferred to DC 
Lie algebras using the Quillen functor. This latter fact appears as part of 
proposition 3.2 in [N - M]. 
Let (L,d) be a minimal DC Lie algebra. Minimality implies that the 
differential d must increase bracket length by at least one. If the differential 




A minimal DG Lie algebra is formal if it is isomorphic to a minimal DG 
Lie algebra having a quadratic differential. 
A DG Lie algebra is formal if its DG Lie algebra minimal model is formal. 
A space is formal if its DG Lie algebra minimal model is formal. 
2.2.2. Discussion. 
Let H be a graded algebra of finite type, and let H be the dual coalgebra. 
H can be thought of as representing a formal - in the sense of (2.1.1.) - 
rational homotopy type, and indeed any formal rational homotopy type can 
be represented in this way. Recall how the Quillen functor L acts on such 
an object as H ([N 1 - Section 41 or [Q]). In general, for a DG coalgebra of 
finite type (C,d) say, a vector space is formed by taking the desuspension of 
C to get s 1 C. The free Lie algebra on this vector space is then formed, and 
a differential a on L(s C ) defined using both the coalgebra structure of H 
and the differential on C. In fact, the differential in L(s C,a) splits as the 
sum of two differentials, 
a = ad+ aA 
and for any element c in C, ad (s- 1c) = - s(dc), so if the coalgebra 
differential, d, is zero, as in the cases of interest here, then the differential in 
L(s C,) arises• from the coalgebra comultiplication structure alone. 
Specifically, this is given as follows. Because C is commutative, it is 
possible to write the comultiplication A on an element c of C as 
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c1 ®c+(_1)IciIlCiIc®c I 
+ 	c i ® c 
where, in the first sum, if i A j, then c i A c, and in the second sum, the 
degree of each ci must be even. Then by doing this, it is possible to read 
off 3(s 1 c) from the formula for A(c) as 
3(s 1 c) = - 	(-1)1 C. 	[s 1c , s1c] 	- 1/2 1 i [ s 1 c1 , s'c1 
	
So, if the coalgebra has trivial differential - for example H 	then the 
differential on the corresponding DO Lie algebra arises from the coalgebra 
structure alone, and in this case the resulting DG Lie algebra will have a 
quadratic differential. 
Thus, since any formal - in the sense of (2.1.1.) - rational homotopy type 
X has a minimal model (Mg, d) for which there is a map 
: (Mx  ,d) 	 •> ( H(X), 0) 
such that " is an isomorphism; then under the equivalence 
DO ALGEBRAS 	 DO LIE ALGEBRAS, 
which takes weak equivalences to weak equivalences, the rational homotopy 
type of X is represented by L(s 1  (M),d) in DG LIE ALGEBRAS, and there will 
be a DG Lie algebra map 
L(4i): L(s 1  (M), d) 	 > L(sH*,3) 
which is an isomorphism on (Lie algebra) homology. Now, the DO Lie algebra 
minimal model of X is by definition the DO Lie algebra minimal model of 
L(s 1  (ifx)*,d), and so there exists a map of DO Lie algebras 
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L().p: Lx,d 	L(s 1 H,a) 
which is an isomorphism on homology. But on minimal DO Lie algebras, 
weak isomorphisms are isomorphisms, hence the DG Lie algebra minimal 
model of X will be isomorphic to Qs - I H.,a) which by the above has a 
quadratic differential. Thus , if a space X is formal according to the original 
definition (2.1.1.) , then it is formal according to definition (2.2.1.) above. 
Conversely, assume a DC Lie algebra, (L ; d), is formal according to 
definition (2.2.1.) above. Then since freeness is part of the definition of 
minimality, there is a DO map 
: (L, d) > L(V,3) 
such that 4 is an isomorphism on (Lie algebra) homology, and L(V,a) is a 
free Lie algebra on some vector space V with a quadratic differential, 3. 
Thus the Quillen functor C [Q], [N1], gives a map 
C(4i): C(L(V,3)) 	 > C(L,d) 
which is an isoniorphism on (coalgebra) homology. 
Now in the special case that L(V,3) is free with quadratic differential, it is 
possible to define a DC coalgebra (C,d) as follows:- 
The coalgebra C, as a vector space, is sV - the suspension of the vector 
space V. The comultiplication on sV is defined by 
(sv) = sv ® 1 + 1 ® sv + 1 ( sv' ® sv1" +(_ l)IS'11IIS\hjl sv" ® sv') 
if 3(v) = 	[v 1 ' , v"] in L(V,3); and as a DC coalgebra, C has the trivial 
differential. 
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Then by construction, L(CO) = L(V,). Thus, applying the functor C there 
is a map 
C(i): C(L(C,O)) - 	 > 	C(L(V,)) 
which is an isomorphism on homology, and composing this with the 
adjunction map : C 90 CLC which is also a weak isomorphism [N1  
gives a map 
e: (C' 0) 	 , c(L(v,)) 
which is a weak isomorphism and composing this with C() from above, 
gives a weak isomorphism 
C()'e: (C' 0) 	 > C(L,d). 
Finally, dualising gives a map of DC algebras 
: (C(L,d) ) 	 > (C, 
o)* 
which is an isomorphism on (DG algebra) homology. Hence, as (C,O)* is 
simply a graded algebra (trivial differential), (C(L,d) ) fits into the original 
definition of formality (2.1.1.) for DG algebras. But (C(L,d) )* is precisely the 
representative for the rational homotopy type of (L,d) when transferred from 
right to left in the equivalence 
DG ALGEBRAS 	 DC LIE ALGEBRAS. 
Thus, if a DC Lie algebra is formal according to definition (2.2.1.) given 
above, then its rational homotopy type is represented by a DG algebra which 
is formal in the original sense of (2.1.1.). 
This completes the discussion of the equivalence of the two definitions 
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of formality. 
At this point, an analogous set of remarks to that at (2.1.2) can be made. 
Here, it should be borne in mind that one of the main points of this thesis is 
to investigate the intrinsic formality problem, so the slant of these remarks 
is towards that objective. 
2.2.3. Remarks. 
Recall that given a graded algebra H of finite type , the DG algebra 
minimal model of H is a formal DG algebra having cohomology isomorphic 
to H. By the first part of the above discussion, the DG Lie algebra minimal 
model of H is a formal DC Lie algebra. By the second part of the 
discussion, this DG Lie algebra minimal model has homology coalgebra 
isomorphic to H. Hence, for every graded algebra H of finite type, there is 
a formal DG Lie algebra having homology coalgebra isomorphic to H. 
Let H be a coalgebra of finite type. Let (K,d) and (L,d) be two formal 
minimal DC Lie algebras both having homology coalgebras isomorphic to 
s 1 1-1 	. Then it is possible, using a series of lifting type arguments 
c.f. [D-G - M - Su (1.2)] and [B -L (1.4)] ), to construct an isomorphism 
between (K,d) and (L,d). Hence, any two formal DC Lie algebras having 
isomorphic homology coalgebras will have isomorphic DC Lie algebra 
minimal models and thus represent the same rational homotopy type. 
Since the two definitions of formality given so far correspond under the 
equivalences L and C, there is no 	need to alter the definition 	of 	intrinsic 
formality 	already 	given. 	Let H 	be a graded algebra of 	finite 	type. 	H 	is 
intrinsically 	formal 	if 	every rational 	homotopy type having 	cohomology 
isomorphic 	to 	H 	is 	formal. 	Now 	a 	rational homotopy 	type 	having 
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cohomology isomorphic to H is represented in DG Lie algebra terms by a DO 
Lie algebra having homology coalgebra isomorphic to H. Thus 
2.2.4. Definition. 
A graded algebra H is intrinsically formal if every DG Lie algebra having 
homology coalgebra isomorphic to H is formal. 
This definition clearly agrees with that given before. 
So remarks 1 and 2 above give a strategy similar to that outlined at the 
end of section 1 for attacking the intrinsic formality problem; but this time 
in terms of DG Lie algebras. Given an algebra H of finite type, form the DG 
Lie algebra minimal model of H - denoted L(s 1 H,). By remarks 1 and 2 
above, this is the unique formal rational homotopy type having homology 
coalgebra isomorphic to H. Any different rational homotopy types having 
homology coalgebra isomorphic to H must necessarily be non-formal. 
Fortunately, all rational homotopy types sharing a common homology 
coalgebra are related as follows: 
Let H be a coalgebra,and form the DC Lie algebra minimal model of H 
to get L(s 1 H,) which has a purely quadratic differential by the discussion 
above. Any differential on L(s 1 H*) which retains the same quadratic part, 
but has an additional term which increases bracket length by at least 2 is 
called a perturbation of D and is denoted by L(s 1 H*,3 + P). 
Then with this notation 
2.2.5. Theorem EM21 : 
Given a coalgebra H of finite type, there is a bijection of sets:- 
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RATIONAL HOMOTOPY TYPES 	 ISOMORPHISM CLASSES OF 
	
HAVING HOMOLOGY 	 DG LIE ALGEBRAS 
COALGEBRA H. 	 L(s 1 H,3+P). 
So although in general it is necessary to consider all rational homotopy 
types having homology coalgebra isomorphic to H, for the purposes of 
trying to solve the intrinsic formality problem, this task is made simpler by 
being able to restrict attention to those DG Lie algebras whose differentials 
are perturbations of the DG Lie algebra minimal model of H. 
2.2.6. Summary. 
To try and prove a graded algebra of finite type is intrinsically formal, it 
is possible to proceed as follows:- 
First construct the DG Lie algebra minimal model of H, L(s 1 H,a). 
Secondly, consider all DG Lie algebras of the form L(s 1 H,+P) where +P is 
a differential and P increases bracket length by at least two. If it is possible 
to define an isomorphism 
: L(s 1 H, ) 	 > 1 L(s 1 H, +P) 
for a general such P, then H is intrinsically formal. 
This is in fact the stegy that will be followed in this thesis. A specific 
example of this strategy will be offered in section 4 of this chapter, to 
illustrate some of the above discussion. One feature of this strategy is that 
since the DG Lie algebras on which it is necessary to construct maps are 
free, it is possible to work over a homogeneous bracket length at a time. 
This leads to the possibility of approaching the problem in the fashion of an 
obstruction theory. For more details see [St]. Use will be made of this 
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feature in later results, c.f. (4.1.3.). 
Finally, after explaining exactly what the definition of formality in terms 
of DC Lie algebras should be, and why; the definition of coformality is 
offered here by way of contrast: 
2.2.7. Definition. 
Let (L,d) be a minimal DC Lie algebra. (L,d) is coformal if there is a DG 
Lie algebra map 
: (L, d) 	 > (H(L,d),O) 
such that ij is an isomorphism on (Lie algebra) homology. 
That this is not the same as formality can easily be seen from 
considering simple examples such as those in [N-M]. 
2.3. COMPARISON OF DC ALGEBRAS AND DC LIE ALGEBRAS. 
When considering the intrinsic formality problem for a graded algebra of 
finite type there is a choice as to which approach to use. DC algebras can 
be used as in section 1 or DC Lie algebras can be used as in section 2. In 
both cases, the formal minimal model of a graded algebra must be 
constructed; then explicit isomorphisms must be constructed between it and 
any possible perturbations. The examples which follow, aside from 
consolidating the ideas of the above two sections, are intended to show that 
the choice of which category to work in can affect the amount of work to 
be done in order to prove intrinsic formality results. 
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2.3.1. Example 1. 
Let H be a free algebra on n generators, say. This can be written 
H=A(x 1  ....... x). 
The bigraded model of H is simply ( A(x 1 , ... x,), d=0 ). Because there are no 
relations to be introduced into the cohomology, it turns out that all elements 
of AV in this bigraded model have lower grading equal to 0. Since any 
perturbation of d must satisfy 
D-d: V, 	 > F2 
then any perturbation must satisfy D = 0 = d, as F_ 2 =0. Hence there are no 
non-trivial perturbations of d and H is intrinsically formal. 
However, the DG Lie algebra minimal model - written L(s 1 H,a) - of H is 
in general quite difficult even to write down! No degrees for the algebra 
generators of H have as yet been given, and in any case s- IH will in 
general be an infinite dimensional vector space, let alone L(s 1 H). So to 
write down explicit isomorphisms between this formal DG Lie algebra and a 
general perturbation in this context could be very awkward to say the least. 
2.3.2. Example 2. 
Let H be a graded algebra of finite type which is oddly graded. i.e. 
H 2 ' = 0 , all i. 
Then all elements of s 1 H* are in even degrees, and hence all elements of 
L(s 1 H*) are of even degree also. The formal minimal DG Lie algebra minimal 
model of H has 8 equal to 0 since in the coalgebra H all elements are 
primitive - c.f. section 2. Also, any perturbation of 3 must be a degree -1 
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differential and because of the grading, it must also be trivial on elements of 
s 1 H. Hence there are no non-trivial perturbations of the DG Lie algebra 
minimal model of H, and so H is intrinsically formal. 
However, to write down the bigraded model of such an algebra explicitly 
is quite hard, and to work with such models in general rapidly becomes 
complicated - c.f. [H -St (7.10)]. 
2.3.3. Example 3. 
Let H be a Poincare duality algebra. Then by choosing an appropriate 
basis for H, and hence by duality for H, it is possible to make the DG Lie 
algebra minimal model of H display Poincarg duality in an explicit fashion 
-c.f. the end of this chapter or [St] or [M2]. This fact can be exploited in 
order to prove results about the rational homotopy types of such algebras, 
and indeed, in [M2] is used to prove an intrinsic formality result along the 
same lines which will be used in this thesis. 
As will be seen in later chapters of this thesis, it is possible, for certain 
types of algebras H, and with a wise choice of basis for H, to display 
multiplicative properties other than Poincar -e duality in the DG Lie algebra 
minimal model of H - c.f. (3.2.3.). This can then be used to perform the 
kind of manipulations necessary in order to prove intrinsic formality in 
certain cases. Section 4 of this chapter is devoted to an explicit example 
intended to demonstrate this latter phenomenon. 
However, if one chooses to work with DC algebras in these latter types 
of cases; then the rich structure of H is not necessarily displayed in a useful 
way, possibly making it more difficult to prove results. 
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2.3.4. Remark 
In the above examples, 1 and 2 were more to do with the difference in 
'size' between the different types of minimal model. Example 3, however, 
gives some indication that, for the purposes of certain types of calculation, 
there is a very real qualitative difference between using DG algebras and DO 
Lie algebras. In particular, this has to do with the way in which DG 
isomorphisms can be suggested by the structure of the differential in the 
DG Lie algebra minimal model - c.f. the next section and chapters 4. and 5, 
or [St] and [M2]. This is the reason why this thesis uses DG Lie algebras to 
analyse a concept which was first introduced in terms of DG algebras. 
2.4. AN EXAMPLE. 
The final section in this chapter is devoted to giving an explicit 
computation using the approach outlined in section 2. An additional feature 
of this example is that it uses a method of constructing maps similar to a 
method used subsequently and in much greater generality - c.f. chapters 4 
and 5. This technique mimics ones used by [M2] and [St] in the context of 
Poincar duality algebras. 




6 	 x2 a 
5 
4 	 x2 	xa 
3 	 b 
2 	 x 	a 
1 
0 	 1 
with relations x 3=0, a 2=0, xb=0, ab=O; where x, a and b are the obvious 
generators of H(CP2;Q), H*(S2;Q) and H(S 3;Q) respectively. 
2.4.1. Proposition. 
H = H(X;G) is intrinsically formal. 
Proof. The DG Lie algebra minimal model of H*(X;Q) is first constructed, 
and then it is shown that any perturbation of this must be an isomorphic DG 
Lie algebra. In fact, an explicit isomorphism is constructed. 
As a vector space, s 1 H* can be described by :- 
5 	 s 1 x2a 
4 
3 	 s 1 x2 
	s- 1  xa 
2 	 s 1 b 
1 	 s 1 x 	s 1 a 
0 
(abusing notation by using the same letters for dual elements) and 
according to the formula given in chapter 1, the differential on the free Lie 
algebra L(s 1 H) is given by the formulae:- 
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a(s 1 x) = 0 
a(s 1 a) = 0 
a(s 1 b) = 0 
(s 1 xa) = - [s -i x, s 1 a] 
a(s 1 x2) = - 1/2 [s -l x, s 1 x] 
(s 1 x2a) = - [s -i x, s 1 xa] - [s -1 a, s 1 x2 ] 
This completes the definition of L(s 1 H,a), the DG Lie algebra minimal 
model of H'. 
Now consider DG Lie algebras of the form Qs - 1 H,.,@+P) where P increases 
bracket length by at least 2. For dimensional reasons, P must be zero on all 
elements of s 1 H apart from s 1 x2a. Using the Jacobi identity it is possible 
to write the formula for P on this element as: 
P(s 1 x2a) = [s 1 x, R 2 + R31 + [s 1 a, 12 + T31 
where R 2 , T2 and A 3 , T3 are terms of bracket length two and three 
respectively. There may not be a unique way of writing such an expression, 
but for the requirements of this proof, any choice of such an expression will 
suffice. So assume a choice has been made and fixed. It is trivial to check 
that (3-4-P) 2 = 0 for any such P and so any such expression defines a DG Lie 
algebra L(s 1 H, 3+13 ). 
For P written as above, define an isomorphism of DG Lie algebras 
: L(s 1 H,3) 	 > L(s 1 H,3+P) 
as follows: 
First, put 	to be of the form 0 = 1 + 1) where ip extends bracket length 
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by greater than 1. Then comparing the expressions for P and a on s 1 x2 a 
from above, define 4. on s- 1H by:- 
(s 1 xa) = - (R 2 -i-R 3 ) 
4i(s 1 x2) = - (T2 +T3 ) 
and =O elsewhere. Then extend 	to a map of Lie algebras in the obvious 
way. That c1 is an isomorphism follows from the fact that it is of the form 
1+4.i, and to check that cb is a chain map is trivial on all elements of s 1 H 
apart from s 1 x2a where it is a chain map by construction. Thus, any DG Lie 
algebra of the form L(s 1 H,3+P) is isomorphic to L(s 1 H,a) and hence by the 
theorem at (2.2.5) above, H(X;Q) is intrinsically formal. QED. 
This example gives some indication of how the structure of the 
differential, in conjunction with writing the perturbation in a particular way, 
can suggest the construction of DG Lie algebra isomorphisms. Note that the 
above algebra is not strictly a Poincar duality algebra, but possesses a 
similar kind of multiplicative structure. 
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CHAPTER 3 
.3.1. INTRODUCTION; BACKGROUND. 
This section introduces a type of graded algebra which will occupy a 
central place in the rest of this thesis. Ultimately, it will be shown that this 
type of algebra provides a large number of intrinsically formal examples. 
First, however, some background information is provided. 
In [D-G -M-Su], it was proved that compact Kàhler manifolds are formal 
spaces. The proof relies heavily on a technical lemma - the so-called ddc 
lemma - which is concerned with the differential geometry of the situation. 
In fact, formality over the real numbers was proved there, and subsequent 
'theorems of descent' have had to be invoked to obtain formality over the 
rational numbers. It was shown by Lefschetz that compact Khler manifolds 
have an interesting cohomology structure. This is described by the 'hard 
Lefschetz theorem', which in this context can be taken as reading:- 
3.1.1. Hard Lefschetz Theorem. 
Let X be a compact Kahler manifold of (real) dimension 2n. Then there 
exists a distinguished 2-dimensional class w in H 2(X;Q) such that the map 
r. H_r(X ; Q) 	 H'(x;Q) 
given by taking the cup product with w r-times, is an isomorphism for all r; 
0 < r < n. 
The question arises then; what, if anything, can be said about the rational 
homotopy of Khler manifolds from a knowledge of the cohomology ring 
alone? For instance, if the cohomology ring could be shown to be 
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intrinsically formal then any space having that ring for its cohomology would 
be formal - regardless of Kàhler metrics and so on - and so its rational 
homotopy could be constructed from the cohomology alone. To this end, 
the appropriate algebraic properties are abstracted from the hard Lefschetz 
theorem to furnish the: 
3.1.2. Definition. 
Let H be a graded algebra of dimension 2n. H is a Lefschetz algebra if:- 
H is a Poincarg duality algebra. 
There exists w in H 2 such that w r : H 	 H 	is an 
isomorphism for all 0 < r <. n. 
3.1.3. Examples. 
If X is a compact Khler manifold then H*(X;Q) is a Lefschetz algebra. 
Some intersection cohomology algebras provide examples of 
Lefschetz algebras [Mac]. 
Examples of a more artificial, but nonetheless interesting, kind can be 
constructed by forming spaces of type: 
CP # (SxS 1') 
and then building from this a space as:- 
CP x Cp # (SxS) } 
and so on. At each stage, H*(X;Q) gives a Lefschetz algebra - c.f. the 
beginning of chapter 6 where examples of this kind are given in a more 
formal way. 
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3.1.4. Lefschetz Decomposition. 
If H is a Lefschetz algebra, there is a way of decomposing H - a kind of 
block decomposition - which is very useful for displaying H, as, a vector 
space, in such a way that it helps calculations. Consider the isomorphisms: 
r. 	- 	> Hn+r 
When r = n, this implies that w is a non-zero multiple of the fundamental 
class of H, and thus none of the elements w' are zero, for 1 . i . n. By 
assumption, H is 1-connected, although this is an unnecessary assumption 
for the purposes of the decomposition, so consider ker (whl_l)  in deg 2. 
Denote this vector space by V 2. Then w is not in V 2. Furthermore, as vector 
spaces, 
H 2 Q(w] 	V2 
and wr( Q[w] @ V 2  ) is of rank equal to rank H 2 for 0 < r .. n-2. 
Now consider ker (w' 2 ) in degree 3. Denote this by V 3. Then Wr(V3)  has 
rank equal to rank H 3 for all 0 < r < n-3. The same procedure can be 
followed for ker (w"_ 3) in degree 4, and so on, until it is possible to draw the 




2n-2 W n-1 	w2V2 
2n-3 
2n-4 W 	 w' 3V2 w 4V4 
n 
	 vn 
4 	 U) 2 	wV2 	 V4 
3 	 V3 
2 	 C&) 	 V2 
0 	 1 
Notice that all indecomposable elements of H must lie on the 'bottom 
edges' of the columns in such a display; in particular, there can be no 
indecomposable elements of H in degree greater than n. Of course, apart 
from multiplication by w, such a decomposition does not say anything about 
the multiplicative structure of H. In certain cases, however, it does tell 
enough to help in proving the results desired later on. In particular, in 
section 2 of this chapter, the above decomposition is used to write down a 
particularly useful basis for the dual coalgebra to H; which in turn gives a 
basis for the DC Lie algebra minimal model of H, also known as the Quillen 
model of H. 
This section is completed with the introduction of some notation: 
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3.15. Definition. 
Let H be a Lefschetz algebra of dimension 2n, and assume a Lefschetz 
decomposition of H has been performed as above. Then if the vector 
spaces V 1 are zero, for all i < k-i, H is said to be of type H(n,k). 
3.2. MULTIPLICATION AND BASES FOR LEFSCHETZ ALGEBRAS. 
Towards the end of the last chapter, allusions were made to a 
multiplicative property similar to Poincar duality which Lefschetz algebras 
possess. Since any Lefschetz algebra H is also a Poincar duality algebra, 
then for any class a in H, there exists some class x, of appropriate 
dimension - the Poincar dual of a - such that 
ax = 
where H is of dimension 2n and w is the fundamental class of H. The idea 
is that the various w' for i less than n also act like fundamental classes for 
certain elements of H. Specifically: 
3.2.1. Lemma. 
Let H be a Lefschetz algebra of dimension 2n and type H(n,k), and let r 
be such that I  W r 
I > 2n-k. Then for any a such that I a /2, there 
exists some x in H such that 
ax = 
Proof. Since H is of type H(n,k) then for 0 < i < k-i, H is of rank 0 or 1 
according as i is odd or even respectively. So by Poincar duality, H' is of 
rank 0 or 1 according as i is odd or even respectively, for 2n-k+1 < i < 2n. 
34 
When r = n, Poincar duality gives the desired result. So consider r in the 
range 2n-k+1 < 2r < 2n, and let a be some element of degree < r; 	it 	is 
necessary to show that a 'inverts' in wr. Let a be an element of Hr -
i for the 
appropriate j > 0; then by Poincar duality there is some x such that 
ax = 
and I x I = 2n-(r-j) = n + (n-(r-j)). But there is an isomorphism 
n-(r-j). 	
) 
and so x = w 
(r-i) for some y, i.e. 
x = W n_r 
Now substitute this in the equation ax = w 





And hence I awiy  I = 	L so because in this dimension rank H' is 0 or 1, it 
is possible to write: 
aw'y = Xw' 
But then Wn =  wawy = Xw'' and so X A 0. So define x' = wy/X and ax' 
= W r 
as desired. QED. 
In the calculations which it is necessary to perform later on, the Quillen 
model of a Lefschetz algebra will be used. For this purpose, it is convenient 
to choose a particular type of basis for the dual coalgebra which displays 
both Poincar duality and the 'Lefschetz' property. This basis is now 
constructed for a general Lefschetz algebra. 
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Recall that it is possible to perform a Lefschetz decomposition on a 
Lefschetz algebra H, as in section 1 of this chapter, and that this makes it 
possible to display H, as a vector space, as :- 
2n 






4 	 w2 	 u)V 2 	 V4 
3 	 V3 
2 	 w 	 V2 
0 	 1 
Thus, one possibility for a vector space basis of H would be to choose 
bases for the vector spaces V , and then let this choice determine a basis 
for the vector spaces wV , w 2V 1 , and so on whenever these spaces are 
non-zero; then the elements w' would complete the basis. However, such a 
choice of basis would not reflect Poincar duality in any particularly neat 
way. So a different basis is chosen in the following way. 
With the above decomposition of H, consider the Poincar duals of 
elements in the vector spaces V 1 . These must all lie in H 2 ', which is 
spanned by {w'V, V1_2. ...... ' 121 V2 w n_"2}, if i is even; and if i is 
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odd, then the last two terms in this bracket must be replaced by the term 
n-i/2-3/2 
W 	V3 . But w annihilates V 1 . for 	> j 1, by construction, so / Pouncare 
duality must define non-degenerate bilinear pairings: 
x W'V 	 > Q 
for all i such that 2 < i < n. Hence, given a choice of basis for each V 1 , say 
V 1 = sp{ Vil , 	 V 1 1) } 
there is a corresponding dual basis of wV 1 , written 
= sp{ v, 1  . ...... V j\)() } 
And furthermore, by construction, vJvIk = 6jk 	for all i. Now, for i < n-2, 
consider the epimorphism 
w: H 2 ' 2 	 > H2 ' 
This restricts to an isomorphism of vector spaces: 
w: W n-i-1  V j 	 w n-iV i 
Similarly, the map 
w: V 	 )wV i 
is a vector space isomorphism, and so with the choice of bases for V 3 and 
W n_ 'V j as above, each element v in wV 1 is equal to wu ij for a unique u 1 in 
W n-i-lVi and it is possible to define bases 
= sp 	U11 ....... U1(1) } 
and 
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wV 1 = Sp( WV11 	. WV() }. 
The Poincar duality relations above imply that 
vjj(wuk) = ójkW 
i.e. 
(wv)uk = jkW 
and so ( u ij Jj and { wv ij Jj are bases dual to each other. Hence, writing 
u ij =  ( wv )*, this defines bases for V , wV j and respective dual bases for 
W"- ' V i and WnhulV1,  with the dual bases connected via the formulae: 
v' = 
for 2 .. i < n -2; and 1 . i .. '( i). 
It is clear that, for i < n-3, this construction can be repeated, and 
succesive repetitions of this, working down and up the various columns, will 
provide a basis for all of H apart from elements in degree n, and elements 
of the form wk  for the various values of k. 
3.2.2. Definition. (Poincar - Lefschetz basis) 
Let H be a Lefschetz algebra of dimension 2n. A vector space basis for 
H will be called a Poincar - Lefschetz basis if it is chosen in the following 
way: 
First, perform a Lefschetz decomposition on H, and with the notation as 
in the preceding paragraphs, choose bases for the spaces V. 2 < i < n-i. 
For i < n-2, let these bases determine bases for wV j in the obvious way; and 
in general, for i + 2k < n, let these bases determine bases for w k  V i . This 
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defines a basis for H in degrees less than n apart from those elements wk  of 
degree less than n. For H in degrees greater than n, first form the 'dual 
bases' to those bases already chosen for the V 1 's, as in the above, to give 
bases for w ° 'V 1 for 2 < i < n-i. Then according to the procedure above, let 
these bases determine bases for w I / satisfy(the relations 
= w k(w kv ) * 
al l 
forLk such that 2n - 2i - 2k + i > n. This defines a basis for all elements of 
H apart from those elements in degree n and those elements of type wk.  In 
degree n, let the bases of V i for 2 < i .. n determine bases in the obvious 
way, and let the elements wk  for 1 < k < n be basis elements for the 
remainder. This completes the choice of a basis for H. 
So for a Lefschetz algebra, the above gives a preferred choice of basis to 
use when working with the Quillen model of H. As indicated above, this 
basis reflects not only the 'Lefschetz' property of H but also the fact that H 
is a Poincar duality algebra; and it does so in an explicit fashion. This is to 
our advantage because it allows us to make some remarks of a general 
nature about the differential in the Quillen model of H, which is the key tool 
for the manipulations of chapter 5. 
3.2.3. Remarks. 
Recall that in the definition of the Quillen model of an algebra H, the 
differential B is 'read off' from the coalgebra structure of H - c.f. (2.2.2.). 
Let H be a Lefschetz algebra of dimension 2n, and assume that a Lefschetz - 
Poincar basis has been chosen for H in the above fashion. Dualising to the 
coalgebra H and then forming s 1 H - the desuspension of H - gives a 
vector space basis for s 1 H, which by abuse of notation can be written as:- 
s 1 H = sp s k s 1 wv , s1wv, SlWV} 
where 1 <k< n;2 < i <n; 1 <j < 	i); pis such that i < IwPvijl< n and q 
is such that I  W 
q 
 vij I = n. Then the formula for 3, in the Quillen model of H, 
on some of these elements can be written 
= - [S-1W' s_lwr_Iv1] - [ s 1 w 2 , sw' 2v 1 ] + 	- [5_1Wr, S_1V] 
+ ( brackets having no entries equal to swk  for any k ) 
and 
3( s _1 wv *) = 
-1 	-1 p+1 	* 	-1 2 	-1 p+2 * 	 -1 t 	-1 p+t * - (s W, s -  w v] - [s w,s w v] - - [s w,s w v] 
+ brackets with entries of degree < n-i 
where, in this last expression, t is such that I 	 vij 	> n-i. 
Notice also, that there is no ambiguity about the notation s 1 wv, as 
there is no such element as (w)(v*)  in the chosen basis of H, and so s 1 wv 
means 
3.2.4. Remark. 
If H is an algebra, and L(s 1 H*,3) is the Quillen model of H; then those 
elements of s 1 H in the kernel of 3 are just s 1 PH - the desuspensions of 
the primitive elements in the coalgebra H. Hence, if H is any Lefschetz 
algebra, then those elements of s 1 H which are in the kernel of 3 are 
contained in the set sp{ s 1 w, s1V2 ....... s 1 V }. In the restricted case H is 
of type H(n,k) with n < 2k-1, then those elements of s 1 H which are in the 
kernel of 3 are exactly sp( s- 1 W, s1V< ....... s 1 V0  } 
3.3. DC LIE ALGEBRAS AND UNIVERSAL ENVELOPING ALGEBRAS. 
In later chapters, it will be necessary to check certain formulae and 
relations involving DG Lie algebras. Now it is well known that such checking 
can often be carried out in an easier fashion if the universal enveloping 
algebra is employed. This section, then, is devoted to a brief resum'e' esum of the 
salient properties of universal enveloping algebras; and in the last part, a 
result is proved concerning the linear independence of certain types of 
elements in a DG Lie algebra, and which will be invoked later on in the 
thesis. These facts can be found in the literature (eg. [Jac] with the 
appropriate adjustments to the graded case, (M-M], and [Q-appendix BI ). 
Let A be an associative algebra, and let AL  denote the Lie algebra of A 
Let L be a (graded) Lie algebra. 
3.3.1. Definition. 
A pair (U(L),i), where U(L) is an associative algebra and i is a (graded) 
Lie algebra homomorphism 
i: L 
is a universal enveloping algebra of L if, for any (graded) Lie algebra map 
e:L 	 >AL 
there exists a unique map of associative algebras 
G': U(L) 
such that the diagram 
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L 'N9 ,,1AL 
" (U (L)) 8 
is a commutative diagram of (graded) Lie algebras. 
The basic facts concerning universal enveloping algebras which will be 
/ 	needed here are as follows:- 
For any Lie algebra L, there exists a universal enveloping algebra, 
unique up to isomorphism. 
The map i is an inclusion of Lie algebras. 
If (L, d) is a DG Lie algebra with d of degree -1, then there exists a 
degree -1 differential d on U(L) such that i is a chain map. 
There is a DC left inverse to i, r say, which is a 'shuffle' type map [Q]. 
That is; r of a single tensor element in the enveloping algebra, is a sum of 
brackets, all of which correspond to some permutation of the entries of the 
tensor. 
If L is a free Lie algebra, say L(V) for some (graded) vector space V, 
then U(L) can be taken to be T(V) - the tensor algebra on V. 
In the case V is a graded vector space, and L is a free DC Lie algebra 
L(V,d), the above information can be summarised as:- 
3.3.2. Summary. 
The universal enveloping algebra of L(V,d) is 
QV, d) - 	> (T(V), d) 
such that i is an inclusion, and 
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On elements of V, i(v) = v 
On brackets, i is determined by 
i([u, vi) = u ® v - (_ l)kd IV  v ® U . 
d is determined by the fact that it is a derivation on 1(V), 
together with the formula d(iv) = i(d v) and 2 above. 
A DC left inverse to i exists, r say, and r has the form 
r(v 1 @v2 ® ..... 
X , [ ...... 	, 
where the sum is over some set of permutations ((y} 
Finally, a result is given which gives linear independence criteria relevant 
to a number of situations of practical interest to this thesis. In particular, it 
is useful for checking formulae and relations defined on Quillen models - c.f. 
chapter 4 and subsequently. 
3.3.3. Lemma. 
Let V be a finite graded vector space, and let {v 1 .........v} be a totally 
ordered basis for V. Let L(V) be the free Lie algebra on V, and x in L(V) an 
element of homogeneous bracket length r+1 of the form 
x = 	[v 1 , X], 
with 
Xi = XJ 	X 1j  [v 1 , [v J 2, [ ..... [vj(r_l), V j r]].. 11 
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such that X (0)  is in Q,and X (J) = 0 unless Max{ V 1 , Vj 1 ....... Vj(r_2) } < V 1 . in 
each bracket, and Vi(r-1) Vj r in each bracket, with respect to the given 
order. Then if x is zero in L(V), X (J) 	is zero for each (i,J); 	and 	hence X 1 	is 
zero for each i 
Proof. By freeness, it is possible to consider the parts of x with 
vi(r-1) < Vjr 	and 	the parts 	with 	Vi(r-1) 	= Vir separately. 	First, the 	former. 
Consider the 	image of this component of x 	in 	the 	universal enveloping 
algebra T(V). This will be a sum of terms of tensor length r+1 of the form 
v j 0 i(X) ± i(X 1 ) ® v 
and all terms in x for which V;(r_1) < v jr  will make a unique contribution to 
i(x) with terms of configuration 
X(i.J) V 1 	 ® v 1 ( r_) ® Vj r 
where Vjr  is strictly maximal in each tensor. Thus if x, and hence i(x), is zero, 
then the component of i(x) in T(V) containing all such terms must sum to 
zero in T(V) independently. i.e. 
V 1 ® ( 	 Vji ® 	® Vi, ) = 0 
for all such terms. And hence, for each i. X(W) = 0 for all J such that 
Vj(r_1) < Vjr. This leaves only those brackets of x with Vi(r-1) = V J r. Now in 
such brackets, I Vjr  I is odd, otherwise the bracket is zero, and hence under i, 
([Vj r, Vjr]) = 2 Vir 0 Vj,.. 
Now, in a similar fashion to the above, i(x) contains unique contributions of 
the form 
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X (J) VI 0  Vii ® 	. ® Vi  ® Vi  
with Vi(r-1) = Vjr, and Vjr of maximal degree in each tensor, and so these 
terms must sum to zero independently of all other terms in i(x). Thus the 
formula 
vi ( I X ( , J) V11 0 .... ® Vjr ) = 0 
holds for such terms, and hence once again X (J) = 0. QED. 
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CHAPTER •4 
This chapter begins to bring together the general theory behind the 
intrinsic formality problem, which was introduced in chapter 2, and the 
information in chapter 3 concerning Lefschetz algebras. The end purpose is 
to prove intrinsic formality results in particular cases. The first section is 
taken up with introducing some technical tools which are used in later 
sections; and in sections 2 and 3, intrinsic formality results are proven for 
certain restricted types of Lefschetz algebras. The results of section 2 are 
generalised both in section 3 of this chapter, and in chapter 5. However, 
they are included to introduce the methods of proof, and techniques thereof, 
in context and in as smooth a way as possible. 
4.1. SOME GENERAL RESULTS. 
This section provides three results of a general nature which are useful 
tools when considering formality, perturbations, and so-on. Proofs may 
exist in the literature, but here the results are stated in a form convenient to 
this thesis, and so proofs are included for completeness. 
Recall that L(V) denotes the free Lie algebra on the vector space 
V. Henceforth, 3 denotes a quadratic differential on a Lie algebra, and 3 + P 
a perturbation of the particular differential in question. 
4.1.1. Proposition. 
Let V be a ( 0-connected, graded ) vector space, and L(V,3) a minimal DG 
Lie algebra. Let L(V,3 + P) be a perturbation, and 	a map of vector spaces: 
)L(V) 
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of the form 0 = 1 + i, where 	extends bracket lengths by at least one, but 
not necessarily homogeneously. If 4i is extended to act on brackets of L(V) 
according to the formula 
*([X,Y1) = 101 y] + [x, ipY] + [X, iVY]; 
then there exists a new perturbation L(V, a +,Q) say, which satisfies 
ci=p+ipa +pp - 3* — Q4; 
and in these circumstances, 
: L(V, a + P) 	 > L(V, a + Q) 
is an isomorphism of DG Lie algebras. 
Proof. Given such a 0, the perturbation Q can be defined on elements of 
V using the above formula, inductively over degree. First define Q to be 
zero on elements of lowest degree, then extend to brackets of these 
elements, then go up a degree and using the formula, define Q on elements 
of V of this higher degree, and so-on. At all times, 4 ,  must be required to 
act as above on brackets, and Q must act as a derivation. Having defined Q, 
it is necessary to check that 3 + Q is a differential, and that is a DG 
isomorphism. 
= 1 + 4, is a map of Lie algebras, since 0 is a homomorphism if, and 
only if 4, acts as specified on brackets. That 0 will be an isomorphism is 
trivial to check, it is a consequence of being of the form 1 + 4,. 
For to be a chain map, it is necessary to check that 
0(3 + P) = (3 + Q) 
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-Substituting 	= 1 + 4.i in this relation, it is necessary to check 
3 +P+ip3 +pp= 3 + 34) +o+cmp. 
To check this relation, acting on elements of V, it is sufficient to check 
separately , all homogeneous bracket lengths. So the relation splits into two 
parts; one which extends bracket length by one, and this part reduces to 
3 = 3; and a second part which extends bracket length by greater than one, 
and this is simply a re-writing of the formula used to define Q. Thus, since 
is a chain map on L(V) iff it is a chain map on elements of V, it only 
remains to check that 3 + Q is a differential. 
Again, for checking the relation (3 + 	= 0 acting on elements of V, it 
is sufficient to check that 
3Q + Q3 + QQ = 0 
on all elements of V; since 3 2(v) = 0 by assumption. On elements of degree 
1, this is true trivially; so assume inductively that this is true on all elements 
of V of degree < k, and all brackets of elements of degree < k. Let v be of 
degree k+1 in V; then from the definition of Q, 
Q(v) = P(v) + D(v) + 4.P(v) - 340) - Q(v) 
and applying 3 to this equation gives 
3Q(v) = 3P(v) + 34i3(v) + 3i.iP(v) - 3ii(v) 
Applying the definition of Q to 3(v) gives 
Q3(v) = P3(v) + iiP3(v) - 33(v) - Q4.i3(v) 
and adding these latter two equations gives 
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3Q(v) + Q3(v) = 3P(v) + P3(v) + 3i13(v) - 343(v) + 4iP3(v) 
+ DIP(v) - 3Q4(v) - Q3(v) 	(1) 
But as 3 + P is a differential, (3P + P3 + PP)(v) = 0. So substituting this in 
(1) gives 
3Q(v) + Q3(v) = - PP(v) + 1JP3(v) + 3P(v) - 3Q(v) - Qi3(v). 	(2) 
Now, applying the definition of Q to P(v) gives the equation 
QP(v) = PP(v) + i3P(v) + PP(v) - 3P(v) - Q*P(v) 
= PP(v) - P3(v) - 3P(v) - QiP(v) 
with the last line following since 3P(v) + PP(v) + P3(v) = 0. Using this last 
formula to substitute for -PP(v) in (2) gives the following equation: 
3Q(v) + Q3(v) = -QP(v) - iP3(v) - 3iiP(v) - QP(v) 
+ P3(v) + 3iP(v) - 3Q(v) - Qi3(v) 
= - QP(v) - Q4s3(v) - QP(v) - 3Q(v) 
But (v) consists of a sum of brackets of length greater than one, and 
hence, a sum of brackets, all of whose entries are of degree less than 	k. 
(3 + Q) 2 = 0 on (v), and so - 3Q((v)) = Q3(i(v)) + QQ((v)), and finally, 
substituting this latter piece of information in the above gives 
3Q(v) + Q3(v) = -Q ( P(v) + 3(v) + '1)P(V) - 30) - Qi(v) ) 
= - QQ(v). 
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i.e. 
(3Q + Q3 + QQ)(v) = 0 
(*) 
for elements v of V in degree W. Therefore, by induction on k, ( + Q) 2 = 0 
on L(V). QED 
This technical result has, as a corollary, a result which is of great 
practical value when considering perturbations in general, and intrinsic 
formality in particular. The following result will be invoked at a number of 
places later in the thesis. 
4.1.2. Corollary. 
Let V be a (0-connected, graded) vector space. Let L(V, ) be a minimal 
DG Lie algebra, and let L(V, a + P) be any perturbation. Assume that all 
bracket length > 3 terms in H( L(V, ) ) are zero in degrees 3.  r. Then 
there exists a new perturbation L(V, a + Q) say, and an isomorphism of DG 
Lie algebras 
: L(V, a + P) 	 )' L(V, 3 + Q) 
such that Q = 0 on all elements of L(V) of degree < r+1 
Proof. A vector space map 0 = 1 + 	will be constructed, and extended 
to act on brackets of L(V) according to the formula 
'([X, Y]) = [4iX, v] + [x, pY] + [ipX, pY] 
The perturbation Q will automatically follow from the above proposition. i 
is constructed inductively over degree as follows: 
Define (v) = 0 on all elements of degree 1 in V. and all brackets of 
I. 
Since (tQ) is a derivation, this implies that 	on all brackets 
( )t') 	having entries or degree .k+i. 
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elements of degree 1 in L(V), in the above fashion. Now inductively assume 
4, has been defined on all elements of V in degrees < k for some k < r, and 
extended to all brackets of such elements, such that the relation 
(1) 
0. c).sosei'i 6sis Of 
is true. Consider v inLV  of degree W. (3 + 
P)(v) is a sum of brackets, all of 
whose entries are of degree less than k. Thus applying (1) to (3 + 
gives the equation 
ava + P)(v) = 4,30 + P)(v) + P(3 + P)(v) + 4,P(3 + P)(v) 
i.e. 
34,3(v) + 34,P(v) = 4,33(v) + 4,3P(v) + P3(v)+ PP(v) + 4,P3(v) + 4,PP(v) 
SO 
34,3(v) + 34,P(v) = P3(v) + PP(v) + 4,(3P + PP + P3)(v) 
.-' I, 
StvedO, 




Substituting this in the last equation gives 
34,3(v) + 34,P(v) = - 3P(v) 
i.e. 
3( 4,3(v) + 4,P(v) + P(v) ) = 0. 
Hence, ( 4,3(v) + 4,P(v) + P(v) ) is a cycle of degree k, which is less than or 
equal to r by assumption. Thus, for some r in L(V) of bracket length > 2, 
4,3(v) + 4,P(v) + P(v) = aTI 
r - "-'~ 
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by the assumptions on H( L(V, ) ). Now define 
= n 
and by the above equation, (t) is satisfied when acting on v. This defines ili 
on all elements v of degree k+1 such that (t) is true when acting on 
elements of V of degree k+1. Using the given formula to extend 1P to 
brackets of elements of degree <, k+1; it is easy to check that (t) is true on 
all such elements of L(V) also. By repeating the above steps inductively, 
define l) on all elements of V of degree < N-i. On any remaining elements of 
V of degree greater than N-i, define ip = 0. This completes the definition of 
4i, and duefining = 1 + l) gives a vector space map of the form required to 
invoke the above proposition (4.1.1.). 
Hence, by that proposition, the formula 
Q = P + 	+ lpP - a4) - QIP 
inductively defines a perturbation L(V, 3 + Q) such that 
: L(V, a + P) 	 > L(V, 3 + Q) 
is an isomorphism of DO algebras. But Q is clearly zero on elements of V of 
degree one, and inductively assuming Q to be zero on elements of degree k 
for some k < r, then the formula (t) above clearly implies that Q is zero on 
elements of degree k+1 also. Thus, by induction, Q is zero on all elements 
of degree <. r+1. QED 
As mentioned previously, the above corollary will be used later in this 
thesis and in any case, it is of general use when considering perturbations 
and similar ideas. However, in certain situations, it is of interest to be able 
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to make statements about perturbations in degrees above the (length three) 
connectedness degree of L(V, ); and in such situations, (4.1.2.) may not be 
applicable. For instance, if it is required to show two non-trivial 
perturbations to be isomorphic, then the above result tends to require 
hypotheses which are too strict to be of practical use. This latter situation is 
not of concern to this thesis. However, it will certainly be necessary to 
have a general result along the lines of the above yet with weaker initial 
hypotheses. To this end, the following result is also included, which is a 
rewording of a result stated in [St]. 
If L(V, ) is a free DG Lie algebra, and L(V+)is a perturbation, then in 
general, a (second) grading can be placed on a vector space basis of L(V) 
simply by grading elements according to their bracket length. This, in turn, 
grades all elements of L(V) of homogeneous bracket length. Now on all 
elements of V, P can be split up into its various homogeneous length parts, 
and hence in general - i.e. on all elements of L(V) - can be written 
P = P 3 + P4 + P 5 + ...... 
where P i  extends bracket length by i-i. Similarly, with the same filtration on 
QV), any map of vector spaces 
>L(V) 
can be split into its homogeneous length parts, and written 
= 	+ 42 + 	+ ...... 
where 4 j  extends bracket length by i-i. For the rest of the thesis, this will 
be regarded as standard notation. 
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Let V be a 0-connected, graded vector space, and liv,?) a minimal DG Lie 
algebra, with 	a perturbation. As above, write P=  P3 + ... 	and let 
be a vector space map 
jtY: V—L(v). 
Writing Y as ." -- V --*L(v), assume also the hypotheses that for any 
bracket[.X,Y3 in LCv) of degree less than the dimension of V; or for all 
brackets in L(v) if V is infinite dimensional; [P,C,t'1y3 	0 for any i,j. 
If 	: L(V) +LiLV) and hence 	: L(v) -$ L-tv)is the map obtained by 
extending the vector space map 	 as at (4.1.1.); then 	is 
defined on L.tv) as that part of 't' which extends bracket lengths by i-I. With 
this notation, the formula of (4.1.1.) can be written 
	
+ 	(Yj  
for all n, with the convention that P1 and Q, both equal 0 and Q z = 0 
for 	. Then Q- 	defines a perturbation, LCv,?1.(2) 	for which 
L(V,i-P) -. L(vd..Q) 	is a DG isomorphism. 
The vector space map 	V.+--. : V-Uv) can also be used to define first 
maps Y' L(V) -4 L(4, extended to brackets according. to the rule 
L'' (Cx, y2) = C V' ' y3 	Ex  v14'y3 1. 
and hence Y= 	'+.L-(v)-.,L(v).This gives a map 	'I.-Y": 	 which, 
in general, will not be a Lie algebra map. However, under the given 
hypotheses, the maps 	and Y/I coincide,.at least on elements of V and on 
elements oVl_L')of degree less than the dimension of V. So the formula; 
QP.,  
for all n, with the convention that Qa and P1 both equal 	, and Q 	0 
for L,< I -can be used to define a new perturbation, and in these 
circumstances, 
: Lv,p) —> 
is a DG isomorphism. 	 . 
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.4.1.4. Remark. 
It was stated above that the idea of this last result was that it provides 
a useful tool for the intrinsic formality problem in particular, and working 
with perturbations in general. However, the restriction on cZ looks, at first 
sight, like one which may not pertain in all but the most specialof cases. In 
fact this turns out not to be the case, and indeed, in section 3 of this 
chapter, and in chapter 5, the results (4.1.2.) and (4.1.3.) are used together to 
great effect. Typically, a situation where the above result may be of use is 
/ 
the following: If H is a Poincare duality algebra, or indeed any finite algebra; 
if it can be shown that all perturbations of the Quillen model of H are trivial 
up to 'the middle' degree - for instance with the help of (4.1.2.) - then maps 
being constructed between two such perturbations can be taken to be the 
identity on degrees 'below the middle', and so will fit the hypotheses of 
(4.1.3.). 
4.2. THE CASES H(n,n). 
In this section, a first intrinsic formality result is proven. 	It is 
generalised, separately, both in the next section and in chapter 5. If X is a 
complete intersection of complex dimension n, then H'(X;Q) is a Lefschetz 
algebra of type H(n,n). This case has been treated in [N2], and indeed, the 
results of this section could effectively be read off from that paper; although 
no explicit mention of intrinsic formality is made there. The main result of 
this section, (4.2.3.), depends on the computational result (4.2.2.), which in 
turn is a special case of (A.2.2.). The result (4.2.2.) is also contained in the 
results of [N2]; but it should be pointed out that the 'spectral sequence' 
method of calculating the homotopy Lie algebra of complete intersections 
used in [N2], although yielding a complete solution there, does not extend 
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beyond that particular situation, and in particular is not applicable to the 
algebras to be studied in the next section, and in chapter 5. 
Recall from chapter 3 the notions of Lefschet2 decomposition and a 
Lefschetz - Poincare basis for a Lefschetz algebra. In the cases H is of type 
H(n,n) for some n, these two provide a picture of H as 
2n 
2n-2 
2n-4 	W n-2 




where V is some vector space. The rank of H in degree n will of course 
depend upon ether n is odd or even. Let V have rank m, say. Then the 
rank of H °  is m or m+1 according as n is odd or even. It is now possible to 
write a Lefschetz - Poincar basis for s- 1H according to the procedure 
given at (3.2.2.). In fact it simply reduces to the obvious choice. Let 
( V1 , V2 ....... V m  } be a vector space basis for V. Then the Quillen model 
of H can be written 
L( ( s1w  }, { s 1 v 1 } ; 3 ) 
where 1 <in,and 1 
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4.2.1. A Filtration on L(s 1 H). 
In order to give a useful vocabulary to help with calculations, the 
following notation is introduced - c.f. section A.1., for greater generality. This 
has nothing to do with any other gradings or filtrations previously 
mentioned. Let H be a Lefschetz algebra of type H(n,n), and assume that a 
Lefschetz decomposition has been performed on H. Then using the previous 
notation for a vector space basis of s 1 H, put a grading on a vector space 
basis of s 1 H as 
s 1 w' has grading 0 for all i 
s _ 1 v  has grading -1 for all 
This induces a filtration on L(s 1 H), 
L(s 1 H) = F 0 D F_ 1 D F_ 2 D 
4.2.2. Lemma. 
Let H be a Lefschetz algebra of type H(n,n). Let L(s 1 H*, ) be the Quillen 
model of H. Then all terms of degree < 2n-2 and of bracket length > 3 in 
H( L(s 1 H*,) ) are zero. 
Proof. The filtration chosen for L(s 1 H) here, coincides with that 
assumed for lemma (A.2.2.). Thus, according to that lemma, any bracket 
length greater than or equal to three class in H(L(s 1 H*,)) of degree less 
than or equal to 2n-2, can be represented by an element of F_ 2. But all 
elements of s 1 H of grading -1, in the case H is of type H(n,n), must be of 
degree n-i; thus, any non-zero bracket length greater than or equal to three 
term in F_ 2 must be of degree greater than 2n-2. QED 
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So it is now possible to prove an intrinsic formality result. 
4.2.3. Theorem. 
Let H be a Lefschetz algebra of degree 2n and of type H(n,n). Then H is 
intrinsically formal. 
Proof. Let L(s 1 H, 3) be the Quillen model of H, and let L(s 1 H*, 3 + P) 
be any perturbation. Then by the above, all 	bracket length > 3 terms 	in 
H( L(s 1 H*, 3)) in degrees < 2n-2 are zero. Hence, by (4.1.2.), there is a new 
perturbation Q such that Q is zero on elements of degree <. 2n-1 and an 
isomorphism of DG Lie algebras 
: L(s 1 H*, 3 + P) 	 > L(s 1 H*, 3 + Q) 
But Q must clearly be the trivial perturbation, and so by the general theory 
of chapter 2, H is intrinsically formal. QED 
4.3. THE CASES H(J;n,n-1). 
In the previous section, Lefschetz algebras with rank H 2 = 1 were 
considered. The cases considered there can be thought of as 'simplest 
possible', subject to the condition that rank H 2 = 1. In this section, the latter 
condition is relaxed, and a result is proved which is slightly better than 
'simplest possible', subject to this relaxed condition, analogous to the cases 
H(n,n- 1). 
In general, if H is a Lefschetz algebra with rank H2 =. r, say, then as usual 
there exists an inclusion of algebras 
iH: H(CP; Q) 	 ) H 
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However, there is no reason to assume that there exists an inclusion 
i: H*(CPu1 x CP2 x .... x CPr Q) 
for any J = ( ii . ...... r )' with r > 2. Nonetheless, there do exist algebras of 
this kind, and they will be the concern of this section. 
4.3.1. Definition. 
Let H be a Lefschetz algebra of degree 2n such that there exists an 
inclusion 
i: H*(CPu1 x 	x CPr Q) 	 ) H 
where n = j 1 + .... + Jr 	Write J = ( j 1 . 	..... j r). If i is an isomorphism in 
degrees < k-I, then say that H is of type H(J;n,k). 
4.3.2. Example. 
If H is a Lefschetz algebra of type H(n,k), then it is also of type H(n;n,k). 
4.3.3. Lefschetz Decompositions. 
'Given a Lefschetz algebra of degree 2n and of type H(J;n,k), the algebra 
H(CP;Q) = H(CPi x .... x CPr ;Q) is also a Lefschetz algebra, c.f. (6.1.1.), and 
so can be decomposed as such. It is easy to see that H can be decomposed 
in such a way that the map 
I: H*(CPJ1 x 	CP 1 r ; Q) 	 ) H 





2n-2 	W n_l 	 w 2V2 
2n-3 	: 	 : 	
w3V3 
v 
3 	 V3 
2 	 w 	 V2 
0 	 1 
Then consider i(w) in H 2. Since i(w) is non-zero in H, then i(w) can be 
taken to be the Khler class of H. Now consider ker(i(w) 1 ) in H 2 . This 
certainly contains i(V 2), and so a basis for ker(i(w)' 1 ) can be chosen to 
extend this , to give a W 2 such that 
H 2 = i( W 	V2  ) G W2. 
Continuing in this fashion will result in a Lefschetz decomposition for H 
which can be displayed as follows: 
2n 	 (A) 
n 
2n-1 




2 	 u) 
1 
0 	 1 
V2 ; 
w3V3 ;Wn-3 W3 
V3 ; W3 
This gives a useful notation for proving a result analogous to (4.2.2.). 
Keeping the above notation, and writing the Quillen model of H as 
L(s 1 H*, 3); 
4.3.4. Lemma. 
•Let H be a Lefschetz algebra of degree 2n and of type H(J;n,k). Then all 
terms of H(L(s 1 H,3)) in degrees .. 2n-2, and of bracket length > 3 can be 
represented by elements in the (Lie) ideal W generated by 
s 1 wW 1 . ..... . s 1 wW}, where 2 < i < n. 
Proof. Consider the inclusion of algebras 
i: H*(CPJ  ;Q) 	 > H 
This induces a surjection of DC Lie algebras 
	
p: L(s 1 H, 3) 	 > L(s 1 H*(CP;Q), 3). 
Now, as at (A.2.1.), this can be fitted into a short exact sequence of Lie 
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algebras, 
0 	> ker(p) 	> L(s 1 H) 	) L(s 1 H(CP;Q),3) 	> 0 
which is in fact a short exact sequence of DG Lie algebras. Thus there is an 
induced long exact sequence on (Lie) homology. Now, it is known that the 
right hand term only has non-zero terms in homology of bracket length 1 
and 2; so for bracket lengths >. 3, in degrees < 2n-2, j is surjective. 
Furthermore, all elements in the image of j are clearly in the ideal W. QED 
As an immediate corollary of the above, there is 
4.35. Corollary. 
Let H be a Lefschetz algebra of degree 2n and of type H(J;n,n-1) for 
some J. Then all terms in H( L(s 1 1­1, ) ) of bracket length > 3 and of 
degree < n-i are zero. 
Proof. Let x be such a class. Then by the above, it is possible to assume 
x is in the ideal generated by {s' W_ 1 , s 1 W, s 1 wW_ 1 }. But the lowest 
degree of any element in this set is n-2, and so any length > 3 bracket 
containing such an entry must be of degree n or greater. So x must be zero. 
QED 
Unfortunately, this homology result is not strong enough to imply 
intrinsic formality on its own, as was the case in the analogous situation of 
section 2. To prove intrinsic formality here, it is first necessary to prove 
some preliminary results. As usual, denote the Quillen model of an algebra H 
by L(s 1 H*, ). 
DYN 
4.3.6. Lemma 
Let H be a Lefschetz algebra of degree 2n and of type H(J;n,k). Let W be 
the 	(Lie) 	ideal 	in L(s 1 H*, 3 ) 	generated, as 	in 	(4.3.4.), by the 	set 
(s 1 W 	, s 1 wW . ..... . s_ 1 wW}, for 	n; and 	let 	L(s 1 H*, 3 + P) 	be 	a 
perturbation of the Quillen model of H such that im(P) is contained in W for 
P acting on elements of s- 1H of degree .. r-1 for some r ç 2n-1. 
Then there exists a new perturbation L(s 1 H*, 3 + Q) and an isomorphism 
of DG Lie algebras 
: L(s 1 H*, 3 + P) 	 )r L(s 1 H, 3 + Q) 
where Q is such that im(Q) is contained in W for Q acting on elements of 
L(s 1 H) of degree < r. 
Proof. Let v be an element of degree r, and consider P(v). Since 
(3 + P) 2 = 0, then 3P + PP + P3 = 0 also, and hence 3P(v) is contained in 
W. So writing P(v) = + x where is not an element of W, and x is an 
element of W; a vector space map 1 = 1 + i.  is constructed as follows. 
Consider the short exact sequence 
0 	> ker(p) 	) L(s 1 H,3) 	> L(s 1 H*(CP,Q), 3 ) 	) 0 
as in the proof of (4.3.4.). Since 3P(v) is contained in W, p3P(v) = 0; and 
hence, 3pP(v) = 0 also. But since pP(v) is of bracket length > 3, it is exact, 
since L(s 1 H(CP;Q), 3) has no non-zero bracket length > 3 terms in 
homology. Say pP(v) = 3. Since p is onto, ç =p4i) for some r, and so 
p(3r-P(v)) = 0. So by exactness, 3fl - P(v) = j(e) for some e, and so it is 
possible, given any v in degree r, to write 
63 
P(v) = a TI - 
where j(8) is in W. Given such a choice for all v in s 1 H of degree r, define 
= 1 + 4 by putting 4, = 0 on degrees < r-1; on degree r, put 4(v) = r; and 
in degrees > r+1, put 4, = 0. This completes the definition of . 
This defines a vector space map 
1: s 1 H 	 > L(s 1 H*) 
which by (4.1.1.) automatically defines a perturbation L(s 1 H,a+Q) according 
to the formula 
Q=P+4,3+iP - 4, - Ql. 
But Q will clearly equal P in degrees < r-1, and so by assumption will have 
image in W on elements of degree < r-1, and on brackets of such elements, 
and by construction, Q will also have image in W on elements of s 1 1-1 of 
degree r. QED 
4.3.7. Corollary. 
Let H be a Lefschetz algebra of degree 2n and type H(J;n,k), and 
+ P) be a perturbation of the Quillen model of H. Let W be the 
ideal in L(s 1 H*) of (4.3.4.). Then there exists a new perturbation 
L(s 1 H*, a + Q), isomorphic to the original, and such that im(Q) is contained 
in W. 
S 
Proof. Apply the above result succevely, at each stage raising the 
degree below which im(Q) is contained in W, and starting with Q = 0 in 
degree 1. Eventually, im(Q) will be contained in W on the whole of s - 1 H*. 
QED 
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With this last result, it is now possible to prove another intrinsic 
formality result. The nature of the proof is based on work in (St..1. It is 
possible to follow through the first part of the proof of the following lemma 
in more general situations than the one dealt with here; however, the 
success of the approach taken here depends critically on the second part of 
the proof which is tantamount to a 'checking' of formulae. The above result, 
which enables the perturbation to be suitably re-arranged first, in 
conjunction with (3.3.3.) is what makes the adopted approach successful. 
Recall the definition of a Poincar-Lefschetz basis for a Lefschetz algebra 
H. It is convenient to alter the notation slightly for the purposes of the 
following proof. Let H be a Lefschetz algebra of degree 2n and of type 
H(J;n,n-1). Then as at (4.3.3.) above, it is possible to perform a Lefschetz 
decomposition of H in such a way that it respects a decomposition of 
- H(CPQ) Assume this has been done for H then H is displayed, as 
vector space, by:- 	J 
H= sp{ i(H*(CPJ;Q)), W_ 1 , W, wW_ 1  } 
- 	Denoting those elements of H which are in the image of I by x   for p-tuples 
K, if J is a p-tuple, and following the procedure at (3.2.2.) to choose basis 
elements, then a basis for s 1 H which will be used in the following proof, 
can be taken as: 
s 1 H = sp{ sxK, sxK 
* s-lxL s 1 w_, i . s1w i , s1w_1, j ' }; 
for I s_1xL1 = n-i, and Is_ 1 xKI < n-i. 
M. 
43.8. Lemma. 
Let H be a Lefschetz algebra of degree 2n and of type H(J;n,n-1), and 
L(sH*, a + P) be a perturbation of the Quillen model of H. Assume that P is 
zero on elements of degree < n and that im(P) is contained in W, where W 
is the ideal in L(s 1 H*) generated by Cs 1 W_ 1 , s 1 W,. , s 1 W} as at (4.3.4.). 
If P is of the form P = 	+ m+1 + m+2 + ..... for some m > 3, then 
there exists a new perturbation L(s 1 H, a + Q) and an isomorphism of DG 
Lie algebras 
tI: L(s 1 H, a + P) 	 )r L(sH, a + Q) 
such that Q is zero on all elements of degree < n, im(Q) is contained in W 
and Q = m+i + m+2 + 
Proof. Since P is zero on degrees < n, it is possible to use the 'specific' 
version of (4.1.1.) - i.e. (4.1.3.). A map Z = 1 + 4' will be constructed such 
that 41 is of the form 41 = + + ....and satisfying 41 = 0 on all 
elements of s 1 H of degree < n-i. Hence [41X, 41Y] will equal zero for all 
brackets [X, Y] of L(s 1 H) of degree < 2n-1 and (4.1.3.) will apply. 
The map of vector spaces : s 1- H* 	>L(s 1 H) is constructkl as 
follows. Consider P on the desuspension of the fundamental class of H, 
which will be denoted s 1 xJ ;  Without loss of generality, by using the Jacobi 
identity, this can be written: 
M. 
P(s 1 x) = 	IS - 1x r1 , B 1 1] + 	X(1,ri.R) IS- 1x 
11 , IS -  Wn-1, r2 	SWfl r311 
+ 	'(2,r1,R) IS- I Wn-1, ii , IS - 1x 
12 	S_ 1 Wn, p31] 
(t) 1 	 + 	'(3,r1R) Is - 1x 
1 1 , IS - 1x 12 , 	 r3 S_ 1 Wn-1 r4 
+ 	Xi 	IS - 1x 11 , IS- 1 Wn-1, r2 IS- 1x 
13 




J r2 , IS - 1x 13 , 	 r4]1] 
where B 11  is a sum of brackets each having exactly one entry from 
{S_ I Wn-1, s 1 W, sW_1}. And furthermore, for dimensional reasons, the 
terms containing Br's are the only ones which can be of length > 5. 
From now on, it is sufficient to consider homogeneous length terms, say 
of length t+1. Each homogeneous length part of B 11 can be written -again 
using Jacobi- as 
	
B 11  = I X(rlR) [s_1XJ 
r2 [s1x 13 	IS - 1 x 1t , S1Wnl, r(t+1 
+ I 11(rl,R) [s_x 12 , [5_•1J 
1 
	IS- 1J rt , 	r(t+1 
+ 	(r1,R) Is-IXJ 
r2 
	IS- 1 xJ r t , S_ 1 Wn r(t+1)  ]J"1] 
Now consider the formula for a(s 1 x); 
(S_1xJ ) = 	
(_1)c1 IS - 1x J 
r, 5-1J r * ] + 	(1)ar [s1w1, r ' 5_iWo_i, r*] 
+ terms with entries of degree n-i only. 	(t)2 
Where a r = Is'w0_i. r I, and cr = 1S1X' 
1 
In the formula (t) 1 , denote the bracket length i part of each B 1 by (13 1)(). 
Define i = 0 on all elements of degree < n-i, 4' = 0 on 	and using the 
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expressions (t) 1 and (t) 2 in conjunction with each other, 'read off' the 
definition of ip on elements of degree inbetween these latter two as: 
On elements of type s_lxjr*;  if m=3, 
4'2( S- 1 x 
 J r 1 * ) = - (- 1 )1  (13,1 )(2) 
- 	(-1 
)cr1 
X(l r l ,R) [_1 
	
r2 	S- 1 W r3] 
if m < 4, 
P3( 	
J r 1 * 	= - (- 1 )1  (130 )(3) 
- 	(_1)cr 	X(3 r 1,R) [s1x r2 , [s1w_1, r3 S- 1 Wn-1, r4 ]] 
- 	
(_1)cr1 X(4rlR) [sHwn_i, r2 ' [ s1x J r3 , 	 r4]] 
and, for i > 4, 
	
'ij.( S_1XJ 	) = - (-1 
)C11  (Brl)(i) 
On elements of type 	W n _i, r ; if m = 3, 
2( S 1 Wn_, ri* ) = - 	
(..)ar1 X(2
r 1J) IS- 1xJ r2 , 	r3] 
if m < 4, 
4)3( S_lwn_i,rl* ) = - 	
(_1)ar1 X(5
r iR) [s1x 
r2  [s_1xJ r3 , S 1 W n l .  r4 1 ] 
and, for i > 4, 
( s- 
1 
	ri* ).= 0 
This completes the definition of : sH - 	> L(sH*). 
Now by (4.1.3.), this map defines a new perturbation L(s 1 H*, 9 + Q) such 
that Q is of the form Q = Q3 + Q4 + .... and Q satisfies the formula 
	
Qn = Pn + X ( 	- Q,1-,P ) 
Since P is zero on all elements of 	degree < n, and 	is by definition zero on 
degrees .. n-i, then Q = 0 on elements of degree < n-i. Furthermore, as 
im(P) is contained in W, and also im(), by construction, then clearly im(Q) is 
contained in W. It remains to show that Q j = 0 for i < m , and that Q is 
zero on elements of degree n. 
P was assumed to be of the form P = 	+ P m+i + ... for some m. So by 
assumption, P i = 0 for i < rn-i. Furthermore, from the way ip was 
constructed, this implies that ij = 0 for i .. m-2. So from the defining 
formula for Q, above, it is clear that Q j = 0 for i < rn-i, and that the 
defining formula for Q m reduces to: 
QM = 1 m + 	 - 4m-1 
Claim. m  is zero. 
Proof of claim. It is sufficient to check on elements of s 1 H of degree 
greater than n-i alone. For elements of degree n; P is zero here, and as 
is zero on elements of degree .. n-i then 3 is zero here also. Thus on 
elements of degree n, 
QM 
= m-1 
Now Pm-1 has image in W, and the only length > 2 brackets of degree n in 
W are of form 
[s_ 1 x%, 51W_1, k]J 	or 	[s1x " , s 1 w,. q] 
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where I  sx q,1 = 	and I sx P = 1. Thus 3 of such elements is zero, 
and hence Q M  = 0 on all elements of s 1 H of degree n. It remains to check 
that QM  = 0 on all elements of s 1 H of degree > n+1,. All such elements 
are of the form S 1 Xr for some index J r 
On the fundamental class sx* m is clearly zero by construction. For 
other elements consider the following two formulae, valid on elements of 
degree ,, 2n-1: 
3P m 	m 30 	 (1) 
m-133 = 	 ( 2) 
Where the 	first is the 	appropriate 	length term of (3 + 	P) 2 = 0; 	and the 
second is just a homogeneous length part of 	
32 = 0. When applied to the 
desuspension of the fundamental class, these give, respectively: 
0 = 	[
3 5-1XJ r , ( B rl )( m _1 )] + I (-1 )1 [l XJ  r 3(B r i )(m-1 )] 
+ 	
[ _1J r1 




a = 	(- 1)i [a s _ 1 XJ r1 , Pm1(1 	
r1* )] 
+ 	[s1x r1 	m-1 3-1J r1* ] 	( 2). 
Now, the first summand in (2) could potentially contribute terms which are 
not in the first summand of (1); however, where Pm_i(S1X 
r1) 
does not 
equal (B rl ) (m_1) , then the corresponding (left-hand) term in each bracket, 
5j r1 must be of degree 1 or 2, and hence 3(s-1x 1) = 0 here. Also, c r 
is equal to one for all r; so in fact (2) reduces to 
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a = 	- [ 3s_1x r1 , ( B r l)( m _1)] + 	[ s_1x 
r1 	 3s1x r1"1 	(2). 
And adding (1) and (2) gives: 
0 = 	( sx r1 ' ( Pr, - 3 lPm_1 + 4m-1 a ) ( s_1x r1* ) ] 
Now, since im(P m ) is contained in W, and so is im(lP m_i), and hence both 
im(3 m ..1) and im(4) m _i 3 ) are, too; 	each bracket in this last sum has a 
unique entry from the set (s 1 W_ 1, S- I Wn-l *  }, which must be of 
maximal degree for that bracket, and in fact all the brackets will have this 
entry of maximal degree as the 'right hand' entry. Thus it is possible to 
invoke (3.3.3.) and deduce that for each r 1 
( PM - 3 lPml + lP m i 3 )( 	
1J r1' = 0 
And hence that QM = 0 . End of proof of claim. 
That Q = 0 on elements of degree n follows as, in general, from the 
defining formula of Q, Q = - 3i4.; and for dimensional reasons, all elements in 
the image of in degree n must be closed, as in the above proof of claim. 
By (4.1.3.), Z is a DG isomorphism 
t: L(s 1 1-1, 3 + P) 	>L(s 1 H*, 3 + Q ) 
and putting together the above, Q satisfies all the requirements of the 
lemma. QED 
4.3.9. Theorem. 
Let H be a Lefschetz algebra of degree 2n and of type H(J;n,n-1). Then H 
is intrinsically formal. 
Proof. Let L(s 1 H, 3 + P) be a perturbation of the Quillen model of H. By 
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(4.3.5.) and (4.1.2.), it is possible to assume P is zero on all elements of 
degree < n. And by (4.3.7.), it is possible to assume also that im(P) is 
contained in the ideal W. Hence the above result applies, and can be used 
repeatedly, at each repetin, increasing the number r for which P i is zero 
for all i less than r. Since H is finite, this must at some point result in 
L(s 1 H*, 3 + P) being isomorphic to L(s 1 H*, ). Thus by the general theory 
of chapter 2, H is intrinsically formal. QED 
4.3.10. Remark. 
At the beginning of this section, it was stated that the above result 
was slightly better than 'simplest possible'. In fact, as the example in 
chapter six demonstrates, for Lefschetz algebras of type H(J;n,k) this is a 
best possible result. 
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CHAPTER 5 
In this chapter, a result is proven which generalises that of 4.2. The 
cases under consideration for this chapter are restricted to the cases H is a 
Lefschetz algebra of degree 2n and of type H(n,k) for n < 2k-1. 
5.1. THE CASES H(n,k) FOR n < 2k-1. 
Let H be a Lefschetz algebra of degree 2n and of type H(n,k) where n and 
k are as in the title. Notice that the numbers n and k do not determine H as 
an algebra. In fact they do not even determine the Betti numbers in 
dimensions where the rank of H is not one. However, restricting to this 
range does make it possible to make some remarks of a general nature 
about such an H. In particular, it makes possible a crucial calculation of the 
homotopy Lie algebra of H in degrees less than the dimension of the 
desuspension of H. This calculation in turn makes it possible to prove the 
desired intrinsic formality result with a similar approach to that taken in 
chapter 4. The statement of the result of this calculation is as follows: 
Recall from (3.2.2.) that for any Lefschetz algebra, it is possible to 
construct a Lefschetz-Poincar basis; and that in such a basis, certain 
elements will typically be denoted 	where i is the degree of v in H - i.e. 
before desuspension. If n .. 2k-1 then these elements satisfy 3( s -l v jj 	0. 
Using this notation; 
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5.1.1. Proposition. 
Let H be a Lefschetz algebra of type H(n,k) where n < 2k-1, and let 
L(s 1 H, 3) be the Quillen model of H. Then in degrees less than 2n-1, the 
bracket length greater than 2 terms of H(L(s 1 H, 3)) are spanned, as a 
vector space, by the following elements 
1. Bracket length > 5 - all terms are zero. 
2. Bracket length 4 
if n = 2k-1, then in degree 2n-2, types 
[s 1 vkp, [S 1 Vkq, [S 1 Vkr, S_ 1 Vksj11 
zero otherwise. 
3. Bracket length 3 
brackets of type [s 1 v , [s1vpq , S 1 Vrs]] 
elements of type [s - 1 v ij , X] ; where X jj is 
3-closed and of degree > n-i. 
The proof of this proposition is relegated to the appendix. It takes the 
form of a somewhat painstaking elaboration on a basic method of 
calculation. The actual method of calculating, however, remains of interest; 
and indeed has already implicitly been used at (4.2.2.). As an immediate 
corollary of this result, there is 
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5.1.2. Corollary. 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1. Then in 
degrees < n - k - 3, all terms of bracket length >. 3 in H(L(s 1 H,3)) are zero. 
Proof. In the above proposition, I s- 1 Vkj I = k-i for all j. Thus bracket 
length 4 terms are only non zero in degrees > 4k-4 > n+k-3, since k must 
be greater than 1; Bracket length 3 terms are only non zero in degrees > 
(k-i) + (n-i). All bracket length > 5 terms are zero in these degrees. QED 
This result in turn makes it possible to deduce: 
5.1.3. Corollary. 
Let H be a Lefschetz algebra of type H(n,k) where n < 2k-1, and let 
L(s 1 H*,3) be the Quillen model of H. If L(s 1 H, 3 + P) is any perturbation, 
then there exists a new perturbation L(s 1 H, a + Q) and an isomorphism of 
DG Lie algebras 
: L(s 1 1-1, 3 + P) 	 > L(s 1 H, 3 + Q) 
such that Q is zero on all elements of degree <. n+k-2. 
Proof. Just combine the above corollary with (4.1.2.). QED 
5.1.4. Remark. 
Further to the remarks made at (3.2.3.) concerning the Quillén model of a 
general Lefschetz algebra, in the case H is of type H(n,k) with n < 2k-1 	it is 
possible to 	be more specific. 	Recall that a 	basis for s- 1H 	can be written 
, slw1v 	, 	 wpv ij *  } 	for suitable r, 	p, 	and 	q; 	and 	when 
written as such, s1wv 	= 2p+i-1, and s 1 c&v = 2n-i-2p-1. 
Then the formula for 3 in the Quillen model of H on some of these 
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elements can be written: 
3( s 1 wv ) = - (s'' w, s 1 c 1 Viii - [s 1 w 2 , s 1 w 2vI + 	. + [s 1 w, s 1 v 1 ] 
and 
3( S1WPV11 ) = 
-1 	-1 	* 	-1 2 	-1 p42 * 	 -1 t 	-1 p+t * - Es , s w v 1 ] - Es w , s c 	vii* - 	. - Es w, s w 	vii I 
+ brackets having entries of degree < n-i 
where, in this last expression, t is the largest integer such that 
s_tv I = 2n-i-2(p+t)-1 is '),p; 
5.1.5. Lemma. 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1. Let 
L(s 1 H*, 3 + P) be a perturbation of the Quillen model of H such that if P is 
written P = P 3 + P4 + ..... then P 3 is zero on all elements of degree .. r-1 for 
some r such that n+k-2 .. r-1 <. 2n-2 . Then there exists a map of vector 
spaces D: s 1 H >L(s 1 H*) of the form D = 1 + P2 and such that 
11)2 = 0 on all elements of degree .. n-i; and if '1)2  is extended to act on 
brackets of L(s 1 H), by the formula 
i([X, VI) = [ijX, VI + [x, 1)Y] + [i1)X, ipY] 
then P 3 + 11)23- 	= 0 on all elements of L(s 1 H) of degree < r. 
Proof. The proof uses a combination of some properties of the Quillen 
model of H asexplicitt with 
- 
a Poincare-jpfschetz basis, and the homology 
result of (5.1.1.) 	above. 	First, notice that since r is in the range for which 
the 	rank of 	s 1 H 	is 	1 	or 0 	according 	as 	the degree 	is 	odd 	or even 
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respectively, then if r is even, 	equal to the identity will satisfy all the 
requirements. 	So 	assume r is 	odd, r = 2p-1, say. 	Using 	a 
Poincare-Lefschetz
/ 	
basis of H, S-1  H can be pictured as follows: 
2n-i 	s 1 w" 





2n--k-3 S 	WVk 
* 
S1Vk+z 
2n-k-4 . . 
* 
s 	WV k+1 









2p—k+3 •. 	s 1 wn_(p +2)vk* 
2p — k+2 . sw+2)Vk+1* 
2p — k+1 . 	 sw(p4vk* . s _ 1 _ 2 )V k+2 * 
2p — k S 1 Wnl)Vk+ l 
2p-k-1 . 	 S 1 WVk swVk+z 
2p-k-2 S 1 wVk+l 
2p-k-3 s 1 w'Vk+2 
n-i s - V 
k+5 5 1 W 2Vk+z 	- 
k+4 . s 1 w2Vk+1 
k+3 S 1 W 2Vk S 1 U)Vk+2 
k+2 . s 1 WVk+l 
k+i S 1 U)Vk 5 1 V k~ 2 
k . S1Vk+l 
k— i S 1 Vk 
1 	 S 1 0J 
0 
Now consider P 3 on s - I WP; since P 3 is zero on elements of degree .. r-i, 
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then the equation ( '- P) 2 = 0 implies that 3P3 + P 3 3 = 0, and hence that 
aP 3 = 0; so P 3 ( 1 ) is a cycle of bracket length 3. Thus by (5.1.1.) above, it 
is possible to write 
P3(s1wP) = a(rl) + Iij in U' (s 1 v , X] 	(1) 
for some index set lJ', where 3(X) = 0, and JX iJ > n-i . Using the 
Poincar-Lefschetz basis, it is also possible to write 
 Iij =	in IJ (-1)C.. [s 1 v 1 , s 1 w'v 	] 
+ I (-l)i [s 1 wv , s1w' +1  v *] 	 (2) 
	
+ I (_1)C 11 [-l1 	5_ln1P1 vii*] 
+ j<lp/2l (s 1 w . s 1 w 	] 
+ Brackets having entries of degree < n-i. 
Where the indexing set IJ for (2) contains the indexing set lJ' for (1), by 
(3.2.1.); q, is the largest integer such that 
5_1(n_P+1.. 	> n-i, (p12] is the 
largest integer . p/2 , and c ij 	S_ Iv 
Using (1) and (2) in conjunction with each other, it is possible to begin 
the definition of 	. First, take 	to be of the form 1 + i2 as required. Define 
P2 to be zero on elements slwk for all 	k 	< 	p-i. Using 	(1) 	and 	the 	first 
summand on the right hand side of (2), define 
4 2(s 1 w ) = Ti 
P2( s 
I  W n1Dv1" ) = - (- 1 )C..  X 	, if ii in IX ; 
Pz(slwvj*) = 0 , if ii not in lJ' 
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Since only terms from the first summand of (2) are used, there is a 42 not 
equal to zero line' - not of a homogeneous degree' - running across sH 
and occupied by the elements { s1wV, }=k....... This line never goes 
below degree n in Now define 1 l2 = 0 on all elements of sH lying 
below this line in their respective columns. In particular, 4,2 = 0 on all 
elements of degree < n-i. 
Now, by construction, P 3  + P23 - 	= 0 on 
5-1 	Also, since the 
are cycles, then @4, 2 = 0 on all elements of degree < r-1 for which * 2  has 
so far been defined. However, there are elements of type 5_lm and of 
degree < r-i, for which lP2@ need not equal zero; it is necessary, therefore, 
to extend the definition of 4, over such elements. 
Without loss of generality, it is possible to consider each 'column' of 
elements { s - I v i , swV. ...... .
s_1WV,* , sV }, in s 1 H, separately for 
each I, at least for the purposes of defining 4,.  So consider the part of a 
general such column which lies above the 4  not equal to zero line', which 
is where 2  must now be defined. This can be pictured, for the 's- ivil 
column, as: 
degree 	elements 
2n-i-1 	s 1 v 1  . ............................ .5Vi\,)(i) 
2n-i-3 	sv 11 . ......................... . swv 1\J ( ) 
-1 n-p-i 	* 	 -1 n-P+1 2p-i+1 	S W 	 S W 	V1j) 
2p-i-1 	s_i wflVii* .................... 
2p-i-3 	4, 	equal to zero on elements <this degree in this column. 
In this column, 4, has only been defined on elements of degree less 
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than or equal to 2p-i-1 so far; and on elements of this degree, p 2(s 1 wv) 
= - (_1)C1 X jj by definition, where 3X ij = 0; and below this degree, 1J) 2 = 0. 
From the construction of the Poincar(-Lefschetz basis, 
a( 	 ) .= - [ s_ 1 w s 1 w'vj" ] 
+ brackets whose entries are below the line; 
and so lp2a(s_lwn_P_l vii *) = - [s 1 w, 4( s 1 w'v1 )] = ± ( S -1 w, X 1 ] ; which is 
3-closed. Now, S Wvbc  I < n+k-2, for any (a,b,c); so p23(s_1wn_p_1vjj*) is 
of degree .. n+k-3 and of bracket 	length > 3, so by (5.1.2.) 	is exact. 	Say 
= . Then define 
2( sHv ) = 
and by definition, 4,2( 5w 1 V 	) = - [s- 1 W, 1 )2( 	 vij )] 
Claim. On the elements 	swv 	)=o..... 	, for each ij, it is possible 
to define i2 inductively such that 
2( 	 vii ) = 
- (5_1) 
P2( 
s_1wn_P_(t_flvii*  ) ] - 	- is- lwt, 2( swv 	) ] 
Proof of claim. For the cases t=0 and t=1, this has already been done. 
So assume inductively that it has been done for t = 1, 2, ... q-1. Then 
consider the formula for 
( 	






- 	. - 	s'wv j ] 




 ) = 
- [s 1 w, 
P2( _lfl_P(q_l)•* )] 
- [s 1 w2
, i2( _lfl_p_q_2)* )] 
-- 	
2( 5 1 w 	)] 
Hence, 
423( S-IWn-p-qVi,II) = (S-1 W, 3p2( sw(l)v1* )] 
+ [s1w2, a 4'2( 5-ln-P-(-2) 	)I 
+ .....+ [su, 	2 ( s 1 w'v I ' )] 
- [( •S 1 W )' 4'2( s_lwflP__Uvj* )] 
- [3( 	12 )' i2( 
5lP(2)" )] 
-- [3( 5l W 
q 
 ), 2( s1w 
	
vii )J 
For the first set of terms in the above expression, it is possible to use the 
induction hypothesis to obtain expansions, and for the second set, since q < 
k, for dimensional reasons, then the formulae for 3 on the various s1w' 
RI 
terms appearing here involve only brackets containing s- 1w entries, for 
various values of j. Thus, 
4'2( 	 ) = 
- (s 1 w, ( IS -1 W,  P2( 	 )] 
+ [12 i2( _ln_p_(q_3) 
vii * )] 
+ .....+ [5l-1 
1 2 ( s 1 wv1 	)] ) 
- [s1w2, ( IS -1 W, 
 02( 5_ln_P_(q_3)1* )] 
+ [s1w2, 42( _ln_p_(q_4)••* )] 
+ .....+ [lZ i 2 ( 	 )] ) 
-- [S- 
1 W q-1, (' [s 1 w, i2( 	 )] ) I 
+ I 1/2[s- 
1 w, s1w] , 2( s_ln_p_(crz)v..* )] 
+ I Is- 1 w, s- I 
W 2 
. P2( s 
1  W n_P_(_3)1* )] 
	
+ [ (sw, s_ 1 w 3 ] + 1/2[s 1 w2 , s 1 w2 ], 
	
0 2 ( s 1 w' 41 v 	)] 
+ 	+ I 	Is- 1 W, s 1 w'] + 	
+[5 1E/21 	-l(/2)] 	
2( s 1 u'v 	)] 
where [q/2] is the largest integer less than or equal to q/2, and (q/2) is the 
smallest integer greater than or equal to q/2; and if these latter two are 
equal, then a 1/2 should be placed before the bracket. But for each triple 
( sHw3, )} , for 0 .. q, and 1 <q-1 with a+ b + c = q, 
it is clear that the above formula contains copies of the 	-- Jacobi 
identities: 
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for b not equal to c; 
0 = - [ sc , [ sw . P( s_lwn1_P_av1*  ) ] I 
- [s_lwb , [s_lwc ,  i 2( S wv11 )]] 
+ ( [s,s'w], 42( s 1 wv 	)] 
and for b equal to c; 
0 = - [sw, [s 1 w', i2( S_1w0_P_av* )]] 
+ 1/2 [ [s_ 1 cb , slwb], 	( S- 1 	 vij  * )] 
(In these latter formulae, both s_1WC  and s_lwb  have odd degree.) And 
furthermore, that these 	terms 	are in fact 	all 	that 	the 	formula for 4 2 3 
contains. 	Thus 	 = 0, and so 	R2a(S_1 wPvj*) is a length 
three cycle of degree <. n+k-3, and so by (5.1.2.) 	is 	exact; 	say 	it equals 	3n. 
Then defining 
2( 	 = 
gives that 
3P 2( s 1 w 	v 	) =3TI = 	2( 	
l()flP1vii ) 
= 
- [s1w 4'2( 
5 _l n _ P _( q_l) * )] -- 	
p2( s 1 'v 	)I 
as required. So the induction goes through and the claim is proved, end of 
proof of claim. 
Now the 	above can 	clearly be 	done for 	sets of 	elements 
C S- 1 W n-P 	)t0,1...,n-p independently for 	each 	i and 	j, 	c.f. the 	formulae 
given 	at remark 	(5.1.4.) . And 	by so doing, 	the definition of 	is 	thus 
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extended to all elements of s 1 H of degree <. r. On any elements of s- 1H 
of degree > r, which elements must all be of type s -1 W m for some m > p, 
define i2 = 0. This completes the definition of = 1 + 
It now remains to check that P 3 + i23 - 	= 0 on all elements of 
degree - r. Since ii2 is zero on degrees < n-i, it is sufficient to check on 
elements of s 1 H atone. On all elements of s 1 H below the '42  not equal to 
zero line', this is true trivially. On all elements which lie on this line, ii 2 3 is 
zero since 3 of such an element is a sum of brackets all of whose entries 
are below the line. Furthermore, P 3 is zero on elements lying on the line, as 
elements here are of degree < r; also, 12 of elements on the tine is 
3-closed, since the X jj are. Hence P 3 + 1I23 - 3i 2 = 0 on all elements lying 
on the line. 
On the elements of s 1 H of type 	 vii lying above the 'lI2 not 
equal to zero line', and of degree < r (as indeed all of them must be), P 3 is 
zero, and lP2@ - = 0 by construction. Therefore, P3 + I,i23 - = 0 on 
these elements also. 
On elements of type s 1 w' for i < p. P 3 is zero, 4i 2 is zero by definition, 
and for dimensional reasons, no elements of s 1 H which lie on or above the 
not equal to zero line' can appear in the-formula for 3(s 1 w'); hence i 2 3 
will be zero here, and so P3 + 	- 42 equals zero on all such elements. 
Finally, on 	s 1 w, again 	no elements strictly above the '1I2  not equal to 
zero 	line' can appear in the formula for 	3(s 1 u?), for dimensional reasons; 
and 	so 	remains 	what it 	was 	constructed 	to be originally, 	since 
subsequent 	extensions of 	4p2 to other elements of s 1 H only concerned 
elements above the line. And what it was constructed to be was precisely 
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-P3. Furthermore, 	was defined to be r on s 1 w, and so 
+ 	- 	= 0 on s 1 &'. But the required property has now been 
checked on all elements of s 1 H of degree .. r. QED 
5.1.6. Lemma. 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1. Let 
L(s 1 H, 3 + P) be a perturbation of the Quillen model of H such that, if P is 
written P = P3 + P 4 + .... then P3 is zero on elements of s 1 H of degree < 
r-1, for some r-1 > n+k-2. Then there exists a new perturbation 
L(s 1 H*, 3 + Q), and an isomorphism of DG Lie algebras 
	
D: L(s 1 H, a + P) 	 > L(s 1 H*, 3 + Q) 
such that 03 is zero on elements of degree < r. 
Proof. Construct a map of vector spaces : s 1 H 	 >L(s 1 H) as 
in the previous Lemma. As 12 is zero on all elements of degree < n-i, 
(4.1.3.) can be used. This defines a perturbation Q = Q3 + Q4 + ... such that 
= P 3 + 	a - 
Thus by the property which 	was constructed to have, Q3 is zero on 
elements of degree < r. QED 
5.1.7. Proposition. 
Let H be a Lefschetz algebra of type H(n,k) where n < 2k-1. and let 
L(s 1 H*, a + P) be a perturbation of the Quillen model of H. Then there 
exists a new perturbation L(s 1 H, a + Q) and an isomorphism of DC Lie 
algebras 
: L(s 1 H, a + P) 	 ) L(s 1 H, 9 + Q) 
[:I 
such that if Q is written Q = Q3 + 04 + .....then Q3 = 0. 
Proof. By (5.13.) it is possible to assume P = 0 on elements of s 1 H of 
degree < n+k-2. Then repeated application of (5.1.6.) above will eventually 
result in a perturbation Q, as required. QED 
5.1.8. Proposition. 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1, and let 
L(s 1 H*, a + P) be a perturbation of the Quillen model of H such that if P is 
written P = P 3 + P4 + then P 3 = 0 on all elements, and P 4 = 0 on 
elements of degree < r-1, for some n-i < r-1 < . k-5 Then there exists a 
new perturbation L(s 1 H*, a + Q) and an isomorphism of DG Lie algebras 
: L(s 1 H*, a + P) 	 )' L(sH, a + Q) 
such that Q3 = 0 on all elements, and Q4 = 0 on all elements of degree . r. 
Proof. Consider P 4(v) for any element v of s- 1H of degree r. The 'length 
5' part of the equation (3 + P) 2 = 0, which is 3P4 + P 3 P 3 + P4 3 = 0, implies 
that P 4(v) is a 9-cycle of length 4, and of degree --% .. 4k-5. So by 
(5.1.1.), it must be exact, say P 4(v) = 3. Then defining 4.1 3(v) = r on all 
elements of degree r, and = 0 on all other elements of s 1 H defines a 
vector space map 
= 1 + 14) 3 . 	s 1 H 	 > L(sH) 
This in turn defines a perturbation L(sH, a + Q), according to the formula 




Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1. Then H is 
intrinsically formal. 
Proof. Let L(s 1 H; a + P) be any perturbation of the Quillen model of 
H. By (5.1.3.), it is possible to assume P = 0 on all elements of s 1 H of 
degree < n+k-2, and furthermore, by (5.1.7.), to assume that if P is written 
P = P3 = P4 + ..... then P 3 = 0 also. Now by a repeated application of (5.1.8.) 
above, it is possible to assume also that P 4 is zero on all elements of 
degree -. 
Claim. It is possible further to assume that P = 0 on all elements of 
s 1 H of degree < 44. 
Proof of claim. 	P 3 and P4 have already been assumed to be zero on 
elements 	of 	degree < 	k ) and 	P 	has 	been 	assumed 	to be zero 	on 
elements of degree < n+k-2. 	So say inductively, that P is zero on elements 
of s 1 H 	of degree < (r-1) for some .hk> (r-1) > n+k-2, and consider any 
element v of degree r in 	s - 1 H,,. 	By considering 	that part of the equation 
(a + P) 2 = 0 which extends bracket length by greater than one, it 	is possible 
to write 
ap + PP + Pa = 0; 
which, due to the assumptions already made concerning P. implies that 
3P(v) = 0. So P(v) is a a-cycle of degree 1-.-and, again because of the 
assumptions on P. of bracket length > 5. Thus by (5.1.1.), P(v) must be 
exact, say 
P(v) = 3(rl). 
This argument can be used to define a map of vector spaces 
4i: s 1 H 	> L(s 1 H*) 
by putting 4 = 0 on all elements of s 1 H of degree less than r and of 
degree greater than r, and on elements of degree equal to r, putting 
(v) = ri. 
Then according to (4.1.1.), 	= 1 + 	defines a new perturbation Q, 
isomorphic to L(s 1 H,3+P), and satisfying the formula 
Q = P + 1P3 + 11)P - aip - 
Clearly Q is zero on all elements of degree less than r, and on elements of 
degree r, Q is zero by construction. Thus by induction, which can be applied 
so long as r < ..kEl..,L(s 1 H*, 3+P) is isomorphic to a perturbation which is 
zero on all elements of degree <. 4k4.. End of proof of claim. 
If n is zIes ,. than 2k-1, the result is proved already; so consider the 
case n = 2k-1. By the above, assume P is zero on all elements apart from 
on s 1 w, and that P 3 is zero also. Then by considering the equation 
(a + P) 2 = 0, P(s 1 ) is a 3-cycle of bracket length > 4. So using again the 
result (5.1.1.), it is possible to write 
= an +- : X1 [5 1 Vk n 	[5 1 Vk i2 , [S 1 Vk j3 , S 1 Vk j4111 
Now using the part of the formula for 3(s 1 w) involving the terms s1vk;  ie: 
a( sw' ) = - 	(_ 1)ckj [s 1 vkJ , S 1 VkJ I 	+ other terms; 
define a vector space map 	= i + : s1H 	> L(s 1 H) by 
I 
14 3 ( 	) = 	J=(J .j2. j3 .I4)(1)k ii 	X j 	IS - Vk i2 , [5 1 Vk j3 , SI Vk i4]1 
4,(s_lwr) = 
and ip = 0 on all other elements of s 1 H. Now since 4.i is zero on elements 
of degree < n—i, (4.1.3.) implies that this defines a new perturbation 
L(s 1 H, 3 + 0) and an isomorphism between these two. But on all elements 
of s 1 H* apart from s 1 w', where 4i is not zero, 4.' certainly is, and 
furthermore, by assumption P is also zero on such elements. Now for 
dimensional reasons, the elements s_lvkj* for any j cannot appear in the 
formula for a(v) for any element of s 1 1-1 apart from 51fl Thus, according 
to the formula which is used to define 0, which, in general terms, is 
O = P + + i.iP - - , 0 will clearly be zero on all elements other 
than s_lwtl.  But here, 0 is zero by construction, and so 0 is identically zero. 
Thus, defines an isomorphism of DO Lie algebras 
D: L(s 1 H, 3 + P) 	 ) L(s 1 H*, 3 
and so by the general theory of chapter 2, H is intrinsically formal. QED 
CHAPTER 6 
In this final chapter, methods of constructing examples of Lefschetz 
algebras are given. These are then used to give an example of a Lefschetz 
algebra of type H(J;n,k) with k less than n-i which is not intrinsically formal. 
Further, this example will also be of type H(n,k) with n greater than 2k-1. 
This will show that the results of chapters 4 and 5, within the terms set up 
there, are best possible. 
6.1. CONSTRUCTING LEFSCHETZ ALGEBRAS. 
Let H be a Lefschetz algebra of degree 2n. Recall from section (3.1.4.) 
that it is possible to perform a Lefschetz decomposition on H, and display H 
as: 
H = Sp{ w1 , W2V2  . ......... WnV } 
where 0 < j, < fl 0 < j. < n-r, and Vr  is defined as 
ker w 1 : H' 	) H' 2 
Here, w is called the Khler class of H. By the same procedure, given a 
Lefschetz algebra G of degree 2m, say, then it is possible to display G as: 
G = sp( x'i , x'2U 2  . ....... x'nU } 
where 0 < i 1 < m, and 0 < ir < m-r. For the following result, this will be 
regarded as fixed notation. 
6.1.1. Proposition. 
Let H be a Lefschetz algebra of degree 2n, with a Lefschetz 
decomposition having Khler class w, and let G be a Lefschetz algebra of 
degree 2m with a Lefschetz decomposition having Khler class x. Then the 
tensor product of H and 0, H ® G, is a Lefschetz algebra of degree 2(n+m) 
and w + x can be chosen as a Khler class of H 0 0 
Proof. It is necessary to check two things; firstly that H 19 G is a 
Poincar duality algebra, and secondly that H ® G satisfies the 'Lefschetz' 
property. That H ® G is Poincar duality follows, since both H and C are, 
and the tensor product of two Poincar duality algebras is itself a Poincarg 
duality algebra. Thus it remains to check that 
( + 	: (H 0 0)n+m-k 
	> (H 0 0)n+m+k 
is an isomorphism for all 0 .. k < n+m. 
MW 
(H ® G)r = 	s+t'r Hs ® C = 	(p,q,i,j)' wV 
where the latter sum is over all p, q, i, and j (by convention, take V 0 = 1 and 
U0 = 1), such that 0 <. p, q, i and j; and p < n - i, q . m -j, i < n, j < m and in 
addition, 2p + 2q + i + j = r. Define the vector spaces 
N r ; uj = 	p,q wV ® 
for each triple (r,i,j), where the sum runs over all values of p and q such that 
	
2p + 2q + i + j = r, for 0 < p < n-i, and 0 < q 	. rn-j. Then since 
multiplication by u and x only send WPV i to wP+ 
I  V i and Xq Uj to 
respectively, clearly 
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(w+x)k : N n + m _k;i j 	>N n+m+k ; ij 
for each pair i and j. And further, in order to prove the result, it is clearly 
sufficient to show that 
(w + x)k : Nn+m_k;jj 	> Nfl+4$çjj 
is an isomorphism for all fixed i and 
For each fixed pair, (i,j), the expression for Nn+m_k;i,j  sums over all p and 
q such that 2p+2qn+m-k-i-i,So put fl+mkii2s, so 
that p + q = s. Then 
Nn+m_k;i,j = 	p+q=s W 
pVi ® xU 
Writing this expression out gives 
Nn+mk;j = V 1 0 x U 	
WSVI ® U i , 
where some of these summands will be zero since x' -j+1  U i = 0, and 
= 0. Similarly, since n + m + k - i - j = 2s + 2k, then 
Nn+m+k;ij = V i  is xU 
where again, some of these summands will be zero for the same reasons as 
above. However, each summand wPV i ® XU in each of these expressions is 
either zero, or isomorphic as a vector space to V i 0 U under the obvious 
isomorphism 
V 1 ® U> WpV i ® xU 
and so (w + x) k can be regarded as a vector space map 
(w + x)k : (V 	 copies 	> (V i 0 U1)kfsui copies 
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Thus the map (w + x)k can be represented by a (k+s+1) x (s+1) matrix. 
Writing Nn+m_k;i,j as 
( 
V i 0 xSu 	wv, ® 	 WSV ® u j )T 












So if it were possible to show this matrix to be a non-singular 
transformation from a rank (s+1) space to a rank (k+s+1) space, then (+x)k  is 
an isomorphism. However, it is a little more awkward than this, since it is 
not immediately clear which terms vanish, and which do not, in the 
expressions for Nfl+m_k;j.j  and  N fl 4 m +k.j j 
Now,n+m-k-i-j=2s;i.e. 
(n - i) + (m - j) - k = 2 s. 	 () 
So split the possible values for s into 3 cases, 
Case 1. (n - I) . (k + s) and hence by (*), (m - j) < s. 
Case 2. (m - j) > (k+ s) and hence by (*), (n - i) < s. 
Case 3. (k + s) > (n - i) and (k + s) > (m - j), so by (*), s < (n - i), and 
s < (m - j). 
These three cases are clearly exhaustive of all the possible values of S. 
and hence of all the possible values of p and q. 
Consider case 1. Let s = t + (m - j) Then the appropriate formulae for 
N n + m _k;ij and Nfl+m+k;jj  are 
Nn+m.k;ij = 	Wtv j ® x tU 1 	 WSV1 a U 
and 
Nn+mfk;ij =W k+tV ® 	 ® 
So both vector spaces have rank equal to s - t + 1 times that of V i 06 Ui 
I 
 
and the appropriate minor of the matrix of (w4x)k  which gives the non-trivial 
part of the transformation is given by the bottom right hand square of the 






This is an upper triangular matrix with l's on the diagonal, and so is 
non-singular; hence in this case, (w + x)k is an isomorphism. 
Case 2 proceeds similarly. 	This time, the non-trivial part of the 
transformation is given by the top left square of the matrix; so (w + x)k is an 
isomorphism here also. 
For case 3, put (k + s) = b + (m - j) 	and so by (k), 
(k + s) = k - b + (n - i). Then here, the appropriate expressions for the N's 
are 
N n + m k;ij = 	v i 0 xU 	ED 	W SV j ® U 1 
and 
Nn+m4.k;ij =W bV ® xkUj 	 ws+bv ® xk_Uj 
These two both have rank equal to s + 1 times the rank of V i ® U 1 . and in 
this case, the appropriate minor of the matrix of (ui + x) k which represents 
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the non-trivial part of the transformation is given by the minor of the (s+1) 
columns, and the rows (b-s-i) to (b+s+1) . This is the (s+1) by (s-s-i) matrix 
1Lijk 1k\ 
6) ti-i (-)• 
b+tI b) 
( +2J b 
+ s) (6:- 1) (+l) b 
It is an exercise in the manipulation of determinants and binomial 
coefficients to show this matrix to be non-singular. 
Thus, in all three cases, the map 
	
(u + x)k : N+m k;jj 	> 
for all k is an isomorphism, and so by the preceding remarks above, 
( + x)k : (H ® G)m 	> (H 
is an isomorphism for all 0 < k < n-'-m; and hence, H ® G is a Lefschetz 
algebra of degree 2(n-s-rn) with Khler class (+x). QED 
6.1.2. Proposition. 
Let H be a Lefschetz algebra of degree 2n, having a Lefschetz 
decomposition with Kahier class w. Let C be a Poincare duality algebra of 
degree 2n which is (n-1)-connected. Then the connected sum of H and C, 
written H # C, is a Lefschetz algebra of degree 2n and w can be taken to be 
a Khler class for H # C 
Proof. Again, that H # G is a Poincar duality algebra is immediate, 
since the connected sum of two Poincar duality algebras is itself a Poincarg 
duality algebra. Thus it is necessary to check the 'Lefschetz' property. But 
this will clearly be satisfied, since the only degree in which H # G differs 
from H is n, by the connectedness assumption; and it is a triviality that 
w0 : (H # C) 	>(H # C)r 
is an isomorphism, since w 0 is the identity. QED 
6.1.3. Proposition. 
Let H and G be Lefschetz algebras, both of degree 2n with Khler classes 
w and x respectively. Then it is possible to form a connected sum H # G, 
such that H # G, is a Lefschetz algebra of degree 2n, with Khler class 
(w + x). 
Proof. H # C is certainly a Poincar6 duality algebra, however the sum is 
formed, so it is sufficient to check the 'Lefschetz' property. From the 
construction of H # C, wG and xH are both identically zero, and so 
(w+x)' (H # 	 > (H # G' 
for 0 < r < n, reduces to 
+ 	: 	Gn_r______H 
with the map acting as the sum of two isomorphisms. Hence, (W+X)r is an 
isomorphism in this range. However, for (w+x) to be an isomorphism, it is 
sufficient to check that this is non-zero, and this depends on how the sum 
is formed. Let j.i and ' be the fundamental classes of H and G respectively. 
Assume that 
W  = X 1  u 
x n =  X 
where X 1 and X 2 are both non-zero. Then (w+x)r = w n1 + x 	= 	+ X 2 '. 	So 
if 	(X 1 	+ 	A 2 ) 	 is non-zero, form the sum H # C by introducing 	the 	relation 
- 	. = 0, 	and if 	A 1 + A 2 = 0, 	form the sum 	H # C 	by 	introducing 	the 
relation 	j.i + 	' = 0. 	These two cases are mutually exclusive, and exhaustive 
of the possible values of A 1 and A 2 , and in both cases (w+x) 	is non-zero. 
QED 
The above results give means of constructing :% plebtr of Lefschetz 
algebras. By starting with the algebra H = , for any n, and for w 
in degree 2, which algebras are the simplest kind of Lefschetz algebras; it is 
possible to use (6.1.2.) to attach elements in degree n, and then tensorthe 
resulting algebra with either itself, or the algebra Q[x1/(xm)  for any m and 
for x in degree 2 also. By (6.1.1.), this will result in a Lefschetz algebra, and 
it is clear that this process can be repeated as many times as is desired, 
and combined with applications of (6.1.3.). Obviously, at each stage of such 
a process, the algebra is rapidly becoming more complicated, and also, for 
each application of (6.1.1.), increasing in dimension. The following, and final, 
section is devoted to constructing an example, making use of this process, 
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of a Lefschetz algebra having the properties mentioned in the introduction to 
the chapter. 
It should be noted that (6.1.1.), and (6.1.3.), cannot be used to construct 
examples of Lefschetz algebras of type H(n,k) with values of k greater than 2. 
This is clear, since with each application of these results, the rank in 
dimension 2 is increased by 1. The easiest way to construct examples of 
type H(n,k) with k greater than 2, then, is to consider simple examples of the 
following form. 
Choose some pair n and k such that 2 < k < n, and k is even. Then 
define an algebra H by 
2 	kn-k+1 H=Q[u,a]/(a -w ,w 	a) 
where w is of degree 2, and a is of degree k. Then as a vector space, H has 
generators in degrees: 
2n 
2n-2 	w 1 
2n-4 W n-2 
,t4( 




k 	. 	a 
2 	w 
0 1 
It is trivial to check that H is a Lefschetz algebra of degree 2n and type 
H(n,k). It is possible to increase the complexity of examples such as this 
one, thus generating a large number of examples in addition to those 
coming from (6.1.1.) and (6.1.3.). 
6.2. AN EXAMPLE. 
In this final section, a Lefschetz algebra of degree 8 and of type H(J;4,2), 
where J = (2,1,1), will be constructed using the methods of section 6.1. 
This algebra will also be of type H(4,2) and, as promised, will not be 
intrinsically formal. 
Let H 1 = Q[w1 , a, b]/( a 2, b 2 , w 1 a, w 1 b, ab-w 1 2 ), where a, b and w 1 are all 
of degree 2. Then as a vector space, H 1 has generators: 
4 	w, 2 
3 
2 	Wi 	a,b 
0 	1 
and with the given relations, H 1 is clearly a Lefschetz algebra. Now 
define 
H2 = ( H 1 ® Q[w2]/(w2 2) ) # QE a, 8 ] 
where w 2 is of degree 2, and a and 8 are both of degree 3. By (6.1.1.) and 





4 	w 1 2 	w2w 1 	w 2a 	w2 b 
3 	 ct 	8 
2 	w 2 	w 1 	a 	b 
0 	1 
and from the construction of a connected sum of algebras, ctB = 
Finally, define 
H = H 2 ® Q[w3]/( L&) 
where again, w 3 is of degree 2. Then by (6.1.1.), H is a Lefschetz algebra, 
and H is described as follows: As a vector space, the following can be taken 
as a basis for H; 
8 
7 
6 w2W1 2 	W3W12 	W3W2W1 w 3w2 a w 3w2 b 
5 W3Y. w38 
4 W1 	W2W1 	W3W1 	W3W2 w2 a 	u 3a w2 b 	w 3 b 
3 ct 8 
2 tA)3 	CA)2 	w 1 	a 	b 
0 1 
and the relations in H are a 2 = 0 = b 2 , ab = w 1 2 , ta = 0 = w 1 b; c 2 2 = 0; 
= 0 = 8 2 , cta = 0 = Ba, 	czb = 0 = Bb, aWI = 0 = 8w 1 , 	 ctw 2 = 0 = 8w2, 
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= 	W3 = 0. 
In order to consider intrinsic formality, it is necessary to consider the 
Quillen model of this algebra, L(s 1 H*, 3). In fact, for the purposes of 
showing that H is not intrinsically formal, it is sufficient to make a series of 
remarks about the differential in L(s 1 H, 3), and one remark about the Lie 
algebra L(s 1 H*). The remarks concerning the differential - i.e. remarks 1 to 
5 below - will all be 'read-off' from the multiplicative structure of H and the 
basis written down above. 
Remark 1. 'The formula for 3 on the desuspension of the fundamental 
class of H, s 1 w 3w2w1 2, is as follows: 
3( s 1 w 3 w2w 1 2  ) = 
- [s 1 w3 , s 1 w 2w 1 2] - [s 1 w2 s w 3 w 1 1 - [s 1 w 1 , s 1 w 3 w 2w 1 ] 
- [s 1 w3w2 	001 
	
- [ s 1 w3w1 5W2tA)1] 
- [S -1 a , s 1 w 3 w 2 b] - Is- l b , s 1 w 3w2a] 
- [s 1 w3a , s 1 w 2b] - [s 1 w3b , s 1 w2 a] 
+ [s1a , s1wI - [s_18 , s 1 w3] 
For a Lie algebra L(V), let (v) denote the (Lie) ideal in L(V) generated by v; 
then with this notation, 
Remark 2. 	3(s 1 H 5 ) C (s- 1 W3);i and for all basis elements, sv, of sTh41 
with the exception ofss'.4; c c'-.', s 3 ). 	Also, 
3(s 1 w 1 2) = - 1/2 [s 1 w1, s 1 w 1 ] - [ s 1 a, s1b] 
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Remark 3. 8( s 1 w 3w 2 w 1  ) C ( sw3  , S- 
I 
 W2 , S- I W, 
Remark 4. 	(s 1 H 2) = 0, and 3(s - 1 1-1 3) = 0. 
Remark 5. s 1 w 3w 2 w 1 2 is the onlyjelement of s -1  H,., on which the formula 
for 3 contains entries from s 1 H of degree > 4. 
Remark 6. In L(s 1 1-1), the following relation holds amongst brackets of 
length 4 and of degree 5 :- 
0 = [ S -1 6 , [s 1 w 1 , [S -1 a , s -1 all] - [s 1 w 1 , [S - ' 13 , [s - 'a , s 1 a]]] 
+ 2 [s 1 a , [s 1 a , [s 1 B , s 1 w 1 ]]] 
Remark 6 follows since, firstly, the terms s1B, 5w1 and [s - 'a , s 1 a] are of 
even, odd and even degree respectively, and so by the Jacobi identity, 
0 = (s-1B , [sw1 , [s - 'a , sal]] + [sw 1 	, [ 	[s - 'a , s 1 a] 	, s 1  B]] 
+ [ IS -1 a , s 1 a1 , [s 	B , s 1 w 1 ] 	] 
and secondly, the terms sa and [s - ' B , sH wi l are of odd degree, and so by 
the Jacobi identity, 
0 = - 2 [s -1 a , [s -1 a , [s B , sw1]]] + [ [s - ' a , s1a] , [s B s 1 w1 ] 
and combining these two formulae gives the desired expression. 
6.2.1. Lemma. 
H as defined above is not intrinsically formal. 
Proof. An explicit perturbation is defined, and then it is shown that this 
perturbation cannot be isomorphic to the formal Quillen model of H. Define 
P 3 as: 
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P 3( s 1 w 3c ) = - [s 1 w1 , [S -1 a , sal] 
P 3( sw 3w 2w 1 ) = [s B , [ s -l a , s 1 a]] 
P 3( s 1 w 3 w2b ) = - 2 [s 1 a , [s B , s -1 will 
and P 3 = 0 on all other elements of 	First, it is necessary to check that 
this does indeed define a perturbation L(s1H, a + Ps); i.e. that (a+P) 2 = 0. 
In order to do this, it is necessary to check that 
+ p3a = 0 
on all elements of 	Remark 4 above implies that @P3 = 0. Remark 5, 
in conjunction with the fact that P 3 = 0 on all elements of degree < 3, 
implies that P33 = 0 on all elements other than s w 3w 2w 1 . But it is clear 
from remarks 1 and 6 that P33 = 0 on this element by construction. 
Therefore P 3 does define a perturbation. 
Assume that there exists an isomorphism of DG Lie algebras 
L(s1H, a + P) -.9. L(s11­1, ) 
It is easy to show that, without loss of generality, b can be taken to be of 
the form = 1 + i, where i extends bracket length by at least one. Then 
since c1 must be a chain map, it is true that 
(1) 
on all elements of s 1 H; modulo terms of length greater than 3. Further, 
must equal zero on all elements of degree 1. Now consider the element 
s 1 w3w2w 1 , of degree 5 in sHH.  Remark 3 implies that ( s 1 w 3w 2w 1  ) is 
contained in the ideal (sHw3, s1w2, sHw1) and therefore, 
su3w2w1) C ( S_ I W 1 , 52 	13 
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Now s 1 w 3 w 2 w 1 is of degree 5,and so 	of it must be a sum of brackets 
having entries of degree < 4. Thus remark 2 applies, and 
	
R(s 1 w 3w2 uJ 1 ) 	( X 1 [s 1 , s 1 w 1 2] + X 2 [s 1 B s 1 w 2 ] 
( mod. (s 1 w 1 , S- 1 W2, S- 1 W3) ) 
But these two latter pieces of information, combined with (t) above, 
together imply that 
P 3(s 1 w 3w2w 1 ) 	3( x 1 	s 1 w 1 2 ] + X2 [S -1 a, s 1 u1 2 ] ) 
( mod. (s'w 1 , sw 2, s1w3) ) 
But it is clear from the definition of P 3 on this element, that this is false. 
Hence no such isomorphism 	can exist. 
So the above defines a perturbation L(s 1 H, 3 + P) which is not 
isomorphic to L(s1H, ), and so by the general theory of chapter 2, H is not 
intrinsically formal. QED 
Finally, then, note that H as defined above is of type H(4,2) and also of 
type H(J;4,2). Thus, regarded as such, H lies immediately outside the ranges 
of dimensions dealt with by (5.1.9.) and (4.3.9.); hence those results, within 
the terms set up by them, are both best possible. 
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APPENDIX 
This appendix is completely devoted to a proof of the 'homology' result 
quoted at (5.1.1.). The results stated there extend no further than the cases 
H is a Lefschetz algebra of degree 2n and type H(n,k) for n < 2k-1. 
However, the method of computation is potentially of interest outside this 
range, for specific cases. Indeed, the first two results of the computation, 
although of a technical nature, are applicable to all Lefschetz algebras. To 
facilitate the calculation, a little notation is first introduced. 
Al. NOTATION. 
Recall from (3.1.4.) that it is possible, given a Lefschetz algebra H, to 




2n-2 	W n—1 	w2V2 
2n-3 	 . 
V n 
3 	 V 3 
2 	w 	 V2 
0 	1 
Furthermore, in a similar fashion to (3.2.2.), where a Poincar-Lefschetz 
basis of H was constructed, it is possible to use such a decomposition to 
obtain a basis of H in an obvious way, by first choosing bases for the V's; 
then letting this determine a basis for H as: 
H = sp{ w k WVqr  
where 1 	k .. n; 2 < q < n; 0 <. p .. n-q and 1 < r < rank V q . Clearly, such a 
basis for H will be related to a Poincarg-Lefschetz basis for H in that, given 
a Lefschetz decomposition for H, a Poincar-Lefschetz basis can be chosen 
to be the same as the above in degrees < n, but then in general a different 
choice must be made in higher degrees. In particular, the basis for V 
chosen as at (t) above, is identical to that chosen for a Poincarg-Lefschetz 
basis of H, as at (3.2.2.). In fact, for what follows, a Poincar-Lefschetz basis 
would do as a choice of basis, but for notational purposes, the above is 
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slightly simpler in that there are no elements of type wv'. 
With the above choice of basis for a Lefschetz algebra H, it is possible to 
define a grading on the induced basis of s - 1 1-1- , and hence a filtration on 
L(s 1 1-14 - c.f. (4.2.1.). This is done by first giving all basis elements of s 1 H 
of form s_Iwk  grading 0, and all basis elements of s 1 H of form S 1 WV qr 
grading -1. Then this induces a grading on a basis of L(s 1 1-1), which in turn 
induces a filtration 
L( s 1 H ) = F O D F_ 1 D F 2 D 
Further to this filtration, it is possible to use the Lefschetz decomposition 
to define a 'weighting' on elements of s 1 H. This is done by giving all 
elements of form s_lwk  weighting 0, and all elements in the vector space 
for any p, weighting i, where 2 < I < n. 
Now from the way in which the differential in the Quillen model of H is 
constructed, it is possible to make some comments about this differential in 
the context of the above notation. Firstly, multiplication by w in H only 
sends elements further up columns, and not 'from side to side'. Thus,for an 
element of weight i, say s 1 wv ; the formula for a of such an element in 
L(s 1 H) may contain elements of weight greater or less than i, but not in 
that part of the formula for a also involving entries in swk  for the various 
k. That is; 
A.1.1. Remark. 
Let H be a Lefetz algebra, and assume a Lefschetz decomposition has 
been performed, inducing a filtration of L(s 1 1-1) and a weighting of s 1 H as 
UM 
above. Then for any element s- IV of s 1 H, of filtration i for I = 0 or -1, and 
of weight m; that part of 3(v) in F,/F_ 1 has entries of weight < m only. 
By considering the way in which the differential is 'read off' from the 
comultiplication in H and hence the multiplication in H - c.f. chapter 2, it is 
easy to see :- 
A1.2. Remark. 
Let H be a Lefschetz algebra and assume a Lefschetz decomposition has 
been performed on H, inducing a basis for s 1 H as above. Then if v is an 
element in the basis of H such that there is an element wv also in the basis, 
then there is an element s 1 wv in s 1 H such that 
3( s 1 wv ) = - [s 1 w, s 1 v] 
+ a sum of other brackets none of which have s 1 w 
as an entry. 
Of course, there are elements of H which multiply to zero with w, and for 
such elements v in H, there will not be elements s 1 wv in s 1 H as above. 
However, multiplication by w is 1-1 in H in degrees .. n-i. Thus, 
A.1.3. Remark. 
Let H be a Lefschetz algebra of degree 2n, with basis chosen as above; 
let s 1 v be an element of the induced basis of s 1 H of degree < n-2. Then 
there exists an element s 1 u in the basis of s- 1H such that 
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3( s 1 u ) = - [ S -1 w, s 1 v] 
+ a sum of other brackets none of which have s- 1W 
as an entry. 
If it were only necessary to calculate in degrees < n, these remarks 
made so far would be sufficient to perform the following calculations with 
success. However, for the purposes of (5.1.1.), it is necessary to go up to 
degrees < 2n-2, and so a further general comment is necessary to help in 
these higher degrees: 
&1.4. Lemma. 
Let H be a Lefschetz algebra of degree 2n, and assume a Lefschetz 
decomposition has been performed so as to induce a weighting of elements 
of s 1 1-1 as above. Let X be a single bracket in L(s'H), of degree < 2n-2 
and of length > 3, such that there is an entry in X of maximal Weight m, say. 
If there is a unique entry in X of maximal weight, then for all other 
entries in the bracket, s 1 v say, there exist elements s 1 u such that 
(s 1 u) = - [S -1 w, s 1 v] + other terms not involving s 1 w; 
and if there are any other entries of maximal weight m also in X, then all 
entries s 1 v of X satisfy this latter property. 












Now consider any entry s 1 v in X of weight <. m. For this not to have a 
corresponding element s 1 u, as in the statement, then the element v in H 
must multiply to zero with w. But if v is of weight i, then it must be of 
degree 2n-i for this to be possible. Thus s 1 v must be of degree 2n-i-1 in 
s 1 1-1; and since all elements of s 1 1-1 are of degree > 1, then the bracket X 
is of degree > 2n - i - 1 + 1 + m > 2n + m - i > 2n. But this contradicts 
the assumption that X is of degree <. 2n-2. QED 
With these above comments on the action of the differential in the 
Quillen model of Lefschetz algebras, it is now possible to begin the 
calculation. This is done in several stages, working progressively over the 
filtration defined above. 
A.2. THE Fn AND F 1 COMPONENTS. 
Given a Lefschetz algebra, it is possible, as above, to define a basis of 
s 1 1-1 using a Lefschetz decomposition of H, and consequently a filtration of 
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L(s 1 H). No claims are made about whether or not this induces a filtration 
on H(L(s 1 H, 3)) However, to a certain extent, the result which this 
appendix is going to prove can be seen in terms of a statement about the 
non-exact cycles representing homology, and their filtration. To this extent, 
then, it is possible, as stated above, to work through the calculation 
progressively eliminating all representative cycles of higher and higher 
filtration. Some parts of the calculation hold as stated for general Lefschetz 
algebras, some parts could be adapted to hold for general Lefschetz 
algebras, whilst others hold only in the particular cases H is of type H(n,k) 
with n < 2k-1. The two results of this section hold in general. 
A.2.1. Lemma. 
Let H be a Lefschetz algebra of degree 2n. Assume that a Lefschetz 
decomposition has been performed on H, inducing a 	basis of s 1 H 	as 	in 
section A.1, and hence a filtration 	of 	L(s 1 H) 	as 	in A.i 	. 	Let ri represent a 
class in H(L(s 1 H, 3)) of bracket length > 3. Then ri can be chosen to be an 
element of F 1 
Proof. Consider the inclusion of algebras 
i:H(CP;Q) 	 )H. 
This induces a projection of DG Lie algebras 
p: L(s'H., 3 ) 	 > L( s_1H*(CPn1;Q),  3) 
which has kernel(p) = L( Cs1wV}, AD(S_lWr){5WPV}, 3) . Here, the notation 
AD(W)(V) for vector spaces V and W means the vector space generated by 
all brackets 1w1, [w2. ...... [w a , v]]]..]] with the w in W, v in V and s > i. - c.f. 
[C -M -N (2.10) and (3.7)]. 
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Since the differentials in the two right hand terms of the short exact 
sequence 
0 	> ker(p) 	L(s'H*,) 	30 L(s 1 H(CP;Q),) 	> 0 
are quadratic, then the induced map, on homology in the long exact 
homology sequence preserves bracket length. But the homology of the right 
hand term is known; it is isomorphic to Q in degree 1, generated by s'w, 
and isomorphic to Q in degree 2n, generated by the length 2 term 
L [s'w', 5-ln+l-i] 
where the sum is over all i less than or equal to (n+1)/2, and if n is odd, 
then a 1/2 must be placed before the bracket [s 1 w' 1 "2 , s 1 w 1'2 ] in the 
sum. So the induced map j on homology is onto for bracket length > 3. 
But j([v1) = [ j(v) I by definition, and so any class in the image of j can be 
represented by an element of filtration F. 1 . QED 
A.2.2. Lemma. 
Let H be a Lefschetz algebra of degree 2n, and let r be a class in 
H( L(s 1 H, ) ) of bracket length > 3, and degree <. 2n -2; where L(s 1 H, ) 
is the Quillen model of H. Assuming a Lefschetz decomposition has been 
performed, then with the above notation, Tj can be represented by an 
element of F_ 2 
Proof. By the above lemma, it is possible to write any representative of 
Tj as 
Ti = 	+ 
where C is in F_ 1 ; and since r is a cycle, 	= 0. Further, C can be written 
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as 
with A in F_ 1 /F_ 2 and B in F_ 2 . Without loss of generality, it is possible to 
assume that A is of homogeneous bracket length m+1 say, for some m > 2. 
Then A can be written, using the Jacobi identity, in the form: 
A = I X(IJ) 	[s 1 w ' l , [s 1 w'2 , [ .......... .[ sw'm 	S 1 C&l VJ2 i3] .... ]] 
where 1 <i r  < n; 2 <j2 	n;and 0 <jl .. < n - j2-  
Claim. Without loss of generality, it is possible to assume i 1 does not 
equal 1 for any i 1 in the above sum. 
Proof of claim. If any bracket of A has i 1 = 1, perform the following 
manipulation: By the Jacobi identity, write that bracket of A as 
[s 1 w, Es 1 W'2 , [ s 1 w'3 [ ...... [s 1 wm , sC&l V12 131.]]] 
± [ 	[s 1 u, S 
l(jI 	
] 	
, [s_w ' 3 . ....... [ 5Wm , s 1 w1 1vj2 j3] ..... ]] 
± [s 1 w ' 2 , [ s 1 w, [S ' u) ' 3 , [ ......... [ S1W'm , S 1 W1 Vj2 j31..]1 
and 	if i 2 	is 	also 	= 1, then the 	last bracket may be .Omitted, 	and a 	1/2 
placed before 	the second 	bracket. 	But 	for 	degree reasons, 	WIWI 	+ 
S 1 W'2 must be strictly 	less than 	2n-2, 	and 	hence there 	exists a term 




[s 1 w, [s 1 w'2, [ 	. 	[sw'm ,S 1 W 1 Vj2 j3]...]] = 
± 	( [sw' 2 	[5 1 W3 , [......... [5 1 C1) ' m , S(&1 Vj2 j 3 1...]]] ) 
± I ii .4  1 U(I,J) [S -1 W ' 1 , [S -1 W'2 . ........ [ s 1 Wm , S 1 W1 Vj2 i3] ...... 1] 
+ sums of brackets in F_ 2 
So assume the above manipulation has been performed on all brackets 
of A for which i 1 = 1. Then r can be written 
n = 	+ C = 3' + 
where V = A' + B', and 
A' = X X'(IJ) [s 1 w'l , [ S - 'W'2 . ......... .[S1W'm , S 1 W1 Vj2 j3]...]]] 
with i 1 A 1 as required. end of proof of claim. 
Now, A is the only part of n which can contribute terms to F_ 1 /F_ 2 under 
, and so these contributions must cancel each other. But each bracket of 
A has an entry of unique maximal weight, viz, the element of weight greater 
than zero in each bracket. And furthermore, the contributions each bracket 
of A makes to F_ 1 /F_2 under a will also have this property. In particular, from 
the first entry - - in each bracket of A, there will be contributions to 
A, after rearranging by the Jacobi identity, of the form 
± X(IJ) [s 1 w, [sw'r 1 	[s 1 w'm 	 Vj2j3] ... ]] 
± 	p > 1 	(pIJ) Is- 1 W , [sw' i 	, [ 	 , S 1 U)1 Vj2 j3]..]]] 
and when all brackets of (A) in F_ 1 /F_ 2 are arranged so as to be 'nested' 
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with their unique entry of maximum weight at the right hand end, the first 
bracket in this latter expression makes a unique form of contribution having 
first entry equal to s 1 w. But by (3.3.3.), with an obvious total order placed 
on the basis of s 1 1-1, all the brackets of (A) in F_ 1 /F_ 2, when arranged as 
such, are linearly independent, and so for each bracket in A, either 
3(s 1 u'i) = 0, or = 0. If (sHwil) = 0, then i 1 = 1, which was ruled out 
by the claim; and so in fact each bracket of A remaining after the initial 
rearrangement must have zero constant term in front of it. So it is possible 
to write 
T1 = B() + C 
where C is in F_ 2 , for any representative of the class T1. QED 
This last result sets the style for the forthcoming calculation. Whilst it 
will be necessary to specialise to get any further, and to introduce more 
tools into the argument, in particular the enveloping algebra; the calculation 
follows basically the same pattern at each stage. 
A3. THE BRACKET LENGTH > 4 CASE. 
By virtue of the fact that the differential in the Quillen model of H, for 
any algebra H, is quadratic, then it is possible to 'consider cycles of a 
homogeneous length only. For the remainder of this section, let H be a 
Lefschetz algebra of degree 2n and of type H(n,k) with n < 2k-1. Also, 
assume for such an algebra, that a Lefschetz decomposition has been 
performed, inducing a basis of H and hence of s 1 H as in A.1., and a 
weighting of elements of s 1 H again as in A.i. 
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&3.1. Lemma. 
Let H be a Lefschetz algebra as above, and let Tj be an element of 
H( L(sH, ) ) of degree < 2n-2 and homogeneous bracket length m, for 
some m greater than 3. Then with the above notation, r can be represented 
by an element of F m . 
Proof. By (A.2.2.), it is possible to write 
ii = 3(e) + 
for any representative of the class r, where 	is in F_2. So using the Jacobi 
identity, r, can be written: 
= 	[uij , 1ui2 . ...... [ui rn -i , sui'i vj2 13 1...]] 
where s- I W j l Vj2 0 is of maximal weight in each bracket, and where at least 
one of the u's in each bracket comes from the set ( s - l wpv ii } for some p, i 
and j, for I < j2 in each bracket; and all of the u's come from the set 
-lr, 
S -1 W Pvij } for all r,p and i , 	in each bracket. 
4s eo' 
Now distinguish that part of%C which has brackets with a unique maximal 
weight entry, from that part which has brackets with more than one maximal 
weight entry. 
Write = A + B with 
A = I X(IJ)  [a1 , [a2 ......[a rn-i , S 1 W1 Vj2 j31.111 
where a i is of strictly less weight than the right hand entry appearing in the 
same bracket as a 1; and 
B = I X'(LJ) [b 1 , [b 2 . ...... .[bi rn-i , S 1 Wi Vj2 i3 1....]] 
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where each b 1  is of weight less than or equal to that of the right hand entry 
appearing in the same bracket as b. 
For the purposes of considering that part of DC lying in F_ 2/F 3 , it is 
possible to consider the parts A and B sepQratelv. This is because, for 
considering contributions to F_ 2/F.. 3 arising from a of an entry, u, in some 
bracket of A or B, it is sufficient to consider that part of au which does not 
lie in a lower filtration than that of u. And so for an entry u in each bracket 
of A or B, it is sufficient to consider that part of 3u having entries of weight 
less than or equal to that of u only. - c.f. remark (A.1.1.). Thus, under a, 
those brackets of 	having unique maximal weight entries - i.e. A - make 
contributions to the part of 3 lying in F_ 2/F_ 3 which has unique maximal 
weight entries in each bracket; and those brackets of C having more than 
one entry of maximal weight - i.e. B - make contributions to the part of 
in F_ 2/F_ 3  which has more than one maximal weight entry in each bracket. 
And clearly such sets of contributions, under a , to F_ 2/F 3 will be 
independent of each other. 
So first consider the A part of ç 	is a cycle, and so the part of 3A 
which lies in F_ 2 /F_ 3 must cancel independently of everything else. 
Claim. It is possible to assume ail 	in any bracket of A. 
Proof of Claim. If a1 = s 1 w in any bracket of A, perform a similar 
manipulation of the bracket as in the claim in the proof of (A.2.2.). First of 
all, use the Jacobi identity to rewrite that bracket as 
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[S -1 w, [ai2 	. [ai m -1 ' S 1 (A)i Vj2 j3 ] ....]]] = 
± [ 	[sa w, a2 I 	, [ai3 	. [ai m_i , S 1 L&l Vj2 j3 ] .... ]] 
± [ai2 , [s 1 w , [ .......[ai m _i ' SiWJ1 Vj2 j3 ] ..... ]]] 
where, if ai2 also equals s 1 w, then the last bracket can be omitted, and a 
1/2 placed before the second bracket. Now, because each bracket of A has a 
unique maximal weight entry, lemma (A.1.4.) applies, and there exists some 
element s'wai2 in s 1 H. So it is possible to further rewrite the bracket as 
[S -1 w, [ai2 ' [ ........[ai m _i , S 1 W 1 1 Vj2 13 I ... ]] = 
± [ai2, IS- I w, [ ......[ai m_i, swi Vj2 j3]...]] 
± 	( [swa2 	[a'3 ........ .[ai m_i , S 1 Wi Vj2 i3 1...]] 
± X l-(I,J) 	[a'ii , [a'i2 , [ai3 	[aim_i , 
S 	
Wi V12 13 1...]]] 
± [s'wai.t, 	( [a3 , [ ...... [aim-i 	
1J1 
Vj2 i3 ]..]] ) I 
+ elements of F_ 3 
where, in the sum of terms appearing on the right hand side, 	is zero 
if a'ii = sw. Furthermore, under such a manipulation, the only part of 3 of 
each entry u, which does not result in contributions to F_ 3 is that part of 3u 
having entries of weight less than or equal to that of u itself - c.f. remark 
(A.1.1.). So, to arrange all resulting brackets to be 'nested' with unique 
maximal weight entry at the right hand end will only require one application 
of the Jacobi identity for each bracket, and in particular, after doing so, the 
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only first entries of the brackets on the right hand side will be entries of 
type.ai2 swai1 , and a'i1 , none of which equal sw . End of proof of 
claim. 
So C can be written, without loss of generality, as 
= 	'(p,q.I.J) 
[sw'vi1 q , [ai2 .........[ai m -i , S 1 W1 i Vj2 13 1 ]1] 
	
X1j (sHwIl , [ai2 . ....... [aim_i 	SWl  Vj2 j3 ] ....]]] 
+ B' 
where i l < j 2 in each bracket in the first sum, i 1 A 1 in the second sum, and 
B' is now as B was before. Now consider the contributions which are made 
to and which have a unique maximal entry in each bracket and which lie 
in F_2/F_ 3 . B' makes no such contribution, and after rearranging all such 
contributions made by A, under 3, into the form whereby brackets are 
'nested' and have the maximal weight entry as the right hand entry, it is 
easy to see that each element of A makes a unique contribution of the form 
[s1w , [su 1 vii q , [ai2 , [ ................. [ai m _i ' 	vj2 0 ]..]1] 
or 
[s-1W , [s_iwii 	, [ai2 ( .............. (ai m_i , S 1 Wi V12 j3 1....]]] 
and contributions of this form will arise from 3 of the first entry in each 
bracket of A, and no other entry. Since all terms in F_ 2/F_ 3 must cancel, all 
terms in 3A having s 1 w as their first term must cancel independently, by 
the linear independence result (3.3.3.) - after placing an obvious total order 
on the basis of 	Thus, X(pqIJ) = 0 , or 3(s 1 wvii q) =0, for all p, q, I 
and J; and X(IJ)  0, or 3( 	) = 0 , for all I and J. The latter of these 
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possibilities implies that i 1 = 0, and i 1 = 1 is not possible by the claim. 
Further, a(s - .I w p vii q) = 0 implies that p = 0. Thus without loss of 
generality, it is in fact possible to write A as 
A = I 	X(qIJ) IS- 1 Vil q , [ai2 , [ ........... [ai m ..1 , s 1 wi VJ2 13 1....]]] 
where i 1 < j 2 in each bracket, and a(s 1 vi, q) = 0. 
But now, the above argument can be repeated over and over to show 
that first of all, it is possible to assume ai2 A S _ I w , and then subsequently 
that in fact, each ai2 must equal sv 11 for some i < j 2 in each bracket; and 
then subsequently that ai3 is equal to some s 1 v, and so on. Note that in 
order to do this, it is necessary that a(a1) = 0, and subsequently that 
(ai2) = 0, and so on, otherwise the above manipulations may result in taking 
backwards steps. And that furthermore,. after showing ai2 equals s 1 v 1 , then 
it will be necessary to consider the part of aç in F_ 3/17 _4 having a unique 
maximal entry in each bracket, and so on. 
The above manipulations can be repeated as many times as necessary in 
order to be able to write A, without loss of generality, as: 
A = I X(IJK) [5vi 1 k1 . ..... [svim _2 km-2 ' [ai m - i , 	V;2 13 ]] .... ]] 
where each 51V1k  is of weight less than that of S_ 1 Vi2 0 in any one bracket. 
Then for dimensional reasons, as sv 	> k-i, and JAI < 2n-2, so 
lEa rn _ i , s 1 w1 v;2 J31 < 2n-2-2k+2 < n-i. And hence I  s1 V2 i3l < n-2, 
so remark (A.1.3.) applies. Thus if any bracket remaining in A has 
ai m _i = sw, this bracket can be rewritten as 
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IS- 1 Vil ki , [ 	. [ S_ 1 W , s 1 wi Vj2 j3 1.]] = 
± 	( [svii ki , 1. [S 1 Vim_2 km-2 , S 1 Wl 	Vi2 i3 1 ... ]]] 
± I \)(J) [5'Vi1 k1 	I ........ [S 1 Vim_2 km-2 	[a'i m _i , 5Wi Vj2 j3 1...]] 
where the last sum has no non-zero terms with a'i m _l = 5 1 W. 
A can now be written, without loss of generality, as 
A = I X(I,J,K) [S 1 vii k1 . ..... .[S1vim_ km-2 , [ aim-i 	Vj2 j3 ]...]]] 
where no ai m_i equals sw in any bracket. If A has any component left in 
F_(m_1)/F_m , then the entry ai m _i for brackets in such a component equals 
s _l wk for some k > 1. But for such brackets, by considering the 
contributions made to DC, which lie in F_(m_i)/F_m  and which have a unique 
maximal entry in each bracket; it is easy to see that for each ai m _i of the 
form s_lwk  in the above sum, a contribution to 3C of the form 
[ s _i vi , [s_iv2 , F......[s1w , [s_i k1 , 	v2 i3 
will be made, and that furthermore this type of contribution will be made 
uniquely by a(a m _i), and the linear independence result of (3.3.3.), after 
placing an obvious total order on the basis of then implies that for 
each ai m_i of the form s I wk, either Bai rn _i = 0, or the corresponding 
constant term X(JK) = 0. The former of these two implies that k=1, which is 
false by assumption on k, so A can in fact be written, without loss of 
generality as 
A = I 	'(I,J,J',K) [s 1 vii k1 ...... [S 1 Vim_2 km-2 ' [ s 1 U)i Vj'2 '3 	S 1 U)1 Vi2 j3 1..]] 
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But once again, by considering the contributions made to 3ç in 
F_m/F_(rn+1) , and having a unique maximal entry in each bracket; it is easy to 
see that for each ai m -i in the above sum, of the form s 1 w1 Vj'2 j'3 , a 
contribution of the form 
s 1 v 1 , [s 1 v2 . ......... . IS-  w [s 1 w ' i 1 Vj'2 j'3 , SWl Vi2 j3 
will be made, and that furthermore, this form of contribution will be made 
uniquely by a(s 1 uJ1 Vj'2 f3), and the linear independence result of (3.3.3.) 
then implies that for each ai m _i appearing in a bracket of A, either 
a(ai m_i) = 0, or the corresponding constant term X(IJJ'K) = 0. The former of 
these two implies that ai m -i = 5 1 V q r for some q and r. 
So far, this implies that any terms of C appearing in A must be in F_ rn as 
required. However, by considering one last time the contributions made to 
aC which have a unique maximal entry in each bracket and which lie in 
F_ mIF_ (m+l) , it is easy to see that each entry 51W1 Vj2 i3 will result in a 
contribution, under 3, of the form 
[s 1 v1 , [ ........ [5 1 V rn _i , [sw , s 1 wt 	Vj2 j3 ]] ... ]] 
and the linear independence result of (3.3.3.) again applies to imply that 
either 3( S W1 vj2 j3 ) = 0 , or the corresponding constant term equals zero. 
The former of these implies that j 1 = 0 in each remaining bracket of A, and 
so not only an element of F_rn , but as a cycle of the 
form 
A = I X(1K) [5 1 vi1 k1 	[ ....... [ 5 1 vi m _i km -1 	S 1 Vim km]  ... ]] 
It has so far been shown that it is possible to write 
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ii = (') + A' + B 
where A' is a cycle in F_rn . It remains to show that B can be written as an 
element of F_rn . For terms in B, that is, all brackets having more than one 
entry of maximal weight, a similar method of proof to the above can be 
used. The only difference is that since there is no unique maximal entry in a 
bracket, it is not possible to use the linear independence result of (3.3.3.), 
which was key in the above. To surmount this problem, the universal 
enveloping algebra can be used. In addition, and this is crucial for success, 
the last part of (A.1.4.) applies. 
Since B is a cycle in L(s 1 H , ), then - c.f. the remarks at (3.3.2.) - the 
fact that 
L(s 1 H) 	 )T(s 1 H) 
is a DG map implies that i(B) is a cycle in T(s 1 H), the enveloping algebra of 
L(s'H*). And furthermore, the weighting of elements of s 1 H, and the 
filtering of elements of L(s 1 H), carries over trivially into T(s 1 H). Write i(B) 
in T(s 1 H*) as 
i(B) = I X j bj1 0 bj2 ® 	® bj m 
Then because of (A.1.4.), for each entry b appearing in i(B), there exists 
some element of s 1 H, s 1 wb , with 
as - l wb = - [ S -1 w , b] + terms not having s 1 w as an entry. 
Hence, in T(s 1 1-1*), the following formula holds: 
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d(s 1 wb 1) = s 1 w 0 b ± b ® s 1 w 
- terms not having s 1 w as an entry. 
Now, a similar argument to the above can be followed; first showing that 
without loss of generality, 	it 	is possible to assume that b11 A sw in any 
tensor, by 'pulling out a boundary' according to the above formula. Then, by 
considering the contributions to 0 = d(i(B)) of the form 
	
S 1 W ® b'j, 0 bj2 	b 
which must all cancel each other, it is easy to see that d(bji) must equal 
zero, and hence that b,1 must equal s 1 v pq for some p and q. Then these 
two steps can be repeated, to show bjz must equal some s 1 v pq , then bj3, 
and so on. Ultimately, this will result in being able to write, without loss of 
generality, 
i(B) =ko,j) S_ 
i vil ii ® .......® S_ i vi 	Jm 
+ I 4,J) S 1 Vi1 ii ® .....® 5 1 Vi ni -1 Jm-1 ® S 1 W 
+ dx 
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Now, a DGQnverse for i exists, r, say, such that 
r: T(s 1 H) 	 L(s 1 H*) 
and 	r is 	a 'shuffle' type 	map 	- c.f. 	(3.3.2.). 	Thus ri(B) 	= B. But 
r( 	S 	1 V11 ® 	...... ® S 1 Vi ni -1 0 sHw ) can be written, using the Jacobi identity, 
as: 
r(s 1 vi1 0 .... 0 S 1 Vi rn -1 0 s 1 w) = I V(I,R) [s 1 vrl 	[ ...... Is - 1 vr m _i , sw]..... 
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and in each bracket, there exists more than one entry of maximal weight. 
So lemma (A.1.4.) applies, and there exists some element 5 1 WVrm_i in s 1 H 
for each bracket in this latter expression. So it is possible to write: 
B = ri(B) = I 1'(I,J) [S 1 Vi1 ii , E ...... .[ S 1 Vim_i jm-i , S 1 Vi rn Irn ] .... ]] 
± a 	( 	(1,J) 	R U(I,J)\(I,J,R) [s 1 vri . ...... .[S 1 Vr rn _2 	S 1 WVr rn _1 1...]] ) 
+ r(d(X)) 
But r is a chain map, so r(d(X)) = (r(()) , and thus 
Tj = 	(') + A' + I A (IJ) [5 1 vii ji . .... .[5 1 Vim_i Irn-i , S 1 Virn Im ] .... 11 
and since A' is in F_rn , the result is proven. QED 
&3.2. Corollary. 
Let H be a Lefschetz algebra of degree 2n and type H(n,k) where n is 
such that n .. 2k - 1. Then in degrees < 2n - 2 , the bracket length > 4 
terms of H( L(s1H* , ) ) are spanned, as a vector space, by the elements of 
form: 
Bracket length > 5 - all terms zero. 
Bracket length 4 
If n = 2k-1, then in degree 2n-2, types 
[s 1 vkp, [S 1 Vkq, IS- I Vkv 5 1 Vks ]]1 
zero otherwise. 
Proof. By the above, any class in H( L(s 1 1-1*, 3 ) of length > 4 can be 
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represented by elements of filtration F_ 4 . But for degree reasons, the only 
such elements in F_ 4 and of degree < 2n-2 are those as stated. QED 
A.4 THE BRACKET LENGTH 3 CASE. 
In this final section, the last piece of information is fitted into the picture 
to give the desired homology result. The argument followed is very similar 
to that of the previous section; again use is made of the weighting on s- IR 
and the filtration of L(s'H*) induced by a Lefschetz decomposition of H 
where H is any Lefschetz algebra. It is necessary to prove two preliminary 
results before going on to the main result. It will be understood that any 
Lefschetz algebra H has had a Lefschetz decomposition performed on it, 
inducing a weighting on s 1 1-1 and a filtration of L(s 1 1-1) as in A.1 
A.4.1. Lemma. 
Let H be a Lefschetz algebra of type H(n,k) where n < 2k-1, and let 
L(s 1 H , 3) be the Quillen model of H. Let ri be a bracket length 2 cycle in 
L(s 1 H4, of homogeneous degree <. n-2, and of filtration F_1 . Then ri is 
exact. 
Proof. Let ri be of degree r, say, where r < n-2. All elements of 
filtration F_ 2  are of degree >. 2k-2 >. n-i; and so r must be in F_ 1 /F_ 2 . Thus 
it is possible to write 
Tj = I X (s1wi , S 1 U)2 Vj3 j4 ] 
If any of the brackets in this sum have j 1 = 1, perform the following 
manipulation. By (A.1.3.), for all brackets [s-1W , S -1 Wj 2 Vj3 j41 appearing in 
the sum, there exists a corresponding element 5 1 2 1  vj3 j4 in s 1 H. Thus 
127 
- c.f. also remark (5.1.4.) - it is possible to write any bracket in rl with s_ l u) 
as an entry as 
[s1w , 	Vj3 j41 = 
± a ( S 1 W2 1 Vj3 j4 ) 	± terms in F_ 1 /F_ 2 not involving s- 1W 
Thus without loss of generality, rl can be written 
ii = aç + 	X' [swl , S 1 W2 Vj3 j4 I ; 
where X' j = 0 if j 1 = 1. Now arl is contained in F_ 1 /F_ 2 - cf. (5.1.4.), and so 
can be arranged as a sum of brackets, each having a unique entry of 
maximal weight at the right hand end. This maximal weight entry will of 
course be the entry in each bracket from F_ 1 . When 3TI is arranged as such, 
using the Jacobi identity, it is clear that for each entry s 1 wi appearing in r, 
a contribution of the form 
± [s 1 W , [s1wi1 , 5 1 W2 Vj3 j4 II 
will be made to an . And furthermore, that it will be possible to write all as 
= ± I x' 	Es1w , [s1wi1 , slu)i2 Vj3 j4 11 
± jr1#4 YR 	
[5_lr1 , Es_1wr2 , 5-lr3 Vr4 r5 11 
Now the linear independence result of (3.3.3.) applies to the terms in an, 
when written as such, to imply that V j = 0 for all J . That is, Ti = 	. QED 
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A.4.2. Lemma. 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1, and let 
L(s 1 H* ,) be the Quillen model of H. Let r be a cycle in L(s 1 H*) of bracket 
length 3 and degree <. n+k-3. If fl  is an element of F_ 2 , then n  is exact, 
and is the boundary of an element of F_ 2 
Proof. First, since all elements of filtration F. 3 must be of degree > 3k-3, 
and n+k-3 < 3k-4, then r must be in F_ 2/F_ 3 . Furthermore, since all 
elements of s 1 H are of degree >. 1, and all elements of filtration F_ 1 are of 
degree > k-i, then any entry appearing in any bracket of r must be of 
degree <. (n+k-3) - (k-i) - 1 ç n-3. Thus remark (A.1.3.) applies, and for any 
entry u in a bracket of n, there exists some element of s - 1 1-1,, s 1 wu, such 
that 
Ds 1 wu = - [ S -1 w , u] + brackets in F 0/F_ 2 not involving s- 1 W. 
4b/ (5.1.4.), if u in the above expression has filtration F 0 , then so do all 
the brackets on the right hand side, and so does s 1 wu; and if u has 
filtration F_ 1 , then likewise, so do all the brackets on the right hand side and 
so does s 1 wu. 
Now consider i() under the map 
i: L(s 1 H* , 3) 	 > ( T(s 1 H*) , d 
where T(s 1 1-1) is the universal enveloping algebra of L(s 1 H¼). i(n) is a 
d-cycle, since i is a chain map. The remarks of the paragraph above transfer 
in the obvious way to corresponding remarks about the elements of 1(n). In 
particular, if i() is written: 
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i(n) = 	X i ail ® a12 ® aj 
then by the usual sort of argument, c.f. the proofs of claims in (A.2.2.) and 
(A.3.1.), it is possible to assume that ail does not equal s- lw More properly, 
if ail = s 1 w in any tensor of i(rl), then by transferring the above remarks 
into T(s 1 H*) , there exists some element of s 1 H, s 1 wa2 , say, such that 
d( s 1 wai2 ) = ± 	s_ l w ® au2 	± 	au2 ® s 1 w 
± terms not involving s_ l w 
And, since ai2 and ai3 must both have filtration -1, otherwise r would not be 
in F_ 2, then so does s - l wai2. Thus it is possible to rewrite any tensor having 
ail = s- lw as: 
ail ® a12 ® a3 = d( s 1 wau2 ® a3 ) ± au2 ® s 1 w 0 ai3 
± a sum of tensors in F_ 2 with ail A s- 1W 
And so without loss of generality, i(TI) can be written: 
i(n) = d + 	X 1 ail ® au2 0 ai3 
where 	is in F_2 and ail 	s- lw But i(n) is a cycle, and so by considering 
the contribution to d(i()) arising from elements ail , and of the form 
s 1 w ® a'il 0 a2 0 au3 
it is clear that when i() is written in this way, d(ail) must equal 0 or the 
corresponding constant term must equal 0. So without loss of generality, i(n) 
can be written 
i() = d() + I X 1 	5Vl i2  0 a13 0 au4 
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where 	is in F_ 2 and d(s 1 v31 2) = 0. 
Now the above argument can be repeated, with suitable alterations, to 
obtain that, without loss of generality, i() can in fact be written: 
i(n) = d + I X 	5 1 Vi1 '2 ® 5 1 Vi3 i4 0 ai5 
where C 	is in 	F_ 2 and d(5 1 V pq ) = 0. 	So since n is a 	cycle, it follows that 
d(ai5) = 0 for all i 5 . As 11 	is 	in F_ 2 , this implies that a5 = s 1 w for all i 5 , and 
thus that 
i() = d() + 	x, S1Vi1 '2 ® 5 1 Vi3 i4 ® 5 1 (j) 
Now consider the map 
L(s 1 H, ) 	 ) T(s 1 H*),d 
This has aI inverse r, such that r is a chain map - c.f. remark (3.3.2.). So 
writing i() = d + 
r = ri() = r(d) + r() 
Further, since r is a 'shuffle' type map, r() can be written, using the Jacobi 
identity, as 
r() = 	A' 1 	[S 1 Vii i2 	[s 1 w , S 1Vi3 i4 ] ] 
which, for the degree reasons explained above, and by (A.1.3.), can be 
written 
r() = ± I A' 1 	( [ s 1 v , 1 '2 	5 1 WVi3 i4 1 ) 
Furthermore, in this last expression, all terms written on the right hand side 
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are in F_ 2  . Also, since r is a chain map, r(d()) = 3(r()), and r() is certainly 
in F_2 since 	is, and r simply 'shuffles' the entries. Thus 
ii = 3 ( r() ± I X' 	[svj1 i2 , S 1 W Vim-1 4 ] ) 
as required. QED 
A.4.3. Proposition. 
Let H be a Lefschetz algebra of type 	H(n,k) 	with 	n 	< 	2k-1, and 	let 
L(s1H , 3) 	be the Quillen model of H. Then any bracket length 3 term in 
H( L(s 1 H, 3) ) of 	degree <. 2n-2 can 	be 	represented 	as a 	sum of 	the 
following types of element: 
[sHv1 , [s 1 v pq 5 1 V 11 
[s 1 v 1 , X} where X jj is 3-closed and of degree >. n-i Ij 
Proof. 	Let Tj 	be a 	cycle 	of bracket length 	3 and 	of degree < 2n-2 
representing 	a class in 	H( 	L(s 1 H*, 3) 	). Then by (A.2.2.), it 	is 	possible to 
assume that Tj is in F_ 2 . So write ri as 
where A is in F_ 2/F 3  and all brackets in A have a unique maximal weight 
entry, B is in F_ 2/F_ 3 and all brackets in B have more than one entry of 
maximal weight, and C is in F_ 3 . Then in a similar fashion to the above 
proof of (A.3.1.), it is possible to consider A, B and C separately by focussing 
attention on various components of 3, which must cancel separately. 
Consider first, the component of aTI which lies in F_ 2/F_ 3, and which has 
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brackets with a unique entry of maximal weight in each bracket. A is the 
only part of Tj which can contribute such terms. Without loss of generality, 
use the Jacobi identity first to write A as 
A = 	X(JR) 	[ail , tai2 , 
	vr2 r3 ]] 
where the right hand entry is of strictly greatest weight in each bracket. If 
ail = s- Iw in any bracket, it is possible to follow the, by now usual, kind of 
argument to rearrange such brackets as 
[S -1 w , [aj2 ' S 1 W1 vr2 r3]] = 
± 	[aj2 [s1w , 5_lr1 vr2 r3 ]] 	± 	[ Is- I w , aj2] 	Vr2 r3 ] 
= ± [aJ2 , [saw , 5-lri vr2 r3]] 	± 3 ( [swai2 , -lr1 v12 r 3 1 ) 
+ I XJR [a'11 , [aJ2 , _lr1 vr2 r3 ]] 
where, in the first rearrangement, if ai2 = S_ I w also, then the first term on 
the right hand side may be"O"mitted and a 1/2 placed before the second 
term; and further, in the second rearrangement, no 8'j, = sw in the last 
sum. Of course, in order to do such rearranging, it is necessary to know 
that an element s - l waj2 exists, but this is guaranteed for all elements aj2 in 
A, by the remark (A.1.4.), since aj2 is not the entry of maximal weight. Now 
Tj can be written 
Ti = 	+ A' + B' + C' 
where B' and C' have the same properties as B and C before, but A' now has 
no first entries equal to sHw. 
After rearrangihg 3r so that all brackets having a unique maximal weight 
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entry have that entry at the right hand end; 3A' makes contributions to 3TI 
of the form 
± 	
[_1 w , [a"11 , [a' 	, S- 1W r  vr2 r3 ]]] 
± 	[a"ji , [s -1 w , [a'J2 ' 	Vr2 r3 ]]] 
± 	(a'jl , 3 ( [a'j ' 	Vr2 r3 ] ) I 
where a'ji and a"j1 do not equal s 1 w in any bracket, and all brackets have 
their unique maximal entry at the right hand end. Now rl is a cycle, and so 
all contributions to 3TI from 3A' which lie in F_ 2/F_ 3 must cancel each other 
sep4rately from any contributions to arl from 3B' and 3C". The linear 
independence result at (3.3.3.) now applies to these contributions to 3A', to 
imply that 
'(J. R) 	[s_ 1 w , [a"j , [a' 	
51(j) r Vr2 r3 ]]] 	= 0 
and applying the result again for this sum, either 3a'i = 0 in each bracket of 
A', or the corresponding constant term must be zero. The former of these 
two, together with the assumption that au implies that each 
a'ji = s -  ivpq, for some p and q, in each bracket of A'. So r can be written: 
Ti = 3 	+ I '(J,R) 	IS- 1 Vil i2 IS- l W r l , S 1 Wr2Vr3 r4 ]] 	+ B' + C' 
where 3(s- 1 Vil i2) = 0. 
In the above sum, write Xj = 	R X(J,R) [s 1 w'1 5 1 W2 vr3 r4 1 ; for each 
J 	= (ii i2). Then consider the component of 3XJ in F_ 1 for each J. 
Claim. 3Xj has zero component in F_ 1 /F_2 , for each J. 
Proof of Claim. The component of aX j in F_ 1 /F_ 2 has an entry in each 
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bracket of maximal weight, and this is the unique such entry. Now, 
= ± I Esvj , Xj] 
and the component of A' which lies in F_ 2/F_ 3 must sum to zero 
independently of contributions to arl from 3B' and SC', and further, this 
component can be arranged so as to have the unique entry of maximal 
weight in each bracket at the right hand end of that bracket, and thus satisfy 
the hypotheses of (3.3.3.). Thus, by that result, the component of 3XJ  in 
F_ 1 /F_2  for each J must be zero, or the corresponding constant term must 
vanish. End of proof of claim. 
Now consider 3Xj , for each J. Certainly ( aX j ) = 0. But 3 Xj is in F_2 
by the above claim; therefore, (A.4.2.) above applies, and 
ax j = axj 
for some x j in F_ 2 . This is because 3X j is of length 3, and since I n I 
2n-2 , then I 3X j < 2n-2 - (k-i) - 1 < n+k-3. Therefore, for such an x, 
- Xj) = 0. Now write 
Tj = 	+ 	[s'vj 'Xj - xj I + 	[ 5 1 Vj , Xj I + B' + C' 
=+ I [s 1 v,X]+B'+C"; 
where Xj =Xj - Xj , and C" has incorporated the extra terms of F_ 3 from xj 
and 3X j = 0. 
Claim. It is possible to assume I Xj > n- 1. 
Proof of Claim. For each J, it is possible to consider only homogeneous 
degree components of X , since these must all go to zero under 
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independently of each other. For such a homogeneous degree term of any 
Xj of degree < n-2, (A.4.1.) applies, to imply that this must also be exact. So 
each Xj can be written 
Xi = 3() + X(.1) J 
where X1_1 J  is of degree > n-i. Now the 3 can be 'pulled past' the first 
term in each bracket of A' containing the X 'S, to give: 
= c ± 1 3 ( [SVJ , E) i I ) ± I [SVJ , X_ 	] + B' + C" 
End of proof of Claim. 
So it has been proved that a length 3 element which is closed can be 
written 
Tj = aç' + I [s 1 vj , Xj ] + B' + C" 
where X j is 3-closed, so B' + C" is a cycle, and B' is in F_ 2/F_ 3 and consists 
of a sum of brackets having more than one entry of maximal weight in each 
bracket, and C" is in F_ 3 . Since B' + C" must be a 3-cycle, it is possible to 
use an identical argument to the latter part of (A.3.1.) above, employing the 
universal enveloping algebra. In L(s 1 H, 3), B' + C" is a 3-cycle, and since 
B' + C" is a sum of brackets which either have more than one entry of 
maximal weight in each bracket, or are in F_3; then either (A.1.4.), or a simple 
degree argument and (A.1.3.) apply respectively, to give that there exists, for 
every entry u in B' + C", some element s 1 wu of s 1 H, such that 
3s 1 u = - [s- 1w , u] + terms not involving s 1 w. 
These facts transfer in 	an 	obvious 	way to 	corresponding facts 	about 




i(B' + C") = 	X j bji 00 bJ2 ® b3 
it is possible, as in (A.3.1.), to write all tensors having first entry equal to 
s- 1w as: 	 - 
s 1 w ® bJ2 ® bj3 = ± d ( S 1 Wbj2 ® bi3) ± b12 0 S- 1 w ® b 
± 5 1 (Jbj2 ® db3 ± 1 	4 1 b'j 1 ® b'j2 ® b'J3 
where, if bJ2 equals 	the second of the terms on the right hand side can 
be omitted, and a 1/2 placed before the first term; and in the last sum, b'ji 
is not equal to s 1 w, for any b'ji. So without loss of generality, it is possible 
to write 
i(B' + C") = dy + I X'j 	bji ® bJ2 0 bj3 
where no bji equals s 1 w in any tensor. Since i(B' + C") is a cycle, by 
considering the contributions to d(i(B' + C")) of the form 
s 1 w ® Wil 0 bj2 ® bj3 
coming from d(bj1) in each tensor, it is easy to see that dbj1 = 0 for all bji 
Because of the way that these entries were rearranged, this implies that 
bj1 = S 1 V pq for some p and q. So now it is possible to write 
i(B' + C") = dy + I X'j 5 1 Vj1 i2 ® bJ3 0 bj4 
where d(5 1 vj1 i2) = 0. Repeating this last argument gives eventually that 
i(B' + C") = d(y') + X X"j s 1 vj1 ® 5 1 Vj2 ® s 1 vj3 
+ I i'j 5 1 VJ1 @ s 1 vj2 0  s1w 
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te 
The DGLinverse for i is simply a 'shuffle' type of map, 
r: T(s 1 H) 	 ) L(s 1 H*) 
so r( S 1 vji 0 s- I Vi2 0 S- 1 w ) can be written , using the Jacobi identity, 
r( S 	S1Vj2 0 5 1 W ) = I BJ,R [5 1 vr1 , Es 1 vr2 , sw11 
All terms in B' have more than one entry of maximal weight in each bracket, 
so the same is true of all brackets in this latter expression, and so by 
(A.1.4.), there exists some element of s 1 H, for each such bracket appearing 
in the expression, such that 
3(s 1 wvr2) = - [s 1 w , 5 1 vr2] + terms not involving s 1 w 
Therefore, it is possible to write 
	
B' + C" = ri(B' + C") = r( I X" j S 1  vjj ® 5 1 Vj 	s 1 vj3 
± : UJB(J,R) [s 1 vrl , Es 1 vr2 , s 1 w]] 	+ 	rd (c) 
But r is a DG map, and so rd(a) = a(r(ct)) ; and remembering that r is a 
'shuffle', 
B' + C' = a ( r() ± I ji'j 8(JR)  [5 1 vr1 , 5 1 wvr2 I ) 
+ I X" i [svj1 , [5 1 v12 , 5 1 Vj3 ]] 
for some X". Finally, by putting the above pieces together, it is possible to 
write: 
TI = c" + j IS-'Vi , X] + X X" i [s1vj1 , ES 1 Vj2 , S 1 Vj3 II 
where IXj I > n-i, and 3X J = 0. QED 
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A.4.4. Corollary. (Proposition 5.1.1.) 
Let H be a Lefschetz algebra of type H(n,k) with n < 2k-1. Then in 
degrees 3. 2n-2, the bracket length > 3 terms of H( L(s1H* , ) ) are 
spanned, as a vector space, by the following elements:- 
1. Bracket length > 5 - all terms zero. 
2. Bracket length 4 
if n = 2k-1, then in degree 2n-2, types 
[s 1 vkP , [5 1 Vkq Is- 1 V , S_ I Vks111  
zero otherwise. 
3. Bracket length 3 
types [s 1 v 	ES 1 V pq S 1 Vrs]] 
elements of type [s 1 v , X] ; where X jj is 
s-closed and of degree > n-i. 
Proof. Combine the results of (A.3.2.) and (A.4.3.) . QED 
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