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Abstract
Land, atmosphere, and oceans interact with each other through energy, mass, and momentum
exchanges. These interactions regulate climate variability and influence climate changes at the regional
scale. One notable example of highly influential land-atmosphere-ocean interactions on regional climates
is monsoonal systems that influence a substantial portion of the world’s population. In this dissertation, the
present and future climates of West Africa (WA) and South America (SA), two important monsoon regions,
were studied utilizing Regional and Global Climate Models (RCMs and GCMs), mathematical techniques
and data mining tools, and observational data (in-situ, remote-sensing, and reanalysis). The objective is to
advance our understanding on the role of land-atmosphere-ocean feedbacks, especially vegetation-climate
interactions, in the climate variability, change, and extremes over these regions. Special attention was given
to the improvement of climate simulations and reliability of future climate projections by quantifying and/or
reducing uncertainties from multiple sources. As part of this dissertation, two new approaches concerning
regional climate modeling and projection were developed, each pertaining to one of the geographic
domains. One is the Ensemble-based Reconstructed Forcings (ERF) method that faithfully reproduces the
Multi-Model Ensemble (MME) mean but requires only a fraction of the computational cost of the
conventional MME approach, which is critical for reducing the high uncertainties in the outlook of future
precipitation change over WA. The other newly developed approach tackle the nesting practice, a major
source of RCM bias that causes (large-scale) circulation in SA to drift away from that of the driving GCMs.
To this end, a new paradigm of regional climate modeling was proposed that includes the influential oceans
within the RCM domain to better resolve the large-scale circulation of the SA climate. Results from a fully
coupled regional climate model, with and without dynamic vegetation, revealed significant influence of
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vegetation-climate interactions on the mean and variability of the surface hydroclimate of the two regions
of focus. Precipitation, surface temperature, evapotranspiration, and soil moisture were all strongly
influenced. In particular, results from both numerical experiments and observational data analysis indicated
that tropical oceanic variability plays a dominant role in precipitation variability over SA, including the
unprecedented extreme drought of 2016; in addition, greenhouse gas warming was found to significantly
contribute to the amplification of the 2016 drought, especially during the pre-monsoon season. Natural
vegetation dynamics improves the model performance in capturing the anomalies of surface water storage
but has a negligible impact on precipitation anomalies of this extreme drought. Results of this research help
advance our understanding and improve our capability to quantify and predict climate variability, change,
and extremes over WA and SA.
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Chapter 1: Introduction

1

The Earth system is composed of different components including land surface, atmosphere, and ocean.
The interactions between the Earth’s components regulate the exchange of energy, mass, and momentum
within the system. Over land, various factors including topography, latitude, soil features, and vegetation
cover render a largely heterogeneous surface. Land-atmosphere interactions interplay with large-scale
oceanic and atmospheric drivers to modulate the regional features of the climate system. Among all of the
factors, vegetation is a key component in the land-atmosphere coupling. Vegetation interacts with and
influences the atmosphere. It controls the rate of moisture exchange from the soil to the atmosphere through
evapotranspiration, regulates surface radiation and temperature through surface albedo and ratio of latent
to sensible heat, and influences vertical mixing and turbulence due to roughness length. On the other hand,
atmospheric fields (i.e. temperature, precipitation, cloudiness, and CO2 concentration) feedback on
vegetation distribution by modulating vegetation growth, mortality, phenology and competition (Xue, et
al., 1993; Wang, et al., 2000; Cox, et al., 2000; Bonan, 2008; Swann, et al., 2010; Yu, et al., 2014; Swann,
et al., 2015).
The strength of biosphere-atmosphere interactions varies from one region to another. West Africa (WA)
and South America (SA) are two well-known hotspots of biosphere-atmosphere interactions. The West
African Monsoon (WAM) circulation is the main feature of WA climate. Driven by the strong land-ocean
(meridional) contrast, WAM (therefore WA climate) is sensitive to land surface conditions including soil
moisture availability and vegetation. The concept of land cover impact on precipitation variability over WA
was first introduced by Charney, who claimed desertification and associated albedo changes could have
contributed to intensification of the Sahel drought over the second half of the 20th century (Charney, et al.,
1975; Charney, et al., 1977). This idea evolved into a comprehensive field of study on biosphereatmosphere interactions (Xue, et al., 1993; Xue, 1997; Zheng, et al., 1998; Wang, et al., 2000; Cook, 1999;
Patricola, et al., 2008) involving the representation of vegetation processes, vegetation response to climate
variability and changes, and feedback from vegetation to atmospheric processes at both the regional and
global scales. Precipitation variability and change in West Africa (a hotspot of strong coupling between
2

land surface and atmosphere (Koster, et al., 2004)) remains a major focus of biosphere-atmosphere
interaction studies. The extent to which land surface affects WA’s precipitation has been repeatedly
challenged by studies emphasizing the role of large scale oceanic forcing (in terms of SST variability in
Atlantic, tropical Pacific and Indian oceans) as the dominant driver of inter-decadal variability of Sahel
rainfall. In these studies, the role of land surface-atmosphere interactions is mostly seen as a local amplifier
that enhances what is remotely forced by the oceans (Folland, et al., 1986; Palmer, 1986; Giannini, et al.,
2003; Giannini, et al., 2008; Giannini, et al., 2008). The prominent observed role of the SST forcing,
however, is no longer found to be dominant in the future climate of the region, as atmospheric greenhouse
gases are likely to have a substantial effect on Sahel rainfall unmediated by SST (Biasutti, et al., 2008).
Similar to WA, the SA climate is characterized by the monsoonal circulation and a strong landatmosphere-ocean coupling (Zhou, et al., 1998). The seasonal and inter-annual variability of Sea Surface
Temperature (SST) in the adjacent oceans control inter/intra annual precipitation and moisture convergence
in the region by shifting the Inter Tropical Convergence Zone (ITCZ), modulating the strength of easterly
trades, and perturbing the large-scale circulation drivers of SA climate i.e. Walker circulation, Hadley Cell,
and Rossby Waves (Aceituno, 1988; Fu, et al., 2001; Grimm, 2003; Garreaud, et al., 2009). Precipitation
variability and corresponding changes in soil water regulate the vegetation growth/density which then feeds
back on the atmosphere by regulating evapotranspiration and the exchange of water/energy fluxes between
the land and atmosphere (Roy, et al., 2002; Wang, et al., 2011; Sörensson, et al., 2011). Surface
evapotranspiration -contributing 25-50% of total precipitation- along with low-level moisture convergence
moisten the planetary boundary layer and decrease top of the atmosphere temperature during the wet season
(Eltahir, et al., 1994; Fu, et al., 1999; Sun, et al., 2015; Wright, et al., 2017). The warm, moist land surface
destabilizes the lower troposphere lapse rate which reduces the convection inhibition energy and therefore
facilitates deep convection over tropical SA (Fu, et al., 1999; Roy, et al., 2002; Sörensson, et al., 2011).
Moreover, temperature increases, CO2 fertilization, and changes in frequency and intensity of drought and
flooding events in the future climate of the region are anticipated to profoundly alter vegetation features in
3

the Amazon (Oyama, et al., 2003; Cox, et al., 2004; Nobre, et al., 2016). The earliest attempt to include
vegetation-climate interactions in future climate projections revealed a significant amplification of 21st
century global warming (Cox, et al., 2004). The first dynamic vegetation (DV) simulations found that soil
carbon and simulated Amazonian rainforest dieback contributed to the additional increase of atmospheric
CO2 levels, and both were identified as major drivers in the intensification of greenhouse warming (Cox,
et al., 2000). To evaluate the impacts of climate change on South American climate and vegetation, Cook
and Vizy [2008] ran a RCM asynchronously coupled to a potential vegetation model at 60km resolution.
Their results for the end of the 21st century suggested a 70% reduction in areal extent of the Amazon
rainforest from vegetation-climate interaction alone, highlighting an imperative need to incorporate DV
into future regional projections (Cook, et al., 2008). Advanced high-resolution climate models capable of
resolving the dynamic interactions of climate and vegetation are therefore essential in studying both
present-day and future climate and vegetation of SA and WA.
In the current study, I used RegCM4.3.4-CLM4.5-CNDV, a “state-of-the-art” regional climate system
model with interactive vegetation that co-evolves with the atmospheric and surface physical climate (Wang,
et al., 2016). With the advancement of climate models over the past few years, treatment of vegetation in
the models has started to shift from prescribed static vegetation schemes to fully prognostic interactive
vegetation schemes. In the static schemes, vegetation is not allowed to interact with the state of climate.
This introduces potential inconsistencies between the prescribed vegetation and the model physical climate.
The projected change of climate forced by CO2 fertilization is anticipated to trigger substantial changes in
vegetation cover and distribution in the future climate that cannot be resolved in the static vegetation scheme
(Foley, et al., 2000; Yu, et al., 2014). Synchronously coupled models, however, are capable of resolving
the two-way feedbacks between the land surface and atmospheric boundary layer including moisture,
energy, and momentum exchanges at each time step. Implementing dynamic vegetation (DV) in climate
models can be beneficial in simulating a more physically realistic and bioclimatically consistent model
framework (Patricola, et al., 2009; Alo, et al., 2010; Xue, et al., 2012; Wramneby, et al., 2010; Zhang, et
4

al., 2014).
In the latest version of the Coupled Model Inter-comparison Project (CMIP5), several modeling groups
were able to successfully upgrade their GCMs to Earth system models with advanced land surface
components capable of resolving the growth, mortality, and competition of vegetation. However, Global
Climate Models (GCMs), with resolutions of a few hundred kilometers, are still too coarse to resolve the
extreme heterogeneity of the land surface and the strong regional-dependent nature of the climate system.
Regional Climate Models (RCMs) nested in GCMs are needed to resolve the physics and dynamics at the
smaller scale. Yet, consideration of vegetation-climate interactions in RCMs is at a very early stage. While
many studies in the literature have unveiled development and testing of coupled dynamic vegetation
schemes in RCMs (Chen, et al., 1994; Eastman, et al., 2001; Kumar, et al., 2008; Winter, et al., 2009; Smith,
et al., 2011; Wilhelm, et al., 2014; Garnaud, et al., 2015), few have reported the application of such models
in regional climate projections (Cook, et al., 2008; Wang, et al., 2016; Yu, et al., 2015; Garnaud, et al.,
2015). Incorporating the vegetation dynamics in the RCMs is especially important for West Africa (WA)
and South America (SA) where previous studies have emphasized the role of biosphere-atmosphere
interactions in the hydroclimate of these regions.
The main objectives of this research were to advance the current understanding of the biosphereatmosphere feedbacks and mechanisms over WA and SA, and to investigate the relative strength of largescale (atmospheric/ocean) versus regional-scale (land/atmosphere) drivers in regulating climate variability
and extremes over these regions. Special attention was dedicated to improving climate simulations and
reliability of future projections by quantifying/reducing two major uncertainty sources in the models;
uncertainties related to the Lateral Boundary Conditions (LBCs) and nesting-related uncertainties.
The final results of my PhD research are presented in the following six chapters.
Chapter 2 presents my research on the impacts of vegetation dynamics on simulation of the present and
future climates of West Africa (WA). WA is one of the most vulnerable regions to climate change, and
5

dependency on rain-fed agriculture leaves a large portion of the population vulnerable to drought-induced
famine (Druyan, 2010; Patricola, et al., 2009; Wang, et al., 2016). It is also well known that predicting
future precipitation changes in this region is particularly problematic for climate models (Druyan, 2010;
Biasutti, et al., 2008; Giannini, et al., 2008). The conventional Multi-Model Ensemble (MME) approach, a
widely accepted technique for characterizing different uncertainty sources in climate model outputs, was
implemented to reduce model-related uncertainty in future projections (Hagedorn, et al., 2005; Tebaldi, et
al., 2007; Knutti, et al., 2010; Weigel, et al., 2010; Collins, et al., 2012)
In chapter 3, I discuss the proposed and tested “Ensemble-based Reconstructed Forcing” (ERF)
approach. This new method conducts multi-model ensemble averaging in regional climate modeling while
addressing major shortcomings of the conventional MME approach for regional applications. Our results
show that the method successfully reproduces the MME ensemble mean at a fraction of the computational
cost required by the conventional MME method.
In chapter 4, I address the major uncertainty sources in high resolution limited area RCMs. The oneway nesting method, in which a high-resolution RCM is nested to another model (usually a GCM) with
lower resolution, is the most widely used technique to expose the large-scale boundary conditions to
regional domains (Denis, et al., 2002). Numerous studies, however, have shown that nested limited area
models solely forced by LBCs fail to efficiently resolve the large-scale drivers, resulting in conflicts
between the large-scale features of the RCM and those of the driving GCM (von Storch, et al., 2000;
Miguez‐Macho, et al., 2004; Otte, et al., 2012; Chikhar, et al., 2017). To address this issue, we proposed a
new paradigm of regional climate modeling requiring a domain much larger than is currently recommended
by international coordinated downscaling projects, including CORDEX. The use of significantly larger
domains enables the RCM to explicitly resolve atmospheric processes over influential remote oceans and
enhances the representation of large-scale drivers in the RCM. The method is tested as an alternative to
using external nudging and suppressing the RCM dynamics to fix the RCM’s climate drift.
6

In chapter 5, I present our analysis of climate variability and extremes over South America with a focus
on recent extreme droughts. Tropical South America has been considered a drought hotspot for future
climate projections (Cox, et al., 2008; Seneviratne, et al., 2012; IPCC, 2013; Marengo, et al., 2016) and the
observed present-day climate (Phillips, et al., 2009; Lewis, et al., 2011; Xu, et al., 2011). In the past decade
(2005 to 2016) alone, the region has experienced several extreme drought events, including the recordbreaking droughts of 2005 and 2010 (Phillips, et al., 2009; Lewis, et al., 2011; Xu, et al., 2011) (Lewis, et
al., 2011; Marengo, et al., 2011) (Marengo, et al., 2013; Marengo, et al., 2016; Pereira, et al., 2014). Our
analysis in this study documents the development of another extreme drought over tropical SA in 2016. We
examined the spatial extent, temporal evolution, and severity of the 2016 drought and its manifestation in
terrestrial water storage (TWS) and vegetation greenness, based on multiple gridded observational data sets.
By using a statistical model and implementing hypothesis testing we also concluded that the historical longterm SST-rainfall relationship significantly under-predicts the observed precipitation anomalies for the
2016 drought.
Chapter 6 presents the research I conducted to examine the impact of vegetation dynamics on climate
variability and extremes in SA. We paid special attention to recent hydrological extremes over the study
domain and potential contribution of natural vegetation-climate feedbacks to amplification or dampening
of these events. The results indicated a significant influence of vegetation dynamics on inter-annual
variability of temperature but no significant impact on precipitation. Comparison of the 2016 drought (and
the previous extreme droughts over the domain) in simulations, with and without dynamic vegetation,
revealed that the impacts of vegetation-climate interactions were nearly negligible on the meteorological
drought yet quite noticeable on the agricultural and hydrological aspects of the recent droughts over the
domain.
To quantify the potential contributions of anthropogenic warming to intensification of the 2016 drought
over SA, I conducted a model-based attribution study which is presented in chapter 7. The results indicated
a significant influence of the observed warming trends on amplification of the 2016 drought over the dry
7

(JJA) and pre-monsoon (SON) seasons.
In Chapter 8, I provide a summary of the main conclusion of my PhD research and potential directions
for future studies on this topic.

8

Chapter 2: Impact of dynamic vegetation on present-day and future climates of West Africa

9

2.1 Introduction
Current generation of climate models strongly agree on predicting a globally warmer earth (IPCC,
2013). However, regional patterns of the predicted changes especially in variables related to water resources
are subject to substantial uncertainties. As one of the most vulnerable regions to climate change, West
Africa (WA) is well known for the difficulty in predicting its future changes of precipitation (Cook, 2008).
The region’s high dependency on rain-fed agriculture has left the population highly susceptible to droughtinduced famine. Since the societal sustainability of the region is acutely sensitive to climate, development
of future adaptation strategies depends on reliable prediction of climate trends (Druyan, 2010; Patricola, et
al., 2009; Wang, et al., 2016). Climate models, however, provide a rather uncertain outlook for the future
rainfall in the region, leaving the question of “drier or wetter Sahel?” a topic of continuous debate (Druyan,
2010; Biasutti, et al., 2008; Giannini, et al., 2008).
The IPCC third and fourth Annual Reports (AR3 and AR4) documented a lack of consensus among the
GCMs in projecting future rainfall changes in WA (IPCC, 2001; IPCC, 2007; IPCC, 2013; Cook, 1999;
Patricola, et al., 2009; Druyan, 2010). The model disagreement remains unresolved in phase 5 of the
coupled model inter-comparison project (CMIP5) despite significant improvements of the models in many
aspects (IPCC, 2013; Nicholson, 2013; Biasutti, 2013). On the other hand, Regional Climate Models
(RCMs) tend to produce more consistent projections for WA, in spite of the considerable disagreements
among the driving GCMs (Patricola, et al., 2009; Buontempo, et al., 2015; Dosio, et al., 2015). This is
mainly attributed to the RCMs physics dominating over the signal imposed by large scale forcing over WA,
and to a lesser extent, the coarse representation of surface conditions in the GCMs being unable to capture
the heterogeneous topography, land cover and land surface (LS) features of the region (Kumar, et al., 2008).
Applying the RCMs with finer resolutions and a land surface parameterization optimized for the domain is
expected to better capture the strong meridional gradients of land surface over WA (Patricola, et al., 2009;
Wang, et al., 2012).
10

For RCM applications, the common approach of prescribing a static land cover is considered a major
limitation. Several studies have suggested that significant changes in vegetation are anticipated as climate
and CO2 concentration continue to change in the future (e.g., Yu et al., 2014). Implementing dynamic
vegetation (DV) in climate models can potentially be beneficial in leading to a physically more realistic
and bioclimatically more consistent model framework (Patricola, et al., 2009; Alo, et al., 2010; Xue, et al.,
2012; Wramneby, et al., 2010; Zhang, et al., 2014). This is crucial for WA where previous studies have
emphasized the role of land-atmosphere (LA) interaction in precipitation variability throughout the region.
The concept of land cover affecting precipitation variability over the Sahel was first introduced by
Charney who considered changes in precipitation during the second half of the 20th century Sahel drought
as results of desertification and associated albedo changes (Charney, et al., 1975; Charney, et al., 1977). It
then evolved into a comprehensive field of study on biosphere-atmosphere interactions (Xue, et al., 1993;
Xue, 1997; Zheng, et al., 1998; Wang, et al., 2000; Cook, 1999; Patricola, et al., 2008) that tackles the
representation of vegetation processes, vegetation response to climate variability and changes, and feedback
from vegetation to atmospheric processes at both regional and global scales. Precipitation variability and
change in West Africa (a hotspot of strong coupling between land surface and atmosphere (Koster, et al.,
2004)) remains a major focus of biosphere-atmosphere interactions studies.
West African Monsoon (WAM) circulation is the main feature of WA climate. Driven by the strong
land-ocean (meridional) contrast, WAM (therefore WA climate) is sensitive to land surface conditions
including soil moisture and vegetation. Vegetation plays a critical role in mass and energy exchange
between land surface and the overlying atmosphere through modulating surface albedo (which influence
surface radiation) and ET (which influences the partitioning of the net radiation into latent and sensible heat
fluxes). It therefore affects surface climate as well as atmospheric convection and large-scale circulation
and moisture fluxes, which then feedback to further influence soil moisture and vegetation (Charney, et al.,
1975; Xue, et al., 1993; Xue, 1997; Cook, 1999; Sylla, et al., 2016; Wang, et al., 2016).
11

The extent to which land surface affects WA’s precipitation, however, has been repeatedly challenged
by studies that emphasize the role of large scale oceanic forcing (in term of SST variability in Atlantic,
tropical Pacific and Indian oceans) as the dominant driver for the interdecadal variability of Sahel rainfall.
In these studies, the role of land surface-atmosphere interactions is deemed mostly as a local amplifier that
enhances what is remotely forced by the oceans (Folland, et al., 1986; Palmer, 1986; Giannini, et al., 2003;
Giannini, et al., 2008; Giannini, et al., 2008). Some studies, however, found that the prominent observed
role of the SST forcing would be no longer dominant in future climate of the region when atmospheric
greenhouse gases are likely to exert a substantial effect on Sahel rainfall unmediated by SST (Biasutti, et
al., 2008). This finding aligns well with that of studies investigating underlying mechanisms of the abrupt
transition of North Africa from desert to a green Sahara in mid-Holocene. In this context, SST anomalies
can explain only ~20% of the rainfall variations between present-day climate and mid-Holocene (Patricola,
et al., 2008). The vegetation-climate interactions, however, were suggested as the driving mechanism of
the rapid change of northern African climate through weakening the African Easterly Jet (AEJ) and
therefore facilitating moisture transport towards the continental interior (Patricola, et al., 2008; Claussen,
et al., 1999; Ortiz, et al., 2000; Liu, et al., 2007).
To better capture the vegetation-climate interactions for the region, along with using the common
approach of static vegetation representation in RCMs, we implement a “state-of-the-art” regional climate
system model in which vegetation is interactive and co-evolves with the atmospheric and surface physical
climate. Incorporating dynamic vegetation into climate models is a subject of active research. A growing
number of GCMs are upgrading to Earth system models where advanced land surface components are
enhanced with the representation of growth, mortality, and competition of vegetation, and several modeling
groups have had the global dynamic vegetation models (DGVM) successfully validated in time to be
included in their contribution to CMIP5. The consideration for dynamic vegetation-climate coupling in
RCMs is still at a very early stage. While many studies in the literature unveiled development and testing
of coupled dynamic vegetation scheme in RCMs (Chen, et al., 1994; Eastman, et al., 2001; Kumar, et al.,
12

2008; Winter, et al., 2009; Smith, et al., 2011; Wilhelm, et al., 2014; Garnaud, et al., 2015), few have
reported the application of such models in regional climate projections (Cook, et al., 2008; Wang, et al.,
2016; Yu, et al., 2015; Garnaud, et al., 2015).
Cook and Vizy (2008) used an asynchronously coupled RCM to a potential vegetation model and
evaluated impacts of global warming on South American climate and vegetation. The results at the end of
the twenty-first century suggested a 70% reduction in the extent of the Amazon rain forest just through VC interaction highlighting the imperative need to incorporating DV into future regional projections (Cook,
et al., 2008). In another study, Community Land Model’s (CLM) DGVM was asynchronously coupled with
RegCM3 and the resulting model was used to evaluate the role of dynamic vegetation in regional projection
of future climate change in West Africa (Alo, et al., 2010; Wang, et al., 2012). The results also suggested a
strong sensitivity of the simulated hydrological processes and other climatic fields and the terrestrial
ecosystem to inclusion of vegetation feedback. However, results from these studies are subject to
uncertainties related to the asynchronous coupling between two models that may not be consistent in
treating processes that are solved in both models (e.g., surface moisture and heat fluxes). For improving
model ability in capturing moisture, energy and momentum exchange between land surface and the
atmospheric boundary layer, synchronously coupled models are desirable that captures the two-way
feedback between the two components of the climate system within each time step. To this end, Wang et
al. (2015) developed the coupled RegCM-CLM-CNDV model and tested its performance over Tropical
Africa. The model was used to investigate the sensitivity of future climate projections to vegetation
dynamics (Yu et al., 2015) based on results from the coupled model driven with lateral boundary conditions
(LBCs) from two individual GCMs.
In this study we evaluate the uncertainties related to the LBCs using the conventional Multi-Model
Ensemble (MME) approach (Knutti, et al., 2010) by driving the regional model with LBCs from multiple
global models. Among the various sources of uncertainty in climate model simulations, the largest
contribution by far comes from the model structure uncertainty (Knutti, et al., 2010). For several generation
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of climate models, there is a long list of studies documented in literature indicating that multi model average
of present-day climate agrees better with observations than any single model (Tebaldi, et al., 2007; Knutti,
et al., 2010; Weigel, et al., 2010). Compared with single model simulations, taking a combination of
multiple models into consideration is also a pragmatic and well-accepted technique recognized for
extracting robust climate change signal against model induced errors (as result of the errors canceling out
each other in the ensemble average) (Tebaldi, et al., 2007; Weigel, et al., 2010). It is used in the present
study to reduce the model-related uncertainty in future projections over WA domain. In the following, we
first present the model description and experimental design in section 2. Section 3 presents the model
results, followed by a summary and conclusions of the work in section 4.
2.2 Methodology
2.2.1 Model description
The regional climate system model of Wang et al. (2016), RegCM4.3.4-CLM4.5-CN-DV, is used in
this study. The model resulted from the coupling of the International Center for Theoretical Physics (ICTP)
Regional Climate Model Version 4.3.4 (RegCM4.3.4) (Giorgi, et al., 2012) with the National Center for
Atmospheric Research (NCAR) Community Land Model (CLM) version 4.0/4.5 (Oleson, et al., 2010;
Lawrence, et al., 2011; Oleson, et al., 2013) as the land surface scheme. RegCM4.3.4 is a hydrostatic limited
area model which is integrated on an 18-layer sigma-p vertical coordinate system and 50-km horizontal
Arakawa B-grid system.
CLM4/4.5 features a hierarchical data structure in each grid cell, five different land unit types, fifteen
soil layers, up to five snow layers and 16 different Plant Functional Types (PFTs) to represent land surface
heterogeneity when solving surface hydrological, biogeophysical, biogeochemical and ecosystem
dynamical processes (Lawrence, et al., 2011; Wang, et al., 2016). The CN-DV model is an optional
component of CLM model. If CN-DV is inactive, vegetation structure and distribution in the model will be
prescribed according to observed data sets. When CN-DV is active, the CN component simulates the
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terrestrial carbon and nitrogen cycles, plant phenology and mortality, and estimates leaf area index (LAI),
stem area index (SAI) and vegetation height; the DV component predicts fractional coverage of different
PFTs and their transient changes at an annual time step based on the CN-estimated carbon budget and
accounting for plant competition, establishment and survival.
2.2.1

Multi model ensemble and data description

In this study, the 6-hourly lateral boundary conditions for the regional climate model were derived from
four GCMs including the NCAR Community Earth System Model (CESM) CCSM4 version, Geophysical
Fluid Dynamics Laboratory (GFDL), Model for Interdisciplinary Research on Climate-Earth System Model
(MIROC-ESM), and Max Planck Institute Earth System Model (MPI-ESM-MR). These models are chosen
out of the CMIP5 pool based on several considerations: the performance of a global model in capturing
present-day climate features in West Africa (Cook, et al., 2006; Roehring, et al., 2013), the performance of
CLM4.5-CN-DV in reproducing present-day vegetation distribution in West Africa when driven with
present-day climate from a global model (Yu et al., 2014), and the performance of our regional climate
model with prescribed vegetation when driven with LBCs from a global model. We use an unweighted
multi model ensemble (MME) approach in the present study in which four different sets of simulated results
are combined and averaged to construct the MME mean, which is widely implemented in IPCC analyses
(IPCC, 2007; IPCC, 2013).
The model results have been validated against different sets of observed data. The University of
Delaware (UDel) monthly data with a 0.5˙ spatial resolution (Legates and Willmott 1990b, 1990a) is used
as the observational reference for precipitation and 2-meter temperature. The latest version of the Global
Inventory Monitoring and Modeling Studies (GIMMS) monthly LAI data (Zhu, et al., 2013) and the
MODIS-derived spatial coverage for different PFTs (Lawrence, et al., 2007) are used to compare the
modeled vegetation distribution with observations.
2.2.3 Experiment Design
15

The performance of the coupled model driven with LBCs from ERA-Interim in simulating the regional
system in West Africa, with and without vegetation dynamics, was tested and documented in Wang et al.
(2015). As the focus of this study is on future projections, all LBCs are derived from global models. Two
sets of experiments are designed, corresponding to the present (CMIP5-historical) and future climates
(CMIP5-RCP85) over WA domain. Each set includes four different simulations, corresponding to the four
GCM sources of LBCs. The present day integrations span over 1980-2000 while future simulations are
carried out for 2080-2100. In order to investigate impacts of carbon-nitrogen cycles and dynamic vegetation
on the model simulations, each set consists of two different model configurations: one has the CN-DV
component enabled (RCM-CLM-CNDV) whereas the other doesn’t (RCM-CLM).
The model domain extends from 53˙E to 32˙W and 20˙S to 35˙N (Figure 2.1), with a 50-km horizontal
grid cell system and 18 vertical layers from surface to 50 hPa. The domain is chosen to ensure that the
region of interest sets far away from the boundaries. The model parameterization is the same as the one
used in Wang et al. (2015) and Yu et al. (2015), which has been optimized through previous applications
of the model over the same region that emphasizes accurate simulation of precipitation seasonality and the
northward penetration of the monsoon (Alo, et al., 2010; Wang, et al., 2012; Yu, et al., 2014; Saini, et al.,
2015).
In addition to initial land surface biogeophysical conditions required of all simulations, the RCM-CLMCNDV experiments also require initial vegetation conditions including carbon and nitrogen storages. To
derive these initial conditions, for each of present and future experiments, we first ran the CLM-CN-DV
offline simulation for 200-years, cycling the twenty-year (1981-2000 for present and 2081-2100 for future)
atmospheric forcings produced by RCM-CLM 10 times. The resulting state of natural vegetation as well as
biogeophysical and biogeochemical conditions is then used to initialize the coupled RCM-CLM-CNDV
experiments. CO2 concentrations are set at 353.8 and 850 ppm respectively for present and future
experiments. The coupled RCM-CLM-CN-DV simulations are 40 years long, cycling the 20-year LBCs
forcing twice. Only the last twenty years are used for analysis. This is done to spin up the coupled model
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to eliminate the impact of initial conditions on the coupled vegetation-climate system.
2.3 Results and discussion
2.3.1 Present-day climate and vegetation simulation
WA climate is characterized by the West African monsoon circulation and its seasonality. Except for
areas along the coast, climatology features two distinct seasons: a dry season in boreal winter with no to
very little rain and a wet season in boreal summer with a rainfall amount that nearly equals the annual total.
The monsoon system contributes most of the summer precipitation. It usually starts in June, peaks in
August, and retreats from September on. Figure 2.2. 1 shows the June-July-August-September (JJAS)
present-day precipitation and surface temperature from the UDel data, which is used as the observational
reference for evaluating models’ biases for the present day simulations. The box illustrated in Figure 2.2.
1a denotes the region used in calculating the Mean Absolute Error (MAE). Both precipitation and
temperature show strong meridional gradients. Maximum precipitation is located along the 10˙ N in WA
and the highest temperatures are observed over the Sahara (Figure 2.2. 1b). RCM-CLM-CNDV presentday precipitation and temperature under all four LBCs along with outputs from the corresponding GCMs
are presented in Figure 2.2. The RCM is more successful in capturing the monsoon northward penetration
to the continental interior. Overall, comparing GCMs and RCM results (Figure 2.2) with the observations
(Figure 2.1) reveals that the RCM generally does a better job in reproducing the detailed spatial patterns
for both variables. In addition, the RCM captures the abrupt shift of precipitation at the monsoon onset from
the coastal region to approximately 10N (Saini, et al., 2015) while GCMs all produce a gradual northward
progress of the rain belt (results not shown).
The present-day model Bias for both RCM-CLM-CNDV and RCM-CLM are shown in Figure 2.3 (for
precipitation) and Figure 2.4 (temperature). Precipitation simulation in both RCMs considerably varies with
the LBCs used, with underestimation over the Sahel when driven with CCSM4 and MIROC LBCs and
overestimation when driven with GFDL and MPI LBCs. Both models also overestimate rainfall along the
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Guinea Coast for all of the four LBCs. These biases are partly introduced to the RCMs by the original
GCMs (Figure 2.2 top) and partly specific to the RCM model. Averaging all of the four simulations in the
MME cancels out the errors to some extent and results in an ensemble average that outperforms each of the
ensemble members. However, the ensemble average for both models still overestimate precipitation over
south and southwestern WA, Guinea Gulf and central Africa while underestimating it over the Sahel and
Congo basin (Figure 2.3c and h).
Regarding surface temperature (Figure 2.4), all four LBCs result in considerable underestimation over
the Sahara Desert east of the Greenwich meridian. For the rest of the domain, using CCSM4 LBCs results
in warm biases whereas MPI, MIROC and GFDL LBCs produce cold biases. The models strong cold bias
over the Sahara (east of the Greenwich meridian) is likely to have contributed to an underestimation of WA
monsoon northward penetration in some models (Figure 2.3). Specifically, the temperature underestimation
tends to weaken the thermal low and meridional temperature gradient which then reduces westerly moisture
advection mostly as a result of weakening WA Westerly Jet (Vizy, et al., 2013). Over the Sahel, the spatial
pattern for temperature bias generally follows the precipitation bias with dry bias coinciding with warm
bias and vice versa, reflecting the importance of evaporative cooling in the surface energy budget. Similar
to precipitation (but to a less extent), MME outperforms all of the individual models in simulating surface
temperature. To facilitate detailed comparison of the performance of MME with individual simulations,
Mean Absolute Error (MAE) values are calculated using simulated and observed data over the boxed region
in Figure 2.1a. Results (Table 1) imply a generally better performance for the RCM-CLM over RCM-CLMCNDV and generally better performance of MME over individual models in simulating both precipitation
and surface temperature.
Figure 2.5 presents the fractional coverage for main Plant Functional Types (PFTs) simulated by the
model with dynamic vegetation against the MODIS-derived observed data. The model underestimates both
woody plants and grasses over the Sahel resulting in substantial overestimation of the bare ground areas.
This underestimation is also clear in Figure 2.6 where simulated Leaf Area Index (LAI) is compared with
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the GIMMS data. This vegetation underestimation stems partly from biases in the CLM-CN-DV model and
partly from biases in the RCM physical climate (dry bias over the Sahel and wet bias over southern WA
shown in Figure 2.2), and contributes to the larger precipitation bias in the RCM-CLM-CNDV model than
in RCM-CLM. As pointed out by Wang et al. (2015) and Yu et al. (2016), the feedback between dynamic
vegetation and climate amplifies both biases in the model’s physical climate and biases in the model’s
vegetation simulation. For example, the dry bias in the atmospheric forcings over the Sahel contributes to
the vegetation underestimation over there, which then triggers additional decrease in precipitation
strengthening the already dry signal over the region (Figure 2.3). This indicates a positive vegetation (V)precipitation (P) feedback operating over the. This topic will be further discussed in the 3.3 section.
Lower precipitation (and ET) levels simulated over the Sahel reduce evaporative cooling, leading to
larger warm bias over the Sahel in simulations with CN-DV than simulations with static vegetation (Figure
2.4). This mechanism reverses over the Guinea Coast and central Africa where the overestimated
vegetation density amplifies the wet and cold biases over the region (Figure 2.3 and 2.4).
2.3.2 Future changes in climate and vegetation
Although vegetation-climate interaction amplifies the models’ biases, it eliminates any potential
inconsistency between prescribed vegetation and the model physical climate (e.g., when forest is specified
where precipitation is not enough for trees to survive). Moreover, a climate model including representation
of dynamic vegetation provides the desired model capacity in the context of future projection when
information is not available to prescribe future vegetation. Based on the ensemble of the four groups of
experiments driven with different LBCs, RCM-CLM-CNDV projects a future vegetation change that
features significant increases of total vegetation cover in eastern Sahel, east of Congo basin and southern
Sahel (8˙-10˙ N) whereas significant decreases of vegetation cover over southern and southwestern Congo
basin (Figure 2.7c). The projected future increase is in the form of grass expansion over barren fields in
eastern Sahel and trees expansion into grasslands in other places (Figure 2.7a -b), resulting in a significant
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decrease in the fractional coverage of grass yet general increase of woody plants coverage. This is aligned
with the significant increases of more than 1 in projected LAI over southern WA and a slight decrease over
southern and southwestern Congo basin (Figure 2.7 d). These future changes of vegetation are qualitatively
consistent with the findings from offline simulations driven with the projected future climate from multiple
GCMs (Yu, et al., 2014), resulting from a combination of climate change and CO2 fertilization effects with
the latter being dominant.
Future changes of precipitation in both simulations with and without dynamic vegetation indicate a
general wet trend over the central and eastern North Africa yet a dry trend over the west and Congo basin
(Figure 2.8a-b). Over the Sahel, the models project a clear east-west contrast of future precipitation changes,
with a significant wet trend in Eastern Sahel and a significant dry trend in the west over Burkina Faso,
southern Mali and western Sahel. The RCM-CLM-CNDV model however, reverses the projected dry signal
simulated by RCM-CLM over Nigeria and Ghana and enhances the wet signal over Ivory Coast, Liberia
and central Africa (Figure 2.8a-b).
For surface air temperature at the end of twenty-first century, not surprisingly the models project
significant increases all over the domain (Figure 2.8c-d). The warming trend is the strongest over arid and
semi-arid regions of northern Africa (particularly western Sahara) and southern Africa (Kalahari Desert)
with maximum increases of up to 7˙C. Moving equatorward, the warming signal diminishes to 4-5 ˙C and
this decrease is stronger in runs with CN-DV (Figure 2.8c) than those without (Figure 2.8d).
Both models are consistent in projecting significantly increasing ET for the east and decreasing ET for
the west of northern Africa (above 10˙N) (Figure 2.9a and b). The pattern is perfectly linked with
precipitation changes for these areas since the vegetation is sparse and the difference in models’ vegetation
is minimized. However, the consistency begins to recede moving further southward where vegetation cover
for the two simulations begin to differ substantially. Over equatorial Africa and Ethiopia, the distinction
between the projected ET changes becomes the most pronounced as they differ in signs. Moreover, since
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ET and soil moisture are intrinsically coupled, this difference in simulated ET between the runs with and
without dynamic vegetation results in substantially different signals in the soil moisture changes (Figure
2.9c and d) that do not follow precipitation changes (Figure 2.8a and b). Over northern Africa where
vegetation difference is minimal between the two simulations, however, the spatial patterns of soil moisture
change in both models are very similar and follow those of rainfall changes.
Future specific humidity (q) increases significantly all over the domain in both simulations (Figure 2.9e
and f). The global increase of temperature causes a higher water holding capacity of the atmosphere through
the clausius-clapeyron (c-c) relationship, leading to accelerated evaporation at the global scale. This large
scale forcing underlies the increase of q across the model domain. At the local and regional scale,
availability of water and energy influences the extent of increase in regional ET and are responsible for the
regional spatial pattern of the projected changes in specific humidity (which is remarkably similar to the
spatial pattern of ET changes).
Comparing future rainfall changes projected by the RCMs with those of the corresponding GCMs
reveals a higher consistency among the RCMs simulations (Figure 2.10). Future projections from the
GCMs (left column in Figure 2.10) show some strong contradictions among the GCMs in future
precipitation trends over WA. While MIROC produces a significant increase of precipitation all over the
continent above 10˙N (Figure 2.10j), CCSM4 and MPI (Figure 2.10a,g) produce a significant decrease over
western Sahel and GFDL contradicts all of the other three models in projecting a significant dry trend all
over eastern WA (Figure 2.10d). This implies a highly uncertain GCM-based outlook for future rainfall
over the region, specifically for Sahel, an issue already pointed out in the literature for CMIP2, CMIP3, and
CMIP5 simulations (IPCC, 2007; IPCC, 2013; Cook, et al., 2006; Patricola, et al., 2009; Druyan, 2010;
Xue, et al., 2012; Nicholson, 2013; Biasutti, 2013). Both RCMs with and without dynamic vegetation,
however, are consistent in simulating significant drying trends over western Sahel and wet signals over
eastern Africa for LBCs from all four GCMs despite the conflicting signals in the LBCs over the same
regions (Figure 2.10). For eastern Sahel and east Africa, the significant dry signal in GFDL GCM (Figure
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2.10d) is replaced with weaker insignificant drying trends over south and east of Lake Chad and wet signals
over eastern Africa, northern Nigeria and central Africa in the RCMs (Figure 2.10 e,f). The RCMs’
simulations are also consistent in projecting a drying trend over Guinea Coast and western Congo basin in
spite of the wet signals in some of the driving GCMs (MPI and CCSM4 for example).
Figure 2.11 compares the vertical profile of future zonal wind at the Greenwich meridian averaged over
August against that of the present-day simulations for individual models. In all four models, the African
Monsoon (low-level) westerlies are stronger and slightly stretched northward (up to 15) in the future
simulations while the surface easterlies north of the thermal low (20-30) (Harmattan winds) are
weakened. The future zonal wind also features weakened high-level westerly jets for all the LBCs except
MPI-ESM. Compared to the present-day, future AEJ would become stronger in simulations with GFDL
and MPI LBCs (Figure 2.11a-d) yet weakened for simulations using MIROC and CCSM4 LBCs. These
changes in future zonal wind are associated with changes in the future monsoon regimes (not shown here).
Considering the positive feedback between the AEJ strength and the dryness over Sahelian WA (Cook,
1999), the stronger AEJ for the GFDL and MPI LBCs should be associated with a dryer Sahel in the future,
especially near the latitude of the jet. The future rainfall changes for both GFDL and MPI (shown in Figure
2. 10e-f) affirm this relationship.
2.3.3 Effect of vegetation on climate simulations
Incorporating dynamic vegetation into the model offers two intrinsic advantages: 1) removing the
potential inconsistencies between the prescribed static vegetation and the model physical climate and 2)
developing the model capacity in simulating future terrestrial ecosystems along with future climate. The
inconsistency in the model physics emerges when prescribing static vegetation in the model results in a
model physical climate that doesn’t meet the growth/survival requirements of the specified vegetation.
Figure 2.12 shows the present-day LAI and the fractional coverage of the main PFTs simulated in the RCMCLM-CNDV model driven with all LBCs. The distinct differences between the vegetation simulated for
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individual LBCs reflect the model vegetation response to its physical climate. As an example, over the
Sahel where precipitation underestimation is minimal in GFDL and MPI simulations (Figure 2.3), the model
deems the conditions favorable for growth of grass species (Figure 2.12i,j); this is not the case when using
CCSM4 as LBCs (Figure 2.12k). Simulated vegetation for CCSM4 LBCs (3rd column in Figure 2.12) could
serve as an extreme example of the extents to which vegetation interacts with the atmosphere in the model.
In this case, over part of the forest areas the model produces grassland because under the model’s physical
climate trees lose the competition against grass as a result of the extensive dry bias in the model (Figure
2.3e) imposed by the CCSM4 LBCs (Figure 2.2c). While this feature helps removing the physical
inconsistencies associated with static vegetation, it enhances the sensitivity of the model to LBCs and
potential model biases related to LBCs.
Projecting future changes of vegetation (Figure 2.7) in response to the changing forcings serves to
demonstrate the other advantage of using dynamic vegetation. The future vegetation is affected by the CO2
fertilization effects and changes in future physical climate. Yet, the RCMs with static vegetation use the
same present-day vegetation for future simulations. This also introduces the other source of inconsistency
to the model as the vegetation distributions in future is prescribed according to present-day observations.
To assess the vegetation impact on future simulations, we examine the difference fields of precipitation,
temperature, ET, soil moisture, albedo and LAI for the future simulations with and without dynamic
vegetation in Figure 2.13. Compared to simulations with static vegetation, RCM-CLM-CNDV projects
significantly lower precipitation, ET, soil moisture, temperature cooling (higher warming) and absorbed
radiation (higher albedo) over the Sahel and western Congo basin where the simulated vegetation is
relatively underestimated; the reverse is produced over southern WA, central Africa, northern Congo basin
and Ethiopia where vegetation is denser. Difference in Albedo (Figure 2.13e) tightly follows that of LAI
(Figure 2.13f); it is lower in simulations with CN-DV where the model produces denser vegetation and vice
versa. The largest albedo difference is found over the Sahel at the transitional zone between the wet
equatorial African forests (low albedo) and the dry barren Sahara (high albedo), where even a small LAI
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decrease in the region may mean a switch from complete grass coverage to at least partial exposure of bare
ground in the model. The large albedo difference is a reflection of the strong contrast between vegetation
and the soil background.
Compared to RCM-CLM, RCM-CLM-CNDV generally simulates significantly lower ET where it
simulates lower LAI and vice versa. Differences in ET are the most substantial over the Sahel
(approximately 2-3 times larger than for the rest of domain), although the vegetation differences aren’t the
highest over the Sahel and are even relatively small in central Sahel. Over the densely vegetated equatorial
Africa, ET is controlled by availability of energy rather than water and therefore, large differences in LAI
don’t trigger profound changes of ET. On the other hand, over Sahel, ET is critically sensitive to vegetation
in a way that small vegetation degradation leads to big decreases in ET. Given the strong coupling between
ET and soil moisture in transitional regions like the Sahel (Seneviratne, et al., 2010), this reflects the critical
role of vegetation in land-atmosphere coupling.
Differences in ET are also linked to those of precipitation, particularly over WA and central Africa. As
explained by Wang et al. (2016), a relatively denser vegetation leads to an ET increase and therefore higher
humidity levels in atmosphere and lower long wave cooling rates. This, in combination with albedo
decrease, causes an increase in net radiation accompanied with atmospheric moisture enhancement, which
enhances convection and precipitation. The reverse mechanism occurs where vegetation is relatively
sparser. Over the Sahel, for example, the lower ET and higher albedo are linked with strong decrease of
precipitation (Figure 2.13a) for simulations with RCM-CLM-CNDV. Moreover, for this region, the
magnitude of precipitation decrease simulated by the RCM-CLM-CNDV is almost twice as large as that of
the corresponding ET change, leading to a negative precipitation surplus (P-ET) and therefore decrease in
soil moisture (Figure 2.13d).
Figure 2.14 signifies the impact of vegetation feedback on the projected future changes by subtracting
the future changes simulated by RCM-CLM from those simulated by RCM-CLM-CN-DV. For
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precipitation (Figure 2.14a), the impact of vegetation feedback is limited to the localized areas over the
narrow stripe (10N) in WA and central Africa. For these areas, enabling the dynamic vegetation results in
significant differences in the projected changes of future rainfall up to 3 mm/day. Compared to
precipitation, the impact of feedback is spatially more extensive for ET (Figure 2.14b) where the future ET
changes projected by the two models are significantly different over the southern Sahel, southern WA,
Ethiopia and Congo basin. For soil moisture, the vegetation feedback also causes significant differences
between the future changes projected by the two models (Figure 2.13d). The differences are mostly positive
over the vegetated regions (except the relatively small area in northwestern Congo basin) which generally
indicates larger increases (or smaller decreases) of future soil moisture in simulations with dynamic
vegetation. For temperature, the differences are not significant over WA (Figure 2.14c).
2.4 Summary and conclusion
Past and future climates from a regional climate model driven with LBCs from four GCMs are analyzed
to assess future climate changes in West Africa and to examine the impact of including dynamic vegetation
on model results. Comparison of the present-day control simulation (1981-2000) against observations
indicates that the multi-model ensemble mean outperforms each of the individual models in simulating the
regional climate.
Moreover, both the model with static vegetation and the model with dynamic vegetation can capture
the major features and spatial patterns of precipitation distribution in the region, while the model with static
vegetation (RCM-CLM) performs better than the one with dynamic vegetation (RCM-CLM-CNDV).
Vegetation over Sahel is significantly underestimated in the simulations with CNDV, which results from
precipitation underestimation in the RCM (even when observed vegetation is specified) and the vegetation
underestimation in CLM-CNDV (even when driven with observed meteorological forcing) reinforcing each
other in the coupled RCM-CLM-CNDV model. Climate drift due to the coupling of two models is not new,
but the large magnitude of the climate drift in this region warrants special attention for future efforts in
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model development and improvement.
Compared to the original GCMs, the GCM-driven RCMs used in our study do better in capturing
monsoon features and providing detailed spatial patterns for the climatic variables. Future projections from
the RCMs consistently show significant dry signals over western WA and wet signals over eastern WA
across all four LBCs, despite inconsistency among the future trends projected by the GCMs. The main
findings on future climate changes from the RCMs are summarized below:
Vegetation: Significant increases of LAI over western WA, equatorial Africa and Ethiopia; significant
decreases over southern and southwestern Congo basin, changes in vegetation distribution in equatorial
Africa characterized by trees expansion over grasslands.
Precipitation: Significant decreases of rainfall (by 2 mm/day or more) over the western equatorial
Africa and significant increases over eastern North Africa and eastern equatorial Africa; Similar large-scale
pattern of precipitation changes between the models with and without dynamic vegetation, with large
differences in magnitude and direction of changes over regions of projected tree expansion.
Surface Temperature: Strongest warming trends (up to 7 C ) over arid regions; weaker warming (up
to 4 degrees) over the Sahel and further alleviated over equatorial Africa.
ET: Significant decreases over the western Sahel and increases over the eastern Sahel, southern WA,
East and central Africa regardless of vegetation treatment; Opposite signals for future ET changes over
Ethiopia, northeastern and eastern Congo basin due to vegetation feedback.
Soil moisture: Significant decreases in western North Africa and increases in the east that are
independent of vegetation treatment; over the equatorial Africa and eastern Congo basin, wet signal in the
model with dynamic vegetation and dry without.
Specific humidity: Significant increase across the domain, with smaller increase over arid regions and
maximum increase in the densely vegetated regions over the equatorial Africa; increases more pronounced
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in simulations with dynamic vegetation.
Zonal wind: Stronger African monsoon westerlies for all four LBCs and weaker AEJ in models with
dynamic vegetation driven with CCSM4 and MIROC LBCs, but strengthened AEJ in GFDL and MPI
driven simulations.
Simulating dynamic vegetation in climate models addresses bioclimatic inconsistency related to
prescribed vegetation, but introduces additional biases as the biases in the climate model and vegetation
model feed back on each other. Comparing the simulations with and without dynamic vegetation reveals
substantial sensitivity of the simulated precipitation, ET, soil moisture and temperature to vegetation
treatment (Figure 2.13) with the highest sensitivity seen over the Sahel. Comparison between the future
changes projected by the two models with different vegetation treatments show that while the impact of
vegetation feedback on projected changes of precipitation is limited to localized areas, it has more extensive
and more substantial impacts on the projected future changes of ET and soil moisture over west and central
Africa.
Our results, along with the findings from previous studies (Cook, et al., 2006; Patricola, et al., 2008;
Alo, et al., 2010; Vizy, et al., 2013; Yu, et al., 2015; Wu, et al., 2016), highlight the broad extents to which
land surface characterization, particularly vegetation, could affect climate simulations over WA. However,
we would like to point out that while including vegetation-climate interactions makes a model physically
more realistic, it does impose a much higher criterion for model performance, as models biases feed on
each other in a coupled system thus causing climate drift. This highlights the need for substantial model
development effort to address model biases in both climate and vegetation models in order to take full
advantage of the added capacities in the coupled models.
The consistency among the RCM projections and the inconsistency among the driving GCMs reflect a
reversal of projected future trend between a RCM and its driving GCM in some regions. Such a change of
sign from GCM to RCM was reported in several other studies for both tropical and extratropical domains
27

(Turco, et al., 2013; Teichmann, et al., 2013). The fact that switching between large-scale drivers with
opposite future trends doesn’t change the sign of the RCM-projected trend indicates that the RCM model
physics dominates over the large scale forcing exerted at the domain boundaries. This might be due to two
possible reasons: 1) The RCM with its finer resolution may capture local and regional features not captured
by the driving GCM that are significant enough to mask the impact of large scale drivers at the domain
boundaries. 2) The current practice of exerting large scale forcings at the RCM domain boundaries may fail
to capture the true extent to which large scale forcings may influence the domain climate. The dominance
of the RCM model physics and dynamics over large scale forcing implies that different RCMs driven with
LBCs from the same GCM may produce different future trends of climate changes (Nikulin et al., 2014).
This underscores a major limitation of this study. Specifically, the findings and conclusions from this study
are subject to uncertainties related to the RCM model structure. These uncertainties can be addressed
through the use of multiple-RCM ensemble experiments such as those designed for CORDEX (Giorgi, et
al., 2012; Nikulin, et al., 2012).
Figures and Tables
Table 2.1. Mean Absolute Error (MAE) calculated over the box in figure 2.1a for RegCM-CLM (SV)
and RegCM-CLM-CNDV (CNDV) JJAS precipitation and temperature averaged over 1981-2001.

Precipitation

Temperature

ENSEMBLE
CNDV SV
1.199
1.185
1.067
0.972

MPI-ESM
CNDV SV
1.726
1.756
1.261
1.117

GFDL
CNDV
1.738
1.186
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CCSM4
SV
CNDV SV
1.760 1.193
0.972
1.118 1.621
1.434

MIROC
CNDV SV
1.582
1.326
1.422
1.160

Figure 2.1 JJAS observed a) precipitation (mm/day) and b) surface temperature (C˙) averaged over 19812000 from University of Delaware (UDel) data set.
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Figure 2.2 JJAS GCMs precipitation (mm/day) (1st row) and temperature (˙C) (3rd row) compared with
RCM-CLM-CNDV results for precipitation (2nd row) and temperature (4th row) averaged over 1981-2000.
From 1st to 4th, each column respectively presents results for MPI-ESM, GFDL, CCSM4 and MIROC.
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Figure 2.3 JJAS precipitation bias (mm/day) averaged over 1981-2000 for RCM-CLM-CNDV (1st and 2nd
rows) vs. RCM-CLM (3rd and 4th rows). The right column shows the ensemble of the four models (MME)
and simulation results for MPI-ESM, GFDL, CCSM4 and MIROC are presented in the left and middle.
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Figure 2.4 Same as Fig. 3, but for 2-meter temperature (˙C).
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Figure 2.5 Averaged fractional coverage (%) of woody plants (left column), grasses (middle column) and
bare ground (right column) calculated from a-c) MODIS-derived dataset and d-f) MME simulated by RCMCLM-CNDV over 1981-2000.

Figure 2.6 JJAS LAI over 1982-2000 from a) GIMMS dataset, b) MME simulated by RCM-CLM-CNDV
and c) the model bias (RCM-GIMMS).
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Figure 2.7 Future changes of annual fractional coverage (%) of a) woody plants, b) grasses, c) bare ground
and d) annual LAI for MME of RCM-CLM-CNDV simulations as of 2081-2100 compared with 19812000. The plotted regions represent the mere grid points with values passing the two-tailed 99% confidence
level with a t-distribution.
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Figure 2.8 Future changes of JJAS precipitation (mm/day) (top) and temperature (˙C) (bottom) for MME
simulation with dynamic vegetation (left) and without dynamic vegetation (right). Stippled areas represent
regions passing the two-tailed 99% confidence level with a t-distribution.
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Figure 2.9 Future changes of JJAS a-b) ET (mm/day), c-d) soil moisture at top 30 cm and e-f) specific
humidity for MME simulation with dynamic vegetation (left) and without dynamic vegetation (right).
Stippled areas represent regions passing the two-tailed 99% confidence level with a t-distribution.
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Figure 2.10 Future changes of JJAS precipitation (mm/day) for GCMs (left column) compared with RCM
simulation with (middle column) and without (right column) dynamic vegetation. From 1st to 4th, each row
respectively presents results for MPI-ESM, GFDL, CCSM4 and MIROC. Stippled areas represent regions
passing the two-tailed 99% confidence level with a t-distribution.
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Figure 2.11 Vertical profile of zonal wind (m) at the Greenwich meridian (0) for the present-day (left) and
future (right) simulations with dynamic vegetation (RCM-CLM-CN-DV) averaged for August. From 1st to
4th, each row respectively presents results for MPI-ESM, GFDL, CCSM4 and MIROC.
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Figure 2.12 JJAS LAI (1st row) and fractional coverage (%) of woody plants (2nd row), grasses (3rd row)
and bare ground (4th row) averaged over 1981-2000 for RCM-CLM-CNDV results with LBCs from MPIESM (1st column), GFDL (2nd column), CCSM4 (3rd column) and MIROC (4th column).
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Figure 2.13 Effect of dynamic vegetation (DV-SV) in simulating JJAS a) precipitation (mm/day), b) ET
(mm/day), c) temperature (˙C), d) SM at top 16 cm, e) albedo and f) LAI averaged over 2081-2100. Stippled
areas represent regions passing the two-tailed 99% confidence level with a t-distribution.
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Figure 2.14 The impact of vegetation feedback on future changes of JJAS a) precipitation (mm/day), b) ET
(mm/day), c) temperature (˙C), d) SM at top 16 cm. The plots show future changes projected by RCMCLM subtracted from the corresponding changes projected by RCM-CLM-CN-DV. Stippled areas
represent regions passing the two-tailed 99% confidence level with a t-distribution.
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Chapter 3: Uncertainty treatment in climate simulations: Ensemble-based Reconstructed
Forcing (ERF) for regional climate simulations
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3.1 Introduction
In the aftermath of detecting anthropogenic climate change (IPCC, 2013), primary concerns among
decision makers, public, and scientific communities have shifted toward prediction and quantification of
climate change and its impact at the regional scale (Shepherd, 2014). Climate models play a pivotal role in
this prospect. Despite tremendous improvements in the models over recent years, considerable uncertainties
still exist in both global climate models (GCMs) and regional climate models (RCMs) (Stevens, et al., 2013;
Xie, et al., 2015).
GCM projections are subject to uncertainties related to emission scenarios, initial conditions and model
structure (Knutti, et al., 2010; Tebaldi, et al., 2007). For any given emission scenario, model structure
uncertainties dominate, resulting in substantial discrepancies among GCM projections (Cook, 2008;
Räisänen, 2007; Schaller, et al., 2011; Shepherd, 2014). RCMs are often more desirable for future climate
projections due to their generally higher spatial resolution (needed for vulnerability assessment and
adaptation studies) (Schaller, et al., 2011; Thober, et al., 2014; Giorgi, et al., 2015; Xie, et al., 2015), but
are subject to additional uncertainties. As limited area models, RCMs rely on GCM output to set initial and
boundary conditions (IBCs) (Giorgi, et al., 2015; Xie, et al., 2015). These IBCs are a major source of
uncertainty and could be influential enough to dominate over the RCM structural uncertainties (Giorgi, et
al., 2015).
Multi-Model Ensemble (MME) approach has proven to be advantageous in characterizing uncertainties
in output from climate models (Hagedorn, et al., 2005; Tebaldi, et al., 2007; Knutti, et al., 2010; Weigel, et
al., 2010; Collins, et al., 2012). MME averages have been used extensively in national and international
climate assessments (e.g., IPCC reports). In many applications, MME averages are preferable to individual
models, and findings based on ensemble of multiple models are generally deemed more credible than
individual model projections (Giorgi, et al., 2002; Tebaldi, et al., 2007; Knutti, et al., 2010).
However, the shortcomings of the MME approach can hinder its practice in some applications. The
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need for GCM-derived IBCs in RCM climate projections necessitates two-dimensional (2-D) matrices of
simulations to comprehensively characterize the uncertainty space (Giorgi, et al., 2015). Though
completion of these matrices would provide invaluable information, it is impractical in most applications
due to high computational costs. For example, to complete a 2D ensemble matrix of 10 RCMs running with
IBCs from 12 GCMs (as in the EURO-CORDEX project), 120 individual simulations must be conducted
(Giorgi, et al., 2015). To lower the cost, subsets of MME simulations are often selected through processes
that require detection and down weighting (or eliminating) of poor-performing models (Giorgi, et al., 2002;
Tebaldi, et al., 2007; Pierce, et al., 2009; Weigel, et al., 2010; Thober, et al., 2014; Xie, et al., 2015).
Properly evaluating the models and designing optimal ensembles poses yet another challenge (Gleckler, et
al., 2008; Knutti, et al., 2010; Schaller, et al., 2011; Pennell, et al., 2011), as a model may perform well for
one variable but not another. Even after an ideal ensemble design is determined, its MME mean suffers
from diminished inter-annual variability and depreciated inter-variable consistencies, due to the averaging
of multiple realizations of the climate (Räisänen, 2007; Tebaldi, et al., 2007; Knutti, et al., 2010; Schaller,
et al., 2011).
Here we present “Ensemble-based Reconstructed Forcing” (ERF) as a novel approach to conducting
multi-model ensemble simulation using RCMs. Our results show that the method is successful in combining
information from multiple GCMs while eliminating some major limitations of the conventional MME
approach.
3.2 Methodology
In this paper, MME is used as a reference to the conventional ensemble approach in regional climate
modeling, where each individual ensemble member is one realization of one RCM driven with IBCs from
one GCM. With the ERF approach, the IBCs from multiple GCMs are first averaged, then the resulting
ensemble-based IBCs are used to drive the RCM for a single integration (see Figure 3.1). The main
difference between the MME and ERF approaches is the step at which the ensemble average is taken. MME
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averages the RCM output, whereas ERF averages the RCM input.
To evaluate the new method, we used the Wang et al. (2016) version of a RCM that resulted from the
coupling of CLM4.5 (Oleson, et al., 2013) to the ICTP RegCM4.3.4 (Giorgi, et al., 2012). Tropical Africa
is used as a case study where climate impact adaptation (hence availability of reliable climate projections)
is a high priority, yet considerable inter-model variation exists in both the present-day simulation of
precipitation and future projections (Giorgi, et al., 2002; Cook, 2008; Erfanian, et al., 2016). The model
performance was validated through several previous studies with the same resolution and domain (Ji et al.,
2015a,b; Yu et al., 2015; Wang et al., 2016; Erfanian et al., 2016).
We designed five sets of multi-model ensemble experiments (Table 1) with IBCs constructed from up
to six different GCMs participating in CMIP5 (Taylor, et al., 2012) (Table S1). An equally weighted
averaging approach was used to construct 2-, 4- and 6-member ensembles for both ERF and MME
approaches. Conversely, different weights were used when averaging the two-member ensembles to
examine the linearity of the RCM response to the IBCs. The experiments were run for present-day
simulation (1980-2000) and future projections (2080-2100) (RCP8.5). The two ensemble approaches were
then evaluated based on several commonly used metrics including the mean bias, standard deviation (SD)
ratio, root mean square error (RMSE), and Taylor Diagram (Taylor, 2001).
Six primary variables are included in the performance evaluation: precipitation, 2 m temperature, 850
mb temperature, 850 mb specific humidity, sea level pressure and 500 mb geopotential height (Table S2).
A margin of 10 degrees (in latitude or longitude) from each domain boundary was removed to eliminate
the effect of boundaries in the evaluations. For precipitation and temperature, we used the University of
Delaware (UDel) gauge-based data (Legates, et al., 1990a,b) as the observational reference. For other
variables, we used ECMWF ERA-Interim reanalysis data (Dee, et al., 2011) downscaled over the same
domain with the same RCM and same set of parameters.
3.3 Results and discussion
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Climate mean and variability are the two major statistics for evaluating model performance. The bias
maps presented in Figure 3.2 for precipitation (and Figure 3.S2 for temperature) evaluate the performance
of individual model simulations and the two ensemble approaches in simulating the mean climate.
Depending on the IBCs used for RCM integrations, the individual ensemble members show distinct bias
patterns and magnitudes. The RCM underestimates precipitation over northeastern Congo and South Sudan
for all six IBCs. Over the rest of the domain, the model produces strong wet biases for three of the IBCs
(GFDL, MIROC, and MPI) and strong dry biases over the Sahel for the other three IBCs (CCSM4,
CanESM, and MRI).
The two ensemble methods, however, perform similarly in reducing the biases. This is a result of error
cancellation due to averaging the multi-model ensemble of the RCM output for MME and averaging the
RCM input for ERF. The spatial patterns of mean bias are almost identical for both ensemble approaches,
with wet biases over most of Tropical WA and dry biases over the northern edge of Sahel, northeastern
Congo and South Sudan. MME mean, however, does have a slight advantage in reducing precipitation bias
(Figure 3.2). This can be primarily attributed to the strong stochastic nature of precipitation giving rise to
large random errors in any single realization (such as ERF) which are cancelled out when averaging multiple
realizations in the MME mean. In the case of temperature, which is less stochastic in nature and directly
prescribed at the RCM boundaries, ERF outperforms MME in reducing bias for all ensembles in our study
(Figure 3.S1) regardless of ensemble size, design, or weight of individual ensemble members (Figure 3.S2
and 3.S3).
RMSE is used as a diagnostic in Figure 3.3 to compare the biases of the six variables simulated by the
individual ensemble members, as well as the 6-member ensembles. Overall, ERF and MME show similar
levels of bias reduction with RMSE as the metric. Among the selected variables (analyzed over the five
sets of ensembles), precipitation is the only variable for which the MME average consistently maintains an
advantage over ERF in reducing RMSEs (Figure 3.3). For temperature (both at 2m and 850mb), ERF
outperforms MME in every ensemble arrangement. The same conclusion is supported by the Taylor
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Diagrams calculated for annual cycles (monthly means) of all the variables (see Figure 3.S4).
The simulation-to-observation ratio of standard deviation (SD) (Figure 3.S5 and Figure 3.S6) is used
to evaluate the model performance in simulating climate variability at the inter-annual time scale (Figure
3.S5 and Figure 3.S6). Depending on the GCM from which the IBCs were derived, the standard deviation
in an individual member ranges from substantial overestimation (e.g., MIROC precipitation in Figure 3.S5g) to substantial underestimation (e.g., MIROC temperature Figure 3.S6-g). Relative to the mean variability,
the MME method substantially diminishes inter-annual variability over the entire domain (Figure 3.S5 and
3.S6). Figure 3.4 compares the variance from MME and ERF against the variance from all individual
members in the corresponding ensemble and their averages (referred to as the “mean variance”). The areaaveraged variance in the MME approach, for both precipitation and temperature, exponentially decreases
with increasing ensemble size until converging toward zero as the ensemble size reaches six (Figure 3.4).
The simulated variability for ensembles of this size nears the saturation stage at which further addition of
models results in negligible decreases in variance.
Variability of surface temperature in the ERF approach also smoothens out as ensemble size increases,
but at a much slower rate than in MME. Thus, variability of ERF temperature for two and four member
ensembles is still comparable to that of the single-GCM simulations (Figure 3.4 and 3.S6). The RCM
internal variability contributes to the preserved temperature variability in the ERF4/ERF6 simulations
despite the smoothed IBCs used at the model boundaries. For precipitation, the area-averaged variance in
ERF ensemble does not decrease with increasing ensemble size (Figure 3.4 and 3.S5). Although it is
affected by the ensemble design, the magnitude of ensemble variance is within the range of individual
member variance (Figure 3.4a). The difference in variability outlook between precipitation and temperature
in the ERF ensemble can be attributed to precipitation being determined solely by the model physics and
dynamics compared to temperature being directly forced at the boundaries.
Given its performance in simulating the climate mean and variability, the ERF method could be
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implemented as an alternative approach to MME in many applications, especially in cases where MME is
not practical or feasible due to the high computational costs, such as regional climate projections.
ERF and MME mean for future projections are compared in Figure 3.5, which presents projected
changes under the representative concentration pathways 8.5 (RCP8.5) from the six RCM runs driven with
six GCMs, the six-member MME average, and the ERF run, respectively. The RCM projects increasing
annual mean temperature throughout the domain, but the pattern and magnitude of these future changes
differs substantially between the single realizations depending on their driving GCM. When the model is
driven with CCSM4, GFDL and MRI IBCs, a similar warming pattern is projected, with the strongest signal
(4.5-5.5 C) over the Sahara and a weaker signal (3.5-4.5 C) over the central and eastern Africa. On the
other hand, when CanESM IBCs are used as to drive the model, a strong warming signal (larger than 6 C)
is projected over nearly the entire domain with maxima located over the Congo basin and western WA
(regions where the projected warming is the lowest in runs with other IBCs). Running the RCM with
different IBCs also results in the projection of distinct precipitation change signals which may contradict
one another. For instance, the RCM projected signal over Equatorial WA varies from a very strong dry
signal when driven by CanESM IBCs to a strong wet signal when driven by MRI IBCs.
The projections for the six-member MME ensemble average and ERF are comparable. Both approaches
project consistent patterns and similar magnitudes for precipitation. The same projected warming patterns
are also seen in both ensembles. The magnitude of the projected warming in ERF is slightly lower (by as
much as 0.5 C) than MME, primarily over the Sahel region and Ethiopia. However, the difference in
magnitude is much smaller than the projected warming itself, and the similarity in the spatial patterns seen
in ERF and MME ensembles is much greater than those seen among the six individual projections driven
by different IBCs.
The sensitivity of RCM projections to GCM choice highlights the importance of using multi-model
ensembles for future projections, yet the practice of conventional MME analysis requires RCM integration
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replication for each individual GCM. The proposed ERF method may be a favorable alternative for many
practical purposes where additional information provided by the conventional MME approach (e.g., the
intra-ensemble variability) may not be needed and would not be worth the computational cost, which in this
case is N times as expensive as ERF (with N being the number of driving GCMs considered).
3.4 Summary and conclusion
In this paper, ERF was proposed as an alternative approach to ensemble regional climate modeling. It
was shown to reproduce the multi-model ensemble mean from the conventional MME approach and
dramatically reduce computational cost. ERF IBCs are constructed by averaging an ensemble of IBCs,
resulting in partially smoothened temporal variability compared to IBCs from individual GCMs. Yet, our
results indicate that the magnitude of inter-annual variability of ERF outputs, even in runs with highly
smoothened ERF IBCs (i.e. ERF6), are still comparable to that of individual realizations driven with singleGCM IBCs. This indicates that the RCM and its internal variability are the dominant source of variability
in the ERF simulations.
RCM internal variability is also a major driver of ERF variability at finer time scales. Our analysis of
daily results (not shown) indicates that the variability of ERF precipitation and temperature does not
decrease with further smoothening of sub-daily weather perturbations in ERF IBCs. However, the use of
ERF IBCs is not recommended in weather forecasting or other applications where the sub-daily variability
is important. In addition, the model’s internal variability may not follow the temporal variability forced by
natural drivers e.g. El Nino. For example, when the IBCs are derived from the GCMs participating in CMIP
type of simulations, ERF smoothens the temporal variability from individual GCMs and therefore would
not be appropriate for use in climate process studies. On the other hand, if the IBCs were derived from
AMIP type of simulations (which impose the same oceanic forcing including El Nino across all GCMs),
the temporal variability from the individual GCMs would be preserved in ERF.
Statistical bias correction of IBCs (White, et al., 2013; Yu, et al., 2014) and anomaly-based downscaling
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(Kawase, et al., 2009; Yoshimura, et al., 2013; Wakazuki, et al., 2015) techniques have been used in the
past to reduce biases in IBCs while preserving temporal variability from a specific GCM. However, these
methods require choosing a single GCM while the main goal in the multi-model ensemble mean is to reduce
uncertainties related to individual models and remove the sensitivity of results to GCM choice. Moreover,
modifying a set of IBCs by adding future minus present anomalies for a single GCM (as is the case in
pseudo-global warming

(Kawase, et al., 2009; Patricola, et al., 2009) and incremental dynamic

downscaling (Wakazuki, et al., 2015)) may lead to future change projections that are inconsistent with those
driven by the unmodified IBCs (Yu et al., 2014).
ERF performs similarly to MME in improving the mean climate simulation. Despite the extra
computational costs, the conventional MME ensemble approach allows for inter-model comparison and
quantification of model-related uncertainties. For future projections, however, high computational costs
hinder many applications of the conventional MME approach while ERF can produce a similar projection
at a fraction (1/N, with N being the number of GCMs considered in the conventional MME approach using
RCMs) of the cost of model integration, data storage, and data processing.
As an unaltered solution of the RCM equations that is compliant with the constraints of mass,
momentum, and energy conservations, the ERF climate is not prone to the physical inconsistencies in the
MME mean that result from the averaging of multiple climate states. For many end users in climate change
impact assessments, the ERF approach is sufficient and may even be preferable to MME.
For the different ensembles and different averaging weights examined in this study, the resemblance
between ERF and MME mean suggests a high degree of linearity in the RCM’s response to IBCs (Figure
3.S2 and 3.S3). This linearity may provide important hints in refining multi-model regional climate
projections and in studying the IBCs-related uncertainties. Furthermore, the MME experimental design and
ensemble size in this study are constrained by computational cost. Follow-up studies should consider
additional experiments conducted over different regions using different RCMs for a more comprehensive
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evaluation of the performance and applicability of the ERF approach. This shall be coordinated with major
efforts such as CORDEX and NARCCAP, and is expected to motivate modifications and additions in the
experimental design of such major projects.
Figures and Tables
Table 3.1 – The multi-model ensemble matrix showing the designated experiments for both MME and
ERF methods.
Experiments
ERF

MME

ERF2

GCMs weights
MPI-ESM

CCSM4

MME2

0.5

0.5

0

0

0

0

ERF2-37

MME2-37

0.3

0.7

0

0

0

0

ERF2-73

MME2-73

0.7

0.3

0

0

0

0

ERF4

MME4

0.25

0.25

0.25

0.25

0

0

ERF6

MME6

0.167

0.167

0.167

0.167

0.167

0.167
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MIROC

CanESM2

MRICGCM3

GFDL

Figure 3.1 – Flowchart comparing MME and ERF approaches for multi-model ensemble analysis.
Compared to MME, using ERF reduces the pre-processing, post-processing, data storage, and model
integration costs from N to 1 for an N-member ensemble.
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Figure 3.2 - Bias plots (simulation-observation) of present-day (1981-2000) JJAS precipitation (mm/day)
for all six different IBCs used to run the RCM, along with the equally weighted multi-model ensembles of
two (1st row), four (2nd row) and six (3rd row) members for both MME and ERF methods. The RMSEs
shown in the bias plots provide a quantitative measure of the magnitude along with spatial patterns of bias.
However, they are not full RMSE, as they are calculated over the domain for the mean climatology, and
thus do not represent temporal variability.

53

Figure 3.3 – RMSE comparison between ERF6, MME6 and the individual models calculated for annual
precipitation (mm/d), temperature at 2m and 850mb (C), sea level pressure (mb), geopotential height at
500mb (m) and specific humidity at 850mb (kg/kg). UDel data are used as the reference for 2m temperature
and precipitation, and ERA-Interim downscaled fields are used as the reference for the other variables. To
have RMSEs for all six variables scaled at the same range, we divided the RMSE values of geopotential
height (GPH) and specific humidity by 20 and 0.001 respectively.
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Figure 3.4 – Area-averaged variance for all six single-GCM simulations run in the study, along with
ensembles of 2, 4 and 6 models calculated for MME average (Blue circles), ERF (Red circles), and linear
average of the individual ensemble members (Black circles). The results for annual precipitation are shown
on top (a) and annual 2m-temperature on bottom (b). A 10-degree margin was removed from all edges when
calculating area averages.
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Figure 3.5 - Future changes (future-present) of annual precipitation (mm/day) (1st and 2nd columns) and
2m temperature (C) (3rd and 4th columns) predicted by MME6 and ERF6, as well as the individual
ensemble members.
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Table 3.S1 - The Global Climate Models (GCMs) from CMIP5 pool used for constructing the multimodel ensembles.
GCM

Resolution

Institute

CCSM4

T85(1.41.4)

National Center for Atmospheric Research (NCAR), USA

GFDL-ESM2M

2  2.5

Geophysical Fluid Dynamic Laboratory, USA (Dunne, et al., 2012)

MPI-ESM-MR

T63(1.81.8)

Max Planck Institute for Meteorology, Germany (Stevens, et al., 2013)

CanESM2

T42(2.82.8)

MRI-CGCM3

TL159 (120 km)

Meteorological Research Institute, Japan (Yukimoto, et al., 2012)

MIROC-ESM

T42(2.82.8)

Center for Climate System Research (The University of Tokyo), National
Institute for Environmental Studies, and Frontier Research Center for
Global Change, Japan (Watanabe, et al., 2011)

Canadian Centre for Climate Modelling and Analysis
(Chylek, et al., 2011)

Table 3.S2 - Variables used in evaluation analysis and the corresponding reference data sets.
Variable

Abbreviation

Unit

Reference data

Precipitation

P

mm/day

University of Delaware

2m temperature

2m T

Celsius

University of Delaware

850mb temperature

850mb T

Celsius

ERA-Interim-RCM

500mb height

500mb GPH

m

ERA-Interim-RCM

Sea level pressure

SLP

hpa

ERA-Interim-RCM

850-specific humidity

850mb qv

Kg/kg

ERA-Interim-RCM
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Figure 3.S1 - Same as Figure 2 but for 2m temperature (C).
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Figure 3.S2 – 2D spatial plots comparing ERF and MME skill in capturing the mean and inter-annual
variability of JJAS precipitation (from 1981 to 2000) for different weights of the two-member ensemble
average along with the ensemble members. The RMSEs are calculated over the domain for the mean
climatology and thus do not account for temporal variability.
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Figure 3.S3 - Same as Figure S2 but for 2m temperature (C). ERF outperforms MME in simulating the
mean temperature and resembles the variability of the ensemble members regardless of the ensemble
arrangement.
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Figure 3.S4 - Taylor diagram calculated for the present-day (1981-2000) annual cycles (monthly mean) of
a1,b1) 2m and 850mb temperature a2) precipitation b2) 850mb specific humidity c1) sea level pressure
(slp) c2) 500mb height b3,c3) daily maximum and minimum of average 2m temperature. The point on the
horizontal SD axis represents the reference. Distance from the origin is equal to SD while the distance from
the reference point (the eccentric circles around the reference) represents root mean square (RMS)
difference. The fields are normalized by the SD of corresponding reference data. The azimuthal angle
denotes correlations between the reference and the modeled fields. The ideal model is the closest to the
reference with the normalized bias of zero, normalized SD of one and a correlation equal to one. The results
indicate that MME outperforms all of the individual simulations for the selected fields. MME also
outperforms ERF in simulating precipitation mostly due to the random error cancellation that happens in
conventional practice of MME for precipitation. For the other fields, ERF does as good as MME or even
slightly better for temperature and geopotential height.
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Figure 3.S5 - Ratio of simulated to observed SD for present-day (1981-2001) annual precipitation calculated
for a,b,f,g,k,l) the individual single-GCM simulations, c,h,m) MME average, d,i,n) linear average of the
individual models and e,j,o) ERF simulations. The results for the 2, 4 and 6 member ensembles are
presented at the 1st, 2nd and 3rd row respectively.

Figure S6 - Same as Figure S5 but for 2m temperature (C).
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Chapter 4: Uncertainty treatment in climate simulations: Accounting for the role of remote
oceans in regional simulations
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4.1 Introduction
Dynamics of the climate system is strongly region-dependent; so is the anthropogenic climate change
and its anticipated impacts (IPCC, 2013). This regional dependency has posed an essential demand for high
resolution regional climate simulations. For many applications, Global Climate Models (GCMs), with
resolutions of a few hundred kilometers, are too coarse to resolve many important small scale processes
and their interactions with large-scale drivers.
Regional Climate Models (RCMs) were introduced, originally as a dynamic downscaling tool, to
provide high resolution climate simulations that are physically and dynamically consistent (Dickinson, et
al., 1989; Giorgi, et al., 1991). Besides resolving the fine-scale heterogeneity, RCMs also need to capture
the impacts of large-scale and even planetary scale drivers on regional climates. However, these forcings
are controlled by mechanisms that usually reside and act outside of regional domains. For example, El Niño
Southern Oscillation (ENSO) exerts a strong influence on inter-annual variability of climate in many
regions yet the equatorial Pacific Ocean is rarely included in RCM domains. Several methods hence have
been developed to force the large-scale drivers into RCMs. The most widely used technique is nesting
where a RCM is nested to another model (usually a GCM) that has a lower resolution yet resolves the large
scale drivers (Denis, et al., 2002). The GCM outputs over the regional domain boundaries, a.k.a. the lateral
boundary conditions (LBCs), are then relaxed into the RCM solution at sub-daily time scales (3hr, 6hr and
12hr) in a way that ensures the well-posedness of the underlying differential equations (Davies, 1976).
Depending on whether the RCM solution interacts with that of the driving GCM or not, nesting is
categorized as “one-way” or “two-way”. One-way nesting is by far the dominant nesting approach and the
high resolution nested RCMs have been repeatedly reported to add value to GCM simulations (Denis, et
al., 2002). However, nested RCM simulations are prone to uncertainties from multiple sources including
for example mismatches between the RCM and GCM physics/dynamics and sensitivity of the RCM outputs
to the driving LBCs (Warner, et al., 1997; Foley, 2010; Erfanian, et al., 2017). The attempt to characterize
and reduce RCM uncertainties has motivated many coordinated downscaling projects including the
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COrdinated Regional Downscaling Experiment (CORDEX), the North America Regional Climate Change
Assessment Program (NARCCAP), the European project ENSEMBLE, and the South American regional
climate modeling project CLARIS-LPB (Giorgi, et al., 2016; Gutowski, et al., 2016).
One critical issue with the application of the nested RCMs is the sensitivity of their outputs to size and
location of the integration domain. This extra sensitivity is found to be caused by the nesting ineffectiveness
in resolving large-scale features (Denis, et al., 2002). Numerous studies have shown that the nested limited
area models that are solely forced by the LBCs fail to efficiently resolve the large-scale drivers, resulting
in conflicts between the large-scale features of the RCM and the driving GCM (von Storch, et al., 2000;
Miguez‐Macho, et al., 2004; Otte, et al., 2012; Chikhar, et al., 2017). For domains too small, the finer scale
features in RCMs that are absent in the GCMs could be distorted and damped by the boundaries (Jones, et
al., 1995; Seth, et al., 1998; Seth, et al., 2003). For domains too large, the RCMs’ circulation can deviate
from that of the driving GCM (Miguez‐Macho, et al., 2004; Leduc, et al., 2009; Diaconescu, et al., 2013;
Žagar, et al., 2013). The systematic distortion of the RCM circulation becomes especially problematic for
large-scale circulation features that ought to be skillfully resolved in GCMs (Žagar, et al., 2013; Becker, et
al., 2015). To solve these problems, nudging has been proposed as one solution in which the RCM results
over the entire domain are constrained to the GCM outputs for selected variables and selected vertical levels
(mostly top of atmosphere) (von Storch, et al., 2000). While nudging has been shown to remove circulation
distortion in RCMs, it introduces additional uncertainty sources such as sensitivity of the RCM outputs to
choice of nudging variables, parameters, and strength (von Storch, et al., 2000; Rummukainen, 2010). More
importantly, nudging practice could reduce internal consistency of the RCM results and suppress RCMs’
freedom in developing meso/small scale features (von Storch, et al., 2000; Miguez‐Macho, et al., 2004;
Rummukainen, 2010; Otte, et al., 2012). As a result, nudging is not recommended for RCM applications
where dynamic feedbacks i.e. air-sea coupling or land-atmosphere interactions must be realistically
represented in models (von Storch, et al., 2000). For these applications, eliminating the large scale
systematic bias without suppressing the RCMs’ internal dynamics remains a critical challenge.
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The South American climate is an ideal example of a regional climate that is under the strong influence
of both large-scale drivers and small scale processes. At larger scales, variability of Sea Surface
Temperature (SST) in the adjacent oceans controls the seasonal migration and inter-annual variation of the
Inter-Tropical and South Atlantic Convergence Zones (ITCZ and SACZ), two large-scale features strongly
influencing the hydroclimate regimes of tropical and subtropical SA. SST also interacts with the atmosphere
aloft to modulate the major large-scale circulation drivers of SA climate including the trade winds, Walker
circulation, Hadley Cell, Rossby Waves, Madden Julian oscillation, and the subtropical high pressure cells
(Aceituno, 1988; Zhou, et al., 1998; Fu, et al., 2001; Grimm, 2003; Garreaud, et al., 2009; Miyasaka, et al.,
2010). The Atlantic SSTs, in particular, control moisture supplies to the tropical and subtropical SA. The
strong land-sea contrast between the continent and the Tropical Atlantic Ocean drives the SA monsoon
system. In addition, the complex SA topography causes a steep zonal elevation gradient which acts as an
essential driver of the SA hydroclimate, with the high rise Andes mountain chain in the west blocking the
low-level circulation and trapping the heat and moisture transported from the ocean. At the local to regional
scales, the heterogeneous land surface characteristics of the continent further influence the regional
hydroclimatic regimes over the region. In the Tropics, the densely-vegetated warm and moist land surface
destabilizes the lower troposphere lapse rate, reducing the convection inhibition energy and therefore
facilitating deep convection over tropical SA (Nobre, et al., 1996; Fu, et al., 1999; Roy, et al., 2002;
Sörensson, et al., 2011; Wang, et al., 2011). Surface evaporation and canopy transpiration contribute 3050% of moisture supply of total precipitation (Eltahir, et al., 1994; Fu, et al., 1999; Wright, et al., 2017).
Moving poleward from the tropics, the sparsely vegetated land surface of tropical SA features drier soils,
higher albedo, lower roughness length, lower evapotranspiration, and higher Bowen ratio. The land cover
of these areas amplifies its drier hydroclimate by stabilizing the atmosphere, weakening convection, and
reducing precipitation and latent heating.
Much of the small scale features of the SA climate are not well captured in most GCMs. There has been
a growing demand for reliable simulation of the regional hydroclimate using RCMs, as reflected by the
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coordinated international experiments such as SA-CORDEX and CLARIS-LPB. The result of these
coordinated regional experiments, however, indicates that the general quality of regional simulations is
considerably lower over SA domain as compared to other regional domains such as North America, Europe,
and Asia for almost all of the tested RCMs (Solman, 2013; Solman, 2016). More importantly, the RCMs
used in multi-model ensemble simulations share several systematic biases (e.g. the warm bias over central
Argentina in austral summer and the dry bias over the La Plata basin in winter), which challenges the
RCMs’ application over SA. In this study, we show that the systematic biases in a nested RCM over SA is
caused by the inefficient treatment of the large-scale dynamics in the nesting practice. To address this issue,
here we propose a new paradigm of regional climate modeling which requires a domain much larger than
what is currently recommended by the international coordinated downscaling projects including CORDEX.
The use of significantly larger domains enables the RCM to explicitly resolve the atmospheric processes
over the influential remote oceans and enhances the representation of large-scale drivers in the RCM. The
method is tested as an alternative solution to fix the RCM’s climate drift where using the external nudging
and suppressing the RCM dynamics must be avoided. In Section 2, we provide a detailed description of the
model, experimental design, and data used for model input and performance evaluation. The results are
presented in Section 3 followed by conclusions and discussion in Section 4.
4.2 Methodology
4.2.1 Model description
In this study we use the regional climate model of Wang et al. (2016) but with prescribed vegetation,
RegCM4.3.4-CLM4.5. The model resulted from the coupling of the International Center for Theoretical
Physics (ICTP) Regional Climate Model Version 4.3.4 (RegCM4.3.4) (Giorgi, et al., 2012) with the
Community Land Model (CLM) version 4.0/4.5 (Oleson, et al., 2010; Lawrence, et al., 2011; Oleson, et
al., 2013) as the land surface scheme. RegCM4.3.4 is a hydrostatic limited area model which is integrated
on an 18-layer sigma-p vertical coordinate and 50-km horizontal Arakawa B-grid system in our
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experiments. The model used the Emanuel scheme for convection parameterization (Emanuel, 1991) and
the (Holtslag, et al., 1990) scheme for the planetary boundary layer (PBL). The land surface scheme,
CLM4.5, features a hierarchical data structure in each grid cell, five different land unit types, fifteen soil
layers, up to five snow layers and up to four (out of 16) different Plant Functional Types (PFTs) with
prescribed distribution and structure (Lawrence, et al., 2007; Lawrence, et al., 2011; Wang, et al., 2016)
(Lawrence, et al., 2011; Wang, et al., 2016)The coupled model with the same parameterization sets has
been successfully applied to regional climate simulation for Africa and Asia (Ji, et al., 2015; Erfanian, et
al., 2016)
4.2.2 Data
We used the European Center for Medium-Range Weather Forecasts (ECMWF) ERA-Interim
reanalysis (Dee, et al., 2011) data at 0.7°x 0.7° spatial resolution to derive the 6-hourly lateral boundary
conditions needed for RCM integrations. For model validation, the University of Delaware (UDel) monthly
data at 0.5°x 0.5°spatial resolution (Legates and Willmott 1990b, 1990a) are used as the observational
reference for precipitation and 2-meter temperature, and the monthly mean of the ERA-Interim reanalysis
data are used as the reference for evaluating geopotential height, horizontal wind, vertical velocity,
atmospheric temperature, mean sea-level pressure, specific humidity, potential temperature, precipitation
and evapotranspiration.
4.2.3 Experimental design
We conducted two different families of experiments: the long run experiments were designed to study
the RCM’s sensitivity to size and location of the integration domain, the impact of including the influential
oceans within the domain, and the physical mechanisms responsible for the RCM’s response to our domain
choices; and the “perfect prognosis” experiments were designed to investigate the uncertainty sources
responsible for the RCM’s systematic bias and how it responds to changes of the integration domains.
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For the long run experiments, we chose three domains named CORDEX (176x134 grid points),
OCEAN (256x360), and GLOBE (340x760) (see Figure 4.1), and ran the RCM with the LBC forcings
derived from the ERA-Interim reanalysis data (See Table 4.1). The long runs were integrated over a twentyyear period (1980 to 2000) for the CORDEX and OCEAN domains, and five years only (1996-2000) for
the GLOBE domain due to the high computational expense. Location of the lateral boundaries in these three
domains were chosen based on the results of previous studies as well as rigorous sensitivity tests conducted
in our study. The CORDEX domain was adopted from the SA CORDEX project (Giorgi, et al., 2009) and
the CLARIS-PBL project (Solman, 2016); the GLOBE domain was chosen based on the tropical band
domain used for the T-band version of the RegCM (Coppola, et al., 2012) and spans the entire globe
between the 60ºN and 60ºS. The OCEAN domain was set to include the tropical and subtropical Atlantic
and Pacific oceans where SST was shown to significantly influence South American climate. The OCEAN
domain boundaries were chosen so that shifting each boundary in either direction causes negligible
differences in the RCM climate. Results from a large set of tests showed that the RCM’s sensitivity to
domain choice considerably declines once its domain becomes large enough to include the eastern and
central Pacific (up to 150ºW), eastern Atlantic (up to the Greenwich meridian), and the sub-tropical northern
Atlantic and Pacific (up to the 30ºN). For domains smaller than this, the RCM shows strong sensitivity to
domain size and location of the boundaries.
To investigate the different uncertainty sources involved in the nesting method, we conducted a set of
one-year RCM simulations following the modified version of the “Perfect Prognosis” or Big-Brother (BB)
experimental protocol of Žagar et al. (2013) originally introduced by Denis et al. (2002). The proposed BB
approach considers three sources of uncertainty for the one-way nesting method: 1) structural differences
between the RCM and the GCM, 2) resolution differences between the two models, and 3) the statistical
relaxation treatment at the buffer zone. To isolate the latter uncertainty source, we first ran control (CTR)
simulations over the CORDEX, OCEAN and Big Brother domains, labelled as CTL_CORDEX,
CTL_OCEAN, and BB respectively. The Big Brother domain is otherwise the same as GLOBE but with
69

the western boundary located near the 30ºW. The BB outputs were then used to construct the LBC forcings
for the two smaller domains, Little Brother CORDEX (LB_CORDEX) and Little Brother OCEAN
(LB_OCEAN). The CTL_CORDEX and CTL_OCEAN and their LB counterparts differ only in their
sources of LBCs, with CTL LBCs derived from the ERA-Interim data and LB LBCs derived from the BB
outputs. As a result, the uncertainties related to structural differences and resolution jump between the RCM
and its driving GCM are removed in the LB runs. These two uncertainty sources, however, are present in
the CTL runs. Comparing the LB runs with their CTL counterparts allows us to isolate the contribution of
the LBC-related uncertainties. Comparison of the LB runs (that are forced with the “perfect” LBCs) over
different domains also reveals the contribution of the domain size and location to the nesting-related
uncertainties. The BB and LB runs (and their control counterparts) were started from January and February
1995 respectively. The 12-month annual cycle starting from March 1995 to February 1996 were used for
analysis to guarantee a minimum of one-month spin-up for all the simulations. Since results from the BB
experiments are compared to each other and to the LB results (as opposed to observations or reanalysis
data), the relative short spinup period does not pose any problem.
Table 4.1- Experimental matrix designed for evaluating the impact of including the (tropical) oceans in the RCM's domain
(domain sensitivity experiments) and investigating the uncertainty sources (perfect prognosis experiment).

Experiment Family

Long Run

Perfect Prognosis

Experiment

Domain

Integration period

IBC

Resolution

RCM_CORDEX

CORDEX

1980-2000

ERA-Interim

50 km

RCM_OCEAN

OCEAN

1980-2000

ERA-Interim

50 km

RCM_GLOBE

GLOBE

1996-2000

ERA-Interim

50 km

BB

BB

1995-1996

ERA-Interim

50 km

CTL_CORDEX

CORDEX

1995-1996

ERA-Interim

50 km

CTL_OCEAN

OCEAN

1995-1996

ERA-Interim

50 km

LB_CORDEX

CORDEX

1995-1996

BB

50 km

LB_OCEAN

OCEAN

1995-1996

BB

50 km
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4.3 Results and discussion
4.3.1 RCM performance
Seasonal precipitation over South America from the RCM simulations with the CORDEX, OCEAN,
and GLOBE domains are compared against those from observational data and ERA Interim reanalysis in
Figure 4.2 (climatology) and Figure 4.3 (mean bias). South American climate is characterized with diverse
climate patterns as it extends from the northern equatorial zone to near the South Pole. Over the extratropical SA, the mid-latitude westerlies are dominant year around. The Andes blocks the low-level
westerlies forcing the moist air to ascend over its western side and the dry air to descend over the eastern
side, inducing the wet west – dry east dipole throughout the year. Besides the orographic rains, the frontal
systems and mid-latitude storms over the eastern South Pacific bring in stratiform precipitation over the
western Andes in austral winter (JJA). The dipole precipitation pattern reverses over the subtropical SA
with the wet (dry) conditions pertaining to the east (west) of Andes as the trade wind is predominantly
easterlies. The ITCZ and its meridional migrations control the seasonality of the tropical SA climate while
the South Atlantic Convergence Zone (SACZ) and its seasonal variations control the regional climate of
sub-tropical SA and southeastern Brazil. The SACZ is active year round but is the strongest during austral
summer (DJF) when ITCZ is in its southern most location. The abrupt rainy season in austral summer is
also known as SA monsoon (Zhou, et al., 1998) which onsets at the end of austral spring or pre-monsoon
(SON) (Figure 4.2-b2). During SON, the ITCZ begins to move southward propagating deep convection and
precipitation from the northwest toward southeast, setting the stage for the peak rainy season in austral
summer. During DJF, it rains over the entire continent above 40°S with the maximum rain falling over
tropical and subtropical South America (Figure 4.2-c2). The monsoon begins to retreat from southeast to
northwest in austral Fall (MAM) or the post monsoon season (Figure 4.2-d2). Austral winter (JJA) is the
dry season (Figure 4.2-a2) when ITCZ migrates to its northern most location limiting deep convection to
the northwestern SA and most of the tropical-subtropical SA sees very little precipitation.
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The spatial patterns of precipitation simulated by RCM_CORDEX are substantially different from
observations and reanalysis in all seasons. Heavy rainfall in the simulation is confined to the northwestern
SA in JJA, SON, and MAM (Figure 4.2-a3,b3,d3) resulting in large dry biases over the eastern SA (Figure
4.3-a2,c2). In DJF, RCM_CORDEX misses the west-east band of intense precipitation associated with
ITCZ (Figure 4.2-c3), causing very large rainfall biases over the entire tropical SA (Figure 4.3-b2). The
coastal section of the SACZ in summer is also shifted further south in RCM_CORDEX, leading to the wet
biases over subtropical SA in DJF. In MAM, the monsoon quickly retreats back to the small region in
northwestern SA in RCM_CORDEX (Figure 4.2-d3), leaving most of the central and eastern SA
substantially drier than observed (Figure 4.3-c2). The annual mean precipitation biases for RCM_CORDEX
feature strong dry signals over the tropical SA, moderate dry signals over the eastern subtropical SA and
wet signals over the Altiplano and western extra-tropical SA (Figure 4.3-d2).
The RCM’s precipitation climatology is substantially improved when the model is integrated over the
OCEAN and GLOBE domains (Figure 4.2). In both the RCM_OCEAN and RCM_GLOBE simulations,
the northwest-southeast band of heavy precipitation in DJF more closely follows the observed patterns
(Figure 4.2-c4,c5). This improvement is clear in the bias maps with a substantially lower DJF dry biases
(Figure 4.3-b3,b4). Heavy precipitation is simulated for the pre- and post-monsoon seasons over much of
the central and eastern Amazon (Figure 4.2-b4,b5 and d4,d5), leading to much smaller dry biases over the
eastern SA in RCM_OCEAN and RCM_GLOBE than in RCM_CORDEX. Two dipole precipitation bias
patterns are distinctive over the tropical and subtropical SA: a wet Northwestern – dry Southeastern signal
during the pre-monsoon season (Figure 4.3-a3,b3) and a reversed dipole during the monsoon season in
tropical SA (Figure 4.3-b3,b4). The dipole is stronger in the DJF than SON, and the magnitude of biases
are larger in RCM_GLOBE than in RCM_OCEAN. The annual precipitation biases are also very similar
for the two larger domains with the RCM_OCEAN performing slightly better. Over the La Plata basin, the
RCM tends to underestimate precipitation in all three simulations. The ERA Interim precipitation also
indicates a slight dry signal over northern La Plata and wet signal over southern La Plata for all three
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seasons.
Figure 4.S2 presents the 2m temperature biases for the RCM simulations and ERA-Interim relative to
the UDel data. All three RCM simulations overestimate surface temperature over most of the continent
except for the Pacific coast. The warm biases are the largest in RCM_CORDEX (up to 5 and 6

), and are

substantially reduced in RCM_OCEAN and RCM_GLOBE, with RCM_OCEAN outperforming
RCM_GLOBE. Besides the different domains, the shorter integration period of the RCM_GLOBE
experiment is also partly responsible for the different characteristics of the precipitation and temperature
biases for the two large-domain simulations. Compared to observations, ERA-Interim also indicates slight
warm biases (1-2

) over the east SA and cold biases over the west (Figure 4.S2-a1,b1,c1).

Figure 4.4 presents the annual mean and seasonal cycle of spatially averaged precipitation for three
sub-regions of the tropical SA; South Amazon (SAMZ), North Amazon (NAMZ), and Nordeste (NORD).
Compared to ERA-Interim and UDEL, RCM_OCEAN performs substantially better in reproducing the
monthly climatology than RCM_CORDEX (Figure 4.4-a2,b2,c2). The magnitude of the monthly averages
in RCM_OCEAN are closer to observations over the SAMZ and NORD, and the improvement over
RCM_CORDEX is more pronounced in the wet season than in dry season. The time series of annual mean
indicate severe underestimation of the annual rainfall in RCM_CORDEX over all three regions; the
RCM_OCEAN simulation dramatically reduces the dry biases (by 1-2 mm/d) for all three sub-regions and
closely follows observations (Figure 4.4-a1,b1,c1).
4.3.2 Physical mechanisms
Seasonal and inter-annual variability of the precipitation in SA are strongly modulated by SSTs of the
adjacent tropical oceans (Aceituno, 1988; Fu, et al., 2001; Grimm, 2003; Marengo, 2004; Garreaud, et al.,
2009; Erfanian, et al., 2017). To evaluate the RCM performance in resolving the remote effects of SST on
rainfall signals, we compared the Pearson correlation between Nino3.4 index and seasonal precipitation of
the RCMs runs with those of the driving system (the ERA-Interim in this case) (Figure 4.5). The ERA73

Interim data features a negative correlation between SST and rainfall over the northern SA and northeastern
Amazonia in SON and DJF and over northeastern NORD in MAM, where drought conditions are expected
during El Nino events; strong positive correlations are revealed over southeastern Brazil and the La Plata
basin for all three major rainy seasons (Figure 4.5-a1,b1,c1). The correlation coefficients based on the UDel
data (results not shown) show very little difference from those based on the ERA-Interim data. Compared
to ERA-Interim, the correlations in RCM_CORDEX are substantially overestimated over tropical SA and
underestimated over sub-tropical SA for all three seasons (Figure 4.5-a2,b2,c2). However, the SST-rainfall
correlation signal in RCM_OCEAN matches that of the ERA-Interim much better (Figure 4.5-a3, b3, c3).
The improvement is the most pronounced for the pre and post monsoon seasons (SON and MAM) where
the largely overestimated negative correlations over Amazon and Nordeste and the underestimated positive
correlations over the La Plata basin in RCM_CORDEX are replaced with more realistic signals in
RCM_OCEAN. The more realistic relationship between SST and precipitation suggests a better
representation of the atmospheric processes underling the teleconnection between precipitation and remote
oceans in RCM_OCEAN than in RCM_CORDEX.
To identify the physical mechanisms responsible for the more realistic SST-rainfall correlation in the
OCEAN domain, we compared the low-level atmospheric conditions of both simulations against the
reanalysis data. Using February as an example, Figure 4.6 presents mean precipitation as well as wind
circulation, geopotential height, and horizontal wind divergence, at 900mb averaged over 1981-2000.
Compared to ERA-Interim, the model resolves the mean precipitation much better in RCM_OCEAN than
in RCM_CORDEX. Differences between the two simulations are the most pronounced over the tropical
bands of heavy convective precipitation.
In a conditionally unstable atmosphere in the tropics, low-level convergence provides the large scale
forcings needed to overcome the negative buoyancy of an air parcel below the level of free convection
(LFC). Convective precipitation is therefore strongly linked to low-level convergence as the low-level
uprising motion (over the areas with abundant moisture) convects the moist warm air from surface to higher
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troposphere resulting in deep convection, cloud formation, and intense rain. As a result, accurate simulation
of the horizontal wind convergence and air flow at the lower troposphere is essential for skillful simulation
of precipitation in the tropics (Lindzen, et al., 1987). The spatial patterns of low-level convergence, denoted
by blue contours in Figure 4.6 (b1,b2,b3), identify the tropical SA, the ITCZ band along the Equator, and
the SACZ as the main convergence regions in the domain. In the simulation over the CORDEX domain,
the RCM totally missed the ITCZ convergence band over tropical Atlantic and Pacific oceans and replaced
it with divergence (Figure 4.6-b2). The weak divergence over southern Tropical Atlantic and convergence
over SACZ in the reanalysis were also replaced with a very strong divergence and a weak convergence in
the RCM_CORDEX simulation respectively (Figure 4.6-b1, b2). In the RCM_OCEAN simulation,
however, the model was able to resolve the convergence over ITCZ, SACZ and the central and eastern
Amazonia (Figure 4.6-b3), resulting in a more realistic simulation of precipitation over these areas. Given
that the low-level convergence in tropics is primarily driven by the tropical SST and its gradients (Lindzen,
et al., 1987), Figure 4.6 indicates that the RCM is not able to realistically capture the SST forcing when
integrated over the CORDEX domain. On the other hand, expanding the domain over the tropical oceans
(which is the only difference between the two simulations) enables the RCM to capture the SST impact
more accurately and results in a more realistic simulation of low-level convergence and precipitation in
RCM_OCEAN.
The improved low-level convergence in RCM_OCEAN is associated with a more accurate simulation
of the low-level wind vectors (Figure 4.6-c2,c3). The ERA-Interim low-level wind climatology (Figure 4.6c1) reveals the dominance of easterlies over the tropical SA and tropical Atlantic and westerlies over the
mid-latitudes. The difference fields (Figure 4.6-c1,c2) indicate a strong overestimation of geopotential
height over the entirety of tropical and subtropical SA and the La Plata basin for both simulations. This
anomalous high is associated with a secondary anticyclonic circulation around SA and is twice greater in
RCM_CORDEX as compared to RCM_OCEAN. The difference wind fields for RCM_CORDEX (Figure
4.6-c2) indicate anomalous westerlies over tropical Atlantic and easterlies over the tropical and subtropical
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continental SA. The anomalous west wind weakens the trade winds over Atlantic inhibiting moisture supply
from the ocean. On the other hand, the eastward strengthening of the zonal wind over SA weakens the lowlevel transport of heat and moisture from Amazonia (Northwest) to the La Plata basin (Southeast)
contributing to the wet west, dry east dipole precipitation bias. The anomalous circulation pattern and the
associated perturbations in the horizontal advection of heat and moisture are tightly linked to the biases in
low-level convergence and precipitation. These biases become notably smaller in the RCM_OCEAN where
the anomalous easterlies, in contrast to the RCM_CORDEX, dominate over tropical Atlantic reinforcing
moisture transport to the continental SA. The anomalous easterlies over the tropical SA are also much
weaker in RCM_OCEAN as compared to RCM_CORDEX facilitating a better northwest-southeastward
circulation of the warm moist air over the continent.
4.3.3 Uncertainty sources
The “perfect prognosis” method is used here to study the uncertainties related to the nesting approach.
Monthly mean precipitation for the “perfect prognosis” runs are shown in Figure 4.S2 for August and
November in 1995 and for February and May in 1996. Among all the experiments, the simulated
precipitation is notably lower in the CTL_CORDEX particularly during the monsoon and pre-monsoon
seasons. However, using the perfect LBCs (as in LB_CORDEX) instead of ERA-Interim LBCs (as in
CTL_CORDEX) significantly improved the simulated precipitation, even though the integration domain
remains the same. The difference between the CTL and LB experiment run for the same domain quantifies
contribution of the LBC-related uncertainties (the uncertainty originated from the structural difference and
resolution jumps between the RCM and the GCM) to the RCM biases. These differences are negligible
when the RCM is integrated over the OCEAN domain yet considerably larger when integrated over the
CORDEX domain, implying a high sensitivity of the RCM outputs to the quality of LBCs for the smaller
domain. Since the LBC-related bias are (almost) removed when using the perfect LBCs, the LB runs are
only prone to the uncertainties originated in the nesting practice. Comparison between LB_CORDEX and
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LB_OCEAN, therefore, isolates the sensitivity of the nesting-related uncertainty to the size and location of
the integration domain.
Overall, the results indicate that the differences between LB_CORDEX and LB_OCEAN runs are small
for precipitation (Figure 4.S2), 2m temperature (not shown), and lower atmosphere dynamics (Figure 4.7b4,b5), but can be substantially larger for the upper atmosphere fields (Figure 4.7-a4,a5). This is
understandable, as the impact of local- and meso-scale forcings (e.g. topography and vegetation) are the
strongest in the lower atmosphere while large- and synoptic-scale dynamics dominate in the upper
atmosphere. Therefore, despite the similarity in low-level atmospheric conditions between the two LB
experiments with different domains, the nesting related uncertainties in the upper atmosphere remain highly
sensitive to the choice of integration domain, as reflected in Figure 4.7 for the geopotential height (contours)
and horizontal wind (vectors) fields at the 200 and 850 hpa levels using December 1995 as an example.
Top of the atmosphere circulation in December is characterized by development phase of the Bolivian
High and the associated anti-cyclonic circulation over central South America (Figure 4.7-a1) (Lenters, et
al., 1997). The position and intensity of the Bolivian high is linked with summer time precipitation over
Altiplano and Amazonia where a stronger high is associated with wetter conditions (Lenters, et al., 1999).
At the lower troposphere, the geopotential height contours characterize a low over the relatively warm
surface of the continental SA bounded by two highs: the South Pacific high in the west and the South
Atlantic high in the east which form over the relatively cold surface of the subtropical oceans (Figure 4.7b1). The difference fields in Figure 4.7 are derived by subtracting the LBC forcings used to drive the RCM
integration from the RCM outputs, and represent deviation of the RCM circulation from that of the LBC
forcings, a.k.a. the secondary circulation (Becker, et al., 2015).
In the lower level, the geopotential heights are overestimated in the CTL runs for both domains
featuring an anomalous high over tropical SA and another one over Argentina (Figure 4.7-b2,b3). For the
LB runs, the low-level difference fields indicate much smaller deviations from the reference with relatively
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small anomalous highs over Argentina only. (Figure 4.7-b4,b5). The substantially larger biases in the CTL
runs as compared to the LB runs emphasize the great importance of LBC-related uncertainty in RCM’s
low-level circulation bias. Regarding the integration domain, the low-level bias in LB runs share the same
spatial pattern and magnitude for both the CORDEX and OCEAN domains (Figure 4.7-b4,b5) signifying
negligible sensitivity of the RCM circulation at the lower atmosphere to the integration domain when using
the perfect LBCs. In The CTL runs, without the perfect LBCs , the two domains still share a same bias
pattern yet the bias magnitude is noticeably smaller for the OCEAN domain (Figure 4.7-b2,b3) signifying
the ability of the larger domain to reduce the RCM’s low-level circulation biases related to LBC
uncertainties (also see Figure 4.7-b2,b3).
In the upper atmosphere, the difference fields show distinctive spatial patterns depending on the LBC
forcing and the integration domain. When the RCM is driven with ERA-Interim LBCs, the model biases
feature a strong anticyclonic circulation associated with an anomalous high over central Argentina in
CTL_CORDEX (Figure 4.7-a2), and a moderate cyclonic circulation over Eastern Brazil and an
anticyclonic system off the coast of Chile in CTL_OCEAN (Figure 4.7-a3). LB_CORDEX features an
anomalous high and the associated secondary anticyclonic circulation similar to those in CTL_CORDEX
with a comparable strength (Figure 4.7-a4). However, in LB_OCEAN, the circulation biases seen in
CTL_OCEAN are nearly removed (Figure 4.7-a5). The presence of the same upper-level circulation biases
in both CTL_CORDEX and LB_CORDEX (despite using the perfect LBCs in the latter) signifies the
dominance of the nesting-related uncertainties for the upper-level circulation bias when the small domain
is used. On the other hand, the presence of circulation biases in CTL_OCEAN and their absence in
LB_OCEAN indicate that the dominance of the nesting-related uncertainty is removed when the integration
domain is expanded over the nearby oceans (Figure 4.7-a5). The strong nesting-related biases in the smaller
domain are amplified by the LBC-related biases in the CTL runs, resulting in the very strong systematic
biases in the RCM’s upper atmosphere circulation (Figure 4.7-a2).
Focusing on the upper atmosphere circulation biases and their underlying sources, Figure 4.8 presents
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the root mean square differences (RMSDs) for zonal and meridional wind vectors. In the CTL runs, RMSDs
are much larger over the subtropics and mid-latitudes for both domains and both wind components (Figure
4.8-a1,a3 and b1,b3). The systematic biases over these latitudes (below 15ºS) feature a north-south dipole
peak pattern extended below and above the horse latitude for zonal wind (Figure 4.8-a1,b1) and an eastwest dipole located left and right of the 60W longitude circle for meridional wind (Figure 4.8-a3,b3). This
dipole peak structure is associated to the systematic anticyclonic biases shown in the circulation difference
fields (Figure 4.7-top). Specifically, the northern branch of the anomalous anticyclone is responsible for
the strengthening of easterlies between the Equator and 30ºS (see Figure 4.7-b2), and southern branch for
the strengthening of westerlies in mid-latitudes; similarly, the eastern (western) branch of the anomalous
anticyclone enhances the southerlies (northerlies) between 15°N and 45°N. This bias is not confined to the
wet season and persists throughout the year which results in the dominance of the dipole structure in the
RMSD map.
When using the perfect LBCs, the same dipole bias patterns are still present in LB_CORDEX (Figure
4.8-a2,a4) (albeit in smaller magnitudes) but are removed in LB_OCEAN (Figure 4.8-b2,b4), indicating
that the nesting-related uncertainty are stronger in the CORDEX domain and much alleviated in the
OCEAN domain. As shown by the zonal average plots, RMSD magnitudes for the LB runs are about half
the magnitudes of those for the CTL runs, signifying the significant contribution of the LBC-related
uncertainties to the deviation of the RCM upper atmosphere circulation from the forcing LBCs. The zonal
averages also indicate that the RMSDs are generally (with the zonal wind in CTL being the only exception)
smaller for the OCEAN domain than for the CORDEX domain, suggesting a generally better representation
of large scale dynamics in the larger domain. This results defies the general notion of large-scale circulation
deviation being smaller for smaller domains (Jones, et al., 1995; Seth, et al., 1998; Leduc, et al., 2009;
Diaconescu, et al., 2013; Žagar, et al., 2013).
4.4 Summary and conclusion
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Degradation of the large-scale circulation has been a major problem facing RCMs since their early days
of development. As shown by many studies, the large-scale dynamics are not efficiently resolved in the
limited area models that are solely forced by the lateral boundary forcing. In RCMs, the local and regional
perturbations can interfere with the large-scale dynamics causing potential conflicts between the RCMs’
circulation and the global driving data. This problem is mostly due to the inefficient treatment of the largescale drivers in nested RCMs and is responsible for the excessive sensitivity of the RCM outputs to the size
and location of the model domain. Previous studies revealed that RCM simulations using the Davies and
Turner [1977] relaxation scheme are far more sensitive to temperature and pressure than to the wind vectors
and other fields imposed at the lateral boundaries (Errico, et al., 1993; Kim, et al., 2017). As a result, even
small biases in the RCM’s temperature and pressure fields could strongly perturb its circulation and cause
a deviation from that of the driving GCM. To solve this issue particularly for the South America region, we
proposed a new paradigm of regional climate modeling to include in the RCM domain the oceanic basins
that have significant impact on this regional climate. Using a state-of-the-art regional climate model,
RegCM4.3-CLM4.5, we test the performance of this new approach, and investigate the uncertainty sources
responsible for the RCM systematic biases over SA. Main findings are summarized and elaborated in the
following.
First, biases in the RCM were largest when it was integrated over the CORDEX domain, and smaller
when integrated over the expanded OCEAN and GLOBE domains. The CORDEX domain is confined to
the continental regions (similar to most of RCM applications) and the RCM merely relies on the nested
LBCs over the buffer zone to account for the impact of climate drivers acting outside the boundaries. In
contrast, for the two larger domains, the RCM explicitly resolves the key large-scale drivers of the SA
climate including the Hadley cell, Walker circulation, ITCZ, SACZ, and subtropical anticyclonic-cyclonic
circulation cells. As a result, the RCM is allowed to develop its own climate in which both the large-scale
dynamics and small-scale processes are explicitly resolved by the model itself, reducing the inconsistencies
between the RCM and the driving GCM. Depending on the region of interest, our proposed approach may
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need a very large integration domain introducing a new concept of inter-regional climate modeling. For
South America, such a domain has to include tropical and sub-tropical Pacific and Atlantic, which is much
larger than the regional domain used by the SA-CORDEX and CLARIS-LPB projects.
Second, the improvement seen in OCEAN (and GLOBE) runs are mainly due to the direct
representation of the SST forcings and the associated large-scaled circulation within the domain rather than
the mere size of the domain itself. The location, intensity, and seasonal migration of the ITCZ and SACZ,
as key large-scale drivers of the regions climate, are resolved more accurately in RCM_OCEAN. As a
result, the model with the OCEAN domain simulates the mean precipitation more accurately and also
performs better in depicting the relationship between the temporal variability of tropical SSTs and that of
rainfall. These indicate that the commonly used nesting practice is not able to successfully resolve the key
large-scale drivers of the SA climate. They also provide a robust evidence that the role of surface
temperature/pressure gradients are better accounted for when SSTs and their impacts are explicitly resolved
in the RCM as opposed to relying on the prescribed state and flux variables at the domain boundaries to
account for the large-scale forcings.
Third, model structural differences and resolution jump between the RCM and the driving GCM (LBCrelated uncertainty) contributed the most to the deviation of the RCM climate from the GCM forcings
(secondary circulation). The nesting-related uncertainties were also found to amplify the LBC-related
uncertainties in the smaller domains that were not expanded over oceans. Enlarging the integration domain
over the major influential oceans resulted in considerable reduction of the nesting-induced bias and
substantially improved the RCM climate when it is exposed to all three uncertainty sources. The bias
reduction was more pronounced in the upper atmosphere where the large-scale dynamics exerts a stronger
impact on the simulated climate than local and regional drivers do.
The uncertainty sources in RCM simulations and sensitivity of RCM climates to domain size and
location have been rigorously studied in the literature. In all previous studies, the systematic biases and
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degradation of the large-scale circulation in RCMs were shown to increase with increasing domain size
(Jones, et al., 1995; Seth, et al., 1998; Leduc, et al., 2009). This general notion was supported by “perfect
prognosis” experiments conducted over the European and North American domains (Žagar, et al., 2013;
Diaconescu, et al., 2013).However, our results for South America in this study contradict previous findings,
as the simulations with larger (OCEAN) domain outperform those with the smaller (CORDEX) domain in
every aspect. Our sensitivity experiments indicated that expanding the RCM domain over the continental
land surface (e.g., from the SMALL domain to CORDEX, Figure 4.S3) indeed increases the RCM biases,
consistent with previous finding. However, once the domain becomes large enough to encompass the
entirety of SA continent (as it is in CORDEX), the RCM biases reach the maximum. As the domain further
expands to include more areas of the Pacific and Atlantic oceans, the RCM biases begin to decrease. The
RCM performance reaches its plateau once the key large-scale drivers of the regional climate are explicitly
resolved within the domain (e.g., OCEAN domain). Beyond this point, the sensitivity of the RCM to domain
size nearly disappears, and further expansion of the domain (e.g., from OCEAN to GLOBE) has negligible
effect on the RCM climate. These results could be of a great importance as the domain size uncertainty
results in substantial systematic bias in the RCM simulations yet it cannot be sampled by the current setting
of major regional coordinated climate projects including CORDEX and CLARIS-LPB.
Overall, the new paradigm of regional climate modeling leads to robust improvement in large and meso
scale features of the RCM climate. Given the added value of RCMs in resolving the local and regional
physical processes, improvement of the large-scale features in RCMs introduces new potentials for their
applicability in studying mechanisms and feedback processes underlying regional climate systems. This is
crucially important for regions like South America where the seasonality and inter-annual variability of the
hydroclimate is strongly controlled by the interplay of regional and large-scale drivers, yet neither GCMs
nor the current practice of RCMs could fully resolve both of these drivers and their interactions.
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Figures

Figure 4.1 The regional domains used to study the impact of inclusion of the adjacent oceans within the
RCM’s integration domain. The contours represent surface topography.
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Figure 4.2 Precipitation (mm/d) climatology averaged over 1981-2000 for ERA-Interim (a1,b1,c1,d1),
University of Delaware (a2,b2,c2,d2), RCM_CORDEX (a3,b3,c3,d3), RCM_OCEAN (a4,b4,c4,d4), and
over 1997-2000 for RCM_GLOBE (a5,b5,c5,d5). The 1st , 2nd, 3rd , and 4th rows correspond to the dry
(JJA), pre-monsoon (SON), monsoon (DJF), and post-monsoon (MAM) seasons respectively.
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Figure 4.3 Precipitation bias (mm/d) for austral spring (a1,a2,a3,a4), summer (b1,b2,b3,b4), Fall
(c1,c2,c3,c4), and annual mean (d1,d2,d3,d4). The results are calculated over 1981-2000 for ERA-Interim
(a1,b1,c1), RCM_CORDEX (a2,b2,c2), RCM_OCEAN (a3,b3,c3), and over 1997-2000 for RCM_GLOBE
(a4,b4,c4).
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Figure 4.4 Time series of annual mean (a1,b1,c1) and monthly climatologies (a2,b2,c2) of precipitation
(mm/d) calculated over 1981-2000 for University of Delaware (black), ERA-Interim (red),
RCM_CORDEX (orange), and RCM_OCEAN (blue).
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Figure 4.5 Correlation maps of precipitation and nino3.4 calculated for standardized anomalies of seasonal
time series over 1981-2000 for ERA-Interim (a1,b1,c1), RCM_CORDEX (a2,b2,c2), RCM_OCEAN
(a3,b3,c3). The results are presented for the three major rainy seasons of austral spring (a1,a2,a3), summer
(b1,b2,b3), and fall (c1,c2,c3). Correlation based on UDel data (not shown) is similar to that based on ERAInterim data.
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Figure 4.6 February monthly mean precipitation (mm/d) (a1,a2,a3), horizontal wind divergence (106 S-1)
at 900mb level (b1,b2,b3), climatology (c1) and difference fields (c2,c3) of geopotential height (m)
contours overlaid by horizontal wind vectors (m/s) at the 900mb level averaged over 1981-2000. The first
column (a1,b1,c1) presents the results for ERA-Interim, the 2nd column (a2,b2,c2) for RCM_CORDEX,
and the 3rd column (a3,b3,c2) for RCM_OCEAN.
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Figure 4.7 Horizontal wind (m/s) and geopotential height (m) climatology (a1,b1) and difference fields
(RCM-reference) of February 1996 for CTL_CORDEX (a2,b2), CTL_OCEAN (a3,b3), LB_CORDEX
(a4,b4), and LB_OCEAN (a5,b5). The RCM departure from its LBC forcing is presented in the difference
fields where ERA-Interim and BB are used as reference for the CTL and the LB runs respectively. The
results are shown for 200mb (a1 to a5) and 850mb (b1 to b5) levels.
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Figure 4.8 Root mean square differences (RMSDs) calculated using monthly mean zonal wind (U)
(a1,a2,b1,b2,c1,c2) and meridional (V) winds (a3,a4,b3,b4,c3,c4) (m/s) at 200 mb level during the march
1995 to February 1996 period (12 months). The CTL runs are verified against ERA-Interim reanalysis
(a1,b1 and a3,b3) while the LB runs are verified against the BB (a2,b2 and a4,b4). In the zonal average
plots (c1,c2,c3,c4), the solid lines represent CTL runs and the dashed line denotes the LB runs. The red and
black lines also denote the RCM runs over the OCEAN and CORDEX domains respectively. Zonal average
of the RMSD are calculated over 35ºW to 75ºW.
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Figure 4.S1 Same as Figure 3 but for 2m Temperature (Celsius).
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Figure 4.S2 Monthly mean precipitation (mm/d) for ERA-Interim (1st column), BB (2nd column),
CTL_CORDEX (3rd column), CTL_OCEAN (4th column), LB_CORDEX (5th column), and LB_OCEAN
(6th column). The 1st, 2nd, 3rd , and 4th rows correspond to the dry (August), pre-monsoon (November),
monsoon (February), and post-monsoon (May) seasons of 1995-1996 respectively.
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Figure 4.S3 Annual precipitation (mm/d) climatology (top) and difference fields (bottom) averaged over
April 1995 to March 1996 for ERA-Interim (a1), BB (a2,b2), CTL_CORDEX (a3,b3), CTL_SMALL
(a4,b4), LB_CORDEX (a5,b5), and LB_SMALL (a6,b6). The difference fields are calculated with respect
to ERA-Interim for the BB and CTL runs (b2,b3,b4) and BB outputs for the LB runs (b5,b6). The results
indicate that the RCM performance degrades when moving from the SMALL domain to CORDEX.
However, further extension of the domain from CORDEX to BB (which includes the influential oceans
within the domain) substantially improves precipitation.
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Chapter 5: Extreme droughts in tropical South America and the role of tropical SSTs

94

5.1 Introduction
Greenhouse warming is anticipated to change drought outlook in the future climate (Wang, 2005;
Seneviratne, et al., 2012; IPCC, 2013) and enhance drought severity in particular (Trenberth, et al., 2014).
Tropical South America has been considered a drought hotspot in future climate projections due to its
potential to respond drastically to excessive warming and drying (Cox, et al., 2008; Seneviratne, et al.,
2012; IPCC, 2013; Marengo, et al., 2016). Even in the present-day climate, sub-tropical savannah areas of
South America are facing severe water shortages and heightened risks of desertification due to extreme
droughts (Marengo, et al., 2016). In the Amazon basin, recurrent droughts over short time periods have
been found to inhibit recovery of the region’s eco and hydro systems, increasing wildfire risk and tree
mortality and accelerating ecosystem carbon emissions (Malhi, et al., 2008; Zeng, et al., 2008; Phillips, et
al., 2009; Marengo, et al., 2013; Lewis, et al., 2011; Chen, et al., 2011; Davidson, et al., 2012). In the past
decade (2005 to 2016) alone, tropical/subtropical South America has experienced several extreme drought
events. In 2005, a severe drought in the Amazon, categorized as a 100-year event (Phillips, et al., 2009;
Lewis, et al., 2011; Xu, et al., 2011), caused record-breaking annual wild fires and carbon emissions, leading
to the first ever negative annual carbon balance recorded for the rainforest (Phillips, et al., 2009; Lewis, et
al., 2011). Five years later, a stronger and more destructive drought hit Amazonia in 2010 and the recorded
rainforest carbon balance was negative for the second time (Lewis, et al., 2011; Marengo, et al., 2011). The
Northeastern Brazil (Nordeste) region also experienced extreme droughts in 2005, 2007, 2010, and 2012.
The 2012 drought was the most extreme in the past several decades and caused widespread shortages in
drinking/irrigation water and hydroelectric energy supply over this densely populated semi-arid region
(Marengo, et al., 2013; Marengo, et al., 2016; Pereira, et al., 2014).
Variability of the tropical oceans, including both the Pacific and Atlantic, has been considered the main
driver for inter-annual variability of precipitation over the Amazon basin and Nordeste region (Zeng, et al.,
2008; Phillips, et al., 2009; Lewis, et al., 2011; Marengo, et al., 2011; Jiménez-Muñoz, et al., 2016; Zou, et
al., 2016; Marengo, et al., 2016). In the Pacific, El Niño events are important predictors for severe droughts
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over these areas (Hastenrath, 1984; Aceituno, 1988; Marengo, 2004). A warmer tropical Pacific disturbs
the Walker circulation and weakens the trade winds. The weakening of the easterlies reduces convergence
of moisture from the tropical Atlantic (the major supplier of moisture for tropical South America) to the
continental interior. El Niño-induced perturbations in the Walker circulation, Hadley Cell and Rossby
Waves also increase subsidence and suppress convection over the region (Aceituno, 1988; Fu, et al., 2001;
Grimm, 2003; Garreaud, et al., 2009). In the Atlantic, a warmer than usual tropical North Atlantic causes
an anomalous northward shift of the ITCZ, reducing moisture convergence and weakening convection over
the Amazon and Nordeste regions. The rising motion in the north, coupled with the sinking air over South
America and the Southern Atlantic by Hadley circulation, results in a reduction in rainfall over the
subsidence zone. The northward migration of the ITCZ also weakens trade winds below the Equator,
subsequently impeding moisture transport from the Atlantic to the South American continental interior
(Zeng, et al., 2008; Marengo, et al., 2011; Chen, et al., 2011; Zou, et al., 2016). SST forcings from these
two basins are responsible for two different types of regional droughts: El Niño-induced droughts during
SON (pre-monsoon) and DJF (monsoon seasons), and droughts occurring in response to a warmer Tropical
Atlantic typically during the dry season (May to September).
Anomalously warm tropical Pacific SSTs detected in early 2014 set the stage for an immense El Niño,
yet the 2014 El Niño was less intense than predicted. However, the following year witnessed an El Niño
that was comparable to the 1983 and 1998 events (McPhaden, 2015). The tropical Pacific Ocean remained
anomalously warm from 2014-2016, and a severe drought was expected to hit tropical South America in
2016 (Chen, 2016). Over the Nordeste region, anomalously warmer SSTs in the tropical Pacific and Atlantic
were expected to intensify drought conditions that had been persisting since 2012 (Marengo, et al., 2013;
Marengo, et al., 2016); over the Amazon basin, preliminary analysis of the 2016 wet season confirmed a
severe drought condition (Jiménez-Muñoz, et al., 2016).
In this paper, we examine the spatial extent, temporal evolution, and severity of the 2016 South
American drought and its manifestation in terrestrial water storage (TWS) and vegetation greenness based
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on gridded observational data sets. The datasets used include multiple gauge-derived precipitation datasets,
satellite-derived TWS data from Gravity Recovery and Climate Experiment (GRACE) (Swenson, 2012;
Landerer, et al., 2012), normalized different vegetation index (NDVI) and enhanced vegetation index (EVI)
data from Moderate Resolution Imaging Spectroradiometer (MODIS) sensors. We compare the 2016
drought with the record-breaking droughts of 2005 and 2010, as well as the two El Nino droughts of 1983
and 1998, and relate precipitation anomalies to Tropical SST variability to assess SST-based drought
predictions. The strong relationship between rainfall and SST in the adjacent tropical oceans has allowed
statistical forecast models to skillfully predict precipitation in the region (Hastenrath, 1984; Ronchail, et
al., 2002; Zeng, et al., 2008). However, oceanic forcing is not the only driver for this regional climate.
Disturbances and other processes over land, including deforestation, surface warming, and CO2
fertilization, can also influence the regional hydroclimate regime (Garreaud, et al., 2009; Malhi, et al., 2008;
Roy, et al., 2002; Zeng, et al., 1996; Malhi, et al., 2004). Here we developed a statistical model and
implemented hypothesis testing to investigate how much of the observed precipitation deficits could be
explained by anomalies of tropical SSTs.
5.2 Methodology
5.2.1 Data
We used two different precipitation datasets in order to ensure that our conclusions were not sensitive
to uncertainties in observations: Gauge-based monthly precipitation data from Global Precipitation
Climatology Center (GPCC) version 7 (1x1), and satellite-based monthly precipitation estimates from the
Tropical Rainfall Measuring Mission (TRMM) 3B43 product (0.25x0.25). TRMM data span from 1998
to present and GPCC data are available from 1901 to present. We also used monthly mean SSTs from the
NOAA Optimum Interpolation Sea Surface Temperature (OISST) (Reynold 2009) data set version II
(1x1) which spans October 1981 to the present. To be consistent with SST data coverage, we used GPCC
rainfall data from 1982 to 2017. Comparison of the two precipitation data sets was done for their
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overlapping period 1998-2016 (see Figure 5.S8). To derive the monthly standardized anomalies for both
rainfall and SST, we first subtracted the climatological seasonal cycle from monthly data and then
normalized the anomalies by the standard deviation of each month.
Monthly anomalies of TWS are derived from Gravity Recovery and Climate Experiment (GRACE)
data (Swenson, 2012). The GRCTellus land grid data represent deviation of the surface mass in each month
from the average mass of the baseline period (Jan 2004 to Dec 2009). The grid data set used here has a
1x1 spatial resolution and is publicly available at NASA JPL website (https://grace.jpl.nasa.gov/data/getdata/monthly-mass-grids-land). To remove the attenuation of the surface mass variations at small spatial
scales, the land grid scaling has been applied to the raw GRACE data fields as suggested by (Landerer, et
al., 2012). The scaled data, in units of centimeters of equivalent water thickness, were then used to construct
the standardized anomalies (dimensionless) over the period of 2002 to 2016.
Normalized Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) are derived
from the MOD13C2 product of the Moderate Resolution Imaging Spectroradiometer (MODIS) sensors
aboard Terra and Aqua satellites (NASA). The MOD13C2 is cloud-free monthly data on a 0.05 degree
(5600 meters) geographic Climate Modeling Grid (CMG) which is constructed from the gridded 16-day 1kilometer MOD13A2 data (NASA). The data is available from July 2002 to near real-time present day and
can be downloaded at the NASA-USGS Land Process Distributed Active Archive Center (LP DAAC)
website

(https://lpdaac.usgs.gov/dataset_discovery/modis/modis_products_table/mod13c2).

The

standardized anomalies are constructed by subtracting the monthly climatology (calculated over 20032017) from the monthly data and dividing the anomalies by the standard deviation for each month. The
vegetation indices use the wavelength and intensity of the reflected light within the visible and near-infrared
wavelengths to measure density of green leaf vegetation. Both NDVI and EVI values span the -1 to +1
range where very low values (<0.1) represent barren land with no green leaf and +1 indicates the highest
possible density of green leaves.
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5.2.2 Standard Precipitation Index (SPI)
To measure the severity of meteorological droughts, we used the Standardized Precipitation Index (SPI)
(McKee, et al., 1993) with an averaging period of three, six, twelve, and twenty-four months. Historical
time series of monthly precipitation for each grid cell were used to extract the shape () and scale () factors
of a (two-parameter) Gamma distribution function using maximum likelihood estimate. The calculated SPI
values were then normally distributed and any specific SPI value represents the departure of the
corresponding precipitation from the long-term mean normalized by its standard deviation. To construct
the seasonal SPI maps, we averaged the monthly SPI values of corresponding seasons. Two data periods
are used in our SPI analysis. The 1982-2017 period is used as the base period of SPI (and regression
analysis) which is selected based on availability of the high quality observed data for SST and rainfall. The
1901-2017 is also used in SPI analysis to investigate sensitivity of the 1982-2017 SPIs to the data length.
5.2.3 Empirical prediction model
An empirical prediction model is developed to predict the rainfall anomalies from the SST anomalies
of the tropical Pacific, North Atlantic, and South Atlantic. The empirical models using long-term rainfall
and SST observations were shown to successfully explain most of Amazon and Nordeste precipitation
variability (Hastenrath, 1984; Ronchail, et al., 2002; Marengo, 2004; Zeng, et al., 2008), enabling skillful
prediction of rainfall deficits and wildfire risk (Hastenrath, 1984; Zeng, et al., 2008; Chen, et al., 2011).
The model is a linear regression model between time series of precipitation standardized anomalies at
grid cell (i,j), P(i,j,t), with those of area-averaged tropical SST anomalies at Pacific (Nino3.4), North
Atlantic (NAT) and South Atlantic (SAT) regions (see Figure 5.S1 for denotation of the Oceanic basins
over map):
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are spatially varying coefficients determining sensitivity of precipitation to the

individual oceanic drivers for each grid cell and

is a constant. All the regression coefficients are
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calculated using least square fitting of GPCC seasonal precipitation time series from 1982 to 2002 with
seasonal time series of SST indices for the same period.
5.2.4 Outlier analysis
Residuals in least square linear models are used to investigate the appropriateness of regression models
and to detect the extreme observations or outliers in the space of predictand (y or dependent variable) (Lund,
1975; Stevens, 1984). Here we used the externally studentized residual approach for outlier analysis. The
regular residuals in a regression model,

have different variances that vary based on the

predictor(s). The variance of the ith residual is calculated using the following equation (Stevens, 1984):
1
where

(1)

is variance of the raw residuals,

is the variance of the ith residual, and hi is the leverage

and is the ith diagonal element of the hat matrix (H). The studentized residuals are derived by normalizing
(dividing them) the raw residual by their estimated standard deviation:
(2)
The studentized residuals are called externally studentized if

in eq. 2 is replaced with

, which is

the standard deviation of the residuals for a regression fitted over all the data excluding the ith point.
The studentized residuals then can be used to calculate the t statistics from the following equation to
test the outliers for significance (Weisberg, 2005):
(3)
here p is the number of regression parameters (including the regression constant), n is the sample size,
and

is t statistic of the ith residual for the T distribution with n-p-1 degree of freedom. The externally

studentized residuals allow us conduct “case analysis” by isolating each individual data point and measuring
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the likelihood of that point being erroneous to the linear model that is fitted over rest of the points in the
data set.
5.3 Results and discussion
The Standardized Precipitation Index (SPI) is used as a metric for severity of the rainfall deficits. Figure
5.1 presents the SPI time series for 3, 6, 12, and 24-month timescales averaged over the Nordeste region,
North and South Amazonia (see Figure 5.S1 for definition of these regions). All three regions had negative
SPI values for the entire year in 2016. Over the two sub-regions of Amazonia, the 2016 drought peaked in
the SON and DJF seasons with short term (3 and 6 month) SPI values close to the extreme drought level of
-2 (Figure 5.1a and 1b), which were record lows for the study period (1982-2017). For the Nordeste region,
the SPI peaked once at the beginning (SON) and once at the end (MAM) of the 2016 wet season. The lowest
SPI values over the South Amazon and Nordeste regions, for all timescales presented in Figure 5.1, were
recorded in 2016. Over North Amazon, the SPI values in 2016 are comparable with the record low values
for the region during the 1992 and 1998 events. These statements are also valid for SPI analysis over the
1901-2017 period (Figure 5.S2) -- the SPIs calculated for 2016 show the worst drought ever recorded over
South Amazon and Nordeste since 1901 with only two other droughts (1904 and 1916) reaching a similar
level of severity.
The standardized anomalies of precipitation in each season (Figure 5.2) indicate that the 2016 drought
impacted the entirety of South America north of 20°S during the austral spring and summer. The center of
the maximum rainfall deficit moves eastward from southern Amazon in SON (Figure 5.2-a5) to
northeastern Amazon in DJF (Figure 5.2-b5) and the Nordeste region in MAM and JJA (Figure 5.2 c5 and
d5). The 2016 rainfall deficits during the SON and DJF seasons have similar spatial patterns as those of the
1983 and 1998 El Nino droughts, but are more extensive and more severe (Figure 5.2). During the MAM
season, the largest deficits are found over the Nordeste region.
The precipitation anomalies remained negative during JJA over much of the Amazon and Nordeste
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region in 2016. Among the five droughts highlighted in Figure 5.2, the rainfall standardized anomalies for
the JJA season are largest in 2005 and 2010 (also see Figure 5.S3). The similarities and distinctions among
these highlighted extreme events are mostly rooted in the oceanic forcings driving them. The 2005 and
2010 droughts are mainly attributed to strong warm anomalies of tropical Atlantic SSTs extending and
peaking during the dry season (May to September) resulting in the largest standardized anomalies being
experienced over that period (Zeng, et al., 2008; Phillips, et al., 2009; Lewis, et al., 2011; Marengo, et al.,
2011; Zou, et al., 2016). The 2010 wet season also had negative rainfall anomalies, which were attributed
to the moderate El Niño of 2009 (Lewis, et al., 2011; Marengo, et al., 2011; Zou, et al., 2016) (see Figure
5.S4-e). The 2016 rainfall anomalies, however, peaked during the SON and DJF seasons in response to the
strong El Nino of 2015-2016. In addition, the SSTs in the tropical Atlantic remained anomalously warm
throughout 2016 (Figure 5.S4-e). As a result, the rainfall deficits over much of Southern Amazon and
Nordeste persisted throughout the dry season (JJA) despite the demise of El Niño in late April.
Standardized anomalies of TWS during the three most recent extreme droughts are presented in Figure
5.3 as a metric for the cumulative effects of precipitation anomalies on terrestrial hydrology. The anomalies
indicate large decreases of TWS in South Amazon during the dry seasons (MAM and JJA) of 2005 and
2010. For the 2016 drought, the GRACE data indicates strong negative TWS anomalies over the Nordeste
region and North Amazon in SON. As the precipitation deficits extend into the dry season, the TWS
anomalies become extremely negative over the entire tropical/subtropical South America. The time series
of the TWS anomalies averaged over the three regional domains also indicates that the worst TWS deficits
over the entire length of GRACE data occurred in 2016. For the Nordeste region in particular, the TWS
anomalies have continuously depleted from 2012 to 2017, signifying a long-term extreme drought. Over
most of tropical and subtropical South America, the strong TWS deficits persist beyond the end of the 2016
meteorological drought.
To investigate the drought impact on vegetation, we used Normalized Difference Vegetation Index
(NDVI) and Enhanced Vegetation Index (EVI) (Figure 5.4 and Figure 5.S5). The two satellite-derived
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indices measure photosynthetically active radiation absorbed in green leaves as a proxy for net
photosynthesis rates. During the 2015-2016 event, substantial decreases in vegetation greenness was
observed during the SON and DJF seasons over northeastern Amazon, in all four seasons over the Nordeste
region, and across most of tropical and subtropical South America during JJA (Figure 5.4). The extensive
areas with large negative NDVI or EVI in 2016 in the Nordeste region and eastern Amazon also
distinguishes the recent event from the two previous droughts of 2005 and 2010, which were centered over
central and southern Amazon. Overall, the dry season (JJA) stands out for its extent of severe decrease of
greenness during both the 2010-2011 and 2015-2016 events. Evidently, the three events differ in the extent,
severity, and location of the negative NDVI anomalies, with the strongest decrease of vegetation greenness
observed during the 2015-2016 drought. It is important to note that extra caution should be taken when
using satellite-based greenness index as a proxy for vegetation response to drought as using different
products has led to contradictory conclusions in the literature (Xu, et al., 2011; Saleska, et al., 2007;
Samanta, et al., 2010). The data used here is extracted from the latest version of the MODIS products which
is cloud-filtered and corrected for aerosol/atmosphere corruption effects (see methodology).
For drought prediction, a statistical multivariate linear regression model was developed to estimate
precipitation anomalies based on oceanic forcing in both the Pacific and Atlantic basins. Performance of
the regression model and its predictions are presented in Figure 5.S6. In general, SST anomalies are better
predictors for rainfall anomalies over North Amazon than South Amazon and the Nordeste region. The
spatial maps for coefficients of determination (Figure 5.S6) indicate that the regression model can reproduce
more than 70% of precipitation variance over the Northern Amazon, the Northern area of the Nordeste
region and much of the La Plata basin for all four seasons. Among the five highlighted extreme droughts,
the 1983 and 1998 events are included in the calibration period (1982-2002), and the three more recent
events are included in the verification period (2003-2017). Compared to the observed rainfall anomalies
shown in Figure 5.2, the model reproduces the spatial patterns and magnitudes of the SON and DJF
precipitation anomalies for 2016 reasonably well over North Amazon, but substantially underestimates
103

them over South Amazon and Nordeste. Rainfall deficits in MAM and JJA of 2016 over Nordeste are
underestimated as well. For the 2005 and 2010 events, the model-produced anomalies are comparable with
observations, except for a slight underestimation over South Amazon. For the El Niño-induced droughts of
1983, 1998 and 2016, the regression model underestimates the dry season (MAM and JJA) rainfall
anomalies over tropical South America to a degree that differs among events (Figure 5.S5).
The spatial average of precipitation anomalies predicted by the multivariate linear regression model are
compared with observations in Figure 5.5. Over North Amazon, the model can explain 74% of the observed
variance over the calibration period and 64% over the verification period, and the model rainfall deficits
for the five highlighted extreme droughts closely match observations. Over South Amazon, the model
accounts for about 42% of the observed variance for both the calibration and verification periods.
Precipitation anomalies are slightly underestimated for most of the highlighted extreme events, yet the 2016
drought was substantially underestimated over this region. Over Nordeste, the model explains 50% of the
observed variance during the calibration period, but only 16% of the observed variance for the verification
period. The regression model performs reasonably well in reproducing the rainfall deficits of 1982, 1998
and 2010 over Nordeste, but substantially underestimates the severity of 2016 (and 2007 and 2012) rainfall
deficits.
Figure 5.6 presents the spatial pattern of model relative biases in predicting the precipitation anomalies
of the five highlighted events, focusing on areas of extreme drought (where the observed precipitation is
more than one standard deviation below the long-term mean). The model performs remarkably well in
predicting the extreme droughts for the first four events suggesting strong predictability of these droughts
from the oceanic drivers. The 2016 drought, however, is an exception as the model substantially underpredicts the drought severity over an extensive region of the Amazon and Nordeste. The strong
underestimation signifies an important distinction between the underlying drivers of the extreme rainfall
deficits of the 2016 event and those of the previous events.
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Outlier analysis is implemented over the regression results to measure the significance of the deviation
of precipitation anomalies from the long-term SST-rainfall relationship. Here, outliers represent anomalous
precipitation in any specific season that are highly unlikely to be predicted by the empirical model. Figure
5.S7 presents the spatial maps of the outlier residuals for the five extreme droughts of interest where the
residuals pass the 10% significance level (one-sided T distribution with df=29). Compared to the 2016
drought, the areal extent of the outlier residuals is relatively small for the 1983, 1998, 2005, and 2010
events. For the 2016 event, the extent of the area with extremely large residuals increases substantially. The
RMSEs calculated for the (negative) standardized residuals presented in each panel signify that the
magnitudes of the outlier residuals are largest for the 2016 events when compared to the other four extreme
events.
5.4 Summary and conclusion
The SPI index and precipitation standardized anomalies suggest that the severity and extensiveness of
the 2016 meteorological drought in the Amazonian and Nordeste regions is the greatest in our study period.
The 2016 event surpasses the severity of the 2005 and 2010 droughts, both considered 100-year events. The
most recent drought was driven primarily by anomalously warm tropical Pacific (El Niño) SSTs whereas
the previous droughts of 2005 and 2010 were mainly caused by anomalously warm tropical Atlantic SSTs.
The SPIs calculated for both short term and long term timescales over the entire GPCC data length (19012017) confirm that the severity of the 2016 drought is unprecedented. Comparing the rainfall anomalies of
GPCC with TRMM (Figure 5.S8) also indicates that the results are not sensitive to the precipitation data
used in our analysis. Note that results of the extended precipitation analysis should be treated with caution
due to potentially lower data quality in the early twentieth century.
Among the contributing sources, variability of the tropical oceans is the main driver of inter-annual
rainfall variability over the region. For the past decade, the historical SST-rainfall relationship, without
including other factors, was able to account for 65% of the rainfall variance over North Amazon and 40%
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over South Amazon, but only 15% over the Nordeste region. For the 2016 drought, the Nordeste region and
Southeastern Amazon are identified as outlier areas where observed rainfall anomalies are very unlikely to
be explained by the oceanic indices considered in the model. These results signify the distinctive nature of
the 2016 event as compared to the previous extreme droughts emphasizing an imperative need to study the
underlying mechanisms of the most recent event.
Although oceanic variability is still the main driver of droughts in the region, contribution of other
drivers has yet to be investigated. Disturbances and other processes over land, including deforestation,
surface warming, and CO2 fertilization, are shown to influence the regional hydroclimate regime of tropical
South America. Significant warming and drying trends were observed over the region during the past
decade (Li, et al., 2008; Fu, et al., 2013; Gloor, et al., 2015; Jiménez‐Muñoz, et al., 2013). Greenhouse gas
warming tends to intensify droughts over the sub-tropics in response to the anticipated poleward expansion
of the Hadley Cell in a warmer climate (Fu, 2015). Surface warming can also exacerbate the hydrological
and agricultural consequences of precipitation deficits by accelerating evapotranspiration and depleting soil
moisture. For the 2016 drought, a recent study suggested that regional surface warming might have
intensified the drought severity (Jiménez-Muñoz, et al., 2016). Numerous studies have suggested that
anthropogenic land use changes such as forest loss can cause warming and precipitation deficits in the
Amazon (Zeng, et al., 1996; Zhang, et al., 1996; Roy, et al., 2002; Swann, et al., 2015; Zemp, et al., 2017).
A newly published study indicated that deforestation in Amazonia has advanced enough to cause a shift
from a thermally to dynamically driven hydroclimatic regime, reducing precipitation over the deforested
areas (Khanna, et al., 2017). On the role of vegetation dynamics in shaping precipitation variability in the
Amazon region, Wang et al. (2011) suggested that “many areas of the Amazon will be prone to recurrent
droughts during the several years following the 2010 drought” due to the slow recovery of the droughtstressed vegetation. Indeed, multiple droughts have been reported since then (Marengo, et al., 2015;
Jiménez-Muñoz, et al., 2016), including a severe drought in 2012-2013 (Marengo, et al., 2013) (also see
Figure 5.2-e1) though it did not rival the 2016 event in severity. Mounting evidence from the literature,
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along with the rarity of the 2016 drought in long term observations and unpredictability of its intensity from
the SST-rainfall relationship, emphasize the importance of investigating the contribution of anthropogenic
drivers in amplifying droughts in this region. Such investigations could be facilitated by conducting
thorough event-based detection and attribution analysis using large ensembles of climate simulations
(Trenberth, et al., 2015).
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Figures

Figure 5.1 Time series of Standardized Precipitation Index (SPI). The entire Tropical/sub-Tropical South
America is divided into South Amazon (SA), North Amazon (NA), and Nordeste (NORD) regions to
construct the area-averaged time series (see Figure S1 for details). The 3, 6, 12, and 24-month SPIs shown
in a), b), c), and d) respectively were calculated using the GPCC monthly precipitation data from 1982 to
2017. For all time scales, the 2016 SPIs over Nordeste and South Amazon are the largest seen in the analysis
period.
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Figure 5.2 Spatial maps and time series of standardized precipitation anomalies (dimensionless) calculated
for the 1982-2017 period. The contour plots present the seasonal rainfall anomalies for the five extreme
droughts of 1983 (a1 to d1), 1998 (a2 to d2), 2005 (a3 to d3), 2010 (a4 to d4), and 2016 (a5 to d5). The
monthly time series (e1) were constructed by averaging the 3-month SPI over the North Amazon, South
Amazon, and Nordeste regions (the box shown in a1) and the highlight strips denote the five extreme
droughts represented in the spatial maps. Seasonal cycles for each year start from September of the previous
year (e.g. SON 2004 for 2005 seasonal cycle).
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Figure 5.3 Spatial maps and time series of TWS standardized anomalies calculated using GRACE data from
2002 to 2017. The contour plots present the seasonal anomalies for the three extreme droughts of 2005
(a1,a2,a3,a4), 2010 (b1,b2,b3,b4), and 2016 (c1,c2,c3,c4). The monthly time series (d1) were constructed
by averaging anomalies over the North Amazon, South Amazon, and Nordeste regions and the highlight
strips denote the extreme droughts represented in the spatial maps. Seasonal cycles for each year start from
September of the previous year (e.g. SON 2004 for 2005 seasonal cycle).
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Figure 5.4 Spatial maps of Normalized Difference Vegetation Index (NDVI) anomalies calculated using
NASA MODIS product over 2003-2017. The seasonal anomalies are shown for the three extreme droughts
of 2005 (a1,a2,a3,a4), 2010 (b1,b2,b3,b4), and 2016 (c1,c2,c3,c4). Seasonal cycles for each year start from
September of the previous year (e.g. SON 2004 for 2005 seasonal cycle).
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Figure 5.5 Time series of the predicted (dashed lines) versus observed (solid lines) seasonal precipitation
anomalies over North Amazon (top), South Amazon (middle), and Nordeste (bottom). The predicted and
observed time series of rainfall deficits are used to calculate coefficient of determination (R2) for the
calibration (1982-2001) and validation (2002-2017). Compared to South Amazon and Nordeste, the
predicted anomalies explain the rainfall variability better over North Amazon. The model prediction for
2016 rainfall deficits closely resemble the observations over North Amazon yet, substantially underestimate
the deficits observed over South Amazon and Nordeste.
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Figure 5.6 - Spatial maps of model relative biases in predicting the magnitude of precipitation anomalies
for the five extreme droughts of 1983 (a1 to a4), 1998 (b1 to b4), 2005 (c1 to c4), 2010 (d1 to d4), and 2016
(e1 to e4). The areas where magnitude of the observed standardized anomalies of precipitation is lower than
-1.0 are masked out in order to only focus on regions that experience intense drought. Here, the least-square
fit is implemented over the entire analysis period (1982-2017) to equally account for all the five extreme
droughts when deriving the regression coefficients of the multivariate linear model. Seasonal cycles for
each year start from September of the previous year (e.g. SON 2004 for 2005 seasonal cycle).
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Figure 5.S1 Areal representation of the regions defined over South America as well as the oceanic regions
used in calculating Nino3.4 [1], Tropical North Atlantic (TNA) and Tropical South Atlantic (TSA) indices.
North Amazon spans from 75W to 50W and 5S to 7N [2], South Amazon spans from 75W to 50W and 5S
to 17S [2], and Nordeste spans from 50W to 34W and 17S to 0. Nino3.4 is defined between 150W to 90W
and 5S to 5N, TNA spans from 57.5W to 15W and 5.5N to 23.5N, TSA spans from 30W to 10E and 20S
to 0 [3].
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Figure 5.S2 Same as Figure 1 but the SPIs are calculated using the GPCC precipitation data from 1901 to
2017.
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Figure 5.S3 Same as Figure 2 but for 3-month SPI.
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Figure 5.S4 SST standardized anomalies calculated using OISST monthly mean data from 1982 to 2017.
Seasonal anomalies for each year start from September of the previous year (e.g. SON 2004 for the 2005
cycle). The time series of monthly anomalies (e) are constructed for the three oceanic basins (see Figure S1
for detailed specification of the oceanic indices) by doing the spatial averaging first, and calculating
standardized anomalies next. Spatial maps of seasonal SST anomalies for 2005 (a1,b1,c1,d1), 2010
(a2,b2,c2,d2), and 2016 (a3,b3,c3,d3) indicate different patterns of tropical SST anomalies for the three
extreme droughts. The distinct patterns of Tropical SST anomalies result in different seasonality for the
three extreme droughts.
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Figure 5.S5 Same as Figure 4 but for the Enhanced Vegetation Index (EVI).
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Figure 5.S6 Empirical prediction of precipitation deficits over South America. The spatial maps present the
rainfall anomalies predicted from the regression model during 1983 (a1 to a4), 1998 (b1 to b4), 2005 (c1 to
c4), 2010 (d1 to d4), and 2016 (e1 to e4). The regression coefficients are calculated for each grid cell at a
seasonal time scale where seasonal anomalies of each year start from September of the previous year (e.g.
SON 2004 for 2005 seasonal cycle). The predicted and observed time series of rainfall deficits during the
calibration period (1982-2001) are used to calculate coefficient of determination (R2) for each season at
each grid cell (f1 to f4).
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Figure 5.S7 Analysis of the residuals (observation – prediction). The contour plots present the externally
studentized residuals for the five extreme droughts of 1983 (a1,a2,a3,a4), 1998 (b1,b2,b3,b4), 2005
(c1,c2,c3,c4), 2010 (d1,d2,d3,d4), and 2016 (e1,e2,e3,e4). The color bar is scaled to represent the t values
corresponding to 95% (±1.7), 90% (±1.3), and 85% (±1.0) one-sided probability levels from the T
distribution with 29 degree of freedom. The seasonal cycles in each year start from September of the
previous calendar year (e.g. SON 2004 for 2005 seasonal cycle). The RMSE values in each panel are
calculated only using the negative residuals.
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Figure 5.S8 Standardized precipitation anomalies (dimensionless) calculated for GPCC and TRMM(B43B)
products over 1998 to 2017. The comparison between the spatial maps of 2016 seasonal anomalies from
GPCC (1st row) with those of TRMM (2nd row) indicates that our conclusions about the severity and spatial
patterns of the 2016 droughts are independent from the precipitation product. Comparison between the time
series of TRMM rainfall (blue lines) and those of GPCC data (red line) over North Amazon (c1), South
Amazon (c2), and Nordeste (c3) indicates slightly higher precipitation in DJF (b) and MAM (c) over
Western and Northwestern Amazonia as well as eastern Nordeste. As a result, monthly times series of
TRMM rainfall anomalies over the corresponding months indicate even more extreme deficits for all the
three areas.

121

Chapter 6: Impacts of vegetation dynamics on climate variability and extremes over South America
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6.1 Introduction
Vegetation is a key component of the coupled land-atmosphere system. Vegetation influences the aloft
atmosphere by controlling the local moisture supply to the atmosphere through transpiration, regulating
surface radiation and temperature through albedo and the Bowen ratio, and influencing vertical mixing and
turbulence through roughness length (Charney, et al., 1975; Pielke, et al., 1998; Foley, et al., 2000; Swann,
et al., 2012). Vegetation also influences the atmospheric composition (i.e. oxygen and CO2 concentrations)
through biogeochemical processes. On the other hand, atmospheric conditions such as temperature,
precipitation, cloudiness, and CO2 concentration controls vegetation distribution by modulating vegetation
growth, mortality, phenology and competition. These complex and non-linear interactions between the
atmosphere and biosphere form a strong coupling that acts at time scales ranging from a few seconds to
hundreds of years. The impact of vegetation change in simulating hydroclimate of a region was first
investigated by Charney. Running an early generation GCM with different surface albedo scenarios,
Charney proposed and tested a hypothesis on positive feedback between desertification and the late 20thcentury Sahel drought in which increasing albedo reduces surface net radiation, atmospheric instability, and
convection, and further perpetuates the initial dry conditions (Charney, et al., 1975; Charney, et al., 1977).
This set the foundation for a comprehensive field of study on biosphere-atmosphere interactions which
addresses the representation of vegetation processes, vegetation response to climate variability and changes,
and feedback from vegetation to atmospheric processes at both regional and global scales (Xue & Shukla,
1993; Wang & Eltahir, 2000; Cox, et al., 2000; Bonan, 2008; Swann, et al., 2010 & 2015; Yu, et al., 2014).
One of the major geographic foci of biosphere-atmosphere interactions studies is South America where
both large-scale oceanic forcing and local land surface conditions especially vegetation are important in
controlling the regions hydroclimate.
For most of South America, the seasonal and inter-annual variability of precipitation and moisture
convergence are strongly modulated by the variability of Sea Surface Temperature (SST) in the adjacent
oceans through shifting of the Inter Tropical Convergence Zone (ITCZ) as well as perturbation to the large123

scale circulation drivers of the SA climate including Walker circulation, Hadley Cell, and Rossby Waves
(Aceituno, 1988; Fu, et al., 2001; Grimm, 2003; Garreaud, et al., 2009; Zhou, et al., 1998). Precipitation
variability and the corresponding changes in soil water then regulate the vegetation growth/density which
itself feeds back on the atmosphere through the exchange of water/energy fluxes between the land and
atmosphere (Roy, et al., 2002; Wang, et al., 2011; Sörensson, et al., 2011). Surface evapotranspiration contributing to 25-50% of total precipitation- along with the low-level moisture convergence moistens the
planetary boundary layer and reduces top of the atmosphere temperature during the wet season (Eltahir, et
al., 1994; Fu, et al., 1999; Wright, et al., 2017; Sun, et al., 2015). The warm and moist land surface
destabilizes the lower troposphere lapse rate reducing the convection inhibition energy and therefore
facilitating deep convection over tropical SA (Fu, et al., 1999; Roy, et al., 2002; Sörensson, et al., 2011).
In the past several decades, vegetation cover in South America, particularly, the planet’s largest
rainforest has been under enormous pressure due to deforestation and other human activities (Zeng, et al.,
1996; Zhang, et al., 1996; Roy, et al., 2002; Swann, et al., 2015; Zemp, et al., 2017). Numerous studies
have suggested that anthropogenic land use changes such as deforestation can increase the region’s
temperature and and reduce precipitation over the deforested areas through both thermally and dynamically
driven feedbacks and processes (Swann, et al., 2015; Khanna, et al., 2017) . Concurrent with the
anthropogenic land cover changes, significant warming and drying trends have been observed over the
region during the past decades (Li, et al., 2008; Fu, et al., 2013; Gloor, et al., 2015; Jiménez‐Muñoz, et al.,
2013). In addition to land cover changes, greenhouse gas warming also tends to intensify droughts over the
sub-tropics in response to the anticipated poleward expansion of the Hadley Cell in a warmer climate (Fu,
2015). Surface warming can exacerbate the hydrological and agricultural consequences of precipitation
deficits by accelerating evapotranspiration and depleting soil moisture (Jiménez-Muñoz, et al., 2016;
Erfanian, et al., 2017), which can then degrade the vegetation cover resulting in a natural vegetation-climate
feedback loop.
Natural vegetation-climate interactions act as an important driver of climate variability over South
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America. Wang et al. (2011) using the NCAR Community Climate System Model found that vegetation
dynamics plays an important role in enhancing the decadal and multi-decadal variability of South American
precipitation that could not be captured unless dynamic vegetation-climate interactions was included in the
model. In their model, dry season vegetation response to water stress related to precipitation anomalies in
the previous rainy season was found to influence precipitation in the next rainy season, thus prolonging the
duration of precipitation anomalies that may be originally triggered by large-scale atmospheric or oceanic
drivers. In a future climate with greenhouse gas warming, the natural vegetation-carbon cycle-climate
feedback could potentially shift the regional hydroclimate regime and profoundly change vegetation
features in South America (Oyama, et al., 2003; Cox, et al., 2004; Nobre, et al., 2016). The earliest attempt
to include natural carbon cycles and vegetation-climate interactions in future climate projections revealed
that the projected greenhouse gas warming could trigger a “tipping” of the system towards a new
equilibrium state where savannahs and grasslands replace the lush evergreen tropical forests (Cox, et al.,
2000). The abrupt dieback of Amazon would lead to an additional carbon source, causing further warming
and drying of the region and a significant amplification of the 21st century global warming (Cox, et al.,
2004). Another study projected a 70% reduction in the extent of the Amazon rainforest at the end of the
21st century (Cook, et al., 2008). However, a similar dieback of the Amazon forest was not found in several
other earth system models in CMIP5 that included dynamic vegetation and carbon cycle feedback.
Understanding the vegetation-climate mechanisms in the region, studying the role of Amazon rainforest
in the global carbon-nitrogen cycles, and quantifying the uncertainties related to the abrupt response of
Amazon to greenhouse warming are critical research questions which could only be tackled using models
with realistic representation of vegetation dynamics and biosphere-atmosphere interactions. Previous
studies based on global Earth System Models have facilitated the development of mechanistic
understanding of the feedbacks between the large-scale natural vegetation and the South American climate.
However, the resolution at which these GCMs are used are too coarse to explicitly resolve some crucial
processes underlying the land-atmosphere interactions and regional hydro-climatic features, including
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accurate representation of surface gradient of temperature/pressure, topography, soil characteristics, and
land cover heterogeneity. Advanced high resolution climate models capable of resolving the dynamic
interactions of climate and vegetation are therefore essential in studying present-day and future South
American climate and ecosystems. However, incorporating vegetation dynamics into RCMs is especially
challenging over SA since almost all the RCM’s used in coordinated ensemble projects perform relatively
poor over South America as compared to other domains (Solman, 2013; Solman, 2016; Erfanian, et al.,
2018). The biases in the physical climate can lead to large vegetation biases in the coupled models, which
can further degrade the RCM performance (Smith, et al., 2011) (Garnaud, et al., 2015) (Wang, et al., 2016;
Wu, et al., 2016; Erfanian, et al., 2016).
In this study, we investigated the performance of a “state-of-the-art” regional climate system model
with different vegetation treatments (Wang, et al., 2016) in simulating the mean, inter-annual variability
and extremes of the South American climate. Special attention was devoted to recent hydroclimate extremes
over the study domain and the potential contribution of the natural vegetation-climate feedback in
amplifying or dampening these extreme anomalies. For the best possible RCM performance, we make use
of a dramatically expanded model domain following the approach of Erfanian et al. (2018). A detailed
description of the methods and experimental design is provided in the Methodology section followed by
the results and discussion sections.
6.2 Methodology
6.2.1 Model description
The regional climate system model of Wang et al. (2016), RegCM4.3.4-CLM4.5-CN-DV, is used in
this study. The model resulted from the coupling of the International Center for Theoretical Physics (ICTP)
Regional Climate Model Version 4.3.4 (RegCM4.3.4) (Giorgi, et al., 2012) as the atmospheric component
with the Community Land Model (CLM) version 4.0/4.5 (Oleson, et al., 2010; Lawrence, et al., 2011;
Oleson, et al., 2013) as the land surface component. CLM4/4.5 accounts for the land surface heterogeneity
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by adopting a hierarchical data structure in each grid cell, five different land unit types, fifteen soil layers,
up to five snow layers and 17 different Plant Functional Types (PFTs) and resolves surface hydrological,
biogeophysical, biogeochemical and ecosystem dynamical processes (Lawrence, et al., 2011; Wang, et al.,
2016). Vegetation structure and distribution in CLM could either be prescribed based on observed data
(static vegetation) or be fully prognostic making use of the CN-DV component in the model. The CN
module in the CNDV component simulates the terrestrial carbon-nitrogen cycles, plant phenology and
mortality, and estimates vegetation height, leaf area index (LAI), and stem area index (SAI); the DV module
predicts fractional coverage of different PFTs and their transient changes at an annual time step accounting
for the CN-estimated carbon budget, plant competition, establishment, and survival.
The atmospheric component, RegCM4.3.4, is a hydrostatic limited area model which is integrated on
a regional domain extending from 10˙E to 160˙W and 55˙S to 55˙N (Figure 6.S1), with an 18-layer sigmap vertical coordinate system from surface to 50 hPa and a 50-km horizontal Arakawa B-grid system. The
model used the Emanuel scheme for convection parameterization (Emanuel, 1991) and the University of
Washington scheme for the planetary boundary layer (PBL) (Grenier, et al., 2001). The coupled model with
both static and dynamic vegetation schemes has been successfully applied to regional climate simulation
for Africa and Asia (Wang, et al., 2016; Yu, et al., 2015; Erfanian, et al., 2016; Shi, et al., 2017) over the
conventional RCM domains. For South America, the domain is chosen following the Erfanian et al. (2018)
approach to include the SSTs of the influential oceans within the RCM domain and fully resolve the largescale drivers of the South American climate within the model.
6.2.2 Experimental Design
The impact of dynamic vegetation on the model simulations was examined based on two experiments,
RCM-CLM and RCM-CLM-CNDV. The two are identical in every respect except the vegetation treatment
in the model. The RCM-CLM-CNDV has the CN-DV component enabled in the model whereas the RCMCLM run uses the prescribed static vegetation. The impact of incorporating dynamic vegetation on the
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RCM performance was studied by comparing the RCM simulations with and without dynamic vegetation
against observations. The 6-hourly lateral boundary conditions (LBCs) used for the RCM were constructed
from ESMWF ERA-Interim reanalysis (Dee, et al., 2011) and both simulations were conducted from 1980
to 2017. The atmospheric CO2 concentration were set at 353.8 ppm over the simulation length. The
dynamic vegetation experiment RCM-CLM-CNDV requires initial vegetation conditions including carbon
and nitrogen storages. To derive these initial conditions, we ran a vegetation spinup simulation using the
offline CLM-CN-DV model for 250 years, and the atmospheric forcings driving this offline spinup run
were produced by the RCM-CLM simulation and cycled through 1980-2000 period multiple times. The
initial soil carbon and nitrogen conditions of this CLM-CN-DV spinup simulation were provided by NCAR
from a spunup CN run for present-day climate. The resulting state of natural vegetation as well as
biogeophysical and biogeochemical conditions at the end of the spinup simulation were then used to
initialize the coupled RCM-CLM-CNDV experiment.
6.2.3 Data
We validated the model results against different sets of gauge-based and remotely sensed observational
data sets. Gauge-based monthly precipitation data from Global Precipitation Climatology Center (GPCC)
version 7 (1x1) was used as the observational reference for precipitation. For surface temperature and all
variables at different atmospheric levels, we used ERA-Interim monthly reanalysis at a 0.7x0.7 spatial
resolution. For terrestrial water storage, we used the Gravity Recovery and Climate Experiment (GRACE)
data (Swenson, 2012). The GRCTellus land grid data features monthly departure of the surface mass from
the average mass of the baseline period (Jan 2004 to Dec 2009). The version of the GRACE data used here
has

a

1x1

spatial

resolution

and

is

publicly

available

at

NASA

JPL

website

(https://grace.jpl.nasa.gov/data/get-data/monthly-mass-grids-land). We applied the land grid scaling to the
raw GRACE data fields as suggested by (Landerer, et al., 2012) to remove the attenuation of the surface
mass variations at small spatial scales. The Global Inventory Monitoring and Modeling Studies (GIMMS)
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monthly LAI data (Zhu, et al., 2013) and the MODIS-derived Leaf Area Index (LAI) and spatial coverage
for different PFTs (Lawrence, et al., 2007) were used to compare the simulated vegetation distribution
climatology with observations.
6.3 Results and discussion
6.3.1 Precipitation and Temperature Climatology
Seasonal precipitation from the RCM simulations are compared against observations in Figure 6.1
(climatology) and Figure 6.2 (mean bias and ratio of standard deviation). The extra-tropical SA features
year-around dominance of the mid-latitude westerlies that force the frontal systems over the eastern South
Pacific and bring in stratiform precipitation over the western Andes in austral winter (JJA). A wet west –
dry east dipole persists throughout the year as the Andes blocks the low-level westerlies forcing the moist
air to ascend and precipitate over its western side and the dry air to descend over the eastern side. Over the
subtropical SA, the easterly trades are dominant which transport moisture from Atlantic to the continent
forming a reverse dipole precipitation pattern with the wet (dry) conditions pertaining to the east (west) of
Andes. The South Atlantic Convergence Zone (SACZ) and its seasonal variations control the regional
climate of sub-tropical SA and southeastern Brazil. Over tropical SA, seasonal and inter-annual variability
of precipitation is strongly controlled by the meridional migration of ITCZ and its year-to-year variability.
The ITCZ is in its northern most location during JJA (the dry season over tropical SA) limiting deep
convection to the northwestern SA. It then begins to move southward during SON propagating deep
convection and precipitation from the northwest toward southeast. The peak rainy season in austral summer
(DJF) onsets at the end of austral spring (SON) (Figure 6.1-a1). Almost the entire continent receives
precipitation over the wet season with the maximum rain falling in tropical and subtropical SA (Figure 6.1a2). In MAM (austral fall) the SA monsoon begins to retreat from southeast to northwest yet western
tropical SA including Amazonia still receives large amount of rain (Figure 6.1-a3).
Spatial patterns of the RCM precipitation climatology follow those of the observations very well in all
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four seasons. During the wet season, the northwestern-southeastern (DJF) and western-eastern (MAM)
band of heavy precipitation over the tropics are resolved very well for both vegetation treatments (Figure
6.2-b2,b3 vs c2,c3). Except the two narrow bands over the mouth of Amazon river and the Central Andes,
precipitation bias remains under 3 mm/d over the entire tropical SA which (compared to high rainfall rates
> 9mm/d of these region) results in small relative biases (10-20%). In the dry season when heavy
precipitation is confined to the small region in northwestern SA, both RCMs underestimate the rainfall in
JJA and overestimate it in SON. In the subtropics, the RCM has a dry bias over the La Plata basin which is
persistent throughout the year. This dry bias is slightly smaller in the simulations with dynamic vegetation.
Overall though, the precipitation climatology and bias maps are almost identical for the two different
vegetation treatments. This statement also holds for the ratio of simulated to observed standard deviations
(SD) shown in Figure 6.3 (c1-c4 and d1-d4). However, the maps of SD ratios indicate a more noticeable
difference in the variability of seasonal precipitation between the runs with and without dynamic vegetation.
Compared to the run with static vegetation, accounting for the vegetation dynamics in the model tends to
increase the SD of seasonal precipitation in Andes, LaPlata, Cerrado, Nordeste, and Amazon in all four
seasons, which reduces the underestimation of SD ratios in the RCM-CLM run over all these regions except
Andes where both RCMs overestimate precipitation standard deviation as compared to observations.
For both vegetation treatments, the model temperature features a generally cold bias that is less than
1°C over most of the continent all year around except the JJA season when the magnitude of cold biases
exceeds 1°C in the RCM (Figure 6.3). The difference between the RCM-CLM and RCM-CNDV are also
the largest during JJA, with the latter being 1-2 degrees cooler. During other seasons (SON, DJF, and
MAM), temperature bias maps for the two simulations are very similar. The cooler temperatures in the
simulation with dynamic vegetation over the sub- and extra-tropical SA are linked to the higher
precipitation and ET rates (See Figure 6.S1). The resulting larger evaporative cooling over these areas
dominates over the impact of lower surface albedos in RCM-CNDV (see Figure 6.S3 in section 3.2). The
model performance in capturing the magnitude of inter-annual variability of temperature differs between
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the two simulations. The RCM-CLM substantially under-estimates the variability of surface temperature
over Nordeste and eastern Amazonia in all four seasons and southern Amazonia in SON and DJF. This
underestimation was substantially alleviated in RCM-CNDV, which is consistent with the better
performance of the model in capturing the standard deviation of precipitation (as shown in Figure 6.2). It
appears that including vegetation-climate interactions improves the model’s ability to resolve the natural
variability of the regional climate.
6.3.2 Vegetation Distribution and Density
Vegetation cover in SA is characterized by the dense Amazon rainforest in the Tropics and Savannahs
and grasslands of the Cerrado region, Northeastern Brazil (Nordeste) and LaPlata basin in the subtropics
and extra-tropics. Figure 6.4 compares the MODIS-based LAI and fractional coverage of the major
vegetation types with those simulated by the RCM-CNDV. Based on the MODIS-derived data, tree PFTs
dominate (more than 80%) the western tropical and subtropical SA which is well-captured by the model.
Over the eastern tropical and subtropical SA, the MODIS data feature dominance of shrub and grass pfts
(40-80%) over trees (10-40%) with smaller fractions for crop (5-15%) and nearly zero coverage for bare
soil. Over these areas, the differences between the observed and simulated vegetation distribution is the
most noticeable as the RCM-CNDV does not include crop pfts and replaces 10-40% of tree pfts with bare
soil over the arid areas of Nordeste, with shrub and grass (50-70%) over the La Plata basin, and with trees
(more than 80%) over the southeastern coasts of Brazil. These differences between the MODIS-based and
simulated fractional coverages are almost identical to those previously reported for evaluation of the offline
CLM-CNDV model driven with observational meteorological forcing (Gotangco Castillo, et al., 2012).
The observed LAI features the highest values (>4) over western tropical SA with no to little discernible
seasonal changes. The LAI decreases rapidly from the forest toward the eastern and southern SA. The
simulated LAIs follow the spatial patterns of the observations very well, characterizing the maximum LAIs
over the evergreen rainforest in the northwest of the continent and smaller LAI over Nordeste as well as the
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sub- and extra-tropical SA. The difference between the simulated and MODIS-based LAI (Figure 6.4-c5)
indicate overestimated LAIs over Amazonia and Cerrado. Over northern Argentina and Nordeste where the
current vegetation cover is shrub and grass, an underestimation of LAI is apparent as the RCM-CNDV
model fails to grow any vegetation. The overestimated bare soil coverage in the RCM-CNDV over Nordeste
and the coastal strip at the northeast increases the surface albedo over these areas (Figure 6.S3); over extratropical SA, despite the overestimated bare soil fraction, albedo is underestimated due to the dark color of
the soil. The magnitude of albedo bias is negligible over the tropical SA, and is between 0.02 and 0.04 over
the rest of the domain.
The biases in the simulated vegetation originate from two different sources; the biases in the RCM
physical climate and the biases in the CLM-CNDV dynamic vegetation. The biases from these two sources
tend to reinforce each other when the two models are coupled together in RCM-CNDV, as found in previous
applications of the model over West Africa and Asia (Wang, et al., 2016; Erfanian, et al., 2016; Shi, et al.,
2017). Presumably, this could lead to larger mean climate biases in RCM-CNDV than in RCM-CLM, and
larger vegetation biases in RCM-CNDV than in offline CLM-CNDV driven with observational
meteorological forcing. However, in our study here, the vegetation biases (Figure 6.4) are largely similar
to those found in offline studies such as (Gotangco Castillo, et al., 2012) and (Yu, et al., 2014); although
RCM-CLM produces slightly smaller biases of the mean physical climate than RCM-CNDV (Figure 6.2
and 3) over part of the domain, the differences are mostly very small in magnitude. This could result from
two possibilities: one is that the performance of the RCM-CLM model in simulating the physical climate
of this region is very good (Figures 6.2 and 3), with physical climate biases not large enough to trigger
major vegetation responses; the other is that the regional climate might be relatively insensitive to land
cover changes over areas where the CLM-CNDV model has large biases.
6.3.3 Impact of vegetation dynamics on climate variability and extremes
Figure 6.5 presents the maps of standard deviation and time series of standardized anomalies for
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seasonal LAIs simulated by RCM-CNDV. The SD maps indicate relatively small inter-annual spread for
LAI over most of the domain; exceptions are found in the peripheral areas of Amazonia, the transition zone
between wet and arid climate and between rainforest and grasslands/Savannahs. Over the transition zone,
the SD values can be up to two to three times greater than the rest of domain. Comparison of the seasonal
SD maps in Figure 6.5 also indicates that the DJF SD values are the highest over almost the entire domain.
The temporal variability of seasonal LAI is presented in Figure 6.5-e for Amazon, Nordeste, and La Plata
with the LAI anomalies during the five major extreme droughts/floodings highlighted. For the three El Nino
droughts of 1998, 2010, and 2016, substantial decline (increase) of LAI anomalies over Amazon (La Plata)
indicates vegetation respond to the dry (wet) event. For the 2016 event, LAI time series signify the largest
negative (positive) LAI anomalies during the study period over Nordeste (La Plata) which aligns very well
with the unprecedentedly large precipitation anomalies over the region. It is important to note that no interannual variability of vegetation is allowed in the static vegetation run RCM-CLM.
Figure 6.6 presents 3-month Standard Precipitation Index (SPI) of five extreme droughts averaged over
the SON (pre-monsoon) season. From the five presented events, four (1983, 1998, 2010, and 2016) are ElNino induced droughts over tropical SA (with wet conditions over the La Plata basin), and the 2016 event
produced the most intense drought based on multiple datasets (Erfanian, et al., 2017); the 2005 drought was
driven by warm anomalies of tropical Atlantic SSTs. The RCM simulations with and without dynamic
vegetation capture the spatial patterns and intensity of the extreme droughts reasonably well. Both models,
however, slightly overestimate the wet SPIs over the western and southern Amazonia. These
overestimations are notably smaller in the RCM run with dynamic vegetation, especially over southern
Amazon (Figure 6.6 b4-b5 vs c4-c5) resulting in a more accurate simulation of the precipitation anomalies
in the dynamic vegetation run RCM-CNDV. Over South Amazon, the rainforest transpiration at the late
dry season (JJA) controls transitioning of dry to wet season by pumping moisture and activating shallow
convection that preconditions the atmosphere for the rapid increase of deep convection in the coming
monsoon season (Wright, et al., 2017). The wet season precipitation, however, is overwhelmingly
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controlled by the ITCZ and convection of moisture through the trades. For DJF, both models perform almost
identically well in simulating the SPIs (See Figure 6.S3) confirming the relatively small influence of the
vegetation cover/dynamics in simulating the wet season precipitation anomalies in the model.
As a proxy for the strength of agricultural and hydrological drought, Figure 6.7 compares the seasonal
anomalies of GRACE terrestrial water storage (TWS) against the model-simulated values during five
selected years with major droughts/flooding events. Overall, the spatial patterns of the simulated and the
observed TWS are comparable although the very coarse resolution GRACE data does not resolve the spatial
variability of TWS at the RCM resolution. Except a few notable difference over La Plata, the spatial patterns
of TWS anomalies in the two simulations look very similar in both SON and DJF seasons. This is confirmed
by the monthly time series of TWS shown in Figure 6.8 where the spatially averaged TWS anomalies are
almost identical for the two RCM simulations over Amazonia and Nordeste. Over these two regions, the
simulated time series follow the observed time series very well. For the La Plata basin, however, the
differences between the two simulations are notably larger (especially over the last four years) where the
RCM-CLM simulated anomalies are in the opposite direction of the anomalies simulated by RCM-CNDV
and observed by GRACE. Over these areas, (40-60% of) the short root grasslands in RCM-CLM are
replaced with the deep root shrubs simulated by in RCM_CNDV (not shown), and the different vegetation
distribution in the two models may be partially responsible for the models distinct behavior in simulating
TWS.
While the TWS time series indicate an almost identical performance for the two models, the TWS maps
(Figure 6.7) indicate a slightly better performance of the RCM-CNDV over RCM-CLM in resolving the
spatial patterns of the observed anomalies over tropical SA, and the differences are the most pronounced
for the recent drought. The impact of vegetation difference on TWS is stronger in SON than DJF which is
similar to the SPI results. However, the differences between the RCM performance with and without
dynamic vegetation are more pronounced for TWS as compared to precipitation. This higher sensitivity of
the TWS to vegetation cover is due to the immediate influence of vegetation on surface water and energy
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budgets. In section 3.1, we showed that the model with dynamic vegetation produces slightly higher ET
and lower temperature. To examine the impact of vegetation on the variability of surface fluxes, we compare
the Bowen ratio (ratio of sensible to latent heat fluxes) in the RCM simulations with those of the ERAInterim reanalysis. Figure 6.9 presents the correlation maps between the ERA-Interim and RCM-simulated
Bowen ratio for all four seasons. Overall, the correlations are much higher for the JJA (dry) and SON (premonsoon) seasons than the DJF and MAM (wet) seasons. For the wet season, when the variability of
precipitation and evapotranspiration is the largest, the model performs the poorest in resolving the temporal
variability of surface (energy) fluxes. Over Amazonia in particular, Figure 6.9 indicates strong negative
correlations in DJF and near zero correlations in MAM for RCM-CLM. The wet season correlations over
these areas are substantially improved in the RCM-CNDV. The dry-season correlations also reveal
noticeable increases in RCM-CNDV as compared with RCM-CLM over the entire domain. The improved
BR correlations in RCM-CNDV, especially the smaller contrast between the wet-season and dry-season
BR correlations, imply a higher skill for the dynamic vegetation scheme in resolving temporal variability
of surface energy partitioning between the latent and sensible heat.
6.4 Summary and conclusion
A state-of-art coupled RCM was integrated with both static and dynamic vegetation schemes to study
the role of vegetation dynamics on climate variability and extremes over South America. Analyzing the
simulation results against observation-based products for multiple climatic variables revealed that RCM
runs with dynamic vegetation performed competitively well as those with static vegetation in simulating
the mean climate of South America. Including the vegetation-climate interactions in the model resulted in
a noticeable improvement of the RCM skill in simulating the temporal variability of the South American
climate.
Tropical South America has been considered a hot-spot of biosphere-atmosphere interactions (Green,
et al., 2017). The transition areas from dry Savanah to the wet tropical forest in the eastern and south eastern
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tropical SA, particularly, were found as a hot spot of biosphere-precipitation feedback (Hoffmann, et al.,
2000; Green, et al., 2017). The inter-decadal variability of precipitation in the region was also shown
strongly connected to vegetation dynamics with a positive feedback between precipitation and vegetation.
Multiple extreme droughts has hit the tropical SA during the past decade with the 2016 drought being
unprecedentedly intensive (Marengo, et al., 2015) (Jiménez-Muñoz, et al., 2016; Erfanian, et al., 2017).
Erfanian et al. (2017) recently showed that the 2016 drought is significantly under-predicted from the
empirical SST-rainfall long-term relationship suggesting that other factors including anthropogenic
warming and natural vegetation-climate feedbacks might have significantly contributed to intensification
of the 2016 event. Comparison of the 2016 drought (and the previous extreme droughts over the domain)
in simulations with and without dynamic vegetation revealed almost negligible impact of vegetationclimate interaction on simulation of the meteorological drought in the model. The model however indicated
a noticeable influence of vegetation-climate interactions on simulation of the agricultural and hydrological
aspect of the recent droughts over the domain.
The fully coupled RCM-CLM-CNDV model showed a remarkable performance in capturing the
observed mean and variability of the SA climate. Given the overall poor performance of most RCMs over
the South American domain (Wang, et al., 2016; Wu, et al., 2016; Erfanian, et al., 2016) and inability of
the coarse-resolution GCMs in resolving the critical processes underlying the regions’ climate, the current
model provides an invaluable tool for understanding the biosphere-climate mechanisms and interactions
over the region. The model with prognostic vegetation model also allows us to more realistically quantify
and predict the response of the regional ecosystem to future climate changes, to examine the role of Amazon
rainforest in the global carbon-nitrogen cycles, and to quantify the uncertainties related to the abrupt
response of Amazon rainforest to greenhouse warming. The abrupt dieback of the Amazon forest and the
conversion of tropical savannahs to grasslands are repeatedly projected by the GCMs that accounted for the
future climate-vegetation interactions. While these projections were all made by Earth System Models
unable to resolve key process at local and regional scales, the high resolution coupled RCM is able to
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provide a more realistic regional simulation reducing the models uncertainty and increasing the quality of
regional projections of both vegetation and climate.
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Figures

Figure 6.1 Mean precipitation (mm/d) in SON (a1,b1,c1), DJF (a2,b2,c2), MAM (a3,b3,c3), and JJA
(a4,b4,c4) seasons averaged over 1982-2017 for GPCC (a1 to a4), RCM with static vegetation (b1 to b4),
and RCM with dynamic vegetation (c1 to c4).
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Figure 6.2 Precipitation mean bias (mm/d) (top two columns) and the ratio of simulated to observed
standard deviation (dimensionless) (bottom two columns) over SON (a1,b1,c1,d1), DJF (a2,b2,c2,d2),
MAM (a3,b3,c3,d3), and JJA(a4,b4,c4,d4) seasons for the RCM simulations with (b1-b4 and d1-d4) and
without (a1-a4 and c1-c4) dynamic vegetation averaged over the 1982-2017 period. GPCC gauged-based
precipitation was used as the reference.
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Figure 6.3 Same as Figure 2 but for 2m air temperature (°C). ERA-Interim reanalysis were used as the
reference temperature.
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Figure 6.4 Annual average fractional coverage (%) of tree (a1,b1,c1), shrub and grass (a2,b2,c2), bare
ground (a3,b3,c3), and crop (a4,b4,c4) pft types along with the annual mean one-sided Leaf Area Index
(LAI) (dimensionless) (a5,b5,c5) for the MODIS-based data set prescribed to the RCM run with static
vegetation (a1-a5) vs those simulated by the RCM in the run with dynamic vegetation (b1-b5) averaged
over 1982-2017, and their difference (c1-c5).
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Figure 6.5 Standard deviation of the seasonal one-sided Leaf Area Index (LAI) (dimensionless) in SON (a),
DJF (b), MAM (c), and JJA (d) seasons for the RCM simulations with dynamic vegetation (1982-2017)
and the time series of statndardized seasonal LAI (e) averaged over Amazon (red), Nordeste (blue), and La
Plata (yellow). The highlighted strips indicate the major extreme drought/flooding events over SA.
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Figure 6.6 3-month SPI averaged over the SON season in 1983 (a1,b1,c1), 1998 (a2,b2,c2), 2005
(a3,b3,c3), 2010 (a4,b4,c4), and 2016 (a5,b5,c5) for GPCC (a1-a5), RCM-CLM (b1-b5), and RCM-CNDV
(c1-c5) simulations
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Figure 6.7 Standardized anomalies of SON TWS for SON in 2005 (a1,b1,c1), 2010 (a2,b2,c2), 2012
(a3,b3,c3), 2014 (a4,b4,c4), and 2016 (a5,b5,c5) for GRACE (a1-a5), RCM-CLM (b1-b5), and RCMCNDV (c1-c5) simulations.
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Figure 6.8 Monthly time series of standardized anomalies of TWS spatially averaged over Amazon (top),
Nordest (middle), and La Plata (bottom) for GRACE (red), RCM-CLM (blue), and RCM-CNDV (yellow).
A three-month running average has been applied to smooth the monthly timeserie.
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Figure 6.9 Correlation maps the seasonal BR of ERA-Interim reanalysis with the simulated BR in the RCMCLM (top) and RCM-CNDV (bottom) runs calculated over 1982-2017.

146

Figure 6.S1 Surface Evapotransipiration climatology (mm/d) (a1-a4) and RCM mean bias for simulations
with (c1-c4) and without (b1-b4) dynamic vegetation in SON (a1,b1,c1), DJF (a2,b2,c2), MAM (a3,b3,c3),
and JJA (a4,b4,c4) seasons. The seasonal means were averaged over the 1982-2017 period and the ERAInterim ET was used as the reference data set in calculating the mean bias.
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Figure 6.S2 Same as Figure S1 but for surface albedo (dimensionless).
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Figure 6.S3 Same as Figure 7 but for DJF.
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Figure 6.S4 Same as Figure 8 but for DJF.
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Chapter 7: Contribution of anthropogenic warming to the 2016 extreme drought in tropical
South America
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7.1 Introduction
Tropical South America has been considered a drought hotspot based on observations of the presentday climate (Phillips, et al., 2009; Lewis, et al., 2011; Xu, et al., 2011) and projections of the future climate
(Cox, et al., 2008; Seneviratne, et al., 2012; IPCC, 2013; Marengo, et al., 2016). Since the beginning of the
century, the region has experienced several extreme drought events including the record breaking droughts
of 2005 and 2010 in the Amazon (Phillips, et al., 2009; Lewis, et al., 2011; Xu, et al., 2011) and the
unprecedented drought of 2012 in Northeastern Brazil (Nordeste) (Marengo, et al., 2013; Marengo, et al.,
2016; Pereira, et al., 2014). The extreme droughts of 2005 and 2010 caused record-breaking annual wild
fires and carbon emissions over Amazonia (Lewis, et al., 2011; Marengo, et al., 2011) and the drought of
2012 resulted in a great water and (hydroelectric) power shortages over Nordeste. In 2016, another extreme
drought hit the region which was more intensive than the 2005, 2010, and 2012 droughts (Jiménez-Muñoz,
et al., 2016; Erfanian, et al., 2017). The 2016 drought influenced the entire tropical SA including Nordeste,
North, and South Amazonia and was found unprecedentedly severe based on multiple precipitation
products, satellite-based terrestrial water storage, and remotely-sensed vegetation indices (Erfanian, et al.,
2017; Jiménez-Muñoz, et al., 2016).
Climate extremes including both drought and flooding events over tropical SA are strongly connected
to the sea surface temperature (SST) in the tropical Pacific and Atlantic oceans (Zeng, et al., 2008; Phillips,
et al., 2009; Lewis, et al., 2011; Marengo, et al., 2011; Jiménez-Muñoz, et al., 2016; Zou, et al., 2016;
Marengo, et al., 2016). In 2015, the tropical Pacific SSTs indicated an El Niño that was comparable to the
1983 and 1998 events (McPhaden, 2015). Warmer than usual SSTs in tropical oceans during the massive
El Niño of 2015 were found to be the main driver of the SA 2016 drought (Erfanian, et al., 2017; JiménezMuñoz, et al., 2016). However, the spatial extents and intensity of the 2016 drought were greater than the
two El Niño-induced droughts of 1983 and 1998. Statistical models based on the empirical relationship
between SA rainfall and SSTs of tropical oceans under-predicted both the severity and extent of the 2016
precipitation anomalies (Erfanian et al., 2017), suggesting that potential non-oceanic drivers including
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natural feedbacks/processes and external anthropogenic drivers might have significantly contributed to
intensification of the 2016 event.
Long-term observation data sets for precipitation and temperature has revealed significant warming and
drying trends over tropical SA during the past decades (Li, et al., 2008; Fu, et al., 2013; Gloor, et al., 2015;
Jiménez‐Muñoz, et al., 2013). The increase of evapotranspiration and decrease of soil moisture in response
to increasing temperatures is found to exacerbate the hydrological and agricultural consequences of the
recent meteorological droughts over tropical SA (Jiménez-Muñoz, et al., 2016; Erfanian, et al., 2017).
Greenhouse warming can also intensify droughts over the sub-tropical SA by the poleward expansion of
the Hadley Cell as indicated in future climate projections (Fu, 2015). The projected temperature increase,
CO2 fertilization, and changes in frequency and intensity of drought and flooding events in the region is
anticipated to profoundly change vegetation features in South America (Oyama & Nobre, 2003; Cox, et al.,
2004; Nobre, et al., 2016). In a recent study, Erfanian et al. 2018 ran a fully coupled Regional Climate
Model with and without including vegetation-climate interactions to investigate contribution of the natural
climate-vegetation feedbacks to the recent extreme droughts over SA. Their results indicated a small yet
noticeable influence of vegetation-climate interactions on intensification of the agricultural and
hydrological aspect of the recent droughts. However, they did not detect a significant contribution from the
natural vegetation-climate interactions to amplification of the precipitation deficits during the 2016 extreme
event.
To investigate potential contributions of greenhouse warming to amplification of the 2016 drought,
here we conduct a model-based extreme-event attribution study. While observational data analysis are
extremely useful for detecting trends and anomalies, quantifying relative contribution of the anthropogenic
vs natural drivers to detected climate anomalies requires the use of climate models(Trenberth, et al., 2015;
Stott, et al., 2016). To attribute a detected change to an anthropogenic external forcing, attribution research
must confirm that any detected change, first, cannot be explained in the counterfactual climate only
influenced by the natural drivers, and second, is well-explained in the factual climate influenced by both
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anthropogenic and natural drivers (Barnett, et al., 2005; Trenberth, et al., 2015; Stott, et al., 2016). In this
study, we use a regional climate model (RCM) over the SA domain and follow the common practice of the
extreme event attribution endorsed by the Attribution of Climate-related Events (ACE) project (Christidis,
et al., 2013) that has been widely used in attribution studies (Pall et al. 2011) (Christidis et al. n.d.)
(Shiogama et al. 2013) (Herring et al. 2014). The model has an atmospheric component coupled with a land
surface component, and is driven by the prescribed SSTs along with the pressure, temperature, humidity,
and horizontal winds at the lateral boundaries. A control simulation set, driven with SSTs and lateral
boundary conditions from the ERA-Interim reanalysis data, is compared against a “stationary” simulation
set driven with “de-trended” SSTs and lateral boundary conditions. Here the “de-trended” forcing is derived
by removing the warming trend (in SSTs and lateral boundary atmospheric temperature) and other changes
in the climate system’s thermodynamic state related to warming (e.g., the atmospheric moisture content).
The differences between the two simulations single out the impact of anthropogenic warming to the extreme
event and the results were assessed using a physically based attribution. A detailed description of the
method is presented in section 2 followed by the results in section 3 and conclusions in section 4.7.2
Methodology
The regional climate system model of Wang et al. (2016), RegCM4.3.4-CLM4.5-CN-DV, is used in
this study. The performance of this coupled dynamic vegetation-climate model has been tested over
multiple domains (Yu et al., 2016; Erfanian et al., 2016, 2018; Shi et al., 2018). Following the Erfanian et
al. (2018) approach to include the SSTs of the influential oceans within the RCM domain, the model domain
is set to 10˙E to 160˙W and 55˙S to 55˙N in this study. The atmospheric component, RegCM4.3.4, is a
hydrostatic limited area model which is integrated on with an 18-layer sigma-p vertical coordinate system
from surface to 50 hPa and a 50-km horizontal Arakawa B-grid system. The model uses the Emanuel (1991)
convection parameterization and the University of Washington scheme for the planetary boundary layer
(PBL) (Grenier & Bretherton, 2001).
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The attribution framework used in our study follows the general framework of Attribution of Climaterelated Events (ACE) project (Christidis, et al., 2013) with few differences in the experimental details. The
most notable difference between our method and the common ACE approach is that we replaced the
Atmospheric-only GCM used in ACE-type studies with a high resolution regional climate model focused
over the SA domain. We produced two different set of simulations; one driven with the observed climate
conditions which accounts for all the underlying forcings of the climate system including the natural
forcings (e.g. solar irradiance and volcanic activity) as well as anthropogenic forcings (e.g. greenhouse
warming, aerosol radiation feedbacks, and land use land cover changes) and one driven with all the same
forcing without the anthropogenic warming. Both experiment sets were run from 1980 to 2017. For the all
forcing simulation (ALL), the SSTs and lateral boundary conditions (LBCs) used for integrating the RCM
were derived from ERA-Interim reanalysis (Dee & al., 2011); for the natural forcing simulation (NAT), the
observed anthropogenic warming trend and the associated impact on atmospheric moisture content were
removed from the SSTs and lateral boundary conditions. The All-NAT comparison allows us to examine
the transient response of the climate system to the continuously growing anthropogenic forcings.
The warming trend is estimated through a simple linear regression applied to the ERA-Interim
temperature time series spanning 1980 to 2017. The year 1980 is considered as the beginning of the latetwentieth century warming and the linear relationship between the anthropogenic forcings and temperature
increase over this period has been widely confirmed by observations, simple models, and coupled
AOGCMs (Mitchell, et al., 1995; Stott, et al., 2001; Allen, et al., 2000). The observed trends were calculated
by fitting a space-dependent linear regression model, y(i,j,t)=

, *t +

climate variable (y) over the time axis (t). The regression coefficients,

, , for monthly mean of each
, were derived for each sub-

daily synoptic step at each month of the year by minimizing the least square distance over 1980-2017. The
Pseudo Global Warming (PGW) approach was used to remove the estimated anthropogenic signal from the
reanalysis data to produce the boundary conditions (SSTs and LBCs) for the hypothetical climate without
human-induced warming (the NAT simulations). The PGW method has been widely used to account for
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the impact of greenhouse warming in future projections of regional climates in limited area models (Schär,
et al., 1996; Sato, et al., 2007 ; Kawase, et al., 2009; Rasmussen, et al., 2014). In the original PGW method,
the future LBCs are constructed by adding projected anthropogenic signals, in form of monthly
perturbations (∆y for parameter y), to the reanalysis data. The same practice is used in our study except that
we subtracted the estimated anthropogenic signal, ∆y, from the reanalysis to derive a natural scenario. The
de-trending method has been applied to all the 6-hourly fields in LBCs (temperature, pressure, and
horizontal wind vectors) except specific humidity. Specific humidity for the NAT experiment was
calculated based on the de-trended temperatures and assuming warming does not influence relative
humidity. The assumption of stationary relative humidity has been repeatedly confirmed over the time
period of interest in many past studies (Dai, 2006; Willett, et al., 2007).
7.3 Results and discussion
Being mainly forced by the El Nino of 2015, the 2016 event featured unprecedentedly large
precipitation deficits over the entire tropical SA during the SON and DJF seasons and over Nordeste during
all four seasons, and surplus over the La Plata basin during SON and DJF seasons. The model simulated
seasonal mean precipitation and temperature of the 2016 drought are compared for the ALL and NAT
simulations in Figure 7.1 and Figure 7.2. Both simulations very well capture the seasonally of SA
precipitation and temperature. Over the DJF and MAM (wet seasons), precipitation and temperature are
very similar in both simulations. Relative to ALL, however, precipitation amount in SON and JJA is
noticeably larger and temperature cooler in the NAT experiment. The differences between the two
simulated precipitations are the largest over Cerrado, Nordeste, and southern Amazon which experienced
the hardest hit of the 2016 drought. For the 2016 SON season, the time series of seasonal mean precipitation
indicate 1.5 mm/d averaged over the Nordeste region in ALL simulations which is half the precipitation
simulated in the NAT experiment (3 mm/d). Over Amazon, the time series shown in Figure 7.1 also indicate
a substantially lower precipitation in 2016 in ALL than in NAT. Over both regions, the time series of ALL
precipitation (red) indicate a linear downward trend which is linked with the linear warming trend in the
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ALL simulation over both regions (Figure 7.2 c,d). However, the declining precipitation trend is no longer
detectable in the NAT simulations (blue) where the observed warming trends were removed from the
boundary conditions providing a robust evidence on the strong connection between the observed drying
and warming trends over these regions. For the La Plata basin, the time series of precipitation and
temperature simulated by ALL and NAT are very similar.
Figure 7.3 presents the SST differences between ALL and NAT (which were imposed as forcing) as
well as the resulting differences in precipitation and 2m temperature. The results indicate substantially
cooler temperatures and more precipitation over JJA in NAT than in ALL, which is similar to SON. The
SST difference fields reveals the largest warming over tropical north Atlantic. The magnitude of warmer
temperatures in tropical north Atlantic were two to three times greater in SON as compared to other seasons.
This excessive warming is very likely the main driver of the strong drying of the SON season in the ALL
simulations. The SSTs over tropical Pacific and tropical south Atlantic indicate negligible warming and
even a small cooling over western tropical pacific and Nino1+2 regions in both DJF and SON. Compared
to ALL, JJA precipitation in NAT is greater over eastern tropical SA and smaller over western tropical SA.
For DJF and MAM, however, mean precipitating and temperature over tropical SA between ALL and NAT
are very similar, with a slightly warmer and drier signal in NAT over Nordeste (Figure 7.3).
7.4 Summary and conclusion
A physically based attribution study was conducted to single out the contribution of the observed
warming to the intensification of 2016 SA drought that was primarily driven by El Nino. This was based
on two simulations using a regional climate model: an ALL simulation driven with the ERA-Interim LBCs
to represent the actual climate scenario, an NAT experiment driven with de-trend LBCs with the warmingassociated trend removed. Results from these simulations revealed large precipitation decline over entire
tropical SA due to the warming surface temperatures in the continental SA and tropical North Atlantic in
SON. This explains the earlier finding that the severity of the 2016 drought in the SON season was
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significantly under-predicted by indices of oceanic variability. Removing the observed warming trends also
resulted in substantially wetter and cooler JJA season over the tropical SA. During the DJF and MAM (wet
seasons) precipitation and surface temperature over tropical SA show a very weak response to the removal
of temperature trends.

158

Figures

Figure 7.1 Mean seasonal precipitation(mm/d) for the 2015 SON (a1,b1), 2016 DJF (a2,b2), 2016 MAM
(a3,b3), and 2016 JJA (a4,b4) seasons in the ALL (a1,a2,a3,a4) and NAT(a1,a2,a3,a4) simulation sets. The
time series of SON mean precipitation (mm/d) in ALL (red) and NAT (blue) simulations are presented for
the Amazon (c), Nordeste (d), and La Plata (e) regions. Seasonal cycle of the 2016 event starts from the
SON season in the previous year.
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Figure 7.2 Same as Figure 1 but for 2m- air temperature (Celsius).
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Figure 7.3 Difference fields (ALL-NAT) for the 2016 seasonal mean SSTs (Celsius) used in the LBCs
(a1,a2,a3,a4), the RCM simulated 2m-temperature (Celsius) (b1,b2,b3,b4), and RCM simulated
precipitation (mm/d) (c1,c2,c3,c4) for the SON (a4,b4,c4), DJF (a1,b1,c1), MAM (a2,b2,c2), and JJA
(a3,b3,c3) seasons. Seasonal cycle of the 2016 event starts from the SON season in the previous year.
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Chapter 8: Conclusion
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Over the course of my dissertation, I studied climate variability and change over WA and SA to better
understand the relative importance of large-scale oceanic forcings compared to local-regional land surface
drivers such as vegetation-climate interactions. Multiple sets of climate simulations for present-day climate
and greenhouse gas scenarios were run for both domains. The impact of vegetation-climate interactions
over the two regions was studied by comparing simulations with and without dynamic vegetation.
Compared to observations, the RCM performed very well in capturing the major features and spatial
patterns of precipitation over WA and SA with both static and dynamic vegetation schemes. While the
model with static vegetation (RCM-CLM) performed slightly better than the one with dynamic vegetation
(RCM-CLM-CNDV) in simulating the mean climate, the RCM-CLM-CNDV model performance was
superior to RCM-CLM in capturing the climate temporal variability.
Over both regions, the surface thermal and hydrologic parameters (temperature, ET, and soil moisture)
showed a strong sensitivity to vegetation-climate interactions when included in the model. For WA runs,
the RCM simulated vegetation cover was significantly underestimated over Sahel, due to precipitation
underestimation in the RCM (even when observed vegetation was specified) and vegetation
underestimation in CLM-CNDV (even when driven with observed meteorological forcing) reinforcing each
other in the coupled RCM-CLM-CNDV model. For SA runs, the RCM-CNDV model performed
remarkably well compared to the RCM-CLM, indicating negligible effects of the model coupling on the
mean biases in precipitation and vegetation. The much weaker response of the simulated climate to
vegetation representation over South America (as compared with West Africa and South Asia) has to do
with the superb performance of the RCM model and also indicates that large-scale atmospheric and oceanic
drivers dominate over land surface conditions in controlling the region’s precipitation.
The realistic representation of SST impact on regional SA climate was facilitated by reducing nestingrelated uncertainties in RCM simulations. Our analysis on uncertainty sources revealed that the model
structural differences and resolution jump between the RCM and the driving GCM (LBC-related
uncertainty) were the greatest contributors to the deviation of the RCM climate from the GCM forcings. In
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the common regional domains that did not include the influential oceans, the nesting-related uncertainty
can amplify the LBC-related uncertainties and cause potential conflict between the RCM’s circulation and
the global driving data. To solve this issue, particularly for the South America region, we proposed a new
paradigm of regional climate modeling to include in the RCM domain oceanic basins with significant
impact on the regional climate. Expanding the domain over the influential oceans resulted in considerable
reduction of nesting-induced bias and substantially improved the RCM performance. The bias reduction
was more pronounced in the upper atmosphere where the large-scale dynamics have a stronger impact on
the simulated climate than local and regional drivers do.
Given the added value of RCMs in resolving the local and regional physical processes, improvement
of large-scale features in RCMs introduces new potentials for their applicability in studying the mechanisms
and feedback processes underlying regional climate systems. This is crucially important for regions like
South America where the seasonality and inter-annual variability of the hydroclimate is strongly controlled
by the interplay of regional and large-scale drivers. Neither GCMs nor the current practice of RCMs can
fully resolve both of these drivers and their interactions. We therefore applied the improved RCM to study
the climate variability and extremes over tropical SA using case studies of recent droughts. For the
unprecedented extreme drought of 2016, our empirical model based on observational SST-precipitation
relationship significantly under-predicted the severity and extent of the drought. This suggested important
contributions from other factors that we investigated using our improved coupled regional model RCMCLM and RCM-CNDV, including the potential contribution of natural vegetation-climate interactions and
anthropogenic greenhouse warming to the rare severity of the 2016 event. The results indicated a nearly
negligible impact of vegetation-climate interactions on amplification of the 2016 rainfall deficits, but a
strong influence on intensification of the agricultural and hydrological aspects of the 2016 precipitation
deficits. Our results also revealed a significant influence of the observed warming trend on amplification
of the 2016 drought in the dry (JJA) and pre-monsoon (SON) seasons. Another potentially important
contributing factor for the recent droughts is agricultural land use expansion that have stressed the regional
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ecosystem in SA. Follow-up research will examine the impact of historical land use changes on
precipitation trend and extremes in this region.
The high resolution coupled RCM serves as an integrated tool for investigating the biosphere-climate
mechanism interactions and the impacts of climate change on the eco-hydroclimate of regional domains.
The prognostic carbon-nitrogen dynamic vegetation model also allows us to study the response of the
regional climate-ecosystem to greenhouse warming and to land use land cover changes, determine the role
of the Amazon rainforest in the global carbon-nitrogen cycles, and to quantify the uncertainties related to
the abrupt response of the Amazon climate and ecosystems to greenhouse warming. The model can be
tested for, and applied to, other domains to answer research questions related to biosphere-atmosphere
interactions.
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