Image reconstruction from low-count PET projection data is challenging because the inverse problem is ill-posed. Inspired by the kernel methods for machine learning, this paper proposes a kernel based method that models PET image intensity in each pixel as a function of a set of features obtained from prior information. The kernel-based image model is incorporated into the forward model of PET projection data and the coefficients can be readily estimated by maximum likelihood or penalized likelihood image reconstruction. Computer simulation shows that the proposed approach can achieve a higher signal-to-noise ratio for dynamic PET image reconstruction than the conventional maximum likelihood method with and without post-reconstruction denoising.
INTRODUCTION
Positron emission tomography (PET) can image biochemical process in vivo using radioactive tracers. To monitor fast change in tracer distribution, short scan duration has to be used, which results in low counting statistics (i.e., high noise). Image reconstruction from low-count PET projection data is challenging because the inverse problem is ill-posed and the resulting image is usually very noisy.
To improve the quality of reconstructed images, it is desirable to incorporate prior information in PET image reconstruction. Such information can be obtained either from a later time frame of a dynamic PET scan that has a long scan duration, or from a co-registered anatomical image that has good tissue contrast.
A common way to incorporate prior knowledge in image reconstruction is through the use of an edge-preserving regularization [1] . Readers are referred to [2] for a recent review on using anatomical prior for PET image reconstruction. In this work, we directly model the PET image intensity at pixel j, x j , as a function Γ of a set of features, f j , which is derived from available prior information at pixel j. The function x j = Γ(f j ) can be very complex. Inspired by the kernel methods for machine learning [3] , we model the complex function Γ(f j ) as a linear function in a higher-dimensional transformed space of {f j } that is implicitly determined by a This work is supported by NIH grant no. R01 EB000194.
kernel function. The kernelized image model can then be incorporated into the forward projection model of PET to perform maximum likelihood image reconstruction without an explicit regularization function.
IMAGE DENOISING BY KERNEL MACHINES

Kernel Methods for Machine Learning
Given a set of data points {f j } and the corresponding labels {y j } which are either discrete values for classification or continuous values for regression, a machine learning algorithm is to build a mapping function Γ from the data points {f j } to the labels {y j }. A widely used machine learning method is the kernel machines [3] . The data point f j is first transformed by a function φ(f j ) into a feature space that can be of very high dimension. The predicated label Γ(f j ) for the jth data sample is then computed as a linear combination in the feature space spanned by {φ(f j )}:
where w is a weight vector which also sits in the feature space:
with α being the coefficient vector. The kernel representation for the predicated label can then be written as
where κ(·, ·) is a kernel and φ is now implicitly defined by the kernel κ(·, ·). Typical kernels include the linear kernel
the radial Gaussian kernel
and the polynomial kernel
where δ, c and d are the parameters in the respective kernels [3] .
The coefficient vector α is estimated from the data bŷ
where H(·, ·) is a loss function and R(α) is a penalty function. The support vector machine (SVM) for classification [3] , for example, uses a hinge loss function H(y j , Γ(f j )) = j max(0, 1 − y j Γ(f j )) and a penalty function R(α) = 1 2 ||Kα|| 2 .
Image representation by kernels
Inspired by the kernel machines, we propose a kernel based image representation for PET image reconstruction. We first identify a set of features f j for pixel j. For dynamic PET data, the features can be derived from an initial reconstruction of later time frames. For data acquired on a multi-modality scanner, such as PET/CT or PET/MR, the features can be obtained from co-registered anatomical images. The above two sets of features can also be combined. A general requirement is that the feature set should be large enough so that the PET image intensity can be determined uniquely by the features. Then we represent the image intensity at pixel j by a linear combination of the kernels,
where α is the coefficient image and N is the total number of pixels. The equivalent matrix-vector form is
Note that a full kernel matrix K of an image is usually too large to be used in practice. We use a sparse kernel matrix that contains only the k-nearest neighbors (kNN, [4] ) for each pixel. It is given by
Image Denoising
Using the kernel based representation (8), a noisy imagex can be denoised by minimizing the following cost function
Onceα is estimated, a denoised image can be obtained bŷ
It is interesting to note the nonlocal means (NLM) filtering [5] is equivalent to the above kernel-based denoising with the radial Gaussian kernel and an intuitive estimatê 
KERNEL BASED IMAGE RECONSTRUCTION FOR PET
PET projection data y are well modeled as independent Poisson random variables with the log-likelihood function [1]
where the expectationȳ is related to the unknown emission image x throughȳ = P x + r
with P being the detection probability matrix and r the expectation of random and scattered events. Substituting equation (9) into (15), we obtain the following kernel based forward projection model:
The forward model in (15) is a special case of the kernelized model (16) with K = I. The advantage of (16) is that prior knowledge from other resources (e.g. whole dynamic frames in dynamic PET, or multi-modality images) can be incorporated into the forward projection model, which consequently improves the reconstruction of the low-count scan. Combing the kernel based projection model and the Poisson likelihood function, the kernel coefficient image α can be estimated byα
where V (α) is an optional penalty function and β is the regularization parameter. Once the coefficient image α is estimated, the reconstructed emission image is given bŷ
In this work, we set β = 0 to obtain the maximum likelihood (ML) estimate because the reconstructed image is already regularized by the kernels. Because equation (16) is in a linear form, the standard ML EM (expectation maximization) algorithm [6] can be directly applied. The update equation of α at iteration (n + 1) is
where the vector multiplication "·" and division "−" are elementwise operations and " T " denotes matrix transpose. Alternatively, one can decouple P and K using the nested EM algorithm [7] . Compared with using an edge-preserving penalty function to incorporate prior information, the above kernelbased ML EM algorithm is easier to implement.
DYNAMIC PET SIMULATION AND RESULTS
We applied the proposed method to image reconstruction for dynamic PET. Dynamic PET scans were simulated for a GE DST whole-body PET scanner using a Zubal head phantom ( Fig. 1(a) ). The scanning schedule of the dynamic PET data consisted of 24 time frames: 4×20 s, 4×40 s, 4×60 s, 4×180 s and 8×300 s. Regional time activity curves shown in Fig.   1 (b) were assigned to different brain regions. Dynamic activity images were first forward projected to generate noisefree sinograms. Poisson noise was then generated. The expected total number of events over 60 minutes was 8 million. The noisy sinograms were reconstructed independently by three different methods: the conventional ML EM reconstruction, the ML EM reconstruction followed by a nonlocal means (NLM) denoising, and the proposed kernelized ML method. The EM algorithm [6] was used for all reconstructions.
To obtain the kernel matrix used in the proposed approach, the original dynamic sinogram was rebinned into 3 20-minute frames. The rebinned sinograms were reconstructed using the conventional ML EM algorithm with 100 iterations. Time activity curves of the reconstructed images were used to calculate the sparse kernel matrix using the radial Gaussian kernels and 10 nearest neighbors of each pixel. The resulting kernel matrix was used to reconstruct the original 24 time frames individually. The same kernel matrix was also used in the NLM denoising. Figure 2 shows the true images and reconstructed images by the conventional ML-EM, the ML EM reconstruction fol- lowed by NLM denoising, and the proposed kernelized reconstruction for three time frames. The signal-to-noise ratio (SNR) of each reconstructed image x was computed as
where x 0 is the true activity image. For each method, the reconstructed image at the iteration that reaches the maximum SNR is shown. Fig. 3 compares the image SNR achieved by different reconstruction methods as a function of iteration number for frame 1 (low count data). We can see that by using the kernel matrix, both the proposed kernelized reconstruction and the NLM denoising can substantially improve the image SNR over the conventional ML EM results at all iterations. For the early frames that have low counts, the proposed method achieves higher SNR than the NLM denoising because the former can model noise distribution in the projection data domain more accurately than the latter does in the image domain. Figure 4 shows the maximum SNR achieved by different methods for all time frames. The proposed kernelized reconstruction obtained higher SNR than the conventional ML EM for all frames. The NLM denoising has lower SNR in early frames than the proposed reconstruction due to less accurate noise modeling. As the noise in the later time frames reduces, the SNR of NLM denoising becomes similar to that of the kernelized reconstruction.
CONCLUSION
In this paper, we use a kernel method in machine learning to model PET image intensity as a function of feature points that are obtained from prior knowledge. The kernelized image model can incorporate the prior information in the forward projection model. The maximum likelihood estimate can be easily obtained using the popular EM algorithm. Dynamic PET simulation results show that the proposed reconstruction can achieve better performance than the conventional ML EM reconstruction, and is also better than the ML EM with NLM denoising for low-count data. Our future work will include evaluation using real PET data and comparisons with regularization-based methods.
