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Abstract
This thesis contains theoretical studies of weakly interacting, trapped Bose-Einstein
condensed gases. The main emphasis is on the rotational properties of these systems.
A typical Bose-Einstein condensate reacts to external rotation by forming singly
quantized vortices. By the word ”typical” we refer to a condensate with repulsive
interparticle interactions and with a frozen spin degree of freedom. However, there
are some atomic species for which the low-energy interactions are attractive. More-
over, the tuning of different condensate properties is relatively easy. For example,
there are ways to experimentally change the effective interaction from repulsive to
attractive. For an attractively interacting condensate the vortex is not the only
possible rotational state but the sample may also experience rotation through its
center of mass.
In the first part of the thesis, we analyze some properties of a rotating attractive
Bose gas at the zero temperature limit. First, we note that in order to maintain
energetical stability, the gas has to be rotated in an external trap which is steeper
than a harmonic trap. We study the system in an anharmonic quadratic + quartic
potential. The rotating ground state phase-space is determined with analytical and
numerical methods. If the interactions are strong enough, the rotating ground state
appears to be a state with the rotating center of mass. On the other hand, at the
limit of weak interactions the system experiences rotation by forming a multiply
quantized vortex. We also determine the spectrum of elementary excitations for
these quantum many-particle states. We find that the broken symmetry of the
center of mass rotating state induces an additional zero-energy (Goldstone) mode
and that the small oscillations of the ground state exhibit the decoupling between
the center of mass and relative motions.
If the spin of the atoms is allowed to change freely, a rich variety of topological
excitations in condensates can be studied. External rotation is one of the tools for
examining the excitations in spinor condensates. In a spinless scalar condensate
the appearance of a quantized vortex is manifested by the vortex line in which
the condensate density vanishes. In the plane perpendicular to the vortex line, one
speaks of the vortex core for the density minimum. We study the properties of slowly
rotated F = 1 spinor condensates and show that for ferromagnetic interactions the
ground state is a coreless vortex. While the individual spin components may carry
ordinary vortices the overall density of the system is coreless. We also study a
method to create a point-like monopole structure in a ferromagnetic condensate
by suitably imprinting vortices and solitons for different spin components of the
condensate.
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Abstracts of the original publications
I A rotated and harmonically trapped Bose gas with attractive interactions is
expected to either remain stationary or escape from the trap. Here we report
that, on the contrary, in an anharmonic trapping potential the Bose gas with
attractive interactions responds to external rotation very differently, namely,
through center-of-mass motion or by formation of vortices.
II The rotational properties of an attractively interacting Bose gas are studied
using analytical and numerical methods. We study perturbatively the ground-
state phase space for weak interactions, and find that in an anharmonic trap
the rotational ground states are vortex or center-of-mass rotational states;
the crossover line separating these two phases is calculated. We further show
that the Gross-Pitaevskii equation is a valid description of such a gas in the
rotating frame and calculate numerically the phase-space structure using this
equation. It is found that the transition between vortex and center-of-mass
rotation is gradual; furthermore, the perturbative approach is valid only in an
exceedingly small portion of phase space. We also present an intuitive picture
of the physics involved in terms of correlated successive measurements for the
center-of-mass state.
III We study the rotational properties of an attractively interacting Bose gas
in an anharmonic potential. Low-energy excitations for the two possible ro-
tational ground-state configurations (vortex and the center-of-mass rotating
state) are analyzed. The vortex excitation spectrum is all positive for weak
couplings, but as the interactions become stronger, the energy of the lowest
mode decreases rapidly to a negative value. The broken rotational symme-
try involved in the center-of-mass rotating state induces the appearance of
an extra zero-energy mode in the Bogoliubov spectrum. The excitations of
the center-of-mass rotational state also demonstrate the coupling between the
center of mass and relative motions.
IV We study the ground state of the rotating spinor condensate and show that
for slow rotation the ground state of the ferromagnetic spinor condensate is
a coreless vortex. While the coreless vortex is not topologically stable, we
show that there is an energetic threshold for the creation of a coreless vortex.
This threshold corresponds to a critical rotation frequency that vanishes as
the system size increases. Also, we demonstrate the dramatically different
behavior of the spinor condensate with the antiferromagnetic interactions. For
antiferromagnetic spinor condensate the angular momentum as a function of
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rotation frequency exhibits the familiar discrete staircase behavior, but in
contrast to an ordinary condensate the first step is to the state with angular
momentum of 1/2 per particle.
V We propose a method to create a monopole structure in a multicomponent
condensate by applying the basic methods used to create vortices and solitons
experimentally in single-component condensates. We also show that by using
a two-component structure for a monopole, we can avoid many problems re-
lated to the previously suggested three-component monopole. We discuss the
observation and dynamics of such a monopole structure, and note that the
dynamics of the two-component monopole differs from the dynamics of the
three-component monopole.
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Chapter 1
Introduction
Modern physics often deals with conditions very far from our everyday experiences.
A good example is the science of ultracold temperatures. It is not just the new
dramatic phenomena that this branch of physics encounters, but the temperatures
themselves are outstanding. Temperatures on the order of a nanokelvin are far
beyond our imagination. Consider, for example, the fact that our universe is filled
with cosmic microwave background radiation of the temperature 2.7 K. To observe
temperatures below this limit must be an extremely rare event in the history of
the universe. The only exceptions we know are some experiments made by humans
during the past hundred years.
What kind of exciting phenomena can be found at cold temperatures? The list
is long, but the effects of superconductivity in metals, superfluidity of liquid helium
and Bose-Einstein condensation in dilute gases can not be left out. While these
systems differ from each other in many ways they share the common feature of a
macroscopic occupation of a single quantum state.
Superconductivity was found in 1911 [1] by H. Kamerlingh Onnes. Already a
couple of years before he had succeeded in cooling 4He below the liquefaction temper-
ature 4.2 K. By using this substance as a refrigerant he found that mercury lost its
electrical resistance totally at 4 K. This new form of matter was named a supercon-
ductor. Later, more peculiar effects, such as the Meissner effect [2] were discovered.
Phenomenological theories of superconductivity were created, the most famous by
Ginzburg and Landau [3], but it took decades before a satisfactory microscopic ex-
planation was generated. The BCS theory by Bardeen, Cooper and Schrieffer [4]
tells us that the underlying mechanism of superconductivity is the formation of
fermion (electron) pairs which macroscopically populate the same quantum state.
The first superconducting experiments also included the first signs of superflu-
idity in 4He, although they were not reported until 25 years later. Generally, the
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substances tend to solidify at low temperatures. The sole exception is helium, which
has a solid phase only at very large pressures. There is, however, a liquid-liquid phase
transition at T = 2.17 K for 4He (T = 2.7 mK for 3He). Below this transition, the
substance has a variety of phenomena which are not observed in an ordinary liquid.
These include an enormous heat conductivity, a second sound, and an ability to
flow without friction. The ability to flow without any dissipation was designated as
”superfluidity”.
Superfluidity and also, in a broad sense, superconductivity are connected with
the phenomenon of Bose-Einstein condensation (BEC). Originally, it was predicted
by Albert Einstein in 1925 [5]. The idea was based on the statistical description of
a photon gas which Satyendra Nath Bose had recently derived [6]. Einstein real-
ized that a gas consisting of non-interacting particles which statistically behave as
photons has a peculiar phase transition. For a very cold gas there is a critical tem-
perature Tc below which the lowest-energy single-particle quantum state is occupied
by a macroscopic number of particles. For the condensed phase, the reduction of
the temperature increases the number of lowest-energy atoms, eventually ending up
to the zero temperature ground state at which all the particles are condensed.
When first presented, the Bose-Einstein condensation was merely a peculiarity
which popped out from the statistical theory of noninteracting bosons. It was not
expected to exist in real systems. Nevertheless, in 1938 Fritz London came up with
a suggestion that the occurrence of BEC might explain the weird superfluid phase of
4He [7]. This view is nowadays commonly accepted, though due to the strong atomic
interactions superfluid 4He is far from being a condensate in the sense predicted
by Einstein. Actually, even at absolute zero, only approximately 10 per cent of
the helium atoms are condensed to the lowest single-particle state. In addition to
liquid helium, the macroscopic population of a single quantum state plays a role in
superconductivity (as already mentioned) and in lasers. Yet, at early 1990’s there
was no experimental evidence of a system that could be stated as a pure BEC.
BEC occurs when thermal wave packets of identical particles begin to overlap
significantly. However, in order to avoid the solidification the suitable densities have
to be extremely low. Hence, the Bose-Einstein condensed state of a gas can only
occur at a very low temperature. In practice this means temperatures between
nanokelvin and microkelvin. Only a couple of decades ago such temperatures were
completely unapproachable for an experimentalist. Since then the development in
laser cooling and trapping techniques has been extremely rapid. This development
culminated spectacularly in 1995. Finally, not one, but three experimental research
groups succeeded in detecting BEC in dilute, magnetically trapped alkaline atomic
gases. The clouds consisted from a thousand 7Li atoms [8] up to millions of 87Rb [9]
and 23Na [10] atoms building up matter waves in which over 99 per cent of the
2
substances tend to solidify at low temperatures. The sole exception is helium, which
has a solid phase only at very large pressures. There is, however, a liquid-liquid phase
transition at T = 2.17 K for 4He (T = 2.7 mK for 3He). Below this transition, the
substance has a variety of phenomena which are not observed in an ordinary liquid.
These include an enormous heat conductivity, a second sound, and an ability to
flow without friction. The ability to flow without any dissipation was designated as
”superfluidity”.
Superfluidity and also, in a broad sense, superconductivity are connected with
the phenomenon of Bose-Einstein condensation (BEC). Originally, it was predicted
by Albert Einstein in 1925 [5]. The idea was based on the statistical description of
a photon gas which Satyendra Nath Bose had recently derived [6]. Einstein real-
ized that a gas consisting of non-interacting particles which statistically behave as
photons has a peculiar phase transition. For a very cold gas there is a critical tem-
perature Tc below which the lowest-energy single-particle quantum state is occupied
by a macroscopic number of particles. For the condensed phase, the reduction of
the temperature increases the number of lowest-energy atoms, eventually ending up
to the zero temperature ground state at which all the particles are condensed.
When first presented, the Bose-Einstein condensation was merely a peculiarity
which popped out from the statistical theory of noninteracting bosons. It was not
expected to exist in real systems. Nevertheless, in 1938 Fritz London came up with
a suggestion that the occurrence of BEC might explain the weird superfluid phase of
4He [7]. This view is nowadays commonly accepted, though due to the strong atomic
interactions superfluid 4He is far from being a condensate in the sense predicted
by Einstein. Actually, even at absolute zero, only approximately 10 per cent of
the helium atoms are condensed to the lowest single-particle state. In addition to
liquid helium, the macroscopic population of a single quantum state plays a role in
superconductivity (as already mentioned) and in lasers. Yet, at early 1990’s there
was no experimental evidence of a system that could be stated as a pure BEC.
BEC occurs when thermal wave packets of identical particles begin to overlap
significantly. However, in order to avoid the solidification the suitable densities have
to be extremely low. Hence, the Bose-Einstein condensed state of a gas can only
occur at a very low temperature. In practice this means temperatures between
nanokelvin and microkelvin. Only a couple of decades ago such temperatures were
completely unapproachable for an experimentalist. Since then the development in
laser cooling and trapping techniques has been extremely rapid. This development
culminated spectacularly in 1995. Finally, not one, but three experimental research
groups succeeded in detecting BEC in dilute, magnetically trapped alkaline atomic
gases. The clouds consisted from a thousand 7Li atoms [8] up to millions of 87Rb [9]
and 23Na [10] atoms building up matter waves in which over 99 per cent of the
2
particles were condensed into a single quantum state.
The first observations of BEC in dilute gases were soon rewarded by the Nobel
prize. They started a new era in nonrelativistic quantum many-body physics. The
amount of experimental and theoretical investigations on gaseous BEC has been
extensive. In addition to the atomic species mentioned above, BEC has been re-
ported at least for spin-polarized atomic hydrogen [11], metastable gas of 4He [12,13],
41K [14], dipolar 52Cr [15], 85Rb [16], 133Cs [17] and 174Yb [18]. Numerous condensate
properties have been investigated including studies on equilibrium, collective oscilla-
tions, vortices, solitons, spinor condensates, interferences, BECs in an optical lattice,
etc. Recently, major advances have been achieved in dilute atomic Fermi gases, in
which different manipulation techniques allow one to study a BEC of molecules,
Cooper pairing and BEC-BCS transitions.
In this thesis, I concentrate on a dilute atomic BEC confined in a trap of mag-
netic or optical origin. In the central role in this work are the rotational properties
of condensates. Speaking of these, an immediate thing coming into the minds of
people familiar with BEC is a vortex. Indeed, different aspects and applications of
vortices are covered in this work. However, the vortex structure is not the only pos-
sible configuration. One of the main results of the thesis is that a condensate with
attractive interactions may respond onto external rotation via a stable state execut-
ing the center of mass motion. In the mean field picture, this state spontaneously
breaks the rotational symmetry. The broken symmetries are always interesting, and
the study performed on the excitations discusses, among other things, this subject.
In the big picture this work also enlightens the relation between BEC and su-
perfluidity. These effects are deeply connected, but they certainly do not always
go hand in hand. For example, for 4He at T = 0, the whole system is superfluid,
but as already mentioned only 10 per cent of the atoms are Bose condensed. On
the other hand, an ideal Bose gas at zero temperature is completely Bose-Einstein
condensed, but it is not a superfluid. A condensate with attractive interparticle
forces, discussed in papers I− III, is not a superfluid, and the lack of this property
is also seen in the phase-space structure determined here for a rotating gas.
Atomic particles have, of course, an internal structure consisting of electrons,
protons and neutrons carrying spin and possibly orbital angular momentum. From
the statistical point of view, it is sufficient to know that atoms are bosons when the
total number of constituting particles is even. In a dilute-gas BEC the role of the
atomic spin is generally deeper, though. The atomic hyperfine spin is usually nonzero
and has to be taken into account when trapping and collisions are considered. In
experiments with magnetic confinement it is possible to freeze the spin of the atoms.
In this case the multicomponent atoms behave as spinless (scalar) particles, as the
magnetic moment follows adiabatically the local magnetic field. The opposite case
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happens in an optical trap where the spin is not coupled to the external potential,
allowing full exploration of the spin dynamics.
In a spinor BEC, all atoms collectively populate a state which is a superposition
of different hyperfine substates. This coherent multicomponent condensate allows
one to explore topological excitations not existing in scalar condensates. In papers
IV − V we study some possible structures in three-component spin-1 spinor con-
densates. In paper IV we determine the ground state structures when the spinor is
rotated with relatively slow rotation frequency. In paper V a method to create a
monopole structure is proposed.
This thesis is organized as follows. In Chapter 2, I clarify the concept of BEC and
review the conventional theoretical methods to treat a spinless dilute-gas condensate
at zero temperature. Chapter 3 presents the vortex structure and discusses on the
energetics of rotating condensates. Chapters 4 and 5 are devoted to introducing
the framework and presenting the results concerning the scientific work performed.
Attractively interacting condensates on rotation are discussed in Chapter 4. Chapter
5 deals with rotating spinor condensates and the monopole structure. Concluding
remarks are made in Chapter 6.
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Chapter 2
Theory of Bose-Einstein
condensed systems
2.1 Concept of Bose-Einstein condensation
Einstein’s original idea of the macroscopic occupation of a single particle state con-
sidered a uniform gas of non-interacting particles. This topic is presented, e.g., in a
standard statistical mechanics textbook [19]. For an ideal gas, the concept of BEC
is easy to understand because the condensed state coincides with the lowest-energy
single-particle state. Therefore, it is also rather straightforward to generalize the
investigations of homogeneous BEC to the case of trapped ideal gas [20,21]. On the
contrary, the step from the ideal gas BEC to the condensed system of interacting
particles is not trivial. In this Chapter, a system of interacting scalar bosons is
discussed. The generalization for systems with a spin degree of freedom is addressed
in Chapter 5.
In the first quantization, a system of N identical bosons is described by the
many-body wave function Ψ (r1, . . . , rN , t). The single particle density matrix is
defined as
ρ (r, r′, t) =
∫
dr2 . . . drNΨ
∗ (r, r2, . . . , rN , t)Ψ (r′, r2, . . . , rN , t) . (2.1)
The Hermitian property of the above density matrix is clearly visible. Consequently,
it can be diagonalized in a way that all eigenvalues are real. This means that there
is always an orthonormal basis of single-particle eigenfunctions χi (r, t) which allows
one to write the single particle density matrix as
ρ (r, r′, t) =
∑
i
ni (t)χ
∗
i (r, t)χi (r
′, t) , (2.2)
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where ni is the eigenvalue corresponding to the function χi (r, t). A criterion for
Bose-Einstein condensation proposed by Penrose [22] and Landau [23] is that the
system is Bose-Einstein condensed when there exists a single eigenvalue nmax = N0
which is on the order N . In this case the degree of condensation is simple or pure.
If there exist more than one macroscopic eigenvalue, the system is often referred to
as a fragmented condensate.
The above definition for the existence of BEC is not universal as it stands,
however. The criterion was originally developed for systems in the thermodynamic
limit. A typical dilute gas BEC in a trap contains approximately 106 atoms and the
finite size effects are usually small. On the other hand, there are truly mesoscopic
systems e.g., the one studied in papers I− III which are Bose condensed, but fail to
satisfy the criterion above. This subject will be discussed more in Chapter 4.
If the system is in a Bose-Einstein condensed phase, there are several ways to
define the order parameter Ψ (r, t). A physically clear definition is
Ψ (r, t) ≡
√
N0 (t)χ0 (r, t) . (2.3)
This definition gives a clear justification to interpreting Ψ (r, t) as a condensate wave
function. Another commonly used definition is to put
Ψ (r, t) ≡ 〈ψˆ (r, t)〉. (2.4)
The definition in Eq. (2.4) has a conceptual drawback: for a number conserving
system the right hand side is equal to zero. This obviously unsatisfying complication
can be side-stepped by stating that large systems with N and N − 1 atoms are
physically equivalent, the error being on the order of 1/N0 [21]. Therefore, the
expectation value in Eq. (2.4) can be taken between the states |N〉 and 〈N − 1|.
Quite generally, there is no quantitative difference between the results obtained
by the order parameters (2.3) and (2.4). In actual calculations the form (2.4) is
somewhat more straightforward to use and hence commonly applied.
2.2 Gross-Pitaevskii equation
The physical system of N identical bosons in an external potential Vext (r) is de-
scribed by the second quantized Hamiltonian Hˆ
Hˆ = Hˆ0 + Hˆint, (2.5)
where Hˆ0 includes the kinetic energy and trap potential terms
Hˆ0 =
∫
dr
[
ψˆ† (r)
(
− ~
2
2m
∇2 + Vext (r)
)
ψˆ (r)
]
(2.6)
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and Hˆint is the part for the mutual interactions between the particles
Hˆint =
∫∫
drdr′ψˆ† (r) ψˆ† (r′)V (r− r′) ψˆ (r′) ψˆ (r) . (2.7)
Here ψˆ (r) and ψˆ† (r) are the particle annihilation and creation operators, respec-
tively. They satisfy the boson commutation relations:[
ψˆ (r) , ψˆ (r′)
]
= 0,
[
ψˆ† (r) , ψˆ† (r′)
]
= 0,
[
ψˆ (r) , ψˆ† (r′)
]
= δ (r− r′) . (2.8)
For a BEC in a dilute gas, the use of the true two-body interaction potential
V (r− r′) is not practical [24]. Generally, the potential itself is not known precisely,
and even a slight uncertainty may remarkably change the scattering properties. Fur-
thermore, the true potential usually supports many bound states which drive the
system towards a solid ground state. In the dilute BEC theory, one is only interested
in the metastable gaseous phase and for the relevant timescales the presence of the
bound states is only an unnecessary complication. Consequently, the true interac-
tion potential is replaced by a simplified model potential sharing the same elastic
scattering properties with the correct potential. In practice, the model potential is
a delta-function potential
V (r− r′) = U0δ (r− r′) , (2.9)
where the interaction strength U0 is related to the s-wave scattering length a by the
relation
U0 =
4pi~2a
m
. (2.10)
The time evolution of the system is most conveniently determined in the Heisenberg
picture where the temporal development is in the operators. The field operators are
then time dependent and obey the Heisenberg equation of motion:
i~
∂ψˆ (r, t)
∂t
=
[
Hˆ, ψˆ (r, t)
]
, (2.11)
here given for the annihilation operator. By writing the Hamiltonian explicitly, it
becomes
i~
∂ψˆ (r, t)
∂t
=
[
− ~
2
2m
∇2 + Vext (r) + U0ψˆ† (r, t) ψˆ (r, t)
]
ψˆ (r, t) . (2.12)
This equation is generally impossible to solve and approximation schemes are needed.
If the system is Bose condensed, the simplest and the most commonly used approx-
imation is to write the annihilation operator as
ψˆ (r, t) ≈ Ψ(r, t) + δφˆ (r, t) . (2.13)
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Here Ψ (r, t) = 〈ψˆ (r, t)〉 is the complex order parameter which describes the Bose
condensed part of the system. The classical field Ψ (r, t) is often referred to as the
condensate wave function and it is normalized to the number of condensed particles.
φˆ (r, t) on the other hand, is the noncondensed part of the field operator. For a
dilute gas this is generally small compared to the condensate. In the lowest order,
one completely neglects the noncondensed part and normalizes the condensate wave
function to the total number of particles. For a dilute-gas BEC, this approximation
is often, though not always, very precise. Equation (2.12) takes the form
i~
∂Ψ(r, t)
∂t
=
(
− ~
2
2m
∇2 + Vext (r, t) + U0|Ψ(r, t) |2
)
Ψ(r, t) . (2.14)
This is the time-dependent Gross-Pitaevskii (GP) equation [25,26]. It resembles the
ordinary single particle Schro¨dinger equation, the only difference being the nonlinear
interaction term.
If the condensate wave function is stationary i.e. Ψ (r, t) = Ψ (r) e−iµt/~ where µ
is the chemical potential, the time-independent GP equation can be obtained:
µΨ(r) =
(
− ~
2
2m
∇2 + Vext (r) + U0|Ψ(r) |2
)
Ψ(r) . (2.15)
In this thesis, Eqs. (2.14) and (2.15) are in the central role. Every paper of the
thesis consists of, at least on some level, solving the GP equations. However, their
validity and interpretation must always be carefully analyzed.
It is also instructive to derive the Gross-Pitaevskii equation in the first quanti-
zation. The Hamiltonian for N atoms is
H =
N∑
i=1
[
− ~
2
2m
∇2i + Vext (ri)
]
+ U0
∑
i<j
δ (ri − rj) . (2.16)
If all atoms are condensed in the same single particle state Φ (r), the N -body wave
function can be written in the Hartree approximation as
Ψ (r1, . . . , rN) =
N∏
i=1
Φ (ri) . (2.17)
The function Φ is normalized to unity∫
dr |Φ (r)|2 = 1. (2.18)
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The energy of the system then becomes
E = N
∫
dr
[
~2
2m
|∇Φ (r)|2 + Vext (r) |Φ (r)|2 + N − 1
2
U0 |Φ (r)|4
]
. (2.19)
To find the ground state one needs to minimize the energy functional. Fixing the
number of particles with the Lagrange multiplier µ and assuming that N − 1 ≈ N ,
one obtains the time-independent GP equation (2.15) by the definition Ψ(r) =√
NΦ(r).
2.3 Bogoliubov approximation
For a dilute gas BEC at a very low temperature, the quantum and thermal fluctua-
tions are often small enough to treat the whole system to be in the condensed state.
In this case, the system is characterized by the GP equations (2.14) and (2.15).
Often though, it is important to analyze the state of the non-condensed particles.
The starting point is to analyze the small fluctuations around of a stationary
condensate wave function. The Bogoliubov approximation writes the many-particle
operator as (2.13) where the condensate wave function satisfies the time-independent
GP equation (2.15). Because of the stationarity, the Hamiltonian in the first order of
φˆ vanishes identically. Hence, the first correction to the GP solution is determined by
the Hamiltonian of the second order in φˆ. By generalizing the Bogoliubov canonical
transformation [27] in a nonuniform system one writes
φˆ (r, t) =
∑
j
[
uj (r) αˆje
−iωjt + v∗j (r) αˆ
†
je
iωjt
]
. (2.20)
Here the operator αˆj (αˆ
†
j) annihilates (creates) a quasiparticle corresponding to an
elementary excitation in the state j. With this transformation the Hamiltonian can
be diagonalized. The problem is then to solve the amplitudes uj (r), vj (r) with the
corresponding excitation energy Ej = ~ωj from the Bogoliubov-de Gennes (BdG)
equations:
Kuj (r) + U0Ψ
2 (r) vj (r) = Ejuj (r) ,
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rotating frame transformations) K may be truly complex, and therefore the conju-
gation is written here explicitly.
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The energy of the system then becomes
E = N
∫
dr
[
~2
2m
|∇Φ (r)|2 + Vext (r) |Φ (r)|2 + N − 1
2
U0 |Φ (r)|4
]
. (2.19)
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A canonical transformation does not alter the commutation relations and there-
fore the quasiparticle operators are in Eq. (2.20) required to satisfy Bose commuta-
tion relations. This requirement yields the following orthogonality relation for the
amplitudes uj and vj ∫
dr
[
u∗j (r)uk (r)− v∗j (r) vk (r)
]
= δjk. (2.22)
The quasiparticle vacuum is defined as
αˆj |0〉 = 0 for all j, (2.23)
which determines the system ground state. It is important to note that the ground
state is not the bare condensate, but due to the interaction there is always some
depletion present. In a typical dilute BEC experiment the depletion is on the order
of one per cent (compared to 90 per cent in 4He) and can be neglected.
The Bogoliubov excitation spectrum contains important information about the
stability of the condensate. An excitation of negative energy implies that the solution
Ψ is not the minimum energy configuration and the system may move into the
true ground state. Consequently, the thermodynamical stability of the condensate is
ensured by the positive spectrum of the excitation energies. A very important feature
of the BdG equation is that the energies of the elementary excitations coincide with
the classical small amplitude oscillations of the condensate. For these collective
modes to be stable in the course of time, the eigenfrequency must be real. Therefore
the condensate is dynamically unstable if the excitation spectrum contains complex
Ej’s.
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Chapter 3
Vortices and rotations
3.1 Vortex structure
The condensate wave function is a complex number and can be written as Ψ (r) =
|Ψ(r)| exp [iϕ (r)]. Due to the fact that the number of condensed atoms is large, the
amplitude of the condensate wave function corresponds to the square root of the
condensate density: |Ψ(r)| = √n (r). The superfluid velocity v is now defined in
terms of the condensate phase as
v (r) ≡ ~
m
∇ϕ (r) . (3.1)
A direct consequence from the definition (3.1) is that the velocity field v is irrota-
tional:
∇× v (r) = 0 (3.2)
in every point of space where ϕ is well defined. Furthermore, the wave function
must be single valued which implies the quantization of circulation [28]:∮
S
dl · v (r) = 2pi ~
m
q (3.3)
where the winding number q is an integer determining the multiples of 2pi that the
wave function acquires around the closed contour S.
From Eq. (3.2) it follows that the quantization may be nonzero only if the closed
path S contains singular point(s). In order to cancel the effect of diverging velocity,
the condensate density must vanish at the singularity. The vanishing structure is
referred to as a vortex line which may have a bending shape. A vortex may also
exist as a configuration in two-dimensional space, where the term vortex core is
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preferred. If q = ±1 the vortex is singly quantized; for higher winding numbers the
term multiply quantized vortex is often used. In a dilute gas, the width (radius) of
the vortex line (core) is on the order of the healing length
ξ = (8pina)−1/2 . (3.4)
A simple example of a quantized flow is a straight vortex line on, say, z-axis. The
condensate wave function is then Ψ (r, θ, z) = R(r, z) exp (iqθ) where R vanishes
near r = 0 as rq.
Quantized vortices were first detected in experiments for superfluid 4He (see e.g.,
[29,30]). However, in the dense quantum liquid the size of the vortex is comparable
to the atomic size. This makes the optical imaging of individual vortices difficult. In
dilute systems, vortex detection is easier: vortex size is several magnitudes larger.
The condensate is generally released from the confining potential before the actual
images are taken. This process further expands the size of the condensate and the
vortex core. Therefore recent experiments have offered some beautiful visualization
of single vortices as well as lattices containing several hundreds of vortices [31–35].
3.2 Condensate on rotation
One of the basic problems in the course of this thesis work was finding the condensate
ground state in the frame rotating with a constant angular velocity Ω. Energetically,
the transition from the laboratory coordinate system to the rotating coordinates is
done by subtracting the term Ω · L from the energy in the non-rotating frame [36].
The Hamiltonian thus transforms as
Hˆrot = Hˆlab −Ω · Lˆ, (3.5)
where Lˆ is the total angular momentum operator and Hˆrot and Hˆlab are the Hamil-
tonians in the rotating and the laboratory frame, respectively.
The single particle angular momentum operator is Lˆ = −i~ (r×∇). In the
Hartree theory of the condensate one can easily determine the time-independent
GP-equation in a rotating frame:
µΨ(r) =
[
− ~
2
2m
∇2 + Vext (r) + iΩ~ (r×∇) + U0|Ψ(r) |2
]
Ψ(r) . (3.6)
A spinless BEC with repulsive interactions responds to an external rotation by
forming quantized vortices. If the non-rotating BEC ground state is taken and the
trap is being rotated with adiabatically increasing Ω the condensate just stays in
12
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the ground state until a certain critical Ωc1 is reached. Above Ωc1 frequency the
state with a single vortex is energetically favorable until another critical rotating
frequency is crossed. Because of the repulsive forces the system now transforms into
a state with two singly quantized vortices instead of one doubly quantized vortex
in the normally applied harmonic trapping potential (for theory, see [37–39]). The
appearance of additional singly quantized vortices continues with increasing rotating
frequency and a triangular lattice of vortices is formed. An interesting topic is
the limit of fast rotation when the cores of individual vortices begin to overlap.
Unfortunately, in a harmonic potential the trap frequency ω is the upper limit of
rotation. Namely, when Ω > ω the centrifugal force beats the trap confinement
forcing the atom cloud to escape the trap. Therefore, the limit Ω → ω has been
extensively investigated. A different path to study fast rotations is by using an
external trap which is steeper than the harmonic one. This approach is introduced
in detail in Chapter 4.
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Chapter 4
Attractively interacting
condensates on rotation
4.1 Attractive forces
The sign of the scattering length a can be positive or negative, but the repulsive case
a > 0 has been more intensively studied. There are some natural reasons for this.
First, a positive a is more common. In their well known article [40] Gribakin and
Flambaum showed that atomic species with long range van der Waals interactions
have generally three times higher probability to a have positive s-wave scattering
length. For alkaline BEC in an ordinary experimental environment, only 7Li [41]
and 85Rb [42] atoms attract each other in binary collisions. Nowadays the relative
rareness is not a big problem, though. The use of Feshbach resonances [43, 44]
allows experimentalists to tune the strength and the sign of the scattering length.
The more disturbing property that an attractive BEC possesses, is an instability
against the collapse when the number of atoms in the sample exceeds a critical
value. The critical number of atoms depends on |a| (and of the trap frequency)
and is for e.g., 7Li on the order of 1000. Therefore, the (near) macroscopic limit
may not be generally obtained with attractive gases. The attractive condensates
are hence mesoscopic instead of macroscopic. Finally, another essential difference
between repulsive and attractive condensates is the absence of metastability of the
superfluid flow [45]. Despite these reasons (and partly because of them) attractive
condensates contain a scientifically fruitful set of properties.
The critical number of atoms at zero temperature can be calculated from the
GP-equation (2.15). Hence, the validity of the mean field approach can be analyzed
by comparing the theoretical prediction to the experimentally obtained value for
Ncr. The early measurements [8, 46] are in consistence with the GP predictions. In
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a more recent experiment [47] the stability condition was, however, determined to
be slightly less than the theoretically predicted value.
4.2 Rotating center of mass in harmonic trap
Let us proceed by considering a Bose gas with weak attractive interactions confined
in an ordinary harmonic trap potential with cylindrical symmetry:
Vext (r) =
1
2
m
(
ω2r2 + ω2zz
2
)
. (4.1)
Here ω and ωz are the trap frequencies in radial and axial directions, respectively.
Furthermore, let us assume that the motion in z-direction is frozen in the ground
state, which makes the problem effectively two-dimensional. We are interested in
finding the yrast [48] state i.e. the ground state for the fixed total angular momentum
L. It was shown by Wilkin, Gunn and Smith [49] that such a wave function has the
form
Ψ (z1, . . . , zN) = z
L
c exp
(
N∑
i=1
−|zi|
2
2
)
, (4.2)
where zi ≡ xi + iyi is the coordinate of the i’th atom and zc ≡ ΣNi=1zi/N is the
center of mass (c.m.). This result was later generalized in Ref. [50] for the case of an
isotropic harmonic potential and in Ref. [51] for a more general class of interaction
potentials (Wilkin et al. [49] considered only contact interactions).
The remarkable property of the wave function (4.2) is that the angular momen-
tum is completely absorbed into the c.m. motion. Despite being the ground state,
this c.m. rotating state was shown not to be Bose condensed [49]. Instead, the single
particle density matrix (2.2) has more than one eigenvalue of a macroscopic order.
In the language of the usual condensate definition, this indicates that the state (4.2)
is a fragmented condensate. However, in their paper [52], Pethick and Pitaevskii
discuss the validity of the generally adopted definition of BEC. Their conclusion is
that the wave function (4.2) is Bose condensed, but the general condition of BEC is
in this case misleading. Namely, in a harmonic trap the center of mass and internal
motions decouple, and any wave function can be written as
Ψ(r1, . . . , rN) = Ψcm (R)Ψrel (q1, . . . ,qN) , (4.3)
where R ≡ ∑Ni=1 ri/N is the c.m. coordinate and qi ≡ ri − R is the coordinate
of the particle i relative to the c.m. Note that on the right hand side of Eq. (4.3)
there are N + 1 coordinate variables and N of them are independent. In Ref. [52]
15
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the condensation of the wave function (4.2) was obtained by defining the internal
density matrix as
ρint ({qi} , {q′i}) =
∫
dRΨ({qi,R})Ψ∗ ({q′i,R}) . (4.4)
In this expression the c.m. degree of freedom is completely integrated out. The
internal single particle density matrix can be defined as usual
ρ
(1)
int (q1,q
′
1) =
∫
dq2 · · · dqNρint ({qi} , {q′i}) . (4.5)
For the c.m. rotating state the internal single particle density matrix is the same as
the normal single particle density matrix for the nonrotating ground state. There-
fore, the internal density matrix of Eq. (4.5) has only one macroscopic eigenvalue,
indicating that the wave function (4.2) is Bose condensed.
Before investigating other physical properties of the system in c.m. rotating state,
it is essential to confirm its stability. The rotation is involved in the c.m. motion
only. Hence, the energy contribution from the rotation is exactly ~ωL [49,50]. From
the relation (3.5) one finds that in a frame rotating with the frequency Ω the energy
is
Erot = E0 + ~L (ω − Ω) , (4.6)
E0 being the energy of the nonrotating cloud. With L fixed, the minimum value of
the energy in rotating frame now depends on the sign of (ω − Ω). As seen in Fig. 4.1,
when the trap frequency exceeds the rotating frequency, the minimum configuration
is the L = 0 ground state. On the other hand, when Ω > ω, the energy is minimized
by L =∞. This indicates that there is no stable ground state for nonzero value of
L. The cloud either remains nonrotating at the bottom of the trap, or is destabilized
by the centrifugal force and eventually escapes from the trap.
4.3 Anharmonic confinement
In this section, we consider the notion of anharmonic confinement which is one of the
most important themes in papers I−III. In the previous section it was shown that an
attractively interacting Bose gas cannot be set on stable rotation in a harmonic trap
potential. This unfortunate limitation may be avoided by using a trap steeper than
harmonic. Here, we concentrate on a trap configuration constructed by superposing
a quartic potential onto an ordinary quadratic harmonic trap:
Vext(r, θ, z) =
1
2
m
[
ω2
(
r2 + λ
r4
a2osc
)
+ ω2zz
2
]
. (4.7)
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Figure 4.1: Energy Erot of the c.m. rotating state as a function of angular momentum
L. The global minimum depends on the sign of (ω − Ω). When (ω − Ω) > 0 (solid
line) the minimum is L = 0. For (ω − Ω) < 0 (dashed line) the minimum is at
L =∞.
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In this formula, the strength of the anharmonic term is given by the dimensionless
parameter λ, whereas the expression aosc is the usual oscillator length (~/mω)1/2.
The attractive BEC in an external potential of the type (4.7) will be discussed in
the following sections. Here, it is briefly mentioned that the problem of a repulsively
interacting condensate in the anharmonic potential has been subject of a rather
active research. As noted in Chapter 3, in a harmonic trap the condensate ground
state for a sufficiently high rotation frequency is a vortex lattice. The important
length scales describing the lattice are the vortex separation b and the radius of the
vortex core ξ ∼ ~/√2mµ. A physically very interesting regime is encountered at high
rotation frequencies when b begins to approach ξ. In a harmonic trap, this regime
is difficult to study because regardless of the sign of the scattering length, the trap
frequency sets the ultimate limit on the rotation frequency. Thus, the potential of
the form (4.7) is useful since for large distances the confining force always exceeds the
centrifugal force. It was shown in Ref. [53] that in this trap the limit of vortex-core
overlap should be accessible for dilute BEC experiments. Thereafter, a number of
possible scenarios of the physical state of a fast rotating BEC in the anharmonic trap
has been presented [54–57]. These include states with multiply quantized vortices,
which are shown to be rotational ground state configurations in GP theory, provided
that the interactions are weak enough [54]. For a very fast rotation the BEC with
large quanta of angular momentum may even form a giant vortex for which the
phase singularities form a density hole comparable to the system size whereas the
matter forms a quasi-one-dimensional torus ring. In the intermediate region with
relatively high rotation frequency and relatively strong interactions the ground state
configuration is a vortex lattice with singly quantized vortices in the boundary and
a multiply quantized vortex at the center. Finally, in the region dominated by the
interactions the BEC is supposed to form an ordinary vortex lattice.
The above predictions have been a subject of an experimental test performed
recently in ENS [58]. A 87Rb condensate was confined by a combination of mag-
netic and optical dipole forces. The external magnetic field created a cigar-shaped
harmonic trap potential while the Gaussian laser beam effectively provided the addi-
tional quartic (λ ≈ 0.001) and quadratic terms in the transverse direction. Another
laser beam was then used to rotate the sample up to the rotating frequencies of
Ω ≈ 1.05ω. As a result, the condensate was shown to form an ordinary, triangular
vortex lattice when Ω < ω. The order of the lattice was seen to vanish when the
rotating frequency was still increased. However, an unexpected qualitative change
in the BEC was observed when Ω & 1.02ω. For these fast rotation frequencies it
was seen that the number of visible vortices reduced significantly, the number being
much less that the theory predicted for the rotation frequencies in question. Several
possible explanations for this peculiar behavior were made, including the absence of
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degeneracy, bending of the vortex lines and the breakdown of the mean-field approx-
imation. However, to my knowledge, there is no convincing solution to this problem
yet.
4.4 Attractive Bose gas on fast rotation
In this section I discuss some topics concerning the papers I− II. The setup is the
following: an attractively interacting Bose gas at zero temperature, trapped in an
anharmonic potential of the form of Eq. (4.7) and rotated with a certain angular
frequency Ω. The fundamental question is, given the parameters concerning the
interaction strength, rotation frequency (or angular momentum) and anharmonicity,
what is the condensate ground state? As mentioned above, the rotational motion
of an attractively interacting BEC in a harmonic trap is executed via the c.m.
motion [49]. It is therefore a reasonable assumption that at the limit of a weak
anharmonic term in the potential the ground state is the c.m. rotating state. On the
contrary, for a noninteracting Bose gas in a rotating quartic + quadratic potential,
the energetically favorable state is a multiply quantized vortex [54]. Thus, one
may propose that the weak interaction ground state might be a multiply quantized
vortex.
These propositions are rather easily analyzed in the course of the perturbation
theory. In paper II we treat the anharmonic potential as a small perturbation for
the c.m. rotational state (4.2). The first order approximation for the c.m. rotational
state in anharmonic trap is determined. As another possibility, a multiply quantized
vortex of an BEC can be studied perturbatively by taking an ideal vortex state and
treating the interactions perturbatively [50]. The comparison of the energies of
the two possible configurations in the rotating frame yields the somewhat expected
conclusion that energetically: (i) a weak anharmonic parameter λ favors the c.m.
rotating state; (ii) a weak interaction term |U0|N favors the vortex state; (iii) a fast
angular velocity Ω favors the vortex state. For the quantitative conditions for the
phase transitions I refer to paper II, Sect. II. The perturbative approach is also
studied by Kavoulakis et al. in Ref. [59]. In their description, a difference is made
between the c.m. rotating state (4.2) and the set of states consisting superpositions
of the vortex states of different winding numbers m, e.g.,
Ψ = cm−1ψm−1 + cmψm + cm+1ψm+1, (4.8)
for which the complex amplitudes cm±1 are non-zero. However, it is to be noted
that a wave function in Eq. (4.8) exhibits c.m. motion and in our terminology it
is referred as a c.m. rotational state. In some cases the discernment is necessary,
though. We then refer to the state (4.2) as the ideal c.m. rotational state.
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Another approach is presented in paper I. The method is based on the fact
that in a harmonic potential the c.m. and relative motions decouple. In the first
quantization the many-body wave function can therefore be written as in Eq. (4.3).
As mentioned in a previous section, for an attractive gas the relative wave function
Ψrel (q1, . . . ,qN) is Bose condensed [52]. Consequently, in the Hartree approach the
many-body wave function can written as
Ψ(r1, . . . , rN) = Ψcm (R)
N∏
i=1
χ (qi) . (4.9)
Rigorously, the above formulation applies for a harmonically trapped gas only. We
nevertheless assume that the decoupling is approximately valid also in a weakly
anharmonic potential and use the wave function in Eq. (4.9) as an ansatz. Fur-
thermore, N being large, we neglect the interdependence of the relative coordinates.
By minimizing the energy we then obtain the coupled equations for the c.m. and
relative wave functions:{
− ~
2
2M
∇2 + Vcm(R)
}
Ψcm(R) = EcmΨcm(R), (4.10){
− ~
2
2m
∇2 + Vrel(q) + U0|Φ(q)|2
}
Φ(q) = µΦ(q), (4.11)
where Φ (q) =
√
Nχ (q) is the condensate wave function, Ecm is the c.m. energy, µ
is the chemical potential andM = Nm is total mass of the gas. The coupling comes
through the effective potentials Vcm(R) and Vrel(q). For weak λ one may assume the
relative wave function being symmetric around the c.m. Writing R = Rρˆcm+Zzˆcm
and q = qρˆrel + zzˆrel, where R =
√
X2 + Y 2 and q =
√
x2 + y2, this yields
Vcm(R,Z) =
1
2
Mω2(1 + 4λ
〈q2〉
a2osc
)R2 +
λMω2
2a2osc
R4 +
1
2
Mω2zZ
2, (4.12)
Vrel(q, z) =
1
2
mω2(1 + 4λ
〈R2〉
a2osc
)q2 +
λmω2
2a2osc
q4 +
1
2
mω2zz
2. (4.13)
Here 〈R2〉 = N3 ∫ dRR2 |Ψcm(R)|2 and 〈q2〉 = N−1 ∫ dqq2 |Φ(q)|2. Note that if
λ = 0, the coupling vanishes and the effective potentials are purely harmonic. The
wave function of relative coordinates then obeys an ordinary single-component GP-
equation in a harmonic trap whereas the c.m. is just like a quantum mechanical
harmonic oscillator. In this picture the ideal c.m. rotational state can be clearly
understood as the product of a harmonic oscillator wave function of angular mo-
mentum ~L for the c.m. and the nonrotating BEC ground state for the relative wave
function.
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We have searched for fixed L~ ground state solutions for the Eqs. (4.10-4.13)
straightforwardly by numerical methods and variationally by using Gaussian trial
functions. Our main interest lies in the region of L ∼ N . Unfortunately, this regime
is numerically difficult because of the highly peaked structure of the c.m. wave
function. The numerical results are therefore limited for the few-body situation
N ≤ 15. On the contrary, the semi-analytic variational scheme where the trial wave
functions are of the form
Ψcm(R) = Ncm(X + iY )Lcme−R2/2ba2cme−(ωz/ω)Z2/2a2cm , (4.14)
Φ(q) = Nrel(x+ iy)mle−q2/2ca2osce−(ωz/ω)z2/2(daosc)2 . (4.15)
allows us to study systems with a large number of particles. In these expressionsNcm
andNrel are the normalization constants while acm = (~/Mω)1/2 is the c.m. oscillator
length. The variational parameters are plugged in as the widths b, c and d. The
c.m. and relative angular momenta, Lcm and ml, respectively, are unknown, but
they have to satisfy the restriction L = Lcm + Nml. A remarkable result is that
both numerical and variational methods give solutions for which the total angular
momentum is either completely in the c.m. motion L = Lcm or completely in the
relative motion L = Nml corresponding to an ml quantized vortex state.
While perturbation and decoupling approximations are limited to values of small
λ, in paper II we study the ground state phase-space structure in terms of the single-
component GP equation. The c.m. rotational state shows BEC fragmentation in the
laboratory frame of reference [49] and this property suggests that the ordinary GP
theory is not valid. However, if the trap is rotated with a frequency Ω, the rotating
frame ground state has to be such that the expectation value of the c.m. coordinate
is fixed into a static position. In this frame, by neglecting the c.m. fluctuations, the
gas is Bose condensed [52]. Therefore, in the rotating frame, the GP equation[
− ~
2
2m
∇2 + Vext (r)−Ω · Lˆ+ U0|Ψ(r) |2
]
Ψ(r) = µΨ(r) (4.16)
may be used in order to study the ground state. The ground state solutions have
been numerically determined in order to study the phase space. Unless otherwise
stated, in the following parameters are fixed as: N = 1000, ω = 2pi × 30 Hz,
ωz = 2pi × 180 Hz and m as the mass of atomic 7Li. Note that the harmonic
confinement is much tighter in z-direction. In general, we deal with weak interaction
energies and set Ω || zˆ. Therefore, we may assume that motion in z-direction is
frozen in the ground state. This makes the problem effectively two-dimensional,
which significantly reduces the computational effort. The equation of motion in
2D is formally equivalent with Eq. (4.16), as long as the scattering length in the
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interaction term is appropriately scaled:
aeff =
√
ωz
2piω
a. (4.17)
It is necessary to emphasize that in the course of this thesis, when specific values of
scattering length are given, they correspond to the actual scattering length, not to
the effective one.
By fixing λ = 0.15 we present (see Fig. 1 in paper II) a part of the phase-
space diagram in which Ω and a are varied. The rotation frequency being less than
Ω/ω ≈ 1.2 the ground state is just the ground state of the nonrotating trap. For
faster rotations, the nature of the ground state depends on the interaction strength.
Computations for very small scattering lengths again prove that the weak interaction
ground state is a multiply quantized vortex. The other possibility is a ground state
with the rotating c.m. For a vortex ground state rotated with a constant frequency,
it is intuitively clear that an increase in the interaction energy (by adding more
atoms into the gas or tuning the scattering length via Feshbach resonances) tends
to accumulate the atoms near each other. The anharmonic term in the potential
favors the rotationally symmetric configuration, but below certain critical aC the
negative interaction energy of the state with a broken rotational symmetry begins
to dominate the anharmonic term.
In Fig. 4.2 another set of ground state solutions is plotted. The main configura-
tions are illustrated for λ = 0.05. The density and phase profiles of the nonrotating
ground state, a (singly) quantized vortex and a c.m. rotational state are given. The
rotational symmetry of the c.m. rotating state is spontaneously broken. Another
broken symmetry is also present, namely, the density of the cloud in respect to c.m.
(approximately the peak of the density the cloud) is asymmetric. This effect is due
to the anharmonic term in the potential, since the asymmetry is absent for the ideal
c.m. rotating state. Thus, if the other parameters are fixed, the reduction of λ must
result as a more symmetric density profile in respect to the peak of the cloud. How-
ever, the rotating force also tends to elongate the cloud and the actual strength of
elongation depends on both parameters. A graph of c.m. states in traps of different
values of the anharmonic parameter and rotating frequency is shown Fig. 4.3. The
contour plots of the density show the transform from the more elongated structure
to symmetrical shape with reducing λ.
Another regime of interest is the parameter space with such values that the
problem becomes effectively one-dimensional. In a rotating frame, the effective
potential includes the centrifugal term and has the following form
Veff(r) =
1
2
m(ω2 − Ω2)r2 + 1
2
mω2λ
r4
a2osc
. (4.18)
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Figure 4.2: Ground state wave functions of an attractively interacting Bose conden-
sate in an anharmonic trap with λ = 0.05. The top graphs illustrate the nonrotating
ground state with a = −1.0 in atomic units (a.u.) (left: density profile, center: 1D
cut of the density profile, right: phase profile). The center row represents a singly
quantized vortex with a = −1.0 a.u. The graphs at bottom show a c.m. rotational
state for a = −5.0 a.u. The unit of length in the images is (~/mω)1/2.
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Figure 4.3: Contour plot of the density of a c.m. rotating state when a = −5.0 a.u.
On the left, the value of the anharmonic parameter is λ = 0.15 and the rotating
frequency Ω˜ = 1.35, the center graph is for λ = 0.05, Ω˜ = 1.15 and the right graph
for λ = 0.0167, Ω˜ = 1.039. The unit of length in the images is (~/mω)1/2.
When Ω > ω the effective potential has the shape of a Mexican hat. For very fast
rotations the trap bottom is deep, and if the effective width is small the condensate
is confined in a quasi-one-dimensional torus. More precisely, if one expands the
expression (4.18) around the trap bottom r0
r0 =
√
Ω˜2 − 1
2λ
aosc, (4.19)
where Ω˜ ≡ Ω/ω, one obtains for the potential energy at the bottom
|V (r0)| = (Ω˜
2 − 1)2~ω
8λ
, (4.20)
whereas the effective harmonic oscillator length is
leff =
√√√√ 1√
2(Ω˜2 − 1)
aosc. (4.21)
The limit of a one-dimensional torus is obtained when r0 À leff . The special impor-
tance of this limit is that the analytical treatment of the problem becomes easier.
Indeed, the phase diagram of a BEC in a rotating torus has been analytically deter-
mined in GP theory, in Bogoliubov theory and by the exact diagonalization of the
Hamiltonian [60–62]. The obtained ground state solutions divide into states with
uniform density and localized solutions. (A uniform density solution corresponds
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Hamiltonian [60–62]. The obtained ground state solutions divide into states with
uniform density and localized solutions. (A uniform density solution corresponds
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in higher dimensions to a multiply quantized vortex, and a localized solution cor-
responds to a c.m. rotating state.) The states with the localized density profile are
often referred to as bright solitons: localized quasi-one-dimensional atom blobs for
which the attractive interaction exactly cancels the spreading of the moving wave
packet. Experimentally, (nonrotating) bright solitons have recently been observed
in Rice University in Texas [63], and in ENS in France [64].
Finally, let us discuss the crossover between a vortex and a c.m. rotational state.
At the limit of N → ∞ it can shown that the overlap between an ideal c.m. state
and a vortex state is vanishingly small [59]. This suggests a discontinuous phase
transition, but as it has been already mentioned, in an anharmonic potential the
ideal c.m. state is only an approximate description when λ→ 0. In an anharmonic
2D system, a ground state with the rotating c.m. is different, however, and in the
close vicinity of the phase boundary, the profile of the wave function actually differs
very little from the vortex state (see Fig. 4.4). The conclusion from our GP analysis,
is that the phase transition is actually gradual. In the study of Kavoulakis et al. [59]
the phase transition is stated discontinuous but they include the states of the form
(4.8) in the vortex phase. The 1D results of the exact diagonalization [60,61] agree
with our conclusion. The nature of the phase transition can be also seen from
Fig. 4.5. The energy per particle is smooth at the critical point, but the chemical
potential has a kink. This implies that the phase transition from vortex to c.m.
rotating state is of the second order.
4.5 Low-energy excitations of an attractive Bose
gas
In the previous section we discussed the use of the ordinary GP-equation in order to
map the phase space of an attractively interacting BEC in an anharmonic trap. A
natural extension of this approach is to study small excitations of the ground state.
By linearizing the GP-equation around a stationary solution the excitations can be
solved with the Bogoliubov-de Gennes equations (see Sect. 2.3)
Kuj (r) + U0Ψ
2 (r) vj (r) = Ejuj (r) , (4.22)
K∗vj (r) + U0Ψ∗2 (r)uj (r) = −Ejvj (r) . (4.23)
The above equation is just a generalization of the Eqs. (2.21) in the rotating frame
of reference. Here, K = − ~2
2m
∇2 + Vext (r)−Ω · Lˆ+ 2U0|Ψ(r) |2 − µ and because of
the imaginary factor in the angular momentum operator Lˆ, it is essential take the
complex conjugate in (4.23) [24].
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Figure 4.4: Density plot of a c.m. rotating state (left) and a vortex state (right) in
the near region of the phase boundary. The parameters are Ω˜ = 1.15, λ = 0.05 and
a = −1.0 a.u. for c.m. state and a = −0.5 a.u. for the vortex. The unit of length in
the images is (~/mω)1/2.
The numerical solutions are presented in paper III. The phase space diagram as
Fig. 1 in the paper II gives, by definition, the state of the global energy minimum for
given parameters. On the other hand, the Bogoliubov energy spectrum Ej contains
information about the local stability of the condensate wave function Ψ. In this sense,
there is no new information about the stability, provided that the used numerical
GP scheme gives the correct ground states. For a locally stable state all Ej are
positive and this condition must, of course, be true for the ground state. In our
numerical calculations we have not seen any contradictions to this, for the ground
state wave functions, the lowest Ej’s have always been positive (or zero).
Another point which deserves a comment is the normalization of the amplitudes
uj and vj. When one is expressly doing microscopic equilibrium theory of elemen-
tary excitations (e.g. by investigating the quantum or thermodynamic fluctuations
of the condensate), the amplitudes are normalized as in Eq. (2.22). On the contrary,
for the semi-classical oscillations i.e. the collective modes of the condensate, the nor-
malization is arbitrary provided that the population of the mode is much smaller
than the number of atoms in the condensate. In our case, the normalization is there-
fore problem-dependent: quite generally we use the norm of Eq. (2.22), but in some
instructive examples about the time-dependent behavior of excited condensates, the
normalization is different.
The main results in paper III deal with the Bogoliubov excitations of the c.m.
26
Figure 4.4: Density plot of a c.m. rotating state (left) and a vortex state (right) in
the near region of the phase boundary. The parameters are Ω˜ = 1.15, λ = 0.05 and
a = −1.0 a.u. for c.m. state and a = −0.5 a.u. for the vortex. The unit of length in
the images is (~/mω)1/2.
The numerical solutions are presented in paper III. The phase space diagram as
Fig. 1 in the paper II gives, by definition, the state of the global energy minimum for
given parameters. On the other hand, the Bogoliubov energy spectrum Ej contains
information about the local stability of the condensate wave function Ψ. In this sense,
there is no new information about the stability, provided that the used numerical
GP scheme gives the correct ground states. For a locally stable state all Ej are
positive and this condition must, of course, be true for the ground state. In our
numerical calculations we have not seen any contradictions to this, for the ground
state wave functions, the lowest Ej’s have always been positive (or zero).
Another point which deserves a comment is the normalization of the amplitudes
uj and vj. When one is expressly doing microscopic equilibrium theory of elemen-
tary excitations (e.g. by investigating the quantum or thermodynamic fluctuations
of the condensate), the amplitudes are normalized as in Eq. (2.22). On the contrary,
for the semi-classical oscillations i.e. the collective modes of the condensate, the nor-
malization is arbitrary provided that the population of the mode is much smaller
than the number of atoms in the condensate. In our case, the normalization is there-
fore problem-dependent: quite generally we use the norm of Eq. (2.22), but in some
instructive examples about the time-dependent behavior of excited condensates, the
normalization is different.
The main results in paper III deal with the Bogoliubov excitations of the c.m.
26
−5 −4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1 −0.5 0
0.83
0.84
0.85
0.86
0.87
0.88
0.89
0.9
0.91
0.92
a
E,
µ
E
µ
Figure 4.5: The energy per atom E and the chemical potential µ of the rotating
ground state configurations. The vertical line represents the phase boundary be-
tween the vortex (right) and c.m. rotating states (left). The scattering length a is
in atomic units (a.u.). E and µ are in trap units ~ω.
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rotating state. The rotational symmetry of the c.m. state is spontaneously broken.
Due to Goldstone’s theorem [65,66], there exists a zero-energy mode for each spon-
taneously broken symmetry. The mean-field approximation breaks the U(1) symme-
try, which yields that the condensate itself is a zero-energy solution of Eqs. (4.22).
Indeed, for a c.m. rotating state we always find two zero-energy solutions of the Bo-
goliubov equations (4.22) while for a vortex or nonrotating state there is only one.
In quasi-one-dimensional case the excitation spectrum has been analytically studied
by Kanamoto et al. [62]. In the mean-field approach the bright soliton ground state
has a Goldstone mode (which can be interpreted as the translation mode of the
bright soliton). On the contrary, the exact diagonalization reveals the (non-vortex)
ground state to be fragmented. The analysis is performed in the laboratory frame
and hence the result agrees with the two-dimensional findings for the c.m. rotational
state.
In the analysis for the actual, positive energy, excitations of the c.m. rotational
state, a remarkable property is the coupling between the c.m. and relative motions.
As mentioned in the previous section, it is the anharmonic term in the potential
which induces the coupling (see Eqs. (4.10-4.13)). At the limit of a purely harmonic
trap, this coupling should vanish. These properties are illustrated in Figs. 4.6 and
4.7 where the time-evolution of oscillating low-energy modes are presented. For
relatively high value of λ the c.m. and shape oscillations are strongly coupled (see
Fig. 4.6 and Fig. 3 in paper III) while the effect is clearly reduced for the weaker
anharmonic potential (see Fig. 4.7 and Fig. 4 in paper III).
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Figure 4.6: Time-evolution of the density of the condensate in c.m. rotational state
excited with the lowest-energy oscillation mode. Here λ = 0.15, a = −5.0 a.u. and
Ω/ω = 1.35. T ' 78 1/ω is the period of oscillation. The size of an image is 4× 4
in units of (~/mω)1/2.
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Figure 4.7: Time-evolution of the density of the condensate in c.m. rotational state
excited with the lowest-energy oscillation mode. Here λ = 0.0167, a = −5.0 a.u.
and Ω/ω = 1.039. T ' 114 1/ω is the period of oscillation. The size of an image is
4× 4 in units of (~/mω)1/2.
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Figure 4.7: Time-evolution of the density of the condensate in c.m. rotational state
excited with the lowest-energy oscillation mode. Here λ = 0.0167, a = −5.0 a.u.
and Ω/ω = 1.039. T ' 114 1/ω is the period of oscillation. The size of an image is
4× 4 in units of (~/mω)1/2.
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Chapter 5
Rotating multicomponent
condensates
5.1 Spinor condensates
So far I have only considered Bose condensates which behave as scalars. In reality,
the atoms have a spin degree of freedom which has to be taken into account. If
the trapping potential is of the magnetic origin, only certain hyperfine Zeeman
states can be trapped. Atoms in other spin states will escape the trap. If the
atomic sample consists only of atoms in a single hyperfine spin state the spin degrees
of freedom are irrelevant allowing one to consider the condensed atoms as scalar
particles. Another situation arises when the system contains atoms in two or more
different spin states [67]. In principle, the transitions between different hyperfine
states are possible, but in practice the Zeeman splitting is order of magnitudes higher
than the typical interaction energies.
A different method of atomic trapping is based on the interaction between mat-
ter and electromagnetic radiation. With laser fields it is possible to create optical
dipole traps. Compared to magnetic traps, the essence of optical trapping is their
”blindness” to different atomic hyperfine states. The purely optical traps can there-
fore be used to create multicomponent condensates in which the spin dynamics plays
the important role. Such condensates are usually called spinor condensates.
The first purely optically trapped BEC was prepared by the Ketterle group in
MIT [68]. In this experiment the condensate was actually created in a magnetic trap
and then transferred to the optical trap. Because of the initial magnetic trapping
a true spinor nature had to be obtained by using radio-frequency pulses. A spinor
BEC can also be achieved by all optical methods as shown by Barrett et al. [69].
Here, we only consider the spin-1 case. This is equivalent to the hyperfine spin
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F = 1. The system will then have three components of spin degree of freedom,
namely mF = 0,±1. The generalization of the theory presented in Chapter 2 is
rather straightforward. The condensate Hamiltonian is [70–72]
Hˆ =
∫
dr
[
ψˆ†i
(
− ~
2
2m
∇2 + Vext
)
ψˆi
+
λs
2
ψˆ†i ψˆ
†
j ψˆjψˆi +
λa
2
ψˆ†i ψˆ
†
jFil · Fjkψˆkψˆl
]
, (5.1)
where a sum over repeated indices is assumed. F is the angular momentum operator
with F = 1. The eigenvalues of Fz are 0,±1 and the basis of the corresponding
eigenvectors
|1〉 =
 10
0
 , |0〉 =
 01
0
 , | − 1〉 =
 00
1
 , (5.2)
is chosen. In this basis F is represented by the following matrices:
Fx =
1√
2
 0 1 01 0 1
0 1 0
 , (5.3)
Fy =
1√
2
 0 −i 0i 0 −i
0 i 0
 , (5.4)
Fz =
1√
2
 1 0 00 0 0
0 0 −1
 . (5.5)
In Eq. (5.1) the interaction parameters are λs = [4pi~2 (a0 + 2a2)] /3m and λa =
[4pi~2 (a2 − a0)] /3m where the scattering length a2 (a0) describes the collision of
two atoms with parallel (antiparallel) spins.
If the system is Bose condensed, the mean-field approximation of a scalar con-
densate is easily generalized as Ψi (r) = 〈ψˆi (r)〉. The condensate wave function has
now three complex components and it is convenient to write Ψi (r) =
√
n (r)ζi (r)
where n (r) =
∑
i |Ψi (r)|2 is the total density of atoms and ζi (r) is a normalized
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three-component spinor
∑
i ζ
∗
i ζi = 1. In the mean field approximation, the energy
of the system with a fixed number of atoms is then
K =
∫
dr
[ ~2
2m
(∇√n)2 + ~2
2m
(∇ζ)2 n
− (µ− Vext)n+ n
2
2
(
λs + λa 〈F〉2
) ]
, (5.6)
with 〈F〉 = ζ∗i Fijζj. The nature of the ground state of the system depends crucially
on the sign of the parameter λa [70]. If λa < 0 the energy is minimized when
〈F〉2 = 1, e.g., when all atoms are in the mF = 1 state. The ground state is then
ferromagnetic. For the other possibility λa > 0, the ground state is called polar (or
antiferromagnetic) and it has the property of 〈F〉 = 0.
The equation of motion of the spinor condensate is obtained in a straightfor-
ward functional minimization of Eq. (5.6). In the wave function representation, the
stationary equations of motion are then spin-1 Gross-Pitaevskii equations
µψ−1 = Lψ−1 + λa
(
ψ20ψ
∗
1 + |ψ−1|2ψ−1 + |ψ0|2ψ−1 − |ψ1|2ψ−1
)
,
µψ0 = Lψ0 + λa
(
2ψ1ψ−1ψ∗0 + |ψ−1|2ψ0 + |ψ1|2ψ0
)
, (5.7)
µψ1 = Lψ1 + λa
(
ψ20ψ
∗
−1 + |ψ1|2ψ1 + |ψ0|2ψ1 − |ψ−1|2ψ1
)
,
where L = − ~2
2m
∇2+Vext+λs (|ψ−1|2 + |ψ0|2 + |ψ1|2). Note that for a spinor conden-
sate the chemical potential is same for all spin components. For a spinor condensate
only the total number of particles is fixed. For a mixture of condensates, on the other
hand, the particle numbers on different components are separately fixed, yielding
separate chemical potentials which are generally not equal.
A very interesting result is found by diagonalizing the Hamiltonian (5.1) [20,73].
When the interaction is ferromagnetic the exact and the mean-field ground states
coincide. Delicate physics is also encountered for antiferromagnetic interactions.
Namely, the energy difference between the GP and exact ground state is on the
order of N . Let us write a rotationally invariant operator
Aˆ = aˆ20 − 2aˆ−1aˆ1, (5.8)
where aˆ0 annihilates an atom in the mF = 0 state and aˆ±1 annihilates an atom in
the mF = ±1 state. The ground state is found to be (Aˆ†)N/2 |0〉 where A† creates a
pair of atoms in the state of zero total angular momentum. This state is a BEC of
N/2 boson pairs. In terms of the single particle density matrix, the ground state has
three macroscopic eigenvalues, implying the fragmented degree of condensation [74].
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5.2 Ground states of a rotating spin-1 condensate
Internal degrees of freedom naturally make the properties of Bose condensates even
richer. Spin properties play an important role because they relate different areas
of physics via topological structures. One point of view which makes topological
structures of spin-1 spinor condensate especially interesting are the possible analogies
to superfluid 3He. Predicted structures include coreless vortices of Mermin-Ho (MH)
[75] and Anderson-Toulouse (AT) [76] types.
In the absence of symmetry breaking fields, the ground states are degenerate in
respect of spin rotations U = e−iFzαe−iFyβe−iFzτ where (α, β, τ) are the Euler angles.
If θ is the global phase, the ferromagnetic ground state spinor is
ζ = eiθU
 10
0
 = ei(θ−τ)
 e−iα cos2 β/2√2 cos β/2 sin β/2
eiα sin2 β/2
 . (5.9)
The excited structures may be presented as local rotations of the above spinor.
When such gradients exist, the superfluid velocity is not only a gradient of the phase
anymore, but has to be redefined as vs = −i(~/m)ζ†∇ζ. If one puts (θ−τ) = α = φ
where φ is the azimuthal angle, the superfluid velocity becomes
vs =
~
mr
[1− cos β (r)] φˆ. (5.10)
If the bending angle β is an increasing function of r with the condition β = 0 at
r = 0, the texture (5.10) is called a coreless vortex. It is a superposition of atoms
in three different spin states, where the population in mF = +1 state has no phase
winding. This component fills the center because of the above condition for β.
Other components carry phase winding (q = 1 for mF = 0 and q = 2 for mF = −1)
and they have no population at origin. Therefore, one may say that the mF = +1
component fills the vortex core of the two other components. The overall density
is therefore nonzero at the center, and the velocity field increases with r. This is
opposed to an ordinary vortex in a scalar condensate for which the velocity field
diverges at the core. When β(r) = pi/2 the velocity field coincides with an ordinary
singular vortex. 3He being uniform liquid the boundary conditions are relevant and
if the boundary condition is, indeed, set to β(R) = pi/2 the texture is an MH vortex.
An AT vortex, on the other hand, is a coreless vortex with the boundary condition
β(R) = pi.
In paper IV we study spin-1 spinor condensates and their response on external
rotation. For ferromagnetic interactions we find that the lowest-energy configuration
is a coreless vortex. The critical velocity for the coreless vortex to appear is nonzero,
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though. This is a finite size effect and should vanish at the thermodynamical limit.
By assuming the existence of a coreless vortex, we have also performed some ana-
lytic studies on the behavior of the bending angle β. The increase is linear in the
vicinity of the trap bottom and vanishes at the edge of the condensate. At the linear
region, the slope of β increases approximately also linearly as a function of rotation
frequency. In our studies, the maximum boundary value of β is βmax = 3pi/4 sug-
gesting that a coreless vortex of AT type is not a possible ground state in a dilute
gas spinor condensate.
Our spinor studies assume the external magnetic fields to be absent, or at least
negligible, in a way that the interaction energy dominates the Zeeman energy. There
is, however, another way to create and study the coreless vortex structures. This is
by utilizing the external magnetic fields. If the condensate is confined in a magnetic
trap with all the atoms in mF = +1 state, the reverse of the magnetic field Bz is a
simple method to create condensate with a winding number q = 2 or more [77–79].
These topological vortices were experimentally created by the Ketterle group [80]
for 23Na condensate. The actual coreless vortices were later created with the same
experimental setup by not reversing the bias field but just reducing it to zero [81].
5.3 Monopoles in spinor condensates
Another candidate as a new kind of topological structure in a spinor condensate is
a monopole. Topologically, a monopole is a point-like defect in a vector field. It is
characterized by a unit vector that is radial in respect to some unique central point.
A well known example of a monopole is the electric field of a point-like electric
charge. In particle physics, magnetic monopoles have been subject of extensive
research since the days of Dirac, in particular, by the theoretical discoveries of ’t
Hooft [82] and Polyakov [83]. These monopoles are no doubt interesting objects but
there is one problem with them: they have not been found in any experiments. An
analogous structure to ’t Hooft-Polyakov monopoles may exist in spinor condensates
for which the successful experiments are easier.
For an antiferromagnetic spin-1 condensate the monopole was proposed by Stoof
et al. [84]. The spinor has the form
ζ (r) =
1√
2
 −mx (r) + imy (r)√2mz (r)
mx (r) + imy (r)
 , (5.11)
wherem(r) = ±r/r is the radial unit vector with spherically symmetric ”hedgehog”
structure. The spinor in Eq. (5.11) is obtained by performing local rotations U for
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the ground state antiferromagnetic spinor
ζ =
 01
0
 . (5.12)
Another monopole structure is presented in paper V for an effective two compo-
nent spinor
ζ (r) =
 −mx (r) + imy (r)mz (r)
0
 . (5.13)
In order to avoid the spatial separation of different components the the interactions
have to be ferromagnetic [85]. Still, the texture is not a ferromagnetic ground state
nor a stationary state. The state of Eq. (5.13) evolves in time as can be easily
observed from the GP Eq. (5.7). For example, the population of the mF = 1
component clearly evolves to nonzero values. In other words, the system has a
tendency to relax into the ground state. The relaxation rate can be made slow in
experiments [86] and can thus be neglected.
Equation (5.13) with our numerical studies for an imprinted monopole suggests
a possible method to create it. This is to create a vortex into the mF = −1 com-
ponent and a dark soliton [87, 88] into the mF = 0 component. This proposition
is tested numerically by performing time-dependent simulations for a cigar shaped
condensate. The obtained time-evolution shows conclusive evidence about the sta-
bility of a monopole when the vortex and the soliton are imprinted in such a way
that the monopole lies in the center of the trap.
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Chapter 6
Conclusions
In this thesis we have studied different aspects of rotational properties in trapped
dilute-gas Bose-Einstein condensates. We have mainly concentrated on the con-
densed vapors in the zero-temperature limit.
The motion of a superfluid is irrotational which implies that a scalar condensate
with repulsive interparticle interactions can only respond to external rotation by
forming quantized vortices. In a traditional experimental setup, the vortices are
singly quantized and form a triangular lattice. In this thesis, we discuss some Bose
condensed systems for which the rotational behavior is different. If the interactions
are attractive, a state with a rotating center of mass is possible. For this state, the
angular momentum as the function of rotation frequency is continuous instead of a
stepwise behavior. A continuous response is also true for a spinor condensate with
a coreless vortex.
An attractively interacting condensate cannot be set on stable rotation in a
harmonic trap. The potential has to be stiffer in order to obtain stable c.m. rotation.
A possible stabilization scheme is the use of a small quartic potential superposed
onto the harmonic trap. For this setup one finds that the phase space of rotationally
excited states consists not only of c.m. rotating states but also of multiple quantized
vortices. In anharmonic trap, the c.m. and relative motions are not independent on
each other, which in this thesis is demonstrated by studying small oscillations of the
c.m. rotating state.
It is not simple to give a universal definition for the Bose-Einstein condensation.
A rotating condensate with attractive interactions is an interesting example of this
difficulty. In the laboratory frame the state with rotating c.m. is a state for which the
condensation seems to be fragmented. On the contrary, when using the coordinates
of atoms relative to the center of mass, the system shows the pure (or simple) nature
of a Bose-Einstein condensate. An example of a truly fragmented condensate is a
37
Chapter 6
Conclusions
In this thesis we have studied different aspects of rotational properties in trapped
dilute-gas Bose-Einstein condensates. We have mainly concentrated on the con-
densed vapors in the zero-temperature limit.
The motion of a superfluid is irrotational which implies that a scalar condensate
with repulsive interparticle interactions can only respond to external rotation by
forming quantized vortices. In a traditional experimental setup, the vortices are
singly quantized and form a triangular lattice. In this thesis, we discuss some Bose
condensed systems for which the rotational behavior is different. If the interactions
are attractive, a state with a rotating center of mass is possible. For this state, the
angular momentum as the function of rotation frequency is continuous instead of a
stepwise behavior. A continuous response is also true for a spinor condensate with
a coreless vortex.
An attractively interacting condensate cannot be set on stable rotation in a
harmonic trap. The potential has to be stiffer in order to obtain stable c.m. rotation.
A possible stabilization scheme is the use of a small quartic potential superposed
onto the harmonic trap. For this setup one finds that the phase space of rotationally
excited states consists not only of c.m. rotating states but also of multiple quantized
vortices. In anharmonic trap, the c.m. and relative motions are not independent on
each other, which in this thesis is demonstrated by studying small oscillations of the
c.m. rotating state.
It is not simple to give a universal definition for the Bose-Einstein condensation.
A rotating condensate with attractive interactions is an interesting example of this
difficulty. In the laboratory frame the state with rotating c.m. is a state for which the
condensation seems to be fragmented. On the contrary, when using the coordinates
of atoms relative to the center of mass, the system shows the pure (or simple) nature
of a Bose-Einstein condensate. An example of a truly fragmented condensate is a
37
spin-1 Bose gas with antiferromagnetic interactions, a system which is here discussed
in connection with spinor rotations and monopoles.
Another question is the nature of superfluidity. While a repulsively interacting
condensate exhibits the true superfluid behavior, in a condensate with attractive in-
teractions the metastability of a superfluid flow is absent. However, the superfluidity
is a complex of phenomena rather than a single effect and the rotational effects as
the formation of multiply quantized vortices relate the system to superfluids rather
than classical fluids.
To summarize, different aspects of dilute Bose-Einstein condensates have been
analyzed. In particular, Bose condensed systems with non-zero angular momentum
were studied. The variety of rotational excitations in BEC is extremely rich and
tells us a lot about fundamental physics in quantum many-body systems.
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Appendix A
Numerical methods
A.1 GP-equation
The most common numerical task of this thesis has been solving the Gross-Pitaevskii
equation for various systems. These include scalar condensates for both signs of the
scattering length and spin-1 spinor condensates of ferromagnetic and polar nature.
The detailed form of external potential has varied from harmonic to anharmonic
confinement and the condensate has been studied in the laboratory and in the ro-
tating frames of reference. Furthermore, equations have been solved in some cases
to determine the time-evolution of a BEC and in others to find the ground state.
The used numerical method naturally depends on the actual problem at hand.
As an example, let’s examine the method used in papers II− III. The mission is to
find the stationary lowest-energy solution of the 2D-equation
i
∂Ψ(r, t)
∂t
=
(
−1
2
∇2 + Vext (r) + iΩ˜ ∂
∂θ
+ g2d|Ψ(r, t) |2
)
Ψ(r, t) , (A.1)
with
Vext (r) =
1
2
(
r2 + λr4
)
. (A.2)
The equation is written in a dimensionless form of the trap units where unit of
length equals aosc, unit of time is 1/ω and the unit of energy is ~ω.
Next we transform from infinitesimal to finite differences. The unitary time
evolution is driven by the operator Uˆ formally written as
Uˆ = exp
(
−i∆tHˆ
)
. (A.3)
This gives the state at t = ∆t by operating the wave function at t = 0:
Ψ (rij,∆t) = UˆΨ(rij, 0) . (A.4)
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The time-evolution operator in the form of Eq. (A.3) is not much of a use and it has
to be approximated in a way that is accurate and preserves the norm.
In our example we first split the Hamiltonian as
Hˆ = Hˆkin + Hˆrot + Hˆdg (A.5)
where Hˆkin is the kinetic operator in Eq. (A.1) with the spatial derivatives (finite
differences) of the second order. Hˆrot corresponds to the operator ΩLˆ and involves
spatial first order derivatives. Hˆdg is the diagonal part of the Hamiltonian includ-
ing the trap potential and the mean-field term. The operator (A.3) can then be
approximated as
Uˆsp ' e−i∆t2 Hˆkine−i∆t2 Hˆrote−i∆tHˆdge−i∆t2 Hˆrote−i∆t2 Hˆkin . (A.6)
At a time t = n∆t, the wave function is then
Ψ (rij, n∆t) =
[
n∏
i=1
Uˆsp
]
Ψ(rij, 0) (A.7)
In each position rij, for each time step the operation of the diagonal term Hˆdg is
just multiplying the wave function with a complex number. The operations with
the non-diagonal operators, however, involve solving systems of linear equations.
We have performed these tasks by using the alternating-direction implicit method
(ADI) [89] which is a generalization of the Crank-Nicholson method:
Uˆ ' 1−
1
2
iHˆ∆t
1 + 1
2
iHˆ∆t
. (A.8)
The use ADI consists of further splitting of the operators Hˆkin and Hˆrot because
the operations in different spatial directions are performed separately. The spatial
partial derivatives are discretized with the four-point finite-difference formulas (in
one direction).
If the time step ∆t is real, the operation in Eq. (A.7) can be used to calculate
the time evolution of the system. The ground state of the system can be obtained
with the same algorithm by making the time step imaginary:
∆t→ −i∆t, (A.9)
and normalizing the wave function after each time step. This method is based on
the fact that an arbitrary time-dependent state can be expanded in the basis of
the eigenstates φk multiplied by the factors exp(−iEkt/~) where Ek is the energy
eigenvalue. If t is transformed to be imaginary, the exponential factors decay, and
the larger is the value of Ek the more rapidly they decay. The ground state has the
lowest value of Ek and hence it decays with the lowest rate.
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A.2 Bogoliubov-de Gennes equations
In order to solve the BdG equations, we have first solved the mean-field ground
state wave function and the chemical potential with e.g., the method above. By dis-
cretizing the BdG equations we face a large scale numerical eigenvalue problem. The
spatial grid size is typically 128×128 and moreover, there are two complex quasipar-
ticle amplitudes to solve at each point. This makes the quasiparticle Hamiltonian
matrix enormous. In two-dimensional space the linear system consists of a sparse
matrix which is band diagonal with fringes. We solve this rather complicated eigen-
value problem by using the ARPACK software [90] which is based on an implicitly
restarted Arnoldi method.
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