On the Bispectra of Very Massive Tracers in the Effective Field Theory
  of Large-Scale Structure by Nadler, Ethan O. et al.
On the Bispectra of Very Massive Tracers in the
Effective Field Theory of Large-Scale Structure
Ethan O. Nadler1, Ashley Perko1,2,3,4 and Leonardo Senatore1,2,3
1 Kavli Institute for Particle Astrophysics and Cosmology and Department of Physics,
Stanford University, Stanford, CA 94305, USA
2 Stanford Institute for Theoretical Physics,
Stanford University, Stanford, CA 94306, USA
3 SLAC National Accelerator Laboratory,
Menlo Park, CA 94025, USA
4 Department of Physics and Astronomy, Dartmouth College,
6127 Wilder Laboratory, Hanover, NH 03755, USA
Abstract
The Effective Field Theory of Large-Scale Structure (EFTofLSS) provides a consistent perturbative
framework for describing the statistical distribution of cosmological large-scale structure. In a previ-
ous EFTofLSS calculation that involved the one-loop power spectra and tree-level bispectra, it was
shown that the k-reach of the prediction for biased tracers is comparable for all investigated masses
if suitable higher-derivative biases, which are less suppressed for more massive tracers, are added.
However, it is possible that the non-linear biases grow faster with tracer mass than the linear bias,
implying that loop contributions could be the leading correction to the bispectra. To check this,
we include the one-loop contributions in a fit to numerical data in the limit of strongly enhanced
higher-order biases. We show that the resulting one-loop power spectra and higher-derivative plus
leading one-loop bispectra fit the two- and three-point functions respectively up to k ' 0.19 h Mpc−1
and k ' 0.14 h Mpc−1 at the percent level. We find that the higher-order bias coefficients are not
strongly enhanced, and we argue that the gain in perturbative reach due to the leading one-loop
contributions to the bispectra is relatively small. Thus, we conclude that higher-derivative biases
provide the leading correction to the bispectra for tracers of a very wide range of masses.
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1 Introduction
Analytic descriptions of the statistical distribution of cosmological large-scale structure will be crucial
in order to analyze the plethora of data from upcoming galaxy surveys such as The Dark Energy
Spectroscopic Instrument [1] and the Large Synoptic Survey Telescope [2]. To this end, it is essential
to understand the perturbative reach of our theoretical predictions in order to exploit as much of
the forthcoming survey data as possible.
The Effective Field Theory of Large-Scale Structure (EFTofLSS) [3, 4, 5, 6] provides an analytic
framework for predicting LSS correlation functions in the mildly non-linear regime [3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. Recently, the EFTofLSS has
been used to describe the clustering of biased tracers of the dark matter distribution [14], and the
EFTofLSS prediction for the one-loop power spectra and tree-level bispectra of low-mass tracers has
been shown to fit two- and three-point functions from numerical simulations within a few percent up
to k ' 0.17 h Mpc−1 [19, 23]1. However, the perturbative reach of the tree-level EFTofLSS prediction
for the bispectra of biased tracers decreases for more massive objects. In particular, the prediction
for the one-loop power spectra and tree-level bispectra of very massive tracers fails to fit simulation
data at k ' 0.12 h Mpc−1 [19]. [23] argues that the perturbative reach of this prediction decreases
with tracer mass because of the potentially large higher-derivative biases that are not included in the
tree-level bispectra. Indeed, correlation functions of biased tracers in the EFTofLSS are expressed
as sums of correlation functions of dark matter fields weighted by bias coefficients. While higher-
derivative and perturbative contributions to dark-matter correlation functions are expanded in the
same parameter for all tracers (all proportional to powers of k/kNL, where kNL is the wavenumber
1We note that the simulation data for the three-point statistics of very massive tracers used in [19] and [23]
extend only to k = 0.14 h Mpc−1, and we use the same data in our analysis.
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associated to the non-linear scale), higher derivative biases scale as powers of (k/kM)
2, where kM is
the wavenumber associated to the mass scale of the tracer, which is lower for more massive tracers.
By adding higher-derivative biases to the halo-matter-matter, halo-halo-matter, and halo-halo-halo
bispectra, [23] is able to fit the two- and three-point functions from the Millennium-XXL N-body
simulation [29] for tracers of all masses up to k ' 0.17 h Mpc−1 at the percent level. Thus, [23]
concludes that it is necessary to include higher-derivative biases in a consistent calculation of the
bispectra for very massive tracers, and that doing so ensures a k-reach of k ' 0.17 h Mpc−1 for the
two- and three-point statistics of all collapsed objects investigated in their analysis.
The authors of [23] note that one-loop contributions to the bispectra for very massive tracers
are small relative to higher-derivative biases provided that higher-order bias coefficients do not grow
rapidly with respect to the linear bias as tracer mass increases2. However, it is not necessarily
accurate to assume that the ratio of the higher-order bias coefficients to the linear bias depends
weakly on tracer mass, and doing so might influence the resulting fit. In particular, if the bias
coefficients scale as bn ∼ bn1 , where bn denotes an n-th order bias coefficient, then the fit with the
tree-level bispectra for very massive tracers would fail due to a lack of certain one-loop contributions
rather than a lack of higher-derivative biases. It is therefore important to check whether these one-
loop contributions should be included alongside higher-derivative biases in a consistent calculation
of the bispectra for very massive tracers. For the purposes of this check, it is sufficient to adopt the
following strategy. First, we assume that bn ∼ bn1 , which we refer to as the high-bias-scaling limit.
We will show that it is only necessary to include a small, easy-to-compute subset of the full one-loop
bispectra for biased tracers in this limit, and we calculate these diagrams below. We find that adding
these one-loop contributions to the tree-level plus higher-derivative bispectra improves the k-reach
of the fit to the two- and three-point statistics of very massive tracers to k ' 0.19 h Mpc−1, which
is only a marginal improvement over the results in [23]. Moreover, we show that these one-loop
contributions improve the fit only slightly more for very massive tracers than for light tracers, and
we do not find strong evidence that the best-fit bias coefficients obey bn ∼ bn1 . Thus, we conclude
that the calculation in [23] is consistent.
Nevertheless, including the aforementioned one-loop contributions increases the functional free-
dom of the prediction for the bispectra. Specifically, adding these contributions introduces new bias
coefficients and breaks certain parameter degeneracies, resulting in four additional bias coefficients
relative to the calculation in [23]. Furthermore, the natural size of the one-loop contributions is not
completely negligible at high wavenumbers. As a result, both the k-reach of the prediction for very
massive tracers and the overall goodness of fit at lower wavenumbers are improved when we include
these one-loop contributions. This is consistent with the fact that the overall fit to the power spec-
tra and bispectra for very massive tracers in [23], which includes only higher-derivative corrections
to the bispectra, slightly underperforms relative to the fit for low-mass tracers. In particular, [23]
somewhat arbitrarily increases the best-fitting wavenumber that enters the p-value calculation for
their Bin 3 fit in order to achieve a k-reach of k ' 0.17 h Mpc−1.
Our calculation confirms that the EFTofLSS prediction presented in [23] fits the power spectra
and bispectra for tracers of a wide range of masses up to k ' 0.17 h Mpc−1 without making spurious
assumptions about the size of the one-loop contributions or the scaling of the higher-order bias
2We refer to tracers according to the mass bins assigned in [23]. The lightest tracers (“Bin 0”) roughly
correspond to 1012 M halos, and the most massive tracers (“Bin 3”) correspond to 1014 M halos.
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coefficients. Moreover, we find that the leading one-loop contributions in the high-bias-scaling limit
are small relative to the higher-derivative terms in practice, except at the highest scales of interest.
We argue that this is an important check of the prediction in [23], since the fact that these potentially
bias-enhanced one-loop contributions could be comparable to the higher-derivative terms means that
the calculation in [23] could have been inconsistent. Our results demonstrate the predictive power of
the EFTofLSS: we conclude that the two-point functions (i.e., the halo-halo and halo-matter power
spectra) and the three-point functions (i.e., the halo-halo-halo, halo-halo-matter, and halo-matter-
matter bispectra) for biased tracers can be fit simultaneously up to k ' 0.17 h Mpc−1 at the percent
level using the seven- (for light tracers) to twelve- (for massive tracers) parameter prediction derived
in [23]. We reiterate, however, that simulated bispectra are only available up to k = 0.14 h Mpc−1
in these fits.
This paper is organized as follows. In §2, we study the bispectra of very massive tracers in
the EFTofLSS. In §2.1, we consider corrections to the tree-level bispectra and we show that it is
necessary to check whether the leading one-loop contributions in the high-bias-scaling limit should
be included alongside higher-derivative biases. In §2.2, we calculate the one-loop contributions to the
bispectra in the high-bias-scaling limit, and in §2.3 we summarize the resulting EFTofLSS prediction
for the two- and three-point functions of biased tracers3. We describe our fits to simulation data in
§3.1, and we present our results in §3.2. We conclude in §4.
2 EFTofLSS Prediction for the Bispectra of Very Mas-
sive Tracers
2.1 Corrections to the Tree-Level Bispectra
The EFTofLSS prediction for the one-loop power spectra and tree-level bispectra of low-mass tracers
fits simulation data up to k ' 0.17 h Mpc−1, but this prediction fails at k ' 0.12 h Mpc−1 for very
massive tracers. [23] argues that this occurs because the expansion parameter (k/kM )
2 associated
with higher-derivative biases grows with tracer mass, implying that higher-derivative biases must be
included for very massive tracers. Here, kM is the wavenumber associated with a collapsed object of
mass M , so we expect that M ∼ ρ/k3M , where ρ is the mean matter density in the universe. Thus,
higher-derivative biases become increasingly important as tracer mass increases, which could explain
why the perturbative reach of the tree-level prediction for the bispectra decreases with tracer mass.
However, we must also consider the one-loop contributions to the bispectra that enter with powers
of (bn/b1)(k/kNL)
3+n, where kNL is the wavenumber corresponding to the nonlinear scale, n ∼ −1.7
is the slope of the matter power spectrum, and bn stands for an n-th order bias coefficient. Since
the tree-level bispectra do not include such contributions, these one-loop terms could also account
for the relatively poor perturbative reach of the prediction for very massive tracers depending on
how bn/b1 scales with tracer mass
4.
In [23], the authors estimate that the (k/kM )
2 factor associated with the higher-derivative biases
grows more quickly with tracer mass than the (k/kNL)
3+n scaling of one-loop contributions. Thus,
3The codes used for the calculations in this paper are publicly available on the EFTofLSS repository.
4We do not consider higher-order loops in this paper, since we find that the relevant one-loop contributions
are generally small relative to the higher-derivative terms.
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they argue that higher-derivative biases must be included in a consistent calculation of the bispectra
for very massive tracers while one-loop contributions can be ignored. However, this argument does
not account for the bias coefficients that enter with the one-loop contributions. In particular, it is
possible that higher-order bias coefficients grow with some large power of b1 as tracer mass increases.
Indeed, for extremely massive tracers, recent measurements of the linear, quadratic, and cubic bias
in N-body simulations indicate that bn ∼ bn1 (for example, see [30]); however, it is not clear whether
this scaling applies for the less extreme high-mass tracers considered in [23]5. Nonetheless, since the
higher-order bias coefficients can potentially grow steeply with tracer mass, it is possible that the
fit with the tree-level bispectra for very massive tracers fails at relatively low wavenumbers because
bias-enhanced loop terms, rather than (k/kM )
2-enhanced higher-derivative terms, are not included.
The best-fit bias coefficients for the fits in [23] do not suggest that bn/b1 grows with tracer mass,
which would suggest that their calculation is consistent. However, including higher-derivative biases
without including certain potentially-leading one-loop contributions could influence the resulting
fit, since adding only higher-derivative terms implicitly assumes that higher-order bias coefficients
are comparable in magnitude to b1 (i.e., bn/b1 ∼ 1). Thus, it is important to check whether these
potentially bias-enhanced one-loop contributions are significant. To do so, we assume that the very
massive tracers considered in [23] have non-linear biases that are maximally enhanced, in the sense
that bn  b1, which allows us to identify the leading subset of the one-loop contributions in this high-
bias-scaling limit. By adding these one-loop contributions to the tree-level plus higher-derivative
prediction for the bispectra of very massive tracers, we can check whether they significantly improve
this fit and whether the numerical values of the higher-order bias coefficients that we obtain from
the fit are strongly enhanced.
To make these arguments more explicit, we estimate the scaling of the higher-derivative and one-
loop terms, taking care to keep track of the bias coefficients that enter with each type of term. For
example, consider the one-loop diagram Bhhh,321 that contributes to the halo-halo-halo bispectrum,
where the “321” subscript indicates that this term is a product of cubic, quadratic, and linear fields,
following the notation in [12]. In the high-bias-scaling limit, this contribution scales relative to the
tree-level halo-halo-halo bispectrum as
Bhhh,321
Bhhh,tree
∼ 〈δ
(3)
h δ
(2)
h δ
(1)
h 〉
〈δ(2)h δ(1)h δ(1)h 〉
∼ b3b2b1〈δ
3
1δ
2
2δ3〉
b2b21〈δ21δ2δ3〉
∼ b3
b1
L, (2.1)
where L ∼ k3P (k) is the dark-matter loop suppression factor and δ(n)h refers to the overdensity of
biased tracers evaluated at n-th order in perturbation theory. Meanwhile, higher-derivative terms
scale relative to the tree-level halo-halo-halo bispectrum as
Bhhh,deriv
Bhhh,tree
∼
b2b
2
1
k2
k2M
〈δ21δ2δ3〉
b2b21〈δ21δ2δ3〉
∼ k
2
k2M
. (2.2)
We can therefore compare the one-loop contribution Bhhh,321 to the higher-derivative terms directly:
Bhhh,321
Bhhh,deriv
=
Bhhh,321
Bhhh,tree
Bhhh,tree
Bhhh,deriv
∼ b3/b1
k2/k2M
L. (2.3)
5By inspecting the results in [30], we infer that the scaling bn ∼ bn1 appears to be a good approximation
for the relevant subset of bias coefficients measured in [30] only for very massive cluster-size halos. This will
be confirmed by our fits, which indeed measure the full set of biases in the EFTofLSS that contribute at the
order of our calculation.
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[23] assumes that the ratio b3/b1 is nearly constant with respect to tracer mass, which implies that
Bhhh,321 becomes a negligible contribution relative to Bhhh,deriv in the limit of very massive tracers.
However, as we have argued, the assumption that b3/b1 is a constant or weak function of tracer
mass is not a priori justified. For example, if b3/b1 scales as b
2
1, then Bhhh,321/Bhhh,deriv is not
guaranteed to be negligible for very massive objects. Thus, we must check whether such potentially
bias-enhanced one-loop contributions should be included in the prediction for the bispectra of very
massive tracers.
Calculating the full one-loop bispectra for biased tracers, which include terms that are quartic
in the fluctuations, is not trivial. However, the calculation simplifies considerably in the high-bias-
scaling limit, i.e., assuming that the bias coefficients scale as bn ∼ bn1 . In this limit and for b1  1,
we only need to consider the terms in the one-loop bispectra that enter at the highest order in the
bias coefficients. The rest of the one-loop contributions, which are not maximally enhanced in this
limit, will not grow as quickly with increasing tracer mass, so these terms cannot be responsible
for degrading the perturbative reach of the tree-level bispectra under the assumption that bn ∼ bn1 .
We consider an explicit example to clarify this point: in the diagram Bhhh,321, which appeared in
Eq. (2.1), notice that we can replace δ
(3)
h by b1δ
(3) or by b3(δ
(1))3 when performing the contraction.
The first term will not grow as quickly with tracer mass as b3(δ
(1))3 if b3 ∼ b31, so it is negligible in
the high-bias-scaling limit and we do not need to include it in our calculation. In this way, we can
eliminate many of the possible contractions for Bhhh,321. We will show that similar simplifications
occur for the other relevant one-loop contributions.
We therefore consider the following small, easy-to-compute subset of the full one-loop bispectra
for biased tracers. We include the leading terms in Bhhh,321, since Bhhh,321/Bhhh,deriv ∝ b3/b1 in the
high-bias-scaling limit (Eq. (2.1)). By a similar argument, we must include the leading contributions
from Bhhh,222, since Bhhh,222/Bhhh,deriv ∼ (b2/b1)2 ∼ b3/b1 in the high-bias-scaling limit. As it is
clear, we refer to the contributions that scale as b3/b1 ∼ bn−11 as “maximally enhanced.” We also
include the leading contributions for the one-loop halo-halo-matter diagram Bhhm,321, since they are
also maximally enhanced:
Bhhm,321
Bhhm,tree
∼ b3b2
b2b1
L ∼ b3
b1
L. (2.4)
Note that Bhhm,222/Bhhm,tree ∼ b2/b1, which is smaller than b3/b1 in the high-bias-scaling limit; thus,
we do not need to include this diagram since it would be subleading. However, we do includeBhmm,321
even though Bhhm,321/Bhhm,tree ∼ b3/b2. We include this diagram for several reasons despite the
fact that it is subleading with respect to the aforementioned one-loop corrections to the halo-halo-
halo and halo-halo-matter bispectra. Most notably, the errors in the simulated halo-matter-matter
bispectra that we use to fit our prediction are smaller than the corresponding halo-halo-matter and
halo-halo-halo errors by factors of about 4 and 16, respectively. Thus, if b3 is much larger than b1
and b2, we expect to obtain a less biased estimate of b3 by including the leading contribution to
Bhmm since the smaller errorbars associated with the numerical data provide stronger constraints.
In addition, including Bhmm,321 ensures that the cubic bias coefficients appear in all three bispectra
that we use, thereby enhancing the constraining power of the fit. Finally, it is not necessary to
include B411 diagrams for any of the bispectra; in particular, we show in §2.2.3 that these diagrams
are degenerate with the tree-level bispectra in the high-bias-scaling limit. Thus, including B411
would simply renormalize the quadratic biases, which does not affect the k-reach of the fit.
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2.2 Leading One-Loop Contributions in the High-Bias-Scaling Limit
We now calculate the leading subset of the one-loop contributions to the bispectra of very massive
tracers in the high-bias-scaling limit. Note that the “Basis of Descendants” (BoD) used in [23], which
consists of all non-degenerate operators that appear at each perturbative order, is not convenient
for our purposes since the BoD operators mix biases that are maximally enhanced in the high-bias-
scaling limit with non-maximally enhanced biases. For example, consider the cubic BoD kernel
K(3)s (q1,q2,q3, t) ⊃ c˜s2,2(t) ĉ(3)s2,2(q1,q2,q3) ∝ cs2,2(t)−
3
4
cs3(t)−
1
2
cst(t)− 2
7
cψ(t), (2.5)
where we used the expression given in [23] for c˜s2,2. Here, cs3 , cst, and cψ are maximally bias-enhanced
coefficients in the high-bias-scaling limit, since they are associated with third-order operators that
enter at cubic order in the fluctuations. However, cs2,2 is not maximally bias enhanced since it
corresponds to a third-order operator that is only quadratic in the fluctuations, which means that
it is less enhanced relative to the other coefficients in Eq. (2.5) in the high-bias-scaling limit.
To calculate the leading one-loop bispectra in the high-bias-scaling limit, we therefore con-
struct a new basis that explicitly includes the full set of maximally bias-enhanced operators at each
perturbative order. Up to cubic order in the fluctuations, these maximally-enhanced operators are
C(1)δ,1 ,C
(2)
δ2,1
,C(3)
δ3
,C(3)
s3
,C(3)st ,C
(3)
ψ , and C
(3)
δs2
; explicit expressions for these operators are provided in [23].
The bias coefficients corresponding to these operators, which we label cδ,1, cδ2,1, and so on, can be
related to the BoD bias coefficients, which we denote by c˜’s, by the expressions provided in [23]. In
particular, we take the high-bias-scaling limit of the expressions for the BoD coefficients in [23] to
obtain the following relations:
c˜δ,1 = cδ,1,
c˜δ,2 = cδ,2 +
7
2cs2,1,
c˜δ,3 ' 454 cs3 + 92cst + 2cψ,
c˜δ,3cs = cδ,3cs +
1
2pi
1
c2
s(1)
k2NL
k2M
c∂2δ,1,
c˜δ2,1 = cδ2,1 − 176 cs2,1,
c˜δ2,2 ' −13716 cs3 − 7124cst − 5542cψ + 74cδs2 ,
c˜s2,2 ' −34cs3 − 12cst − 27cψ,
c˜δ3 = cδ3 +
511
72 cs3 +
25
12cst + cψ − 176 cδs2 . (2.6)
We have suppressed the time dependence of the coefficients in this equation for brevity. The seven
maximally-enhanced c coefficients that correspond to the C(n)... operators listed above and appear
up to one-loop order in the high-bias-scaling limit cannot be uniquely expressed in terms of the
BoD coefficients that appear in the one-loop power spectra and tree-level plus higher-derivative
bispectra. This is because including the maximally bias-enhanced contributions to the one-loop
bispectra introduces additional bias coefficients relative to the prediction for the one-loop power
spectra and tree-level plus higher-derivative bispectra in [23]. In other words, these contributions
break some of the degeneracies used in [23] to construct the BoD coefficients. Indeed, it is clear
from Eq. (2.6) that the renormalized bias coefficients that appear in the one-loop power spectra
and tree-level plus higher-derivative bispectra (namely bδ,1, bδ,2, bδ,3, bcs , bδ2 , and the coefficients
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corresponding to the stochastic and higher-derivative operators) are identical to our renormalized
bias coefficients with the exception of bδ,3. This will allow us to reuse the expressions for the one-
loop power spectra and tree-level plus higher-derivative bispectra derived in [23] up to a simple
replacement for bδ,3. We stress again that this replacement is necessary because the additional
degeneracy among the BoD coefficients used to construct bδ,3 is broken by the inclusion of the leading
one-loop contributions in the high-bias-scaling limit. We are left with a total of four additional bias
coefficients relative to the Bin 3 fit in [23], and we list these coefficients explicitly in §3.1.
We now use our new basis to construct the linear, quadratic, and cubic kernels in the high-bias-
scaling limit, following a procedure similar to that in [23]. The kernels are given by:
K˜(1)s (q1, t) = cδ,1(t) ĉ
(1)
δ,1(q1)
K˜(2)s (q1,q2, t) = cδ2,1(t) ĉ
(2)
δ2,1
(q1,q2)
K˜(3)s (q1,q2,q3, t) = cδ3(t) ĉ
(3)
δ3,1
(q1,q2,q3) + cs3(t) ĉ
(3)
s3,1
(q1,q2,q3) + cst(t) ĉ
(3)
st,1(q1,q2,q3)
+ cψ(t) ĉ
(3)
ψ,1(q1,q2,q3) + cδs2(t) ĉ
(3)
δs2,1
(q1,q2,q3). (2.7)
We refer the reader to [23] for the definitions of the ĉ operators. Note that ĉ
(1)
δ,1 = ĉ
(2)
δ2,1
= 1, so the
linear and quadratic kernels are simply equal to the coefficients cδ,1 and cδ2,1, respectively.
In the following subsections, we provide expressions for the one-loop diagrams B321 and B222 in
the high-bias-scaling limit, and we also show that the leading B411 diagrams are degenerate with the
tree-level bispectra in this limit. To eliminate the UV-divergences of these one-loop contributions,
we take the UV limit |q|/|k| → ∞ of each q-integrand derived below by letting k → k, taking
the limit  → 0, and expanding in powers of . We multiply the coefficients of the various powers
of  in this limit of the integrand by Θ(q − kUV) and we subtract these terms from the respective
integrands to obtain the so-called UV-subtracted contributions6. Here, Θ(x) is the Heaviside step
function and kUV = 0.2 h Mpc
−1 is the wavenumber above which we subtract the UV contributions.
The value of kUV does not affect the result, since a particular choice of kUV simply corresponds
to different values for the counterterms. However, this procedure makes the loop integrals and
the effects of renormalization numerically smaller. We subtract the 0 and 2 coefficients, which
are degenerate with the contributions of the quadratic bias and quadratic higher-derivative bias
counterterms for B321 and with the contributions of the stochastic and higher-derivative stochastic
counterterms for B222. The coefficients associated with higher powers of  would be degenerate with
the counterterms implemented by the higher-higher-derivative bias coefficients, which we do not
include in our calculation.
2.2.1 Calculation of B321
We first consider B321. As noted above, the leading diagrams in the high-bias-scaling limit are those
that enter at the highest order in the bias coefficients. Thus, we can write cubic halo fields as
δ
(3)
h (k, t) =
∫∫∫
d3q1
(2pi)3
d3q2
(2pi)3
d3q3
(2pi)3
K˜(3)s (q1,q2,q3, t)δ
(3)
D (k− q1 − q2 − q3)δ(q1)δ(q2)δ(q3), (2.8)
6We address IR-divergences in Appendix A.
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with similar expressions for linear and quadratic fields. Proceeding in this way, we obtain the
following expression for the leading halo-halo-halo diagram:
Bhhh,321(k1,k2,k3, t) = 〈δ(3)h (k1, t)δ(2)h (k2, t)δ(1)h (k3, t)〉′ + 5 permutations
= 3!P11(k3; t, t)K˜
(1)
s (k3, t)
∫
d3q
(2pi)3
{
K˜(3)s (−q,−k1 + q,−k3, t)K˜(2)s (q,k1 − q, t)
P11(q; t, t)P11(|k1 − q|; t, t)
}
+ 5 permutations. (2.9)
In the first line, the primed brackets indicate that we are dropping the overall momentum-conserving
Dirac δ-function from the expectation value. The 3! comes from the 3× 2× 1 possible contractions
for a given triangular (k1, k2,k3) configuration, while the permutations arise from the different ways
to distribute the linear, quadratic, and cubic fields among k1, k2, and k3. Note that we have not
included the diagram with an internal contraction among the cubic halo fields in this expression. The
diagram that results from contracting two of the δ
(3)
h fields into a loop involves an integral of K˜
(3)
s
over the internal momenta of the loop, and the resulting expression is degenerate with the tree-level
bispectrum in the high-bias-scaling limit. Thus, including this diagram would simply renormalize
the linear bias coefficients without affecting the perturbative reach of the fit.
Eq. (2.9) simplifies considerably since the linear and quadratic kernels are constant functions
(i.e., ĉ
(1)
δ,1 = ĉ
(2)
δ2,1
= 1). The expressions for the halo-halo-matter and halo-matter-matter diagrams
follow immediately from Eq. (2.9) up to differences in the permutations. In particular, Bhhm,321 is
identical to Bhhh,321 with the replacement K˜
(1)
s = 1, and Bhmm,321 is identical to Bhhm,321 with the
replacement K˜
(2)
s = F
(2)
s , where F
(2)
s is the quadratic Eulerian perturbation theory kernel (see [31]).
Thus, we have:
Bhmm,321(k1,k2,k3) = 3!P11(k3)
∫
d3q
(2pi)3
{
K˜(3)s (−q,−k1 + q,−k3)F (2)s (q,k1 − q)P11(q)P11(|k1 − q|)
}
+ (k2 ↔ k3 permutation) (2.10)
Bhhm,321(k1,k2,k3) = 3!P11(k3)cδ2,1
∫
d3q
(2pi)3
{
K˜(3)s (−q,−k1 + q,−k3)P11(q)P11(|k1 − q|)
}
+ (k1 ↔ k2 permutation)
Bhhh,321(k1,k2,k3) = 3!P11(k3)cδ2,1cδ,1
∫
d3q
(2pi)3
{
K˜(3)s (−q,−k1 + q,−k3)P11(q)P11(|k1 − q|)
}
+ 5 permutations. (2.11)
Again, we have suppressed the explicit time dependence in this equation. Note that the permutations
are fixed by the requirement that halo fields contribute at leading order in the bias coefficients in the
high-bias-scaling limit. In addition, matter fields are always evaluated at the lowest perturbative
order allowed by the maximally-enhanced bias expansion. We remind the reader that Bhmm,321
is only next-to-maximally enhanced in the high-bias-scaling limit. We evaluate the integrals in
Eq. (2.11) using the expression for K˜
(3)
s in Eq. (2.7).
2.2.2 Calculation of B222
Next, consider B222. In the high-bias-scaling limit, the leading halo-halo-halo diagram is given by:
Bhhh,222(k1,k2,k3, t) = 〈δ(2)h (k1, t)δ(2)h (k2, t)δ(2)h (k3, t)〉′
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=∫∫∫
d3q
(2pi)3
d3q′
(2pi)3
d3q′′
(2pi)3
{
K˜(2)s (q,k1 − q, t)K˜(2)s (q′,k2 − q′, t)K˜(2)s (q′′,k3 − q′′, t)
〈δ(q)δ(k1 − q)δ(q′)δ(k2 − q′)δ(q′′)δ(k3 − q′′)〉′
}
. (2.12)
There are no permutations in this expression because all of the fields are evaluated at quadratic
order. There are eight contractions, which lead to identical contributions. Noting that the constant
quadratic kernels factor out of the integral and recalling that we only include the halo-halo-halo
diagram as we are working in the high-bias-scaling limit, we find:
Bhhh,222(k1,k2,k3) = 8c
3
δ2,1
∫
d3q
(2pi)3
{
P11(q)P11(|q− k3|)P11(|q+ k2|)
}
. (2.13)
2.2.3 Calculation of B411
The leading contributions from B411 in the high-bias-scaling limit are degenerate with terms in the
tree-level bispectra. For example, the leading halo-halo-halo contribution is given by:
Bhhh,411(k1,k2,k3, t) = 〈δ(4)h (k1, t)δ(1)h (k2, t)δ(1)h (k3, t)〉′ + 2 permutations
∼ P11(k2; t, t)P11(k3; t, t)K˜(1)s (k2, t)K˜(1)s (k3, t)
∫
d3q
(2pi)3
K˜(4)s (q,k2,k3,−q, t)P11(q; t, t), (2.14)
where K˜
(4)
s is the maximally bias-enhanced quartic kernel. This expression is degenerate with terms
of the form P (k2)P (k3)K˜
(1)
s (k2)K˜
(1)
s (k3)K˜
(2)
s (k2,k3) in the tree-level halo-halo-halo bispectrum,
since K˜
(4)
s ∼ ĉ(4)δ4,1 ∼ const. in the high-bias-scaling limit and K˜
(2)
s ∼ ĉ(2)δ2,1 is also constant in this
limit. Note that any other operator contained in K˜
(4)
s — for example, ĉ
(4)
δs3
— would enter in an
internal contraction, so we would integrate such an operator over the internal momenta of the loop.
The resulting expressions would have the same (k1,k2,k3) dependence as Eq. (2.14) and therefore
as the tree-level bispectrum. Nearly identical arguments apply for Bhhm,411 and Bhmm,411, which
correspond to Bhhh,411 with some of the K˜
(1)
s terms set equal to unity. Thus, we do not need
to calculate B411, since including this contribution would simply renormalize the quadratic bias
coefficients without affecting the perturbative reach of the prediction.
2.3 Summary of Expressions for the Power Spectra and Bispectra
To construct the EFTofLSS prediction for the two- and three-point functions of biased tracers
including the leading one-loop contributions to the bispectra in the high-bias-scaling limit, we use
the expressions for the one-loop power spectra and tree-level plus higher-derivative bispectra given
in [23] along with the expressions for the one-loop bispectra provided in the previous section. The
renormalization of the power spectra proceeds as in [23]; in particular, since the renormalized bias
coefficients that appear in the one-loop power spectra and tree-level plus higher-derivative bispectra
are identical to our new coefficients with the exception of bδ,3, we can identify the rest of our
renormalized bias coefficients with those in [23]. The following degeneracy was used to construct
bδ,3 following the renormalization of the power spectra in [23]:
c˜δ,3 + 15c˜s2,2 → bδ,3. (2.15)
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This degeneracy is broken by the inclusion of the maximally-enhanced one-loop bispectra in the high-
bias-scaling limit, since c˜δ,3 and c˜s2,2 are linear combinations of maximally bias-enhanced coefficients
that now need to be treated as independent parameters. We therefore replace bδ,3 with the following
expression, which we obtain by using our relations for the maximally-enhanced bias coefficients in
the high-bias-scaling limit (Eq. (2.6)) in Eq. (2.15):
bδ,3 → −3cst − 16
7
cψ. (2.16)
Again, bδ,3 is the only bias coefficient appearing in the fit in [23] that needs to be re-expressed in
terms of our new basis. At this point, all of our bias coefficients are finite contributions, so we relabel
them with the letter b, following the notation in [23]. Our expression for the one-loop halo-matter
power spectrum is therefore given by:
Phm(k) = bδ,1
(
P11(k) + 2
∫
d3q
(2pi)3
F (2)s (k− q,q)ĉ(2)δ,1,s(k− q,q)P11(q)P11(|k− q|)
+ 3 P11(k)
∫
d3q
(2pi)3
(
F (3)s (k,−q,q) + ĉ(3)δ,1,s(k,−q,q) + 1363
)
P11(q)
)
+ bδ,2 2
∫
d3q
(2pi)3
F (2)s (k− q,q)
(
F (2)s (k− q,q)− ĉ(2)δ,1,s(k− q,q)
)
P11(q)P11(|k− q|)
+ (−3bst − 167 bψ) 3 P11(k)
∫
d3q
(2pi)3
(
ĉ
(3)
δ,3,s(k,−q,q)− 4763
)
P11(q)P11(|k− q|)
+ bδ2 2
∫
d3q
(2pi)3
F (2)s (k− q,q)P11(q)P11(|k− q|)
+ (bcs + bδ,1)(−2(2pi))c2s(1)
k2
k2NL
P11(q) + b∂4δ
k4
k4NL
P11(k). (2.17)
Note that we have suppressed the explicit time dependence of the bias coefficients and the linear
power spectra that appear in this expression. The one-loop halo-halo power spectrum is given by:
Phh(k) = b
2
δ,1
(
P11(k) + 2
∫
d3q
(2pi)3
[
ĉ
(2)
δ,1,s(k− q,q)
]2
P11(q)P11(|k− q|)
+ 6 P11(k)
∫
d3q
(2pi)3
(
ĉ
(3)
δ,1,s(k,−q,q) + 1363
)
P11(q)
)
+ bδ,1(−3bst − 167 bψ) 6 P11(k)
∫
d3q
(2pi)3
(
ĉ
(3)
δ,3,s(k,−q,q)− 4763
)
P11(q)
+ b2δ,2 2
∫
d3q
(2pi)3
[
F (2)s (k− q,q)− ĉ(2)δ,1,s(k− q,q)
]2
P11(q)P11(|k− q|)
+ b2δ2 2
∫
d3q
(2pi)3
P11(q)P11(|k− q|)
+ bδ,1bδ,2 4
∫
d3q
(2pi)3
ĉ
(2)
δ,1,s(k− q,q)(F (2)s (k− q,q)− ĉ(2)δ,1,s(k− q,q))P11(q)P11(|k− q|)
+ bδ,1bδ2 4
∫
d3q
(2pi)3
ĉ
(2)
δ,1,s(k− q,q)P11(q)P11(|k− q|)
+ bδ,2bδ2 4
∫
d3q
(2pi)3
(F (2)s (k− q,q)− ĉ(2)δ,1,s(k− q,q))P11(q)P11(|k− q|)
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+ bδ,1bcs2(−2(2pi))c2s(1)
k2
k2NL
P11(q) + 2bδ,1b∂4δ
k4
k4NL
P11(k)
+ b − 2bb∂2
k2
k4M
− 2Σ2(b2δ,1 + b2δ,2 − 2bδ,1bδ,2 − 2bδ,1bδ2 + 2bδ,2bδ2), (2.18)
where we used
Σ2(t) =
∫
d3q
(2pi)3
[P11(q; t, t)]
2. (2.19)
Expressions for the ĉ operators are provided in [23].
Our expressions for the tree-level plus higher-derivative plus one-loop bispectra in the high-bias-
scaling limit are given by:
Bhmm(k1,k2,k3) = 2K
(2)
s (k2,k3)P11(k2)P11(k3)
+ 2K(1)s (k1)[F
(2)
s (k1,k2)P11(k1)P11(k2) + F
(2)
s (k1,32)P11(k1)P11(k3)]
+Bhmm,321(k1,k2,k3), (2.20)
Bhhm(k1,k2,k3) = 2K
(2)
s (k2,k3)K
(1)
s (k2)P11(k2)P11(k3)
+ 2K(2)s (k1,k3)K
(1)
s (k1)P11(k1)P11(k3)
+ 2F (2)s (k1,k2)K
(1)
s (k1)K
(1)
s (k2)P11(k1)P11(k2)
+ bP11(k3)
(
2bδ − b∂2δ k
2
1+k
2
2
k2M
− 2b∂2δ
)
+Bhhm,321(k1,k2,k3), (2.21)
Bhhh(k1,k2,k3) = {2K(2)s (k1,k2)K(1)s (k1)K(1)s (k1)P11(k1)P11(k2)
+ bP11(k1)
(
2bδ,1bδ − 2 k
2
1
k2M
b∂2δbδ − k
2
2+k
2
3
k2M
bδ,1b∂2δ − 2 k
2
1
k2M
bδ,1b∂2δ
)
+ 2 permutations}+ b2
+Bhhh,321(k1,k2,k3) +Bhhh,222(k1,k2,k3). (2.22)
Explicit expressions for the one-loop contributions in the high-bias-scaling limit are provided in
Eq. (2.11) and Eq. (2.13). Since we already subtracted the UV contributions from the bispectra, we
can identify the bias coefficients entering the bispectra directly with the renormalized ones. Thus,
for the coefficients that enter the bispectra through halo kernels such as K
(1)
s , we take cδ,1 → bδ,1
and we perform corresponding replacements for the rest of the coefficients. We refer the reader to
the expressions for the BoD kernels in [23]. Note that the BoD coefficients that appear in K
(1)
s and
K
(2)
s are identical to the coefficients in our new basis, so there is no ambiguity when performing
these replacements.
3 Comparison to Simulation Data
3.1 Fitting Procedure
We now fit the two- and three-point functions from the Millennium-XXL N-body simulation using
our prediction for the one-loop power spectra and tree-level plus higher-derivative plus one-loop
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bispectra of biased tracers in the high-bias-scaling limit. Our fitting procedure, which utilizes the
Mathematica routine NonlinearModelFit, is very similar to the one described in [19] and summa-
rized in [23], so we refer the reader to those papers for details. To include the leading one-loop
contributions to the bispectra in the high-bias-scaling limit, we fit the two- and three-point func-
tions using the following eleven bias coefficients for both light tracers and very massive tracers:
bδ,1, bδ,2, bδ2 , bcs , bδ, b, bδ3 , bs3 , bst, bψ, bδs2 . When including higher-derivative terms for very massive
tracers, we fit for the same partial set of higher-derivative bias coefficients used for the Bin 3 fit
in [23]: b∂2δ2 , b(∂δ)2 , b∂2, b∂2δ, b∂2δ. Choosing the same set of higher-derivative bias coefficients al-
lows us to compare our results directly to those in [23], and therefore to determine whether the
subset of one-loop contributions derived above should be included alongside higher-derivative biases
in the EFTofLSS prediction for the bispectra of very massive tracers.
Our prediction for the two- and three-point functions of very massive tracers, which includes
both higher-derivative biases and the leading one-loop contributions to the bispectra in the high-
bias-scaling limit, has four additional bias coefficients relative to the Bin 3 fit in [23]. This motivates
us to perform the fit for light tracers (Bin 0) using the same subset of one-loop contributions to the
bispectra. While we do not expect these one-loop contributions to significantly improve the k-reach
of the prediction for light tracers, redoing the fit is useful because it gives us a sense of whether our
Bin 3 fit improves because we have specifically included the leading one-loop contributions in the
high-bias-scaling limit or simply because we have increased the functional freedom of the prediction.
In general, we expect the k-reach of our Bin 3 prediction to increase relative to the result in [23]
because we include a subset of the one-loop bispectra, but if there is a comparable improvement
in our Bin 0 fit then we would conclude that the additional freedom provided by these diagrams,
rather than the bias enhancement of the contributions derived above, improves the prediction for
very massive tracers. However, if the k-reach of our Bin 3 fit improves significantly with respect to
the result in [23] and the k-reach of our Bin 0 prediction is roughly the same as the k-reach of the
tree-level Bin 0 bispectra, and at the same time the values of the bias coefficients that we obtain are
consistent with the enhanced scaling bn ∼ bn1 , this would indicate that the one-loop contributions
derived above are strongly bias enhanced and that these contributions must be included in order to
accurately fit the bispectra for very massive tracers above k ' 0.12 h Mpc−1.
3.2 Results
We now present our results. The p-values for our Bin 3 fit that includes both higher-derivative terms
and the leading one-loop contributions to the bispectra in the high-bias-scaling limit are shown by
the solid red line in Figure 1. We also plot p-values for several other Bin 3 calculations: the fit
with the one-loop power spectra and tree-level bispectra corresponds to the yellow line, the fit that
includes only higher-derivative biases corresponds to the dotted red line, and the fit that includes the
one-loop contributions to the bispectra derived above but does not include higher-derivative terms
corresponds to the dashed red line. The p-values for our Bin 0 fit that includes the leading one-loop
contributions to the bispectra in the high-bias-scaling limit are shown by the dashed blue line, and
the p-values for the Bin 0 fit with the bispectra evaluated at tree level are shown by the solid blue
line. We calculate p-values by using the best-fit bias coefficients evaluated at kfit, where kfit is the
smallest wavenumber at which the best-fit value for any of the bias coefficients is discrepant from
the best-fit value at any lower wavenumber by more than one standard deviation. We plot p-values
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Figure 1: Results from fitting EFTofLSS predictions for the power spectra and bispectra of biased tracers to
data from the Millennium-XXL N-body simulation. We plot p-values from fits to the two- and three-point
functions of light tracers (Bin 0; Mhalo ∼ 1012 M) and very massive tracers (Bin 3; Mhalo ∼ 1014 M).
For Bin 0, we show p-values for the with the one-loop power spectra and tree-level bispectra (light blue;
kfit = 0.15 h Mpc
−1), and for the fit where the bisepctra include the leading one-loop contributions in the
high-bias-scaling limit (dashed blue; kfit = 0.15 h Mpc
−1). For Bin 3, we show p-values for the fit with the
one-loop power spectra and tree-level bispectra (yellow; kfit = 0.12 h Mpc
−1), and for fits that include the
leading one-loop bispectra in the high-bias-scaling limit (dashed red; kfit = 0.14 h Mpc
−1), higher-derivative
contributions to the bispectra (dotted red; kfit = 0.12 h Mpc
−1), and both higher-derivative biases and the
leading one-loop contributions (solid red; kfit = 0.15 h Mpc
−1). We argue based on these fits that higher-
derivative biases are the leading correction to the tree-level bispectra for very massive tracers.
as a function of kmax,B, which is the maximum wavenumber among all of the datapoints used to
determine the best-fit bias coefficients as functions of k. We refer the reader to [23] for a detailed
description of the method for calculating p-values.
Figure 1 shows that the leading one-loop contributions to the bispectra in the high-bias-scaling
limit mildly improve the prediction for very massive tracers: we find a k-reach of ∼ 0.19 h Mpc−1
for the fit with both higher-derivative biases and these one-loop contributions, which is somewhat
higher than the k-reach of ∼ 0.17 h Mpc−1 for the fit with the tree-level plus higher-derivative
bispectra7. Similarly, the Bin 3 fit in which the bispectra are evaluated at tree level fits the data up
to ∼ 0.12 h Mpc−1, which improves to ∼ 0.14 h Mpc−1 when the leading one-loop contributions in
the high-bias-scaling limit are included. The Bin 0 results in Figure 1 show that we obtain a similar
improvement for light tracers, indicating that these improvements are mainly due to the increased
functional freedom associated with the one-loop contributions rather than a strong bias enhancement.
In particular, the k-reach of the Bin 0 fit with the tree-level bispectra (∼ 0.17 h Mpc−1) improves
by about 0.01 h Mpc−1 when the leading one-loop contributions in the high-bias-scaling limit are
included, which is roughly the same amount of improvement we find for Bin 3. Thus, the leading one-
loop contributions to the bispectra in the high-bias-scaling limit improve the prediction comparably
for light tracers and very massive tracers, which implies that the high-mass tracers we consider here
7Note that we do not arbitrarily increase the value of kfit for any of our results, in contrast to [23].
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Bias Coefficient Values and Errors
Parameter Bin 0 Bin 3
bδ,1 1.00± 0.06 2.91± 0.02
bδ,2 −0.05± 0.08 1.47± 0.91
bδ,3 0.62± 0.16 2.42± 0.90
bδ2 0.57± 0.08 1.62± 0.76
bcs 1.23± 0.33 −7.47± 1.47
bδ 0.49± 0.11 1.62± 0.14
b 5780± 147 121000± 1360
bδ3 −0.35± 0.08 −1.59± 0.55
bs3 −0.47± 0.71 11.9± 8.38
bst −0.45± 0.12 −2.56± 0.65
bψ 0.32± 0.11 2.30± 0.62
bδs2 0.52± 0.12 2.05± 0.91
b∂2δ2/k
2
M – 103± 24.3
b(∂δ)2/k
2
M – −147± 42.2
b∂2/k
2
M – 0.07± 0.06
b∂2δ/k
2
M – −5.78± 8.20
b∂2δ/k
2
M – 50.8± 15.9
Table 1: Best-fit bias coefficients for our Bin 0 and Bin 3 fits, measured in units of h Mpc−1 to the appropriate
power. Both fits include the leading one-loop contributions to the bispectra in the high-bias-scaling limit,
which enter with the bias coefficients bδ3 , bs3 , bst, bψ, and bδs2 , and the Bin 3 fit also includes the same partial
set of higher-derivative terms used in [23]. We list the inferred value of bδ,3 = −3bst − 16bψ/7 for comparison
with the results in [23], but we note that bδ,3 is not an independent parameter in these fits. We do not find
strong evidence for the high-bias-scaling relation bn/b1  1, which implies that higher-derivative terms are
the leading correction to the tree-level bispectra for very massive tracers.
do not obey the high-bias-scaling relation bn/b1  1.
This interpretation is consistent with and further supported by the fact that the best-fit values
for the quadratic and cubic bias coefficients are generally comparable to the best-fit values for the
linear biases in our Bin 3 fit that includes both higher-derivative biases and the leading one-loop
contributions to the bispectra in the high-bias-scaling limit, with the possible exception of bs3 , which
however is affected by larger uncertainties. Thus, we do not find strong evidence that bn ∼ bn1 for
these tracers8. This can be seen from Table 1, which lists best-fit values and error estimates for the
bias coefficients corresponding to the Bin 0 and Bin 3 fits that include both higher-derivative biases
(for Bin 3) and the leading one-loop contributions to the bispectra. The bias coefficients in Table 1
are evaluated at kfit = 0.15 h Mpc
−1 for both of these fits. The correlation matrices corresponding
to the bias coefficients in these fits are shown in Tables 2 and 3, respectively.
Although Figure 1 shows that higher-derivative terms provide the leading correction to the tree-
8Moreover, we do not find strong evidence that this scaling holds when only higher-derivative or one-loop
contributions are included.
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level bispectra for very massive tracers, the leading one-loop contributions in this limit are not
extremely suppressed (though they do not obey the high-bias-scaling relation). Thus, both the k-
reach and the overall goodness of fit for the calculation that includes both higher-derivative terms
and the leading one-loop contributions in the high-bias-scaling limit improve relative to the fit with
the tree-level plus higher-derivative bispectra.
In Figure 2, we plot the best-fit bias coefficients for the Bin 3 fit that includes both higher-
derivative terms and the leading one-loop contributions to the bispectra in the high-bias-scaling
limit. Similarly, Figure 3 shows the best-fit bias coefficients for the Bin 0 fit that includes these one-
loop contributions. The bias coefficients for the Bin 3 fit have converged for kmax,B & 0.12 h Mpc−1;
however, as in [23], we find unexpectedly large errors for smaller values of kmax,B. Clearly, including
the one-loop contributions derived above does not eliminate this issue.
To further assess the importance of the leading one-loop contributions to the bispectra for very
massive tracers in the high-bias-scaling limit, we examine the ratio Bhhh,1−loop/Bhhh,deriv for our Bin
3 fit that includes both higher-derivative terms and these one-loop contributions. Here, Bhhh,deriv
is the sum of the higher-derivative terms that contribute to Bhhh. We evaluate the one-loop and
higher-derivative terms using the best-fit bias coefficients at kfit = 0.15 h Mpc
−1, and Figure 4
shows the ratio of these contributions for several (k1,k2,k3) configurations. Figure 4 suggests
that the leading one-loop contributions in the high-bias-scaling limit are generally small relative to
the higher derivative terms except at the highest scales of interest9. Nonetheless, these one-loop
contributions are not completely negligible relative to the higher-derivative terms, which explains
why they improve the k-reach of the tree-level plus higher-derivative prediction for the bispectra.
Finally, Figure 5 shows the cross and auto power spectra predicted by our Bin 0 and Bin 3 fits that
include the one-loop contributions derived above divided by the corresponding power spectra from
the Millennium simulation. These predictions fit the corresponding power spectra at the percent
level up to k ' 0.2 h Mpc−1.
4 Conclusions
In this paper, we explored the EFTofLSS prediction for the bispectra of biased tracers. In particu-
lar, we argued that the current tree-level plus higher-derivative prediction for the bispectra of very
massive tracers is potentially inconsistent because certain one-loop contributions could be compa-
rable to higher-derivative biases if higher-order bias coefficients are strongly enhanced with respect
to the linear bias for such tracers. We showed that it is only necessary to compute a small, easy-
to-compute subset of the full one-loop bispectra in this high-bias-scaling limit in order to check the
consistency of the tree-level plus higher-derivative prediction, and we derived expressions for the rel-
evant diagrams. Including these contributions in a fit with the power spectra and bispectra of biased
tracers from a numerical simulation increases the perturbative reach of the EFTofLSS prediction by
about 0.02 h Mpc−1 for very massive tracers. In particular, the k-reach of the fit with the one-loop
power spectra and tree-level plus higher-derivative bispectra of very massive tracers improves from
k ' 0.17 h Mpc−1 to k ' 0.19 h Mpc−1 when the leading one-loop contributions in the high-bias-
scaling limit are included, which is only slightly larger than the corresponding improvement for
light tracers. This relatively mild improvement suggests that these one-loop contributions are not
9Recall that data for the three-point functions are only available up to k = 0.14 h Mpc−1 for Bin 3.
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strongly bias enhanced, and the best-fit values of the bias coefficients that we find for our Bin 3 fit are
consistent with this interpretation: we do not find strong evidence that b3  b2  b1. Moreover, we
find that the one-loop contributions derived above are generally small relative to higher-derivative
terms except at the highest scales of interest. We note that our calculation is designed only to check
whether it is necessary to include one-loop contributions alongside higher-derivative contributions
for very massive tracers, so the values of the bias parameters listed above should be regarded as
rough estimates of the values that would be obtained by a calculation that consistently includes the
complete one-loop bispectra. However, our results strongly suggest that the seven- (for light tracers)
to twelve- (for massive tracers) parameter predictions for the power spectra and bispectra derived
in [23], which include only higher-derivative corrections to the tree-level bispectra, fit the two- and
three-point functions for biased tracers up to k ' 0.17 h Mpc−1 without making spurious assump-
tions about the scaling of the bias coefficients or the size of the one-loop contributions. Thus, the
EFTofLSS prediction for the one-loop power spectra and tree-level plus higher-derivative bispectra
accurately describes the two- and three-point functions of biased tracers within a few percent up to
k ' 0.17 h Mpc−1 for collapsed objects of a very wide range of masses.
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A IR-Safe Integrands
Single loop diagrams in the EFTofLSS generically contain IR-divergences that, for IR-safe observ-
ables, cancel in the final result. However, eliminating these divergences from each diagram can
improve the accuracy of the calculations. The leading one-loop contributions to the bispectra for
biased tracers in the high-bias-scaling limit contain such IR-divergences, and we follow the treatment
of IR-safety for the one-loop matter bispectrum in [12] to eliminate these contributions.
To make the B321 integrand IR-safe, we follow [12] by mapping each potential IR-divergence to
q = 0, where q is the integration variable. In Eq. (2.9), note that the integrand of B321, which we
denote as b321(q), is symmetric under q→ k1 − q if we symmetrize the kernels. This implies
B321 =
∫
q
b321(q) = 2
∫
q
b321(q)Θ(|k1 − q| − q), (A.1)
with an appropriate Θ-function for each permutation, where we have suppressed the dependence of
the external momenta and
∫
q ≡
∫ d3q
(2pi)3
.
To make the B222 integrand IR-safe, we again follow [12] by multiplying the integrand b222(q)
by a product of Θ-functions to map each potential divergence to q = 0. B222 then takes the form
B222 =
∫
q
[
b
(k3>k1)
222 (q)Θ(k3 − k1) + b(k1>k3)222 (q)Θ(k1 − k3)
]
, (A.2)
where the b
(k1>k3)
222 terms are the same as those provided in [12], with the replacement F
(2)
s → K˜(2)s .
The IR-divergences cancel without B411, since B411 is degenerate with the tree-level bispectra in
the high-bias-scaling limit. We find that the IR-safe integrals take longer to compute than their
17
non-IR-safe counterparts and that they do not significantly affect our numerical results. Thus, we
do not implement this procedure for the one-loop contributions that enter our final calculations.
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Figure 2: Values of the bias coefficients for our Bin 3 fit with the one-loop power spectra and tree-level plus
higher-derivative plus one-loop bispectra in the high-bias-scaling limit as functions of kmax,B . As in [23], there
is some unexpected behavior for kmax,B . 0.12 h Mpc−1 that we ignore to fix the best-fit values of the bias
coefficients. Following the procedure outlined in the text, we find kfit = 0.15 h Mpc
−1 for this fit.
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Figure 3: Values of the bias coefficients for our Bin 0 fit with the one-loop power spectra and tree-level plus
one-loop bispectra in the high-bias-scaling limit as functions of kmax,B . Following the procedure outlined in
the text, we find kfit = 0.15 h Mpc
−1 for this fit.
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Figure 4: Ratio of the leading one-loop contributions to the halo-halo-halo bispectrum in the high-bias-
scaling limit to the higher-derivative terms, evaluated using the best-fit bias coefficients from our Bin 3 fit.
The various lines correspond to different triangular configurations (k1,k2,k3), where |k1| = |k2| and θ is the
angle between k1 and k2. Squeezed configurations (θ = pi/6) are shown in green, equilateral configurations
(θ = pi/3) are shown in blue, and rectangular configurations (θ = pi/2) are shown in red. The abrupt changes
in slope result from the finite number of points at which we sample the bispectrum.
��� ��� ��� ��� ��� �������
����
����
����
����
����
����
� ��
�(��)
/� �
��
�(��)
�=������ �� �����-������
��� ��� ��� ��� ��� �������
����
����
����
����
����
����
� ��
�(��)
/� �
��
�(��)
�=������ �� �����-����
��� ��� ��� ��� ��� �������
����
����
����
����
����
����
�[�/���]
� ��
�(��)
/� �
��
�(��)
�=������ �� �����-������
��� ��� ��� ��� ��� �������
����
����
����
����
����
����
�[�/���]
� ��
�(��)
/� �
��
�(��)
�=������ �� �����-����
Figure 5: Ratio of the EFTofLSS predictions for the power spectra of biased tracers to results from the
Millennium-XXL N-body simulation for the cross power spectrum (left column) and auto power spectrum
(right column) of dark matter halos. We plot the ratio for light tracers (top row) and for very massive tracers
(bottom row) using the best-fit bias coefficients from our fits that include the leading one-loop contributions
to the bispectra in the high-bias-scaling limit. The shaded areas represent order-of-magnitude error estimates.
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Bin 0 Correlation Matrix
bδ,1 bδ,2 bδ2 bcs bδ b bδ3 bs3 bst bψ bδs2
bδ,1 1. -0.05 0.15 -0.27 0.19 -0.07 -0.26 0.42 -0.56 0.12 0.25
bδ,2 -0.05 1. -0.97 -0.32 -0.09 -0.30 0.07 0.11 0.02 0.07 -0.05
bδ2 0.15 -0.97 1. 0.45 0.16 0.08 -0.15 -0.04 -0.04 -0.05 0.13
bcs -0.27 -0.32 0.45 1. 0.14 -0.54 -0.13 -0.14 0.48 -0.03 0.11
bδ 0.19 -0.09 0.16 0.14 1. -0.21 -0.99 -0.11 -0.68 0.89 0.99
b -0.07 -0.30 0.08 -0.54 -0.21 1. 0.23 -0.18 -0.13 -0.08 -0.22
bδ3 -0.26 0.07 -0.15 -0.13 -0.99 0.23 1. 0.08 0.72 -0.90 -1.00
bs3 0.42 0.11 -0.04 -0.14 -0.11 -0.18 0.08 1. -0.07 -0.21 -0.08
bst -0.56 0.02 -0.04 0.48 -0.68 -0.13 0.72 -0.07 1. -0.76 -0.72
bψ 0.12 0.07 -0.05 -0.03 0.89 -0.08 -0.90 -0.21 -0.76 1. 0.91
bδs2 0.25 -0.05 0.13 0.11 0.99 -0.22 -1.00 -0.08 -0.72 0.91 1.
Table 2: Correlation matrix for our Bin 0 fit with the one-loop power spectra and tree-level plus one-loop
bispectra for light tracers in the high-bias-scaling limit. The strong correlations and anticorrelations among
some of the bias coefficients associated with the leading one-loop contributions indicates that certain terms
are not well constrained by the Bin 0 data.
Bin 3 Correlation Matrix
bδ,1 bδ,2 bδ2 bcs bδ b bδ3 bs3 bst bψ bδs2 b∂2δ2 b(∂δ)2 b∂2 b∂2δ b∂2δ
bδ,1 1. -0.14 0.27 0.15 0.02 -0.43 -0.26 -0.06 -0.51 0.20 0.28 -0.08 0.04 -0.24 0.31 -0.04
bδ,2 -0.14 1. -0.94 0.10 -0.73 0.40 0.40 0.77 0.14 -0.04 -0.52 -0.47 0.67 -0.20 -0.29 0.59
bδ2 0.27 -0.94 1. 0.21 0.66 -0.49 -0.49 -0.78 -0.34 0.17 0.61 0.29 -0.54 0.06 0.48 -0.53
bcs 0.15 0.10 0.21 1. -0.13 -0.33 -0.22 -0.09 -0.40 0.34 0.24 -0.53 0.32 -0.47 0.51 0.14
bδ 0.02 -0.73 0.66 -0.13 1. -0.34 -0.63 -0.63 -0.33 0.42 0.68 0.26 -0.70 0.10 0.12 -0.66
b -0.43 0.40 -0.49 -0.33 -0.34 1. 0.15 0.36 0.25 -0.17 -0.22 0.15 0.05 0.69 -0.33 0.06
bδ3 -0.26 0.40 -0.49 -0.22 -0.63 0.15 1. 0.47 0.76 -0.76 -0.99 -0.10 0.57 -0.07 -0.51 0.54
bs3 -0.06 0.77 -0.78 -0.09 -0.63 0.36 0.47 1. 0.34 -0.34 -0.56 -0.16 0.56 -0.09 -0.46 0.52
bst -0.51 0.14 -0.34 -0.40 -0.33 0.25 0.76 0.34 1. -0.88 -0.75 0.36 0.10 0.15 -0.60 0.23
bψ 0.20 -0.04 0.17 0.34 0.42 -0.17 -0.76 -0.34 -0.88 1. 0.72 -0.39 -0.15 -0.15 0.48 -0.24
bδs2 0.28 -0.52 0.61 0.24 0.68 -0.22 -0.99 -0.56 -0.75 0.72 1. 0.14 -0.61 0.08 0.55 -0.57
b∂2δ2 -0.08 -0.47 0.29 -0.53 0.26 0.15 -0.10 -0.16 0.36 -0.39 0.14 1. -0.41 0.45 -0.36 -0.23
b(∂δ)2 0.04 0.67 -0.54 0.32 -0.70 0.05 0.57 0.56 0.10 -0.15 -0.61 -0.41 1. -0.35 -0.27 0.79
b∂2 -0.24 -0.20 0.06 -0.47 0.10 0.69 -0.07 -0.09 0.15 -0.15 0.08 0.45 -0.35 1. -0.18 -0.29
b∂2δ 0.31 -0.29 0.48 0.51 0.12 -0.33 -0.51 -0.46 -0.60 0.48 0.55 -0.36 -0.27 -0.18 1. -0.49
b∂2δ -0.04 0.59 -0.53 0.14 -0.66 0.06 0.54 0.52 0.23 -0.24 -0.57 -0.23 0.79 -0.29 -0.49 1.
Table 3: Correlation matrix for our Bin 3 fit with the one-loop power spectra and tree-level plus higher-derivative plus
one-loop bispectra for very massive tracers in the high-bias-scaling limit. Note that we have suppressed the factors of 1/k2M
that multiply the higher-derivative bias coefficients.
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