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Sommario
Fin dagli anni ottanta i problemi di localizzazione e mapping sono stati argomenti molto stu-
diati nell’ambito della robotica. Un’ulteriore spinta è avvenuta negli ultimi dieci anni grazie
all’incremento delle capacità di calcolo dei dispositivi elettronici. Questo ha permesso di porre
nuovi ambiziosi obbettivi, come il controllo di sciami robotici, UAVs, veicolo autonomi e reti
robotiche. Eﬃcienza, robustezza e scalabilità sono tre caratteristiche fondamentali che non pos-
sono mancare negli algoritmi di localizzazione e mapping.
L’eﬃcienza è la capacità di un algoritmo di mininizzare l’utilizzo di risorse, in particolare il
tempo di utilizzo della CPU e la quantità di memoria utilizzata. Nella applicazioni sopra citate
è richiesto l’utilizzo di un mezzo di comunicazione, per robustezza quindi intendiamo algoritmi
asincroni capaci di funzionare anche in presenza di perdite di pacchetto e ritardi. Per finire con
scalabilità intendiamo la capacità di un’algoritmo di funzionare senza drammatiche variazioni di
prestazioni anche quando il numero di dispositivi coinvolti cresce.
Questa tesi si pone l’obbiettivo di studiare metodi parametri e non parametrici applicati ai prob-
lemi di localizzazione e mapping nell’ambito della robotica. In particolare i principali contributi
possono essere riassunti nei seguenti quattro argomenti:
(i) Localizzazione tramite consensus: Il primo argomento aﬀrontato è dato dal problema di
stimare in modo ottimo le posizioni di un gruppo di agenti in una rete. Solamente gli agenti
definiti come vicini nel grafo di comunicazione possono scambiarsi misure vettoriali rumorose
di distanza. Questo requisito si traduce in una limitata complessità ed il vincolo della sola
comunicazione locale, rendendo l’algoritmo indipendente dalla dimensione della rete e dalla
sua topologia. Viene quindi proposto un algoritmo di consensus con memoria che ne per-
mette l’implementazione asincrona. Di questo algoritmo è possibile provare la convergenza
esponenziale ad una soluzione ottima, sotto le ipotesi di utilizzo di semplici protocolli di
comunicazione deterministici o randomizzati e una richiesta minima di trasmissione di pac-
chetti. Nel caso di comunicazione randomizzata è inoltre presente uno studio della velocità
di convergenza in aspettazione e tale risultato viene poi utilizzato per studiare la velocità di
convergenza in media quadratica. In particolare viene mostrato che per grafi regolari, come
i Cayley, i Ramanjuan ed i completi l’algoritmo proposto, e quello asincrono senza memoria,
hanno il medesimo comportamento. Inoltre, l’implementazione asincrona è robusta a ritardi
e perdite di pacchetto. Per finire l’analisi analitica è complementata con risultati numerici,
comparando l’algoritmo proposto con altri algoritmi presenti in letteratura.
(ii) Localizzazione distribuita di veicoli aerei: Successivamente viene studiato il problema
della localizzazione distribuita multiagente in presenza di misure eterogenee e comunicazione
wireless. L’algoritmo proposto integra misure assolute poco precise, come GPS e bussole,
con misure relative più precise, come range e bearing. Le misure assolute sono usate per
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8ricostruire la posizione e l’orientazione della formazione, mentre quelle relative sono usate
per ricostruire le posizioni reciproche degli agenti. Viene proposto un algoritmo distribuito
ed asincrono basato su minimi quadrati, che permette di risolvere una versione approssimata
del problema di Massima Verosimiglianza non-lineare inizialmente presentato. Tale algoritmo
è robusto a perdite di pacchetto e ritardi, inoltre l’uso di un protocollo ACK-less broadcast-
based assicura un’eﬃciente e facile implementazione. Per finire se l’errore sulle misure relative
è suﬃcientemente piccolo, viene mostrato come l’algoritmo raggiunge una soluzione molto
vicina a quella del problema originale di massima verosimiglianza. I risultati teorici e le
performance dell’algoritmo sono poi verificati attraverso numerose simulazioni Monte-Carlo.
(iii) Stima e Coverage: Il terzo argomento studiato d`ato dal problema di coverage ottimo di
una regione attraverso più robot. Si assume non nota a propri la sensory function usata per
approssimare la densità di apparizioni degli eventi. Il setup considerato è un’architettura
client-server nella quale ogni robot può comunicare con la base-station attraverso una rete di
comunicazione soggetta a perdita di pacchetti. Proponiamo un algoritmo di stima basato su
regressione Gaussiana che permette di stimare la sensory function con un’accuratezza arbi-
traria. Per risolvere il problema di coverage è presentata una strategia randomica attraverso
la quale i robot mobili e la base-station simultaneamente stimano la distribuzione della den-
sity function collezionando misure rumorose e computando le partizioni di Voronoi. Questa
strategia è progettata per prima promuovere l’esplorazione e solo successivamente incentivare
i robot a spostarsi nel centroide della partizioni di Voronoi stimate. Sotto deboli ipotesi sulla
probabilità di errata trasmissione, proviamo che la strategia proposta garantisce la conver-
genza della density function stimata a quella vera e che le corrispondenti partizioni di Voronoi
convergono asintoticamente andando arbitrariamente vicine a quella di Voronoi ottime. Viene
anche proposta un’approssimazione numericamente eﬃciente che trova un compromesso tra
la qualità della stima della mappa e le risorse computazionali utilizzate, e.g. memoria e CPU.
Per finire, tramite svariate simulazioni, mostriamo l’eﬃcacia dell’approccio proposto.
(iv) Stima non parametrica di campi spazio-temporali: Aﬀrontiamo per finire il problema
della stima eﬃciente e ottima di una funzione sconosciuta e tempo variante attraverso la
collezione di misure rumorose. Inquadriamo il problema nel framework della stima non para-
metrica e assumiamo che la funzione sia generata da un processo Gaussiano con covarianza
nota. Sotto deboli ipotesi sul kernel del processo Gaussiano, viene proposta una soluzione
che collega la classica regressione Gaussiana con il filtro di Kalman grazie all’utilizzo di una
griglia su cui vengono prese le misure. Come risultato principale proponiamo un algoritmo ef-
ficiente per stimare funzioni tempo e spazio varianti e che combina i vantaggi della regressione
Gaussiana, e.g. l’assenza di modelli, con quelle del filtro di Kalman, e.g. l’eﬃcienza.
Abstract
Since the eighties localization and mapping problems have attracted the eﬀorts of robotics re-
searchers. However in the last decade, thanks to the increasing capabilities of the new electronic
devices, many new related challenges have been posed, such as swarm robotics, aerial vehicles,
autonomous cars and robotics networks. Eﬃciency, robustness and scalability play a key role in
these scenarios.
Eﬃciency is intended as an ability for an application to minimize the resources usage, in particular
CPU time and memory space. In the aforementioned applications an underlying communication
network is required so, for robustness we mean asynchronous algorithms resilient to delays and
packet-losses. Finally scalability is the ability of an application to continue functioning without
any dramatic performance degradation even if the number of devices involved keep increasing.
In this thesis the interest is focused on parametric and non-parametric estimation algorithms ap-
plied to localization and mapping in robotics. The main contribution can be summarized in the
following four arguments:
(i) Consensus-based localization We address the problem of optimal estimating the posi-
tion of each agent in a network from relative noisy vectorial distances with its neighbors by
means of only local communication and bounded complexity, independent of network size
and topology. In particular we propose a consensus-based algorithm with the use of local
memory variables which allows asynchronous implementation, has guaranteed exponential
convergence to the optimal solution under simple deterministic and randomized communi-
cation protocols, and requires minimal packet transmission. In the randomized scenario, we
then study the rate of convergence in expectation of the estimation error and we argue that
it can be used to obtain upper and lower bound for the rate of converge in mean square.
In particular, we show that for regular graphs, such as Cayley, Ramanujan, and complete
graphs, the convergence rate in expectation has the same asymptotic degradation of memo-
ryless asynchronous consensus algorithms in terms of network size. In addition, we show that
the asynchronous implementation is also robust to delays and communication failures. We
finally complement the analytical results with some numerical simulations, comparing the
proposed strategy with other algorithms which have been recently proposed in the literature.
(ii) Aerial Vehicles distributed localization: We study the problem of distributed multi-
agent localization in presence of heterogeneous measurements and wireless communication.
The proposed algorithm integrates low precision global sensors, like GPS and compasses,
with more precise relative position (i.e., range plus bearing) sensors. Global sensors are
used to reconstruct the absolute position and orientation, while relative sensors are used
to retrieve the shape of the formation. A fast distributed and asynchronous linear least-
squares algorithm is proposed to solve an approximated version of the non-linear Maximum
Likelihood problem. The algorithm is provably shown to be robust to communication losses
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and random delays. The use of ACK-less broadcast-based communication protocols ensures
an eﬃcient and easy implementation in real world scenarios. If the relative measurement
errors are suﬃciently small, we show that the algorithm attains a solution which is very close
to the maximum likelihood solution. The theoretical findings and the algorithm performances
are extensively tested by means of Monte-Carlo simulations.
(iii) Estimation and Coverage: We address the problem of optimal coverage of a region via
multiple robots when the sensory field used to approximate the density of event appearance is
not known in advance. We address this problem in the context of a client-server architecture
in which the mobile robots can communicate with a base station via a possibly unreliable
wireless network subject to packet losses. Based on Gaussian regression which allows to esti-
mate the true sensory field with any arbitrary accuracy, we propose a randomised strategy in
which the robots and the base station simultaneously estimate the true sensory distribution
by collecting measurements and compute the corresponding optimal Voronoi partitions. This
strategy is designed to promote exploration at the beginning and then smoothly transition to
station the robots at the centroid of the estimated optimal Voronoi partitions. Under mild
assumptions on the transmission failure probability, we prove that the proposed strategy
guarantees the convergence of the estimated sensory field to the true field and that the corre-
sponding Voronoi partitions asymptotically becomes arbitrarily close to an optimal Voronoi
partition. Additionally, we also provide numerically eﬃcient approximation that trade-oﬀ ac-
curacy of the estimated map for reduced memory and CPU complexity. Finally, we provide
a set of extensive simulations which confirm the eﬀectiveness of the proposed approach.
(iv) Non-parametric estimation of spatio-temporal fields: We address the problem of
eﬃciently and optimally estimating an unknown time-varying function through the collection
of noisy measurements. We cast our problem in the framework of non-parametric estimation
and we assume that the unknown function is generated by a Gaussian process with a known
covariance. Under mild assumptions on the kernel function, we propose a solution which
links the standard Gaussian regression to the Kalman filtering thanks to the exploitation of
a grid where measurements collection and estimation take place. This work show an eﬃcient
in time and space method to estimate time-varying function, which combine the advantages
of the Gaussian regression, e.g. model-less, and of the Kalman filter, e.g. eﬃciency.
1
Introduction
One of the first and biggest challenges that the roboticists tackled more than thirty years ago were
the localization and mapping problems. Along the years these two topics created a new robotics
field known as SLAM (Simultaneous Localization And Mapping). SLAM is a technique that allows
robots to simultaneously create a map of the environment, and localize themselves on that map,
in the presence of both measurement and movement noise. These two problems appear together
because they are strictly connected, in fact, the knowledge of the position of a robot is of primary
necessity to build a map, but at the same time the knowledge of the map is useful to improve the
localization estimate.
During the eighties and nineties the main limitations were not coming from the lack of algorithms
to solve the SLAM problem but from the hardware and software technological constraints. How-
ever in the last decade, thanks to the proliferation of relatively inexpensive devices capable of
communicating, computing, sensing, interacting with the environment and storing information is
promising an unprecedented number of novel applications throughout the cooperation of these de-
vices toward a common goal. A direct consequence of these advancements is the extension of the
SLAM problem into a multi-agent framework.
Figure 1.1: Example of a robotics swarm. Credits: James McLurkin.
This new scenario also pose new challenges, of which eﬃciency, robustness and scalability are
the major ones. In computer science algorithm eﬃciency has been studied since the eighteenth
century. The mathematician and pioneer of informatics Ada Lovelace in 1843 highlighted this
aspect:
«In almost every computation a great variety of arrangements for the succession of the pro-
cesses is possible, and various considerations must influence the selections amongst them for the
purposes of a calculating engine. One essential object is to choose that arrangement which shall
11
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tend to reduce to a minimum the time necessary for completing the calculation.»
In other words algorithmic eﬃciency are the properties of an algorithm which relate to the
amount of computational resources used by the algorithm. In particular is fundamental to mini-
mize th CPU time and the memory space used. The concept of robustness is a cross-referring topic
and a definition associated to the systems is the following:
«Robustness is the ability of tolerating perturbations that might aﬀect the system’s functional
body. In the same line it can be defined as the ability of a system to resist change without adapting
its initial stable configuration. »
In these thesis the meaning of robustness is twofold, first is the intrinsic ability of a multi-agent
system to accomplish a task even if one or more agents exhibit a failure, second is the capability of
the system to overcome issues in communications like packet losses and delays. These two kind of
robustness are typical in robotics and are extensively studied in the literature. Finally scalability is
intended as the ability for an application to continue functioning without any dramatic performance
degradation even if the number of devices involved keeps increasing. In particular, an application
is scalable if it is not necessary to increase hardware resources nor to adopt more complex software
algorithms in each device even if the total number of devices increases.
This thesis is divided in two main parts, one about localization and one about mapping. The
first and the second chapters address the problem of designing algorithms that are capable to
reconstruct the optimal estimate of the location of a device based on noisy absolute measurements
and noisy relative measurements with respect to its neighbors in a connected network. Then it
is shown an application to multi-vehicle localization where the estimate has to be performed in
real-time and communication is achieved via wireless communication. The goal is to integrate less
precise global sensors (GPS and compass) with more precise relative positioning sensors (range and
bearing sensors) in order to achieve global high accuracy. Intuitively, precise range and bearing
sensors would allow for the reconstruction of a relative formation but provides no information
about the global position and orientation of the formation. Diﬀerently, compass and GPS installed
in multiple vehicles can provide estimation of the centroid and orientation of the whole formation.
The fusion of these two types of information would allow an accurate global positioning of all
vehicles. Another challenge that we want to address is to provide an algorithm that is totally
distributed, asynchronous and robust to communication losses. In fact, a centralized solution is
not advisable in a scenario where not all vehicles can communicate with each other and a complex
leader-election procedure might be needed. Moreover, synchronous communication is also diﬃcult
to enforce since it requires fine time synchronization among the diﬀerent vehicles and possible
packet losses might slow down the algorithm since multiple retransmissions are required to deliver
the message.
Figure 1.2: Robots involved in a localization-exploration process. Credits: Universität Osnabrück
In the second part we will focus on the mapping problem using a non-parametric approach
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applied to coverage and partitioning problems. In this context, the coverage and partitioning of
an area of interest is one important and interesting task. In application like surveillance, pollution
monitoring and rescue, just to mention some of them, the ability of a group of robots to sense and
automatically cover the surrounding environment in order to maximize the likelihood of detecting
an event of interest is appealing. On the other hand, knowledge about the spatial distribution of
the event of interest is needed. If this is uniform in space, the optimal partitioning will correspond
to a uniform positioning of the robots in the monitored area. More challenging is the case of
non-uniform sensory functions. Intuitively, the robots should cover more densely regions where the
function is high. Regions where the function is low will be less covered. In this thesis we analyze
the framework of coverage the area of interest while estimating the non-uniform measurable field
of event appearance from noisy measurements collected by the robots. As an academic example,
suppose that we have a number of robots that have to monitor a forest for detecting possible
wildfires. It is reasonable to assume that the probability of a wildfire is proportional to the
temperature in a certain location, therefore robots should more densely cover areas where the
temperature is higher. If the temperature is not known in advance, the robots have to move
around to collect temperature samples in order to reconstruct the temperature profile used to
partition the environment. However, in order to minimize the time to reach a wildfire, the robots
should station near the centroids of these partitions. This simple example clearly exhibits the
classical problem associated with the exploration-exploitation dilemma.
Figure 1.3: Example of a reconstructed map. Credits: CAR, Components, Agents, Robots.
If we also assume that the field to estimate changes over time, it is necessary to study an
algorithm which is capable to learn the dynamics of the spatio-temporal filed in an eﬃcient way.
This is relevant in the wildfire detection problem but also for example to monitor the temperature
in an area of the sea or the level of radiation in a region close by a nuclear accident. Again here the
keyword is eﬃcient because the statistical inverse problem has a computational complexity which
grows with the cube of the number of data, i.e. O(N3), which is unfeasible for any kind of real-time
constraint. On the other hand, the popularity of the state space models is due to the fact that the
inference problem can be solved with a linear time complexity, i.e. O(T ). The holy Grail for the
estimation community is to find an algorithm which combine the best of the two approaches, e.g.
the reduced computational complexity of algorithm as the Kalman filter and the advantage of the
model-less approaches as the Gaussian Regression, or at least try to do that for a wider class of
models.
Literature Review Localization: before stating the novelties introduced in this thesis, we
briefly review a list of works related to our framework. Distributed optimization is the perfect
framework for solving the localization problem since in the past years many problems in large scale
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network have been cast as convex optimization problems. In particular, the localization problem
can be cast as the following unconstrained optimization problem:
min
x1,...,xN
|E|X
(i,j)2E
fij(xi   xj) (1.1)
where xi 2 R`, E represents all the pair of nodes for which are available relative measurements
and fij are convex functions. Many problems can be written in this framework such as sensor
localization [1, 2], sensor calibration [3], clock synchronization [4] and camera localization [5, 6].
For example, in the context of localization from vectorial relative distances in a plane, the cost
functions fij are given by:
fij(xi   xj) = kxi   xj   zijk2
where zij 2 R` is the noisy measurement of the relative (vector) distance of node i from node j. As
a consequence, the optimization problem in Eqn. (1.1) becomes a distributed least-square problem.
Several scalable distributed solutions to this problem are already available in the literature. In [1, 2]
the authors propose a distributed Jacobi solution based on a synchronous implementation, which
was later extended to account for asynchronous communication and packet losses [1]. The same
approach has been independently proposed in [7] in the context of distributed time synchronization
in wireless sensor networks. Diﬀerently, in [3] a broadcast consensus-based algorithm, which is
suitable for asynchronous implementation, is proposed but the local estimates do not converge and
exhibit an oscillatory behaviour around the optimal value. A similar approach has been proposed
in [8, 9] where the local ergodic average of the gossip asynchronous algorithm is proved to converge
to the optimal value as 1/k, where k is the number of iterations. An alternative approach based on
the Kaczmarz method for the solution of general linear systems has been suggested in [10], however
a practical asynchronous implementation for distributed localization from relative measurements
which satisfies the specific edge and node activation probabilities dictated by the algorithm, is not
given, moreover, no robustness analysis in terms of delays is provided.
Literature Review Coverage: another interesting research field is given by the coverage
and partitioning problems. In the classical coverage literature, the sensory function is supposed to
be known by the robots. In this spirit, [11, 12] present a gradient descent strategy for a class of
functions which encode optimal coverage policies. The authors exploit the concept of centroidal
Voronoi partitions to optimally divide the monitored area. In [13] the authors consider the coverage
problem on a line with non-uniform sensory function which is assumed to be perfectly known and
propose a strategy which provides optimal coverage. In the work of [14] only a limited number of
noise-free samples of the sensory function are considered. This is practically and computationally
more appealing but results in only a sub-optimal solution without any proof of convergence. To
address this problem, in [15] the authors presented a bridging step, where cartograms have been
exploited to map a non-uniform distribution onto a uniform distribution which can be used to
apply the strategy proposed in [12].
Some results to the coupled problem, i.e. when both coverage and estimation are considered,
have appeared recently. In [16] the estimation from noisy measurements of a time varying spatial
distribution function is considered. The coverage is performed thanks to a gradient ascent algorithm
which lets the robots move on the maxima of the sensory function. However, proof of convergence
is guaranteed only in the case of noise-free measurements. In [17] the authors analyze the problem
of non parametric estimation of Gaussian processes using Kalman filtering and coverage. The
algorithm proposed consists of two diﬀerent phases: during the first, based on information on the
posterior variance, the robots are spread throughout the space in order to achieve a good estimate
of the sensory function; when the maximum of the posterior is below a certain threshold, the robots
switch from exploration to the exploitation phase to achieve coverage. A notable advancement is
represented by the work of [18] which propose a distributed consensus-like parametric estimation
from noise-free measurements from which the agent are able to reconstruct the sensory function
distribution. While estimating, the robots move towards the centroids of the Voronoi partition in
order to perform optimal coverage of the area of interest. In [19] the authors extend the work of [13,
15
14] by analyzing the problem of non-uniform line partitioning from a non-Euclidean perspective.
Diﬀerently from the previous work, only noisy measurements of the sensory function are exploited.
By letting the robots to collect a certain number of noisy samples from the neighbourhood of
their positions, the authors proves convergence in probability to the optimal configuration. More
recently [20] used the concept of stochastic gradient based on noisy measurements of an unknown
sensory function to perform an adaptive deployment of a group of robots. This approach has the
interesting feature that the distribution function is not needed to be estimated.
Literature Review Estimation: concerning the spatio-temporal field estimation many tech-
niques has been proposed in the literature. The subspace identification approach [21, 22] has
been successfully applied in identification of linear time invariant (LTI) systems, however during
the nighties these three approaches have been presented to solve the linear time variant (LTV)
problem. The first is the canonical variate analysis (CVA) [23], the second the multi-variable
output-error state space (MOESP) [24] and the last the numerical algorithms for subspace state
space identification (N4SID) [25]. A unified framework for this three algorithm was proposed in
[26]. If we consider the non-parametric or the Gaussian regression approaches many works are
based on the study of estimation of Gaussian random field varying in time and space [27]. As we
mentioned before, the main issue of the inverse problem is the high computational complexity, so
many solutions has been proposed, as the reduction to into SDE form [28], filtering and smoothing
[29], recursive Bayesian methods [30], kernel recursive least-square [31] and sparse approximation
[32]. Another kind of approach is called Kriging, which essentially is the estimation of a time
variant spatial field. One of the best known solution is the Kriged Kalman Filter (KKF) [33],
presented also in a distributed fashion in [34]. The algorithm proposed in this thesis is similar to
the one proposed in [35] but we extend the class of processes that can be estimated to a wider one.
Statement of contribution: In the first part of the thesis we will focus on a distributed
optimization problem with application in localization of a group of robots given noisy relative
measurements. The main contribution of this chapter is to propose a novel asynchronous algorithm
whose main idea consists in casting the estimation problem as a consensus problem under some
suitable changes of coordinates, and then to add some extra memory variables at each node to
keep track of the estimated location of its neighbors, i.e. the nodes from which they collected
the relative distance measurements. Estimates of these local variables eventually converge to the
estimates of the neighbors, thus guaranteeing the convergence of the whole algorithm, at the price
of some delay. This strategy has several relevant advantages, namely:
i) is scalable,
ii) has proven exponential rate of convergence under mild assumptions,
iii) is robust to packet losses and delays,
iv) requires the transmission of a single broadcast communication packet per each iteration.
This last feature is particularly relevant for Wireless Sensor Networks (WSNs) applications since
agents have a limited energy budget and communication is more expensive than computation from
an energy standpoint. We also study the performance of the proposed algorithm in terms of the
convergence rate. This task is particularly challenging since the proposed algorithm turns out to
be a higher order consensus algorithm, for which analytic tools are available. In fact, the few
works available in the literature, which address the rate of convergence of randomized higher order
consensus algorithms, are limited to the convergence in expectation [36]. We exactly compute
the rate of convergence in expectation of our algorithm for regular graphs, and through extensive
numerical simulations we conjecture that it also provides an upper bound for rate of convergence
in mean square. Moreover, we show that, asymptotically, for many types of regular graphs such as
Caylays, Ramanujan and complete graphs, such rate of convergence in expectation is reduced by a
factor N , where N is the number of nodes, which is the same of standard memoryless asynchronous
consensus algorithms, thus implying that asymptotically in N the reduction of rate of convergence
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due to memory is negligible. We also prove the convergence of the proposed algorithm when
bounded delays and packet losses are present, thus making it particularly suitable for applications
using lossy wireless communication. We finally complement the theoretical results with some
numerical simulations which show that the proposed algorithm has a performance in terms of rate
of convergence per iteration which is slightly slower than the fastest algorithms available in the
literature. However, it greatly outperforms them if the rate of convergence is computed in terms
of number of exchanged messages, i.e, the estimation error obtained by sending a fixed number
of packets is much lower for our proposed algorithm than the other algorithms available in the
literature.
Then, in the second chapter, we propose an asynchronous distributed algorithm for multi-robot
localization that integrates GPS, compass, range and bearing measurements and is robust to packet
losses and random delays. In particular, we show that, if the range and bearing errors are suﬃ-
ciently small, it is possible to linearize the localization problem achieving a performance which is
very close to the exact maximum likelihood solution. Moreover, such solution can be computed via
a broadcast-based communication protocols that does not require ACK packets and is therefore
fast and easy to implement.
The third chapter of this thesis describes how to map an unknown density function exploiting
an eﬃcient non-parametric approach. This density function is the used to perform a coverage
control task. In particular we present a strategy that is suitable for a client-server communica-
tion architecture in which the robots can communicate with a base station in order to perform
non-parametric estimation of an unknown sensory distribution function from noisy samples while
performing optimal coverage of the area of interest. We consider a realistic scenario where commu-
nication is performed over an unreliable wireless network subject to packet losses or delays. The
contribution is fourfold:
i) diﬀerently from [17] the transition from the exploration and the exploitation phases is seam-
less being based on a randomized control law,
ii) almost-sure convergence to the true sensory function, from a collection of noisy measurements,
is guaranteed under mild assumptions on the packet loss probability,
iii) the final configuration of the robots can be arbitrarily close to an optimal partitioning that
would be obtained if the sensory function would be known since the beginning,
iv) we study the computational complexity of the algorithm and we additionally propose an
alternative approximated grid-based algorithm that can trade-oﬀs accuracy on the estimated
map for considerable reduction on CPU and memory requirements.
Finally, in the last chapter, we present an unified framework for Gaussian Regression and
Kalman filtering for optimal estimation of a certain class of processes. The main idea behind this
results is to use a spatial-grid in order to limit the space where the data can be collected. This
transform the infinite dimensional Gaussian regression inverse problem to a finite dimensional one
and the computational complexity is fixed and given by the number of points in the grid. The
contribution is twofold:
i) we present an eﬃcient and optimal grid based estimation for a wide class of Gaussian processes
through a Kalman filter,
ii) an approximated and eﬃcient grid based estimation for all the processes which are not
included in the previous class,
Outline: this thesis is divided as follows. The first part is composed by Chapter 2 and 3, and
deals with localization problems. More precisely, in Chapter 2 we consider the localization of a
group of agents exploiting only noisy relative measurements, while Chapter 3 extend the problem
to a more general framework, where both relative and absolute measurements are available. The
second part of the thesis, composed by Chapter 4 and 5, deals with the estimation of density
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functions. In particular in Chapter 4 we study an eﬃcient algorithm to estimate a density func-
tion to perform coverage control, while Chapter 5 we propose an unified framework for Gaussian
Regression and Kalman filtering for optimal estimation.
Publications: Part of the content of this thesis has already been published in international
conferences and journals. In particular the results of Chapter 2 comes from [37] and [38], while
the original idea behind the algorithm presented in Chapter 4 has been published in [39]. Finally
part of the results obtained in chapter 3 and 5 has been sumbitted and has to be subimtted to
international journals.
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2
Consensus Based Localization
In this chapter we address the problem of designing algorithms that are capable of reconstructing
the optimal estimate of the location of a device based on noisy relative measurements with respect
to its neighbors in a connected network. In particular, we want to design distributed algorithms
that allow each device to reconstruct its own position only from exchanging information with
its neighbors, regardless of the size of the network. First we propose a synchronous distributed
consensus based algorithm and we prove to be exponential convergent to an optimal solution of the
localization optimization problem presented. The main limitation of this approach it is given by
the fact that is applicable only to sensor networks with synchronized and reliable communication.
This means that in a real scenario the presented synchronous algorithm may not converge to the
optimal solution or may not converge at all. The aim of this chapter is to present an alternative
solution capable of solving this limitation. For this reason is presented an asynchronous distributed
consensus algorithm which even has guarantee convergence under mild assumption. Then we
perform a performance analysis with a dedicated section for regular graphs. Finally we prove
the eﬀectiveness of the algorithm also in presence of nonidealities of the communication media
as random delays and packet losses. The chapter is organized as follows. In Section 2.2 we
formulate the problem. In section 2.1 we introduce some basic notation and we review some
useful concepts. In Section 2.3 we introduce the synchronous consensus-based algorithm (denoted
as s-CL). In Section 2.4 we propose a more realistic asynchronous implementation of the s-CL
algorithm (denoted as a-CL). In Section 2.5 we establish the convergence of the a-CL algorithm
and we provide some bounds on the rate of convergence in mean-square. In Section 2.6 we show
that the a-CL algorithm is robust to delays and communication failures. In Section 2.7 we provide
some numerical results comparing the a-CL algorithm to other strategies recently proposed in the
literature.
2.1 Mathematical preliminaries
Before proceeding, we collect some useful definitions and notations. In this paper, G = (V, E)
denotes a directed graph where V = {1, ..., N} is the set of vertices and E is the set of directed
edges, i.e., a subset of V ⇥ V . More precisely the edge (i, j) is incident on node i and node j and
is assumed to be directed away from i and directed toward j. The graph G is said to be bidirected
if (i, j) 2 E implies (j, i) 2 E .
Given a directed graph G = (V, E), a directed path in G consists of a sequence of vertices
(i1, i2, . . . , ir) such that (ij , ij + 1) 2 E for every j 2 {1, . . . , r   1}. An undirected path in G
consists of a sequence of vertices (i1, i2, . . . , ir) such that either (ij , ij+1) 2 E or (ij+1, ij) 2 E for
every j 2 {1, . . . , r   1}1. The directed graph G is said to be strongly connected (resp. weakly
connected) if for any pair of vertices (i, j) there exists a directed path (resp. undirected path)
connecting i to j. Given the directed graph G, the set of neighbors of node i, denoted by Ni, is
1Basically, an undirected path is a path from a node to another node that does not respect the orientation of the edges.
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given by Ni = {j 2 V | (i, j) 2 E}. A directed graph is said to be regular if all the nodes have the
same number of neighbors.
Given a directed graph G = (V, E) with |E| = M let the incidence matrix A 2 RM⇥N of G be
defined as A = [aei], where aei = 1, 1, 0, if edge e is incident on node i and directed away from
it, is incident on node i and directed toward it, or is not incident on node i, respectively.
Let 1N be the N -dimensional column vector with all components equal to one. If there is no risk
of confusion we will drop the subscript N . Given a matrix B we denote with B† its pseudo-inverse.
Given a vector v with vT we denote its transpose. A matrix P 2 RN⇥N is said to be stochastic
if all its elements are nonnegative and P1 = 1. Moreover it is said to be doubly stochastic if
it is stochastic and, additionally, 1TP = 1T . A stochastic matrix P is primitive if it has only
one eigenvalue equal to 1 and all other eigenvalues are strictly inside the unitary circle. With the
symbol ⇢ess(P ) we denote the essential spectral radius of P (see [40]), namely, the second largest
eigenvalue of P in absolute value.
In graph theory, a regular graph is a graph where each vertex has the same number of neighbors;
a regular graph with vertices of degree d is called a d-regular graph or regular graph of degree d.
A Ramanujan graph is a regular graph whose spectral gap is almost as large as possible. Let G be
a connected d-regular graph with N vertices, and let  0    1   . . .    n 1 be the eigenvalues of
the adjacency matrix of G. A d-regular graph G is a Ramanujan graph if
(max
i
 i)  2
p
d  1.
The symbol E denotes the expectation operator. Given two functions f, g : N 7 ! R, we say
that f 2 o(g) if limn!1 f(n)g(n) = 0.
2.2 Problem Formulation
The problem we deal with is that of estimating N variables x1, . . . , xN from noisy measurements
of the form
zij := xi   xj + nij , i, j 2 {1, . . . , N}, (2.1)
where nij is zero-mean measurement noise. Although all results in this work apply to general
vector-valued variables, for sake of simplicity, in this paper we assume that xi 2 R, i 2 {1, . . . , N}.
This estimation problem can be naturally associated with a measurement graph Gm = (V ; Em).
The vertex set V of the measurement graph consists of the set of nodes V = {1, . . . , N} where
N is the number of nodes, while its edge set Em consists of all of the ordered pairs of nodes (i, j)
such that a noisy measurement of the form (2.1) between i and j is available to node i. The
measurement errors on distinct edges are assumed uncorrelated. The measurement graph Gm is a
directed graph since (i, j) 2 Em implies the measurement zij is available to node i, while (j, i) 2 Em
implies the measurement zji is available to node j, and these two are in general distinct.
Next we formally state the problem we aim at solving. Let x 2 RN be the vector obtained by
stacking together all the variables x1, . . . , xN , i.e., x = [x1, . . . , xN ]T , and let z 2 RM and n 2 RM ,
whereM = |Em|, be the vectors obtained stacking together all the measurements zij and the noises
nij , respectively. Additionally, let Rij > 0 denote the covariance of the zero mean error nij , i..e,
Rij = E[n2ij ], and let R 2 RM⇥M be the diagonal matrix collecting in its diagonal the covariances
of the noises nij , (i, j) 2 E , i.e., R = E[nnT]. Observe that Eqn. (2.1) can be rewritten in a vector
form as
z = Ax+ n
Now, define the set
  := argmin
x2RN
(z Ax)TR 1(z Ax).
The goal is to construct an optimal estimate xopt of x in a least square sense, namely, to compute
xopt 2   (2.2)
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Assume the measurement graph Gm to be weakly connected, then it is well known (see [2]) that
  =
n 
ATR 1A
 †
ATR 1z+ ↵1
o
.
Moreover let
x⇤opt =
 
ATR 1A
 †
ATR 1z,
then x⇤opt is the minimum norm solution of (2.2), i.e.,
x⇤opt = minxopt2 
k xopt k
The matrix ATR 1A is called in literature the Weighted Generalized Grounded Laplacian [2].
Remark 2.1 Observe that, just with relative measurements, determining the x0is is only possible
up to an additive constant. This ambiguity might be avoided by assuming that a node (say node
1) is used as reference node, i.e., x1 = 0.
2.3 A synchronous distributed consensus based solution
To compute an optimal estimate xopt directly, one needs all the measurements and their covariances
(z, R), and the topology of the measurement graph Gm. In this section the goal is to compute the
optimal solution in a distributed fashion, employing only local communications. In particular we
assume that a node i and another node j can communicate with each other if either (i, j) 2 Em
or (j, i) 2 Em. Accordingly, we introduce the communication graph Gc(V, Ec), where (i, j) 2 Ec if
either (i, j) 2 Em or (j, i) 2 Em. Observe that, if (i, j) 2 Ec then also (j, i) 2 Ec, namely, Gc is a
bidirected graph. From now on, Ni denotes the set of neighbors of node i in the communication
graph Gc(V, Ec).
In what follows we introduce a distributed solution which is based on standard linear consensus
algorithm. A discussion of the linear consensus algorithm can be found in the review papers
[41, 42], a brief overview can be found in Appendix A. Instead we make the presentation of
the algorithm self-contained. Firstly, we assume that the communications among the nodes are
synchronous, namely, all nodes perform their transmissions and updates at the same instant, and
design the algorithm for this scenario. We refer to this algorithm as the synchronous consensus-
based localization algorithm (denoted hereafter as s-CL algorithm). In section 2.4 we will modify
the s-CL algorithm to make it suitable to asynchronous communications. We assume that before
running the s-CL algorithm, the nodes exchange with their neighbors their relative measurements
as well as the associated covariances. So every node has access to the measurements on the
edges that are incident to it, whether the edge is directed to or away from it. Each node uses
the measurements obtained initially for all future computations. The s-CL algorithm is formally
described as follows.
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Algorithm 1 s-CL
Processor states: For i 2 {1, . . . , N}, node i stores in memory the measurements
{zij , (i, j) 2 Em}, and {zji, (j, i) 2 Em} , and the associated covariances {Rij , (i, j) 2 Em} and
{Rji, (j, i) 2 Em}. Moreover node i stores in memory an estimate xˆi of xi.
Initialization: For i 2 {1, . . . , N}, node i initializes its estimate xˆi(0) to any arbitrary value.
Transmission iteration: For k 2 N, at the start of the (k + 1)- th iteration of the algorithm,
node i transmits its estimate xˆi(k) to all its neighbors. It also gathers the k-th estimates of its
neighbors, xˆj(k), j 2 Ni.
Update iteration: For k 2 N, node i, i 2 {1, . . . , N}, based on the information received from
its neighbors, updates its estimate as follows
xˆi(k + 1) := pii xˆi(k) +
X
j2Ni
pij xˆj(k) + bi
where
bi = ✏
X
(i,j)2Em
R 1ij zij   ✏
X
(j,i)2Em
R 1ji zji
and where
pij =
8><>:
✏(R 1ij +R
 1
ji ) if (i, j) 2 Em and (j, i) 2 Em
✏R 1ij if (i, j) 2 Em and (j, i) /2 Em
✏R 1ji if (j, i) 2 Em and (i, j) /2 Em
and
pii = 1 
X
j2Ni
pij
being ✏ a positive constant a-priori assigned to the nodes.
Now, let P 2 RN⇥N be the matrix defined by the weights pij above introduced. One can see that
such matrix P is equal to
P = I   ✏ATR 1A.
Moreover let
b = ✏ATR 1z,
and let xˆ(k) = [xˆ1(k), . . . , xˆN (k)]T .. Then the s-CL algorithm can be written in a compact form
as
xˆ(k + 1) = P xˆ(k) + b
To characterize the convergence properties of the s-CL algorithm, we next introduce two definitions
and a crucial property of the matrix P . First, let dmax = max {|Ni|, i 2 {1, . . . , N}}. Second, let
Rmin = min {Rij , (i, j) 2 Em}. Observe that, if 0 < ✏ < 1/(2dmaxR 1min), then the matrix P is
stochastic. If in addition, the measurement graph Gm is weakly connected, and consequently
if communication graph Gc is strongly connected, then the matrix P is primitive. Under these
assumptions, we have the following Proposition:
Proposition 2.2 Consider the s-CL algorithm running over a weakly connected measurement
graph Gm. Let ✏ be such that 0 < ✏ < 1/(2dmaxR 1min). Moreover let xˆi, i 2 {1, . . . , N}, be
initialized to any real number. Then the following two facts hold true
(i) the evolution k ! xˆ(k) asymptotically converges to an optimal estimate xopt 2  , i.e., there
exists ↵ 2 R, such that
lim
k!1
xˆ(k) = x⇤opt + ↵1;
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where ↵ linearly depends on xˆ(0).
(ii) the convergence is exponential, namely, there exists C > 0, ⇢ess < 1 such that
kxˆ(k)  x⇤opt+↵1  k  C⇢kess(P ) kxˆ(0)  x⇤opt+↵1  k.
Proof We start by proving item (i). Let us define the change of variable ⇠ = xˆ   x⇤opt. Since
x⇤opt = Px⇤opt + b, it is possible to write
xˆ(k + 1)  x⇤opt = P xˆ(k) + b  x⇤opt
= P xˆ(k) + b  (Px⇤opt + b)
= P (xˆ(k)  x⇤opt)
and, in turn, ⇠(k + 1) = P ⇠(k). This equation describes the iteration of the classical consensus
algorithm. Since P is a primitive doubly stochastic matrix, we have that
⇠(k)! 11
T
N
⇠(0)
where ⇠(0) = xˆ(0)  x⇤opt. This implies that
xˆ(k)! x⇤opt +
11T
N
xˆ(0)  11
T
N
x⇤opt
The fact that 11
T
N x
⇤
opt = 0 concludes the proof of item (i).
Concerning item (ii) it is well known ([40]) that the convergence rate of a consensus algorithm
ruled by a primitive matrix P , is exponential whose delay coeﬃcient is given by the essential
spectral radius ⇢ess(P ). }
Remark 2.3 The s-CL algorithm is similar to the algorithm proposed in [8]. However in [8],
the measurement graph is assumed to be undirected, namely, both measurements zij and zji are
available to node i and j under the additional assumption that zij =  zji.
Remark 2.4 The authors in [43] solved the problem formulated in (2.2) proposing a synchronous
algorithm that implements the Jacobi iterative method. The performance of this algorithm, in
terms of rate of convergence to the optimal solution, is similar, for many families of measurement
graphs, to the performance of the synchronous consensus-based algorithm introduced in this
section.
2.4 An asynchronous implementation of distributed
consensus based solution
The distributed algorithm illustrated in the previous section, has an important limitation: it is
applicable only to sensor networks with synchronized and reliable communication. Indeed, the s-CL
algorithm requires that there exists a predetermined common communication schedule for all nodes
and, at each communication round, each node must simultaneously and reliably communicate its
information. The aim of this section is to reduce the communication requirements of the s-CL
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algorithm, in particular in terms of synchronization. To do so, we next introduce the asynchronous
Consensus-based Localization algorithm (denoted as a-CL hereafter). This algorithm is based on
an asymmetric broadcast communication protocol. Diﬀerently from the s-CL, at each iteration of
the a-CL there is only one node transmitting information to all its neighbors. Since the actual value
of neighboring estimates are not available at each iteration, we assume that each node stores in its
local memory a copy of the neighbors’ variables recorded from the last communication received.
For j 2 Ni, we denote by xˆ(i)j (k) the estimate of xj kept in i’s local memory at the end of the k-th
iteration. If node j performed its last transmission to node i during h-th iteration, h  k, then
xˆ(i)j (k) = xˆj(h).
The a-CL algorithm is formally described in Algorithm 2.
Algorithm 2 a-CL
Processor states: For i 2 {1, . . . , N}, node i stores in memory the measurements zij , zji and
the covariances Rij , Rji for all j 2 Ni. Moreover node i stores in memory also the estimate xˆi
of xi and, for j 2 Ni an estimate xˆ(i)j of xˆj .
Initialization: Every node i initializes its estimate xˆi and the variables xˆ
(i)
j , j 2 Ni, to arbitrary
values.
Transmission iteration: For k 2 N, at the start of the (k + 1)-th iteration of the algorithm,
there is only one node, say i, which transmits information to its neighbors; precisely, node i
sends the value of its estimate xˆi(k) to node j, j 2 Ni.
Update iteration: For j 2 Ni, node j performs the following actions in order
(i) it sets xˆ(j)i (k + 1) = xˆi(k), while for s 2 Nj \ {i}, xˆ(j)s is left unchanged, i.e., xˆ(j)s (k + 1) =
xˆ(j)s (k);
(ii) it updates xˆj as
xˆj(k + 1) := pjj xˆj(k) +
X
h2Nj
pjhxˆ
(j)
h (k + 1) + bj . (2.3)
Clearly for s /2 Ni, xˆs is left unchanged during the (k + 1)-th iteration of the algorithm, i.e,
xˆs(k + 1) = xˆs(k).
Remark 2.5 Observe that the Algorithm 2 has been described assuming that the communication
channels are reliable, i.e, no packet losses occur, and that the communication delays are negligible,
i.e., when node i perform a transmission, the estimate xˆi is instantaneously used by its neighbors.
We will come back on these non-idealities in Section 2.6.
Next, we rewrite the updating step of the a-CL in a more compact way. Observe preliminarily
that, under the assumption of reliable communications and by denoting with k¯ the first iteration
after which all nodes have transmitted at least once, then the estimate of node xi stored in the
neighbors of node i is always the same, i.e. for all k   k¯ and `, j 2 Ni we have xˆ(`)i (k) =
xˆ(j)i (k). Moreover, if we denote with t0i(k) the iteration during which node i has performed its
last transmission up to iteration k of the a-CL (that is, xˆi(t0i(k)) is the value of xˆi at its last
communication round), then for j 2 Ni, xˆ(j)i (t00) = xˆi(t0i(k)) for all t00 such that t0i(k) < t00  k.
Now let us define x0i(k) = xˆi(k) and x00i (k) = xˆi(t0i(k)) and, accordingly, let x0(k) = [x01(k), . . . , x0N (k)]
T
and x00(k) = [x001(k), . . . , x00N (k)]
T . Moreover let  (k) denotes the node performing the transmission
2.4. AN ASYNCHRONOUS AND DISTRIBUTED IMPLEMENTATION 25
action at the beginning of the k + 1-th iterationlet and let Q (k) 2 R2N⇥2N be defined as
Q (k) =
"
Q( (k))11 Q
( (k))
12
Q( (k))21 Q
( (k))
22
#
(2.4)
where
Q( (k))11 =
X
h/2N (k)
ehe
T
h +
X
j2N (k)
⇣
pjjeje
T
j + pj (k)eje
T
 (k)
⌘
Q( (k))12 =
X
j2N (k)
ej
0@ X
h2Nj/ (k)
pjhe
T
h
1A
Q( (k))21 = e (k)e
T
 (k)
Q( (k))22 = I   e (k)eT (k)
being e`, ` 2 {1, . . . , N}, the N -dimensional vector having all the components equal to zero except
the `-th component which is equal to 1. Observe that, for  (k) 2 {1, . . . , N}, Q (k) is a 2N -
dimensional stochastic matrix. Finally let
B (k) =
" P
j2N (k) e
T
j b
0N
#
Assume, without loss of generality, that node  (k) is the node performing the transmission during
the (k+1)-th iteration of the a-CL. Hence the updating step of a-CL can be written in vector form
as 
x0(k + 1)
x00(k + 1)
 
= Q (k)

x0(k)
x00(k)
 
+B (k), k   k¯ (2.5)
Now let us introduce the auxiliary variable
⇠(k) =

x0(k)
x00(k)
 
 

x⇤opt
x⇤opt
 
.
By exploiting the fact that, for  (k) 2 {1, . . . , N},
x⇤opt
x⇤opt
 
= Q (k)

x⇤opt
x⇤opt
 
+B (k) (2.6)
we have that the variable ⇠ satisfies the following 2N -dimensional recursive equation
⇠(k + 1) = Q (k)⇠(k). (2.7)
Observe that xˆ(k) ! x⇤opt + ↵1 if and only if ⇠(k) ! ↵1. Moreover, since Q (k) is a stochastic
matrix for any  (k) 2 {1, . . . , N}, we have that (2.7) represents a 2N -dimensional time-varying
consensus algorithm.
In next sections, we analyze the convergence properties and the robustness to delays and packet
losses of the a-CL algorithm by studying system (2.7) resorting to the mathematical tools developed
in the literature of the consensus algorithms. In particular we will provide our results considering
two diﬀerent scenarios which are formally described in the following definitions.
Definition 2.6 (Randomly persistent comm. network) A network of N nodes is said to
be a randomly persistent communicating network if there exists a N -upla ( 1, . . . , N ) such that
  (k) > 0, for all  (k) 2 {1, . . . , N}, and
PN
 (k)=1   (k) = 1, and such that, for all k 2 N,
P [the transmitting node at iteration k is node  (k)] =   (k).
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Definition 2.7 (Uniformly persistent comm. network) A network of N nodes is said to
be a uniformly persistent communicating network if there exists a positive integer number ⌧ such
that, for all k 2 N, each node transmits the value of its estimate to its neighbors at least once
within the time interval [k, k + ⌧).
2.5 Performance analysis of a-CL algorithm under
randomly persistent communications
The following result characterizes the convergence properties of the a-CL when the network is
randomly persistent communicating.
Proposition 2.8 Consider a randomly persistent communicating network of N nodes running
the a-CL algorithm over a weakly connected measurement graph Gm. Let ✏ be such that 0 < ✏ <
1/(2dmaxR
 1
min). Moreover let xˆi, i 2 {1, . . . , N}, xˆ(i)j , j 2 Ni, be initialized to any real number.
Then the following facts hold true
(i) the evolution k ! xˆ(k) converges almost surely to an optimal solution xopt 2  , i.e., there
exists ↵ 2 R such that
P

lim
k!1
xˆ(k) = x⇤opt + ↵1
 
= 1.
(ii) the evolution k ! xˆ(k) is exponentially convergent in mean-square sense, i.e., there exist
C > 0 and 0  ⇢ < 1 such that
lim
k!1
E
⇥kxˆ(k)  (x⇤opt + ↵1)k2⇤
 C⇢kE ⇥kxˆ(0)  (x⇤opt + ↵1)k2⇤ .
Proof The proof of Proposition 2.8 is based on proving the convergence to consensus of (2.7) using
the mathematical tools developed in [44]. Let   be the random process such that  (k) denotes the
node performing the transmission action at the beginning of the k+1-th iteration. Clearly, in the
randomized scenario we are considering, we have that, for i 2 {1, . . . , N}, P[ (k) = i] =  i for all
k. Let
S(k) =
kY
h=0
Q (h).
Observe that S(k) inherits the same block structure of the matrices {Qi}Ni=1, namely we can write
S(k) =

S11(k) S12(k)
S21(k) S22(k)
 
As consequence of Theorem 3.1 in [44] the a-CL reaches almost surely consensus if and only if,
for every i and j in V
P [Eij ] = 1, (2.8)
where
Eij = {9`, 9k |Si`(k)Sj`(k) > 0} .
Now observe that, since the measurement graph is weakly connected, then the communication
graph is a connected undirected graph. This fact together with the fact the diagonal elements of
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Q(i)11 are all positive for any i 2 {1, . . . , N} implies that there exists almost surely k¯ such that, for
all k0   k¯, all the elements of the matrix S11(k0) are strictly greater than 0. Assume now, without
loss of generality, that  (k0) = i, for k0   k. Then, since the i-th row of S21(k0 + 1) is equal to
eieTi S11(k
0), it turns out that, all the elements of the i-th row of S21(k0 + 1) are strictly greater
than 0. Moreover, it is easy to see that they will remain strictly greater than 0 also for any k00   k0.
Hence we can argue that, there exists almost surely, also a k¯0 such that for all k0   k¯0, all the
elements of the matrix S21(k0) are strictly greater than 0. It follows that the property stated in
(2.8) is satisfied for any k   k¯0 and for any ` 2 {1, . . . , N}. This concludes the proof of item (i).
Concerning item (ii), we again resort to the results in [44]. Let ⌦ = I   12N 11T where in
this expression we assume that I is the 2N -dimensional identity matrix and the vector 1 is
2N -dimensional. From the results in [44], it follows that to study the rate of convergence of
E
⇥k⇠(k)  ↵1k2⇤ is equivalent to study the convergence rate of Ek⌦⇠(k)k2 and in particular of the
linear recursive system
 (t+ 1) = E
h
QT (0) (t)Q (0)
i
where  (0) = ⌦. Observe that  (t) is the evolution of a linear dynamical system which can be
written in the form
 (t+ 1) = L( (t))
where L : R2N⇥2N ! R2N⇥2N is given by
L(M) = E
h
QT (0)MQ (0)
i
.
As highlighted in [44], the linear operator L can be represented by the matrix L = E[Q (0)⌦Q (0)]T
where ⌦ denotes the Kronecker product of matrices. Following the proof of Proposition 4.3 of [44],
one can see that LT is a primitive stochastic matrix which, therefore, has the eigenvalue 1 with
algebraic multiplicity 1. Moreover, LT(1 ⌦ 1) = (1 ⌦ 1) and (1 ⌦ 1)(⌦ ⌦ ⌦) = 0, from which
it follows that Ek⌦⇠(k)k2  C⇢ess(LT)Ek⌦⇠(0)k2 where ⇢ess(LT) denotes the essential spectral
radius of LT. }
2.5.1 Bounds on the convergence rate of the a-CL algorithm
In this section we provide some insights on the convergence rate of the a-CL algorithm in the
randomly persistent communicating scenario. To do so, we consider Eqn. (2.7) whose performance
in terms of rate of convergence to the consensus can be analyzed following again the treatment
in [44]. Typically, one would like to study the convergence rate of a randomized consensus al-
gorithm by providing a mean-square analysis of the behavior of the distance between the state
and the asymptotic consensus point, namely, by analyzing the rate of convergence of the quantity
E
⇥k⇠   ↵1k2⇤. Unfortunately, this is not a trivial task in general. To overcome this diﬃculty
we study the evolution of ⌦ ⇠. The first consequence of the results obtained in [44] is that the
quantities E
⇥k⇠   ↵1k2⇤ and E ⇥k⌦⇠k2⇤ have the same exponential convergence rate to zero, or,
more formally, given any initial condition ⇠(0),
lim sup
k!1
E
⇥k⇠(k)  ↵1k2⇤1/k = lim sup
k!1
E
⇥k⌦⇠(k)k2⇤1/k .
For this reason, in what follows we study the right-hand expression, which turns out to be simpler
to analyze. In order to have a single performance metric not dependent on the initial condition,
we focus on this worst case exponential rate of convergence
R = sup
⇠(0)
lim sup
k!1
E
⇥k⌦⇠(k)k2⇤1/k
It has been proved in Proposition 4.4 of [44] that⇥
⇢ess(Q¯)
⇤2  R  sr(E(QTi ⌦Qi)). (2.9)
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where Q¯ is the average consensus matrix, namely, Q¯ = E[Qi] =
PN
i=1  iQi, and where sr(E(QTi ⌦Qi))
denotes the spectral radius of the semidefinite positive matrix E(QTi ⌦Qi), i.e., its largest eigen-
value. Unfortunately, it turns out from a numerical inspection over significant families of graphs,
like Cayley graphs (see [40]) and random geometric graphs, that the upper bound sr(E(QTi ⌦Qi))
is greater than 1, that is, it is not informative for our analysis. However we have run a number of
MonteCarlo simulations randomized over graphs of diﬀerent topology and size and over diﬀerent
initial conditions, and it always resulted that lim supk!1 E
⇥k⌦⇠(k)k2⇤1/k  ⇢ess(Q¯). Based on
this experimental evidence we formulate the following conjecture.
Conjecture 2.9 The quantity ⇢ess(Q¯) is an upper bound for the exponential convergence rate
R, i.e.,
R  ⇢ess(Q¯)
The above conjecture and the fact that
⇥
⇢ess(Q¯)
⇤2  R motivates to study ⇢ess(Q¯).
Remark 2.10 Notice that equation (2.7) describes a higher order consensus algorithm, for which
few analytic tools are available. In fact, the few works available in the literature which address
the rate of convergence of randomized higher order consensus algorithms are limited to the con-
vergence in expectation [36].
2.5.2 Rate Analysis of a-CL algorithm for regular graphs
In this section we assume that the measurements graph Gm = (V, Em) is a strongly connected
bidirected regular graph such that, for i 2 {1, . . . , N}, |Ni| = ⌫. Moreover we assume the following
properties.
Assumption 2.11 We have that
(i) the error measurements covariances are all identical, i.e., Rij = R for all (i, j) 2 Em;
(ii) ✏ = R/(2(⌫ + 1));
(iii) the probabilities { 1, . . . , N} are uniform, i.e.,  1 = . . . =  N = 1/N .
Observe that, from properties (i) and (ii) of Assumption 2.11, it turns out that the matrix
P = I   ✏ATR 1A, associated to the s-CL algorithm, is symmetric and such that Pij = 1/(⌫ + 1)
for j 2 Ni [ {i}. Let  1(P ) = 1 >  2(P )   . . .    N (P ) be the eigenvalues of P . Then
⇢ess(P ) = max {| 2(P )|, | N (P )|}. The following Lemma illustrates how the 2N eigenvalues of Q¯
are related to those of P .
Lemma 2.12 Consider the a-CL algorithm running over a bidirected regular graph Gm = (V, Em)
such that, for i 2 {1, . . . , N}, |Ni| = ⌫. Assume Assumption 2.11 holds true. Then the 2N
eigenvalues of Q¯ are the solutions of the following N second-order equations
f(s; i, N, ⌫) = s
2 + (a+ b)s+ (ab+ c) (2.10)
where
a =  

N   ⌫
N
+
 i
N
+
⌫   1
N(⌫ + 1)
 
b =  N   1
N
, c =  ⌫   1
N2
( i   1
⌫ + 1
)
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Now let s(i)1 and s
(i)
2 denote the two solutions of f(s; i, N, ⌫). It easy to see that s
(1)
1 = 1 and
s(1)2 = 1  ⌫
2+1
N(⌫+1) . The following result restricts the search of ⇢ess(Q¯) among the values |s(2)1 |, |s(2)2 |
and 1  ⌫2+1N(⌫+1) .
Theorem 2.13 Consider the a-CL algorithm running on an bidirected regular graph Gm =
(V, Em) such that, for i 2 {1, . . . , N}, |Ni| = ⌫. Assume Assumption 2.11 holds true. Moreover
let
 ⇤ = ⌫ 1+N(⌫+1) 
p
N2(⌫+1)2 2N(⌫3+⌫+2)+(⌫ 1)2+(⌫2+1)2
⌫+1
then
(i) if 1  ⇢ess(P )   ⇤ =) ⇢ess(Q¯) = max(|s(2)1 |, |s(2)2 |);
(ii) if 1  ⇢ess(P ) >  ⇤ =) ⇢ess(Q¯) = s(1)2 = 1  ⌫
2+1
N(⌫+1) .
The proofs of Lemma 2.12 and Theorem 2.13 follows from standard algebraic manipulations.
Due to space constraints we do not include them here, but we refer the interested reader to the
document [45].
We provide now an asymptotic result on ⇢ess(Q¯). To do so, consider a sequence of connected
undirected regular graphs GN of increasing size N , and fixed degree ⌫. Assume Assumption 2.11
holds true for any GN . Then to any GN we can associate a stochastic matrix PN such that
(PN )ij = 1/(⌫ + 1) for all j 2 Ni [ {i}. Let us assume the following property.
Assumption 2.14 Consider the sequence of matrices PN associated to the sequence of graphs
GN above described and assume that
⇢ess (PN ) = 1  "(N) + o("(N)) (2.11)
where " : N! R is a positive function such that "(N)! 0 as N !1.
Important families of matrices satisfying the above assumption (2.11) are given by the matrices
built over the d-dimensional tori and the Cayley graphs (see [40]). It is worth remarking that the
tori and the Cayley graphs have been shown to exhibit important spectral similarities with the
random geometric graphs [46], which is a family of graphs that, during the last years, has been
successfully used to model wireless communication in many applications [47]. Now, let the matrix
Q¯N represent the average matrix associated to the a-CL algorithm running over GN . The following
result characterizes the asymptotic behavior of ⇢ess
 
Q¯N
 
, with respect to ⇢ess (PN ).
Proposition 2.15 Consider the sequence of graphs GN described above. Consider the a-CL
algorithm running over GN . Assume Assumption 2.11 and Assumption 2.14 hold true. Then
⇢ess
 
Q¯N
 
= 1  ⌫(⌫ + 1)
N(⌫2 + 1)
"(N) + o
✓
"(N)
N
◆
. (2.12)
Proof Let  i = 1   i, then we can rewrite Eqn. (2.10) as:
f(s; i, N, ⌫) = d(s;N, ⌫) +  in(s;N, ⌫) , g(s;  i, N, ⌫)
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so that g is an explicit function of  i, where
d(s;N, ⌫) = s2   2N(⌫ + 1)  (⌫
2 + 1)
N(⌫ + 1)
s+ 1  ⌫
2 + 1
N(⌫ + 1)
n(s; sN, ⌫) =
s
N
+
⌫  N
N2
Note that
lim
N!1
 ⇤(⌫, N) =
⌫2 + 1
(⌫ + 1)2
therefore, according to Theorem 2.13 and assumption 2.14, for N suﬃciently large, ⇢ess(Q¯N ) is
given by (i). Since  2 = 1   2 + ✏(N) + o(✏(N)), then s(2)1 = s¯(2)1 + ↵"(N) + o("(N)) and s(2)2 =
s¯(2)2 +  "(N) + o("(N)) for some scalar ↵, , where  2 = ⇢ess(PN ) and s¯
(2)
1 , s¯
(2)
2 are the solutions
of second order equation g(s; 0, N, ⌫) = 0. It is easy to verify that s¯(2)1 = 1 and s¯
(2)
2 = 1  ⌫
2+1
N(⌫+1) .
Since |s¯(2)1 | > |s¯(2)2 |, then for N suﬃciently large and by continuity we have ⇢ess(Q¯N ) = |s(2)1 |. We
are therefore interested in explicitly computing the scalar ↵. Since8<: g(1; 0, N, ⌫) = 0@g@s    (1,0,N,⌫) 6= 0
it is possible to exploit the implicit function theorem that allows us to write:
s(2)1 = 1 
@g
@ i
✓
@g
@s
◆ 1     
(1,0,N,⌫)
(✏(N) + o(✏(N)))
= 1  ⌫(⌫ + 1)
N(⌫2 + 1)
✏(N) + o
✓
✏(N)
N
◆
which means that ⇢ess(Q¯) can be expressed as
⇢ess(Q¯) = 1  ⌫(⌫ + 1)
N(⌫2 + 1)
✏(N) + o
✓
✏(N)
N
◆
(2.13)
}
Thank to [44], we know that the rates of convergence are lower bounded by ⇢ess(Q¯N )2, while we
recall we conjecture that R  ⇢ess(Q¯N ). From the above Proposition we can get the following result
which compares the convergence rate R of the a-CL algorithm with respect to the convergence rate
of the s-CL algorithm.
Corollary 2.16 Consider a sequence of graphs GN as in Proposition 2.15. Consider the a-CL
algorithm running over GN . Assume Assumption 2.11 and Assumption 2.14 hold true. Then, for
N   1,
1  ⇢ess(Q¯N )
1  ⇢ess(PN ) '
⌫(⌫ + 1)
N(⌫2 + 1)
and
1  ⇥⇢ess(Q¯N )⇤2
1  ⇢ess(PN ) ' 2
⌫(⌫ + 1)
N(⌫2 + 1)
namely, assuming Conjecture 2.9 holds true, the a-CL algorithm slows down of a factor 1/N with
respect to the synchronous implementation.
Observe that the fact the rate of convergence in expectation is reduced by a factor N , is not
surprising because in the a-CL there is only one node transmitting information at each iteration.
2.5. PERFORMANCE ANALYSIS OF A-CL ALGORITHM 31
Remark 2.17 It is worth remarking that also standard memoryless asynchronous consensus
algorithms based on asymmetric broadcast communication protocols, slow down their convergence
rate by a factor 1/N with respect to the standard synchronous consensus implementations, see
[48]. In other words, the presence of memory storage in the a-CL does not further deteriorate the
convergence rate with respect to standard memoryless asynchronous consensus algorithms.
Remark 2.18 A similar analysis can be provided also for other relevant families of regular
graphs like the complete graphs and, more in general, the Ramanujan graphs [49]. Let us recall
the asymptotic lower bound proved by Alon and Boppana for doubly stochastic matrices built
over ⌫-regular bidirected graphs. Specifically, if A denotes the adjacency matrix of a ⌫-regular
bidirected graph, let P be the doubly stochastic matrix defined as P = ⌫ 1A, then
lim inf
N!1
⇢ess(P )   2
p
⌫   1
⌫
where the lim inf is taken along the family of all ⌫-regular bidirected graphs having N vertices.
Ramanujan graphs are those ⌫-regular bidirected graphs which achieves the previous bound,
i.e., such that ⇢ess(P ) = 2
p
⌫ 1
⌫ . Hence through the Ramanujan graphs it is possible to keep
the essential spectral radius bounded away from 1, while keeping the degree fixed. Exploiting
Theorem 2.13, it is possible to prove that, for the a-CL algorithm running over Ramanujan graphs,
it holds ⇢ess(Q¯) = 1  ↵(⌫)/N , where ↵(⌫)  1 depends only on the degree ⌫, and, in turn,
1  ⇢ess(Q¯)
1  ⇢ess(P ) '
↵(⌫) ⌫
N
p
⌫ + 1
In other words also for the Ramanujan graphs, the a-CL algorithm is slowered down by a factor
of 1/N with the respect to the synchronous implementation. Concerning the complete graphs we
have that ⇢ess(P ) = 0 and, again from Theorem 2.13, that ⇢ess(Q¯) = 2(N 1)N . Hence it follows
that, for N   1,
1  ⇢ess(Q¯)
1  ⇢ess(P ) ' 1.
namely, the a-CL algorithm is not slowered down by a factor N . This is due to the fact that,
when a complete graph is employed, the number of neighbors of each node linearly increases with
the size of the graph. Due to space constraints, we do not include here all the details of the
analysis related to the Ramanujan graphs which, however, can be found in [45].
It is worth remarking that, even though there are plenty of Ramanujan graphs, it is still an
open problem if for any pair N and ⌫ there exist Ramanujan graphs with N vertices and of
degree ⌫. Moreover, even if they exist, their construction is quite complex, thus making them of
marginal interest from an application standpoint.
Remark 2.19 Following Remark 2.4, it is worth stressing that also the Jacobi-like strategy
introduced in [2] is amenable of asynchronous implementation, see [1]. However, to the best of
our knowledge, no theoretical analysis of the rate of convergence of the asynchronous version,
introduced in [1], has been proposed in the literature.
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2.6 Robustness properties of the a-CL algorithm with
respect to packet losses and delays
In section 2.4 we have introduced the a-CL algorithm assuming that the communication channels
are reliable, i.e., no packet losses occur, and that the transmission delays are negligible. In this sec-
tion we relax these assumptions and we show that the a-CL algorithm still converges provided that
the network is uniformly persistent communicating and the transmission delays and the frequencies
of communication failures satisfy mild conditions which we formally describe next.
Assumption 2.20 (Bounded packet losses) There exists a positive integer L such that the
number of consecutive communication failures between every pair of neighboring nodes in the
communication graph Gc is less than L.
Assumption 2.21 (Bounded delay) Assume node i broadcasts its estimate to its neighbors
at the beginning of iteration k, and, assume that, the communication link (i, j) does not fail.
Then, there exists a positive integer D such that the information xˆi(k) is used by node j to
perform its local update not later than iteration k +D.
Loosely speaking Assumption 2.20 implies that there can be no more than L consecutive packet
losses between any pair of nodes i, j belonging to the communication graph. Diﬀerently, Assump-
tion 2.21 consider the scenario where the received packets are not used instantaneously, but are
subject to some delay no greater than D iterations.
Clearly, in this more realistic scenario, it turns out that the implementation of the a-CL is
slightly diﬀerent from the description provided in Section 2.4. Specifically, consider the k-th itera-
tion of the a-CL algorithm and, without loss of generality, assume node i is the transmitting node
during this iteration. Due to the presence of packet losses and delays, it might happen that the
set of updating nodes is, in general, diﬀerent from the set Ni. In fact, for j 2 Ni, node j does
not perform any update since the packet xˆi(k) from node i is lost or simply because the update
is delayed. Moreover there might be a node h /2 Ni which, during iteration k, decides to perform
an update since it received a packet xˆs, s 2 Nh, within the last D iterations. This scenario can be
formally represented by the set of nodes V 0(k) ✓ V which decide to perform an update at iteration
k. Then, Eqn. (2.3) can be rewritten as
xˆj(k + 1) := pjj xˆj(k) +
X
h2Nj
pjhxˆh(k
0
h) + bj , (2.14)
for all j 2 V 0(k), where k  (⌧L+D)  k0h  k, i.e. loosely speaking when an update is performed,
the local estimate of the neighbouring nodes cannot be older than ⌧L +D iterations2. Indeed, if
L = D = 0, then we recover the standard a-CL algorithm where V 0(k) = Ni.
The following result characterizes the convergence properties of the a-CL in presence of delays,
packet losses and when the network is uniformly persistent communicating.
Proposition 2.22 Consider a uniformly persistent communicating network of N nodes running
the a-CL algorithm over a weakly connected measurement graph Gm. Let Assumptions 2.20 and
2.21 be satisfied. Let ✏ be such that 0 < ✏ < 1/(2dmaxR 1min). Moreover let xˆi, i 2 {1, . . . , N},
xˆ(i)j , j 2 Ni, be initialized to any real number. Then the following facts hold true
2Recall we are assuming the network is uniformly persistent communicating, namely, for all k 2 N, each node performs
at least one transmission within the time interval [k, k + ⌧).
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(i) the evolution k ! xˆ(k) asymptotically converges to an optimal estimate xopt 2  , i.e., there
exists ↵ 2 R such that
lim
k!1
xˆ(k) = x⇤opt + ↵1;
(ii) the convergence is exponential, namely, there exists C > 0 and 0  ⇢ < 1 such that
kxˆ(k)   x⇤opt + ↵1  k  C⇢kkxˆ(0)   x⇤opt + ↵1  k.
Proof First we review the result stated in Proposition 1 in [50]. In [50], the authors consider the
following consensus algorithm with delays3
xi(k + 1) =
mX
j=1
aij(k)x
j(k   tij(k)) (2.15)
where xi denotes the state of node i, i 2 {1, . . . ,M}, the scalar tij(k) is nonnegative and it represents
the delay of a message from agent j to agent i, while the scalar aij(k) is a nonnegative weight that
agent i assigns to a delayed estimate xj(s) arriving from agent j at time k. It is assumed that the
weights aij(k) satisfy the following assumption.
Assumption 2.23 There exists a scalar ⌘, 0 < ⌘ < 1 such that
(i) aii(k)   ⌘ for all k   0;
(ii) aij(k)   ⌘ for all k   0, and all agents j whose (potentially delayed) information xj(s)
reaches agent i during the k-th iteration;
(iii) aij(k) = 0 for all k   0 and j otherwise.
(iv)
Pm
j=1 a
i
j(k) = 1 for all i and k.
For any k let the information exchange among the agents may be represented by a directed graph
(V, Ek), where V = {1, . . . ,m} with the set Ek of directed edges given by Ek =
 
(j, i)|aij(k) > 0
 
.
The authors impose a connectivity assumption on the agent system, which is stated as follows.
Assumption 2.24 The graph (V, E1) is connected, where E1 is the set of edges
(j, i) representing agent pairs communicating directly infinitely many times, i.e., E1 =
{(j, i)|(j, i) 2 Ek for infinitely many indices k}.
Additionally it is assumed that the intercommunication intervals are bounded for those agents
that communicate directly. Specifically,
Assumption 2.25 There exists an integer B   1 such that for every (j, i) 2 E1, agent j sends
information to its neighbor i at least once every B consecutive iterations.
Finally, it is assumed that the delays tij(k) in delivering a message from an agent j to any
neighboring agent i is uniformly bounded at all times. Formally
3We adopt the notations of paper [50].
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Assumption 2.26 Let the following hold:
(i) tii(k) = 0 for all agents i and all k   0.
(ii) tij(k) = 0 for all agents j communicating with agent i directly and whose estimates xj are
not available to agent i during the k-th iteration.
(iii) There is an integer B1 such that 0  tij(k)  B1   1 for all agents i, j, and all k.
The result illustrated in Proposition 1 of [50] is recalled in the following Proposition.
Proposition 2.27 Let Assumption 2.23, 2.24, 2.25, 2.26 hold. Then the sequences
 
x(i)(k)
 
,
i = 1, . . . ,m, generated by Equation (2.15) converge exponentially to a consensus.
Thanks to this fact we show that a-CL algorithm in presence of delays and packet losses can be
rewritten as a consensus with delays that satisfies Assumptions 2.23, 2.24, 2.25, and 2.26 beforehand
reported.
To this aim, let  j(k) = xˆj(k)  [x⇤opt]j where [x⇤opt]j denotes the j-th component of the vector
x⇤opt. Recalling that x⇤opt = Px⇤opt + b and, according to (2.14) we have that, if j 2 V 0(k)
 j(k + 1) := pjj j(k) +
X
h2Nj
pjh h(k
0
h), (2.16)
otherwise
 j(k + 1) =  j(k).
The above equations describe a consensus algorithm on the variables  1, . . . ,  N which satisfies
Assumptions 2.23, 2.24,2.25,2.26. Indeed Assumption 2.23 on the weights is trivially satisfied.
Assumption 2.24 follows from the facts that the communication graph Gc is connected, the network
is uniformly persistent communicating and from Assumptions 2.20 and 2.21. Assumption 2.25 is a
consequence of the fact that the network is uniformly persistent communicating and Assumption
2.20; in our setup we have B = L⌧ . Finally Assumption 2.26 follows from Assumption 2.21 and
equation (2.16). Hence the variables  1, . . . ,  N converge exponentially to a consensus value ↵
which, in turn, implies that xˆ converge exponentially to x⇤opt + ↵1. }
Remark 2.28 We believe that the analysis of the robustness to packet losses of the a-CL algo-
rithm might be performed also in the randomized scenario considered in Section 2.5 assuming
that each transmitted packet might be lost with a certain probability. We leave this analysis
as future research. However in the numerical section, specifically in Example 2.30, we show the
eﬀectiveness of the a-CL algorithm also in presence of random communication failures when the
network is randomly persistent communicating.
Remark 2.29 Also the Jacobi-like strategy has been shown to be robust to packet losses, see
[1]. Instead, concerning the other algorithms recently proposed in the literature, see [7, 10], to
the best of our knowledge, no analysis considering the non-idealities introduced in this section
has been proposed in the literature.
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2.7 Numerical Results
In this Section we provide some simulations implementing the localization consensus-based strategy
introduced in this paper.
Example 2.30 In this example we consider a random geometric graph generated by choosing
N = 100 points randomly placed in the interval [0, 1]. Two nodes are connected and take mea-
surements if they are suﬃciently close, i.e more specifically, both measurements zij and zji are
available provided that |xi xj |  0.15. This choice resulted in networks with an average number
of neighbours per node of about 7. Every measurement was corrupted by Gaussian noise with co-
variance  2 = 10 4. In this example we assumed that the network is randomly persistent commu-
nicating with uniform communication probabilities ( 1, . . . , N ), namely,  1 = . . . =  N = 1/N .
Moreover the possibility of communication failure is taken into account. Specifically, supposing
node i is transmitting, each node j 2 Ni with a certain probability i.e., pf , can not receive the
sent packet.
In Figure 2.1 we plotted the behavior of the error
J(k) = log (kA(xˆ(k)  x⇤)k)
for diﬀerent values of the failure probability pf .
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Figure 2.1: Behavior of J for a randomly persistent communicating network in a random geometric graph,
for diﬀerent values of the probability failure pf .
The plot reported is the result of the average over 1000 Monte Carlo runs, randomized with
respect to both the measurement graph4 and the initial conditions. Observe that the trajectory
of J decreases exponentially.
Example 2.31 In this example we tested the validity of conjecture 2.9. In Figure 2.2 (top panel)
it is show the simulation considering a set of 2-dimensional torus graphs of increasing size N ,
while in Figure 2.2 (bottom panel) the simulation is performed considering a family of Random
Geometric graphs. What we show is a comparison between the empirical rate of convergence of
the algorithm, its lower bound, represented by esr(Q¯)2, and the esr(Q¯).
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Figure 2.2: Trend of the rate of convergence, of the esr(Q¯)2 and of the esr(Q¯) for 2  d torus (top panel)
and for random geometric graphs (bottom panel) of increasing size N .
Example 2.32 In this example we provide a numerical comparison with some well known algo-
rithms proposed in literature which, for sake of the completeness, we briefly recall (Table 2.1).
Algorithm Sent packets per iteration
a-CL 1
a-GL 1
BC |Ni|+ 1
REK |Nj |+ 5
Table 2.1: Number of sent packets per iteration for each algorithm.
The first algorithm considered, hereafter called a-GL algorithm, is proposed in [3]. Similarly
to the a-CL algorithm, during its k-th iteration one node, say h, transmits its variable xˆh to all
its neighbors. For l 2 Nh, node l, based on the information received from node h, performs the
following update
xˆl(k + 1) = 1/2 (xˆl(k)+xˆh(k)+1/2(zlh zhl))
= xˆl(k)+1/2 (xˆl(k) xˆh(k)+1/2(zlh zhl))
while for l /2 Nh the state remains unchanged, i.e., xˆl(k + 1) = xˆl(k). Note that just one packet
is transmitted at each iteration. Moreover, since this algorithm is known to reach mean square
convergence [8], then its ergodic mean has been proposed as a possible estimator of the state.
The second algorithm, denoted hereafter as BC algorithm, is proposed in [7]. It requires a
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coordinated broadcast communication protocol meaning that, during k-th iteration one node,
say h, asks the variable xˆl to all its neighbors l 2 Nh. When it receives the current state val-
ues, it performs the following greedy local optimization based on the current status of the network:
xˆh(k + 1) := argminxˆh
P|E|
(i,j)2E kxˆi(k)  xˆj(k)  zijk2
= 12|Nh|
P
l2Nh (2xˆl(k)  zlh + zhl)
Note that the number of communications performed during one iteration are |Nh|+1, since there
is a broadcast packet sent by node h, and |Nh| packets sent by all its neighbours. We stress the
fact that the Jacobi-like algorithm proposed [1] is indeed the same algorithm proposed in [7].
The last algorithm that we considered is the Randomized Extended Kaczmarz, hereafter called
REK algorithm, presented in [10], consisting of two diﬀerent update steps. The first step is an
orthogonal projection of the noisy measurements onto the column space of the incidence matrix A
in order to bound the measurements error. The second step is similar to the standard Kaczmarz
update. Since a distributed implementation is not formally presented in [10], we propose the
following. More specifically, let s 2 RM be the current projection of the noisy measurements
onto the column space of A. Similarly as above, we denote with a little abuse of notation the
e-th entry of s with the corresponding edge, i.e. se = sij . Then, the REK algorithm proposed
in [10] for general least-squares problems, reduces in our setting to randomly and independently
selecting a node h and an edge (i, j) at each iteration k according to the following probabilities:
ph =
|Nh|+ 1
2M
; pij =
1
M
and then to performing the following local updates:
s`h(k+1) = s`h(k)+
P
m2Nh(shm(k) smh(k))
|Nh|+1 , 8` 2 Nh
sh`(k+1) = sh`(k) 
P
m2Nh(shm(k) smh(k))
|Nh|+1 , 8` 2 Nh
xˆi(k + 1) = xˆi(k) +
zij   sij(k)  (xˆi(k)  xˆj(k))
2
xˆj(k + 1) = xˆj(k)  zij   sij(k)  (xˆi(k)  xˆj(k))
2
We point out that, since in the updating step only local information is required, the algorithm is
implemented in a distributed fashion and it exactly requires |Nj | + 5 communication rounds to
perform an iteration. Specifically the first |Nj | + 2 are due to the update of the variable s and
the last 3 are needed to update xˆ.
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Figure 2.3: Comparison of various algorithms considering the number of iteration (top panel) and number
of sent packets (bottom panel).
In this example we consider a random geometric measurement graph G built as in the previous
example. In Figure 2.3 we plot the behavior of J respect to the number of iterations and sent
packets. From these simulations, we observe that from an energy point of view the a-CL algorithm
is the most convenient since the eﬀective number of sent packets to achieve a certain estimation
error, is lower. On the other hand if no energy constraint is imposed, then BC is the fastest
algorithm, although not substantially faster than REK and a-CL.
As observed in [3] the local estimates of a-GL algorithm do not converge to the optimal solution,
but they oscillate around it. However, a-GL exhibits the fastest transient among all algorithms
and it is also energetically eﬃcient. In our recent work, we thus proposed to combine the a-
CL algorithm with the a-GL algorithm in order to have fast transient as well as guaranteed
exponential asymptotic convergence by using suitable switching strategies [38].
3
Multi-Robot Localization via GPS and Relative
Measurements
In this chapter we address the problem of multi-vehicle localization where the estimate has to be
performed in real-time and communication is achieved via wireless communication. We propose
to integrate less precise global sensors (GPS and compass) with more precise relative positioning
sensors (range and bearing sensors) in order to achieve global high accuracy. Intuitively, precise
range and bearing sensors would allow for the reconstruction of a relative formation but provides
no information about the global position and orientation of the formation. Diﬀerently, compass
and GPS installed in multiple vehicles can provide estimation of the centroid and orientation of
the whole formation. The fusion of these two types of information would allow an accurate global
positioning of all vehicles. The chapter is organized as follows. In Section 3.1 we introduce some
mathematical notation useful later on. In Section 3.2 we present the measurement model and we
formulate the maximum likelihood estimator and a possible linear approximation. In Section 3.3
we present a distributed and asynchronous solution of the problem highlighting its resilience to
packet losses. Section 3.4 reports the numerical results.
3.1 Mathematical Preliminaries
Resorting to standard graph theory, the estimation problem can be naturally associated with an
undirected measurement graph Gm = (V ; Em) where V 2 {1, . . . , N} represents the nodes and
Em ⇢ V ⇥ V contains the unordered pairs of nodes {i, j} which are connected to and measure
each other. We denote with Ni ✓ V the set {j | {i, j} 2 Em}, i.e. the neighboring set of
node i. An undirected graph Gm is said to be connected if for any pair of vertices {i, j} a path
exists, connecting i to j. In the problem at hand, we consider a communication graph among the
nodes which coincides with the measurements graph Gm. Moreover, broadcast and asynchronous
communications are assumed among the nodes. We denote with | · | the modulus of a scalar.
Assuming M to be the cardinality of Em, the incidence matrix A 2 RM⇥N of Gm is defined as
A = [aei], where aei = {1, 1, 0}, if edge e is incident on node i and directed away from it, is
incident on node i and directed toward it, or is not incident on node i, respectively. We denote
with the symbol k · k the vector 2-norm and with [·]T the transpose operator. The symbol  
represents the Hadamard product. Given a vector v 2 R2, the function atan2(·) : R2 ! [0, 2⇡]
returns its angle, i.e., v = kvkej atan2(v). Given a matrix v 2 R2⇥n, with vctr. we denote the vector
centroid, i.e., vcrt. = 1n
Pn
i=1 vi, where vi is the i- th row of the matrix. The symbol  x denotes the
standard deviation of the generic measurement x. The operator E[·] denotes the expected value,
while proj(·) : R ! R2 denotes the function proj(✓) = ⇥cos ✓ sin ✓⇤T . Finally, I denotes the
identity matrix of suitable dimensions.
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3.2 Problem Formulation
Consider the problem of estimating the 2D positions, expressed in a common reference frame, of N
nodes of a sensor network. Each node of the network is endowed with a set of sensors that provide
both relative and absolute measurements.
In the following, firstly, we introduce the statistical models exploited for each type of measure-
ments. Secondly, we formulate the non linear Maximum-Likelihood estimation problem. Thirdly,
we introduce a suitable linear and convex reformulation.
3.2.1 Measurement Model
We assume that the N nodes are provided with a GPS module, a compass, a relative range sensor,
and a relative bearing sensor. We denote with pi = (xi, yi), i 2 V , the 2D position of node i in a
common inertial frame, and with ✓i its orientation with respect to the inertial North axis, which
in the following we assume to coincide with the x-axis. Each sensor is described by the following
statistical model:
(i) The GPS measurement pGPSi = (xGPSi , yGPSi ) represents a noisy measurement of pi = (xi, yi).
We assume a normal distribution of the GPS measurements, that is pGPSi s N (pi, 2pI).
(ii) The compass provides a noisy measurement ✓Ci of ✓i. This is modelled according to an
angular Gaussian distribution (see, e.g., [51]) which approximates the Langevin distribution
[52]. This reads as proj(✓Ci ) s N
 
proj(✓i), 2✓I
 
.
(iii) The range sensor returns a noisy measurement rij of the distance between nodes i and j,
which is modelled according to a normal distribution, that is rij s N (kpi   pjk, 2r).
(iv) The bearing sensor returns a noisy measurement  ij of the bearing angle of the node j in the
local frame of node i. For  ij we adopt an angular Gaussian distribution model which reads
as proj( ij) s N
 
proj(atan2(pj   pi)  ✓i), 2 I
 
.
Remark 3.1 Observe that, in order to reduce the set-up cost, each node has access to highly
noisy absolute measurements together with relative measurements that are less prone to noise
than the absolute ones. In particular, the GPS sensors are usually characterized by a standard
deviation  p = 2 [m] [53],[54], while the compass by a standard deviation  ✓ = 0.05 [rad][55]. To
retrieve information about range and bearing diﬀerent methods can be used, e.g., depth-camera,
laser, ultrasound. Acceptable values for the standard deviation of these measurements might be
 r = 0.1 [m] and    = 0.03 [rad]. Due to the variability in the accuracy of the available sensors,
we will test our algorithm in a suﬃciently wide range of standard deviation values.
For the sake of simplicity, we consider that all the nodes are endowed with a GPS module.
However, a simple reformulation of the problem would still guarantee that all the results hold
even if a reduced number of nodes are provided with a GPS.
3.2.2 Maximum-Likelihood Estimator
We assume that all the measurements are independent and their probability distributions are
given in the previous section. It is possible to formulate the localization problem as a Maximum-
Likelihood (ML) estimation problem [56]. Let us define the state and measurements sets, respec-
tively, as
x = {p, ✓} = {pi, ✓i with i 2 V } ,
y =
 
pGPSi , ✓
C
i , rhk,  hk with i 2 V, (h, k) 2 Em
 
,
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where p := [p1, . . . , pN ]T and ✓ := [✓1, . . . , ✓N ]T . Then, the negative log-likelihood cost function
can be written as
J(x) :=   log f y |x  = Jp + J✓ + Jr + J  + c, (3.1)
where
Jp =
NX
i=1
kpi   pGPSi k2
2 2p
,
J✓ =
NX
i=1
  proj(✓Ci )  proj(✓i)  2
2 2✓
,
Jr =
MX
(i,j)=1
(rij   kpi   pjk)2
2 2r
,
J  =
MX
(i,j)=1
kproj( ij)  proj (atan2(pj   pi)  ✓i)k2
2 2 
,
and c is a constant term that does not depend on x and y. The minimization of the function
in (3.1) would provide the maximum-likelihood estimator for the nodes absolute positions and
orientations, i.e.:
bxML = argminx J(x). (3.2)
The ML estimator benefits of some properties regarding its mean and its asymptotic behavior.
In particular, consider the following equivalent parametrization of agents’ positions using their
centroid pctr. and corresponding deviation  pi. This reads as
pi = pctr. + pi,
X
i
 pi = 0, (3.3)
Let us also define  p = ( p1, . . . , pN ). Thanks to the new parametrization, equation (3.2) is
equivalent to: nbpMLctr., bpML, b✓MLo = argmin
{pctr., p,✓}
J(pctr., p,✓), (3.4)
s.t.
X
i
 pi = 0.
The previous reformulation allows us to prove the following lemma, which suggests how the ML
estimator exploits the GPS information to solve for the absolute positioning of the formation
centroid:
Lemma 3.2 Consider the negative log-likelihood cost function (3.1). Then, the maximum like-
lihood solution bxML which solves (3.4) is such that
bpMLctr. = pGPSctr. , (3.5)
where bpMLctr. := 1N PNi=1 bpi and pGPSctr. := 1N PNi=1 pGPSi .
Proof Observe that only the term Jp of the log-likelihood cost function depends on pctr.. Indeed,
J✓ is not a function of pi; while, both Jr and J  depend only on the diﬀerence between pi and pj
which, thanks to the equation (3.3) reads as
pi   pj = pctr. + pi   pctr.   pj =  pi   pj .
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It is then possible to consider only the log-likelihood relative to the GPS measurements. Specifically,
if we define pGPSi = pGPSctr. + pGPSi , it is possible to write
2 2pJp =
NX
i=1
kpctr. + pi   (pGPSctr. + pGPSi )k2
=
NX
i=1
 kpctr.   pGPSctr. k2 + k pi   pGPSi k2 + 2( pi   pGPSi )T (pctr.   pGPSctr. ) 
= Nkpctr.   pGPSctr. k2 +
NX
i=1
k pi   pGPSi k2,
where we used the facts
P
i pi = 0 and
P
i p
GPS
i = 0. To minimize the first term on the right
hand side we must have
pctr. = p
GPS
ctr. ,
which proves the lemma. }
We can also state some limit behavior in a scenario where range, bearing and compass noises are
very large or very small:
Lemma 3.3 For fixed GPS variance  p we have
(i) lim
max{ ✓, r,  }!0
bpMLi = pGPSctr. + pi ,
(ii) lim
min{ r,  }!+1
bpMLi = pGPSi .
Proof In the first scenario max{ ✓, r,  }! 0. This implies that the distributions for compass,
range and bearing measurements converge to delta distributions, implying that
rij ! kpi   pjk, ✓Ci ! ✓i,  ij ! ✓i + atan2(pj   pi).
From these expressions it easily follows that
bpj   bpi ! pj   pi = rijej( ij ✓Ci ), {j, i} 2 Em ,
i.e., the relative vectorial distances among the communicating nodes are perfectly known. Since
the graph is connected, it is possible to compute the exact vectorial diﬀerence among any two
agents in the network, and therefore also the exact distance of any agent from the true centroid
since:
 bpi = bpi   1
N
X
j
bpj = 1
N
X
j
(bpi   bpj)! 1
N
X
j
(pi   pj) =  pi.
Since bpi = bpctr. + bpi and from Lemma 3.2 we have bpctr. = pGPSctr. , then it follows the first part of
the lemma.
In the second scenario when min{ r,  }! +1 becomes arbitrary large, the probability distribu-
tion of range and bearing degenerate into an uniform distribution with infinite support. As so, the
terms Jr and J  become negligible as compared to Jp and J✓. Since the positions pi do not appear
in J✓, it follows that bpi results from the minimization of Jp, which gives bpi = pGPSi and, therefore,
the claim of the lemma. }
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Scenario 1) of Lemma 3.3 states that in the case where max{ ✓, r,  }! 0, the shape of the for-
mation is perfectly retrieved. In this case the only source of error between the estimated formation
and the ground-truth is given by the error between GPS centroid and the true centroid. Scenario
2) states that if the relative measurements accuracies deteriorate, the ML estimator will “trust”
the GPS measurements only.
Unfortunately problem (3.2) is highly non linear and hard to solve. In particular, it is known that,
if the angles are noise-free, the problem is linear [2]. Conversely, if the angles are not known, the
problem presents many local minima [57, 58]. One possible way to tackle it, is using a standard
gradient descent approach since the gradient vector of the log-likelihood function can be computed
in closed form using (3.1). However, such approach heavily suﬀers of bad initialization. In fact,
the presence of multiple local minima in the cost function (3.1) causes the algorithm to stop in the
wrong minimizer.
In the following, we resort to a suitable approximation which let us reformulate the problem in a
classical linear-least square framework.
3.2.3 An Approximated Linear Least-Squares Formulation
An approximated solution for the problem stated in (3.2), which exploits a suitable model lineariza-
tion, is now presented. The idea is to move from the polar coordinate system to the equivalent
Cartesian representation.
Indeed, assuming a perfect knowledge of range, bearing and compass, it is possible to express the
displacement dij between agent i and j as
dij := pi   pj = rij

cos( ij + ✓i)
sin( ij + ✓i)
 
. (3.6)
Since the measurements are aﬀected by noise, it is necessary to map the noise of range, bearing
and compass into the equivalent noise in Cartesian coordinates. Namely, given the noisy version
of (3.6), that is
dij = pi   pj + nij , (3.7)
where nij is the noise in Cartesian coordinate, we want to find the expression for its covariance,
E[nijnTij ] = ⌃ij , in terms of the statistical description of range, bearing and compass measurements
noises. After a first order expansion we obtain
⌃ij =

 2x(i, j)  xy(i, j)
 yx(i, j)  2y(i, j)
 
, (3.8)
where
 2x(i, j) =  
2
r cos
2( ij + ✓i) + r
2
ij( 
2
  +  
2
✓) sin
2( ij + ✓i),
 2y(i, j) =  
2
r sin
2( ij + ✓i) + r
2
ij( 
2
  +  
2
✓) cos
2( ij + ✓i),
 xy(i, j) =
 
 2r   r2ij( 2  +  2✓)
 
sin( ij + ✓i) cos( ij + ✓i).
Remark 3.4 Since the linear approximation introduced is based on a first order expansion, its
validity holds under the assumption of suﬃciently small measurement errors.
Remark 3.5 Note that ⌃ij is a function of the true values of range, bearing and compass. Since
it is not possible to have access to these data, in a real setup these quantities must be replaced
by their corresponding measured values.
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Once computed the displacements, it is possible to define the weighted residuals as
Jd =
1
2
X
{i,j}2Em
kpi   pj   dijk2⌃ 1ij .
Thanks to this, it is possible to define an approximation of the negative log-likelihood in (3.1),
which accounts for the GPS measurements and the displacements, as
JLS(p) = Jp + Jd. (3.9)
The minimization problem becomes
bpLS = argminp JLS(p) , (3.10)
which is a linear least-squares problem, thus convex, which can be solved in closed form. Specifi-
cally, assuming Gm connected, the optimal estimate is given bybpLS = (⌃ 1GPS +AT⌃ 1A) 1(⌃ 1GPSpGPS +AT⌃ 1d), (3.11)
where ⌃GPS =  2pI, ⌃ is the matrix which accounts for all the ⌃ij , and d and pGPS are the
vectors obtained stacking together all the relative distances defined in (3.7) and the GPS absolute
positions, respectively.
Remark 3.6 Note that the LS estimates only the absolute positions p without providing any
estimate of the absolute orientations. These are retrieved using the compass and exploited to
project the noise in rectangular coordinates.
Remark 3.7 Observe that, even if the linear least-squares problem returns an approximate
solution for the problem of equation (3.2), since the problem of equation (3.10) is convex, its
solution is unique.
For the LS estimator it is possible to show an optimal result similar to the one stated in Lemmas
3.2 and 3.3 for the ML estimator. We state the following:
Lemma 3.8 Consider the cost function (3.9). Then, the optimal solution bpLS which solves (3.10)
is such that
bpLSctr. = pGPSctr. . (3.12)
Moreover, for fixed GPS variance  p we have
lim
max{ ✓, r,  }!0
bpLSi = pGPSctr. + pLSi ,
lim
min{ r,  }!+1
bpLSi = pGPSi .
Proof The result follows with arguments similar to those used in Lemma 3.2 and 3.3. }
Observe that, to compute bpLS as in equation (3.10), one needs all the measurements, their covari-
ances and the topology of Gm to be available to a central computation unit. In the following section
we present a solution which is amenable for a distributed and asynchronous implementation. We
assume that a nodes i and j can communicate with each other only if {i, j} 2 Em. Remarkably,
the solution is robust to packet losses and delays in the communication channel.
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3.3 Distributed and Asynchronous Algorithm
In this section we present a distributed and asynchronous solution for the minimization prob-
lem (3.10), which is robust to communication delays and packet losses. The implementation pre-
sented is inspired by [37], where is shown that this strategy is eﬃcient both in terms of number of
iterations and number of sent packets per communication round, compared to existing alternative
strategies.
In the following:
(i) by distributed, we mean that there is no central unit gathering all the measurements pGPS
and d, having global knowledge of the graph Gm and computing bpLS directly; instead, each
node has limited computational and memory resources, and can communicate only with its
neighbors;
(ii) by asynchronous, we mean that there is no common reference time (generated, e.g., by a
centralized clock source) which keeps all the updating/transmitting actions synchronized
among all the nodes.
The algorithm we propose is based on a standard gradient descent strategy and employs an asyn-
chronous broadcast communication protocol; specifically during each iteration of the algorithm
there is only one node which transmits information to all its neighbors in the graph Gm. Fur-
thermore, the time between two consecutive iterations does not have to be constant. We refer
to this algorithm as the asynchronous gradient-based localization algorithm (denoted hereafter as
a-GL algorithm). For the sake of simplicity, from now on, the superscript LS in the single node
estimates will be dropped.
We assume that every node has access to its own measurements and the ones of its neighbors
nodes, as well as the associated covariances. Additionally we assume that node i, i 2 V , stores in
memory an estimate bpi of pi and, for j 2 Ni, an estimate bp(i)j of bpj .
The a-GL algorithm is shown in Algorithm 3. Let t0, t1, t2, . . . be the time instants in which the
iterations of the a-GL algorithm occur.
Algorithm 3 a-GL Algorihtm
Require: Node i 2 V store in memory the measurements pGPSi , dij , j 2 Ni, the variances  p, Nij and the neighbors
estimates bp(i)j , j 2 Ni.
1: for t = t0, t1, t2, . . . do
2: # Random node selection
3: Node i 2 V wakes-up
4: # Node i self update
5: bpi  bpi   ↵(i)  @JLS@pi
6: # Self-update broadcasting
7: bpi broadcast to j, j 2 Ni
8: # neighbors memory update
9: bp(j)i  bpi , 8j 2 Ni
In Algorithm 3, ↵(i) = [↵x(i) ↵y(i)]T is a suitable scale factor for the gradient step. Through
standard algebraic computations, one can see that:
@JLS
@pi
=
pi   pGPSi
 2p
+
X
j2Ni
⌃ 1ij (pi   pj   dij) .
Observe that in order to compute @JLS@pi , node i requires information only from its neighbors. This
makes the algorithm amenable for a distributed implementation. Since every node has available in
memory a copy of the neighbors estimate, a natural way to evaluate the gradient is
@JLS
@pi
=
bpi(t)  pGPSi
 2p
+
X
j2Ni
⌃ 1ij (bpi(t)  bp(i)j (t)  dij) ,
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It is possible to show that JLS does not increase if
0 < ↵x(i) 
0@ 1
 2p
+
X
j2Ni
( x(i, j) +  x(j, i))
1A 1 , (3.13a)
0 < ↵y(i) 
0@ 1
 2p
+
X
j2Ni
( y(i, j) +  y(j, i))
1A 1 , (3.13b)
where  x(h, k) and  y(h, k) represent the diagonal elements of ⌃ 1ij . In particular, if ↵(i) coincides
with the RHS of (3.13a) then the minimum of JLS is attained.
In the following we analyze the convergence properties and the robustness to packet losses and
delays of the a-GL algorithm.
3.3.1 Convergence Analysis in Presence of Packet Losses and
Communication Delays
In Algorithm 3 is presented a way to compute the linear least-squares solution of (3.10) in a
distributed and asynchronous fashion. In this section we consider an even more realistic scenario:
presence of delays and packet losses in the communication channel. Convergence of the a-GL
algorithm to the optimal LS solution is proven, provided that the network is uniformly persistent
communicating and the transmission delays and the frequencies of communication failures satisfy
mild conditions which we formally describe next. We introduce the following definition.
Definition 3.9 (Uniformly persistent comm. network) A network of N nodes is said to
be a uniformly persistent communicating network if there exists a positive integer number ⌧ such
that, for all t 2 N, each node perform lines 5 and 7 of the a-GL algorithm at least once within
the iteration-interval [t, t+ ⌧).
Moreover, the following assumptions characterize the communication non-idealities.
Assumption 3.10 (Bounded packet losses) There exists a positive integer L such that the
number of consecutive communication failures between every pair of neighboring nodes in the
graph Gm is less than L.
Assumption 3.11 (Bounded delays) Assume node i broadcasts its estimate to its neighbors
during iteration t, and, assume that, the communication link (i, j) does not fail. Then, there
exists a positive integer D such that the information bpi(t + 1) is used by node j to perform its
local update not later than iteration t+D.
Loosely speaking, Assumption 3.10 implies that there can be no more than L consecutive packet
losses between any pair of nodes i, j belonging to the communication graph. Diﬀerently, Assump-
tion 3.11 considers the scenario where the received packets are not used instantaneously, but are
subject to some delay no greater than D iterations.
The following result characterizes the convergence properties of the a-GL algorithm in the scenario
described by Definition 3.9 under Assumptions 3.10 and 3.11.
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Proposition 3.12 (Proposition V.3 in [59]) Consider a uniformly persistent communicating
network of N nodes running the a-GL algorithm over a connected measurement graph Gm. Let
Assumptions 3.10 and 3.11 be satisfied. Assume the weights ↵(i) satisfy Equations (3.13a)–
(3.13b). Moreover, assume that bpi, i 2 {1, . . . , N}, bp(i)j , j 2 Ni, be initialized to pGPS. Then the
following facts hold true
(i) the evolution t! bp(t) asymptotically converges to the optimal estimate bpLS, i.e.,
lim
t!1 bp(t) = bpLS;
(ii) the convergence is exponential, namely, there exists C > 0 and 0  ⇢ < 1 such that
kbp(t)  bpLSk  C⇢tkbp(0)  bpLSk. (3.14)
Proof The proof can be found in [59]. }
3.4 Simulations
In this section, we test the eﬀectiveness of the proposed algorithm. We consider a group of robots:
• placed on a 2D lattice formation;
• regularly spread with an inter-node distance of 4 meters.
We assume each agent to be endowed with:
• a GPS sensor characterized, according to [53],[54], by  p = 2 [m];
• a compass sensor characterized by, according to [55], by  ✓ = 0.05 [rad];
• a range and a bearing sensors with standard deviations  r and   , respectively. Acceptable
values are  r = 0.1 [m] and    = 0.03 [rad]. However, due to their variability, we test our
algorithm in a suﬃciently wide range of standard deviation values.
The reminder of the section is organized as follows:
(i) in Section 3.4.1, we briefly describe the performance measures used, later on, to test our
algorithms;
(ii) in Section 3.4.2, we analyze the steady state behavior of the a-GL algorithm with respect to
the ground truth, for increasing number of nodes N and for diﬀerent values of  r and   ;
(iii) in Section 3.4.3, we analyze the transient behavior (convergence analysis) of the a-GL algo-
rithm in terms of number of iterations with respect to the optimal configuration obtained
from (3.11).
3.4.1 Performance Measures
For the steady state analysis of Section 3.4.2, the estimated positions are compared with the
ground truth in terms of Mean Squared Error (MSE). Specifically, by denoting the generic vector
of positions estimate bp = [bp1, . . . , bpN ]T where bpi = (bxi, byi), the MSE of the positions is equal to
MSE(bp,p) = E ⇥kbp  pk2⇤ . (3.15)
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By defining the centroids of the estimated x and y coordinates as
bxctr. := 1
N
NX
i=1
bxi , byctr. := 1
N
NX
i=1
byi ,
and those of the true x and y coordinates as
xctr. :=
1
N
NX
i=1
xi , yctr. :=
1
N
NX
i=1
yi ,
the MSE can be rewritten as
MSE(bp,p) = Eh NX
i=1
 
(bxi   bxctr.)  (xi   xctr.) + (bxctr.   xctr.) 2+ 
(byi   byctr.)  (yi   yctr.) + (byctr.   yctr.) 2i .
It is convenient to define the displacements from the centroid and the diﬀerence between the
centroids for the x coordinate as
 xi := xi   xctr.,  bxi := bxi   bxctr.,  xctr. := bxctr.   xctr. ,
and similarly  yi,  byi and  yC those for the y coordinate. We recall the fact that
NX
i=1
 xi =
NX
i=1
 yi =
NX
i=1
 bxi = NX
i=1
 byi = 0 .
After some algebraic manipulations it is possible to write
MSE(bp,p) = MSECtr. +MSERel.Disp. ,
where
MSECtr. := E
⇥
 x2C + y
2
C
⇤
, (3.16a)
MSERel.Disp. := E
"
NX
i=1
( bxi   xi)2 + ( byi   yi)2# , (3.16b)
represent theMSE of the centroids and of the relative displacement from the centroid, respectively.
Note that the
MSECtr. =
 2p
N
,
so, it scales with the number of nodes and tends to zero as N !1.
For the transient analysis of Section 3.4.3, we compare the performance of the a-GL algorithm
with the steady state estimate obtained with the LS centralized algorithm, i.e.,
kbp(t)  bpLSk. (3.17)
As shown in equation (3.14), the a-GL exponentially converges to the centralized solution.
Remark 3.13 (Numeric MSE) Observe that the theoretic MSE cannot be exactly com-
puted. In the following, we plot the numeric MSE computed via Monte Carlo simulations.
Remark 3.14 (Dependence between  r and   ) In the following we test the proposed al-
gorithm as a function of the relative measurements standard deviations,  r and   . We vary only
the range standard deviation since the bearing measurements accuracy is assumed to depend
on the range accuracy as    = atan2( r, 43 ) which let us approximately draw samples in a ball
centered in the true positions.
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3.4.2 Steady State Analysis
In this section, we analyze the steady state behavior of the a-GL algorithm for increasing N and
for diﬀerent values of  r and   .
Figure 3.1 shows the absolute positions of the GPS measurements, the a-GL estimate and the
minimizer of the log-likelihood, respectively. It can be seen how, thanks to the additional relative
information, the estimates outperforms the GPS measurements.
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Figure 3.1: Absolute positions for a formation of robots with N = 9,  r = 0.1 [m] and    = 0.03 [rad]. The
black dashed line highlights the shape of the real formation.
Remark 3.15 As outlined, the ML estimation problem is highly non-linear and characterized
by many local minima. Then, the ML estimate has been computed by exhaustive search around
the ground truth.
Figure 3.2 shows the behavior of the MSE of equation (3.15) for increasing N . Specifically, the
MSE has been split into its components related to the centroid and the relative displacement,
equations (3.16a)–(3.16b), respectively. It can be seen how theMSECtr. tends to zero for N !1,
while MSERel.Disp. remains almost constant and on the same order of magnitude of  2r . From the
plot, it can be understood that there are mainly two sources of error: one related to the absolute
position reconstruction, which is obtained from the GPS information; one depending on the relative
information. Thanks to accurate relative information, it is possible to reconstruct the shape of the
formation with an error comparable to that of the relative measurements. The absolute formation
position, which is recovered from the GPS, for small number of agents is the greater source of error,
but improves with the number of robots as 1N . As already outlined, the proposed solution can be
used seamlessly in scenario where not all the robots are equipped with GPS sensors. In this case,
the absolute positions error scales with the number of agents equipped with a GPS module.
Figure 3.3 shows the absolute positions MSE, equation (3.15), for increasing values of  r. The
plot shows the behavior of the a-GL algorithm (red line) compared with the behavior of the
maximum likelihood estimator (green line). Moreover, some limit behaviors are plotted: theMSE
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Figure 3.2: Absolute positions MSE, computed via Monte Carlo simulations, as function of the number of
nodes for  r = 0.1 [m] and    = 0.03 [rad].
of the GPS measurements (blue dashed line); the MSE of the mean of the GPS measurements
(black dashed line). The limit behaviors, according to Lemma 3.8, are due to the following facts:
• for increasing values of  r the relative sensors information becomes useless and the estimator
will “trust” mainly the GPS measurements;
• for small values of  r the shape of the formation is “perfectly” known. So, the only source
of error is due to the displacement of the GPS mean from the ground truth mean.
Figure 3.3 shows how the a-GL algorithm behaves similarly to the ML estimator for the whole
range of  r. In addition to this, for values of  r within 0.1÷ 0.5 [m], which characterize practical
operating sensors range, the a-GL algorithm mimics almost perfectly the ML estimator.
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Figure 3.3: Absolute positions MSE, computed via Monte Carlo simulations, as function of  r
 
   =
atan2( r,
4
3 )
 
for N = 9. The dark orange vertical dashed-dotted line highlights the behavior corresponding
to  r = 0.1 [m].
3.4.3 Transient Analysis
In this section we analyze the transient behavior of the a-GL algorithm in presence of packet
losses and communication delays. At each iteration, a node, randomly chosen, wakes up, updates
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its state and communicates its estimate to node j 2 Ni. We assume independent communication
links between neighboring nodes, each of them characterized by a certain failure probability. Figure
3.4 plots, in logarithmic scale, the error in (3.17) between the a-GL estimated formation and the
optimal LS solution, computed using (3.11). The diﬀerent lines correspond to diﬀerent percentages
of packet losses. As expected, the higher is the losses the slower is the convergence. Note that, in
a real set-up, diﬀerent nodes could wake up and update their estimates at the same time. This
could increase the possibility of communication collision but at the same time could speed up the
convergence rate.
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Figure 3.4: Comparison between the a-GL solution and the optimal centralize LS solution, for diﬀerent
percentages of packet losses.
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4
Coverage
In this chapter we analyze the framework of coverage the area of interest while estimating the non-
uniform measurable field of event appearance from noisy measurements collected by the robots. We
consider a realistic scenario where communication is performed over an unreliable wireless network
subject to packet losses or delays. In particular we start from the Voronoi optimization problem,
which can be solved using the Lloyd algorithm, however it requires the knowledge of a sensory
function that it may not be known in advance. Under a client-server communication scheme we
present an algorithm capable of estimating the unknown sensory function and perform the coverage
in a complete robust fashion. The estimate is proved to converge to the real sensory function and
the final configuration of the robots can be arbitrarily close to an optimal partitioning that would be
obtained if the sensory function would be known since the beginning. The estimation is performed
through the classical Gaussian regression and to overcome its limitation on the computational
complexity we also present an approximated solution based on a grid. This approach is shown to
be much more eﬃcient and also guarantees the convergence of the estimated sensory function to
the real one in all the points of the grid. The chapter is organized as follows. In Section 4.1 some
mathematical preliminaries and notions on Voronoi partitioning and coverage control are recalled.
In Section 4.2 we formulate the problem at hand, and in Section 4.3 we briefly review Gaussian
non-parametric estimation. Section 4.4 presents the main algorithm and its convergence analysis.
In Section 4.5 we discuss numerical considerations and we present an approximated algorithm and
its properties. In Section 4.6 we test the proposed algorithms via extensive numerical simulations.
4.1 Mathematical Preliminaries
In this section we recall some mathematical preliminaries which will be useful later on.
4.1.1 Bernoulli Trial
In probability theory a Bernoulli trial is a random experiment with exactly two possible outcomes,
“success” and “failure” , in which the probability of success is the same every time the experiment is
conducted [60]. More formally, given a value ⌘ 2 [0, 1], then a Bernoulli trial ⌘ ⇠ B(⌘), ⌘ 2 {0, 1}
is defined as
⌘ =
(
1 with probability ⌘ ,
0 with probability 1  ⌘.
4.1.2 Voronoi Partitions
Let X be a compact and convex polygon in R2 an let k · k denote the Euclidean distance function.
Let µ : X ! R>0 be a distribution sensory function defined over X . Within the context of this
paper, a partition of X is a collection of N convex polygons P = (P1, . . . ,PN ) with disjoint interiors
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whose union is X . Given the list of N distinct points in X , x = (x1, . . . , xN ), we define the Voronoi
partition W(x) = {W1(x), . . . ,WN (x)} generated by x as
Wi(x) = {q 2 X | kq   xik  kq   xjk, 8j 6= i} . (4.1)
which can be shown to be convex [61]. Given a partition P = (P1, . . . ,PN ), for each region Pi,
i 2 {1, . . . , N}, we define its centroid with respect to the sensory function µ as
ci(Pi) =
✓Z
Pi
µ(q)dq
◆ 1 Z
Pi
qµ(q)dq.
We denote by
c(P) = (c1(P1), . . . , cN (PN ))
the vector of regions centroids. A partition P = (P1, . . . ,PN ) is said to be a Centroidal Voronoi
partition of the pair (X , µ) if
P =W(c(P)) ,
namely if P coincides with the Voronoi region generated by c(P).
Given a partition P = {P1, . . . ,PN} and a sensory function µ we introduce the Coverage function
H(P;µ) defined as
H(P;µ) =
NX
i=1
Z
Pi
kq   ci(Pi)k2µ(q)dq .
For a fixed sensory function µ, it can be shown that the set of local minima of H coincides with
the Centroidal Voronoi partitions of the pair (X , µ) [61].
4.1.3 Coverage Control Algorithm
Let X be a convex and closed polygon in R2 and let µ be a sensory function defined over X .
Consider the following optimization problem
min
P
H(P;µ).
The coverage algorithm we consider is a version of the classic Lloyd algorithm [62] based on
“centering and partitioning” for the computation of Centroidal Voronoi partitions. Given an initial
condition P(0) the algorithm cycles iteratively the following two steps:
(i) computes the centroids of the current partition, namely c(P);
(ii) updates P to the partition W(c(P)).
In mathematical terms, for k 2 N, the algorithm is described as
PL(k + 1) =W(c(PL(k))) , (4.2)
where the upperscript L indicates the sequence generated by the Lloyd algorithm. Clearly, by
construction PL(k) are all Voronoi partitions for k   1. It can be shown, [63], that the function
H(P;µ) is monotonically non-increasing along the solutions of (4.2) and that all the solutions of
(4.2) converge asymptotically to the set of centroidal Voronoi partitions. It is well known, [63],
that the set of centroidal Voronoi partitions of the pair (X , µ) are the critical points of the coverage
function H(P;µ).
4.2 Problem Formulation
We consider a group of N robots, all with sensing capabilities and communicating with a Base
Station (BS). They are displaced and allowed to move in an area represented by the convex set
X . Their goal is to simultaneously estimate an unknown map µ : X ! R and to provide a good
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partitioning P for minimizingH (P;µ). To be more precise µ is modelled as the realization of a zero-
mean Gaussian random field with covarianceK : X⇥X ! R. Without loss of generality, we restrict
our attention to radial Mercer kernels, i.e. K(a, b) = h(k a  b k), such that if k a  b kk c  d k
then h(k a   b k)  h(k c   d k) and K(x, x) =  , 8x 2 X . The function µ is assumed to be
unknown to both the robots and the BS. Each agent i 2 {1, . . . , N} is required to have the following
basic computation, communication and sensing capabilities:
(C1) it can identify itself to the BS and can send information to the BS, however the transmission
can fail with probability 1    with   > 0;
(C2) it can measure the function µ in the position it occupies; specifically, if xi denotes its current
position, it can take the noisy measurement
y(xi) = µ(xi) + ⌫i,
where ⌫i v N(0, 2) is independent of the unknown function µ and of all other measurement
noises ⌫j ;
(C3) it can move to a target-point bi transmitted by the BS.
The BS must have the following capabilities:
(C4) it can store all the measurements taken by all the robots;
(C5) it can store the last position of all the robots;
(C6) it can compute centroids and Voronoi regions of all the robots;
(C7) it can send information periodically to all robots every T seconds;
(C8) it can send information to each robot i, however the transmission can fail with probability
1    with   > 0;
(C9) it can compute and store an estimate bµ of the function µ and its posterior variance V .
We also assume a simple robots’ dynamics with the following discrete update law:
xi,k+1 = xi,k + ui,k, 8i 2 {1, . . . , N}, (4.3)
where xi,k = xi(kT ), i.e., each robot can move from location xi,k at time t = kT to any desired
location xi,d = xi,k+1 at time t = (k + 1)T . The ultimate goal is to position the robots in the
centroids of a good partition that minimizes H(P;µ). This is a challenging problem since we have
to deal with the well known exploration-exploitation dilemma:
(i) to have a good partition with respect to µ we need a good estimate of µ which implies having
the robots moving around the environment in order to explore it;
(ii) as mentioned in the introduction, to minimize the expected weighted time to monitor a new
event, it is necessary to position the robots in the centroids of a specific partition and to keep
them idle.
Intuitively, a good strategy should initially promote exploration and later, as the estimate bµ of the
true map µ becomes more accurate, the robots should transition to exploitation. As shown later,
the strategy that we propose smoothly transitions from the exploration phase to the exploitation
phase as suggested by this intuition. We address this problem in the context of a client-server
architecture, see Figure 4.1, under a communication model which takes into account possible packet
losses on both ways, i.e. from robots to BS and BS to robots.
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Figure 4.1: The figure illustrates the setup used in the simulations.
4.3 Function Estimation and Posterior Variance
Computation
We assume that each robot takes only one measurement within the time window (kT, (k + 1)T )
we indicate this measurement as yi,k = y(xi,k). Once the measurement is taken, it is immediately
transmitted to the BS. We also define with  i,k 2 {0, 1} and  i,k 2 {0, 1} the variables that indicate
whether the k-th message from the i-th robot to the BS, and k-th message from the BS to the
i-th robot have been received, respectively, i.e.,  i,k = 1 (resp.  i,k = 1) if the k-th message from
the i-th robot to the BS (resp. from the BS to the i-th robot) has been received successfully and
 i,k = 0 (resp.  i,k = 0) otherwise. We define with Jk the set of measurements successfully received
by the BS, i.e
Jk := {(xi,k, yi,k) | i,k = 1, i = 1, . . . , N},
and the complete information set Ik available at the base station as follows:
Ik = Ik 1 [ Jk, 8k   1,
where I0 = ;.
Let mk be the cardinality of the set Ik, i.e., mk = |Ik|, and, for notational convenience, let us
relabel Ik as
Ik =
n⇣
x(h), y(h)
⌘
|h 2 {1, . . . ,mk}
o
,
where
 
x(h), y(h)
 
= (xi,t, yi,t) for some i 2 {1, . . . , N} and some t 2 {1, . . . , k} such that  i,t = 1.
As shown by [64] and [65], the minimum variance estimate of µ given Ik can be computed as:
bµk(x) = E [µ(x)|Ik] = mkX
i=1
c(i)K(x(i), x), x 2 X , (4.4)
where 264 c
(1)
...
c(mk)
375 = (K¯k +  2I) 1
264 y
(1)
...
y(mk)
375 ,
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and
K¯k =
264 K(x
(1), x(1)) . . . K(x(1), x(mk))
...
...
K(x(mk), x(1)) . . . K(x(mk), x(mk))
375 . (4.5)
The a posteriori variance of the estimate, in a generic input location x 2 X , is
Vk(x) = Var [µ(x)|Ik] = K(x, x) 
⇥
K(x(1), x) . . . K(x(mk), x)
⇤
(K¯k +  
2I) 1
264 K(x
(1), x)
...
K(x(mk), x)
375 . (4.6)
4.4 r-EC Algorithm
To achieve the goal described in Section 4.2, we propose the robust Estimation and Coverage algo-
rithm described in Algorithm 4 (denoted hereafter as r-EC algorithm). The algorithm is divided in
two parts, the first is the code executed by the BS and the second is the code executed by the robots.
For each k 2 N the BS stores in memory the estimate bµk(x) of the function µ(x) and its posterior
Vk(x), a partition Pk = {P1,k, . . . ,PN,k}, the corresponding list of centroids bck = {bc1,k, . . . ,bcN,k},
the positions of the robots (x1,k, . . . , xN,k) and all the measurements received up to k by the robots,
Ik. The BS collects the new positions xi,k and the sensed function µ in xi,k, i.e. yi,k = µ(xi,k)+⌫i,k,
for all robots i who transmit successfully. The BS, based on the newly gathered measurements and
on the past measurements, computes a new estimate bµk of µ exploiting the technique explained
in Section 4.3. Additionally, the BS updates the partition Pk, setting Pk = W(bck 1) and the
corresponding new centroids bck. It is quite intuitive that in order to improve the quality of the
estimate of the function µ, the measurements have to be taken to reduce as much as possible the
posterior variance Vk(x). To do so the r-EC algorithm uses a monotonically increasing function
F (Mi,k), as for example F (x) = x, where Mi,k is the maximum of the posterior in the Voronoi
region of the agent i at time k. The algorithm decides whether a robot has to perform exploration
or to move to the centroid, using a randomized strategy based on the value F (Mi,k), i.e. the higher
the value of F (Mi,k), the higher is the probability to perform an exploration step, and vice-versa.
If an agent i is selected to perform exploration, the BS identifies the next target point for this
agent by determining the point with maximum posterior variance in its current patrolling region
Pi,k. The target points are then sent by the BS to each robot every period T . The communication
between the BS to a single robot is not realiable and packets can be lost. If the agent receives
the target point, then it moves there to take the next sample measurement, otherwise it takes no
measurement and remains still till the next target point arrives, therefore robots do not need to
be synchronized with the BS.
4.4.1 Convergence Analysis
In this section we provide the mathematical characterisation of the proposed r-EC algorithm. The
following proposition states that, if the packet loss probability is smaller than unity and under a
mild condition on the threshold policy F (·) which determines whether an agent has to perform
either an exploitation or an exploration step, the estimated map bµk converges to the true map µ.
Proposition 4.1 Let us consider the r-EC algorithm. Let F (M) : [0, 1]! [0, 1] be a continuous
and monotonically increasing function such that F (M) > 0 for M > 0. If P[ i,k = 1] =   > 0
and P[ i,k = 1] =   > 0. Then bµk P ! µ,
where the convergence is in the space of the continuous functions (sup-norm).
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Algorithm 4 r-EC Algorithm
1: BASE STATION
Require: The BS stores in memory bµk,Vk(x), Ik, and has a clock that triggers an event every T
seconds.
2: if k = nT, n 2 N then
3: Listen:
4:
5: for i=1,. . . ,N do
6: if BS  (xi,k, yi,k) then
7: Ik = Ik [ {xi,k, yi,k}
8: Estimate update:
9: Pi,k =Wi(bck 1), eq.(4.1)
10:
11: bµk(x) = E [µ(x) | Ik], eq.(4.4)
12:
13: Vk(x) = Var [µ(x) | Ik], eq.(4.6)
14:
15: bci,k = (RPi,k bµk(q)dq) 1 RPi,k qbµk(q)dq.
16: Target-Points computation:
17:
18: Mi,k =
maxx2Pi,k Vk(x)
  , 8i
19:
20: pi,k = F (Mi,k)
21:
22: ⌘i,k ⇠ B(pi,k)
23: if ⌘i,k = 1 then
24: bi,k = argmaxx2Pi,kVk(x)
25: else
26: bi,k = bci,k
27: Target-Points Transmission:
28:
29: xi,k+1 = bi,k (i.e. ui,k = bi,k   xi,k), 8i
30: ROBOTS
Require: A clock with sample time T or a submultiple of T .
31: if k = nT, n 2 N then
32: Measurement collection: yi,k = µ(xi,k) + vi,k
33: Measurement transmission: (xi,k, yi,k)  ! BS
34: Listen:
35: if BS ! bi then
36: xi,k+1 = bi (alternatively ui,k = bi,k   xi,k)
37: Move to the new target-point.
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Proof Without loss of generality, a system with only one agent is considered. For every ✏ > 0,
define the process x¯k as follows:
x¯k =
8>>>><>>>>:
xk if Mk   ✏
Ck with probability (1  p✏)  if Mk < ✏
Ek with probability p✏  if Mk < ✏
x¯k 1 with probability 1    if Mk < ✏
(4.7)
where p✏ = minx2[✏,1] F (x),   is the probability that an agent transmits successfully a packet to the
base station, Ck is the location of the centroid and Ek is the location where the posterior variance
attains its maximum. We also define I¯k as the set of measurements collected by the process x¯k
up to instant k, V¯k(x) = Var
⇥
µ(x)|I¯k
⇤
the posterior variance at the input location x associated to
the process x¯k and M¯k the maximum of V¯k w.r.t. x. First, we prove that 8✏   0, 8  2 (0, 1] there
exists k0 such that, 8k   k0, one has:
P [Mk  ✏]   1   .
Note that one always has
P
⇥
M¯k  ✏
⇤
= P [Mk  ✏] , (4.8)
since the two processes xk and x¯k coincide up to time instant k and, after k, both Mk and M¯k are
less than ✏ due to definition (4.7). In view of (4.8), our strategy is to prove that x¯k satisfies the
desired condition which then will immediately extend to xk. As also clear in the sequel, the key
advantage of using x¯k, in place of xk, is that it avoids the introduction of conditional probability
measures diﬃcult both to define and to handle.
Now, consider the subsequence x¯kj extracted by x¯k such that ki < ki+1for every i and for every
kj the agent is moving to Ekj . The length of this subsequence is infinite with probability one since
x¯k can move to the the maximum posterior variance location with probability at least p✏  at every
k. It is an elementary algebraic fact that, for every ✏ > 0, there exists a pair ↵¯ and m¯ such that:
   (   ↵¯)
2
 +  
2
m¯
 ✏.
By the continuity of the kernel, there exists a finite partition, function of ✏, ↵¯, m¯, given by all the
subsets Dj ✓ X such that K(x, x⇤)       ↵¯, 8x, x⇤ 2 Dj (recall that K(x, x) =  ). Since there
is a finite number of subsets Dj , at least one of them is visited infinite times by the subsequence
x¯kj with probability one. This implies that, with probability not smaller than 1   , there always
exists a time instant ka such that Dj has been visited at least m¯ times and another instant kb > ka
where Dj is visited again. Now it is not restrictive consider only m¯ measurements falling in Dj ,
denoted by zj1, . . . , z
j
m¯ and collected on the input locations x¯
j
1, . . . , x¯
j
m¯. Let K¯j be the m¯⇥m¯ kernel
matrix with (k, i) entry
[K¯j ]ki = K(x¯
j
k, x¯
j
i ),
i.e. obtained sampling the kernel K on the input locations falling in Dj . We have Tr(K¯j) =P
⇤(K¯j) = m , where ⇤(K¯j) is the set of real and non negative eigenvalues of K¯j . Then, one has
K¯j   m¯ I so that
(K¯j +  
2)   (m¯ +  2)I) (K¯j +  2) 1 ⌫ (m¯ +  2) 1I.
It comes that, with probability at least 1   , for every input location x 2 Dj one has
Var [µ(x)|Ik]  Var
h
µ(x)|zj1, . . . , zjm¯
i
= K(x, x) 
h
K(x¯j1, x) . . . K(x¯
j
m¯, x)
i
(K¯j +  
2I) 1
264K(x¯
j
1, x)
...
K(x¯jm¯, x)
375 
   
Pm¯
h=1K(x¯
j
h, x)
2
m¯ +  2
    m¯(   ↵¯)
2
m¯ +  2
=    (   ↵¯)
2
 +  
2
m¯
 ✏.
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The above equations show that, with probability not smaller than 1   , maxx2Dj V¯ka(x)  ✏ and
M¯kb  ✏. In fact, since at instant kb the subset Dj is visited again, the input location where V¯kb is
maximized falls again in Dj and can not exceed ✏. In view of (4.8), this implies that Var [µ(x)|Ik]
is converging uniformly to zero in probability. Now, define eµk = µ   bµk. From the Chebyshev
inequality, we have that for every x
P
⇥|eµk(x)|  sd | Var [µ(x)|Ik] = d2⇤   1  1
s2
8x, s. (4.9)
Note that the conditioning event is the posterior variance of the reconstruction error which has
been just proved to go uniformly to zero in probability. Now, fix another arbitrary ✏ > 0, 0 <   < 1
and define  ¯ = 1 p1   . Then, we can find k0 such that 8k   k0, with probability at least 1   ¯,
one has
max
x
Var [µ(x)|Ik]   ¯✏2.
Setting s2 = 1/ ¯ in the Chebyshev inequality above, since the conditioning event holds with
probability at least 1   ¯, we obtain that 8k   k0 the event
|eµk(x)|  sd = ✏p ¯p
 ¯
= ✏
has probability not smaller than (1 s 2)(1   ¯) = (1   ¯)2 = 1  . This shows that, in probability,eµk is going to zero in the sup-norm topology and concludes the proof. }
We remark that the choice for the function F (·) leaves a certain degree of freedom to the designer
since it allows to regulate exploration versus exploitation, as it will be shown in the simulations. For
example, the previous proposition include as a special case, the strategy that performs exploration
only, i.e. F (M) = 1, 8x. As so, the proposed algorithm can also be interpreted as a cooperative
strategy for optimal sampling. It is also possible to show that the trajectory generated by the
proposed algorithm eventually behaves as the traditional Lloyd algorithm. This is formally stated
in the following proposition:
Proposition 4.2 Let assumptions of Proposition 4.1 hold and F (0) = 0. For any 0 <   < 1, ✏ >
0 and integer N , there exists a suﬃciently large k¯ such that, if cL
k¯
= bck¯, then
P
h   bck¯+k   cLk¯+k     ✏i   1   , k = 0 . . . , N. (4.10)
Proof Let U be the set of all the continuously diﬀerentiable sensory functions defined over X . Let
U be equipped with a norm k · k, for instance, kµk = maxx2X µ(x).
Let us define G (c;µ) : XN ⇥ U 7! XN as
G (c;µ) = c (W (c)) ,
where the operator c computes the centroids according to the sensory function µ. It is known
that the map G, above defined, is continuous on both arguments (see [66]). Observe that cLk+1 =
G
 
cLk ;µ
 
and cˆk+1 = G (cˆk; µˆk).
We can write
kcˆk+1   cLk+1k = kG (cˆk; µˆk) G
 
cLk ;µ
  k
= kG (cˆk; µˆk) G (cˆk;µ) +G (cˆk;µ) G
 
cLk ;µ
  k
 kG (cˆk; µˆk) G (cˆk;µ) k+ kG (cˆk;µ) G
 
cLk ;µ
  k .
Since the operator G is continuous on XN and since XN is a compact set, it follows that there
exists Lµ > 0 such that
kG (cˆk;µ) G
 
cLk ;µ
  k  Lµkcˆk   cLk k.
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On the other hand, since G is continuous on U it follows that there exists Lµ;cˆk such that
kG (cˆk; µˆk) G (cˆk;µ) k  Lµ;cˆkkµˆk   µk.
Let L¯µ = maxc2XN Lµ;c, then,
kG (cˆk; µˆk) G (cˆk;µ) k  L¯µkµˆk   µk.
Summarizing we have obtained that
kcˆk+1   cLk+1k  Lµkcˆk   cLk k+ L¯µkµˆk   µk.
Assuming that there exists a positive integer k¯ such that kµˆk µk  ⇠ for all k   k¯, and such that
cˆk = cLk , then it follows, for k   k¯,
kcˆk   cLk k 
kX
j=k¯
L(j k¯)µ L¯µ⇠ .
From Proposition 4.1, it follows that for any positive integer N , positive real number ✏ and real
number   such that 0 <   < 1, there exist a positive real number ⇠ > 0 and a positive integer
number k¯ such that the following two facts are verified
• P ⇥kµˆk   µk  ⇠ for all k 2  k¯, . . . , k¯ +N ⇤   1   ,
• PNj=k¯ L(j k¯)µ L¯µ⇠  ✏.
This concludes the proof. }
Proposition 4.2 states that for suﬃciently large k, since the sensory function can be estimated
with arbitrary accuracy, then the r-EC algorithm mimics in probability, with arbitrary accuracy,
the Lloyd algorithm. Equivalently, the centroid sequence generated by Lloyd and the one generated
by the r-EC algorithm evolve arbitrarily close to each other for an arbitrary long but finite time.
See Figure 4.2 for an intuitive graphical representation.
cLk¯ = bck¯
bck c
L
k¯+1
bck¯+1
cLk¯+N
bck¯+N
"
Figure 4.2: Graphical illustration of what stated in Proposition 4.2.
4.5 Numerical Considerations
In this section we outline some aspects regarding the numerical implementation of the estimation
process of Section 4.3. First, we present a convenient procedure to speed up the Gaussian estimation
process. Second, to further speed up the algorithm execution time, we introduce an approximated
version of the r-EC algorithm which relies on a discretization of the working area X . Accordingly,
the result stated in Proposition 4.1 will be relaxed.
4.5.1 Online Gaussian Estimation
In this section we present a method to reduce the execution time of equations (4.4) and (4.6) used
to estimate the sensory function µ and to compute the posterior variance, respectively. From a
time computational complexity point of view, the most expensive operation is represented by the
matrix inversion
(K¯k +  
2I) 1 .
62 CHAPTER 4. COVERAGE
Observe that, at iteration k, the dimension of the sampled kernel, K¯, is equal to mk ⇥mk where
mk is the number of measurements taken by the robots up to iteration k. By recalling the fact
that the computational complexity for the inversion of a n⇥ n matrix is approximately O(n3), it
follows that the computational complexity of the r-EC algorithm grows as the cube of the number
of measurements collected. In order to speed up the computational time, it is worth noting that the
K¯ matrix does not entirely change at each iteration. Indeed, recalling equation (4.5) and denoting
with K¯k the sampled kernel matrix at iteration k, we have that
K¯k+1 =

K¯k K¯k+1,12
K¯Tk+1,12 K¯k+1,22
 
, (4.11)
where
K¯k+1,12 =
264 K(x
(1), x(mk+1)) · · · K(x(1), x(mk+1))
...
K(x(mk), x(mk+1)) · · · K(x(mk), x(mk+1))
375 ,
K¯k+1,22 =
264K(x
(mk+1), x(mk+1)) · · · K(x(mk+1), x(mk+1))
...
K(x(mk+1), x(mk+1)) · · · K(x(mk+1), x(mk+1))
375 .
Equation (4.11) highlights a recursive way to build the sampled kernel matrix K¯ which, at each
iteration, does not have to be entire recomputed. In order to take advantage of the same recursive
structure for the inverse operation, it is convenient to exploit the Schur complement to compute
the block matrix inversion which, given a block symmetric matrix
M =

A B
BT D
 
,
lets us compute the inverse as
M 1 =

A 1 +A 1B(D  BTA 1B) 1BTA 1  A 1B(D  BTA 1B) 1
 (D  BTA 1B) 1BTA 1 (D  BTA 1B) 1
 
. (4.12)
In our case, the block A 1 corresponds to (K¯ 1k + 
2I) 1, while D is of dimension (mk+1 mk)⇥
(mk+1 mk) and depends only on the new measurements taken during iteration k+1. So, to com-
pute the inverse of the matrix (K¯k+1+ 2I) only the inversion ofD plus some matrix multiplications
are required. Observe that, in average, the number of new measurements taken during an iteration
of the algorithm, is  ¯N and, hence, mk ' k ¯N . Thanks to this implementation the computational
complexity of the r-EC algorithm can be reduced from O(k3 ¯N3) to O(k2 ¯3N3) where the latter,
represents the computational complexity of the most expensive matrix multiplication in the inverse
computation of equation (4.12). Finally, observe the computational complexity per iteration is not
constant but grows quadratically in the number of iterations, i.e., the computational complexity
is unbounded. To overcome this problem, in the next section we provide a modified version of the
proposed algorithm whose computational complexity per iteration is constant.
4.5.2 Grid Based Approximation
In this section we present a modified version of the r-EC algorithm which is light and fast and
then suitable for numerical implementation. We refer to it as the r-EC-grid algorithm. The idea
relies on a spatial discretization of the continuous convex domain X . In particular, we constrain
the robots to collect measurements from a set of predetermined finite number of input locations
which are obtained thanks to a discretization of X . To do so, we now introduce a sampled version
of the original space X .
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Definition 4.3 (Sampled Space) Consider the finite set of m input locations Xgrid :=
{xgrid,1, . . . , xgrid,m} ⇢ X where X ⇢ R2 is a convex and closed polygon. Given the scalar
  > 0, we say that set Xgrid forms a sampled space of resolution   if
min
i=1,...,m
kxgrid,i   xk   , 8x 2 X (4.13)
Moreover, we introduce the following projection operator that projects x 2 X onto its closest
point in Xgrid.
Definition 4.4 (Projection Operator) Given a convex and closed polygon X and its sampled
version Xgrid, we define the projection operator of x 2 X onto Xgrid as
X 7 ! Xgrid : x 7 ! proj(x) = arg min
a2Xgrid
kx  ak . (4.14)
To force the evolution of the robots on Xgrid, Algorithm 4 must be changed. In particular, the
BS has to compute a control input in order to drive the robots only on input locations which own
to Xgrid. To accomplish this task, lines 19 and 21 of Algorithm 4 can be changed as follows:
line 19 7 ! bi,k = argmaxx2Pi,k\XgridVk(x) ,
line 21 7 ! bi,k = proj(bci,k) .
Note that lines 19 and 21 are substantially diﬀerent from each other. Indeed, line 21 simply
says to project the centroids, bc 2 X , onto the closer points owing to Xgrid. Conversely, exploiting
line 19, the BS directly computes the input location owing to Xgrid which maximizes the posterior
variance restricted on the grid, for each Voronoi region. This is in general diﬀerent from the
projection onto the grid of the input location where the posterior variance maximum is located.
That is,
argmaxx2Pi,k\XgridVk(x) 6= proj
⇣
argmaxx2Pi,kVk(x)
⌘
.
This precaution is fundamental to ensure convergence of the estimator of µ on Xgrid which is stated
in the following proposition.
Proposition 4.5 Let us consider the r-EC-grid algorithm. If F (M) : [0, 1]! [0, 1] is a continu-
ous and monotonically increasing function such that F (M) > 0 for M > 0, then
bµk(x) P ! µ(x), 8x 2 Xgrid. (4.15)
The proof of Proposition 4.5 can be found together with the proof of Proposition 4.6.
The following result instead characterizes the asymptotic performance of the estimator on a generic
input location, possibly falling outside Xgrid. Before stating it, some useful notation is introduced.
The m⇥m covariance matrix of the function µ sampled on Xgrid is denoted by Kgrid, i.e.
[Kgrid]ki = K(xgrid,k, xgrid,i).
Given a generic x, we also use kgrid(x) to denote the row vector
kgrid(x) = [K(x, xgrid,1) . . . K(x, xgrid,m)] .
Below, recall also that K(a, b) = h(k a  b k) and   = K(x, x).
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Proposition 4.6 Let the assumptions of Proposition 4.5 hold, with the probabilities of success-
fully transmitting and receiving a packet given by  ,   > 0, respectively, and F (0) = 0. If Xgrid
is a sampled subset of the space X of resolution  , as in Definition 4.3, one has
lim
k!1
Vk(x) =    kgrid(x)K 1gridkgrid(x)>, (4.16)
where convergence is in probability and holds also uniformly w.r.t. x. In addition, the following
simple   dependent bound holds
lim
k!1
Vk(x)     h
2 ( )
 
. (4.17)
Finally, if K is the Gaussian kernel with K(a, b) =  e 
ka bk2
⇣2 , for small   we have
lim
k!1
Vk(x)     h
2 ( )
 
⇡   
2
⇣2
. (4.18)
Proof As already noticed in Section 4.5.2, when measurements can be collected only over the
input locations contained in the finite set Xgrid, the estimation process at a generic instant k is
equivalent to reconstructing the function µ from measurements
wi,`i = µ(xgrid,i) + ⌫i.
Above, conditional on the process history up to instant k, the noise variances ⌫i are zero-mean
Gaussian with variance  2i =  
2
`i
where `i is the number of visits at xgrid,i. The proof of Proposition
4.1 can be now followed just replacing the function domain X with Xgrid, with the Voronoi regions
covering the entire X defined at every instant k by a map having as arguments only the estimates
of the m random variables µ(xgrid,i). One then obtains that `i ! 1 for i = 1, . . . ,m, i.e. the
posterior variances of all the µ(xgrid,i) go to zero. Hence, equations (4.15,4.16) immediately follow.
To obtain equation (4.17), note the following two facts. First, given any x 2 X there exists
xgrid,i 2 Xgrid such that kx   xgrid,ik   . Second, the r.h.s. in (4.17) is exactly the posterior
variance of µ(x) conditional on the perfect knowledge of µ(xgrid,i) with kx xgrid,ik =  . Eq. (4.17)
is then obtained recalling that, by assumption, if k a b kk c d k then h(k a b k)  h(k c d k)
and K(x, x) =  , 8x 2 X . Finally, eq. 4.18 is just the expansion of the r.h.s. of (4.17) around
  = 0 in the Gaussian kernel case. }
When adopting the grid-based strategy, measurements can be collected only over the input
locations contained in the finite set Xgrid. Using basic results on estimation of Gaussian processes,
one can see that equation (4.16) is the posterior variance of µ conditional on the perfect knowledge
of the function on the grid. Hence, the above result shows that our update mechanism ensures
convergence to the minimum possible error compatible with Xgrid. Equation (4.17) then shows how
the posterior variance can be made uniformly and arbitrarily small by choosing a   suﬃciently
small. In particular, from eq. (4.18) one sees that the error converges to zero at least quadratically
in   when a Gaussian kernel is adopted.
Since the grid is composed by a finite number of locations, new measurements can fall exactly
over the same input location. Let n  m be the number of distinct input locations on the grid
visited at least once up to instant k, denoted simply by x1, ..., xn (they coincide with the set
{xgrid,i}mi=1 defined above when n = m). Let also yi be the `i-th measurement taken in the
input location xi 2 Xgrid and define the virtual measurement wi,`i as the average of the first `i
measurements associated to the input location xi. To avoid storing all the measurements up to yi,
it is possible to compute wi,`i in a recursive way exploiting only the current measurement yi and
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the previous virtual measurements wi,`i 1. In particular, one has
wi,`i =
`i   1
`i
wi,`i 1 +
1
`i
yi.
Accordingly, we define the variance associated to the virtual measurement wi,`i as  2i =  
2
`i
and
with ⌃ a diagonal matrix collecting these noise variances, i.e. ⌃ = diag({ 2i }ni=1). Once we collect
two or more measurements in the same input location, the size of the sampled Kernel (4.5) does
not vary. It instead increases when an input location on the grid is visited for the first time. When
all of these locations are visited at least once, the sampled kernel does not change any more: it
reaches its maximum possible size, becoming the matrix Kgrid previously defined. Instead, every
time a new measurement is achieved, one has to update the variance matrix ⌃ and the vector with
the virtual measurements w = [w1,`1 , . . . , wn,`n ]T with n  m. The function estimate can then be
computed as follows:
bµk(x) = E [µ(x)|Ik] = nX
j=1
cjK(xj , x), x 2 X , n  m (4.19)
where 264c1...
cn
375 = (K¯k + ⌃) 1
264w1,`1...
wn,`n
375
and
K¯k =
264K(x1, x1) . . . K(x1, xn)... ...
K(xn, x1) . . . K(xn, xn)
375 . (4.20)
The posterior variance becomes
Vk(x) = Var [µ(x)|Ik] = K(x, x) 
⇥
K(x1, x) . . . K(xn, x)
⇤
(K¯k + ⌃)
 1
264K(x1, x)...
K(xn, x)
375 . (4.21)
In Algorithm 4 lines 11 and 12 must be computed using equations (4.19) and (4.21) instead of
(4.4) and (4.6), respectively. Finally, Figure 4.3 shows the behaviour of the bound of the posterior
variance of equation (4.16).
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Figure 4.3: Evolution of the max of the posterior variance as function of  ⇣ for a Gaussian kernel with standard
deviation ⇣ (Equation (4.16)).
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4.6 Simulations
In this section we provide some simulations showing the performances of the r-EC algorithm. We
run all the simulations in MATLAB on a desktop computer with a processor Intel Core i7-4790
and 8Gb of RAM. We consider a team of N = 8 robots and a squared domain X = [0, 1] ⇥ [0, 1].
Moreover, we use the Gaussian kernel
K(x, x0) = e 
kx x0k2
0.002 .
Unless diﬀerently specified, the unknown sensory function µ is a combination of two bi-dimensional
Gaussian:
µ(x) = 5
✓
e
 kx µ1k2
0.04 + e
kx µ2k2
0.04
◆
,
where
µ1 =

0.8
0.2
 
µ2 =

0.5
0.7
 
.
For computational reasons, the function µ and the posterior variance are evaluated over a grid
with 65 points per side. However, the centroids and the input locations are not approximated.
The Voronoi regions are always computed with respect to the last value of the centroids. Finally,
we analyze the behaviour of the r-EC algorithm using
F↵(M) = M
↵ ,
being the max of posterior variance M normalized between [0, 1]. The tuning parameter ↵ lets us
control the trade-oﬀ between exploration and exploitation. In particular, for 0  ↵ < 1 the robots
are more prone to exploration; for ↵ = 1 the probability that the robots perform exploration or
exploitation linearly varies with M ; while for ↵ > 1 the robots are more prone to exploit the
estimated sensory function to perform coverage control. In the following we choose a value of
↵ = 2, unless diﬀerently specified.
4.6.1 r-EC Algorithm Analysis
In this subsection we analyze the behaviour of the r-EC algorithm. Figure 4.4(a) shows the coverage
cost function, H(P, µ), for the standard Lloyd’ algorithm and for the r-EC algorithm. It can be
seen how the r-EC algorithm converges to a diﬀerent value than the standard Lloyd algorithm.
This is because the initial conditions in any single run are randomized and the robots can reach a
configuration corresponding to a diﬀerent local minimum. The behavior for three diﬀerent values
of ↵ are shown. Observe that for small value of ↵ the cost function converges more rapidly. This
is due to the fact that the robots are more prone to explore the environment and, consequently,
the estimated sensory function is a better approximation of the true function. So, since the cost
function is computed with respect to the centroids of the Voronoi regions, a better estimate implies
a better approximation of the centroids and consequently a lower value of the cost function. This
trend is inverted increasing the value of ↵. On the other hand, the average energy spent by the
robots at iteration k, i.e., 1N
PN
i=1 kui,kk2, decreases for increasing ↵, as shown in Figure 4.4(b).
This is due to the following two facts:
(i) when a suﬃciently accurate estimate of the true sensory function is reached, the function
F↵(M) which describes the probability of the robots to perform exploration or coverage,
forces the robots to be more prone to perform coverage control;
(ii) since the estimate is suﬃciently accurate, the Voronoi’s partition of the working area does
not substantially change, so their centroids do not change as well. Consequently, the robots,
which are forced to move towards the centroids, do not move.
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(b) Average energy spent by the robots.
Figure 4.4: Comparison between the Llyod and r-EC algorithms. The plot shows a single run for diﬀerent
value of the tuning parameter ↵.
The posterior variance evolution shows how the estimate improves at each iteration. Figure 4.5
reports the max, the min and the average of the posterior variance, i.e.,
Vmax = max
x2X
Vk(x) ; Vave =
R
X Vk(x)dxR
X dx
; Vmin = min
x2X
Vk(x) .
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Figure 4.5: Evolution of the min, the average and the max of the posterior variance of the estimate.
Remark 4.7 Note that the curves of Figure 4.5 scale with the number of robots. That is
increasing the number of robots, the max, the average and the min of the posterior variance tend
to zero more rapidly. In particular the curves scale as 1p
N
.
Figure 4.6 reports a single realization of the r-EC algorithm for three diﬀerent sensory functions
µ. In particular, the sensory function to which correspond the plot in the left panel is spanned
by the kernel since it is a combination of gaussians. Conversely, the sensory function used in the
middle and right panels are obtained from sinusoidal curves thus they are not spanned by the
kernel. However, the algorithm performs really well. This must not seem surprising since it is
known that using a gaussian kernel it is possible to retrieve a very good estimate for almost any
the sensory function. In the figure, the blue dots show the locations of the centroids obtained using
the r-EC algorithm, while the black lines identify the Voronoi’ partitions borders.
4.6.2 Packet Losses Analysis
In this section we show the eﬀectiveness and the robustness of the r-EC algorithm against lossy
communications. In particular, we test the algorithm for diﬀerent percentage of packet losses
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(a) µ(x) =
5
✓
e
 kx µ1k2
0.04 + e
kx µ2k2
0.04
◆ (b) µ(x) =
10 cos (⇡x1) cos (⇡x2)+10
(c) µ(x) = 10 sin
 
x1x22
 
Figure 4.6: Voronoi partitions computed using the r-EC Algorithm (black lines) for diﬀerent sensory function
µ(x). Blue dots indicate the locations of the centroids obtained with the r-EC algorithm.
assuming, for the sake of simplicity, that the losses probabilities,  ,  , are equal among the nodes
and within the same node. That is the probability of either successfully transmit to or receive data
from the BS is the same. It is worth noting that this assumption does not compromise the well
behavior of the algorithm which can be easily implemented assigning diﬀerent losses probability.
Figure 4.7(a) and 4.7(b) plot the evolution of the posterior variance and of the cost function,
respectively, corresponding to four values of packet loss probability, namely 0%, 25%, 50% and
75%. It can be seen how the convergence rate is reduced due to the packet loss. However, the
convergence of the r-EC algorithm holds.
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(a) Max of the posterior variance.
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Figure 4.7: Behaviour of the r-EC algorithm for diﬀerent values of the packet loss probability averaged over
100 Monte Carlo runs.
4.6.3 Grid Based Approximation Analysis
In this section we show a numerical comparison between the original r-EC algorithm of Section 4.4
and its grid based approximation presented in Section 4.5.2. Since X has been chosen to be equal
to a a square set, [0, `]2, with edge of length ` = 1, it is convenient to let the sampled space Xgrid
be a uniform sampled grid defined as
Xgrid =
n
x11, . . . , xpp | xij = (xij,1, xij,2) with xij,1 = `
p  1(i  1),
xij,2 =
`
p  1(j   1) , i, j = 1, . . . , p
o
where the integer p > 0 represents the desired number of points per edge. In particular, Figure
4.8 (left panel) shows the performance, in terms of max of the posterior variance, of the algorithms
for diﬀerent level of space discretization, i.e., diﬀerent total number of points p2. It can be seen that
the grid based approximation is slightly faster during the first iterations but it reaches convergence
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in more or less 150 iterations. Conversely, in the original implementation the max of the posterior
variance keeps decreasing since it converges to zero asymptotically. However, in terms of execution
time the r-EC-grid algorithm is much lighter than the r-EC algorithm, see table in Figure 4.8 (right
panel). This represents the major advantage of using this implementation since given a desired
final accuracy on the max of the posterior variance, according to Proposition 4.6, the execution
time can be reduced of diﬀerent order of magnitudes. Finally, as stated by Proposition 4.6, in
the grid based approximation, the finer is the grid the lower is the final value of the max of the
posterior variance, see Figure 4.8 (left panel).
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Exe. Time
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9 1.65 0.9836 2.3
16 1.25 0.8418 2.4
25 1 0.5769 3.9
36 0.83 0.3489 4.7
r-EC – 0.2 865.4
Figure 4.8: Comparison between the original r-EC algorithm and the grid based approximation for diﬀerent
total number of points p2. The left panel shows the evolution of the max of the posterior variance averaged
over 100 Monte Carlo runs. The table in the right panel reports the steady state value after 400 iterations and
the execution times obtained using the grid based approximation and classic algorithms.
4.6.4 Parameters tuning and scaling
The previous algorithms require the choice of some design parameters. Here we provide some
sideline based on the extensive simulative experiments that we performed. The first design choice
is the Kernel to be used. A common choice is to use Gaussian Kernels, i.e.
K(a, b) =  e
ka bk2
⇣2
where   represents the a-priori uncertainty variance of the map µ, and ⇣ is the standard deviation
of the Kernel. The choice of Gaussian Kernels is motivated by their good representative features,
although other choices are possible [67]. The parameters   and ⇣ based on the a-priori knowledge
of the map to be learned. For example, if the map to be identified is a temperature map, one might
know in advance that it must be within a certain range, therefore   could be set to the square half
of the maximum range, i.e.
  ⇡ maxµ
2(x)
4
The parameter ⇣ is related to how rapidly the map µ(x) changes over the space, therefore if one
knows the typical distance beyond which the temperature is uncorrelated with the temperature
taken at a specific point, let us call it  µ, then a reasonable choice is given by:
⇣ ⇡  µ
10
For what concern the size of the sampling grid   in the grid-based approximated algorithm, this is
to be chosen based on the desired a-posteriori steady state error variance that one wants to have.
Based on Fig. 4.3, then   should be chosen around
  ⇡ ⇣
3
although a good partitioning is obtained already for   ⇡ ⇣.
Another important design choice is given by the desired tradeoﬀ between exploration and
exploration. We found that the suggested function
F (M) = M↵
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is suﬃciently flexible and easy to use, where ↵ = 1 would provide a good general compromise in
terms of this trade-oﬀ.
Finally, we would like to summarize the scaling properties of the proposed algorithm in terms
of its ability to estimate the unknown map µ(x). In fact the average estimation error scales
approximately as follows in terms of the diﬀerent parameters of the system:
|µ(x)  µˆk(x)| ⇡
p
 
✓
1p
Nk
+
 
⇣
◆
(4.22)
where the first term is obtained by assuming to divide the exploration region in N subregions of
equal size and then perform uniform sampling, while the second term is due to the error given
by the approximating grid given in equation (4.18). This expression clearly shows the benefit of
a larger number of agents N , how the error scales with time k, and the impact of the size of the
approximating grid.
5
Kalman Filter meets Gaussian Regression
In this chapter we address the problem of designing algorithms that are capable to obtain the
optimal estimate of a Gaussian process in an eﬃcient manner. In particular we define a class
of Kernels for which the exact estimate can be obtained through a Kalman filter and we also
propose an approximate algorithm to estimate processes generated by Kernels that do not belong to
aforementioned class. In Section 5.1 we introduce the key aspects of the non-parametric estimation
while in Section 5.2 we introduce the main aspects of the Kalman filtering. In Section 5.3 we present
our main results and we show its eﬀectiveness through some simulations in Section 5.4.
5.1 Nonparametric Estimation
In this section we review some key aspects regarding the nonparametric estimation in the Gaussian
regression framework.
Let f : A 7! R be a zero-mean Gaussian field with covariance, also called kernel, K : A⇥A! R,
where A is a compact set. Assume to have a set of N 2 N noisy measurements, i.e. {ai, yi}Ni=1, of
the form
yi = f(ai) + vi, (5.1)
where vi is a zero-mean Gaussian noise with variance  2, i.e. vi ⇠ N (0, 2), independent of
the unknown function. Given the data-set {ai, yi}Ni=1, exploiting known results on estimation of
Gaussian random fields , one obtains that the estimate of f is a linear combination of the kernel
sections K(ai, ·). In particular, for any a it holds that
fˆ(a) = E
⇥
f(a)|{ai, yi}Ni=1
⇤
=
NX
i=1
ciK(ai, a), (5.2)
where the expansion coeﬃcients ci are obtained as264 c1...
cN
375 = (K¯ +  2I) 1
264 y1...
yN
375 ,
while the matrix K¯ is obtained evaluating the kernel at the input-locations, i.e.
K¯ =
264K(a1, a1) · · · K(a1, aN )... . . . ...
K(aN , a1) · · · K(aN , aN )
375 .
Finally, the posterior variance of the estimate at a generic input location a 2 A is
V (a) = Var
⇥
f(a)|{ai, yi}Ni=1
⇤
= K(a, a)  ⇥K(a1, a) · · · K(aN , a)⇤ (K¯ +  2I) 1
264K(a1, a)...
K(aN , a)
375 .
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To apply this approach in a context where new data arrive as time increases, one can see that
more and more input-locations and output values must be stored and processed at each iteration
to compute the estimate. Indeed, the most expensive operation is the inversion of a N ⇥N matrix
which requires O(N3) operations. This eventually leads to a memory and computational consum-
ing process growing unbounded with N .
Observe that, in spatial Gaussian processes, a denotes a spatial variable defining a spatial
location. Analogously, in temporal Gaussian processes, a typically represents time. In the rest
of the paper, we are interested in spatio-temporal processes, where time-varying functions are
considered so that f(a) = f(x, t) with a now incapsulating both a spatial and a temporal quantity.
The domain set can thus be decomposed as A := X ⇥ R+, with X and R+ indicating the spatial
and temporal domain, respectively. We will also assume X to be a compact set.
5.2 Kalman Filter for Finite Dimensional State Linear
Estimation
In this section we briefly recall some basic notions on Kalman filtering in finite-dimensional state-
space linear systems. Consider the following discrete-time linear dynamical system
sk+1 = Ask + wk,
yk = Cksk + vk,
(5.3)
where sk 2 Rn is the state vector, yk 2 Rm the output vector, wk 2 Rn and vk 2 Rm are i.i.d.
zero-mean Gaussian random vectors with covariance matrices Q   0 and R > 0, respectively.
A 2 Rn⇥n is the state matrix and Ck 2 Rm⇥n is the time-varying output matrix. As commonly
done, we assume both the process and measurement noise to be uncorrelated with respect to each
other, i.e. E
⇥
wTk vs
⇤
= 0 8k,s. We also assume that the initial condition s0 is a Gaussian vector of
zero-mean and covariance ⌃0. Furthermore, we define
sˆk+1|k+1 = E [sk+1|y0, . . . , yk+1] .
Under the stated assumptions, the Kalman Filter is then described by the following equations
sˆk+1|k = E
⇥
sk+1|sˆk|k, yk
⇤
= Asˆk|k
⌃k+1|k = A⌃k|kAT +Q
sˆk+1|k+1 = E
⇥
sk+1|sˆk+1|k, yk
⇤
= sˆk+1|k +Kk+1
 
yk+1   Cksˆk+1|k
 
⌃k+1|k = ⌃k+1|k  Kk+1Ck⌃k+1|k
Kk+1 = ⌃k+1|kCTk
 
Ck⌃k+1|kCTk +R
  1
(5.4)
where we set sˆ0| 1 = E[s0] = 0 and ⌃0| 1 = Cov[s0] = ⌃0. It is well known, [68], that if we assume
the output matrix constant, i.e. Ck = C, under the hypothesis of stabilizability of the pair (A,Q)
and detectability of the pair (A,C) the estimation error covariance of the Kalman filter converges
to a unique value from any initial condition.
5.3 Kalman Regression on a Finite Dimensional Grid
In this section we show how to combine the two approaches described in the previous sections
to estimate a time-varying function on a finite dimensional grid. The next section will be then
devoted to extend the results to perform estimation on any point of the spatial domain.
As already mentioned, Gaussian regression turns out appealing, especially when no precise infor-
mation on f is available, e.g. just smoothness. However, the computational and storage burden
is high, both scaling as O(N3). On the other hand the Kalman filter algorithm is recursive and
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it requires to store only the last state estimate, poster variance and measurements. Our next
developments illustrate a way to bridge nonparametric estimation and Kalman filtering.
Consider a function f : X ⇥R+ ! R modeled as a zero-mean Gaussian Process with covariance
K. Hereby, to simplify notation, ft(x) is used in place of f(x, t). Let us also define a spatial
discretization of X , as described below.
Definition 5.1 (Sampled Space) Letting X ⇢ R2, we denote with Xgrid ⇢ X a finite set
containing M input locations, i.e. Xgrid := {x1, . . . , xM}.
With this definition in mind, unless diﬀerently specified, in the rest of this section all the
spatial input locations where data are collected are assumed constrained on Xgrid whereas the
time variable t can assume any value in R+. Note however that, even under this restriction, the
Gaussian estimator in general suﬀers of high computational and storage burden. This is essentially
due to the non Markovian nature of the process f w.r.t. the temporal variable. To overcome this
problem, our main idea is to define a new class of Markovian kernels through a suitable yet rich
class of state space models. This will pave the way to the use of Kalman filtering for function
reconstruction. For this purpose, it is useful to define ft as the vector with components given by
ft(x) sampled on Xgrid, i.e. ft = [ft(x1), . . . , ft(xM)]T .
Assumption 5.2 The covariance of the Gaussian process ft(x) is separable in time and space
and stationary in time, i.e.
K(x1, x2, t1, t2) =  K1(x1, x2)K2(⌧), ⌧ = t2   t1.
In addition, the power spectral density of K2(⌧), denoted by
S(!2) = F [K2(⌧)] ,
is a rational function of order r.
Example 5.3 To help the reader’s intuition we now introduce two examples of stationary kernels
K2 which model time correlation, the first one will satisfy Assumption 5.2 while the second one
will not admit a rational representation.
First, consider the exponential kernel
K2(⌧) = e
  t|⌧ |.
The associated spectral density is given by
S(!2) = F [K2(⌧)] = 2  t
!2    2t
=
p
2  t
(!    t)
p
2  t
(! +  t)
which is rational of order 1. Instead, if we consider the squared exponential kernel
K2(⌧) =  e
  2t ⌧2 ,
its spectral density is not rational, i.e.
F [K2(⌧)] =
p
⇡
 
 t
e (
w
2 t
)2 .
So this kernel does not satisfy Asssumption 5.2.
74 CHAPTER 5. KALMAN FILTER MEETS GAUSSIAN REGRESSION
We are now ready to present our first result which links the process ft(x) to an equivalent state
space representation.
Proposition 5.4 Let  K1(x1, x2)K2(⌧) a kernel which satesifies Assumption 5.2 and with spec-
tral density of K2(⌧) of the form
S(!2) = W (i!)W ( i!)
where
W (i!) =
bm(i!)m + bm 1(i!)m 1 + · · ·+ b0
an(i!)n + ba 1(i!)n 1 + · · ·+ a0 .
Then the process ft(x) admits, constrained on Xgrid, the following strictly proper state-space
representation 8>><>>:
s˙jt = Fs
j
t +Gw
j
t
zjt = Hs
j
t
ft = K1/2Zt
j = 1, . . . ,M, (5.5)
where j is an index cycling through all the inputs locations of Xgrid, E
h
sits
j
t
i
= 0 8t with i 6= j,
Zt =
⇥
z1t , . . . , z
M
t
⇤T , K is such that its (i, j)-th entry is Kij = K1(xi, xj) with xi, xj 2 Xgrid, w
is zero-mean white Gaussian noise, s(0) ⇠ N (0, (HTH)†HTH(HTH)†) where   is the variance
of z and the model matrices are
F =
26666664
0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
 a0  a1  a2 . . . an
37777775 , G =
26666664
0
0
...
0
1
37777775
H =
⇥
b0 b1 b2 . . . bn
⇤
.
Proof The process ft is a Gaussian process, because wt is Gaussian and the solution of a linear
diﬀerential equation is a linear operation on the input. Now we need to prove that the covariance
of ft is KK2(⌧). The first two equations of model (5.5) are the state space representation of the
rational power spectral density S(!) thus E
h
zjt+⌧z
j
t
i
= K2(⌧). So we can state that the covariance
of the process ft is E [ft+⌧ ft] = K1/2 [I ·K2(⌧)]
 
K1/2
 T
= KK2(⌧). }
Example 5.5 We continue the previous example and we see how to compute the matrices F,H
and K1/2 necessary to implement the state space model of the process to estimate. Consider a
zero-mean Gaussian process ft(x) with covariance
K(x1, x2, ⌧) =  K1(x1, x2)K2(⌧) =  e
  x(x1 x2)2e  t|⌧ | (5.6)
which, as we showed in Example 5.3, satisfies Assumption 5.2. Then, thanks to Proposition 5.4,
we know that process ft(x) admits a state space representation on Xgrid. So, to get the state and
the output matrices F and H, we compute the state space representation of the spectral density
of K2, i.e. S(!2) = F [K2(⌧)], which in this case is
F =   t, H =
p
2  t.
Finally we compute the matrix K1/2 as the Cholesky factorization of the kernel K1 sampled on
the input location of Xgrid. However, even if the kernel who generates ft(x) does not satisfies
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Assumption 5.2, it is possible to get a state-space process which approximated the original func-
tion ft(x). Consider in fact the squared exponential kernel that has a spectral density which
does not satisfy Assumption 5.2, its density can always be approximated with a rational function
exploiting to Taylor expansion or Pade approximation. One example is given by
F [K2(⌧)] (!t) =
p
⇡
 
 t
e (
w
2 t
)2 ⇡
p
⇡   t
1 + ( w2 t )
2 + 12 (
w
2 t
)4
,
and with this approximation we can write a second order state space system.
Assume to have a sampling time of T seconds, the discretization of (5.5) is8>><>>:
sjk+1 = F¯ s
j
k + w
j
k
zjk = H¯s
j
k
fk = K1/2Zk
j = 1, . . . ,M, (5.7)
where
F¯ = eFT , H¯ = H
and wjk is a zero-mean white Gaussian noise and s0 ⇠ N (0, (HTH)†HTH(HTH)†).
Example 5.6 We complete Example 5.5 giving the discrete state space representation of a zero-
mean Gaussian process fk(x) with covariance given by (5.6), with sampling time T . In particular
Q,H and K1/2 do not change while the state amatrix becomes
F = e  tT .
To complete the state model of equation (5.7) and bring it to the form of equation (5.3), we need
to provide an explicit measurement model, like the one of equation (5.1). In particular, at every
iteration k, we assume to be able to collect mk measurements of the form (5.1) from diﬀerent input
locations on Xgrid. We define the set of selected input locations asM(k) := {xj1 , . . . , xjmk } ✓ Xgrid.
This leads to
yk = Ckfk + vk, (5.8)
where Ck 2 {0, 1}mt⇥M is the time-varying output matrix used to select mk measurements corre-
sponding to the M(k) input locations. Finally, vk is an i.i.d. zero-mean Gaussian random vector
with covariance R =  2I, independent from wk. In Figure 5.1 is depicted the an example of mea-
surments collection on a grid of 5 sensors while in Figure 5.2 is reported a scheme which explain
the process formation. Now it is possible to apply Kalman filtering to the state space model of
equations (5.7) and (5.8) to compute best unbiased linear estimation of fk which exactly correspond
to the nonparametric estimate given by equation (5.2). This result is concisely presented in the
following
Corollary 5.7 Consider Proposition 5.4 and the state space model of equations (5.7) and (5.8).
Then,
fˆk := E
⇥
fk|{xi, yi}Ni=1
⇤
= E [fk|sˆk 1, yk] .
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Figure 5.1: This plot shows time versus space. In particular the red crosses highlight the grid input locations,
the black circles the measurements taken at each iteration and the gray square an example of prediction oﬀ-time
and oﬀ-grid.
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Figure 5.2: This plot shows the process formation in a grid with five input locations.
Remark 5.8 Exploiting the Kalman filter for the estimation makes the complexity cubic on the
number of the state of the linear system incited of cubic in the number of measurements. This is
incredibly eﬃcient and energy saving when the dealing with big data sets or long time series.
5.4 Numerical Results
In this section we provide some numerical results to validate the performances of the estimation
methods proposed. We run all the simulation in MATLAB on a laptop with a 2.4 GHz Intel Core
2 Duo processor and 8 Gb of RAM. For all the simulations we choose a grid with a cardinality of
M = 100 points equally spaced over the interval [1, 100], a sampling time of T = 0.2 seconds.
Example 5.9 First we analyze the estimation of a process that is generate by a kernel which
satisfies Assumption 5.2. In particular the kernel used is a sum of exponentials for modeling the
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time covariance multiplied by a squared exponential for modeling the space covariance, e.g.
K(x1, x2, ⌧) =  (e
  1|⌧ | + e  2|⌧ |)e (x1 x2)
2 x ,
where   = 10,  1 = 0.01,  2 = 0.05 and  x = 0.2. Figure 5.3 shows that the estimation of the
last iteration obtained from the standard non-parametric algorithm is exactly the same of the
one obtained from the last iteration of the Kalman filter. This figure show only the estimation
in a given iteration, so on the x-axis we do not have the time but the space, i.e. the 100 diﬀerent
input locations.
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Figure 5.3: In solid black is shown the original process while in solid blue and dashed red are shown the
estimation through the non-parametric estimator and the Kalman filter respectively both at the last iteration.
The two estimate are exactly the same as stated in the previous section.
Figure 5.4 shows the complete behavior of the Kalman filter over time and space in a 3D plot.
Obviously this is also the behavior of the non-parametric estimator being the estimate exactly
the same.
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Figure 5.4: Reconstruction in a 3D plot of the Kalman estimate.
The second plot in figure 5.5 shows the fit of a non-parametric estimator which uses only a reduced
set of measurements with respect to estimate obtained through the Kalman filter. In particular
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this estimator uses only the last MemoryStesps⇤M that in our case is equal to MemoryStesps⇤100.
The fit is computed as follow
Fit(fˆ1, fˆ2) =
|fˆ1   fˆ2|
|fˆ2|
100,
where fˆ1 is the estimate obtained with the reduced set of measurements and fˆ2 is the estimate
obtained with the Kalman filter. As we can see when all the measurements are used the fit is, as
expected, of 100%, which means that the estimate are the same.
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Figure 5.5: In black is shown the fit of the non-parametric estimator which uses a variable amount of
memory, e.g. an increasing number of measurements. The red dashed line is the baseline represented by the
Kalman filter estimate.
Example 5.10 In this second example we consider the estimation of a process generated by a
kernel which not satisfies Assumption 5.2, e.g.
K(x1, x2, ⌧) =  e
  t⌧2e (x1 x2)
2 x ,
in particular this power spectral density is not a rational function. As stated in the previous
section, a simple way to overcome this issue is to find a good rational approximation of the of
the spectral density and a smart way to do that is to solve the following minimization problem
min
a0,...,bm
⇣
S(!2) W (i!)W (i!)
⌘2
where
W (i!) =
bm(i!)m + bm 1(i!)m 1 + · · ·+ b0
an(i!)n + ba 1(i!)n 1 + · · ·+ a0 ,
S(!2) is the p.s.d. associated to the kernel K(x1, x2, ⌧),   = 10,  t = 0.2 and  x = 0.5. In
figure 5.6 there is a comparison between the estimate obtained using the Kalman filter and the
non-parametric estimator with variable memory. In particular on the x-axis we find for the
Kalman filter the order of the approximation while for the non-parametric estimator the number
of measurements used for the estimation divided by the number of input locations, e.g. M = 100.
To be more precise for the Kalman filter we exploited 6 models, for the first order to the sixth
order. For the non-parametric estimator the simulations are run starting from 100 measurements
to 600. On the y-axis it is shown the fit to our baseline which is the estimate obtained using the
non-parametric estimator that uses all the measurements, and it is computed as in the previous
example. We can see from the plot that the Kalman filter with a fourth order model already has
a fit close to 100%. Even if the two curves are not so straightforwardly comparable the Kalman
filter exhibits a good behavior also with low order models while the non-parametric estimator
need many data to guarantee good performances.
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Figure 5.6: In red is shown the fit of the Kalman filter to the non-parametric estimator which uses all the
measurements while in black the fit of the non-parametric estimator which uses a reduced set of measurements.
The plot is the result of a Monte Carlo simulation over 1000 runs.
Example 5.11 In this last example we show why is more convenient to use the algorithm that
exploit the Kalman filter than the standard Gaussian regression. The reason is due to the fact
that the Kalman filter, thanks to its iterative form, it is more eﬃcient from a computational point
of view. Consider a process generate by a kernel like the following
K(x1, x2, ⌧) =  (e
  1|⌧ | + e  2|⌧ |)e (x1 x2)
2 x ,
where   = 10,  1 = 0.01,  2 = 0.05 and  x = 0.2. We measured the execution time for the
algorithm that exploit the Kalman filter and for the one which relies on the standard Gaussian
regression. What we can see is that the complexity of the latter is much higher with respect to the
former. In particular from the theory we have the the Gaussian regression has a complexity which
is cubic in the number of measurements, that in this case are 100 by the number of iterations. The
Kalman filter also has cubic complexity, but it the state dimension which in this particular case is
2, and it has a complexity linear in time. In Figure 5.7 is reported the time needed to execute the
estimate for a given number of iterations, e.g. and obviously a given number of measurements.
As we can see the Kalman filter is much faster.
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Figure 5.7
The plot is the result of a Monte Carlo simulation over 1000 runs.
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6
Conclusions
In this dissertation we propose novel algorithms for the localization and mapping in robotics net-
works.
In Chapter 2 we propose a consensus based strategy to localize a group of agents using only local
relative noisy measurements. This algorithm is thus eﬃcient, scalable and even robust to packet
losses and delays. The asynchronous implementation is shown to be exponentially convergent
under simple communication protocols. In the randomized scenario, we performed a theoretical
analysis of the rate of convergence in mean square, providing general lower and upper bounds.
We presented another algorithm for localization purposes in Chapter 3 which solves the problem
of absolute position reconstruction of a multi-robots formation. In particular, it is assumed each
agent to be endowed with standard noisy GPS and compass modules and finer relative range and
bearing sensors. Combining the absolute and relative information, we showed how the absolute
global formation can be reconstructed. Specifically, a fast distributed and asynchronous Linear
Least-Squares algorithm which solves an approximation of the Maximum Likelihood estimation
problem is presented. Moreover, the algorithm is shown to be robust to delays and packet losses
in the communication channel. Exhaustive numerical simulations show how, for suﬃciently small
relative errors, the approximated solution behaves like the ML estimator. As future research di-
rections, we will investigate the impact of the formation shape and of the communication graph
on the relative formation reconstruction. Moreover, a solution which, filtering the absolute and
relative angles measurements, could provide a better estimate of the robots absolute rotations will
be analyzed.
In Chapter 4 we addressed the problem of simultaneously mapping and coverage with multiple
robots. In particular we analyzed the problem of optimal coverage of a region using a formation
of robots assuming the sensory field which approximate the sensory distribution of events is un-
known. We proposed an algorithm in the context of a client-server architecture which is guaranteed
to asymptotically exactly estimate the unknown sensory function and to achieve a partition which
is arbitrarily close to a Lloyd partition even in the presence of lossy communication and noisy
measurements. We also provided an approximated algorithm that, at the price of a (quantifiable)
error in the sensory function estimation, has dramatic reduction in terms of memory and CPU
requirements. We also suggested simple guidelines to tune the parameters of the algorithm and
we tested the performance of the algorithms via extensive numerical simulations. Future research
directions include the extension of this work to dynamic scenarios, i.e. scenarios in which the
sensory function is not constant but time-varying, and to scenarios where also the positions of the
robots are not perfectly known. Another very challenging avenue of research is the extension of
non-parametric estimation tools similar to those adopted here in the context of distributed explo-
ration and partitioning where there is no server involved and the robots have to collaborate only
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via local lossy communication.
Finally in Chapter 5 we found a class of kernels such that the standard non-parametric esti-
mation can be rewritten as a Kalman filter. In particular we analyzed the problem of estimating
functions which varies both in time and space. This is possible thanks to the exploitation of a grid
which transform the infinite dimensional problem of the regression to a finite dimensional one. The
main advantage of this approach is given by eﬃciency, e.g. reduced computational complexity, of
the Kalman filter. For all the kernels which does not belong to the aforementioned class we also
presented an approximation that allows to exploit the algorithm based on the Kalman filter. A
future research directions include the extension of the estimation to input locations that does not
belong to the grid and time instant that are not integer multiple of the sampling time.
A
Consensus
Consider a graph G = (V, E), where the set of vertexes V = {1, . . . , N} represents the agents and
the set of edges E ⇢ V ⇥V represent the connections among the agents. The cardinality of the set
E , i.e. |E|, measures how many connections are on the graph. We also define the transition matrix
P , which satisfies
Pij   0,
X
j
Pij = 1,
which is equivalent to
P1 = 1,
where 1 is the vector of all ones. If we consider the discrete time system described by the equation
xk+1 = Pxk, (A.1)
the consenus problem studies how and how fast the components on the state xk find an agreement,
i.e. xk ! ↵1 where ↵ 2 R is a constant, varying the matrix P and the underlying graph. The
adjacency matrix E is defined as
Eij =
(
1 if(i, j) 2 E
0 otherwise
.
If we consider the case when P > 0, being the transition matrix stochastic, we have that P1 = 1,
thus 1 is the eigenvalue associated to the right eigenvector 1. If we call with w the left eigenvector
of P associated to the eigenvalue 1, we can factorize P as follow
P =
⇥
1 V
⇤ 1 0
0 ⇤
  
wT
W
 
,
where V and W are part of the Jordan transformation matrices and ⇤ is a matrix containing the
eigenvalues of P but one. Now, if we consider the initial problem A.1, we write it as follow
xk+1 = Pxk = P
kx0 = 1w
T + V ⇤kW
Being the eigenvalues on ⇤ all less than one, when k goes to infinity we have
lim
k!1
xk = lim
k!1
P kx0 = 1w
Tx0 = ↵1.
As we can see from the previous equation we reach consensus as a linear combination of the initial
conditions, and the linear combinator is the left eigenvector of the transition matrix, which is
related to coeﬃcients of the matrix P and to the kind of graph that we are using. A similar result
can be obtained even if the matrix P is not definite positive, but it is such that there exists an
integer k such that P k > 0. A suﬃcient condition to have convergence to consensus is that the
graph G has to be strongly connected, namely for every pair of vertexes i, j 2 G there exists a path
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which connect them.
One important aspect in consensus problems is the speed needed to reach consensus, also called
rate of convergence. This kind of analysis is related to the second largest eigenvalue of the matrix
P , being the one which drives the dynamics of the transient of the system. One of the possible
way to estimate the rate of convergence is to study the dynamics of
vk , ||xk   x1|| = ||
 
1wtV ⇤tW
 
x0   1wtx0|| = ||V ⇤tWx0||,
when k goes to infinity vk goes to zero, being the sum of exponential with argument strictly less
than one.
B
Kalman Filter
Consider the following discrete time-invariant stochatic system:(
xk+1 = Axk + wk
yk = Cxk + vk
where vk ⇠ N (0, R), wk ⇠ N (0, Q) and x0 ⇠ N (xˆ0, P0). These three variable are Gaussian, not
correlated to each other. Moreover we assume
E [vkvh] = R (h  k)
E [wkwh] = Q (h  k),
where  (x) is the Kronecker delta. The Kalman filter is defined as
xˆk+1|k+1 = E [xk+1|yk+1, yk, . . . , y0] = E
⇥
xk+1|yk+1, Y k
⇤
, (B.1)
where Y k = (yk, yk 1, . . . , y0) and its implementation is the recursive formulation of (B.1). Under
the assumption aforementioned, it returns the optimal estimate of the state x. The filter has two
steps, the first is a prediction of the state based on the model and the previous state(
xˆk+1|k = Axˆk|k
Pk+1|k = APk|kAT +Q
(B.2)
where xˆk+1|k is the estimate of the state and Pk+1|k the estimated covariance in xˆk+1|k. From
equation (B.2) we can see that the estimate depends only on the state and on the model, i.e. it is
an open loop estimate, and its goodness will depend on the accuracy of A. The notaion k + 1|k
means that at time k + 1 is based on information up to time instant k. From the second equation
in (B.2) we can see that the covariance can only increase being the sum of two positive definite
matrices. As soon as a new noisy measurement yk+1 is available we can proceed with the second
step of the Kalman estimation, which is called update. First we compute the so called innovation
ek+1 = yk+1   Cxˆk+1|k,
which is the diﬀerence between what the sensors measure and what the sensors are predicted to
measure. Second we compute the Kalman gain
Kk+1 = Pk+1|kCT
 
CPk+1|kCT +R
  1
which maps the innovation into a correction for the predicted state. The update state is then given
by
xˆk+1|k+1 = xˆk+1|k +Kk+1ek+1
Pk+1|k+1 = Pk+1|k  Kk+1HPk+1|k
(B.3)
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where the Kalman gain optimally tweak the innvoation in order to improve the estimate. In
(B.3) we can notice that, diﬀerently from (B.2), the uncertainty decreases since the second term is
subtracted to the covariance obtained in the prediction step. To get the best performance from the
Kalman filter is importanat to set the correct initial conditions, which are application dependent,
i.e. (
xˆ0| 1 = x¯0
P0| 1 = P¯0
.
We can make some useful consideration:
(i) The process can be non-stationary and the system can be time-variant,
(ii) the hypothesis of incorrelation between vk and wk can be relaxed,
(iii) the matrix R can be semidefinite positive, but it is necessary to substitute the inverse with
the pseudoinverse,
(iv) all the random variables can have a mean diﬀerent from zero,
(v) the update equation is aﬃne in the measurements,
(vi) all the information up the instant k   1 is encapsulated in the state xk 1|k 1,
(vii) the gain Kk is time-variant even if the system is time-invariant,
(viii) the signal vk and wk must be white and Gaussian.
An alternative formulation of the Kalman filter is given by the Information form which allows to
reduce computational complexity when the number of collected measurements, say m, is bigger
than the state dimension, say n. This can be computed applying the inversion lemma, and at the
end we get two new equations for the update step:
Pk+1|k+1 =
⇣
P 1k+1|k + C
TR 1C
⌘ 1
,
xˆk+1|k+1 = Pk+1|k+1
 
Pk+1|k 1xˆk+1|k + CTR 1yk+1
 
.
From the equations of the information filter we can see that now we need to invert the matrix
P 1k+1|k+C
TR 1C which is of dimension m⇥m instead of the inversion of Pk+1|k+1 which has the
dimension of the state, i.e. n ⇥ n. So it is convenient to choose the Kalman filter in information
form when m < n.
C
Tikhonov Regularization
Let f : X ! R denote an unknown deterministic function defined on a compact X ⇢ Rd. Assume
to have a measurement model as the following
y = f(x) + v,
where x 2 X and x is a generic input location in the compact X . Given the data set {xi, yi}Ni=1,
where N is the number of measurements collected, one of the most used approaches to estimate f
is the so called Tikhonov Regularization, which relies on the Tikhonov regularization theory [64].
The hypothesis space is usually given by given by a Reproducing Kernel Hilbert Space (RKHS)
defined by a Mercer Kernel K : X ⇥X ! R. In the following is reported the Representer theorem,
which states that the optimal estimate of a function can be represented as a linear combination of
basis functions.
Theorem C.1 (Representer theorem) Consider   : H 7! R where H is a generic Hilbert
space, defined as
 (f) = F
⇣
L1f, . . . , Lmf, kfk2H
⌘
(C.1)
where F : Rm+1 7! R and where the Li’s are linear and bounded functionals. The map is thus the
composition of three diﬀerent maps: F , the norm in H, and the linear and bounded functionals
Li. The last assumption is that   is strictly monotonically increasing w.r.t. the last argument,
i.e. it is strictly monotonically increasing w.r.t. kfk2H . Definebf = arg min
f2H
 (f) . (C.2)
Assume that there exists at least one solution of the previous problem (i.e. that the solution exists
but may be not unique). Then it has the form
bf = mX
i=1
cigi (C.3)
where the gi’s are the representers of the various Li’s, i.e. Lif = hf, giiH for all f 2 H.
The Tikhonov regularization problem is comprised in this formulation, in fact the typical cost
function is of the form
J(f) =
NX
i=1
(yi   f(xi))2 +  ||f ||2K
where || · ||K is the norm defined in the RKHS and   is the regularization parameter that trades
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oﬀ empirical evidence and smoothness information on f . The estimate of the unknown function is
fˆ = arg min
f2HK
J(f),
where HK is the associated RKHS. It is known form the literature that fˆ admits the structure of
a Regularization Network, see [69], being the sum of N basis functions with expansion coeﬃcients
obtainable by inverting a system of linear equations. More precisely, one has
fˆ(x) =
NX
i=1
ciK(xi, x), (C.4)
where the expansion coeﬃcients ci are obtained as264 c1...
cN
375 = (K¯ +  2I) 1
264 y1...
yN
375 ,
while the matrix K¯ is obtained evaluating the kernel at the input-locations, i.e.
K¯ =
264K(x1, x1) · · · K(x1, xN )... . . . ...
K(xN , x1) · · · K(xN , xN )
375 .
The estimate of f admits also a Bayesian interpretation in fact, if f is modeled as the realization
of a zero-mean Gaussian random field with covariance K, the noise v is Gaussian, independent of
the unknown function and with variance  2, setting   =  2 one has
fˆ(x) = E
⇥
f(x)|{xi, yi}Ni=1
⇤
and the associated posterior variance of the estimate at a generic input location x 2 X is
V (x) = Var
⇥
f(a)|{ai, yi}Ni=1
⇤
= K(x, x)  ⇥K(x1, x) · · · K(xN , x)⇤ (K¯ +  2I) 1
264K(x1, x)...
K(xN , x)
375 .
From a computational point of view one can see that to compute fˆ , O(N3) operations are required
and this approach become unfeasible when the number of measurements increase.
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