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3RE´SUME´
La combustion cryoge´nique dans les moteurs de fuse´e dits a` propulsion liquide utilise ge´ne´ralement
un couple d’ergols, le plus couramment compose´ d’hydroge`ne/oxyge`ne (H2/O2). Privile´gie´e
pour le fort pouvoir calorifique du dihydroge`ne, cette combustion a` haute pression induit des
tempe´ratures de fonctionnement tre`s e´leve´es et ne´cessite l’inte´gration d’un syste`me de refroidisse-
ment. La pre´diction des flux thermiques aux parois est donc un e´le´ment essentiel de la conception
d’une chambre de combustion de moteur fuse´e. Ces flux sont le re´sultat d’e´coulements forte-
ment turbulents, compressibles, avec une cine´tique chimique violente induisant de forts gradi-
ents d’espe`ces et de tempe´rature. La simulation de ces phe´nome`nes ne´ce´ssite des approches
spe´cifiques telles que la Simulation aux Grandes Echelles (SGE) qui constitue un tre`s bon com-
promis entre pre´cision et couˆt de calcul. Cette the`se a ainsi pour objectif la simulation par
SGE des transferts de chaleur aux parois dans les chambres de combustion de moteurs fuse´e
ope´rant en re´gime sous-critique. Dans les conditions vise´e, le re´gime sous-critique implique un
e´tat liquide pour un des ergols, dont il faut traiter l’injection et l’atomisation.
Dans un premier temps ce travail s’inte´resse a` plusieurs e´le´ments de mode´lisation ne´ce´ssaires
pour re´aliser les simulations vise´es. Le comportement des flammes H2/O2 est de´crit par un
sche´ma cine´tique re´duit et valide´ sur des configurations acade´miques. La pre´dictivite´ de ce
sche´ma est e´value´e sur une large gamme de fonctionnement dans des conditions repre´sentatives
des moteurs fuse´e. La simulation de l’injection de l’oxyge`ne liquide (LOx) est un autre point
critique qui ne´cessite de de´crire l’atomisation et la phase disperse´e ainsi que son couplage avec
la phase gazeuse. La de´stabilisation et l’atomisation primaire du jet liquide, trop complexe a`
simuler en SGE 3D, sont omises ici pour injecter directement un spray parame´tre´ graˆce a` des
corre´lations empiriques. Enfin, la pre´diction des flux thermiques utilise un mode`le de loi de
paroi spe´cifiquement de´die´ aux e´coulements a` fort gradient de tempe´rature. Cette loi de paroi
est valide´e sur des configurations de canaux turbulents par comparaison avec des simulations
avec re´solution directe de la couche limite.
La me´thodologie base´e sur les mode`les de´veloppe´s est ensuite employe´e pour la simulation d’une
chambre de combustion repre´sentative du fonctionnement des moteurs cryoge´niques. Il s’agit de
la configuration CONFORTH teste´e sur le banc MASCOTTE (ONERA) et pour laquelle des
mesures de tempe´rature de paroi et de flux thermiques sont disponibles. Les re´sultats des SGE
montrent un bon accord avec l’expe´rience et de´montrent la capacite´ de la SGE a` pre´dire les flux
thermiques dans une chambre de combustion de moteur fuse´e.
Enfin, dans un dernier chapitre ce travail s’inte´resse a` une me´thode d’augmentation des transferts
thermiques via une expe´rience de JAXA utilisant des parois rainure´es dans la direction axiale.
Par comparaison avec une chambre a` parois lisses, les re´sultats de´montrent la bonne pre´diction
par la SGE de l’augmentation du flux de chaleur graˆce aux rainures et confirment la validite´ de
la me´thode de´veloppe´e pour des ge´ome´tries de paroi complexes.
Mots cle´s: Simulation aux Grandes Echelles, combustion turbulente, transfert thermiques,
moteur fuse´e, loi de paroi, mode`le d’injection de spray, maximisation du flux de chaleur, couplage
thermique
4ABSTRACT
Combustion in cryogenic engines is a complex phenomenon, involving either liquid or supercrit-
ical fluids at high pressure, strong and fast oxidation chemistry, and high turbulence intensity.
Due to extreme operating conditions, a particularly critical issue in rocket engine is wall heat
transfer which requires efficient cooling of the combustor walls. The concern goes beyond mate-
rial resistance: heat fluxes extracted through the chamber walls may be reused to reduce ergol
mass or increase the power of the engine. In expander-type engine cycle, this is even more
important since the heat extracted by the cooling system is used to drive the turbo-pumps that
feed the chamber in fuel and oxidizer. The design of rocket combustors requires therefore an
accurate prediction of wall heat fluxes. To understand and control the physics at play in such
combustor, the Large Eddy Simulation (LES) approach is an efficient and reliable numerical
tool. In this thesis work, the objective is to predict wall fluxes in a subcritical rocket engine
configuration by means of LES. In such condition, ergols may be in their liquid state and it is
necessary to model liquid jet atomization, dispersion and evaporation. The physics that have to
be described in such engine are: highly turbulent reactive flow, liquid jet atomization, fast and
strong kinetic chemistry and finally important wall heat fluxes.
This work first focuses on several modeling aspects that are needed to perform the target sim-
ulations. H2/O2 flames are driven by a very fast chemistry, modeled with a reduced mecha-
nism validated on academic configurations for a large range of operating conditions in laminar
premixed and non-premixed flames. To form the spray issued from the atomization of liquid
oxygen (LOx) an injection model is proposed based on empirical correlations. Finally, a wall
law is employed to recover the wall fluxes without resolving directly the boundary layer. It has
been specifically developed for important temperature gradients at the wall and is validated on
turbulent channel configurations by comparison with wall resolved LES.
The above models are then applied first to the simulation of the CONFORTH sub-scale thrust
chamber. This configuration studied on the MASCOTTE test facility (ONERA) has been mea-
sured in terms of wall temperature and heat flux. The LES shows a good agreement compared
to experiment, which demonstrates the capability of LES to predict heat fluxes in rocket com-
bustion chambers. Finally, the JAXA experiment conducted at JAXA/Kakuda space center to
observe heat transfer enhancement brought by longitudinal ribs along the chamber inner walls is
also simulated with the same methodology. Temperature and wall fluxes measured with smooth
walls and ribbed walls are well recovered by LES. This confirms that the LES methodology
proposed in this work is able to handle wall fluxes in complex geometries and rocket operating
conditions.
Keywords: Large Eddy Simulation, turbulent combustion, heat transfer, rocket propulsion, wall
law, liquid injection model, heat flux enhancement, Conjugate Heat Transfer
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Rocket development has enabled the exploration of new frontiers. The first objective was or-
bital, for military and surveillance applications. Then the Moon was targeted in the 60’s, and
first human orbit flight was achieved by URSS in 1961 with Yuri Gagarin. The United States
answered in 1969 by sending the Apollo 11 mission on the Moon. More recently the Rosetta
mission aimed at orbiting and study the comet 67P/Tchourioumov-Gue´rassimenko. Rosetta
mission also dropped Philae on the comet to study its soil. After a 10 years travel, even if
the landing damaged the instruments, the challenge of landing on a comet was achieved, and
the mission was a success. Today space industry is looking toward Mars and even further. For
example, Plank mission observes the magnetic field of our galaxy and investigates dark matter
quantity and origin, ATHENA (Advanced Telescope for High-ENergy Astrophysics) mission is
designed to observe black holes, LISA (Laser Interferometer Space Antenna) mission aims at
measuring gravitational waves ... All these projects require instruments to quit our ground and
be positioned accurately and safely: this is the role of space launchers.
1.1 Industrial context
1.1.1 Space industry and satellite market
Space industry has recently seen a fast evolution and deep change in its context. In the early
60’s, access to space was considered as a strategic asset for national defence and security. It was,
and still is for many nations, a key factor of sovereignty. Military and institutional scientific
motivations have always driven innovation in this field. Barbaroux [9] reports that two thirds of
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the total satellites launched between 1957 and 2011 have been under military, governmental or
spatial agencies decision. Earth & space observation, science and defence applications are the
major customers of spatial industry. Today however, as the space industry is looking toward
commercial applications (telecommunication, geo-localisation) for which the demand grows very
fast, promising a very profitable market.
Moving to the private sector
Since its inception space industry has been dominated by governments as well as military and
national space agencies. This allowed the introduction of major innovations for navigation, earth
observation and communications. These technologies have matured and progressively passed to
the private sector. In the nineties, INTELSAT and EUTELSTAT started private and commercial
exploitation of satellites. National space institutes like NASA (National Aeronautics and Space
Administration) in United States or CNES (Centre National d’Etudes Spatiales) motivated the
creation of private companies (Arianespace in Europe) to extend their activities. Today space
technologies like launchers or space vehicles are also progressively passing to private sector
thanks to their maturity. New actors of space launches have appeared like SpaceX, Blue origin
or ExPace. European actors created Airbus Safran Launcher (ASL), now ArianeGroup, a fully
private entity which aims at reducing costs and delays to stay competitive. Another effect is
the accessibility for smaller companies to space sector (Orbex,Rocket lab, Virgin Galactic, Swiss
Space System).
Figure 1.1: Satellite launches for 2015 are mainly dedicated to earth observation but communication
and military surveillance are the most profitable sectors.- from ISA 2015 report
Satellite Industry Association (SIA) reports 1381 satellites in operation in 2015. They serve in
different fields for various interests as shown Fig. 1.11. Scientific and government interests still
occupy the major part of the missions but other application are growing:
• Communications (television, telephone, aviation, marine, road and rail transport) rep-
resent 44% of the profits over the whole satellite business despite the fact that it represents
only 26% of the launches. Commercial communication is guided by civil customers
and needs. It evolves rapidly and generates more profits than other activities.
1from ISA 2015 report: http://www.sia.org/wp-content/uploads/2017/03/SSIR-2016-update.pdf
1.1. INDUSTRIAL CONTEXT 23
• The COP 21 in Paris has underlined the need for a better observation of the Earth to
measure climate change. More than half of the spacecraft launched in 2015 concerned
Earth observation: they are mostly cubesats or nanosats. It also concerns agriculture,
disaster mitigation and evaluation of resources.
• Military surveillance concerns national security and is a very stable market.
• Navigation systems represent 10% of the launches, the European navigation constellation
Galileo has entered service in 2016 and will be fully operational in 2020.
• Other spacecrafts concern scientific and research missions that are (like Philae mission for
exemple) on very different time-scales. It represents a lower volume in term of launches.
Space devices are becoming smaller, cheaper and lighter. The access to lower orbits has opened
new opportunities for smaller companies to integrate space industry. Different projects of satel-
lites constellation (Oneweb, Iridium, O3b) have been set up and will progressively bring space
industry to a series production at least.
Satellite market perspective
In 2017, according to the Satellite Industry Association the global space economy turnover
represented 335.3B $. Satellites industry is responsible for 60% of this turnover and sees its
revenues increasing by ≈ 3% each year2. Four sectors are concerned: satellite services, satellite
manufacturing, launch facility and ground control equipment. Surprisingly, launch industry does
not represent the major investment made in the sector, as shown in Fig. 1.2.
Figure 1.2: Satellite industry is the main contributor to space industry. Satellite manufacturing and
launching appears to be a small part of the business compared to satellites services. - from ISA 2015
report
2from ISA 2015 report: http://www.sia.org/wp-content/uploads/2017/03/SSIR-2016-update.pdf
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202 satellites were launched in 2015, 60 % from the United State, 25 % from Europe, the rest
of the market being shared by China, Japan and India. This number is expected to increase
dramatically with the arrival of smallsats, microsats, nanosats and satellite constellations.
Very few companies are able to develop, manufacture and assemble large spacecraft or satel-
lites. Thales Alenia Space, Airbus Defence and Space an OBH dominate the European market.
However, fast technological progress focussing on payload reduction now permits to conceive
smallsats (< 500 kg) microsats (between 10 and 100 kg) and even nanosats (< 10 kg) for telecom-
munication or Earth observation. Constellation projects like Oneweb (≈ 650 micro-satellites) or
Iridium Next constellation from Thales (66 satellites) target a global and complete connectivity
on Earth, including oceans. This miniaturization has brought a lot of changes in space industry.
Space-craft unit cost has dropped and time-scales for development and experimentation has
been significantly reduced.
Because of smaller payloads and lower operating orbit (780 km for Iridium Next, 1200 km
for Oneweb) the launcher offer has to be adapted to the orbit, the payload but also to the
intensified launch frequency. An optimistic estimate of small satellite numbers that may be
launched over the next four years ranges from several hundreds to several thousands. Obviously,
some constellations may be placed in orbit with large launch vehicles carrying several satellites
per launch. However, there will surely be a need for many single-satellite launches.
1.1.2 Destination Mars
Figure 1.3: NASA storyboard for Mars exploration and conquest. Appart from Mars objective, NASA
plan to send a robotic mission to capture and redirect an asteroid to orbit the moon. Astronauts aboard
the Orion spacecraft will explore the asteroid in the 2020s, returning to Earth with samples.
Another great goal of our time for space industry, illustrated by Elon Musk’s obsession, is the
exploration of Mars.
The red planet has fascinated generations of scientist. It has been under investigation for more
than 50 years with 44 missions launched. Since the first flight of Mariner 4 and the first images
of Mars surface many missions have been sent to map and study the planet environment. Right
1.1. INDUSTRIAL CONTEXT 25
now the Rover of the Curiosity mission is unveiling the mystery of water presence on the surface
and the possibility of life on Mars. The next steps for Europe are ExoMars missions and regroup
different objectives: ExoMars 2016 aims at analyzing gas traces present in Mars atmosphere.
The mission is also a demonstrator for Landing technology for future missions. ExoMars 2020
will land a Rover mission to look deeper (until 2m) in the ground for possible traces of organic
life.
Meanwhile in the United States (and in cooperation with many nations) Mars program focusses
on manned flight. Many preoccupations for Mars future crewed mission are presently investi-
gated 3:
• First, safe landing: SpaceX has announced the launch of 2 Dragon capsules for 2020.
Considering the hazard of landing on Mars, these capsule will help first choosing the
landing site but also will assess if a crewed landing is possible.
• Survival of the astronauts is also a prime preoccupation. Indeed Mars atmosphere
is not very welcoming, its mean temperature is -55 C and it is composed at 96% with
carbon dioxide CO2 and 2% nitrogen. Extracting part of the water or air needed from
planet resources is a great challenge. Growing vegetables (like in the movie The Martian
by Ridley Scott) is also at study.
• Another subject of study is to keep the crew members physically and mentally
healthy during the journey ( ≈ 8 months with current technology) but also on site.
Many confinement experiment exist, for example NASA HI-SEAS IV (for Hawaii Space
Exploration Analog and Simulation) is leading a 365 days experience with five scientists
living like they would on Mars in a 11 m diameter dome.
• Finally, once again, one of the main questioning concerns propulsion and how to get on
Mars within a reasonable time, manage supply and eventually come back. In Fig. 1.3,
NASA unveiled its vision for this journey to Mars 4. Large launchers like Ariane will be
needed to put in orbit all the spacecraft needed for this journey but the trip from Earth
orbit to Mars orbit will need much larger fuel tanks thus much larger space launchers.
The duration could be shortened with the use of plasma propulsion engines, or nuclear
reactors. The problem is that this type of engine is mature only at small scale and has
not yet been used at the scale of a crewed spacecraft.
1.1.3 Next generation rocket launchers
In 2016, 21 different launchers were fired for orbital or extra-orbital flights (See Tab. 1.1) 5. Their
characteristics are detailed in Appendix A. Traditional launchers are designed for medium to high
payloads but can adapt to different orbital trajectories. Low Earth Orbit (LEO) missions have
orbital periods of less than 2 hours. Deep Space missions include heliocentric, planetocentric,
and solar system escape trajectories.
But the space industry has entered a new era of commercial competition, making it necessary
to cut in the cost and duration of launcher developments. This is also required by the minia-
turization of satellites, and opens the access to space for smaller investors.
3https://cnes.fr/sites/default/files/drupal/201607/default/cnesmag_69_fr_web.pdf
4https://www.nasa.gov/content/nasas-journey-to-mars
5http://www.spacelaunchreport.com/log2016.html
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Vehicle Overall Launches by Orbit Type
Launches Failures LEO > LEO deep space
CZ (DF-5) 19 2 12 7 -
R-7 14 1 11 3 -
Atlas 5 8 0 2 5 -
Falcon 9 8 0 3 5 -
Ariane 5 7 0 - 7 -
PSLV 6 0 3 3 -
Delta 4 4 0 1 3 -
Proton 3 0 - 2 1
H-2A 2 0 1 1 -
Rokot/Briz KM 2 0 2 - -
Vega 2 0 2 - -
CZ-5 1 0 - 1 -
H-2B 1 0 1 - -
CZ-7 1 0 1 - -
GSLV 1 0 - 1 -
Antares 230 1 0 1 - -
Enhanced Epsilon 1 0 1 - -
Shavit 2 1 0 1 - -
CZ-11 1 0 1 - -
Pegasus-XL 1 0 1 - -
Unha 1 0 1 - -
Total 85 3 44 39 2
Table 1.1: 2016 Spaceflight launches. - from http://www.spacelaunchreport.com/log2016.html
New demand for low orbit launches
With the development of smallsats and the different projects of constellation, ”space is now open
for business” 6. It works also for launchers. Different programs have been started to answer this
demand for more flexibility. Some of them are detailed Fig. 1.4. The price per kilogram is not
yet interesting confronted to traditional medium/heavy launchers ($ 20,000 / kg for Ariane 5 )
but the time-scale for manufacturing and launching are attractive when it comes to constellation
maintenance for example.
Reusability
CNES is working on reusability since 2015 with its Callisto demonstrator (see Fig. 1.6). This
11 meters 1st stage rocket must be able to fly, return and re-fly several times. During the test
campaign many technical areas were studied, ranging from launch trajectories to maintenance.
Launcher reusability has been put back on map with the success of SpaceX to perform rocket
launcher landing on a platform (Fig. 1.5). Two challenges are hidden in the reusability concept:
equipment reusability (engines, tanks, pumps ...) and landing of the launcher. In 2017
SpaceX achieved the sequence launch / deliver satellites / land with a ”second hand” Falcon
9 rocket equipped with refurbished engines. They also showed their delivery rate capability
by launching two Falcon 9 rockets within a week 7. The first sent 10 satellites of the Iridium
constellation (see Sec 1.1.1) and the second a Bulgarian satellite. Reusability requires a very
6Rocket Lab company slogan
7https://www.theverge.com/2017/6/25/15870934/
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Figure 1.4: Many small launchers projects are born from the opening of the space launch industry to
the private sector to Low Eeart Orbit (LEO). - from ISA 2015 report
good life cycle estimation of all components. Due to high temperature of burnt gases encountered
in rocket engines (≈ 3500 K), thermal solicitations for structures and materials are extreme and
have to be managed.
Figure 1.5: SpaceX Falcon 9 rocket is able to
land on a platform in the middle of the ocean
(better in video : https://www.youtube.com/
watch?v=llR1mO9CHq8).
Figure 1.6: CNES Callisto demonstrator is
the first step for Europe toward reusability of
launchers first stage.
Re-ignition
Re-ignition is another challenge targeted by space engine manufacturer. For example, the
launch of ESA’s Automated Transfer Vehicle (ATV), which carries supplies to the International
Space Station, requires multiple firings of the Ariane 5 ES upper stage engine. For next gener-
ation European upper-stage engine VINCI, the first re-ignition test was performed in 2007, and
the production of the first flight model has just begun in 2017 after more than 120 ground-tests
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8. This engine will increase the flexibility of Ariane 6 launcher, for example to put several
satellites in different orbits or directly in geostationary orbit (GEO) instead of geostationary
transfer orbit (GTO). SpaceX Falcon 9 re-ignites for a different purpose: landing. The process
is quite different: for VINCI, a torch fed with engine fuel and oxidizer allows re-ignition, while
Falcon 9 engines use triethylaluminium-triethylborane as ignitor.
Engine Reliability
Reliability is a key word of space launch. Launchers are chosen by customers for their price,
the calendar and firing site but on top of all for their reliability. Indeed, when you want to
send one or several satellites worth millions of dollars into orbit, you want to be sure they
reach their destination. Despite good reliability all over the different space launcher programs
(See Tab. 1.1), physical phenomena present in propulsion systems are not all well understood.
Rocket engines design involve very complex physical phenomena that operate at extreme pressure
and temperature. Having a look at what happens inside a rocket combustion chamber is not
easy. Focussing on combustion chambers, few experimental facilities like ONERA Mascotte test
bench in France or DLR Lampoldshausen in Germany have been mounted in order to test and
investigate rocket engine components in representative operating conditions. The growth in
computational power put numerical simulation in front of the scene as a tool to investigate and
understand physical phenomena inside the burner, where very few experiments have access.
CNES and Europe space strategy
Today the European Space Agency (ESA) operates 2 European launcher: Ariane 5 has a maxi-
mum payload between 6 100 and 21 000 kg depending of the orbit, while Vega is used for lighter
payloads (up to 2300 kg) and lower orbits. Ariane 5 is one of the major success in the history
of space launchers. It operated seven launches in 2016, Vega operated two. Arianegroup is
in charge of developing the new launcher Ariane 6 which will go through its maiden flight in
2020. The project combines industrial efficiency, innovation and mature technologies to lower
the operating cost. Looking toward future, the Ariane project aims at pursuing the effort made
for Ariane 6 with lower investments, shorter design cycles and finally a cheaper launcher. Both
next-generation launchers, Ariane 6 and Vega C, will be expendable. Another cheaper and
reusable engine Prometheus is at study, robust and less sophisticated than former Vulcain 2
engine. The objective for ArianeGroup, CNES and ESA is to build a 10 times cheaper, twice
faster to build engine 9. The launcher demonstrator Callisto (Fig. 1.6) will be the support of
validation for engine reusability studies.
1.2 Scientific context
1.2.1 Liquid propellant rocket engine
This work focusses on liquid propellant rocket engines. They are commonly used to power the
first or second stage of launchers. One advantage compared to Solid Rocket Boosters (SRB) is
that they are more flexible and can be tested prior to use. However their thrust is not as high,
and many launchers including Ariane 5 are using SRB for the first launch phase to escape the
8https://www.geospatialworld.net/news/ArianeGroup-starts-vinci-engine-combustion-chamber
9https://cnes.fr/sites/default/files/drupal/201706/default/cnesmag_72_uk_web-ok.pdf
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Earth atmosphere. To minimize tanks volume, propellants are stored in their liquid state under
cryogenic conditions. This induces an increased complexity of the combustion process.
Working principle
The principle of a rocket engine relies on the combustion and acceleration of burnt gases trough
a nozzle to create thrust. Fuel and oxidizer are burnt in relatively small chambers to generate
enough power to choke the nozzle (throat is at Mach 1). A supersonic exhaust jet then forms
and burnt gases are accelerated, most of the thermal energy being converted into kinetic energy.
High speed exhaust burnt gases finally generate thrust.
The thrust F of a rocket engine in vacuum is:
F =
.
mtot ue + PeSe (1.1)
with
.
mtot the total mass flux, ue, Pe the velocity and the static pressure respectively of burnt
gases jet in the exit section of the engine, of cross-section Se.
Another important characteristic of rocket engines is the specific impulse Isp. It is defined as
the ratio of the thrust to the weight flow of the propellants. It indicates the efficiency of the
engine. The higher the Isp, the more efficient the engine, producing more thrust for the same
amount of propellant:
Isp =
F
.
mtot .g
[s] (1.2)
where g = 9.81m/s2 is Earth standard gravity.
Future Ariane 6 configuration will be equipped with two liquid propellant engines. In the first
stage, Vulcain 2 will ensure 100 % of thrust outside the atmosphere (after SRB have been
dropped) for few minutes. Then the first stage separates and Vinci is fired to provide final
thrust to the payload. Presently, the second stage of Ariane 5 is powered with the HM-7B
engine. The main characteristics of these engines can be found Tab. 1.2.
HM-7B Vulcain 2 Vinci
Feeding cycle type gas generator gas generator expander
Thrust vacuum F [kN] 64.8 1359 180
Specific impulse vacuum [s] 444 429 465
Propellants LOx/LH2 LOx/LH2 LOx/LH2
Mixture ratio 5.0 6.74 5.8
Combustion Chamber pressure [bar] 37 117 60
Nozzle area ratio Ae/Ac 83 58 240
Nozzle exit diameter De [m] 0.99 2.09 2.15
Reusability no no 4 times
Table 1.2: Ariane 5 & 6 first and second stage engines.
Until now, European liquid rocket engines for 1st and second stages of the launcher have been
using exclusively H2/O2 propellants for their very high ideal specific impulse [70].
Notice that the nozzle exit diameter of Vinci is almost as wide as the one of Vulcain 2, although
the thrust is very different. Vulcain 2 is ignited on the ground for security reasons. Designed to
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operate at low ambient pressure during the flight, the jet at ignition on the ground is strongly
over-expanded, creating a strong pressure wave in the divergent which may lead to the destruc-
tion of the nozzle. To avoid damaging the nozzle, it has been truncated, reducing the exit cross
section.
The schematic rocket engine combustion chamber is represented Fig. 1.7. Fuel and oxidizer
are stored under liquid state in cryogenic conditions to minimize tanks space occupation. The
chamber is fed with fuel and oxidizer using turbo-pumps. To produce the power needed to
generate the thrust, fuel and oxidizer are injected in the chamber through coaxial elements.
When entering the chamber through the central hole of the injector, the liquid oxygen jet is
atomized, evaporates, and finally feeds a turbulent non-premixed turbulent flame. The diffusion
flame stabilizes on the central injectors lip and burns at high pressure to maximize the power
released by combustion. It produces very important burnt gas temperature (≈ 3500 K). To
ensure the thermal integrity of the combustion chamber, walls are cooled using the hydrogen
stored at very low temperature under liquid state. It is then injected in the combustion chamber
under gaseous state. To maximize the heat transfer, the inner wall of the chamber is made of
copper alloys. However to sustain high pressure, an outer structural envelope made of stainless
steel alloys is needed.
Figure 1.7: Rocket engine combustion chamber structure and working principle http://www.k-makris.
gr/RocketTechnology/ThrustChamber/Thrust_Chamber.htm.
In Tab. 1.2, the feeding system is specified. The gas generator feeding cycle makes use of the
burnt gases produced by a small combustion chamber to drive the turbo-pumps feeding the main
combustion chamber with fuel and oxidizer. The expander-type cycle on the other hand makes
use of the thermal energy released by the chamber and absorbed by the fuel passing through
the cooling system. This thermal energy converts into kinetic energy through phase change and
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allows to drive the turbo-pumps. The expander-type cycle benefits to the mass and complexity
of the engine. However, for the fuel to be able to extract enough thermal energy from burnt
gases, combustion chambers have to be longer, or heat transfer enhancement technique has to
be employed.
1.2.2 Experimental and numerical context
In 1993, a concertation project was launched regarding the understanding of the injection
and combustion phenomena in critical environment inherent to rocket combustors. The GDR
(Groupement de Recherche) ”Combustion dans les moteurs fuse´e” (for Research Group ”com-
bustion in rocket engines”) has initiated many experimental and numerical studies concerning
jet, atomization, spray combustion and super-critical combustion in rocket engine. This consti-
tutes a very important amount of collaborative work to understand all the phenomenas at stake
in rocket combustors, it was summarized in 2001 in [39].
Experimental facilities for rocket combustion studies
Very few experimental facilities in Europe are able to reproduce rocket engine combustion en-
vironment. In DLR in Germany, Lampoldshausen experimental site regroups 10 rocket engine
benches dedicated to very different diagnostics on both solid and liquid rocket propulsion. Ex-
periments can be carried out under both atmospheric and flight (low pressure) conditions. The
M3 bench is dedicated to injection studies and igniting transient phenomena at high pressure, in
representative condition of the combustion chamber. Large optical accesses allow to observe the
liquid jet and the flame behavior, it has been the source of many publications [69, 117, 46, 68].
In France the MASCOTTE bench operated by ONERA is dedicated to combustion in cryogenic
rocket engines. It has permitted to explore combustion in cryogenic engines for both sub-critical
and super-critical pressures. This facility has produced many published results since the 1990’s
[29, 30, 90, 172]. The operation of theses facilities are costly and specific instrumentation has to
be designed to observe physical phenomena present in a pressurized combustion chamber. For
this, numerical simulation is a very promising tool that allows to increase the understanding
of the combustion phenomena in rocket engine and observe where instruments have no access.
Used in parallel to experiments, it leads to faster technical decision and a more complete under-
standing of the combustion process.
Numerical approaches for combustion in rocket engines
Numerical simulation has become a major tool for research in combustion but also in industry as
a design tool. Computational Fluid Dynamics (CFD) simulation methods are classified as Direct
Numerical Simulation (DNS) where all scales of turbulence are resolved, Reynolds Averaged
Navier-Stokes (RANS) simulation where only the mean flow variables are solved and turbulence
is fully modelled, and Large Eddy Simulation (LES) which solves turbulent motion of vortices
resolved on the mesh cells size, the subgrid eddies being modelled.
Most numerical studies in rocket combustion have been realized with RANS method. An impor-
tant part of it concerns the atomization and evaporation of the liquid oxygen jet [174, 18, 66],
two-phase flow non-premixed combustion [151, 10, 190, 153] and real gas effects under critical
pressure [150, 47, 128, 85]. RANS methods are now massively used in dimensioning combustors
but their limitations and the increase in computational resources push toward more accurate
simulation.
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Today Large Eddy Simulation (LES) studies of rocket combustor are not numerous but much
progress have been made. Thermo-acoustic instabilities [186], ignition sequence [157] or trans-
critical flame stabilization in real burners [109], supercritical jet flames [115, 165, 166, 135, 136]
are examples of successful use of LES. Many investigations that were conducted experimentally
in the past, for example on injector recess length (see Sec. 1.2.2) are now investigated numerically
[160] with LES.
Since the whole turbulent spectrum is modelled in RANS, it might limit the prediction capability
of this approach, especially in turbulent combustion applications where interactions between the
flow and the flame lead to complex structure and strong unsteadiness at various scales. The
Large Eddy Simulation (LES) appears as an intermediate between RANS and DNS. In this
approach, the largest scales of the turbulent motion are resolved whereas the smallest universal
scales are modelled. The LES prediction capability of complex turbulent flows is expected to be
higher than RANS since a large part of physics is related to large scale and mid-scale phenomena
which are resolved in LES, whereas they were fully modelled in RANS.
Critical design points
Reliability as first rule of design, and extreme operating conditions encountered in rocket ap-
plication requires optimum design methods for engine components. Concerning the combustion
chamber, critical design points can be listed:
• The interaction of turbulence and chemical kinetics is critical in rocket engines.
H2/O2 chemistry is very fast and gradients in the flames are very sharp. This results
in very thin flames especially when the engine is operated at high pressure. These flames
interact with turbulence, wrinkle, stretch, sometimes extinguish. Very few experiments
are able to visualize and measure the effect of turbulence on the flame under sufficiently
representative operating conditions. Mascotte bench (ONERA) [141], and the P8 and M3
benches (DLR) [71] have been dedicated to the study of cryogenic combustion for many
years. Ignition has also been extensively studied in Europe after two failures of the HM7
upper-stage of Ariane 3 in 1986. The ignition must always be successful, but as smooth
as possible to avoid pressure waves and rocket shaking. This implies to carefully control
the ignition sequence to allow premixing but keep it limited.
• Another important element is injector design. In most applications now, coaxial injectors
are used. The liquid oxygen (LOx) is injected through a central hole and is atomized
with a surrounding gaseous hydrogen flux (GH2). A vast investigation campaign was led
after HM7 failures through the GdR ”combustion dans les moteurs fuse´e”. The main
contribution of this research group is on the understanding of the atomization process.
The experimental and theoretical work of Lasheras, Villermaux and Hopfinger [100, 189,
111, 101] has established the fundamental mechanisms to build injection models for the
numerical simulation of injection in rocket engines.
During this campaign of the GdR, high pressure experiments also permitted to investi-
gate mixing and flame structure in both sub-critical (below oxygen critical pressure) and
trans-critical (above oxygen critical pressure) burners. Thanks to advanced visualization
techniques, Juniper et al. [30] observed that trans-critical flames, despite the injection
of liquid oxygen, does not exhibit atomization whatsoever. On the contrary, below the
critical pressure of oxygen (Pcrit = 50.5 bar) the driving phenomena are atomization and
evaporation, which control the flame structure and length. Above Pcrit, mass transfer
between the dense LOx jet and the lighter H2 gaseous phase controls the rate of reaction.
The difference between these two regimes is illustrated in Fig. 1.8. In Fig. 1.9, the ex-
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perimental visualization of Mayer [116] on non reactive jets illustrate also very well the
difference in the mixing process between sub-critical and trans-critical coaxial jets.
Figure 1.8: Schematic behaviour of (a) sub-
critical cryogenic jet flame driven by atomization
and evaporation, and (b) trans-critical cryogenic
jet flames without atomization but only diffusive
mixing [30].
Figure 1.9: Visualizations of a central N2 jet
surrounded by an annular He jet. (A) subcritical
chamber pressure of 1 MPa. (B) transcritical
chamber pressure of 6 Mpa [116].
Many investigations have also studied injector design parameters, such as the effect of
recess of the central lips on flame behavior [89]. The recess of the LOx injectors compared
to the injector plates experienced in this article provoke the increase of the lateral flame
expansion. This higher expansion rate is explained by the fact that burnt gases anchored
on the injector lip expands. Because they are situated inside the injection tube of hydrogen,
it narrows the hydrogen cross section and accelerate the hydrogen flow. This acceleration
contributes to a better atomization (and then faster evaporation) of the LOx jet and a
corresponding rise in flame expansion angle as observed Fig. 1.10.
Figure 1.10: Images obtained by numerical tomography based on the Abel transform. (a) Injector with
recess, (b) injector without recess. Images from [89].
• Combustion instabilities in rocket engines have been studied carefully since the begin-
ning of the 1930’s and inter-continental missile developments. The first and most famous
example of instability in rocket engine occurred during the development of the F-1 engine
for the Apollo missions. On the 44 first engine firing, 20 experienced strong pressure oscil-
lations. It took years to solve the problem, and the reader is referred to [43] for a summary
of the whole story. Finally, changing the injector design and adding specific baﬄes to the
faceplate of the combustor led to a stable engine that brought the first men on the Moon.
But F-1 stability problems remain in the history of rocket engines as the most expensive
development ever, requiring more than 2000 full scale tests. It costed more than 1.77
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billion $ 10.
• Cooling system is also very important, and is fully detailed further as it is the heart of
the present work.
1.2.3 Heat transfer in rocket engines
To ensure thermal integrity of the chamber at 40 or 100 bar, a specific attention is put on
thermal properties of the materials composing the chamber walls. However, even with very
conductive materials like copper alloys, a simple wall cannot evacuate the heat flux coming
from high pressure combustion products of H2 and O2. A cooling system is thus mandatory
to maintain the temperature below the plastic limit of the material. It generally makes use of
one of the liquid propellants stored at high pressure and very low temperature (H2). Many
small channels are integrated into the walls to extract as much heat as possible. During this
process, the fuel evaporates and is later injected as a gas in the combustion chamber. In the
Vinci Engine, the hydrogen used to cool combustor walls brings the extracted energy to drive the
turbo-pumps, this is the expander cycle (Tab. 1.2). The design of these highly coupled systems
requires good accuracy in predicting energy transfers in the engine. In pre-design phase the
use of empirical correlations is very common. For example, Bartz correlation [11] is employed
to predict heat exchange coefficient at burners walls taking account of the nozzle geometry.
Wall resolved RANS simulation has also proven its efficiency to retrieve measured heat fluxes on
MASCOTTE experimental operating points [48]. When it comes to LES, resolving the boundary
layers is unaffordable. Wall laws are then critical in wall fluxes prediction for LES because of
the computational saving it brings. However, the use of simple laws of the wall are not fully
satisfactory [114].
Boundary layers and wall fluxes prediction
Wall flow is very important in rocket engines. The correct prediction of wall shear τw and heat
flux qw leads to the right chamber pressure and engine performances. Heat flux prediction is
also a critical point for the design of the cooling and feeding systems. The accuracy of the LES
relies highly on the direct resolution of the large eddies that represent most of the dynamics
of the flow. However, near solid boundaries, quasi-streamwise velocity vortices dominate the
near-wall flow structure. These vortices scale with the viscous length scale δν = ν/uτ and not
with the boundary layer thickness δ. Here, ν is the kinematic viscosity and the uτ =
√
τw/ρ
is the friction velocity. As the Reynolds stress number Reτ = δ/δν increases, the size of the
near-wall eddies decreases compared to the boundary layer thickness. For industrial scale cases
at high friction Reynolds number, wall-resolved LES (WRLES) is not affordable even with the
growing calculation resources. In fact, Chapman [33] evaluates the number of points required
to properly resolve the boundary layer to vary in Re1.8δ . Piomelli [28] extends this evaluation
taking into account the time needed to converge statistics and estimates the CPU cost to resolve
the internal zone of the boundary layer to be proportional to Re2.4δ (Reynolds number based on
the boundary layer thickness). Wall treatment is thus a crucial element of a simulation and the
gain in terms of grid resolution is essential.
Wall-Modelled approaches can be classified in two categories. The first are hybrid RANS/LES
methods where the boundary layers are solved using RANS formalism and large eddies are
resolved away from these regions by LES. The communication between the two solvers can be
either explicit like the zonal approaches or implicit like in detached-eddy simulation (DES).
These approaches are not detailed in this work and the reader can refer to detailed reviews
10http://www.thespacereview.com/article/588/1
1.2. SCIENTIFIC CONTEXT 35
[143, 142, 120]. The second category on which this work focuses combines the LES formalism
with adapted boundary conditions compensating the unresolved boundary layer. This is called
in the following the wall-modelled LES (WMLES) approach. For reviews on recent progress on
WMLES, one can refer to [23, 99, 121].
In a WRLES simulation, the wall shear stress can be approximated by the reconstruction of the
wall-normal gradient. In WMLES since the boundary layer is under-resolved it leads to wrong
gradients at the wall and wall fluxes cannot be directly evaluated. The large majority of the
wall-models relies on the RANS approximation and reconstructs the wall shear stress in order
to ensure the conservation of momentum in the first cell near the wall. The wall shear stress
can be algebraically linked to the velocity at some distance of the wall. It is expressed with
two layers: an inertial turbulent layer and a viscous layer where molecular diffusion dominates
over turbulent diffusion [148]. The present work lies in this trend and two different wall models
are presented in Chapter 5. In these algebraic closures it is assumed that the wall law is valid
locally and instantaneously. Many studies on wall models have tried to extend them, taking
into account more physics like heat fluxes [92], streamwise and adverse pressure gradients [3],
non-equilibrium effects [73] or large temperature gradients and chemical reactions [28].
An alternative to wall laws relies on Thin Boundary Layers Equations (TBLE) [12, 26, 144].
The principle is to solve simplified boundary equation on the first wall cells layer, using a virtual
one-dimensional grid inside the fist cell. The Prandtl mixing length is usually employed to
close the turbulent problem. One advantage of the method is that the non-stationary and the
pressure gradient terms are conserved, allowing to take into account more physics. However,
some non-physical structures can appear when joining with the rest of the domain where the LES
equations are solved [26]. The TBLE approach has shown better results compared to RANS wall
models in more complex configurations like flow behind a step or detached turbulent boundary
layers [26, 194].
If strong wall-normal gradients are encountered at the wall and cannot be accurately computed,
another solution is to end the computational domain at a given distance from the wall and
apply slip virtual wall boundary conditions [36]. An equation of the wall stress is then derived
by integrating the thin boundary layer equations to some distance from the wall. However, this
method is not well adapted to complex geometries.
Another method called dynamic slip modelling consists in deriving boundary conditions for the
filtered Navier-Stokes (NS) equations instead of relying on thin boundary layer or RANS ap-
proximation. The derivation of this boundary condition gets rid of many assumptions generally
made for wall models: near-wall velocity profiles, alignment of the wall shear stress with the
predominant flow direction or equilibrium state of the boundary layer. However, it requires a
dynamically adapted filtering of the NS equations near the wall [22] and shows great sensitivity
to the subgrid-scale model and numerical scheme (see [23] for further description).
Finally a recent class of wall treatment is the control-based strategy for approximate boundary
conditions. The wall stress is computed thanks to optimal control techniques to match target
velocity profiles (from resolved RANS simulation or other ways) [130, 185, 184]. The idea is to
drive the outer LES thanks to wall boundary stress as a control. The wall stress then adjusts
based on the subgrid-scale model and the wall discretisation to produce the desired near-wall
solution, However, the optimal wall stresses may not be physical.
Heat transfer enhancement and coupling
Heat transfer enhancement has been a central preoccupation since the first design of cooled-wall
rocket combustors. The use of H2/O2 propellants at high operating pressure leads to important
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burnt gas temperature (≈ 3500 K). Progress on material resistance to high temperature have
not reached a point where a simple wall can evacuate such heat flux, even in spatial environment.
Micro-channels are generally machined into the chamber wall, and a coolant flow evacuates most
of the heat. The coolant used is generally the fuel that serves combustion afterward. The use
of very conductive materials (copper alloys) increases this transfer. An external sheet of high
strength properties (stainless steel alloy) is added to ensure structural integrity of the pressurized
combustor.
There are two interests in enhancing heat transfer at the walls. The first is to push further
operating conditions and reach higher thrust F and specific impulse Isp. The second, is to
convert most of the thermal energy into kinetic energy for gaseous stream injection or for turbo-
pumps driving. One of the simpler way to enhance heat transfer at a wall is to increase the
exchange surface. Rough surfaces have proven to be very efficient in stimulating turbulence and
then increasing convective heat transfer. In cracking processes for oil industry, the same interest
for increased heat transfer at the wall surfaces (for a reactive purpose) has led to the use of
complex wall geometries such as helicoidally ribbed tubes. In blade cooling for turbine stages
of aeronautical engines, helicoidally ribbed tubes are also used conjointly with spanwise fins to
evacuate as much heat as possible. In rocket engines, thrust stability and pressure losses limit
the originality of wall surface shape which are simple longitudinal ribs. The use of ribs in rocket
engines was initiated by NASA in the 1960’s [125] and re-gained some attention recently [126].
The problem encountered with ribbed wall configurations is the temperature estimation of the
hot side wall temperature, since it is hardly measured over all the geometry. When flows are at
high temperature with important heat transfer in complex geometries or when the simulation
is unsteady (ignition), ”pushing back” the boundary conditions to outer (simpler) limits where
it can be more accurately measured or evaluated is interesting. Coupling a CFD code with an
unsteady thermal solver to treat conduction in walls permits that. Moreover, code coupling
allows to keep codes unmodified and just exchange boundary values in the present work. The
AVBP code can be for example coupled to a thermal conduction solver in the solid (AVTP)
thanks to the OpenPALM coupler [25] and the coupling strategy developed at CERFACS [50].
1.2.4 Numerical strategy and organisation of the study
Simulation capability at CERFACS
CERFACS and IFPEN have been developing for many years a LES code called AVBP dedicated
to the study of compressible reacting flows. It has been successively employed to simulate many
applications for turbulent combustion in complex geometrical configurations like swirled burners
[167, 168, 62, 159, 169]. Much progress have been made to include reduced chemistry with more
species and reactions [139, 82, 56]. Two solvers are dedicated to the treatment of a liquid spray
and the interactions with the carrying phase, detailed later in the manuscript. The Eulerian
solver has already proven its efficiency in reproducing ignition sequence of a subcritical rocket
engine [157]. In the cited study the flame thickening method developed at CERFACS has also
been employed [105]. The adaptation of the model to non-premixed flame requires some work
[170] and for this reason it will not been employed in this work. In 2006, Dauptain has developed
shock capturing techniques for rocket engine application [45]. An adaptation of AVBP has also
been made thanks to the work of Schmitt [164] to treat supercritical thermodynamic conditions
and has allowed to study supercritical operating points of the MASCOTTE experiments (P > 60
bar).
In all the previous studies performed at CERFACS on rocket engines, fluids were either super-
critical or gaseous. In the case of subcritical conditions, when the oxygen is injected in liquid
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phase a quick analysis shows that the controlling phenomenon of combustion is evaporation (see
Sec. 7.4). The evaporation of the liquid phase has then to be taken into account because it will
drive the flame behavior. On the contrary, the order of magnitude of the breakup time scale
demonstrates that atomization is sufficiently fast to be modelled(see Sec. 6.2).
Present work
The LES of the subcritical combustion of a cryogenic rocket engine is investigated in this work.
The aim is to retrieve correct wall fluxes without resolving the boundary layers (for cost reasons).
The internal flow description encompasses different physical phenomena that have to be taken
into account. The first concern is the treatment of H2/O2 chemical description for non-premixed
flame. The impact of turbulence on flame stretch and then on flame structure has to be taken
into account as well as high pressure effect. Turbulence plays a crucial role in combustion
chambers. It promotes mixing and atomization of liquid fuel and interacts with the flame.
Eddies wrinkle the flame front increasing the reaction surface, thus the reaction rates. Because
in LES all turbulent scales cannot be resolved, sub-scale turbulence models are substantial.
To describe evaporation and mixing the liquid phase is solved thanks to either Eulerian or
Lagrangian formalisms available in the LES code AVBP. Because liquid jet atomization cannot
be calculated directly by the code, a spray injection model is developed. It is based on the
important experimental and theoretical investigations that were led by the GdR ”combustion
dans les moteurs fuse´e” [39]. However, recent experimental studies have been questioning the
correlations issued from this work [54]. The major difference when a non-premixed flame is
stabilized between the liquid jet and the stripping phase concerns the liquid core length which
is an important parameter of the injection model. The variability of the models to parameter
change is evaluated.
To retrieve wall fluxes without resolving the boundary layer, wall laws are employed. An im-
portant work has been achieved by Cabrit [27] to derive law of the wall, this for important
temperature gradients in the boundary layer. His work targeted the LES of solid rocket boosters
which implies comparable temperature gradients as liquid rocket engines. Today, the evaluation
of heat transfer in the first phases of an engine development relies on empirical correlations. One
objective beyond the evaluation of wall laws is also to situate the validity of commonly used
correlations.
Finally code coupling developed at CERFACS and ONERA with the OpenPALM coupler [25] is
used to include the resolution of conduction in combustors walls. The method has been proven
to be very robust [50]. It helped measuring the impact of wall heat transfer on flame anchoring
[119, 13]. It has also been successively employed to simulate complex industrial conjugate heat
transfer configurations [84, 51, 50].
To summarize, the LES of cryogenic subcritical combustor requires to focus on:
• The chemical kinetics of H2/O2 and two-phase flame structure.
• The dynamics and the mixing of turbulent liquid spray and the modelling of liquid injec-
tion.
• The effect of the spray on the carrying phase.
• The prediction of wall fluxes in the context of under-resolved boundary layers (wall mod-
els).
• The coupling of the LES with a conduction solver to leverage uncertainties on the boundary
conditions.
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• The prediction of heat transfer enhancement with ribbed walls.
This list contains the main questions addressed in this work. the different chapters propose
modelling and simulation approaches, validated on simplified configurations before being applied
to a real case.
1.3 Organisation of the manuscript
In this introduction many different physics have been addressed concerning the understanding
and modelling of rocket engine internal flows. LES ability to simulate most of the unsteady
features of combustion flows makes it a powerful tool for complete combustor design. It is
also a good helper for experimental facility in understanding all the phenomena at stakes by
looking where experiments sometimes don’t have access. Looking forward, unsteadiness is a
key parameter to understand problems like instabilities. It is also very useful to evaluate flame
anchoring, extinctions or flame-wall interaction phenomena. Moreover, because industry is going
toward reusability, life cycle estimation is needed. Being able with numerical simulation to
evaluate unsteady thermal loadings on combustors walls will be an important asset.
In the first part the governing equations for gaseous and liquid phases solved in AVBP are de-
tailed. Then, the different scales and phenomena involved in a rocket combustor are investigated
through the simulation of academical test cases or sub-scale configurations. Three main physics
are investigated: H2/O2 kinetic model, wall laws and droplet injection model in Chapter . Then
two sub-scale rocket engine experiments are simulated and results are discussed (Chapter 7 and
9). The first is the CONFORTH experiment [137] mounted on the MASCOTTE test bench at
ONERA [39]. It is a five injectors chamber and operated for subcritical pressure. The second
is an experiment from JAXA. Two chambers equipped with 19 injectors and operated at sub-
critical pressure for oxygen are used to investigates heat transfer enhancement through ribbed
walls.
Part II
Governing equations
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Chapter 2
Governing equations for the gaseous
phase
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2.1 Introduction
This chapter presents the equations for the gas phase that are implemented in the numerical
solver AVBP used throughout the present work. The equations shown here are limited to those
actually used in the scope of this thesis and therefore an exhaustive description of AVBP is not
provided. For more detail, the reader is referred to the official handbook of the AVBP code
on which this chapter is based [32]. AVBP solves the compressible Navier-Stokes equations in
the framework of LES. The principle of LES is detailed with the associated filtered equations.
Numerical discretisation of these equations are then briefly introduced.
2.2 The governing equations
Throughout this part, i, j et l are the 3 space directions, the index notation (Einstein’s rule of
summation) is adopted for the description of the governing equations. Index k refers to the kth
species and does not follow the summation rule unless specifically mentioned or implied by the∑
sign.
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The Navier-Stokes equations express the conservation of mass, momentum and total non-
chemical energy. Conservation equations of species are also added to describe multi species
reacting terms. These equations can be written in conservative form:
• Mass conservation:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 (2.1)
with the density ρ and the velocity components uj .
• Momentum conservation:
∂ρui
∂t
+
∂
∂xj
(ρuiuj) = − ∂
∂xj
[Pδij − τij ] (2.2)
with pressure P and viscous stress tensor τij . δij is the Kronecker symbol.
• Species conservation:
∂ρk
∂t
+
∂
∂xj
(ρkuj) = − ∂
∂xj
[Jk,j ]+
.
ωk (2.3)
where ρk = ρYk with k
th specie’s mass fraction Yk, diffusion flux Jk,j = Vk,jYk and reaction
rate
.
ωk.
• Energy conservation:
∂ρE
∂t
+
∂
∂xj
(ρEuj) = − ∂
∂xj
[uj(Pδij − τij) + qj ]+ .ωT (2.4)
where E =
∫ T
T0
CpdT + 1/2 uiui − P/ρ, with heat release rate .ωT=
∑
k ∆h
0
f,k
.
ωk and k
th
species formation enthalpy ∆h0f,k.
The heat flux qj is given by:
qj = −λ ∂T∂xj + ρ
∑
k Jk,jhkρ
∑
k hs,kYkVk,j +ρ
∑
k ∆h
0
f,kYkVk,j (2.5)
where λ is the conductivity. In the above expression qj is the some of conductive heat flux
and diffusion of enthalpy hk = hsk + ∆h
0
f,k
The equation of state close the Navier-Stokes equations considering an ideal gas mixture:
P
ρ
= rT (2.6)
where r is the gas constant of the mixture, r = R/W where W is the mean molecular weight of
the mixture:
1
W
=
N∑
k=1
Yk
Wk
(2.7)
and R = 8.3143 J/mol/K is the universal gas constant.
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2.2.1 Viscous stress tensor
The viscous stress tensor τij is given by:
τij = 2µ
(
Sij − 1
3
δijSll
)
(2.8)
where Sij is the rate of strain tensor
Sij =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
)
(2.9)
and µ is the mixture molecular viscosity, described with various formulation (see Sec. 2.2.3).
2.2.2 Species diffusion flux
In multi-species flows, the total mass conservation implies that:
N∑
k=1
Yk Vkj = 0 (2.10)
where Vkj are the components of the diffusion velocity of species k. They are often expressed as
functions of the species gradients using the Hirschfelder Curtis approximation:
Xk Vkj = −Dk ∂Xk
∂xj
, (2.11)
where Xk is the molar fraction of species k : Xk = YkW/Wk. Here, Dk are the diffusion
coefficients for each species k in the mixture (see Sec. 2.2.3). In terms of mass fraction, the
expression 2.11 writes:
Yk Vkj = −DkWk
W
∂Xk
∂xj
, (2.12)
Summing Eq. 2.12 over all k’s shows that expression 2.12 does not necessarily comply with Eq.
2.10 that expresses mass conservation. In order to achieve this, a correction diffusion velocity
~V c is added to the diffusion velocity (see [146]) as:
V cj =
∑
k
= Dk
Wk
W
∂Xk
∂xj
, (2.13)
The diffusive species flux for each species k finally writes:
Jk,j = −ρ
(
Dk
Wk
W
∂Xk
∂xj
− YkV cj
)
, (2.14)
Using Eq. 2.14 to calculate the diffusive species flux implicitly verifies Eq. 2.10.
This correction diffusion velocity also impacts the total heat flux which takes the form:
qj = −λ ∂T
∂xj
− ρ
N∑
k=1
(
Dk
Wk
W
∂Xk
∂xj
− YkV cj
)
hk (2.15)
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2.2.3 Transport coefficients
The molecular viscosity µ is assumed independent of the gas composition. It only depends on
temperature, following the sutherland law:
µ = c1
(
T
Tref
)3/2 Tref + c2
T + c2
(2.16)
where c1 and c2 are determined to best fit the real viscosity of the mixture. A second law is
available, the Power law:
µ = c1
(
T
Tref
)b
(2.17)
with b typically ranging between 0.5 and 1.0. For example b = 0.76 for air.
The heat conduction coefficient of the gas mixture is computed by introducing the molecular
Prandtl number of the mixture as:
λ =
µCp
Pr
(2.18)
where Cp is the mixture-averaged heat capacity and Pr is supposed constant in time and space.
The coefficients Dk are linked to the binary coefficients Dij obtained from kinetic theory
(Hirschfelder et al. [74], Bird et al. [17]):
Dk =
1− Yk∑
j 6=k
Xj/Djk
(2.19)
The binary coefficients Dij are complex functions of collision integrals and thermodynamic
variables. In the present work, using reduced chemistry, a simplified approximation is sufficient
for Dk and is used in AVBP. Introducing the Schmidt numbers Sck of the species, which are
supposed constant, the diffusion coefficient of each species is computed as:
Dk =
µ
ρSck
(2.20)
4
Chemistry is described with Arrhenius laws for M reactions involving N species. Reactions are
written as:
N∑
k=1
ν ′kjMkj =
N∑
k=1
ν ′′kjMkj , j = 1,m (2.21)
where Mkj is the symbol for the kth species involved in reaction j, and ν ′kj and ν ′′kj are the
associated molar stoichiometric coefficients, with the global stoichiometric coefficient νkj = ν
′′
kj
- ν ′kj . Introducing Qj the rate of progress of reaction j , the reaction rate of species k writes:
.
ωk=
M∑
j=1
.
ωkj= Wk
M∑
j=1
νkjQj (2.22)
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with Qj = Kf,j
N∏
k=1
(
ρYk
Wk
)ν′kj
−Kr,j
N∏
k=1
(
ρYk
Wk
)ν
′′
kj (2.23)
where Kf,j and Kr,j are the rate constant defined by:
Kf,j = Af,jT
βjexp
(
−Ea,jRT
)
= Af,jT
βjexp
(
−Ta,j
T
)
(2.24)
Kr,j =
Kf,j
Keqj
(2.25)
Keqj is the equilibrium constant computed from thermodynamics:
Keqj =
(
P0
RT
)∑N
k=1 νkj
exp
(
∆S0j
R −
∆H0j
RT
)
(2.26)
where P0 = 1 bar. ∆H
0
j and ∆S
0
j are respectively the enthalpy and entropy changes of the
reaction j.
Af,j is the pre-exponential constant and βj the exponent of the Arrhenius law. Ea,j and Ta,j
are the energy and temperature activation of reaction j. Modified expressions can be found
for reactions involving a third-body (stabilizing collision partner) or pressure dependence (for
example fall-off reactions).
The heat release rate
.
ωT is then expressed as the sum of heat produced by the M reactions,
computed from the enthalpies of formation of the species ∆h0f,k:
.
ωT= −
N∑
k=1
.
ωk ∆h
0
f,k (2.27)
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2.3 The Large Eddy Simulation Concept
Turbulent flows are characterized by the Reynolds number which is the ratio of inertia forces
over viscous forces:
Re =
ρuL
µ
(2.28)
where u and L are characteristic velocity and length of the flow and µ is the molecular viscosity.
For sufficiently high Reynolds number inertia forces prevail and structures (or vortices) appear in
the flow. The scale of these structures ranges from the largest eddies at the integral length scale lt
to the smallest dissipative scale described by the Kolmogorov scale ηk. Considering homogeneous
isotropic turbulence, the ratio of the largest to the smallest eddy can be expressed:
lt
ηk
=
(
ρu′lt
µ
)3/4
= Re
3/4
t (2.29)
where u′ is the turbulence intensity. The number Ret = ρu′lt/µ is the turbulent Reynolds
number and characterizes the turbulence intensity.
The energy cascade conceptualized by Kolmogorov [95] figures that the turbulent kinetic energy
E is transferred from the largest scales to the smallest through various processes involving
interaction between vortices. This cascade is schematized in a wavelength k diagram Fig. 2.1.
The inertial range corresponds to intermediate scales and features a constant slope: E(k) ∝
k−5/3.
Based on the range of scale, different strategies for numerical simulations can be classified:
In Direct Numerical Simulation (DNS), all scales of turbulence are explicitly resolved. The
grid resolution must be of the order of the Kolmogorov scale ∆x = O(ηk). Considering that the
integral length scale lt and the computational domain size are of the same order, the number of
grid points needed for DNS is
Npoints ∝
(
lt
ηk
)3
= Re
9/4
t (2.30)
For academic small configurations at moderate Reynolds number, DNS allows to describe in
detail all turbulent scales of the flow. However, for high Reynolds flows in industrial scale
configurations DNS is not affordable.
The Reynolds Average Navier-Stokes (RANS) approach decomposes the turbulent flows
into a mean flow and its fluctuation. An ensemble average operator is applied to the Navier-
Stokes equations, and only mean quantities are solved. Unclosed terms appear in the transport
equations. To close these terms, a turbulence model is needed, which should represent the whole
turbulent spectrum. Usually models are fitted on specific configurations like isotropic turbulence
or wall bounded flows. However, because large scales are highly dependent on the geometry, the
RANS approach is limited when it comes to complex turbulent flows. Furthermore, transient
cases like ignition cannot be tackled with RANS. On the other hand, RANS facilitates the
modelling of steady turbulent boundary layers and is thus well-adapted for instance for the
prediction of wall fluxes.
Large Eddy Simulation can be viewed as an intermediate method between RANS and DNS: it
does not resolve the smallest scales, but does resolve explicitly the largest. To do so, a spatially
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localized filtering operator of given size ∆ is applied, which discriminates the resolved scales
from the smallest unresolved ones. The filter size ∆ can be associated to a cut-off wavelength
k∆ in the turbulence spectrum. The unclosed terms resulting from the filtering of the equations
correspond to the subgrid-scale contributions. The computed and modelled part of the turbulent
energy spectrum for DNS, RANS and LES approaches are summarized in Fig. 2.1
Figure 2.1: Illustration of the Energy cascade, and different strategies for turbulent flows simulation.
2.4 Governing Equations for LES
Any quantity is decomposed into a resolved filtered quantity f and a subgrid-scale part f ′ = f−f
(corresponding to the unresolved motion of the flow). For variable density flows, a mass-weighted
Favre filtering is introduced such as:
f˜ =
ρf
ρ
(2.31)
The conservation equations for LES are obtained by filtering Eqs. 2.2, 2.4 and 2.3:
• Filtered mass conservation:
∂ρ
∂t
+
∂
∂xj
(ρ u˜j) = 0 (2.32)
• Filtered momentum conservation:
∂ρ u˜i
∂t
+
∂
∂xj
(ρ u˜i u˜j) = − ∂
∂xj
[P δij − τij − τij t] (2.33)
• Filtered energy conservation:
∂ρ E˜
∂t
+
∂
∂xj
(ρ E˜ u˜j) = − ∂
∂xj
[uj (P δij − τij) + qj + qjt] (2.34)
• Filtered species conservation:
∂ρ Y˜k
∂t
+
∂
∂xj
(ρ Y˜k u˜j) = − ∂
∂xj
[Jk,j + Jk,j
t
] +
.
ωk (2.35)
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Equations 2.33, 2.34 and 2.35 introduce three unclosed subgrid terms τ tij , q
t
j and J
t
k,j , which
must be modelled.
The filtered diffusion terms τij , qj and Jk,j are directly expressed from the filtered quantities
[146]:
• stress tensor:
τij = 2µ(Sij − 13δijSll),
≈ 2µ(S˜ij − 13δijS˜ll),
(2.36)
with
S˜ij =
1
2
(
∂u˜j
∂xi
+
∂u˜i
∂xj
), (2.37)
• Diffusive species flux:
Jk,j = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkVjc
)
≈ −ρ
(
Dk
Wk
W
∂X˜k
∂xi
− Y˜kV˜jc
)
,
(2.38)
• Heat flux:
qj = −λ ∂T∂xi +
∑
k
Ji,khs,k
≈ −λ ∂T˜∂xi +
∑
k
Ji,k h˜s,k
(2.39)
In the above expressions, correlations between the variable are neglected, which is usual in LES
and justified by the small influence of these terms compared to the turbulent fluxes.
2.4.1 Subgrid-scale modeling
As highlighted above, filtering the transport equations yields a closure problem evidenced by
the so called “subgrid-scale” (SGS) turbulent fluxes (see eq. 2.4).
• The subgrid-scale Reynolds tensor:
τij
t = −ρ (u˜iuj − u˜iu˜j) (2.40)
is modeled as:
τij
t = 2 ρ νt
(
S˜ij − 1
3
δijS˜ll
)
, (2.41)
This relation is known as the Boussinesq approximation. It relates the subgrid stresses to
a quantity that takes the form of a viscosity and is therefore called subgrid-scale turbulent
viscosity, νt. Models for this term are explained in Sec. 2.4.2.
• The subgrid-scale diffusive species flux vector :
Jk,j
t
= ρ
(
u˜jYk − u˜j Y˜k
)
, (2.42)
is modeled as:
Jk,j
t
= −ρ
(
Dtk
Wk
W ∂X˜k
∂xj − Y˜kV˜jc,t
)
, (2.43)
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with
Dtk =
νt
Sctk
(2.44)
The turbulent Schmidt number Sctk = 0.6 is the same for all species. Note also that al-
though a single turbulent Schmidt number is used for all the species, a non-zero correction
V˜ c,t must be added because of the Wk/W term in Eq. 2.43.
The correction diffusion velocities are then obtained from:
V˜ cj + V˜
c,t
j =
∑
k
(
µ
ρSck
+
µt
ρSctk
)
Wk
W
∂X˜k
∂xi
, (2.45)
• The subgrid-scale heat flux vector:
qj
t = ρ(u˜jE − u˜jE˜), (2.46)
is written :
qj
t = −λt ∂T˜
∂xj
+
∑
k
Jk,j
t
h˜k, (2.47)
with
λt =
µtCp
P tr
. (2.48)
The turbulent Prandtl number is fixed at P tr = 0.6.
2.4.2 Models for the turbulent viscosity
The purpose of the turbulent subgrid model is to correctly account for the interaction between
resolved and unresolved scales. In theory, the cut off scale k∆ is placed so that the unresolved
scales correspond to the dissipation zone of the turbulence spectrum. This turbulent viscosity
is defined so as to provide the correct dissipation.
• The Smagorinsky model [176] was developed in the 1960s and has been widely tested
for multiple flow configurations. The subgrid-scale viscosity νt is obtained from:
νt = (CS4)2
√
2 S˜ij S˜ij (2.49)
where 4 denotes the characteristic filter width, CS is the model constant set to 0.18 but
that can vary between 0.1 and 0.18 depending on the flow configuration. This closure is
characterized by a correct prediction of kinetic energy dissipation in homogeneous isotropic
turbulence. However, it predicts non-zero turbulent viscosity levels in flow regions of pure
shear, which makes it unsuitable for many wall-bounded flows [132]. This also means that
its behavior is too dissipative in transitioning flows [161].
• The WALE model was originally proposed by Ducros [52], the expression for νt takes
the form
νt = (Cw4)2
(sdijs
d
ij)
3/2
(S˜ijS˜ij)5/2+(sdijs
d
ij)
5/4
(2.50)
with
sdij =
1
2
(g˜2ij + g˜
2
ji)−
1
3
g˜2kk δij (2.51)
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where g˜ij denotes the resolved velocity gradient.The constant is now Cw = 0.4929. The
WALE model [132] was developed for wall bounded flows and allows to obtain correct
scaling laws near the wall.
• The SIGMA model was proposed by Nicoud et al. [131]. The singular values σ1 ≥ σ2 ≥
σ3 of the velocity gradient tensor gij are used to build the turbulent viscosity as
νt = (Cσ4)2σ3(σ1 − σ2)(σ2 − σ3)
σ21
(2.52)
where Cσ = 1.35 is the constant of the model. Like WALE, the SIGMA model has correct
asymptotic behavior at the walls but also an improved behavior for rotating flows.
A summary of the different subgrid-scale turbulence model properties is available in Tab. 2.1.
Smagorinsky WALE SIGMA
Correct asymptotic behaviour at walls No Yes Yes
No subgrid viscosity for solid rotation Yes No Yes
No subgrid viscosity for pure shear No Yes Yes
No subgrid viscosity for axisymmetric expansion No Yes Yes
No subgrid viscosity for isotropic expansion No Yes Yes
Table 2.1: Comparison of the different subgrid-scale models properties from [131].
In this study the SIGMA model has been chosen. It exhibits a correct asymptotic behavior at
the wall. Moreover, the correct treatment of axisymmetric expansion is an interesting property
for jet flames encountered in spatial combustors.
2.5 Numerics for the gas phase in AVBP
In AVBP the discretization relies on the cell-vertex method [98], conservation relations are
applied to the grid cells and solutions are stored at grid nodes. Boundaries are treated thanks
to the Navier-Stokes Characteristic Boundary Conditions (NSCBC’s) formalism [145]. In this
section a brief description of AVBP’s numerical implementation and options is given.
2.5.1 Numerical scheme
To solve the filtered equations presented in Sec. 2.4 different numerical schemes are available in
AVBP. Their dissipative and dispersive properties as well as their CPU cost and their stability
on coarser meshes are briefly discussed. A detailed description of these schemes can be found in
the thesis of Lamarque [98].
• The Lax-Wendroff (LW) scheme is an adaptation of the classical Lax-Wendroff scheme
[102] for cell-vertex formulation. It is a finite volume centered scheme with an explicit single
step time integration. It is second order accurate in space and time. Its computational
cost is low compared to other schemes but it has a more diffusive behavior.
• The Two-Step Taylor Galerkin (TTGC) scheme [41] is a finite element centered
scheme with an explicit two-step time integration. It is third order accurate in time and
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space. It has very good dispersion and dissipation properties. However it takes about 2.5
more time than the LW scheme. It is very well adapted to LES of compressible reactive
flows. However the grid size has to be sufficiently low to avoid numerical oscillations.
• In this study another Two-step Taylor Galerkin scheme (TTG4A) is used [98]. It
is third order accurate in space and fourth order in time. It is a little bit more dissipative
than the TTGC scheme at small wave length, which is interesting for systems with very
steep gradients (like H2/O2 flames).
2.5.2 Artificial viscosity
The numerical schemes employed in AVBP are spatially centered, and are therefore prone to
point-to-point oscillations. To avoid small-scale oscillations (named wiggles) and to smooth very
steep gradients, an artificial viscosity (AV) term is added to the discrete equations. It avoids
the accumulation of energy coming from non-physical effects. Practically the introduction of
AV is done in two steps. First a sensor detects where in the computational domain artificial
viscosity is needed. This sensor works like shock capturing sensor, spotting spatial areas where
there is a strong deviation of variables from linearity. A second dissipation term (called 4th
order hyper-viscosity) is also introduced to limit the wiggles amplitude. The use of artificial
viscosity preserves the order of convergence of the numerical scheme where the sensor is inactive
and ensures the stability in the critical regions.
A sensor ζe is a scaled parameter that is computed for every cell e of the domain that takes
values from zero to one. ζe = 0 means that the solution is well resolved and that no AV should
be applied while ζe = 1 signifies that the solution has strong local variations and that AV must
be applied. This sensor is obtained by comparing different evaluations (on different stencils)
of the gradient of a given scalar (pressure, total energy, mass fractions). If these gradients are
identical, then the solution is locally linear and the sensor is zero. On the contrary, if these
two estimations are different, local non-linearities are present, and the sensor is activated. The
key point is to find a suitable sensor-function that is non-zero only at places where stability
problems occur. Two sensors are available in AVBP: the so-called Jameson-sensor [81] and the
Colin-sensor [40] which is an upgrade of the previous one.
The Jameson-sensor ζJe is a limiter-like sensor that detects non-linear behavior of pressure. This
is done by estimating the nodal pressure gradient in two different ways (basically on 2 stencils
of size ∆X and 2∆X) and comparing these two values. If they are identical, the pressure varies
linearly. If they are different, the pressure has a non linear behavior. Any way, if dP1 and dP2
are the two estimated pressure gradients, we have: ζCe ∝ (|dP1| − |dP2|)/(|dP1|+ |dP2|+ P ).
The Colin-sensor is also based on two estimations of the nodal pressure gradient (dP1 and dP2),
but combines them in a much complex way, so that finally, this sensor is zero when |dP1| and
|dP2| are small or when dP1 and dP2 are similar (well resolved computation, linear behavior),
and the sensor is activated when dP1 and dP2 are different (poor resolution, non-linear behavior)
or of the same order that the local pressure (very strong perturbations).
For further details on artificial viscosity sensors, the reader can refer to [80].
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Chapter 3
Governing equations for the
dispersed, liquid phase
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Spray dynamics may be described using two different formalisms. The Lagrangian approach
considers the dispersed phase as a set of discrete particles. Each particle follows point mechanics
laws. In the Eulerian approach the spray is considered as a continuous phase. Local mean
properties of this phase correspond to the properties of the set of particles.
Assumption for the dispersed phase
• Particles are spherical and not subject to breakup 1
• The only force applied by the gaseous flow on the droplets is drag, and gravity is neglected.
1This mean that the spray is considered after primary and secondary atomization (see Sec. 6.1).Droplet
breakup is characterized by the Weber number We = ρg|ug − up|2Dl/σ, where σ is the surface tension. Droplets
are considered stable under Wec ≈ 12.
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• The temperature is uniform inside the droplets, meaning an infinite conductivity.
• The spray is diluted: the liquid volume fraction α˘l < 0.01. Under this hypothesis the
gaseous mass fraction is 1− α˘l ≡ 1 and interactions between particles are neglected.
3.1 Lagrangian approach
In Euler-Lagrange (EL) approach particles trajectories are followed and momentum, mass and
energy exchanges with the gaseous phase are applied. The Lagrangian strategy in AVBP relies
on the source point hypothesis: the droplet is small compared to mesh cells.
Each droplet is characterized with its position x
(k)
p,i , mass m
(k)
p , momentum ρlu
(k)
p,i and tempera-
ture T
(k)
p , which follows evolution equations:
dx
(k)
p,i
dt
= u
(k)
p,i (3.1)
d
dt
(
m(k)p u
(k)
p,i
)
= F
(k)
p,i (3.2)
dm
(k)
p
dt
= Γ(k)p (3.3)
d
dt
(
m(k)p C
(k)
p )T
(k)
p
)
=
.
Q
(k)
p (3.4)
where C
(k)
p is the liquid specific heat. F
(k)
p are the external forces, Γ
(k)
p is the evaporation source
term and
.
Q
(k)
p the heat flux. The source terms are described in Sec. 3.3.
The interest of this method relies in the direct description of size poly-dispersion, allowing to
capture for example crossing jets of droplets. This method has proven its prediction capability
([108], [113], [60]) and is widely used in AVBP thanks to recent improvements of the paral-
lelization strategy. Latest developments allow to address complex problems such as liquid film
evaporation and atomization [78] or isolated droplet combustion [138].
Wall interaction of Lagrangian particles
An inlet condition is the placement of particles at prescribed positions with prescribed velocity
and diameter. Outlet conditions are not needed, because particles that propagate into regions
outside the Eulerian grid are simply not found by the search algorithm and disappear from the
calculation. The only true boundary condition is needed for solid walls, which can pose a quite
complex problem to solve, depending on the physical detail one wishes to include. The physics
involved in droplet-wall interaction comprise phenomena like rebound, splashing and film for-
mation just to name a few (see [59] for more detail). In the scope of the present work, only the
case of an elastic rebound is considered, ensuring mass-conservation.
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3.2 Eulerian approach
In the Eulerian approach, mean quantities of the spray are transported, considering the spray
as a continuous phase. The great advantage of the Eulerian formalism is its similarity with
the gaseous phase. The numerical and parallelization strategies can then be directly applied.
Moreover, no interpolation is needed when coupling the two phases. However, in addition to the
assumption made in Sec. 3 for Eulerian formalism, the spray is considered mono-disperse.
3.2.1 Mass-weighted statistical average
The mass-weighted statistical average of a quantity ψ is given by:
ψ˘ = 〈ψ〉l = 1
ρlα˘l
∫
µpψ(cp, ζp, µp)fp(cp, ζp, µp, x, t|Hf )dcpdζpdµp (3.5)
fp(cp, ζp, µp, x, t|Hf ) is the probability density function where cp, ζp and µp are the phase param-
eters for velocity, temperature and mass. This function can be seen as the number of particles
located at position ~xp and time t, and have a velocity up , temperature Tp and mass mp which
verify : cp ≤ up < cp + dcp, ζp ≤ Tp < ζp + dζp et µp ≤ mp < µp + dµp. Note that f describe
statistics conditioned on the gaseous flow Hf .
In the definition Eq. 3.5, α˘l is the volume fraction of the dispersed phase:
ρlα˘l = n˘l〈mp〉l =
∫
µpfp(cp, ζp, µp, x, t|Hf )dcpdζpdµp (3.6)
with n˘l =
∫
fp(cp, ζp, µp, x, t|Hf )dcpdζpdµp (3.7)
where ρl is the liquid density. Introducing the local diameter dl, the local number of particles
n˘l is linked to α˘l:
α˘l =
pi
6
n˘ld
3
l (3.8)
3.2.2 Mesoscopic and Random Uncorrelated Motion (RUM)
The velocity of a single particle of the statistical set represented by the Eulerian phases, can be
decomposed into its statistical average u˘l and its deviation from the average u
′′
p:
up = u˘l + u
′′
p with 〈u′′p〉l = 0 (3.9)
The statistical average u˘l is called the mesoscopic velocity as it describes the droplet motion
at a mesoscopic scale. This velocity is strongly correlated to the gaseous phase whereas the
statistical deviation u′′p represents the uncorrelated droplet motion (See Fig. 3.1). This Random
Uncorrelated Motion (RUM) is ruled by stochastic process which demands specific modelling.
Additional transport equations (for the uncorrelated kinetic Energy) with additional closure
terms are added to the system. Detailed equations and closures can be found in [171]. In the
present study, RUM is assumed to have negligible impact on the spray dynamics and is not
taken into account.
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u˘l
up
u′′p
mesoscopic 
velocity
uncorrelated 
velocity
particle 
velocity
Set of particles in a given 
control volume:
Figure 3.1: Decomposition of the Lagrangian particle velocity up into a mesoscopic part u˘l and an
uncorrelated part u′′p
3.2.3 The Enskog equation
The distribution function fp answers a Boltzmann equation. To obtain the mesoscopic equations
for the dispersed phase quantity ψ this Boltzmann equation is multiplied by ψ and a statistical
average operator is applied (
∫
.dcpdζpdµp). The general Enskog equation for ψ reads:
∂
∂t
ρlα˘lΨ˘ +
∂
∂xi
ρlα˘lu˘l,iΨ˘ = C(mpΨ)
+ ρlα˘l
〈
dup,j
dt
∂Ψ
∂up,j
〉
l
+ ρlα˘l
〈
dTp
dt
∂Φ
∂Tp
〉
l
+ ρlα˘l
〈
dmp
dt
(
∂Ψ
∂mp
+
Ψ
mp
)〉
l
(3.10)
where C(mpΨ) represents the momentum transfer between particles (collisions, breakups, coa-
lescence). Because of the diluted spray hypothesis this term is neglected.
3.2.4 Conservation equations
The conservation equations are finally:
• Taking Ψ = 1/mp, gives the conservation equation for the number of droplet
density:
∂
∂t
n˘l +
∂
∂xi
(n˘lu˘l,i) = 0 (3.11)
• Taking Ψ = 1, gives the conservation equation for the volume fraction:
∂
∂t
ρlα˘l +
∂
∂xi
ρlα˘lu˘l,i = Γl (3.12)
where Γl = −Γ = n˘l〈Γp〉p = n˘l〈 .mp〉p is the mass transfer due to phase change.
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• Taking Ψ = up, gives the momentum conservation equation:
∂
∂t
(ρlα˘lu˘l,i) +
∂
∂xi
(ρlα˘lu˘l,iu˘l,j) = Fd,i + Γu,i (3.13)
where Fd,i is the exchange of momentum with the carrying phase through drag. Γu,i is the
momentum exchange due to evaporation. The diluted spray hypothesis leads to Γu = Γlu˘l.
• Taking Ψ = hs,p, the sensible enthalpy, gives the energy conservation equation:
∂
∂t
(ρlα˘lh˘s,l) +
∂
∂xi
(ρlα˘lu˘l,ih˘s,l) = Πl (3.14)
Here, Πl is the sensible enthalpy rate of change per unit of volume due to evaporation and
conduction.
Source terms for evaporation, drag and heat transfer are detailed in Sec. 3.3.
3.2.5 LES equations for the dispersed phase
The same LES filtering as in the gaseous phase is applied to the conservation equations for the
dispersed phase. The Favre filter is defined with α˘l as:
fˆl =
α˘lf˘l
αl
(3.15)
where · denotes the filtered quantities. The spray is considered mono-disperse so that n˘l =
6/pid3l α˘l and the liquid Favre filter for the number density can be written:
n˘lf˘l =
6α˘l
pid˘3
f˘l =
6
pid˘3
αlfˆl = nlfˆl (3.16)
Similarly to the filtering of gaseous conservation equations, the filtering of dispersed phase
equations leads to unclosed terms. The subgrid effects are taken into account for the momentum
equation. A closure of the subgrid-scale mesoscopic velocity tensor τ tl was proposed by Moreau
et al. [123] with a viscosity-type Smagorinsky model [176] for the deviatoric part. Because of
the compressible nature of the mesoscopic dispersed phase, the diagonal part is modelled with
the Yoshizawa model [200]:
τ tl,ij = −ρlαl
(
ûl,iul,j − ûl,iûl,j
)
(3.17)
≈ 2ρlαlνl,t
(
Ŝl,ij − 1
3
Ŝl,kkδij
)
︸ ︷︷ ︸
Smagorinsky
+ 2ρlαlκl,tŜl,ijδij︸ ︷︷ ︸
Y oshizawa
(3.18)
where:
Ŝl,ij =
1
2
(
∂ûl,i
∂xj
+
∂ûl,k
∂xi
)
− 1
3
∂ûl,k
∂xk
δij (3.19)
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The models for the subgrid-scale viscosity give:
νl,t = (CS,l∆)
2
√
2Ŝl,ijŜl,ij [176] (3.20)
κl,t = 2(CV,t∆)
2Ŝl,ij [200] (3.21)
Constants have been advised in [122] respectively at CS,l = 0.14 and CV,l = 0.11.
3.3 Closure models, exchanges between phases
3.3.1 Drag
The drag force exerted by the gas with velocity u on an isolated spherical particle of mass mp
and velocity up is obtained by a simplification of the Basset-Boussinesq-Oseen equation [38]:
Fp
mp
=
1
τp
(u− up) (3.22)
where τp is the relaxation time of the particle expressed as:
τp =
τ ′p
1 + 0.15Re 0.687p
with τ ′p =
ρld
2
18µ
(3.23)
with Rep the Reynolds number of the particle:
Rep =
|u− up| d
ν
(3.24)
Equation 3.23 includes an empirical correlation proposed by Schiller and Naumann [163] to take
into account Reynolds number effects. For low particle Reynolds numbers, equation 3.23 yields
τp = τ
′
p. As τ
′
p is in fact the drag coefficient proposed by Stokes [179], this correction degenerates
into the original Stokes law.
The effects of drag on the dispersed phase dynamics depend on the droplet Stokes number
comparing the characteristic time of the drag term τp to the flow characteristic time:
St =
τp
τL
(3.25)
where τL = L/|u|, with L being a characteristic length scale of the gaseous flow. The Stokes
number is an indicator of the response of the particle to the variations of the flow velocity. For
St  1, the particle behaves like a tracer of the gaseous flow. For St  1, the particle has
an inertial trajectory and is insensitive to the gaseous flow perturbations. Finally, for Stokes
numbers of order unity, the effects of preferential concentration are maximum [193, 58, 57]. In
the Eulerian approach, this last regime is associated to an increased importance of the random
uncorrelated motion (RUM).
In the two-way coupling approach, the drag force exerted by the droplet onto the surrounding
gas is applied. For conservation reasons, this force is the exact opposite to the force applied
by the gas on the droplet, defined Eq. 3.22. The calculation of the source term applied at a
node of the Eulerian grid of the gaseous phase then differs between Lagrangian and Eulerian
formalisms. In the Eulerian approach, the source term appearing in Eq. 3.13 writes:
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Fd,i = ρlα˘l
〈
Fp,i
mp
〉
l
=
ρlα˘l
τp
(ui − u˘l,i) (3.26)
The second equality is valid for a mono-disperse spray. In practice, as values for the liquid and
the gaseous phase are obtained on the same grid and for the same nodal control volumes, no
further transformation of the source term is needed.
3.3.2 Evaporation
Different evaporation models of various complexities exist in the literature (a good review can be
found in [19]). The evaporation model used in AVBP is an equilibrium law based on the Spalding
mass-transfer model ([178], [177]) for which a uniform droplet temperature hypothesis is made.
This model is a good compromise between computational cost and accuracy. This dependency is
especially relevant in combustion application where an important temperature gradient induces
pre-heating of the liquid. This influences the evaporating time [77] and consequently combustion.
An additional assumption is made: the droplet is assumed to be at thermal equilibrium with
the surrounding gas phase (in the quasi-steady state sense).
The derivation of the evaporation model and the notation follow the outlines given by Kuo [96],
Sirignano [173] and Boileau [19].
r rp 
Tζ 
T∞ 
YF, ∞ 
YF, ζ 
Droplet Gas phase 
∞ Far-field 
ζ Droplet surface 
Figure 3.2: Evolution of the temperature T and the fuel mass fraction YF over the radial distance from
a spherical single droplet with uniform temperature Tζ
The gaseous field around a given droplet is assumed to be quasi steady, which means that
equations are independent of time. Furthermore, the position of the liquid surface is considered
constant. This reflects the fact that ρl >> ρg resulting in a velocity of the receding liquid surface
that is small compared to the evaporated fuel moving away from the surface. The problem is
formulated in spherical coordinates (illustrated in Fig. 3.2) for radii between the droplet surface
(index ζ) and the far-field (index ∞). The following set of equations of the gaseous flow field
for r > rζ is obtained:
60 CHAPTER 3. GOVERNING EQUATIONS FOR THE DISPERSED, LIQUID PHASE
Mass conservation: ρur2 = const =
(
ρur2
)
ζ
=
m˙F
4pi
(3.27)
Fuel species conservation: ρur2
dYF
dr
=
d
dr
(
r2 [ρDF ]
dYF
dr
)
(3.28)
Energy equation: ρur2
dCPT
dr
=
d
dr
(
λ
CP
r2
dCPT
dr
)
(3.29)
The expression [ρDF ] in equation 3.28 contains the diffusion coefficient of the species represent-
ing the fuel, DF , and the density of the mixture in the gas phase, ρ. It can be expressed as a
function of the gas viscosity µ and the Schmidt number of the gaseous fuel ScF .
[ρDF ] =
µ
ScF
(3.30)
The variable λ appearing in equation 3.29 is the thermal conductivity in the gas phase.
λ =
µCP
Pr
(3.31)
Here, CP is the average heat capacity at constant pressure of the gaseous mixture.
Under quasi-steady-state assumption, the mass flux m˙F can be directly related to the Lagrangian
evolution of particle mass m˙p:
m˙F = 4piρur
2 = const = (4piρur2)ζ = −m˙p (3.32)
The derivation or the evaporation model is divided into two steps, first focussing on the droplet,
then the droplet temperature.
Mass transfer
Solving Eq. 3.28 with two boundary conditions at the droplet surface (ζ), and at the far-field
(∞) gives:
ρur2 YF = r
2 [ρDF ]
dYF
dr
+ c1 (3.33)
The constant c1 is determined by observing that ρur
2 YF − r2 [ρDF ] dYF /dr is the fuel flux.
Since only the fuel is moving, this flux is the total flux ρur2 so that c1 = ρur
2 = m˙F /4pi. The
equation for YF becomes
ρur2 (YF − 1) = r2 [ρDF ] dYF
dr
(3.34)
Assuming that [ρDF ] is constant allows to integrate (3.34) between r and ∞:
m˙F
4pir [ρDF ]
= ln
(
YF,∞ − 1
YF − 1
)
(3.35)
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Applying the boundary condition at r = rζ leads to
m˙F = 4pirζ [ρDF ] ln (BM + 1) (3.36)
where BM =
YF,ζ − YF,∞
1− YF,ζ is the mass Spalding number (3.37)
This condition imposes m˙F and the speed at which the evaporated fuel leaves the droplet surface,
uζ :
rζρζuζ =
m˙F
4pirζ
= [ρDF ] ln (1 +BM ) (3.38)
The evolution of the global droplet mass mp is the opposite (see Eq. 3.32):
m˙p = −pidSh [ρDF ] ln (1 +BM ) (3.39)
where d is the particle diameter. In a quiescent atmosphere, the Sherwood number takes the
value Sh = 2.
This value is not exact when droplets have a non-zero velocity relative to the surrounding gas.
The correlation proposed by Ranz and Marshall [154], which is based on the particle Reynolds
number Rep and the Schmidt number of the fuel species ScF is then used
Sh = 2 + 0.55Re1/2p Sc
1/3
F . (3.40)
The Spalding number BM uses the fuel mass fractions at the surface and the far-field, YF,ζ and
YF,∞. While YF,∞ is interpolated from the surrounding grid nodes, an expression for YF,ζ must
be obtained by stating that the flow at the droplet surface is saturated. Using the molar fraction
of the fuel vapor at the surface, XF,ζ , the molar weight of the fuel, WF , and WnF,ζ , the molar
weight of the mixture of all species other than the fuel, calculated at the surface, one has:
YF,ζ =
XF,ζWF
XF,ζWF + (1−XF,ζ)WnF,ζ
(3.41)
Assuming that this mixture does not change between the droplet surface (ζ) and the far-field
(∞), WnF,ζ only depends on known variables of the far-field namely YF,∞ and W , the molar
weight of the mixture of all species in the gas-phase.
WnF,ζ = WnF,∞ =
1− YF,∞
1− YF,∞ WWF
W (3.42)
The fuel molar fraction, XF,ζ can be written using the partial pressure of the fuel species, PF,ζ :
XF,ζ =
PF.ζ
P
(3.43)
where PF,ζ is calculated by the Clausius-Clapeyron law
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PF,ζ = Pcc exp
(
WFLv(Tref )
R
(
1
Tcc
− 1
Tζ
))
(3.44)
where Tcc and Pcc correspond to an arbitrary reference point on the saturation curve, R is the
universal gas constant and Lv(Tref ) the latent heat at Tref . The latent heat Lv at a given
temperature T is defined as:
Lv(T ) = hs,F (T )− hs,p(T ) (3.45)
Finally, the mass transfer due to phase change Γl for the Eulerian formalism writes:
Γl = ρlα˘l
〈
1
mp
dmp
d t
〉
l
= −ρlα˘lpidSh [ρDF ] ln (1 +BM ) (3.46)
3.3.3 Heat transfer
The heat exchange between the liquid and the gas has two contributions, coming from evapora-
tion and conduction, illustrated in Fig. 3.3.
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T(r)
Stefan flux:
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-λ
 
4πrζ2(dT/dr)ζ
liquid
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Figure 3.3: Contributions to the enthalpy balance at the liquid-gaseous interface
A conservation law at the liquid/gas interface can be stated:
Φevl + Φ
c
l + Φ
ev
g + Φ
c
g = 0 (3.47)
On the gaseous side, the evaporation part, denoted Φevg , represents the sensible enthalpy of the
fuel species hs,F that is transported by the Stefan flux m˙F , i.e. the evaporated mass moving
away from the surface at the velocity uζ . Φ
ev
g is defined as follows:
Φevg = m˙F hs,F (Tζ) (3.48)
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The other contribution on the gaseous side is the conductive heat transfer Φcg which is propor-
tional to the temperature gradient at the surface.
Φcg =
(
−4pir2λdT
dr
)
ζ
(3.49)
Similarly on the liquid side, the liquid evaporation Φevl is defined as:
Φevl = m˙p hs,p(Tζ) (3.50)
Mass conservation at the interface imposes m˙p = m˙F so that Φ
ev
l = −m˙Fhs,p(Tζ). The liquid
conductive flux Φcl depends on the temperature gradient at the surface inside the droplet:
Φcl =
(
4pir2λl
dTl
dr
)
ζ
(3.51)
However, as the droplet temperature is assumed uniform, the above expression can not be
evaluated directly. Note that evaporation models can neglect Φcl considering infinite conduction
in the liquid droplet. Equation 3.47 can now be rewritten in a more detailed form:
−m˙Fhs,p(Tζ)︸ ︷︷ ︸
liquid evap. flux
+ Φcl︸︷︷︸
liquid cond. flux
+ m˙Fhs,F (Tζ)︸ ︷︷ ︸
gaseous evap. flux
+
(
−4pir2λdT
dr
)
ζ︸ ︷︷ ︸
gaseous cond. flux
= 0 (3.52)
Using the definition of the latent heat Lv (equation 3.46) finally yields the following form:
m˙FLv(Tζ) + Φ
c
l + Φ
c
g = 0 (3.53)
Note that, while Lv is a constant in the Clausius-Clapeyron law, (equation 3.44), it changes
with Tζ in the context of equation 3.53. Lv(Tl,ref ) is provided by the literature at the reference
temperature Tl,ref for the liquid phase enthalpy hs,p. To compute Lv(Tζ), the definition of Lv(T )
(eq. 3.46) must be recasted as:
Lv(Tζ) = hs,F (Tζ)− hs,p(Tζ) (3.54)
The remaining term in equation 3.53 to be evaluated is the gaseous conductive enthalpy flux Φcg.
The calculation of the conduction fluxes lead to various models described below. Note however
that all models are derived under the assumption of quiescent atmosphere (up − ug = 0), which
makes corrections necessary to take into account slip velocity.
The d2-law The simplest form of thermal evaporation law was originally introduced by Spald-
ing [178] and Godsave [64] in 1953 and is commonly known as Spalding law or d2-law. It neglects
all effects on the liquid side. Consequently, the unknown terms for the liquid conductive heat
transfer Φcl reduce Eq. 3.53 to:
m˙FLv(Tζ) = −Φcg (3.55)
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It will be shown in the following that this equality corresponds to a state in which the droplet
reaches a state equilibrium characterized by the so-called equilibrium- or “wet bulb tempera-
ture”, Twb. This temperature is a function of the gaseous conditions around the droplet. This
is a plateau temperature for which the gaseous conductive flux cancels the heat flux related to
evaporation. Combining equations 3.55 and 3.29 yields, similarly to the fuel mass fraction:
BT =
(T∞ − Tζ)CP
Lv(Tζ)
(3.56)
This simplified form of the temperature Spalding number BT , combined with the mass transfer
number BM (Eq. 3.38) and the Clausius-Clapeyron relation (Eq. 3.44) also allows to iteratively
obtain the wet bulb temperature for given ambient conditions.
To derive Φcg, the thermal conductivity λ is again assumed to be constant over the radial distance
r. Mass conservation (Eq. 3.27) allows to replace r2ρu on the left hand side by r2ζρζuζ = m˙F /4pi,
where m˙F is the Stefan flux at the droplet surface. Eq. 3.29 writes:
m˙F CP
dT
dr
= 4pi
d
dr
(
λr2
dT
dr
)
(3.57)
Integration of this equation yields:
m˙F CPT = 4pir
2λ
dT
dr
+ c1 (3.58)
where c1 is a constant determined by applying the boundary condition at the surface ζ.
m˙F CPTζ = 4pir
2
ζλ
[
dT
dr
]
ζ
+ c1 = −Φcg + c1 (3.59)
Injecting this expression in the integrated conservation law (3.58) via c1, one obtains:
m˙F
(
CPT − CPTζ −
Φcg
m˙F
)
= 4pir2λ
dT
dr
(3.60)
The separation of the variables r and T and a second integration gives
− 1
r
=
4piλ
m˙FCP
ln
(
T − Tζ −
Φcg
m˙FCP
)
+ c2 (3.61)
Applying the far-field boundary condition ∞ allows to determine c2. One finally obtains:
1
r
=
4piλ
m˙FCP
ln
T∞ − Tζ − Φcgm˙FCP
T − Tζ − Φ
c
g
m˙FCP
 (3.62)
which describes the evolution of T with r, depending on Φcg and m˙F If evaluated at the surface,
Eq. 3.62 provides an expression for the mass flux m˙F that is different from equation 3.39
m˙F =
4piλrζ
CP
ln (BT + 1) (3.63)
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In this case, m˙F depends on the temperature Spalding number BT :
BT =
(T∞ − Tζ) m˙FCP
−Φcg
(3.64)
These two expressions for the mass flux implies a relation between BM and BT
BT = (1 +BM )
β − 1 (3.65)
where β = ShNuLeF , with the Lewis number of the fuel species LeF = ScF /Pr
A rearrangement of Eq. 3.64 finally yields:
Φcg =
m˙FCP
BT
(Tζ − T∞) (3.66)
By replacing the mass flux m˙F using Eq. 3.63, one obtains Φ
c
g as a function of the known
temperatures Tζ and T∞ as well as of BT . This equation is still implicit in Φcg. In practice
however, BM is already available from the calculation of the mass evolution which allows to
calculate BT using equation 3.65.
Φcg = λ4pirζ (Tζ − T∞)
ln(BT + 1)
BT
= λpidNu (Tζ − T∞) ln(BT + 1)
BT
(3.67)
Note that in a quiescent atmosphere the Nusselt number present in the above expression is
Nu = 2. When droplets encounter a relative velocity with respect to the gas phase, Nu, just
as the Sherwood number Sh in the case of the mass transfer, has to be corrected. This is done
using the Ranz-Marshall [154] correlation:
Nu = 2 + 0.55Re1/2p Pr
1/3. (3.68)
The Advanced Abramzon-Sirignano evaporation model The model used in the scope
of this work is the Abramzon-Sirignano model [2], which takes into account the finite thickness
of the fuel mass fraction and thermal boundary layers, resulting in modified expressions for the
Nusselt and Sherwood numbers:
Sherwood Number : Sh = 2 + 0.55
Re
1/2
p Sc
1/3
F
F (BM )
(3.69)
Nusselt number : Nu = 2 + 0.55
Re
1/2
p Pr1/3
F (BT )
(3.70)
where, for B = either BT or BM ,
F (B) = (1 +B)0.7
ln(1 +B)
B
(3.71)
The parameter β in Eq. 3.65 is also modified to account for the thickness of the thermal
boundary layer:
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βAS =
CpF,ref
Cpg,ref
Sh
NuLeF
(3.72)
CpF,ref and Cpg,ref are respectively the heat capacities of the gaseous fuel and of the surrounding
gaseous mixture, in the film around the droplet (reference state).
The composition and temperature of the mixture in the film (or reference state) are evaluated
by interpolation between their values at the droplet surface and the conditions in the far field
(denoted by the subscript ∞) using the third law recommended by Hubbard et al. [77] and
Versaevel [187]. This law assumes that the properties of the gaseous mixture in the film around
the droplet follow a quasi-stationary evolution. The different thermodynamic properties are
then calculated at this temperature and composition.
Tref = Tζ +
1
3
(T∞ − Tζ) (3.73)
Yk,ref = Yk,ζ +
1
3
(Yk,∞ − Yk,ζ) (3.74)
Due to the inter-dependancy of BT and Nu through βAS , this model necessitates an iterative
part, which increases numerical cost.
3.3.4 Coupling terms with gaseous phase
Source terms induced by drag
In the Lagrangian approach, the drag force F
(k)
p is calculated for each droplet (k). To assemble
the source term Fd to be applied in the gaseous equations, the weight Θ
(k)
j,e is applied to the
contribution of particle (k) to the node j of the grid cell (or element) e where the particle is
located:
Fd =
1
Vj
∑
k∈Dj
Θ
(k)
j,eF
(k)
p =
1
Vj
∑
k∈Dj
Θ
(k)
j,e
(
mp
τp
)(k) (
u− u(k)p
)
(3.75)
Here, Dj is the ensemble of elements having the node j and Vj is the nodal control volume or
the median dual cell.
The weight Θ
(k)
j,e are given in Eq. 3.87 in Sec. 3.4.
Statistical source terms for mass transfer
Euler-Lagrange While m˙p = −m˙F (equation 3.36) describes the temporal evolution of a
single droplet’s mass, Γ is the mass transfer per unit volume and represents the source term
that is passed to the gaseous solver. The distribution scheme for this source term is described
in Sec. 3.3.4. The expression for the weights Θ
(k)
j,e are given in Eq. 3.87.
Γ = − 1
Vj
∑
k∈Dj
Θ
(k)
j,e
(
dmp
d t
)(k)
=
1
Vj
∑
k∈Dj
Θ
(k)
j,e m˙
(k)
F (3.76)
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Euler-Euler In the EE framework, there are two source terms: Γ that is applied on the
gaseous equations, and Γl that is applied on the liquid phase equations and, by definition, has
the negative value of its gaseous counterpart.
Γ = −ρlα˘l
〈
1
mp
dmp
d t
〉
l
= −Γl (3.77)
= ρlα˘l m˙F
where m˙F is given with Eq. 3.39.
Statistical source terms for heat transfer
While the fluxes Φcg, Φ
ev
g , Φ
c
l and Φ
ev
l are relevant for the temporal evolutions of a single droplet’s
enthalpies, Πg and Πl denote the enthalpy transfers (gas/liquid) per unit volume. Πg represents
the source term that is passed to the energy equation of the gaseous solver (see equation 2.4).
Euler-Lagrange In the EL framework, the distribution procedure is analogous to Sec. 3.3.4.
Πg =
1
Vj
∑
k∈Dj
Θ
(k)
j,e
(
Φcg + Φ
ev
g
)(k)
(3.78)
Πg =
1
Vj
∑
k∈Dj
Θ
(k)
j,e
(
λpidpNu (Tp − T ) ln(BT + 1)
BT
− m˙phs,F (Tp)
)(k)
The term for convective heat exchange Φevg is given in equation 3.48, whereas the term for
conductive heat exchange Φcg can be obtained from Eq. 3.55 for the d
2-law and Eq. 3.67. The
expression for the weights Θ
(k)
j,e of this distribution scheme can be found in equation 3.87.
Euler-Euler In the case of EE, the source terms are defined as the statistical average over a
single droplet’s heat transfer contributions.
Πg = ρlα˘l
〈
1
mp
(
Φcg + Φ
ev
g
)〉
l
= −Πl (3.79)
= λpin˘ld˘ Nu
(
T˘l − T
) ln(BT + 1)
BT
+ Γ hs,F (T˘l)
(3.80)
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3.3.5 Summary of the liquid phase governing equations
This summary provides an overview of the governing equations for the liquid phase in the La-
grangian and Eulerian formulations. In the present work, the Abramzon-Sirignano evaporation
model is retained.
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3.3.6 Definition of characteristic diameters in a spray
To analyze droplet sprays, statistics moments of the size distribution are used. The mean
diameter d10 and the Sauter mean diameter (SMD or d32) are defined as:
dmn =
∑N
k=1
(
d
(k)
p
)m
∑N
k=1
(
d
(k)
p
)n (3.81)
where N is the number of droplets. Alternatively, for a sample divided into K diameter classes
with Nk particles present in the class k, the definition of dmn becomes:
dmn =
∑k
k=1Nk
(
d
(k)
p
)m
∑k
k=1Nk
(
d
(k)
i
)n (3.82)
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Taking m = 1 and n = 0, the mean diameter takes the form:
d10 =
N∑
k=1
dkp (3.83)
With m = 3 and n = 2 the Sauter mean diameter is obtained from
d32 =
∑N
k=1
(
d
(k)
p
)3
∑N
k=1
(
d
(k)
p
)2 (3.84)
and describes the diameter representing the mean volume to surface ratio of the entire spray,
which is of interest for evaporating cases.
3.4 Numerical aspects for the dispersed phase
3.4.1 Eulerian solver
The spray in Eulerian formulation behaves like a highly compressible gas. Therefore, very strong
gradients of density ρ appear which creates numerical difficulties. Furthermore, the mesoscopic
formulation used in the scope of this work does not allow the crossing of different sprays with
different directions, such as crossing jets. Finally, there are problems like the injection of particle-
laden jets that naturally lead to very sharp gradients at the spray boundary. In essence, a scheme
for the liquid phase has to be more robust than one conceived for a (subsonic) gaseous flow.
Usually, more robust schemes are characterized by increased numerical diffusion.
The numerical schemes described for the gaseous phase (Lax-Wendroff, TTGC) are also available
for the Eulerian solver of the liquid phase. But to answer the numerical difficulties implied by
sharp density gradients, the PSI (for Positive Streamwise Invariant) scheme has been developed
[180]. This scheme is applied exclusively on the liquid phase. It is a multi-dimensional upwinding
method, making it very robust but also more dissipative than a comparable centered scheme.
An example taken from the thesis of Roux [158] illustrates the differences between TTGC and
PSI in a lab-scale combustor (Fig. 3.4). Three fields of droplet number density are compared:
the first (from left to right) shows the field obtained with the TTGC scheme, the second the
PSI result and the third a view of the experiment, illuminated with a laser sheet in the same
plane. An accumulation of droplets in zones of weak vorticity can be observed on all three
visualizations. The comparison between TTGC and PSI shows that the centered scheme has a
tendency to diffuse the sharp gradients of droplet density. This tendency is observed to a lesser
degree for the PSI scheme.
It has to be noted that the stability of the TTGC scheme depends strongly on the way artificial
viscosity is applied. In this work the TTGC scheme has been employed exclusively to treat
liquid phase, despite the difficulty encountered to stabilize the calculations.
For the gas phase, the sensors are based on the pressure, as it is assumed that this variable is
most sensitive to any perturbation of the flow. In the Eulerian formulation for the dispersed
phase, there is no direct equivalent to the pressure. Furthermore, considering only one variable
to detect the wiggles and the strong gradients in the spray is not sufficient. Therefore, sensors
are calculated from a choice of variable fields of the dispersed phase and the maximum value is
retained. For the dispersed liquid phase two types of sensors are used:
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igure 3.4: Insta taneous fields of droplet number e sity. Non-reactive spray in an academical com-
bustor. Left: TTGC, middle: PSI, right: experimental result (laser tomography). Images from Roux
[158]
• A sensor based on extrema ζextr: this sensor checks whether the liquid variables, especially
liquid volume fraction, droplets number density and droplet diameters, stay in the physical
domain.
• A sensor based on gradients ζtpf : this sensor tries to target numerical instabilities.
Each sensor is evaluated at the cell, e, and the maximum value of both sensors is applied.
For both sensors, different models are available in AVBP. The basic formulations used for the
gradient based sensors in the present work is adapted Colin-sensor for highly laden sprays.
3.4.2 Lagrangian solver
The Lagrangian solver uses an Euler scheme for time-integration. To couple the set of Lagrangian
particles with the Eulerian gas phase on the computational grid, interpolation operations are
required.
The gase us valu s needed for c lculations at th particles position ~xp are interpolate from the
Eule ian grid. The expression for an arbitrary quantity f is recalled:
fg@p =
∑
j∈Ke
w(xp,i, xj,i)fg,j (3.85)
where j are the nodes located at the vertices Ke of the cell e. and the term w(xp,i, xj,i) stands for
a generic interpolation function. Note that the values transferred to the particles in the present
LES are always the resolved (or filtered) ones. A robust modified Haselbacher interpolation
algorithm is used. A detailed description of interpolation methods can be found in the thesis of
Paulhiac [138].
For two-way coupling, quantities obtained at the particles position are transferred to the gas
phase on the grid nodes. The distribution scheme for a generic source term, noted Sp, generated
at a particle k that is located inside the grid cell e is recalled:
Sj =
1
Vj
∑
k∈Dj
Θ
(k)
j,e S
(k)
p (3.86)
where Sj is the contribution received by a given grid node j and Vj is the nodal control volume.
Here, the contribution of the source term received by a given grid node j is obtained by the
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Figure 3.5: Distribution of the source terms generated by a Lagrangian particle k to the Eulerian grid
summation of all weighted contributions from all particles inside Dj , the set of cells having a
vertex coinciding with j (see Fig. 3.5).
As the source terms in the gaseous equations are quantities measured per unit volume, the sum
is divided by Vj , the nodal control volume or the median dual cell. The weights Θ
(k)
j,e that are
applied to the contribution of the particle (k) can be obtained from the ratio of the inverse
distances to the target node j and the sum of all inverse distances to the nodes of the cell Ke
in which the particle is located:
Θ
(k)
j,e =
1
|x(k)p,i−xj,i|∑
n∈Ke
1
|x(k)p,i−xn,i|
(3.87)
Another form to express these weights avoids a singularity when particle and node coincide:
Θ
(k)
j,e =
Πn6=j |x(k)p,i − xn,i|∑
r∈Ke Πm6=r|x
(k)
p,i − xm,i|
(3.88)
The original description of the methods described here can be found in the thesis of Garc´ıa [60].
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Chapter 4
H2/O2 kinetic scheme
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4.1 Introduction
H2/O2 chemistry is of particular interest in combustion due to its high heat of combustion (120.5
MJ/kg of hydrogen) and higher specific impulse Isp. It is one of the most studied fuel/oxidizer
couple because it is present in all hydrocarbons oxidation processes. Alamo et al. in [4] propose
a review of the main detailed kinetic schemes developed to describe combustion for H2/O2 or
H2/Air mixtures (Allen et al. [5], Balakrishnan and Williams [8], Li et al. [106]).
Among all the H2/O2 schemes, the Sandiego detailed kinetic scheme developed at Center of
Energy Research of San Diego University is a reference [162]. It has been validated over a
wide range of pressure, mixture ratio and strain rate. It has shown very good compliance with
experiments in terms of adiabatic flame temperature, flame speed, extinction limits [162] and
auto-ignition delay [4]. It includes 8 species (H2, O2, H2O, H, O, OH, HO2, H2O2) and is
composed of 21 reversible reactions detailed in Tab. 4.1.
Transporting 8 species and resolving 21 reversible reactions in LES requires large computational
resources for a full scale combustion chamber. To decrease this computational cost, Boivin et
al. [21] has reduced the Sandiego scheme to a skeletal mechanism of 8 species 12 reactions with
only 6 reversible reactions detailed in Tab. 4.2 (called H2-O2-12S in the rest of the document).
H2-O2-12S scheme has shown very good behavior for deflagration, detonation, extinction and
ignition when confronted to Sandiego scheme [21].
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Ractions Aa n Ea
1 H +O2 
 OH +O 3.52e16 −0.7 71.42
2 H2 +O 
 OH +H 5.06e4 2.67 26.32
3 H2 +OH 
 H2O +H 1.17e9 1.3 15.21
4 H2O +O 
 2OH 7.6e0 3.84 53.47
5 2H +M 
 H2 +M b 1.30e18 −1.0 0.0
6 H +OH +M 
 H2O +M b 4.0e22 −2.0 0.0
7 2O +M 
 O2 +M b 6.17e15 −0.5 0.0
8 H +O +M 
 OH +M b 4.71e18 −1.0 0.0
9 O +OH +M 
 HO2 +M b 8.30e14 0.0 0.0
10 H +O2 +M 
 HO2 +M c k0 5.75e19 −1.4 0.0
k∞ 4.65e12 0.44 0.0
11 HO2 +H 
 2OH 7.08e13 0.0 1.2
12 HO2 +H 
 H2 +O2 1.66e13 0.0 3.4
13 HO2 +H 
 H2O +O 3.10e23 0.0 7.2
14 HO2 +O 
 OH +O2 3.00e13 0.0 0.0
15 HO2 +OH 
 H2O +O2 2.89e13 0.0 −2.1
16 2OH +M 
 H2O2 +Md k0 2.30e18 −0.9 −7.12
k∞ 7.40e13 −0.37 0.0
17 2HO2 
 H2O2 +H 3.02e12 0.0 5.8
18 H2O2 +H 
 HO2 +H2 4.79e13 0.0 33.3
19 H2O2 +H 
 H2O +OH 1.00e13 0.0 15.0
20 H2O2 +OH 
 HO2 +HO2 7.09e12 0.0 6.0
21 H2O2 +O 
 HO2 +OH 9.63e06 0.0 16.7
Table 4.1: Arrhenius law coefficients k = ATnexp(−E/R0T ) for the Sandiego detailed kinetic scheme
[162].
a units: mol, s, cm3, kJ and K
b Chaperon efficiencies: 2.5 for H2, 16.0 for H2O and 1.0 for other species ; Troe parameter for Falloff
reaction: Fc = 0.5.
c Chaperon efficiencies: 2.5 for H2, 12.0 for H2O and 1.0 for other species.
d Chaperon efficiencies: 2.5 for H2, 6.0 for H2O and 1.0 or other species. ; Troe parameter for Falloff
reaction: Fc = 0.265exp(−T/94) + 0.735exp(−T/1756) + exp(−5182/T ).
In Tab. 4.1 and 4.2 reactions are described with Arrhenius formulation and possible third-
body efficiencies (4, 8, 9, 12 of Tab. 4.2). In the last case, reactions take the following shape:
A + B + M 
 AB + M , where M is a collision partner which extract energy to stabilize the
production of AB (direct way) or deliver energy for the dissociation of AB (reverse way). All
species can be taken as collision partner which differ by their collision efficiency. The collision
efficiency k is defined for each species and modifies the reaction kinetics:
Kf (T )[A][B][M ] (4.1)
with
[M ] =
∑
k
kCk (4.2)
where Ck is the concentration of species k. The default collision efficiency is k = 1.
Falloff reactions are pressure dependent and extend the range of validity of the kinetic scheme.
The reaction is first-order in [M] at low pressure, like a third-body reaction, but zeroth-order in
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Ractions Aa n Ea
1 H +O2 
 OH +O kf 3.52e16 −0.7 71.42
kb 7.04e13 −0.26 0.60
2 H2 +O 
 OH +H kf 5.06e4 2.67 26.32
kb 3.03.10
4 2.63 20.23
3 H2 +OH 
 H2O +H kf 1.17e9 1.3 15.21
kb 1.28e10 1.19 78.25
4 H +O2 +M 
 HO2 +M b k0 5.75e19 −1.4 0.0
k∞ 4.65e12 0.44 0.0
5 HO2 +H 
 2OH kf 7.08e13 0.0 1.23
6 HO2 +H 
 H2 +O2 kf 1.66e13 0.0 3.44
kb 2.69e12 0.36 213.86
7 HO2 +OH 
 H2O +O2 kf 2.89e13 0.0 −2.08
8 H +OH +M 
 H2O +M c kf 4.0e22 −2.0 0.0
kb 1.03e23 −1.75 496.14
9 2H +M 
 H2 +M c kf 1.30e18 −1.0 0.0
kb 3.04e17 −0.65 433.09
10 2HO2 
 H2O2 +H kf 3.02e12 0.0 5.8
11 HO2 +H2 
 H2O2 +H kf 1.62e11 0.61 100.14
12 H2O2 +M 
 2OH +Md k0 8.15e23 −1.9 207.62
k∞ 2.62e19 −1.39 214.74
Table 4.2: Arrhenius law coefficients: k = ATnexp(−E/R0T ) for H2-O2-12S reduced kinetic scheme
a units: mol, s, cm3, kJ and K
b Chaperon efficiencies: 2.5 for H2, 16.0 for H2O and 1.0 for other species ; Troe parameter for Falloff
reaction: Fc = 0.5.
c Chaperon efficiencies: 2.5 for H2, 12.0 for H2O and 1.0 for other species.
d Chaperon efficiencies: 2.5 for H2, 6.0 for H2O and 1.0 for other species ; Troe parameter for Falloff
reaction: Fc = 0.265exp(−T/94) + 0.735exp(−T/1756) + exp(−5182/T ).
[M] as pressure increases. The simplest expression of the rate coefficient for a falloff reaction is
the Lindemann form [107]:
Kf (T, [M ]) =
k0[M ]
1 + k0[M ]k∞
(4.3)
At low pressure the above expression tends to k0[M ] whereas at higher pressure it tends to k∞.
Introducing the non-dimensional reduced pressure Pr = k0[M ]/k∞, the rate constant writes:
Kf (T, Pr) = k∞
(
Pr
1 + Pr
)
(4.4)
Finally, more complex functions can be employed to include direct link between the rate constant
Kf and the reduced non-dimensional pressure Pr:
Kf (T, Pr) = k∞
(
Pr
1 + Pr
)
F (T, Pr) (4.5)
The Troe Falloff functions proposed by Gilbert et al. [63] are employed for reactions 4 and
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12 of Tab. 4.2. For further detailed please refer to http://www.cantera.org/docs/sphinx/
html/cti/reactions.html?highlight=troe.
Boivin [21] further reduced the scheme down to a 3 steps mechanism, but at a cost of high
discrepancies in laminar flame speed and auto-ignition delay compared to Sandiego scheme
around atmospheric pressure. Reduced mechanisms from Marinov [110] (2-3 steps, 3-4 species)
or the 6 species, 7 steps mechanism developed by Lacaze [97] showed similar discrepancies
compared to detailed mechanism of O’Connaire [134] (See [97] for comparison). Despite the
important gain in computational cost, reducing the mechanism to only few steps does not allow
to recover the flame characteristics in a large range of operating conditions and have to be
tuned for a specific operating point. Therefore, the H2-O2-12S scheme has been retained for
the present study. It is studied in detail in the rest of this Chapter.
Laminar flames are very useful to understand and characterize the complex turbulent flames
present in combustion chambers. Two types of flames are considered: premixed flames, where
the reaction zone is at the frontier between mixed fresh gases and combustion products, and
diffusion flames where the reaction zone separates fuel and oxidizer streams. During rocket
engine ignition, it has been shown that both diffusion and premixed flames are present and
interact [157]. With the idea of developing a tool for the combustor design for all operating
conditions, the kinetic scheme must therefore be validated for both premixed and diffusion
flame regimes.
The objective of this Chapter is to evaluate the performances of the H2-O2-12S scheme for
simple laminar flames. First the structure of laminar premixed flame is recalled and the main
characteristics of this type of flame are given. Then the H2-O2-12S is run on a large range of
laminar flames to characterize its response to different operating conditions. The same process is
repeated for laminar non-premixed flames. Then chemical characteristic time-scales are studied
and solutions are proposed for the integration of the scheme in a LES code.
4.2 Laminar premixed flame
4.2.1 Premixed flame structure
In this section, and for the sake of simplicity, premixed flames are studied with the following
assumptions:
• The static pressure is constant and the Mach number is low.
• Species diffusion coefficients are equal (Dk = D)
• Species heat capacities are equal and do not depend on temperature (Cpk = Cp)
• Lewis numbers are unity (∀k, Lek = λ/ρCpD = DthDk = 1)
Suppose a single-step irreversible reaction: νFF +νOO → P , where F is the fuel, O the oxidizer,
P the product and νi the stoichiometric coefficients of the i
th species. Mass stoichiometric ratio
is defined:
s =
(
YO
YF
)
st
=
νOWO
νFWF
(4.6)
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where YF and YO are fuel and oxidizer mass fractions and WF and WO their molecular weights.
The equivalence ratio Φ of a mixture is:
Φ =
(
YF
YO
)
/
(
YF
YO
)
st
= s
(
YF
YO
)
(4.7)
Mixture equivalence ratio control the flame structure.
Figure 4.1: 1D laminar premixed H2/O2 flame structure.
A premixed laminar flame propagates from burnt to fresh gases at a laminar flame speed sL. It
can be cut into three zones (see Fig. 4.1). In the pre-heating zone (1), fresh gases temperature
is rising due to thermal fluxes, there is no reaction. In the reaction layer (2), fuel H2 and
oxidizer O2 decompose in intermediate species (O, H, HO2, H2O2). This zone is characterized
by the laminar premixed flame thickness δL. Finally the post-flame zone (3) is the place where
intermediate species convert into products (H2O, OH) and where temperature of the mixture
tends to the adiabatic flame temperature Tb. In Fig. 4.1, notice that pre-heating zone is very
short for H2/O2 premixed flames, this is due to the high propagation speed of these flames (at
atmospheric pressure and for stoichiometric mixture sL ≈ 10 m/s), which does give sufficient
time for the heat to penetrate deep in fresh gases and pre-heat them.
For a 1D steady laminar premixed flame, simplified conservation equations can be written:
Mass conservation:
d
dx
(ρu) = 0 ρu = cst = ρusL (4.8)
Species conservation:
ρusL
dYF
dx
=
d
dx
(
ρD
dYF
dx
)
+
.
ωF (4.9)
Energy:
ρuCpsL
dT
dx
=
d
dx
(
λ
dT
dx
)
−Q .ωF (4.10)
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where Q is the heat of reaction. Terms are noted with the subscript ·u for unburnt gases and ·b
for burnt gases.
4.2.2 Premixed flame characteristic quantities
A laminar premixed flame is defined by its propagation speed sL and its intrinsic thickness δL.
For a one-step mechanism, the analysis of the simplified conservation equations shows that
laminar flame speed sL is related to thermal diffusivity Dth = λ/(ρCp) and pre-exponential
constant of the Arrhenius law A [197]:
sL ∝
√
DthA (4.11)
For more complex mechanisms, 1D combustion codes like CANTERA are generally used [65] to
evaluate the flame speed.
Intrinsic flame thickness δL represents the thickness of the reactive layer. It is measured
thanks to temperature profiles through the flame:
δL =
Tb − Ta
max(|∂T∂x |)
(4.12)
From the asymptotic theory [197], flame thickness is related to thermal diffusion and laminar
flame speed:
δL = Dth/sL (4.13)
A chemical characteristic timescale of the flame is given by τchem = δL/sL.
4.2.3 Premixed flame validation of H2-O2-12S kinetic scheme
In this section, H2-O2-12S kinetic scheme and its implementation in the LES code AVBP is con-
fronted to the Sandiego detailed mechanism for laminar premixed flame regime, which are then
taken as reference solutions. CANTERA [65] has been used to generate 1D laminar premixed
flames at constant pressure. CANTERA solves simple reacting 0D or 1D problems involving
detailed kinetics, thermodynamics and complex transport, and it is necessary to determine the
simplified transport coefficients, to be used in AVBP. This is further detailed in the following.
Transport model
In the following, two different transport models are employed in CANTERA computations.
The Sandiego mechanism is associated with a complex multi-component transport model. This
model evaluates the diffusion coefficient of each species k into each species j, Djk in Eq. 2.19. It
is very accurate, and on simple 1D problems remains affordable. A detailled description of the
multi-component transport model can be found in [56]. The H2-O2-12S mechanism is on the
contrary associated with the simplified transport model used in AVBP (see Sec. 2.2.3). This
mixture average transport model assumes that Prandtl number of the mixture is constant and the
molecular viscosity and conductivity only depend on the mixture temperature. Species molecular
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diffusion is also simplified by considering constant Schmidt numbers Sck for each species. The
values of the Prandtl and Schmidt numbers are extracted from 1D stoichiometric premixed flames
computed with CANTERA and the multi-component transport model, as explained below.
The choice of a single value for Pr and Sck is not straightforward. A common practice is to take
species Schmidt numbers Sck and mixture Prandtl number Pr in the burnt gases. Despite the
fact that this choice is not based on any theoretical ground, the results presented later in this
chapter show that it ensures correct values of the laminar flames characteristics when compared
to flames with the multi-component transport model.
Mixture Prandtl number found is Pr = 0.6544. The species Schmidt numbers are given in Tab.
4.3. For viscosity, a power law has been fitted on the results of the multi-component model and
writes:
µ = 1.82162× 10−5
(
T
Tref
)0.715
[Pa.s] (4.14)
where Tref = 300 K.
H2 H O2 OH O H2O HO2 H2O2
Sck 0.28 0.17 0.99 0.65 0.64 0.77 0.99 0.99
Table 4.3: H2-O2-12S species Schmidt numbers.
Premixed flame 1D profiles
H2-O2-12S and Sandiego kinetic schemes have been used to generate 1D premixed laminar
flames on a wide range of equivalence ratios Φ and at various pressures, the fresh gas tempera-
ture being kept at 300 K. All calculations were performed with CANTERA, where the AVBP
simplified model for transport properties has been implemented. Premixed flames have also been
run with AVBP to confirm the implementation of the H2-O2-12S scheme. Results are exactly
the same as CANTERA with simplified transport model and are not reported here.
First, the 1D profiles of a P = 40 bar and Φ = 1 premixed flame is observed. The temperature
and heat release evolutions through the flame are plotted in Fig. 4.2, and compared to results
obtained with Sandiego mechanism. Species mass fractions evolutions are also plotted in Fig.
4.3. All profiles are well captured by the H2-O2-12S scheme with the simplified transport
model when confronted to Sandiego. Note that the double peak of heat release in Fig. 4.2 is
well captured by the reduced scheme. The same comparison for operating points ranging from
P = 1 → 40 bar and Φ = 0.2 → 5 leads to the same conclusion, demonstrating the validity of
the reduced scheme.
Premixed flame characteristics
In terms of flame speed sL, flame thickness δL and maximum temperature in the burnt gases Tb,
results plotted Fig. 4.10 for Φ = 0.2→ 5 confirms the good performance of the reduced scheme.
The same study at atmospheric pressure has been conducted, keeping the transport proper-
ties determined at 40 bar. Results still exhibit very good agreement with Sandiego detailed
mechanism showing that H2-O2-12S kinetic scheme with simplified transport model properties
described in Sec. 4.2.3 can be used in a wide range of pressure.
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Figure 4.2: 1D premix flame at 40 bar and Φ = 1. Comparison of detailed Sandiego mechanism with
complex transport model (lines) and H2-O2-12S reduced scheme with simplified (symbols) transport
model on heat release and temperature profiles through the flame.
Figure 4.3: 1D premix flame at 40 bar and Φ = 1. Comparison of detailed Sandiego mechanism with
complex transport model (lines) and H2-O2-12S reduced scheme with simplified (symbols) transport
model on species mass fraction profiles through the flame.
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Figure 4.4: 1D premix flames for equivalence ratio Φ = 0.2 to 6 at 40 bar with detailed Sandiego
mechanism and complex transport model ( ), H2-O2-12S reduced scheme with complex ( ) and
with simplified () transport model. Flame speed sL (top), flame thickness (middle) and burnt gas
temperature Tb (bottom).
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4.3 Laminar diffusion flame
4.3.1 Diffusion flame structure
Because H2/O2 mixtures are highly reactive, the storage and injection of the propellants in a
rocket combustor are separated. In most rocket engines, the injection is made through multiple
coaxial injectors (Fig. 4.5), the oxidizer is injected through the central tube and gaseous fuel
is injected through the surrounding channel. Diffusion flames anchor on the injector lips like
shown in Fig. 4.5 between fuel and oxidizer streams. Academic configurations used to study
diffusion flames are counterflow flames (Fig. 4.6).
Figure 4.5: H2/O2 coaxial injector jet flame.
Mixture fraction field (z = 0 is black and z = 1
in light gray) with superimposed flame tempera-
ture. Stoichiometric line z = 0.1111 is in white.
Figure 4.6: Counterflow flames experiments
consist in opposing fuel and oxidizer streams.
The flame is located at zst, usually different from
the stagnation plane.
In diffusion flames, fuel and oxidizer are separated by the reaction zone, therefore the flame is
mainly controlled by species diffusion. The structure of the flame exposed in Fig. 4.7 can be
stripped into a reaction zone and two diffusion zones. A laminar diffusion flame does not have
intrinsic speed because it does not propagate. There is no intrinsic thickness either, which is
controlled by the strain rate.
Figure 4.7: 1D laminar diffusion H2/O2 flame structure computed with the reduced mechanism.
As for 1D premixed laminar flames, we consider for the theoretical analysis a one-step irreversible
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reaction: νFF+νOO → P . Stoichiometric ratio is then s =
(
YO
YF
)
st
= νOWOνFWF , where the subscript
·F stands for fuel and ·O for oxidizer.
Using the same assumptions than for premixed flames in Sec. 4.2.2, simplified 1D conservation
equations for diffusion flames are:
Fuel conservation:
∂ρYF
∂t
+
∂ρuYF
∂x
=
∂
∂x
(
λ
Cp
∂YF
∂x
)
+
.
ωF (4.15)
Oxidizer conservation:
∂ρYO
∂t
+
∂ρuYO
∂x
=
∂
∂x
(
λ
Cp
∂YO
∂x
)
+ s
.
ωF (4.16)
Temperature:
∂ρT
∂t
+
∂ρuT
∂x
=
∂
∂x
(
λ
Cp
∂T
∂x
)
− Q
Cp
.
ωF (4.17)
Combining Eq. 4.15, 4.16 and 4.17 leads to a single conservation equation without reactive
source-term:
∂ρZ
∂t
+
∂ρuZ
∂x
=
∂
∂x
(
ρD
∂Z
∂x
)
(4.18)
Z = sYF − YO being a passive scalar. Z can also be written as a function of temperature:
Z1 =
CpT
Q
+ YF Z2 = s
CpT
Q
+ YO (4.19)
Mixture fraction z
The mixture fraction comes from the normalization of the passive scalar Z and writes:
z =
sYF − YO + Y 0O
sY 0F + Y
0
O
(4.20)
where Y 0F and Y
0
O are fuel and oxidizer injection mass fraction. z = 1 in a pure fuel stream and
z = 0 in a pure oxidizer stream.
Like premixed flames, a global equivalence ratio Φg is defined:
Φg = s
(
Y 0F
Y 0O
)
(4.21)
The mixture fraction is re-written:
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z =
1
1 + Φg
(
Φg
YF
Y 0F
− YO
Y 0O
+ 1
)
(4.22)
The stoichiometric mixture fraction is obtained for sYF = YO:
zst =
1
1 + Φg
(4.23)
For complex chemistry it is however more accurate to use Bilger definition for mixture fraction
based on atomic mass fractions [15]:
zj =
N∑
k=1
(
akjWj
Wk
Yk
)
(4.24)
4.3.2 Diffusion flame characteristic quantities
Scalar dissipation rate
Diffusion flame structure is entirely defined by mixture fraction and time. Therefore a change
in variable of the conservation equation can be operated (x, t)→ (z, t):
ρ
∂Yk
∂t
=
.
ωk +
1
2
ρχ
∂2Yk
∂z2
(4.25)
where χ is the scalar dissipation rate (expressed in s−1):
χ = 2D
(
∂z
∂xi
)2
(4.26)
Similarly, the temperature equation writes:
ρ
∂T
∂t
=
.
ωT +
1
2
ρχ
∂2T
∂z2
(4.27)
In Eq. 4.25 and 4.27 the scalar dissipation rate χ is the only quantity depending on space. For
a fixed scalar dissipation rate χ, the two equations 4.25 and 4.27 can be solved in z-space. The
scalar dissipation traduces the intensity of the gradients, i.e. molecular fluxes towards the flame
and is directly linked to the strain rate.
Laminar flame thickness
Laminar diffusion flames have no intrinsic thickness. Different diffusion flame thickness defi-
nitions are available in the literature [16], [24], [42], [104]. A diffusion layer thickness can be
estimated from the mixture fraction at the stoichiometric line:
lD ≈
√
Dst
χst
=
1
|∇z|st (4.28)
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A reaction layer thickness lreac may be then defined, assuming from asymptotic theory that it
is proportional to the mixing layer thickness as:
lreac ∝ lD(Da)−1/b (4.29)
where b = 1 + νO + νF and Da is the Damko¨hler number of the flame which is the ratio between
the largest turbulent timescale τt and the chemical timescale τchem:
Da =
τt
τchem
(4.30)
When Da >> 1, the flame surface is wrinkled and stretched by the turbulent flow. However
its internal structure is not directly impacted by the turbulent motion. In this flamelet regime,
the structure of the reaction zone corresponds locally to the one of a stretched laminar flame.
When Da << 1, reactants and products are strongly mixed by turbulence and react through
slow reactions in conditions close to an homogeneous reactor. This regime is considered for slow
pollutants production for example.
Strain rate
The canonical counterflow experiment (Fig. 4.6) is used to study laminar flame response to
strain. Fuel and oxidizer are injected with opposite direction velocities uF and uO, and the
flame stabilizes at the stoichiometric plane where z = zst. Extinction limits can therefore be
evaluated. In the counterflow configuration, the strain rate can be simply evaluated as
a ' uF + uO
H
. (4.31)
where H is the separation distance between the fuel and oxidizer injectors.
Under the assumption of infinitely fast chemistry, it can be shown that the strain rate is linked
to the fuel consumption speed
.
ΩF (integrated fuel reaction rate along the flame normal) via the
diffusivity Dth as [147]:
.
ΩF∝
√
aDth (4.32)
In the counterflow flame, the scalar dissipation rate is directly proportional to the strain rate
(χ ∝ a).
4.3.3 Diffusion flame validation of H2-O2-12S kinetic scheme
As done in Sec. 4.2.3, H2-O2-12S is confronted to the Sandiego detailed mechanism, here in
laminar diffusion flame regime. Again, CANTERA [65] has been used to generate 1D laminar
non-premixed counterflow flames at constant pressure. The transport model used is the one
established in Sec. 4.2.3 and uses the values based on premixed laminar flame behavior (Tab.
4.3, Eq. 4.14).
To study diffusion flames, the canonical counterflow flame configuration presented in Fig. 4.6
has been used. Counterflow flames are very useful to study the flame response to strain or
pressure and determine flame extinction limits ([7], [44], [88], [196]). A good review of what
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can be done with counterflow flames can be found in [156]. 1D laminar strain diffusion flames
have been generated with CANTERA using Sandiego and H2-O2-12S mechanisms. Beyond
validating the use of H2-O2-12S for diffusion flame simulation, this configuration brings further
informations about the flame response to strain and extinction limits of the mixture in rocket
engine operating conditions.
Diffusion flame 1D profiles
First, the 1D profiles in z-space are observed on a 1D counterflow flame at P = 40 bar with
an imposed strain a = 2000 s−1. The temperature and heat release profiles are plotted in Fig.
4.8 and species mass fraction are presented in Fig. 4.9. The Sandiego mechanism is represented
with lines and the H2-O2-12S with symbols.
Figure 4.8: 1D counterflow flame at 40 bar and a = 2000 s−1. Comparison of detailed Sandiego mech-
anism with complex transport model (lines) and H2-O2-12S reduced scheme with simplified (symbols)
transport model on heat release and temperature profiles through the flame.
The temperature and heat release profiles through the flame are well captured by the H2-O2-12S
scheme with the simplified transport model when confronted to Sandiego. An over-estimation of
the heat release is observed on the first peak. The species mass fractions are also well recovered
despite a slight under-estimation of intermediate species HO2 and H2O2 mass fractions. The
same confrontation has been achieved with operating point ranging from P = 1 → 40 bar and
a = 1000 → 1 Million s−1 showing the large range of condition in which the H2-O2-12S can
be employed.
Diffusion flame characteristics
CANTERA calculations have been conducted for strain rate starting from a = 2000 to 7 000 000
s−1, i.e. close to extinction. The results show a slightly over-estimated maximum temperature
for simplified transport model. Reaction layer thickness and maximum heat release are well
captured over the whole range of strain rate. The evolution of the fuel consumption rate
.
ΩH2
proportional to the squared root of a is well recovered.
H2/O2 diffusion flames are sensitive to strain. Indeed fuel consumption rate
.
ΩH2 and heat release
rate increase with strain. At 40 bar, the maximum temperature starts decreasing for a value of
the strain a ≈ 3000000 s−1, i.e the flame quenches. One can notice that most of fuel/oxidizer
diffusion flame simply cannot stand such stretch, H2/O2 flames can sustain very large strain
especially at high pressure. Flame reaction zone is thinner as the strain increases and is still
important compared to the intrinsic premixed flame thickness. However, the complexity of flame
4.3. LAMINAR DIFFUSION FLAME 89
Figure 4.9: 1D counterflow flame at 40 bar and a = 2000 s−1. Comparison of detailed Sandiego mech-
anism with complex transport model (lines) and H2-O2-12S reduced scheme with simplified (symbols)
transport model on species mass fraction profiles through the flame.
Figure 4.10: 1D counterflow flames for strain rate a going from 2000 s−1 until extinction at 40 bar with
detailed Sandiego mechanism and complex transport model ( ), H2-O2-12S reduced scheme with
complex ( ) and with simplified () transport model. Maximum heat release (top left), reaction zone
thickness (bottom right) and maximum temperature in burnt gases Tb (top right) and fuel consumption
rate ωH2 (bottom left).
90 CHAPTER 4. H2/O2 KINETIC SCHEME
structure shown in Fig. 4.7 with characteristic H2/O2 double heat release peaks calls for more
points in the reaction zone to accurately solve the flame.
In rocket engines at 40 bar, the strain rate for turbulent diffusion flames ranges between a ≈
103 − 105 s−1, i.e far from extinction.
4.4 Chemical stiffness of H2-O2-12S scheme
Intermediate species present in the reaction zone of flames can exhibit very stiff profiles, indi-
cating a very small characteristic time.
Chemical timescale of each species in a flame can be roughly estimated by:
τk =
Y maxk
.
ω
max
Yk
(4.33)
where the superscript max stands for maximum value in the domain.
A more accurate method described in [82] consists in decomposing the net formation rate of a
species in a production and a destruction contribution [79]:
τ+k =
Y maxk
.
ω
+,max
Yk
(4.34)
τ−k =
Y maxk
.
ω
−,max
Yk
(4.35)
To obtain more accurate and local estimate of the chemical time scale the Jacobian matrix of
the system is defined:
Jij =
∂
.
ωYi
∂Yj
. (4.36)
The matrix is involved in the temporal evolution of the linearised chemical system :
∂Y
∂t
= JY (4.37)
and the chemical timescale of the kth species is estimated with the diagonal term of J as:
τk =
1
|Jkk| (4.38)
This method allows to identify stiff species with very disparate time scales between production
and destruction. Here the interest resides in the particular shape of H2/O2 diffusion flames. As
shown in Fig. 4.7, the heat release (or reaction rate) exhibits a two-peaks profile. Intermediate
species HO2 and H2O2 are responsible for the second peak and exhibits much stiffer gradients in
this zone. To accurately estimate local chemical timescales the aforementioned method is used.
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The short time-scales of H2/O2 leads to chemical stiffness of H2-O2-12S scheme, which is prob-
lematic for explicit integration. LES of compressible flows is constrained by the acoustic time-
step ∆t but even this may be too large for very fast chemistry.
Figure 4.11: Chemical time scale of each species of H2-O2-12S scheme are obtained thanks to 1D
diffusion flames using AVBP simplified transport model. On the left pressure is 40 bar, on the right
pressure is 1bar. Strain rates of 2000 s−1 () and 100000 s−1 () have been investigated. CFL average
time-step of a representative combustor simulation ∆t = 0.5 × 10−8s ( ) is not sufficient at 40 bar
contrary to the 1 bar case. Sub-cycling nsub = 30 times the chemistry ( ) leads to a better but not
yet resolved HO2 and H2O2 profiles.
Fig. 4.11 presents the time scale of each species of the H2-O2-12S scheme in a logarithmic scale
at 40 bar (left) and 1 bar (right). At ambient pressure, chemical time scales are reasonable. On
the contrary, at 40 bar, the chemical time scale of all intermediate species are too small and the
reaction zone is very thin (See Fig. 4.10). The solid line materialized in Fig. 4.11 represents
a time-step ∆t = 0.5 × 10−8 s imposed by the Courant-Friedrichs-Lewy (CFL) condition in a
representative combustor simulation:
∆tmin = CFL
∆x
||~u||+ c (4.39)
where the CFL number fixed for the stability of the numerical schemes equal to 0.7. ∆x is the
the cell size, ||~u|| the norm of velocity and c the local sound speed.
It is clear that with this value of the CFL, the time-step required by intermediate species in
the diffusion flame are not fully resolved, which generates strong oscillations of the reaction rate
that may lead to the crash of the simulation.
To improve the stability of the calculation, the solution retained in this work is sub-cycled
chemistry. Rather than lowering the global time-step of the temporal integration, nsub sub-
iterations of the chemistry block are performed during one global time-step ∆t:
∆tsub = ∆t/nsub. (4.40)
This method has been implemented in AVBP where the chemical source terms of each species
are evaluated every ∆tsub. A value of nsub = 15 → 30 sub-cycles has been retained to ensure
stability of the simulation of a rocket combustion chamber at 40 bar. With this approach H and
H2O2 species profiles are not properly recovered but global flame characteristics are conserved.
Of course, this method is limited and does not allow to recover the 1D profiles through the flame
if the reaction zone is not sufficiently discretized.
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4.5 Conclusions
H2-O2-12S reduced mechanism [20] appears to be a good candidate to treat H2/O2 chemistry
in LES. It has been confronted to detailed Sandiego mechanism on 1D academic flames and
shows a very close flame structure. The main asset of H2-O2-12S is its large range of validity.
It successfully reproduced 1D premixed flame global properties and structure for equivalence
ratio ranging from 0.2 to 6. The robustness of this scheme has also been proven on academic
counterflow flames. The flame response to strain rate is in very good accordance with Sandiego
detailed mechanisms. A major drawback of the Boivin mechanism is its stiffness. A solution
that has not been explored during this work could be to derive a new kinetic scheme using
Analytically Reduced Chemistry (ARC) method developed by Pepiot [139]. These methods
have shown their effectiveness in the reduction of important mechanisms [83], [56]. The tool
YARC developed at CERFACS could be used to derive an H2/O2 reduced mechanism adapted
to high pressure diffusion flames with a reasonable stiffness to be employed in a LES code.
Chapter 5
Wall modeling
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5.1 Introduction
Liquid rocket engines operate at very high pressure (from 40 to 100 bar), and very high tem-
perature (≈ 3500 K). To preserve the structural integrity of the combustor, wall temperature
Tw cannot exceed the material plastic temperature limit (400 to 700 K). The vicinity of the
wall is then the site of important heat transfers which have to be accurately predicted in the
simulations because the design constraint of the cooling system directly depends on the heat
fluxes.
Extreme conditions encountered in rocket engines make it hard to experiment. Very few facilities
are able to reproduce and measure heat fluxes in representative operating conditions. Many
empirical correlations exist to predict convective heat transfer in simple configurations (some
are presented in Sec. 5.2). But one has to be careful with their validity range, operating
Reynolds number and temperature ratio between bulk and wall temperature which restricts the
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use of correlations. In addition, if wall design can be made from averaged wall heat flux values,
wall heat flux fluctuations are also important for the wall life cycle, in particular in the context
of reusability.
By giving access to local and instantaneous measurement of wall fluxes (wall shear stress τw
and wall heat flux qw) Wall Resolved LES (WRLES) is the most adapted approach. However,
solving boundary layers for high Reynolds flows in LES remains unaffordable [142], even with
massively parallel codes like AVBP. Wall modelling is then crucial to predict wall heat transfer
in industrial configurations.
In this Chapter, the derivation of standard wall laws is briefly recalled and some relevant empir-
ical correlations for wall fluxes are detailed. The coupled wall law (CWL) developed by Cabrit
[27] for high temperature ratios between the wall and the bulk flow is presented. Because of the
lack of reference experiments or DNS for high temperature ratios and high Reynolds numbers,
wall functions are generally confronted to empirical correlations to assess their accuracy. As an
alternative and as originally proposed in [27], wall-resolved LES (WRLES) for high temperature
ratio are used as references in the present work. Three WRLES have been run for temperature
ratios going to from 1.1 to 5. Then, the CWL is employed for under-resolved boundary layer
LES of the three same cases. Results are compared to WRLES and correlations. Finally, the
improvement brought by the CWL compared to the standard WL is highlighted and the effect
of the sub-grid scale model on the CWL prediction is discussed.
5.2 Turbulent wall fluxes
Boundary layers are the site of many physical phenomena. Despite very important progress
brought with DNS or WRLES on the understanding of turbulent boundary layers in simple
academic configurations, turbulent momentum and energy fluxes near the wall are still difficult
to predict in complex geometries. A first simplified approach is to consider fully developed
turbulent boundary layers, where all other phenomena induced by complex geometries (boundary
layer breaking) and transitions are neglected. Average wall fluxes are then correlated to the flow
characteristic values. This gave birth to many different empirical correlations, the use of which is
a standard for preliminary design or for simple configurations. Some correlations have become a
reference in evaluating numerical tools on academic configurations. However when the geometry
or operating conditions get too complex, correlations are out of their validity range and loose
accuracy.
Quantities of interest to be evaluated at the wall (wall fluxes) are the shear stress τw and the
wall heat flux qw. In this part, different correlations for τw and qw are presented and associated
to their validity range in terms of Reynolds number Re and Prandtl number Pr.
Empirical correlations are issued from experiments and make the link between measured wall
fluxes and global quantities of the flow (average velocities and temperature, fluid properties, ...).
The structure of these correlations is obtained thanks to theoretical analysis of the simplified
conservative equations for wall bounded flows. Many of them are summarized in the book of
Kays & Krawford [93].
Correlations are built on non-dimensional numbers for universality. For shear stress prediction,
the friction coefficient Cf is employed whereas for heat fluxes, the Nusselt number Nu is used.
Here the focus is put on channel and pipe flow correlations.
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5.2.1 The friction coefficient Cf
The friction coefficient is defined by:
Cf =
τw
1
2ρrefuref
(5.1)
This is the ratio between the wall shear stress τw and the momentum flux estimated with the
reference velocity uref and density ρref . Reference quantities can be taken in the center of the
channel (or pipe), or from bulk properties noted ·b:
ρb =
1
δ
∫ δ
0
ρdy (5.2)
ub =
∫ δ
0 ρudy∫ δ
0 ρdy
(5.3)
where · is the spatial mean accross the flow and δ is the channel heigth.
For a channel flow, the bulk Reynolds number is based on the channel hydraulic diameter
Dh = 4 A/P (with A the cross section area and P its perimeter):
Reb,Dh =
ρbubDh
µb
(5.4)
In the above expression the bulk viscosity µb is evaluated at bulk temperature.
For a channel laminar flow, the friction coefficient is correlated to the inverse of the bulk Reynolds
number as [182]:
Cfb =
16
Reb,Dh
(5.5)
For turbulent flows, various correlations are available in the literature [182] [93]. Constants given
for these correlations have been fitted to best represent a target experimental database. The
Ka´rma´n-Nikuradse correlation [133] is the most popular for channel flows:
1
Cfb
= 2.46 ln
(
Reb,Dh
√
Cfb/2
)
+ 0.3 for 4× 104 < Reb,Dh < 1× 108 (5.6)
This expression is however not explicit and the approximation of Eq. 5.6 proposed in [183] may
be used:
Cfb = 0.046 Re
−0.2
b,Dh
for 3× 104 < Reb,Dh < 5× 106 (5.7)
Both Eq. 5.6 and 5.7 give very close results on a large range of Reynolds number.
Another expression is proposed by Pethukov [140] and covers an even wider range of Reynolds
number:
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Cfb = 2(2.236 ln(Reb,Dh)− 4.639)−0.2 for 104 < Reb,Dh < 5× 106 (5.8)
For a high temperature ratio (Tb/Tw), where Tw is the wall temperature, the correlations are
corrected to take into account the change in fluid properties from the center to the close-wall
zone. In the book of Kays & Krawford [93] the corrected expression, valid for a gas flowing
through a channel, reads:
Cf,vp = Cf
(
Tw
Tb
)−0.1
(5.9)
5.2.2 The Nusselt number Nu
The Nusselt number is defined as:
Nu =
qw
λref
Tw−Tref
Lref
(5.10)
It represents the ratio between the wall heat flux qw and a conduction heat flux evaluated with
a reference conductivity λref , temperature Tref and length Lref . The hydraulic diameter is
generally taken as reference length. As for the friction coefficient, the reference can be taken in
the center of the channel or as bulk values. For the temperature however, another reference is
preferred, called the film temperature Tf and defined as:
Tf =
Tw + Tb
2
(5.11)
The various correlations proposed in the literature use either bulk, center or film reference values
or a mix of them. One has to be careful, when using them, to always take the reference values
used for the fit. For example the film Reynolds number:
Ref,Dh =
ρfubDh
µf
(5.12)
uses a film viscosity µf evaluated at Tf and a film density estimated as ρf = 2(1/ρw + 1/ρb)
−1.
For turbulent channel flows the Colburn relation [182] gives:
NuDh,C =
qw
λf
Tw−Tb
Dh
= 0.023 Re0.8f,DhPr
1/3 (5.13)
where Pr is the Prandtl number. Authors advise its use for established fully turbulent channel
flows with Ref,Dh > 10
4 and a Prandtl number in the range 0.7 < Pr < 160. When the fluid
Prandtl number is lower than 10 the expression given in [93] is more accurate:
NuDh,K =
qw
λf
Tw−Tb
Dh
=
0.023 Re0.8f,DhPr
0.88 + 2.03 (Pr2/3 − 0.78) Re0.1f,Dh
(5.14)
This expression is valid for 3× 104 < Ref,Dh < 106 and 0.6 < Pr < 6.
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To take into account the variability of fluid properties when Tb/Tw is large, a correction coefficient
is applied to the Nusselt number as was done for the friction coefficient:
Nuvp = Nu
(
Tw
Tb
)n
with

n = 0 if Tw/Tb < 1
n = −
[
log10
(
Tw
Tb
)]1/4
+ 0.3 if 1 < Tw/Tb < 5
n = −0.5 if Tw/Tb > 5
(5.15)
For Tw/Tb < 1 or Tw/Tb > 5, the correction coefficient n comes from Kays et al. [93]. For
1 < Tw/Tb < 5 the value of n is given by Sleicher & Rouse [175].
When the temperature ratio is moderate: Tw/Tb < 2, the use of the Sleicher & Rouse [175]
correlation is recommended because of its validity range in Prandtl number 0.1 < Pr < 105 and
Reynolds number 104 < Ref,Dh < 10
6 :
NuDh,SR =
qw
λf
Tw−Tb
Dh
= 5 + 0.015 Reaf,DhPr
b with
{
a = 0.88− 0.244+Pr
b = 13 + 0.5 exp(−0.6Pr)
(5.16)
5.3 Standard wall laws
The study of turbulent boundary layers is an old research topic started by Prandtl in the
beginning of the 20th century, and followed by many scientists ([191], [37], [149], [34]). The
turbulent boundary layer can be divided into the fully turbulent external zone and the internal
zone (Fig. 5.1). The internal zone is the boundary layer zone where molecular and turbulent
diffusion phenomena compete. Characteristic scales are the friction velocity uτ =
√
τw/ρw
(whith τw the wall shear stress) and the friction distance yτ = νw/uτ . Wall units are generally
introduced as: y+ = y/yτ and u
+ = u/uτ . For the thermal boundary layer the temperature Tτ
is also introduced to define T+ in wall units:
T+ =
Tw − T
Tτ
with Tτ =
qw
ρwCp,wuτ
(5.17)
where qw, ρw and Cp,w are respectively the heat flux, the density and the heat capacity evaluated
at the wall.
The internal zone can be further cut into three sublayers (Fig. 5.1) [27]:
• In the viscous sublayer (y+ < 5) diffusion phenomena are essentially laminar. Molecular
diffusion dominates.
• In the inertial (or logarithmic) sublayer (y+ > 30) turbulent diffusion is greater than
molecular diffusion.
• The buffer sublayer (5 < y+ < 30) is the intermediate zone between inertial and viscous
sublayers where molecular and turbulent diffusion are of the same order.
The shear flow in the vicinity of the wall modifies the local turbulence: turbulent scales are
filtered by the distance to the wall and larger scales cannot subsist. Velocity fluctuations in the
direction normal to the wall decrease and the turbulence becomes anisotropic.
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Figure 5.1: Structure of the boundary layer
[27].
Figure 5.2: Boundary layer profiles and gradi-
ent estimations.
To derive the standard wall law, we consider a fully developed turbulent boundary layer over an
infinite flat plate. The problem is statistically steady and one-dimensional. Reynolds-averaged
variables are denoted with over-bars (·). The density ρ as well as the heat capacity Cp are
considered constant and uniform. An additional assumption is the absence of chemical reactions.
The momentum equation of the time-averaged flow then reduces to:
∂p
∂x
=
∂τij
∂y
− ∂
∂xj
(
ρu′iu
′
j
)
︸ ︷︷ ︸
τt
(5.18)
where τxy = µ ∂u/∂y is the only non-zero term of the viscous stress tensor and τt the only
non-zero term of the Reynolds-tensor. In the Boussinesq approximation, τt is expressed from
the velocity gradient and the turbulent viscosity µt as:
τt = −µt∂ u
∂y
(5.19)
Similarly, the time-average energy equation reduces to:
∂ qy
∂y
= 0 with qy = λ
∂ T
∂y
+
∂
∂y
(
ρ v′E′
)
︸ ︷︷ ︸
qt
(5.20)
where E is total non-chemical energy (Eq. 2.4) and the laminar viscous contribution has been
neglected.
As for the turbulent stress tensor, the turbulent heat flux qt is related to the temperature
gradient through λt, the coefficient of turbulent heat transport:
qt = λt
∂ T
∂y
(5.21)
The Reynolds analogy allows to relate λt to the turbulent viscosity µt via the turbulent Prandtl
number, Prt.
λt =
µtCp
Prt
(5.22)
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Assuming a zero longitudinal pressure gradient, which is usually a correct assumption, Eq. 5.18
then takes the following form:
∂
∂y
(τxy − τt) = ∂
∂y
(
∂ u
∂y
(µ+ µt)
)
= 0 (5.23)
The total friction, τtot = τxy − τ t is therefore constant throughout the boundary layer, equal to
the value at the wall τw. Integrating Eq. 5.23 and making use of τtot = τw at y
+ = 0 yields:
∂ u
∂y
(µ+ µt) = τw (5.24)
Similarly, the energy equation reads:
∂
∂y
(qy + qt) =
∂
∂y
(
∂ T
∂y
(λ+ λt)
)
= 0 (5.25)
Integration and application of the boundary condition at the wall leads to:
∂ T
∂y
(λ+ λt) = −qw (5.26)
where qw is the heat flux at the wall.
Equations 5.24 and 5.26 written in wall units take the form:
d u+
dy+
(µ+ + µ+t ) = 1 (5.27)
d T+
dy+
(
µ+
Pr
+
µ+t
Prt
)
= 1 (5.28)
Eq. 5.27 & 5.28 are then integrated separately in two subparts: the viscous sublayer and the
inertial sublayer (see Fig. 5.1).
5.3.1 The viscous sublayer
In the viscous sublayer, turbulence has disappeared and it is assumed that µ+ >> µ+t . The
momentum equation then reduces to:
d u+
dy+
µ+ = 1 (5.29)
For further simplification, the viscous sublayer is assumed to be quasi-isothermal, which allows
to write: µ+ = µ/µw ≈ 1. One finally obtains a simple linear law for the velocity:
u+ = y+ (5.30)
In the case of the energy equation, λ+ is also assumed dominant, leading to
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1
Pr
dT+
dy+
= 1 (5.31)
and a linear law for the temperature is also found in the viscous sublayer:
T+ = Pr y+ (5.32)
5.3.2 The inertial sublayer
Contrary to the viscous sublayer, the inertial layer is characterized by µ+t >> µ
+. The momen-
tum equation now reduces to:
d u+
dy+
µ+t = 1 (5.33)
To integrate Eq. 5.33 the Prandtl mixing length model [152] is used for µt:
µt = ρ l
2
m
∣∣∣∣d udy
∣∣∣∣ (5.34)
where lm = κy is the mixing length, with κ the Von Ka´rma´n constant [192]. In wall units, Eq.
5.34 translates to:
µ+t = ρ
+ (κ y+)2
du+
dy+
(5.35)
A further simplification is to consider the boundary layer as incompressible, and thus ρ+ =
ρ/ρw ≈ 1:
µ+t = (κ y
+)2
du+
dy+
(5.36)
This expression for µ+ is injected into Eq. 5.33, which gives after integration:
u+ =
1
κ
ln(y+) + C, (5.37)
The constant C takes a value of 5.5 for a channel flow and 5.2 for an external boundary layer.
Following the same methodology, the temperature profile is found:
T+ =
Prt
κ
lny+ + CT (Pr) (5.38)
Kader [91] proposes a correlation for the integration constant CT which depends on the Prandtl
number. Based on an experimental database going from Pr = 6.0× 10−3 to Pr = 40× 103 the
correlation reads:
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CT (Pr) = (3.85Pr
1/3 − 1.3)2 + 2.12 lnPr (5.39)
where the value 2.12 has been obtained for Prt ≈ 0.85 and κ ≈ 0.41. Kader also provides a
transition function to smoothly connect the inertial and viscous profiles:
T+ = Pry+exp(Γ) + [2.12 ln(1 + y+) +CT (Pr)] exp(1/Γ) with Γ = −10
−2(Pry+)4
1 + 5Pr3y+
(5.40)
Eq. 5.30, 5.37 & 5.40 are considered in this work as the standard wall laws for the dynamic and
thermal boundary layers.
5.4 Coupled wall law (CWL)
The above standard wall laws for anisothermal flows have been established under several as-
sumptions:
• mono-species flow,
• steady solution varying only in the wall normal direction,
• Newtonian flow properties are constant in the boundary layer,
• zero-longitudinal pressure gradient.
Rocket engine internal flows do not respect these assumptions. Because of the high temperature
ratio between the wall and the bulk flow (Tb/Tw > 5), the properties inside the boundary layer
can not be considered constant. To account for the effect of temperature variation on the flow a
coupled wall law for compressible multi-species reacting flow has been developed by Cabrit [28]
and validated on 4 WRLES of a turbulent channel. The parameters of these four simulations are
reported in Tab. 5.1, where Reτ is the friction Reynolds number and Reb the Reynolds number
based on channel half-height h and bulk, wall quantities (ρb, ub and µw).
case Reτ Reb Mach Tw Tb/Tw chemistry
CASE A 300 4130 0.2 2750 K 1.1 off
CASE B 300 4160 0.2 2750 K 1.1 on
CASE C 1000 10090 0.2 1050 K 3 off
CASE D 1000 10150 0.2 1050 K 3 on
Table 5.1: WRLES run by Cabrit [28] to develop the CPW.
The aim of these simulations was to evaluate the effect of a high temperature ratio on one hand
and the effect of chemistry on the other hand. A major observation was that τw and qw were
both sensitive to the temperature gradient and to chemistry, which led to the derivation of a
Coupled Wall Law (CWL) model where both τw and qw are functions of the velocity, temperature
and mixture composition. The complete development can be found in [28] and is summarized
in Appendix B (in french). In the present work the reactive contribution is neglected and heat
capacity in the boundary layer is considered constant. The resulting CWL used and implemented
in AVBP writes:
102 CHAPTER 5. WALL MODELING
{
2
PrtBq
(√
1−K(Pr)Bq −
√
T
Tw
)
= 1κ lny
+ + Cvd
T+ = Prtu
+ +K(Pr)
(5.41)
where Cvd and κ are respectively the Van Driest and the Von Ka´rma´n constants. K(Pr) is a
constant which depends only on the Prandtl number of the mixture. It has been fitted to recover
the Kader wall law for anisothermal flows:
K(Pr) =
(
3.85Pr1/3 − 1.3
)2
+ 2.12 lnPr − PrtCvd +
(
Prt
κ
− 2.12
)
(1− 2 ln(20)), (5.42)
where Bq = Tτ/Tw is the anisothermicity factor.
In the case of a first off-wall point localized in the viscous sublayer, one has to consider a
dual-layer law:

{
u+ = y+ if y+ < y+c
2
PrtBq
(√
1−K(Pr)Bq −
√
T
Tw
)
= 1κ lny
+ + Cvd if y
+ > y+c
T+ = (Pry+)exp(Γ) + (Prtu
+ +K(Pr))exp(1/Γ) with Γ = −10−2(Pry+)4
1+5Pr3y+
(5.43)
The cutoff wall distance used in AVBP is taken at y+c = 11.445.
The system can be written in terms of uτ and Tτ :


uτ =
√
u1µw
y1ρw
if y+1 < y
+
c
2Tw(Prtu1+Kuτ )
Prt(Tw−T1)
(√
1− KTw Tw−T1Prtu1+Kuτ uτ −
√
T1
Tw
)
=
[
1
κ ln(y1
ρw
µw
uτ ) + Cvd
]
uτ if y
+
1 > y
+
c
Tw−T1
Tτ
= (Pr ρwy1uτµw )exp(Γ) + (Prt
u1
uτ
+K)exp(1/Γ) ∀y+1
(5.44)
One can observe that Tτ appears only in the temperature equation. The system can then be
solved as follows:
1. The second equation in Eq. 5.44 is solved using the Brent algorithm detailed in [27], which
gives uτ .
2. If the value of uτ corresponds to y
+
1 < y
+
c the value is kept, otherwise uτ is given by the
linear law (first equation in 5.44).
3. Tτ is given by the temperature equation.
4. Finally, wall fluxes are evaluated: {
τw = ρwu
2
τ
qw = TτρwCp,wuτ
(5.45)
Note that the value for heat capacity at the wall Cp,w is the average value in the wall cell whereas
the values of µw and ρw are reconstructed at the imposed temperature Tw.
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5.5 Wall resolved LES (WRLES) of turbulent channels at high
temperature ratio
The non-reactive WRLES of turbulent channel cases originally run by Cabrit have been re-
produced here, with an additional case at higher temperature ratio Tb/Tw = 5. To limit the
CPU cost, this additional case has been run with a fixed value of viscosity, i.e., independent of
temperature which drastically increases the thickness of the boundary layer. Although not fully
representative of the reality this case allows to study the temperature ratio effect (via density)
on the boundary layer.
The three simulations are detailed in the following section. First, the simulation setup of the bi-
periodic turbulent channel is recalled. Then the flow is analyzed and convergence and accuracy
of the WRLES results are assessed.
5.5.1 WRLES of channel flows with temperature ratio
The computational domain is a bi-periodic micro-channel of dimensions given Fig. 5.3, where
h = 0.2 mm. Temperature is imposed on top and bottom wall boundaries, while periodicity
is imposed on the other faces of the domain in the streamwise (~x) and spanwise (~z) directions.
The pressure gradient that drives the flow and compensates friction forces is forced using a
momentum source term Sx in the streamwise direction. Sx is constant and calculated from
the estimated pressure loss. An additional source term Q is used in the energy conservation
equation (see Eq. 2.4) to maintain the bulk temperature and compensate the wall heat flux qw.
The energy source term targets the bulk temperature given by the user and is evaluated at each
time step:
Qt+∆t = ρCv
Ttarget − 1V
∫∫∫
Ω T
tdV
τrelax
(5.46)
where Qt+∆t is the volumic source term imposed at time t+∆t, and T t the temperature at time
t. Cv is the heat capacity at constant volume and Ttarget is the targeted bulk temperature. The
overbars is for averaged values in space. τrelax is a relaxation time coefficient, it has been taken
to τrelax = h/uτ for this study. Note that both source terms Sx and Q are spatially uniform.
The dimensions of the computed domain is small compared to recent studies with similar friction
Reynolds number Reτ published by Hoyas & Jimenez [76]. However the objective is not here to
obtain exact high order turbulence statistics but to study the heat boundary layer. Therefore,
the length of the domain has been taken twice the minimum unit flow length h defined by
Jimenez and Moin [86].
To be representative of rocket engines, the mixture is composed of 8 species (H2, H, O2, OH, O,
H2O, HO2 & H2O2) which are products of H2/O2 combustion at 100 bar. Although chemistry
may have some effect on the boundary layer, it is not considered here. The viscosity is given by
the power law:
µ(T ) = 1.82× 10−5 T
300.0
0.715
[Pa.s] (5.47)
and Pr = 0.706. For CASE Z, the viscosity is constant everywhere in the domain: µ =
9.79× 10−5 Pa.s.
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Figure 5.3: Bi-periodic turbulent channel. Grey faces are wall law boundary conditions, the other faces
are periodic.
Giving the small dimensions of the channels and the high Reynolds number, the calculations
are operated at high pressure (100 bar) to stay subsonic. Three WRLES have been run with
increasing Tb/Tw from 1.1 to 5. The physical parameters of the three WRLESs are given in
Tab. 5.2. They differ slightly from Cabrit (Tab. 5.1) [28] due to the different mixture transport
properties. The friction Reynolds number Reτ varies from ≈ 300 to ≈ 1100 and the Reynolds
number based on bulk quantities (Eq. 5.4) is 22 000. Reb (defined in Sec. 5.4) is also indicated
for comparison with Tab. 5.1.
case Reτ Reb Reb,Dh Mach Tw Tb/Tw δν [µm]
CASE A 320 5400 22000 0.28 2863 K 1.1 0.62
CASE C 1150 11000 22000 0.28 1050 K 3 0.17
CASE Z (µ = cst) 692 5080 22000 0.28 630 K 5 0.29
Table 5.2: WRLES cases going from Tb/Tw = 1.1 to 5.
With these parameters, the viscous length scale δν = µw/uτ varies from 0.17 µm to 0.62 µm.
Note that taking the viscosity of Eq. 5.47 for CASE Z would have led to a viscous length scale
of 0.09 µm.
5.5.2 Numerical setup
The WRLES have been run with the code AVBP using the two-step Taylor Galerkin convective
scheme TTG4A [98], 3rd order accurate in space and 4th order in time. The WALE subgrid-scale
model [132] has been employed for the not fully resolved bulk flow. This subgrid-scale model
has been specifically developed for resolved wall boundaries in canonic cases and recovers the
proper y3 damping scaling for eddy viscosity at the wall. No artificial viscosity was applied.
All meshes are unstructured and fully hexahedral. The resolution has been controlled with an
hyperbolic tangent function in the y direction to keep y+ < 1.0. In the center of the channel,
the grid size in the normal direction ∆y+c is then larger than at the wall. Resolution in the
streamwise ∆x+ and in the spanwise ∆z+ directions has been set to typical values found in the
literature (see [76]) and to avoid too elongated cells (max. aspect ratio of 8). Le Bras [103]
conducted a mesh convergence study based on the WRLES’s of Moser et al. [124] and Abe et
al. [1] at Reτ = 395 and showed satisfying convergence for ∆x
+ ≈ 15 and ∆z+ ≈ 5. The main
features of the domains and meshes are given in Tab. 5.3. Running times trun are also given in
comparison with diffusive time τdiff = h/uτ and convective time τconv = Lx/ub.
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case node number nx × ny × nz ∆x+ ∆z+ ∆y+w ∆y+c trunτdiff
trun
τconv
CASE A 1 785 000 150× 119× 100 8 4 0.9 11 10 57
CASE C 77 800 000 500× 389× 400 8 4 0.9 11 10 83
CASE Z (µ = cst) 15 941 300 290× 239× 230 8 4 0.9 11 10 105
Table 5.3: Domain and mesh characteristics of the three WRLES cases.
5.5.3 Analysis of the results
First the numerical accuracy of the calculations is estimated with streamwise and spanwise
two-point correlations:
Rϕ′ϕ′ =
ϕ(x)ϕ(x+ r)
ϕ2(x)
(5.48)
for any quantity ϕ, where r is a displacement in the spanwise or streamwise direction and
over-bars are for spatial and temporal average.
Two point correlation allows to have an idea of the auto-correlation of a quantity taken at two
spatially spaced points. It should be close to zero for points taken at the maximum distance
in the domain in each direction to consider the full description of turbulence reached. Results
for CASE A are presented in Fig. 5.4 in the center of the channel (y+ ≈ 320) and near the
wall (y+ ≈ 8) for the three velocity components u, v, w, the temperature T and the pressure
P . Results of CASE C an Z are very similar, the correlations varying from 1 for r = 0 to 0 for
r →∞. At r = rmax all correlations at the center are close to zero in the streamwise direction
meaning that the computational domain is long enough. In the spanwise direction the axial
velocity and pressure correlations are not so small at rmax, which means that the domain is not
sufficiently large. However, the correlations at y+ = 8 in the same spanwise direction exhibits
a zero value for all quantities. The non-zero correlations for P and u might be due to coherent
structures travelling in the spanwise direction since the initialization of the simulation. Finally,
the correlation at y+ = 8 in the streamwise direction for P , T and u are non-zero at rmax at
this wall distance, the flow relaminarize in the streamwise direction.
Statistical convergence is now verified and illustrated in Fig. 5.5 for CASE C (same convergence
is observed in the other cases) with 10 successive averaged profiles of root mean squared quan-
tities plotted in wall units every τdiff . The results show a good convergence of the statistics for
3 diffusive times or higher, and 10 τdiff for temperature and pressure.
Velocity and Temperature profiles
Profiles in the ~y direction were obtained by averaging the solution in the two spatial homogeneous
directions ~x and ~z. Averaging notation are recalled: · is used for ensemble average; ·˜ is used
for Favre average defined as f˜ = ρf/ρ; the single prime, ′, and the double prime, ′′, represent
turbulent fluctuations with respect to Reynolds and Favre averages respectively.
Fig. 5.6 (left) shows the averaged velocity profiles u, scaled by the value of velocity at the center
of the channel uc, and the mean temperature profiles T scaled by the wall temperature Tw for
cases A, C and Z. On the right of the figure the same profiles are plotted in wall units. The linear
law is plotted in blue and confirms the correct behavior of the velocity in the viscous sublayer.
The logarithmic law, in red, shows that a shift in velocity appears in the inertial sublayer as the
temperature ratio Tb/Tw increases. The temperature profiles in wall units shows a similar shift
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Figure 5.4: Two-point correlations in streamwise ~x and spanwise ~z directions near the wall and in the
center of the channel for CASE A.
Figure 5.5: Statistical convergence of urms, vrms, Trms and Prms on CASE C. Averages have been
updated every diffusion time τdiff .
in the inertial sublayer when compared to the Kader law (Eq. 5.40). As observed by Cabrit [28],
a coupling exists between temperature and velocity and classical wall laws derived for the inertial
sublayer (Eq. 5.37, Eq. 5.38) are no more valid for high temperature ratio. These observations
motivated the development of the coupled wall law introduced in Sec. 5.4. They also hold for
the RMS profiles shown in Fig. 5.7, where an important sensitivity to the temperature ratio
appears. Higher velocity fluctuations are observed for higher temperature ratio Tb/Tw.
5.5. WALL RESOLVED LES (WRLES) OF TURBULENT CHANNELS AT HIGH TEMPERATURE RATIO107
Figure 5.6: Mean velocity and temperature profiles in physical units (left) and in wall units (right).
Figure 5.7: Profiles of streamwise urms and normal vrms rms velocity components expressed in wall
units.
Momentum balance
Starting from the momentum conservation equation in the x direction:
∂(ρu)
∂t
+
∂(ρuuj)
∂xj
= −∂p
∂x
+
∂τxj
∂xj
+ Sx (5.49)
where Sx is the momentum source term applied in direction x, applying Favre average, only the
non-linear fluctuating part remains, yielding the following expression:
∂ρu˜′′u′′j
∂xj
= −∂p
∂x
+
∂τxj
∂xj
+ Sx (5.50)
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Finally, considering the flow homogeneous in the spanwise direction (2D problem), the axial
momentum balance in the channel writes:
d
dy
(
µ
du
dy
− ρu˜′′v′′
)
= −Sx (5.51)
In the above expression, µ(du/dy) is the laminar contribution to the shear stress and −ρu˜′′v′′ is
the turbulent contribution. To be exact, the laminar contribution µ(du/dy) contains a turbulent
contribution µ′du′/dy which is usually neglected and the laminar shear stress is almost perfectly
approximated by µdu/dy. Note that the mean pressure gradient is replaced by Sx here due to
periodic boundary conditions.
The contribution of the SubGrid Scale (SGS) model (WALE) is found negligible as illustrated
in Fig. 5.8: the SGS viscosity µsgs is very low compared to the laminar viscosity and vanishes
at the wall. As a consequence, the SGS contribution to the shear stress τsgs culminates at 0.6%
of the wall shear stress in the CASE A. For this reason SGS contributions are not included in
the momentum balance.
Fig. 5.9 presents the different terms of Eq. 5.51. As expected, the total shear stress is linear
through the channel, with a -1 slope between the wall and the center of the channel related to
the source term Sx imposed in the momentum equation. The correct reproduction of this -1
slope attests for the quality of the average numerical results and confirms that the data sample
is large enough to compute statistics. As observed in Fig. 5.9, Cases C and Z would need further
averaging, but results are sufficiently good for the purpose of this study.
Figure 5.8: Sub-Grid Scale contribution: left, SGS mean viscosity µsgs compared to the mean laminar
value µ; right, mean SGS contribution to the shear stress τsgs compared to the mean wall shear stress
τw.
Energy balance
Similarly to the momentum balance, the specific enthalpy equation is Favre averaged to give:
ρ
Dh
Dt
=
Dp
Dt
+ τij
∂ui
∂xj
− ∂qi
∂xi
+Q (5.52)
where i and j are subscripts for summation on the 3 cartesian direction. After statistical
averaging procedure, the equation reduces to:
d
dy
(
ρv˜′′h′′
)
= v
dp
dy
+ τiy
dui
dy
− dqy
dy
+Q. (5.53)
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Figure 5.9: Momentum conservation balance scaled by τw: laminar shear stress µ(du/dy) well approx-
imated by µ(du/dy), turbulent shear stress −ρu˜′′v′′, total shear stress µ(du/dy)− ρu˜′′v′′.
dqtot
dy
≈ d
dy
(
ρv˜′′h′′s − λ
dT
dy
)
= Q (5.54)
where Q is the energy source term which maintains the bulk temperature. Note that to obtain
Eq. 5.54, the power of pressure forces v(dp/dy) has been considered negligible as well as the
viscous contribution τiy.
The different terms of Eq. 5.54 are illustrated in Fig. 5.10. The turbulent flux of sensible
enthalpy ρv˜′′h′′ and the Fourier heat flux −λ(dT/dy) are scaled by the wall heat flux |qw|. Note
that, as for the laminar shear stress, the Fourier heat flux approximation by µdT/dy is made.
From these simulations, it is interesting to evaluate the turbulent Prandtl number Prt used in
both SGS models and thermal wall models:
Prt =
u˜′′v′′dT/dy
v˜′′T ′′du/dy
(5.55)
Results for cases A and C are plotted Fig. 5.11
In all cases, the turbulent Prandtl number is found to decrease from ≈ 1 at the wall to ≈ 0.4 at
the center. The average is around Prt ≈ 0.7. This value is imposed to the sub-grid scale model
in the wall-modelled LES discussed in the next part.
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Figure 5.10: Heat flux balance scaled by qw: Fourier heat flux −λ(dT/dy), well approximated by
λ(dT/dy), turbulent flux of sensible enthalpy ρv˜′′T ′′, total heat flux ρv˜′′T ′′ − λ(dT/dy).
Figure 5.11: Turbulent Prandtl number evaluated from WRLES in cases A and C.
5.6 Wall Modelled LES (WMLES) of turbulent channel at high
temperature ratio
Cases A, C and Z have been simulated on coarse meshes using the coupled wall law (WMLES).
The meshes are composed of regular hexahedra with an aspect ratio of two in the axial direction.
Domain and mesh characteristics are detailed in Tab. 5.4.
case node number nx × ny × nz ∆x+ ∆z+ ∆y+
CASE A 45 900 30× 51× 30 39 12 15
CASE C 45 900 30× 51× 30 139 46 51
CASE Z (µ = cst) 16400 20× 41× 20 130 50 31
Table 5.4: Geometrical features and mesh characteristics of the WMLES cases.
For the WMLES calculations, the 2nd order accurate Lax-Wendroff scheme [102] of AVBP has
been used conjointly with the Smagorinsky SGS model [176]. A dynamic momentum (Eq. 8.2)
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source term is applied to maintain the mass flux through the channel.
St+∆tx =
(ρu)target − 1V
∫∫∫
Ω(ρu)
tdV
τrelax
(5.56)
The dynamic energy source term is imposed in the same way as presented in Eq. 5.46 to maintain
the targeted temperature in the channel (Tb = 3150 K). Finaly, the turbulent Prandtl number
is taken to the value estimated in the previous section at Prt = 0.7 (see Fig. 5.11).
Figure 5.12: Axial mean velocity and mean temperature profiles through the half-channel in physical
units (left) and in wall units (right). Lines represent the WRLES while symbols are for WMLES.
The velocity and temperature mean profiles are first plotted in Fig. 5.12 in physical units (left)
and in wall units (right) for the 3 cases. The velocity profiles of the WMLES using the CWL
are in very good agreement with the WRLES results. The results plotted in wall units confirms
that both velocity, temperature profiles and wall fluxes are well described. Excellent agreement
is obtained for the velocity. For the temperature, the WMLES profiles are also in very good
agreement with WRLES results but show slightly higher discrepancies due to the difference in
the wall heat flux used for the variable scaling.
Values of friction coefficient Cf and Nusselt number Nu are reported in Tab. 5.5 and Tab. 5.6
for WRLES, WMLES as well as correlations and for the three cases.
For the friction coefficient the correlations of Karman-Nikuradse (Eq. 5.6) and Pethukov (Eq.
5.8) based on WRLES mean flow quantities are used.
The agreement between WMLES and WRLES is good for Cf assessing the validity of the CWL.
The worst results is obtained for CASE A with 7 % error probably due to the y+w ≈ 15 which is
close to the buffer layer where wall laws are less performant. Both correlations are also giving
correct values in cases A which validates them for highly anisothermal flows. In CASE Z, the
poor agreement of correlations is attributed to the constant viscosity imposed in the simulation
and should not be considered.
Nusselt numbers measured on the WRLES, WMLES and the correlations of [182] and [93] are
shown in Tab. 5.6. As for Cf the agreement between WMLES and WRLES is very good, with a
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Cf Karman−
WRLES WMLES Nikuradse [183] Pethukov [140]
CASE A 6.64× 10−3 6.14× 10−3 6.35× 10−3 6.53× 10−3
error - -7.4% -4.3 % -1.6 %
CASE C 7.08× 10−3 6.79× 10−3 7.06× 10−3 7.26× 10−3
error - -4.0 % -0.3 % 2.5 %
CASE Z 9.54× 10−3 9.88× 10−3 6.36× 10−3 6.54× 10−3
error - 3.5% -33.4 % -31.5 %
Table 5.5: Friction coefficient Cf obtained from WRLES, WMLES and correlations. The error is
calculated with respect to the WRLES reference.
Nu Kays &
WRLES WMLES Colburn [182] Crawford [93]
CASE A 55.9 58.3 59.3 53.4
error - 4.2% 7.2 % -4.4 %
CASE C 83.2 86.8 99.3 88.5
error - 4.4% 19.4 % 6.4 %
CASE Z 82.11 84.6 83.7 74.6
error - 3.0 % 1.9 % -9.1 %
Table 5.6: Nusselt numberNu obtained from WRLES, WMLES and correlations. The error is calculated
with respect to the WRLES reference.
maximum error of 4.43 % for CASE A. This validates the CWL for heat flux. Still, the result for
CASE A is better than for the friction coefficient because the thermal boundary layer is uniform
and the same law is applied throughout it. Contrary to the friction factor, both Colburn [182]
and Kays & Crawford [93] correlations have difficulties to predict the correct heat flux. At low
temperature ratio the error is acceptable and comparable to WMLES with a better prediction
by Kays & Crawford [93]. However, when Tb/Tw increases, the error increases in particular with
the Colburn correlation. Note that, for heated configurations (Tb < Tw), a correction terms
taking into account the temperature ratio Tb/Tw may be applied (see Eq. 5.15). However, to
the author knowledge, such correction for cooled configurations (Tb > Tw) does not exist. As
for the friction coefficient correlation, the Nusselt number correlations are out of their validity
range for a constant viscosity fluid and the results of correlations on CASE Z cannot be used.
5.7 Comparison of the CWL with the standard wall laws
To demonstrate the gain brought by the CWL, WMLES were run with standard wall laws and
CWL with an other mixture (air) and the same numerical setup as in the previous section.
These cases have been run at ambient pressure, Reb,Dh = 2.0 × 105 and different temperature
ratios Tb/Tw going from 1.1 to 6. The mixture is non-reactive air with Pr = 0.71. Viscosity is
given by a Sutherland law:
µ(T ) = 1.716× 10−5 T
3/2
T + 110.6
273.15 + 110.6
273.153/2
(5.57)
Simulations characteristics are given in Tab. 5.7. The wall temperature is kept constant. Dy-
namic and energy source terms are adapted to obtain the desired Reynolds number and tem-
perature ratio Tb/Tw.
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simulations Reτ Tw Tb Tb/Tw y
+
w
CASE 37.5 2513 320K 350K 1.1 70
CASE 38 5514 320K 660K 2 150
CASE 39 8556 320K 960K 3 220
CASE 40 11880 320K 1280K 4 290
CASE 41 15260 320K 1600K 5 380
CASE 42 18681 320K 1920K 6 450
Table 5.7: Test cases for the comparison of CWL and standard wall laws in WMLES of turbulent
channel.
The simulation domain is a turbulent channel with half-height h = 2 mm. The same domain
and fully hexahedral mesh are used for all cases leading to increasing y+w with the temperature
ratio (Tab. 5.7). Details are given Tab. 5.8.
node number nx × ny × nz ∆x+ ∆z+
175 000 51× 71× 51 950 450
Table 5.8: Domain and mesh characteristics for WMLES of turbulent channel.
Wall fluxes obtained with the CWL and the standard wall laws are compared to empirical
correlations presented in Sec. 5.2. Results are presented on Fig. 5.13. The impact of the CWL
is very important on Cf and increases with the temperature ratio, up to double the standard
wall laws for the highest Tb/Tw. The Nusselt number is less impacted but still shows some
discrepancy. This is expected as CWL is exactly derived to take into account the effect of
variable temperature (and density) on the velocity in the boundary layer.
Figure 5.13: Comparison between wall fluxes predicted by the classical WL (Sec. 5.3) and the coupled
WL (Eq. 5.43) for various temperature ratios. Left: friction coefficient. Right: Nusselt number. The
correlations are shown in red.
The improvement brought by the CWL for high Tb/Tw appears more clearly on the error graphs
given in Fig. 5.14. In these plots, the error is defined with respect to the correlations evaluated
thanks to the respective LES results.
5.8 Effect of the sub-grid scale model on the CWL
To evaluate the effect of the sub-grid scale modelling, the same study has been led using the
WALE [129] sub-grid scale model (see Sec. 2.4.1). Note that for this WMLES, artificial viscosity
was required to stabilize the calculation, WALE being less dissipative than the Smagorinsky
model. Differences between Smagorinsky and WALE are observed in Fig. 5.15. The friction
coefficient error is similar except at low temperature ratio where WALE leads to a negative error.
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Figure 5.14: Comparison between wall fluxes predicted by the classical WL (Sec. 5.3) and the coupled
WL (Eq. 5.43) for various temperature ratio. Left: friction coefficient error when compared to Pethukov
correlation (Eq. 5.8). Right: Nusselt number error were compared to the correlations presented in Sec.
5.2.2 [182] [93].
The Nusselt number is more sensitive to the SGS model, with larger errors with WALE in the
low temperature ratio range. Very similar results were obtained with the SIGMA model [131].
This was already observed in standard wall laws simulations and is currently under investigation.
Figure 5.15: Comparison between wall fluxes predicted by the coupled WL using Smagorinsky and
WALE SGS models. Left: friction coefficient error when compared to Pethukov correlation (Eq. 5.8).
Right: Nusselt number error compared to the correlations presented in Sec. 5.2.2.
5.9 Conclusion
In this part the coupled wall law originally developed by Cabrit [28] has been presented and
tested. This wall model has been derived to handle high temperature ratios between the bulk
flow and the wall. Results show that:
• The CWL improves the wall fluxes prediction, in particular for high temperature ratio.
• Correlations give a correct estimation of the friction coefficient but are less valid for the
Nusselt number.
• The sub-grid scale model has an impact on the wall heat flux prediction.
In the rest of this work, the CWL will be used for all simulations.
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Injectors in rocket engines are generally of coaxial type. Fig. 6.1 presents the HM-7 engine
injector faceplate. Looking closer to a single injector (Fig. 6.2) gives more details about the
geometry which is quite simple. In LOx/H2 combustors, the liquid propellant is injected through
the central tube and the gaseous propellant through the surrounding annulus. It is critical
that the injector properly atomizes the liquid jet in sufficiently small droplets to allow fast
vaporization and correctly feed the diffusion flame.
Figure 6.1: HM-7 engine injector plate, com-
posed of 90 coaxial elements.
Figure 6.2: Schematic views of a coaxial injec-
tor mounted on rocket engines.
6.1 Atomization in rocket combustors
Air-assisted atomization of liquid jet is a complex phenomenon and is still an active research
topic. Pioneering works of Farago and Chigier [53] or Rehab [155] have brought a first classifica-
tion of the different regimes of atomization. Later, the works of Lasheras, Hopfinger, Villermaux
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and Marmotant [100, 189, 111, 101] have greatly contributed to the understanding of the mech-
anisms triggering and controlling atomization. A great review of the topic is done in [35].
In the context of rocket engines and coaxial injectors, significant work was performed by the
Groupement de Recherche (GdR) ”Combustion dans les moteurs fuse” (1993 - 2001), uniting
efforts of CNES, CNRS, ONERA and SNECMA laboratories [189]. This led to a better un-
derstanding of the atomization process and regimes as well as useful correlations (droplet size
distributions, liquid core length, angle of the spray) to characterize the spray and constitute
injection models.
The main mechanics involved in atomization are briefly recalled below. When a liquid jet is
stripped by a surrounding gas flow, different breakup modes can be identified. Farago and
Chigier [53] characterize the various atomization regimes with non-dimensional characteristic
numbers (see Fig. 6.3). Three main parameters are used: the liquid Reynolds number Rel, the
ratio between gas and liquid momentum fluxes J , and the Weber number We defined as:
We =
ρg [∆u]
2 Dl
σ
(6.1)
Rel =
ulDl
νl
(6.2)
J =
ρg u
2
g
ρl u
2
l
(6.3)
where ρg et ρl are the density of gas and liquid flows, ∆u = ug − ul is the relative velocity,
Dl the liquid injection diameter, σ the surface tension and νl the liquid kinematic viscosity.
The Weber number represents the ratio of aerodynamic destabilizing forces over the stabilizing
surface tension forces.
Three main atomization regimes are identified and an illustration is provided Fig. 6.4:
• The Rayleigh breakup regime (We < 30), where the surface tension effects dominates the
jet breakup process. Aerodynamics effects are low and droplet sizes are of the order of the
liquid injector diameter. It is also called blob-type injection.
• The membrane breakup regime (30 < We < 100), where a liquid membrane is formed,
”inflated” by the gas and finally disintegrates into very small droplets.
• Fiber or ligament breakup regime (100 < We), where the liquid jet is stripped into liga-
ments which break into smaller droplets in a second phase under gaseous shear stress.
In rocket injection 104 / We / 105 and Rel ≈ 104. Atomization in rocket engine is therefore
of fiber or ligament-type, and quickly converts the liquid jet into small droplets. This regime is
detailed below.
6.1.1 Primary atomization
The focus is on the ligament-type breakup regime presented in Sec. 6.1, which dominates in
rocket engines. Primary atomization describes the destabilizing phase during which a liquid
jet is stripped by the gaseous flow into droplets or fragments of liquid. Details of the primary
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Figure 6.3: Classification of atomization regimes depending on the liquid Reynolds number Rel and
the Weber number We for a coaxial injector [100].
Figure 6.4: Air assisted cylindrical jet atomization regimes: a) Rayleigh breakup regime, b) membrane
breakup regime, c) fiber type atomization regime (from Farago and Chigier [53]).
atomization scenario can be found in the experimental and theoretical work of Marmottant &
Villermaux [111] and the one of Lasheras & Hopfinger [101]. This is initiated by a series of
instabilities, leading to the following scenario (Fig. 6.5):
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Figure 6.5: Instabilities leading to the liquid jet atomization [112].
• The first observed instability is a Kelvin-Helmholtz instability [112] due to the difference
of density between liquid and gas flows. A cylindrical wave propagating axially is observed
on the surface of the jet.
• As the Kelvin-Helmholtz instability propagates, it creates oscillatory accelerations −→a of
the liquid surface, which, if strong enough, triggers a Rayleigh-Taylor instability [111].
Destabilizing forces dominate surface tension forces and ligaments are formed.
• Finally, the ligaments formed elongate and breakup under the gaseous shear stress to form
droplets.
6.1.2 Secondary atomization
Once the ligaments are detached from the central liquid core they further breakup under the
influence of the gaseous flow. A secondary atomization occurs leading to smaller droplets in the
spray. Three main mechanisms of secondary atomization can be identified:
• Shear breakup occurs when the liquid droplet stripped from the potential core enters a
region where the gas velocity is higher than the fragment velocity. The droplet (or liquid
fragment) is atomized if Wed > 20 [111].
• Turbulent breakup, also called Kolmogorov breakup, was first identified by Lasheras
et al. [100]. When submitted to sufficiently high turbulence, the droplets atomize due to
strong velocity fluctuations of the gaseous flow. In rocket injectors, turbulence intensity
is not sufficient to trigger this type of breakup.
• Collision breakup results from the collision of two droplets. In the coaxial injector
configuration, it seems that this type of collision and breakup is of very low occurrence.
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6.2 Liquid injection model
Simulating the atomization of a liquid jet is complex task because it is regime-dependent as
described previously. Different numerical methods exist to solve a two-phase flow interface. The
experimental and theoretical work of Marmottant [112] has increased the understanding of the
different steps and triggering phenomena of liquid jet atomization. Based on this work, Kim
and Moin developed a direct simulation method of the interface based on a refined grid level-set
method coupled with a Lagrangian method for droplets transport [94]. The results presented
in Fig. 6.6 and 6.7 show a good representation of the liquid surface at the initial stage of the
breakup. The formation of ligaments and their stripping into droplets are also well represented.
The work of Menard et al. [118] using the level-set method is also very promising. Other
methods also intend to track liquid gas interface like volume of fluid (VOF) [67] or ghost fluid
methods [55].
Figure 6.6: Experimental visualization from
[112] of an air assisted jet in fiber type regime.
The liquid jet is peeled off thanks to transverse
instabilities, ligaments are formed and break into
droplets.
Figure 6.7: Numerical simulation of the exper-
iment of [112] by [94]. The method reproduces
qualitatively the jet peeling and the breakup of
ligaments in droplets.
However, on an industrial scale, these direct simulation methods are too costly. Another problem
is that ligament formation and atomization models are fitted on specific breakup regimes.
LES today is not currently able to solve liquid gas interface and a droplet injection model is used
instead. The principle is to inject on a surface a spray representative of the post-atomization
state of the jet. This model is far from perfect and relies on experimental and empirical cor-
relation that need to be established on representative sub-scale experiments. Then, droplets
(Lagrangian formalism) or mean spray characteristics (Eulerian formalism) are transported and
their interaction with gaseous phase is modeled.
The droplet injection model employed in this work relies on several hypotheses listed below:
• The liquid potential core can be replaced by an injection surface, having the shape of a
cone of length L. The liquid flow inside the cone is not computed.
• Primary and secondary atomizations can be omitted and replaced by direct injection of
droplets along the conical surface of the liquid potential cone.
• Droplets are assumed spherical, their axial velocity is taken as the mean axial velocity
corresponding to the liquid flow rate.
Below, the injection model formulation is first described. Then, a sensitivity analysis of the
model is conducted to assess the impact of the uncertain model parameters in the CONFORTH
configuration in this chapter. This second part is presented in the form of a paper to be submitted
to Journal of Propulsion and Power.
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6.2.1 The focal point injection model
A droplet injection model has been developed to best represent the formed spray. It is named
”focal-point” model in reference to the methodology used to determine the injection direction.
The model determines the droplet number, sizes, velocities and directions from macroscopic
features of the injection, being the potential core length, angle and the mass flow rate represented
in Fig. 6.8. On this figure, the radial expansion of the spray has been exaggerated to better
represent the different phases of the atomization process.
Figure 6.8: Top half: droplet injection model; bottom half: schematic representation of atomization
phenomena for a coaxial LOx/GH2 injector (from [97]).
Injection surface: the potential core
As already mentioned, droplets are injected along a potential core surface, which is modeled as a
cone of base Dl (the liquid injection diameter) and of length L being the length of the potential
core (see Fig. 6.8). The potential core length is a key parameter of atomization and has been
the subject of numerous experimental studies. Many corelations are therefore available in the
literature (see Sec. 6.2.2). In the context of rocket engines, the correlation given by Villermaux
[189] Eq. 6.4, has been the most employed:
L
Dl
=
6√
J
(6.4)
Spray angle θ
The half-angle of the spray θ, compared to the axis of the jet, is evaluated with a correlation
from Hopfinger [75]:
θ ≈ pi
4
− tan−1
(√
J
12
)
(6.5)
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Note that this expression is only valid for J < 122 (for higher values of J , θ < 0).
Injection velocity uinj
The axial velocity is taken equal to the mean liquid velocity corresponding to the liquid flow
rate
.
ml:
uinj−x = ul =
.
ml
ρlpi(Dl/2)2
(6.6)
The radial velocity comes with the injection angle θ:
uinj−r = uinj−x tan(θ) = ul tan(θ) (6.7)
Droplet size
The mean diameter of the injected droplets is subject to discussion. Many correlations exist,
depending on the interpretation of the atomization scenario. Marmottant & Villermaux for
example consider that the formation of ligaments provoked by a Rayleigh-Taylor instability lead
to the formation of droplets with a size proportional to the wavelength of the instability λRT
[112]:
d10−RT ≈ λRT
10
(6.8)
λRT depends on the Weber number Weδg , based on the vorticity thickness of the gaseous flow
δg (see [112] for details):
λRT = 2.8 δg
(
ρl
ρg
)1/3
We
−1/3
δg
with Weδg =
ρg [∆u]
2 δg
σ
(6.9)
This correlation has been built from experimental measurements at ambient pressure, with
gaseous air and various liquids (water, glycerol and ethanol), and at relatively low Weber number
(We < 500).
Lasheras & Hopfinger [100] consider that, for higher Weber number (We > 103), the waves
propagating at the liquid surface are limited by gas viscosity [75]. They give the mean diameter
as:
d10−ν = 3.0
√
νg
ug
2δg
√
ρl
ρg
(6.10)
where νg is the gas kinematic viscosity. Note that taking δg ∝ (ug/µg)−1/2, one obtains d10−ν ∝
u
−3/4
g . This is close to the observation made by Marmottant & Villermaux [111] on water
air-assisted jets.
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Number density and liquid volume fraction
Once the injection velocity is known, the liquid volume fraction αl, or the number density, can
be expressed from the conservation of the liquid mass flow rate:
.
ml= ρl(uinj−xsinα+ uinj−rcosα)Aconeαl (6.11)
where Acone = pi
Dl
2
√
(Dl/2)2 + L2 is the injection cone surface and α is its half-angle.
Using Eq. 6.6 & 6.7, the liquid volume fraction αl finally reads:
αl =
Al
Acone(sinα+ tanθ.cosα)
(6.12)
where Al = ΠD
2
l /4. The corresponding droplet number density depends on the mean droplet
diameter:
nl =
6αl
pid310
(6.13)
The ”focal point ” correction angle
The injection model described above uses a unique angle of injection. This raises a problem
in simulating liquid sprays: when the injection angle is constant droplets do not align with the
cone axis at the tip of the cone and a recirculating bubble forms downstream of the injection
cone, which is not physical. This recirculation then leads to an exaggerated and fast expansion
of the flame. The flame length is shortened and the over-expended flame comes too close to
chamber walls, eventually leading to significant errors in heat fluxes. To avoid this un-physical
recirculation, a varying injection angle has been implemented in the model. The principle is
to keep the injection angle at the lip of the injector as given by Eq. 6.5 and to decrease this
angle down to zero at the tip of the cone. The formulation uses a focal point injection model as
illustrated in Fig. 6.9. It relies on the correlation for the cone length L (Eq. 6.4) and on the
droplet mean diameter dl (Eq. 6.10).
Figure 6.9: Focal point injection model: the injection angle varies along the cone to reach purely axial
injection velocity at the tip.
The axial position xF of the focal point F is given by the injection angle at the lip θlip:
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xF =
Dl/2
tan(θlip)
(6.14)
Then the injection angle θ is calculated as: tan(θ) = rcone/(x − xF ) at axial position x with
rcone = Dl/2.(1− x/L).
The liquid mass flow rate is kept constant along the injection cone. Therefore, the velocity
normal to the cone takes the value ul−n = ul−lip sin(α+ θlip). The axial and radial components
of the injection velocity are deduced from the normal velocity and the injection angle:
ul−x =
ul−n
sin(θ + α)
cos(θ) ul−r = ul−x tan(θ) (6.15)
The improvement brought by the ”focal point” injection model is illustrated in Fig. 6.10 by the
simulation of the CONFORTH chamber studied in this work. The instantaneous αl fields show
a V-shaped jet for a constant injection angle. This liquid phase flow structure provokes a sudden
expansion of the flame, pushed by the evaporating oxygen. A non-physical recirculation zone
is installed downstream of the cone tip. The ”focal-point” model shows a jet shaped spray and
no recirculation zone observed downstream of the cone tip. The radial expansion of the flame is
also drastically reduced, the flame is longer and eventually the wall heat fluxes are lower than
with the previous model.
Figure 6.10: Instantaneous cuts of αl and the evaporated O2 stream in the CONFORTH case. Top:
original injection model, bottom: focal-point injection model.
6.2.2 Impact of the injection model on the flame stabilization and structure
In view of the important uncertainties and inaccuracies of the spray injection model, a parametric
study is conducted here to evaluate the impact on combustion. The work is to be submitted for
publication and is presented in the form of the paper. More details about the experimental test
bench are given in Chapter 7. Three injection models have been tested, and the sensitivity to
two parameters is studied: the potential core length and the droplet diameter distribution.
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Abstract
Although a lot has been done to understand and master major physics involved in cryogenic rocket engines (combus-
tion, feeding systems, heat transfer, stability, efficiency ...), the injection system remains a critical issue due to complex
physics leading to atomization in the subcritical regime. In such regime, the fuel is usually injected through a coaxial
annulus and triggers the atomization of the central liquid oxidizer jet. This type of injector is often referred to as air-
assisted, or coaxial shear injector and has been extensively studied experimentally. Including such injection in numerical
simulation requires specific models, as simulating atomization process is still out of reach in practical industrial systems.
A variety of such models have been proposed, based on various parameters. Unfortunately, the lack of measurement and
the uncertainty on model parameters make it difficult to assess the validity of these models. To investigate the induced
error on the flame shape and behavior, two parameters, the injection droplet diameter distribution and the liquid core
length are studied in this work. A sub-scale combustion chamber is simulated under the conditions of the MASCOTTE
test bench of ONERA and compared to experimental flame visualization. The operating point chosen is the A.1 from
[1], at subcritical pressure, which implies the treatment of liquid phase. Three simulations with three different injection
models have been run with the LES code AVBP. The results show that the injection model has a direct influence on the
flame shape as well as on its structure. In particular the flame length which constitutes an important design parameter
to fix the chamber length is strongly impacted.
Keywords: Large Eddy Simulation, injection model, cryogenic combustion, rocket propulsion
1. Introduction
Cryogenic combustion involves many complex phenom-
ena. Appart from fast and highly exothermic H2/O2 ki-
netics, high operating pressure, and highly turbulent flow,
atomization and mixing have a strong impact on the re-5
acting flow behavior in the subcritical regime. Large Eddy
Simulation (LES) allows to describe most of these phe-
nomena and their interaction in an unsteady context. The
LES code AVBP has already proven its ability to repro-
duce combustion in representative rocket engine conditions10
([2, 3, 4]) in transcritical and supercritical regimes. Sub-
critical regimes were also investigated in [5] as well as tran-
sient ignition [6] but in purely gaseous conditions. The
simulation of two-phase subcritical conditions, with oxy-
gen injected as a liquid, raises the issue of liquid injection15
and atomization. The direct simulation of the atomization
is an active research field and several numerical methods
exist. Kim and Moin developed a direct simulation method
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of the interface based on a refined grid level-set method
coupled with a Lagrangian method for droplets transport20
[7].The work of Menard et al.[8] using a level-set method
is also very promising. Other methods intend to track
the liquid-gas interface, like volume of fluid (VOF) [9] or
ghost fluid methods [10]. However, these methods are not
affordable for LES of industrial scale burners and an injec-25
tion model is required. In the context of the CONFORTH
(CONception et Fabrication d’un BOıˆtier Refroidi et d’une
Tuye`re Haut rapport de me´lange) project, CNES and ON-
ERA designed a high-pressure, high-mixture ratio combus-
tion chamber, fully water-cooled, in order to improve the30
knowledge of heat transfer in rocket engines in LOX/H2
but also LOX/CH4 combustion. In the present work, the
study case CONFORTH is used to investigate the impact
of the liquid injection modelling on the flame structure.
This sub-scale thrust chamber contains five injector ar-35
ranged in a cross pattern and the operating conditions are
representative of a real engine. It is operated at Onera,
Palaiseau Center, on the Mascotte [1] test bench and can
reach chamber pressures up to 70MPa under stochiomet-
ric conditions [11]. The objective is to study the effect40
of the injection model parameters on the flame behavior
in this configuration. In a first part, the CONFORTH
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experimental configuration is briefly detailed. Then the
different numerical challenges as well as calculation set-up
are presented. Finally, simulations with various injection45
models are presented and results are discussed to highlight
their sensitivity to the model parameters. Several paths
for improvement are finally suggested.
2. Configuration
Figure 1: The CONFORTH sub-scale thrust chamber in its visual-
ization configuration.
The CONFORTH sub-scale thrust chamber has been50
operated successfully on the MASCOTTE V05 test bench
at ONERA with at least 2 minutes of steady state op-
eration, thanks to its water-cooled design.. A detailed
overview of its different versions can be found in [12]. It
is designed to sustain higher mixture ratios, up to 7, and55
longer duration tests, thanks to a complete water-cooling
system. In this work the ”visualization version” of the
chamber is used, sketched in Fig. 1. The chamber is
L ≈ 400 mm long, with an inner diameter of D = 58 mm,
and is equipped with five coaxial injectors. The cham-60
ber consists of two modules: in the upstream module of
length ≈ 235 mm, 4 quartz windows allow visualization of
the flame shape from the exit of the coaxial injector, from
4 perpendicular directions. In the downstream module, a
water-cooled ferrule allows to reach a stabilized thermal65
state. Both modules can be inverted in order to study the
beginning or the end of the combustion chamber. Cham-
ber walls are made of ≈ 10 mm thick copper alloy sheets.
Thanks to thermocouples positioned along the chamber
wall in the downstream section, temperature on the inner70
side is available and is used as thermal boundary condition
for the LES. With the visualization module placed on the
injection side, an high-speed intensified camera was used
to record the chemiluminesce produced by OH* radical, an
intermediate species produced in the combustion reaction75
zone. OH* chmiluminescence can be used to locate the
flame front and to observe qualitatively the flame shape.
A second high-speed camera is a shadow imaging set up is
used to visualize the LOX jet orthogonally simultaneously
with the OH* emission. Details about the experimental80
methodology and exhaustive results can be found in [1].
For the purpose of this work dedicated to liquid injec-
tion, the chosen operating conditions are those of CASE
A.1 [1] and are reported in Tab. 1 (where the Reynolds
number Red is based on the outer LOx injector diameter).85
Pressure 35.9 bar
Red 24980
O2/H2 mass ratio 4.84
LOx GH2
Temperature [K] 85.0 285.0
Injection Reynolds number 24900 51200
Mass flow rate [% total mass flux] 83 17
Table 1: CONFORTH operating conditions CASE A.1 [1].
3. Characteristic timescale analysis
CASE A.1 corresponds to sub-critical pressure for oxy-
gen, which means liquid oxygen injection, subsequent at-
omization, mixing and evaporation before burning [13].
To evaluate the interaction between all these phenomena,90
characteristic timescales are first introduced for atomiza-
tion τbu, evaporation τev and chemistry τchem and evalu-
ated.
The atomization characteristic timescale highly de-
pends on the atomization regime. In rocket engines the lig-95
ament breakup regime is targeted: the liquid jet is sheared
by the surrounding gas flow and a succession of instabili-
ties leads to ligaments formation that break into droplets.
According to Marmottant & Villermaux [14], the breakup
time τbu of a ligament is weakly dependent on the rate100
of elongation and depends mostly on the initial ligament
volume. It is then approximated by the capillarity time
τbu ≈ τσ =
√
ρlV 30 /σ, where V0 = pi d
3
0/6 is the initial vol-
ume of the ligament to be fragmented and d0 = 0.23λRT
its equivalent spherical diameter. In this expression, λRT105
is the wavelength of the Rayleigh-Taylor instability that
triggers ligaments formation, and can be related to the
injector characteristics [14].
If we consider typical rocket engine LOx/H2 injection
conditions at 40 bar, the breakup timescale is τbu ≈ 4 µs.110
The evaporation time τev of a single droplet of diam-
eter dp can be estimated:
τev =
ρppid
3
p/6
m˙p
≈ ρpd
2
p
6 Nu DO2 ρg ln(1 +BT )
(1)
where m˙p is the evaporation rate, ρp and ρ are respec-
tively the density of the droplet and the gas, DO2 the diffu-115
sion coefficient of O2 the fuel and BT the thermal Spalding
number. The Nusselt number Nu is evaluated thanks to
the Ranz-Marshall correlation [15]. Considering a single
2
O2 droplet with a diameter dp = 50 µm evaporating in a
40 bar and 3500 K mixture, a characteristic evaporation120
timescale of τev ≈ 30 µs is obtained.
Chemistry characteristic timescale is generally esti-
mated thanks to laminar premixed flame:
τchem ≈ δ0l /s0L = 0.2µs (2)
with δ0l and s
0
L the flame thickness and flame speed.125
The maximum characteristic timescale of the chemistry
at 40 bar and for unity equivalence ratio is then τchem ≈
0.2 µs.1.
A quick look at the above timescales shows that evap-
oration is the controlling phenomenon in the present case.130
As a consequence, the liquid phase is expected to have a
significant impact on the flame structure, through the fuel
droplet distribution resulting from atomization, evapora-
tion and dispersion. In addition, the small timescale of the
atomization justifies the use of an injection model.135
4. Modelling approach
4.1. Liquid injection model
Coaxial injectors are used in rocket engine for their effi-
ciency in the atomization of the liquid jet. Atomization is a
very complex phenomenon that is not yet fully understood140
and modelled. The pioneer works of Farago & Chigier [16]
and Rehab [17] and the more recent studies of Lasheras,
Hopfinger, Villermaux & Marmotant [18, 19, 20, 21] have
brought some insight on the different phases of this pro-
cess. The breakup of a liquid jet by a fast gas stream145
may exhibits different regimes that can be classified using
three non-dimensional numbers: the Weber number We,
the liquid Reynolds number Rel and the momentum ratio
J :
Formula Present case
We =
ρg∆
2
UDl
σ ≈ 2500
Rel =
UlDl
νl
≈ 24890
J =
ρgU
2
g
ρlU2l
≈ 3.51
Table 2: Characteristic dimensionless numbers of the atomization.
where Ug and Ul are the velocity of the gas and liq-150
uid streams respectively and σ is the liquid surface ten-
sion. The Weber number We represents the ratio between
the destabilization aerodynamic forces and the stabiliza-
tion surface tension forces. The high Weber number of
1Note that the chemical timescale is based on premixed 1D flame
analysis but gives a good estimation of the characteristic timescale,
even for non-premixed chemistry.
CASE A.1 means that the atomization regime is of ”fiber”155
(or ”ligament”) type: following Marmottant & Villermaux
[14], the shear stress due to the velocity gradient between
the two phases generates first a Kelvin-Helmholtz instabil-
ity. The resulting wave travelling along the jet generates
in turn a transverse Rayleigh-Taylor instability, leading to160
the formation of ligaments. These ligaments are elongated
by the shear stress imposed by the gas stream and finally
break into droplets. Secondary atomization then occurs
if droplets encounter sheared or highly turbulent flows.
Here again different regimes of breakup may occur: shear165
breakup [20], turbulence breakup [18] or collision breakup.
Figure 2: Atomization process (bottom half) and liquid droplet in-
jection model (top half).
The direct simulation of the atomization is still the
subject of intense research and requires computational re-
sources that are not compatible with LES of a rocket en-
gine. Instead, a phenomenological injection model is used170
(Fig. 2). This model relies on the existence of a liquid
potential core that breaks into smaller liquid aggregations
over the distance of the ”liquid intact length” L. This core
is modelled as a conical injection surface and a surround-
ing droplet cloud with a mean initial diameter dl and a175
mean velocity ul is generated. The liquid volume frac-
tion and/or number density are imposed to reach the pre-
scribed mass flow rate. The droplet injection angle varies
along the cone from θlip at the injector exit to 0 at the
tip of the cone. This is obtained by varying the axial and180
radial velocity components, keeping normal injection ve-
locity constant over all the injection surface. This model
then depends on 3 parameters: the injection mean droplet
diameter dl, the cone length L and the injection angle θlip
at the cone base.185
Droplet diameter dl
Numerous correlations for droplet diameters may be
found in the literature, but only for relatively low Weber
number ([14]). Here the We is high and the correlation of190
Hopfinger [22], established for We up to 103 is used:
d10−ν = 3.0
√
νg
ug
2δg
√
ρl
ρg
(3)
where νg is the gas kinematic viscosity and δg is the
vorticity thickness of the gaseous flow (see [14]). In the
3
present case the droplet injection diameter is evaluated to195
d10−ν = 54.2 µm.
Liquid intact length L
The ”liquid intact length”, is defined as the length
where the presence rate of liquid is above 99.9%. Rehab et200
al. [23] and Lasheras [24] pointed out that for high liquid
Reynolds numbers Rel and low momentum ratio (J < 30),
the jet stripping is not correlated to surface tension and
viscosity, and for high velocity ratio Ug/Ul the liquid intact
length L may be expressed as [14]:205
L
Dl
≈ 6√
J
(4)
Many other expressions for this parameter may be found
in the literature for various fluids and conditions. Most of
the time these correlations were established in non-reactive
”cold” conditions. As an example, different expressions210
are reported in Tab. 3 and applied to CONFORTH CASE
A.1. This comparison made in [1] shows that Woodward
correlation [25] gives the more accurate prediction for the
liquid intact length for various operating points. On the
contrary, the correlation given by Eq. 4 highly under-215
estimates L.
L/Dl
Marmottant et al. [14]
6/
√
J 3.20
Woodward [25]
0.0025(ρg/ρl)
−0.44Re0.76l We
−0.22
g 13.48
Eroglu et al. [26]
0.66Re0.6l We
−0.4
g 12.37
Lasheras et al. [18]
6J−0.5/|1− Ul/Ug| 3.29
Porcheron et al. [27]
2.85(ρg/ρl)
−0.38Oh0.34J−0.13 4.48
Davis et al. ”2-phase” [28]
25J−0.2 19.45
MEASURED [1] 15.65
Table 3: Correlations for the liquid intact length over nozzle injection
diameter : L/Dl- Extracted from [1].
Recent publications [1, 29, 30], reported optical mea-
surements of this liquid intact length, in ”hot” fired con-
ditions (see Fig. 3). It was found that L was much
larger than in non-reacting cases and that many corre-220
lations failed to give a correct estimate.
Injection angle θlip
For Hopfinger [22], the spray half-angle depends only
on the momentum ratio J :225
θ ≈ pi
4
− tan−1
(√
J
12
)
(5)
Once again, this estimation is based on ”cold” flow
results at atmospheric pressure. However, conical shape of
the liquid core induces a variation of θ along the injection
surface. The simplest evolution is linear from θlip to zero230
at the tip of the cone.
Model formulation
A ”focal-point” model is introduced to inject an al-
ready atomized spray as illustrated in Fig. 2 (top). The235
liquid intact core is not computed by the CFD solver and
is replaced by a conical surface of length L. Particles of
diameter dl are injected uniformly along this surface with
a varying angle starting at θlip at the lip and going to 0
at the tip of the cone. The injection mean axial velocity240
corresponds to the flow rate of the LOx stream. Three
different versions of this model are investigated in the fol-
lowing. Values of the injection parameters for each case
are summarized in Tab. 4.
CASES A B C
L/Dl 3.20 [14] 13.48 [25] 3.20 [14]
θlip [deg] (Eq. ) 36 36 36
dl[µm] 54.2 µm 54.2 µm 54.2 µm + fluct.
αmaxl 0.1725 0.048 0.1725
solver E-E E-E E-L
Table 4: Definition of test cases. CASE C is poly-disperse, a Rosin-
Rammler distribution is employed.
The three cases use the same mean droplet diameter,245
basis angle θlip and mean axial velocity. The main dif-
ference concerns the liquid intact core length, comparing
correlations used in previous studies [5, 6] to the corre-
lation closer to the experiment of [1]. The different val-
ues of L/Dl lead to different volume fractions at injection,250
much lower for higher L. Cases A and B are computed
with an Eulerian locally mono-disperse formulation for the
spray. To study the effect of poly-dispersion on the flame,
CASE C is computed with a Lagrangian formulation. For
this last case, a Rosin-Rammler distribution, with param-255
eter β = 3.5 is used and a fluctuating injection velocity is
added. As CASE A is taken as the base case, the same L
as CASE A is used for CASE C.
4.2. Chemistry
The chemical scheme used in this study is the 8 species,260
12 reactions reduced scheme of Boivin [31], called H2-O2-
12S in the following. This scheme has been confronted
to the San Diego detailed scheme [32] on academic flames
generated with the kinetic solver CANTERA [33]. The
reduced scheme exhibits very good behaviour for laminar265
premixed flames. The laminar flame velocity sL, the lam-
inar flame thickness δL and the burnt gases temperature
are well recovered on a wide range of O2/H2 mass ra-
tio at ambient pressure and up to 100 bar [31]. To be
consistent with rocket engine applications, where flames270
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Figure 3: Experimental measurement of the liquid intact core length by shadow imaging: a) ONERA experiment with the subcritical operating
point CASE A.3 of [1], b) DLR experimental results with subcritical point step 9 of [29]
are mostly pure diffusion flames, the reduced scheme has
been validated over 1D non-premixed counterflow flames,
and showed good agreement with the reference Sandiego
mechanism as observed in Fig. 4. The response to strain
rate for ambient pressure and up to 40 bar has shown very275
good prediction of flame thickness, maximum temperature
and levels of heat release.
Finally two-phase jet flames have been computed in
[34] with the present kinetic scheme. The structure of the
turbulent diffusion flames was well recovered and results280
confirm that it is driven by evaporation.
Due to the high reactivity of H2/O2 mixtures, the H2-
O2-12S scheme exhibits very small characteristic times,
and sub-cycling is required for chemistry integration (≈ 30
sub-cycling iterations). Thanks to a refined mesh, turbulence-285
chemistry interaction is fully resolved here. Indeed, in the
flame zone the maximum mesh size is 0.1mm, i.e., which is
the order of magnitude of a non-premixed H2/O2 strained
laminar flame thickness. To capture flame anchoring on
the lip, the minimal cell size has to be ≈ 50 µm.290
5. Numerical setup
The LES code AVBP from CERFACS and IFPEN [35]
solves the filtered, unsteady compressible Navier-Stokes
equations, including conservation for mass fractions ρYk,
momentum ρu and total energy ρE = ρ(es +
1
2uiui), with295
the sensible energy es.The perfect gas Equation of State is
used and heat capacity at constant pressure Cp are tabu-
lated with temperature for each species. The fluid viscosity
follows a Sutherland’s law, while the species molecular dif-
fusion and the thermal diffusion are given respectively by300
Schmidt and Prandtl numbers. The turbulent stress ten-
sor and the turbulent fluxes are modeled with the classical
gradient approach, and a subgrid-scale turbulent viscos-
ity νt is calculated with the Wall Adapting Linear Eddy
(WALE) model [36]. A turbulent Prandtl number is intro-305
duced for the turbulent heat flux Prt = ρνtCp/λt = 0.65.
Similarly a turbulent Schmidt number is used for the tur-
bulent species fluxes Sct = νt/Dt = 0.65. For comparison
purposes, the liquid phase is computed with both Euler-
Lagrange (E-L) approach and the Euler-Euler (E-E) ap-310
proach. In the E-L formulation, point mechanics applies
to each particle [37] and interpolation is used to exchange
momentum, heat and mass between particle location and
grid nodes. The E-E formalism describes the liquid phase
as a continuous medium corresponding to spray statistics315
[38]. Note that in AVBP only the E-L method can work
with poly-disperse sprays.
AVBP uses an explicit cell-vertex/finite element method
on unstructured grids. The convective numerical scheme
used for the present calculations is a two-step Taylor-Galerkin320
(TTGC). It is third order in space and time [39]. The
same numerical scheme is used in the E-E formulation of
the dispersed phase, while the E-L equations are advanced
in time with an explicit 1st order scheme.
6. Computational domain325
As shown in Fig. 5, the geometry used in LES calcu-
lations represents a fourth of the CONFORTH chamber.
Gaseous H2 is injected with a turbulent mean velocity pro-
file, while liquid droplets are injected with the model de-
tailed in Sec. 4.1. The chamber side walls are treated with330
a coupled wall law [40], specifically developped to handle
important temperature gradients. The temperature issued
from the experiment is imposed on the outer walls, all
other walls being treated as no-slip adiabatic walls.
The meshes used in this work are hybrid, composed of335
tetrahedra in the whole domain except at walls where a 10
prisms layer gives a wall resolution y+ ≈ 200. The meshes
have been refined in the flame zone, located in the first
part of the combustor, then a progressive de-refinement is
applied to keep a reasonable mesh size.340
7. Results
In this section the base case A is first analyzed. The
two-phase flow structure is described, then the flame shape
and structure are studied. Finally, the flame anchoring
mechanism, being much dependent on the spray injection345
model is detailed.
7.1. Two-phase flow structure
The mean flow fields presented in this section have been
obtained by averaging the simulation over two convective
times. The average cut of Root Mean Squared (RMS)350
radial velocity uRMSr presented Fig. 6 indicates strong
turbulent activity in the hydrogen stream due to the shear
induced by the entrainment of the liquid phase. The center
zone of the jet where the LOx is injected and evaporates
is very steady. Iso-lines of the gas mean axial velocity355
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Figure 4: Laminar strained diffusion flame (a = 2000s−1) at 40 bar. Profiles of (from left to right) temperature and heat release, main species
mass fraction and intermediate species mass fraction for H2-O2-12S scheme [31] (symbols) and Sandiego mechanism (lines) [32].
Figure 5: LES calculation geometry and boundary conditions.
are drawn on Fig. 6 and reveal the deviation of the H2
high velocity jet due to the liquid phase evaporation and
the expansion of the burnt gases. The outer stream of
hydrogen appears slowed down by the friction at the wall
and does not penetrate as far in the chamber as the central360
injector jet. Two recirculation zones are clearly observed
downstream and upstream of the zone where the hydrogen
jet impacts the wall. Recirculating zones are also observed
downstream of the injectors lip, where the flame stabilizes
as further discussed in Sec. 7.3.365
The liquid phase presence is given by the mean liquid
volume fraction αl in Fig. 7. The liquid jet length is
about 8 ∗Dl. The average fields of liquid volume fraction
αl show a quite highly laden spray. The maximum value
αl,inj = 0.1725 is quite high in the vicinity of the injection370
surface but rapidly decreases below 0.01. Most of the spray
seems confined by the surrounding H2 jet. However, the
iso-line of mean droplet diameter dl = 50 µm shows that
a small amount of the spray with relatively large droplets
enters the H2 stream. On the same figure, the radial RMS375
liquid velocity appears negligible in the liquid jet and the
evaporation zone, and is only in zones where the spray
is entirely evaporated. This means that the turbulence
induced by the carrying phase has a negligible impact on
the spray and the liquid phase has a quasi-steady behavior380
compared to the carrying phase.
7.2. Two-phase flame structure
The shape of the flame for CASE A is presented Fig.
8 where the instantaneous field of heat release HR is pre-
sented together with iso-lines of temperatures. First thing385
to notice is the relatively small flame length (≈ 13 ∗ Dl)
that does not reach the outlet of the computational do-
main, located at approximately a quarter of the chamber
length. The flame opens widely at its basis and the re-
action zone appears lifted from the injector lip. The an-390
choring mechanism is studied in detail in Sec. 7.3. The
outer jet flame is pushed toward the walls by the central
flame and exhibits a smaller length due to the wall friction.
Downstream of the flame, the burnt gases mix and the tem-
perature field tends to homogenize. The flame is wrinkled395
by the turbulent activity of the H2 stream and important
variations of the heat release are observed. Indeed, diffu-
sion flame heat release is very sensible to the strain rate
imposed by turbulent eddies. In Fig. 9 the distribution of
the strain rate has been extracted from an instantaneous400
solution along the stoichiometric iso-surface of the flame.
A large range of strain rate is observed with a mean value
around a = 500s−1. In the following, the structure of
the flame will be studied and compared to academical 1D
counterflow flames with a value of a = 5000s−1, i.e close405
to the maximum value encountered in the burner.
Observation of the species mass fraction Fig. 10 shows
a non negligible amount of gaseous oxygen in the hydrogen
flow. This indicates that oxygen droplets are evaporating
in the fuel side of the flame. Non-negligible amounts of410
H2O2 and HO2 are also observed on the fuel side of the
flame which contrasts with the 1D counterfow flame pro-
files (Fig. 4). This indicates a particular flame structure,
which is not purely non-premixed. Following the nomen-
clature of Fiorina and Rocchi [6], the flame is of the type415
”Non Premixed-Premixed” flame (NP-P) i.e. a flame be-
tween a premixed stream and a pure Oxygen stream as
sketched in Fig. 12. The resulting double flame can be
visualized with the Takeno index [41], calculated as the
product of the gradients of the fuel and oxygen mass frac-420
tions. Negative Takeno is found for diffusion flames while
positive Takeno indicates premixed flames. Fig. 11 shows
indeed a diffusion flame following the stoichiometric line
surrounded by a premixed zone on the fuel side. Further
downstream in the chamber, all the oxygen vapor that has425
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Figure 6: CASE A average cut of RMS radial velocity urrms with superimposed iso-lines of axial velocity u.
Figure 7: CASE A average cut of RMS radial liquid velocity ur rms with superimposed iso-line of mean diameter dl. Liquid jet presence is
signalled by the volumetric mean liquid fraction αl.
Figure 8: CASE A instantaneous cut of heat release HR with superimposed iso-lines of temperature T .
entered the H2 stream has been burnt and the flame re-
covers a pure diffusion flame structure.
To illustrate the NP-P particular flame structure, 1D
reference flames have been generated with CANTERA soft-
ware [33] using the same Boivin kinetic mechanism [31].430
In the NP-P flame pure oxygen is injected on one side
and a rich mixture of H2/O2 with an equivalence ratio
Φ = 20 is injected on the other side. For both configura-
tions injection temperatures are set to TH2 = 285K and
TO2 = 160K, which is the temperature of vaporization for435
LOx. The strain rate has been fixed to a = 5000s−1 which
corresponds to a high limit of the resolved strain rate in
the LES. The NP-P 1D laminar flame shows important dif-
ferences with the pure diffusion laminar flame NP-NP as
shown Fig. 12. Indeed, a deviation of the O2 mass fraction440
and temperature profiles due to the premixed right stream
is observed. This leads to a third peak of heat release in
the premixed side of the flame. In this cold premixed zone,
the main differences with the pure diffusion flame are ob-
served on H2O2 and HO2 mass fractions. Theses species445
do not appear in pure fuel stream in the pure diffusion
flame, and are much lower in the reaction zone. The same
behavior is recovered in the turbulent flame. A third peak
of heat release is observed and intermediates H2O2 and
HO2 are produced in the premixed stream (Fig. 10). This450
confirms the particular NP-P structure close to injection,
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Figure 9: CASE A strain rate distribution taken on the stoichiomet-
ric iso-surface (for z = zst).
Figure 10: Instantaneous fields of species mass fractions Yk with
superimposed stoichiometric line. CASE A
Figure 11: Instantaneous fields of Takeno index in CASE A. The
Takeno index is conditioned to the reactive activity and is set to
zero in low heat release zones. The turbulent flame zone where plots
are drawn and the flame anchoring zone are marked with dashed
lines.
where droplets reach and evaporate in the fuel stream.
To confirm the flame structure in the computation,
scatter plots are built from the solution in the zone of
study marked NP-P in Fig. 11. The scatter plots of the455
flame structure are presented Fig 13. Points are colored
with the Takeno index. The two 1D strained laminar flame
profiles of Fig. 12 are added.
A first observation is the dispersion of the heat release
in comparison with the laminar flame profiles. This is460
linked to the distribution of turbulent strain rates shown
Fig. 9, which has a strong impact on diffusion flames. Heat
release scatter plots follow the NP-NP flame structure for
Figure 12: 1D laminar strained counterflow flames (a = 5000 s−1).
Profiles of Heat release HR, Temperature, O2 and H2 mass frac-
tion and Takeno index for a NP-NP flame (lines) and NP-P flame
(symbols) with a premixed stream at φ = 15.
Figure 13: Scatter plots of Temperature, Heat release and main
species mass fraction. The 1D strained laminar flame profiles for
the pure diffusion (NP-NP) and the NP-P case appear in dashed
lines.
low values of z but tend to recover the NP-P profiles at
higher values of z.465
The particular flame structure observed in the compu-
tation has a strong effect on the thickness of the reaction
zone. The third peak observed in NP-P flames contribute
to its thickening and may influence the flame anchoring on
the injector lip.470
7.3. Flame anchoring mechanism
The flame anchoring mechanism is critical for practical
systems and is detailed here. A close view of the instanta-
neous two-phase flow in the anchoring region is presented
Fig. 14. The temperature field confirms that the flame is475
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Figure 14: CASE A: zoom on the flame anchoring region. Instantaneous fields of a) temperature T with superimposed iso-line of zero axial
velocity, b) H2/O2 gaseous equivalence ratio φ, c) mass transfer seen by gaseous phase, d) heat transfer seen by the gaseous phase.
Figure 15: CASE B instantaneous cut of heat release HR with superimposed iso-lines of temperature T . Liquid jet presence is signalled by
the volumetric mean liquid fraction αl.
lifted. An iso-line of average axial velocity u = 0 m/s con-
firms the presence of a recirculation zone. Given the low
injection velocity of the liquid and the presence of this re-
circulation zone, one would expect that the flame attaches
to the injector lip. Moreover, all walls are considered adi-480
abatic here and heat losses cannot be invoked [42].
In the same figure, the temperature in the recircula-
tion zone appears cold and, from previous observation,
LOx spray evaporates there and leads to premixing. The
equivalence ratio is high at the injector lip (φ ≈ 20) and485
clearly beyond the flammability limit of H2/O2 flames.
The presence of a cold and very rich recirculation zone at
the cone base prevents the flame from anchoring on the
lip. Fig. 14 also shows the strong evaporation rate at the
foot of the flame. The associated important heat transfer490
from the gas to the evaporating liquid, added to the liquid
heating, acts as a strong thermal loss and contributes to
lift the flame [42]. This effect is reinforced by the E-E for-
mulation, which naturally induces non-physical diffusion
via statistical average and robust numerical approach. As495
discussed further, flame lift-off is not observed in E-L com-
putations.
8. Impact of the injection model
In this section, the effect of a longer injection length
(CASE B) and the effect of poly-dispersion and Lagrangian500
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formalism (CASE C) are studied.
8.1. CASE B
As observed Fig. 15 the injection cone of CASE B is
larger than the one of CASE A and is supposed to better
match the measured liquid core length [1]. The direct con-505
sequence is that the volume fraction imposed at the LOx
injection is lower (αl = 0.048) and decreases rapidly under
αl = 0.01. The second consequence of a longer injection
cone is the higher penetration of the evaporating spray
(≈ 10∗Dl). It can also be noticed that pockets of droplets510
are stripped from the jet and convected in the O2 stream.
The flame length is then longer than for CASE A and goes
beyond the computational domain. Flame length is an im-
portant parameter for engine design because it drives the
length of the chamber (and then its mass). The longer515
flame is a direct consequence of the longer injection cone.
Indeed evaporation and convection have similar timescales
in both cases and the droplets evaporate and burn simi-
larly once injected. The base flame opening angle is also
observed lower than in CASE A.520
The Takeno index (Fig. 16) indicates that the same
type of NP-P flame structure observed in CASE A is re-
produced in this case. The lower αl is not sufficient to
modify the flame structure and anchoring mechanism. In
fact, due to the lower αl the flame is anchored even more525
downstream on the liquid cone compared to CASE A. This
is explained by the higher equivalence ratio in the cold re-
circulation zone and the heat transfer through the liquid
phase which is of the same order in the recirculation zone
as CASE A and prevents the flame from anchoring on the530
lip.
Figure 16: Instantaneous fields of Takeno index in CASE B. The
Takeno index is conditioned to the reactive activity and is set to
zero in low heat release zones.
8.2. CASE C
Droplet size poly-dispersion is accounted for in a E-L
formalism. Discrete droplets are injected with the same in-
jection model as presented Sec. 4.1. The injected size dis-535
tribution is illustrated in Fig. 17. For comparison the same
L as in CASE A is kept. In this section the Stokes num-
ber is introduced to observe the effect of poly-dispersion
on the spray behavior.
The Stokes number St = τp/τF represents the ratio of540
the relaxation time of a particle τp over the characteristic
timescale of the surrounding fluid τF = D/|u|, where D is
a characteristic length scale and |u| is the relative veloc-
ity of the droplet compared to the carrying phase. The
relaxation time of a particle is expressed thanks to Eq. 6:545
τp =
τ ′p
1 + 0.15Re0.687p
with τ ′p =
ρpd
2
p
18µ
(6)
where Rep is the Reynolds number of the particle:
Rep =
ρ|u|dp
µ
(7)
Here, ρp and dp are the density and the diameter of
droplets, ρ and µ is the density and viscosity of the sur-550
rounding fluid and |u| is the relative velocity of the droplet
compared to the carrying phase.
Mean injection conditions are taken to evaluate a mean
Stokes number giving a value of St ≈ 0.092. This value of
Stokes indicates that particles behave like tracers follow-555
ing the flow. Taking the highest injected droplet diameter
leads to Stmax ≈ 0.24 which is still very low. Conse-
quently, all droplets present in the LES of CASE C should
behave like tracers and follow the carrying phase.
Figure 17: CASE C: Rosin-Rammler distribution for droplets diam-
eter.
The average cut of Root Mean Squared (RMS) radial560
velocity uRMSr presented Fig. 18 indicates stronger tur-
bulent activity close to the injection cone than for CASE
A. Iso-lines of the gas mean axial velocity also reveal a
lower deviation of the H2 high velocity jet and important
axial velocity in the O2 stream carrying the liquid phase565
while in CASE A, the gaseous velocities in this zone were
very small. Instantaneous droplet field colored by their
diameter shows a deeper penetration of the LOx spray in
the chamber due to the higher velocities observed in the
central jet. The droplets diameter shows the preferential570
concentration of the smallest droplets in the core of the O2
stream whereas largest more inertial droplets are located
at the periphery of the jet. Smaller recirculating zones are
also observed downstream of the injectors lip.
The shape of the flame for CASE C is presented Fig.575
19 where the instantaneous field of heat release HR is pre-
sented together with iso-lines of temperatures. The values
of heat release are of the same order as for the previous
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Figure 18: CASE C average cut of RMS radial velocity uRMSr with superimposed iso-lines of axial velocity u.
Figure 19: CASE C instantaneous cut of heat release HR with superimposed iso-lines of temperature T . Liquid jet presence is signalled by
a ”slice” of the droplet cloud colored by their diameter dl.
cases indicating similar strain rates for the flame. The
flame length (≈ 14∗Dl) is a little bit longer than in CASE580
A, however, the opening angle of the flame is greatly re-
duced at its basis. An important thing to notice is that, in
this case the flame is well anchored at the injector lip, and
no lift-off is observed meaning that the flame anchoring
mechanism is different than for the previous E-E simula-585
tions. However, as observed Fig. 18, and similarly to the
previous cases, a part of the liquid phase evaporates in the
H2 stream and the same flame structure described Sec. 7.2
is recovered.
The focus is made now on the flame anchoring region,590
Fig. 20 where, as for CASE A, the instantaneous fields of
mass and heat transfer seen by the gaseous phase are rep-
resented. In this case, most of the evaporation is bounded
by the flame localized by the iso-line of zst. The heat
transfer toward the liquid phase (negative values) is also595
limited to the inner region of the jet. It is recalled that the
exact same injection model as in CASE A has been used
here. The liquid phase in E-L formulation is not statisti-
cally averaged and does not need artificial diffusivity. As
a consequence, except for some isolated droplets evaporat-600
ing on the fuel side of the flame, most of the droplets are
convected in the axial direction, before reaching the flame
front. Indeed, the Stokes number of all droplets is too low
to allow an inertial trajectory and flame crossing. How-
ever, it can be observed Fig. 21 that despite this analysis,605
some droplets are observed on the fuel side of the flame. In
this figure only particles with temperature Tp < 140K are
represented, being either particles evolving in a cold envi-
ronment (the cold oxygen stream) or particles that have
not yet been heated after injection. Particles present in610
the H2 stream exhibit various diameters and are the only
ones with important radial velocity up,r, following the H2
carrying jet. It can also be observed that a clear trajectory
can be guessed for droplets that escape the O2 stream to
evaporate on the other side of the flame. All these droplets615
come from the very base of the injection cone. This can
be explained by the low gaseous velocity in the vicinity of
the injector lip. In this area, the Stokes analysis is not
valid anymore because the velocity of the droplets are not
negligible compared to gas velocity. The inertia of the in-620
jected droplets is then sufficient to cross the flame front,
possibly helped by the small recirculation zone installed
downstream the lip.
Despite very different flame anchoring mechanisms be-
tween the three configurations, the flame structure ob-625
served downstream, described in Sec. 7.2, are very similar.
However, a lower amount of oxygen is evaporated in the
Hydrogen stream as observed in Fig. 21 compared to E-E
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Figure 20: CASE C: zoom on the liquid phase in the flame anchoring region. Instantaneous Mass and Heat transfer fields from the gaseous
to the liquid phase are shown.
Figure 21: CASE C: zoom on the liquid phase in the flame anchoring region. Instantaneous field of O2 mass fraction and droplets cloud.
Only droplets with Tl < 140 K are represented and colored by their radial velocity
simulation. This explains a difference in the flame length:
since most of the droplets feed the oxygen stream the flame630
is longer in CASE C than in the CASE A.
9. Comparison to experiment
Numerical results are now compared to the CONFORTH
experimental configuration of the OH* chemiluminescence
was recorded simultaneously with LOX jet shadowgraphs..635
9.1. OH* visualization
The experimental pictures for OH* emission are inte-
grated in the line of sight. Indeed, in the CONFORTH
experimental facility, optical access are aligned with the
injectors and the window is approximately of the size of 8640
injection diameters. This means that three over five flames
contribute to the intensity of the OH* chemiluminescence.
Note that OH* emission does not correspond to the OH
species field, it is usually taken as a marker of the flame
and then heat release.645
The averaged solutions of the simulated fourth of the
chamber have been duplicated to reproduce the full cham-
ber with the five injectors. To compare with the OH* ex-
perimental observation, the reconstructed averaged heat
release field has been integrated along the line of sight650
corresponding to the optical access of the chamber and fi-
nally clipped to conserve the window width. The results
are presented Fig 22 for the three LES. Note that in the
experiment the flame was longer than the optical access.
The only numerical configuration where the flame also ap-655
pears longer than the optical window is the CASE B. Even
if the comparison with OH* visualization from the exper-
iment is not very conclusive for the flame opening angle
and the flame length, CASE B seems to better approach
the experimental results than the other injection model660
parameters.
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Figure 22: Averaged heat release (HR) integrated on the line of
sight are compared for the three simulations to the experimental
OH* measurement, case A.1 [1].
10. Conclusion
In this work, Large Eddy Simulation has been used
to reproduce CONFORTH sub-scale thrust chamber in-
ternal flow at a subcritical operating point. The question665
addressed concerns liquid oxygen injection. Large Eddy
simulation is not actually capable of solving liquid jet at-
omization in industrial scale rocket engine. An injection
model has then been proposed based on air assisted spray
atomization literature. A sensitivity analysis has been led670
to investigate the influence of two parameters: the length
L of the injection area and the droplet diameter distri-
bution. The flame signature has been reproduced using
averaged heat release fields in comparison with the OH*
chemiluminescence obtained experimentally. This analysis675
has shown the great variability of the injection model to its
parameters. First, the cone length has been demonstrated
to have an important impact on the flame length which
is an essential design parameter for rocket engine combus-
tion chamber. The second parameter is the droplet size680
distribution. In fact this parameter has shown very little
influence on the system. On the contrary, the numerical
approach (E-L) has shown a strong impact on the anchor-
ing of the flame. The particular NP-P flame structure
observed in the three LES is attributed to the injection685
model which directly influences liquid droplet penetration
in the H2 jet and induces premixing. To avoid this effect,
the model could take into account two parameters. The
first is the destabilization length, the injection of droplets
should start further downstream of the injector lip. Then,690
the second parameter that should be taken into account
is the evaporation of the liquid central core. In the LES
it could be described by a gaseous injection of a part of
the O2 mass flow rate corresponding to the evaporation
of the liquid core. This study shows the critical impact695
of liquid injection and calls for dedicated experiments and
more sophisticated injection model.
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6.3 Conclusion
In this section, the principles of sub-critical injection in a rocket engine has been described.
Atomization and mixing have been identified to be the dominant mechanisms compared to
chemistry. The atomization of a liquid jet by a surrounding gaseous flow in coaxial injectors is
the place of many physics. The destabilizing process are not perfectly understood, especially in
extreme conditions encountered in rocket combustors. Since the 90’s, a lot has been accomplished
in the experimental and theoretical fields to build models able to reproduce correctly the spray
issued from the atomization. Currently, LES is not able to properly solve the interface between
a liquid jet and a destabilizing flow. A model has thus been proposed to inject particles on
a conical surface representing the liquid intact core of the jet. This model has shown a great
variability and sensitivity to different parameters (injection angle, cone length, multi-dispersion).
Changes have been observed in the topology of the flame, flame angle and flame length. The
structure of the flame is also impacted when part of the droplets injected cross the flame in
the vicinity of the injector lip. This leads to partially premixed diffusion flames and partially
explains the differences observed in flame length.
The shape of the flame, especially its width, controls the presence of burnt gases near the wall
and could influence the wall heat fluxes in the LES.
Part IV
Application to the CONFORTH
sub-scale burner
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Chapter 7
Prediction of wall heat flux in the
CONFORTH configuration
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7.1 Introduction
The CONFORTH project (for CONception et Fabrication d’un BOitier Refroidi et d’une Tuyere
a` Haut rapport de me´lange) has been led by Snecma between 2010 and 2013 to collect ex-
perimental data on H2/O2 combustion in conditions representative of rocket combustors. The
configuration has been designed to explore Oxygen/Fuel ratio up to 7.5 at operating pressures
up to 70 bar. Different injection configurations have been tested, either fully gaseous GO2/GH2
and GO2/GCH4 or with liquid LOx/GH2. In the case of LOx/GH2 experiment, a first ob-
jective was to better understand the influence of the liquid phase on the flame structure at
sub-critical pressure for Oxygen (Pcrit = 50.4 bar). To this purpose a dedicated windowed block
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was designed to visualize the flame. Another objective was to measure heat fluxes at the walls
and build a database for CFD validation.
In this chapter, LES of the CONFORTH configuration is presented. The objective is to assess
the behavior and accuracy of the various models developed in this thesis and previously validated
on simple academic configurations. Two calculations have been performed: the first uses the
standard wall laws (see Sec. 5.3) and the second uses the CWL (detailed in Sec. 5.4).
First, the experimental facility and available data are presented, the operating point chosen is
detailed. Then, the numerical setup of the LES is given, the injection model parameters, the
numerical setup and mesh resolution are detailed. The flow and the flame are analyzed prior to
discuss the wall heat fluxes of the two LES.
7.2 The BhP-HrM burner
The BhP-HrM burner (for Boitier haute Pression- Haut rapport de Me´lange) was developed
for the CONFORTH project in cooperation with CNES and ONERA [137]. It was mounted
on the MASCOTTE test bench at ONERA which houses experimental facilities for cryogenic
combustion in rocket engine since the mid-90’s.
7.2.1 Geometry
Figure 7.1: Longitudinal cross-section of the
chamber. The CONFORTH sub-scale thrust
chamber is presented in its thermal version with
two instrumented cooling ferrules.
Figure 7.2: Schematic views of the injector
faceplate. The MPL-X-type injectors are posi-
tioned with a recess r compared to the injection
faceplate.
The chamber is cylindrical (Dch = 5.6 cm), about 40 cm long and is fed with five coaxial
injectors. One is located at the center of the injection faceplate while the other four are equally
spaced on a 30 mm diameter circle around the central injector. A nozzle ends the chamber,
chocked to maintain a high pressure in the chamber. A water cooling system has been designed
and allows to reach a thermal steady state. It is composed of three cylindrical segments as
shown Fig. 7.1. Chamber walls in the cylindrical sections are ≈ 1 cm thick. The nozzle is
cooled thanks to a helium film. The injection head also benefits from a helium cooling system
to avoid heating of the LOx line during injection. The chamber can run for 2 minutes at steady
state.
The coaxial injectors used in the experiment are illustrated Fig. 7.2. Note that they are
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positioned with a recess r between the injection faceplate and the lip of the LOx injector.
Dimensions of the CONFORTH sub-scale thrust chamber and injection elements are not given
for confidentiality reason but the injector exit diameter is around Dinj ≈ 5 mm.
7.2.2 Instrumentation
The instrumented chamber on the MASCOTTE test bench in its thermal version is shown Fig.
7.3. The two first cooled segments are equipped with 200 thermocouples. Thermocouples pair
are fitted in the wall thickness: one measures the hot side wall temperature Thot, 1 mm deep
in the wall, the other measures the cold side wall temperature Tcold, 0.5 mm deep in the wall.
With the two temperatures, the radial heat flux is obtained:
qw = λ(Tmean)
Thot − Tcold
l
(7.1)
where Tmean = (Thot+Tcold)/2 is taken to evaluate material conductivity λ and l is the distance
between the two thermocouple heads.
Figure 7.3: Picture of the instrumented ther-
mal version of CONFORTH.
Figure 7.4: Thermocouples azimuthal position
along the chamber.
The thermocouple pairs monitor the temperature throughout the chamber along three longitu-
dinal lines positioned at three angles represented Fig. 7.4. Line A is on top of an injector, line
C is right at the middle of two injectors and line B is at an intermediate position.
The two water cooling ferrules are also equipped with 14 thermocouples, to measure the water
temperature.
7.3 Measurements
7.3.1 Operating points
The first test campaign of 2010 has been dedicated to GO2/GH2 experiments for pressures up
to 70 bar and Mixture (or Oxygen/fuel) ratio up to 6.5 (Fig. 7.5). This validated the whole
experimental facility and especially the temperature and flux estimation by the thermocouples.
The second campaign in 2012 focused on the characterization of cryogenic flames for different
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pressure and momentum flux ratio J . This was done for gaseous injection GO2/GH2 and
liquid injection LOx/GH2. Finally in 2013 a third campaign was dedicated to measurements of
temperature and heat flux with LOx/GH2 injection, in subcritical condition for Oxygen.
Figure 7.5: Operating points during the CONFORTH experimental campaigns and associated heat
fluxes measurement mapping.
Figure 7.6: 2013 CONFORTH test campaign for LOx/H2 injection.
The operating points studied during the 2013 CONFORTH campaign are reported Fig 7.5, where
a mapping of the averaged heat flux on the whole chamber, depending on chamber pressure and
Mixture ratio (MR) has been established. Operating points of the 2013 LOx/GH2 experiments
are detailed Fig. 7.6.
Due to the short duration of each testing, the thermal steady state was not always reached.
The OP-M-1 operating point having a quite long acquisition time (40 s) has been chosen for the
present study and the operating conditions are reported Tab. 7.1.
7.3.2 Experimental results
Temperature measurements of the cold and hot side wall temperature along the three lines A, B
and C are reported Fig. 7.7 and 7.8 respectively. The measurement error of the thermocouples
is estimated to be around ±2.5 K.
For confidentiality reasons, and in the rest of this chapter the temperature and the heat fluxes
are non-dimensionalized with:
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Pressure 40 bar
Red 82300
O2/H2 mass ratio 5.6
LOx GH2
Temperature [K] 120.0 180.0
Injection Reynolds number 68000 90000
Mass flow rate [% total mass flux] 85 15
Table 7.1: CONFORTH operating conditions for OP-M-1 operating point.
T∗ = T − Tm
TM − Tm and qw∗ = qw/qM (7.2)
where Tm, TM and qM are arbitrary chosen references.
Figure 7.7: Experimental results of the cold
side wall temperature measurement along the
axis of the chamber. The three positions A, B
and C are represented.
Figure 7.8: Experimental results of the hot gas
side wall temperature measurement along the
axis of the chamber. The three positions A, B
and C are represented.
One can notice that the results are quite dispersed. Although, the differences in temperature
between the three locations are lower at the end of the chamber. Indeed at this location, burnt
gases are well mixed and heat fluxes are close to uniform in the azimuthal direction. In the first
part of the chamber, the higher temperatures are encountered on lines A and B, and the lower
on line C. The same observation can be made on the cold side temperature. Lines A and B are
closer to injectors and logically warmer than line C, but line A does not seem warmer than line
B, although even closer to the injector.
7.4 Characteristic time scales.
To evaluate the dominant phenomena at stake in a rocket combustor (see Fig. 7.9), characteristic
time scales are evaluated for atomization, evaporation and combustion of the spray.
The evaporation time τev of a single droplet of diameter dp can be estimated:
τev =
ρppid
3
p/6
m˙p
≈ ρpd
2
p
6 Nu DO2 ρ ln(1 +BT )
(7.3)
where m˙p is the evaporation rate defined by Eq. 3.39 but expressed with the thermal Spalding
number BT (Eq. 3.56). The replacement of BM with BT is possible considering unity lewis
number Lek = 1 for the evaporating species. ρp and ρ are respectively the density of the droplet
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Figure 7.9: Schematic view of the coaxial jet flame structure with atomization of the central liquid core,
evaporation and burning of the evaporated products. Illustration from[29].
and the gas, DO2 the diffusion coefficient of O2 and BT the thermal Spalding number. The
Nusselt number Nu is evaluated thanks to the Ranz-Marshall correlation [154].
Considering a single O2 droplet with a diameter dp = 50 µm evaporating in a 40 bar and a
3420 K mixture, a characteristic evaporation time scale of τev ≈ 30 µs is obtained.
The atomization characteristic time scale highly depends on the atomization regime (see Sec.
6.1 for a description of the different atomization regimes). In rocket engines the ligament breakup
regime is targeted: the liquid jet is sheared by the surrounding gas flow and a succession of
instabilities leads to ligaments formation that break into droplets. According to Marmottant
& Villermaux [112], the breakup time τbu of a ligament is weakly dependent on the rate of
elongation and depends mostly on the initial ligament volume. It is then approximated by
the capillarity time τbu ≈ τσ =
√
ρlV
3
0 /σ, where V0 = pi d
3
0/6 is the initial volume of the
ligament to be fragmented and d0 = 0.23λRT its equivalent spherical diameter. Finally, λRT is
the wavelength of the Rayleigh-Taylor instability that triggers ligaments formation, it can be
related to the injector characteristics (see Eq. 6.9).
If we consider typical rocket engine, LOx/H2 injection conditions at 40 bar the breakup time
scale is τbu ≈ 4 µs.
Chemistry characteristic time scale is generally estimated thanks to laminar premixed flames.
It is convenient because this type of flame is characterized by a velocity sL and a thickness δL.
Its characteristic time scale is then:
τchem = δL/sL (7.4)
It gives a good estimation of the maximum characteristic time-scale of the chemistry at 40 bar
and for unity equivalence ratio: τchem ≈ 0.2 µs. The time scale of a diffusion flame can be
taken as the inverse of the strain rate (see Fig. 4.10), which itself depends on the flow and not
on chemistry. Species chemical time scales as defined in Chapter 4 are then preferred. They
are given Fig. 4.11 for the Boivin kinetic schemes used in the present study. The maximum
characteristic time scale at 40 bar and for a high strain rate a = 100000 s−1 is τchem ≈ 1.0 µs
This quick analysis shows that the controlling phenomenon of combustion is evaporation. The
evaporation of the liquid phase has then to be taken into account because it will drive the flame
behavior. On the contrary, the order of magnitude of the breakup time scale demonstrates that
atomization is sufficiently fast to be modelled(see Sec. 6.2).
7.5. NUMERICAL SETUP 147
7.5 Numerical setup
The LES of the BhP-HrM burner for the subcritical OP-M-1 operating point has been simulated
with AVBP and its Eulerian spray solver. The geometry, mesh and numerical setup are detailed
in the following. Note that the simulation has been performed prior to the sensitivity analysis of
Sec. 6.2.2 demonstrating the better dissipation properties of the Lagrangian formulation. The
consequences of using an Eulerian formulation will be then important to keep in mind in the
results analysis.
7.5.1 Liquid injection model
To model the injection of LOx, the ”focal point” model developed Sec. 6.2.1 was used. The
liquid intact core is not computed but materialized with a conical liquid injection surface, as
illustrated Fig. 7.10.
Figure 7.10: CONFORTH case: detail of the injector. Left, real geometry. Right, modified geometry
to represent the liquid intact core.
The ”focal point” model requires three parameters: the potential core length L, the mean
droplet diameter dl and the base injection angle θlip as shown in Sec. 6.2.1. The most predictive
correlation found in the literature for the intact core length is the one of Woodward [198]. It is
used in this section and its formulation is recalled:
L/Dl = 0.0025(ρg/ρl)
−0.44Re0.76l We
−0.22
g = 17.80 (7.5)
where Rel is the liquid droplet Reynolds number and Weg is the Weber number based on the
gas velocity. The droplet diameter is calculated with the correlation of Lasheras & Hopfinger
[100] [75]:
d10−ν = 3.0
√
νg
ug
2δg
√
ρl
ρg
(7.6)
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with δg the vorticity thickness of the gaseous flow (see [112] for details). Finally the injection
angle is given by:
θlip ≈ pi
4
− tan−1
(√
J
12
)
(7.7)
Values of all parameters are reported in Tab. 7.2. Corresponding Eulerian quantities are also
given.
Weber number Weg 5320
liquid Reynolds number Rel 6.8x10
4
Axial velocity 2.3 m/s
Temperature 119.6 K
Droplet diameter d10−ν 57.7 µm
Intact core length 56.0 mm
Base angle θ 34.52 deg.
Liquid volume fraction αl 0.044
Table 7.2: CONFORTH liquid injection characteristics.
7.5.2 Mesh
To lower computational cost the domain is restricted to 1/8th of the CONFORTH combustion
chamber. As illustrated Fig. 7.11 the grid is fully unstructured and comprises a 10 prisms layer
along the side walls, the rest of the domain being composed of tetrahedral elements. The aspect
ratio of the prisms has been limited to 5. The mesh is finally composed of 45 M elements with
a total of 45 M elements. Refinement zones are placed to properly resolve the chemistry in
the flame (at least 5 points in the reaction zone of the flame). A particular attention has been
given to the gaseous injector (10 points in the width) and to the injector lip, where the flame
anchors (7 points in the width). On Fig. 7.11 a typical mesh is shown, coarser than the one
used for calculation (for visibility of the figure). The same refined grid has been used for the
two simulations (with standard wall laws and with the CWL).
Figure 7.11: Illustration of the mesh charac-
teristics.
Figure 7.12: Near injector detail of the bound-
ary conditions of the CONFORTH calculation.
A particular attention has been given to the resolution of the flame in the vicinity of the injector
lips. It has been observed that an insufficient mesh resolution does not allow the flame to anchor
on the lips of the injector. In this region the flame is highly stretched leading to a very thin
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flame. A coarse mesh thickens the flame, as was demonstrated in [170]. The thickened flame
cannot survive when the gaseous H2 jet is thinner, and the flame stabilizes further downstream.
Figure 7.13: CONFORTH case: instantaneous fields temperature (top) and heat release (bottom),
effect of the flame refinement on the flame stabilization zone.
This is illustrated by Fig. 7.13 showing cut fields of Heat Release Rate (HRR) and temperature
for two meshes, the refined mesh (left) comprising 7 points in the lip while the coarse mesh
(right) comprises 4 points in the lip. On the left the flame is well resolved and anchors on
the injectors lips while on the right, the under-resolved mesh leads to a lifted flame anchoring
downstream on the injection cone. Mechanisms of flame stabilization will be further discussed
in Sec. 7.6.3 .
7.5.3 Boundary conditions
Boundary conditions are given in Tab. 7.3. The hot side temperature measured in the exper-
iment is imposed at the side walls. To do so, the experimental temperature profiles have been
fitted with a logarithmic law, and axial and azimuthal interpolations have been used to cover
the whole surface. The faceplate and the injectors walls and lips are taken adiabatic. Wall laws
are applied to the chamber walls. An imposed pressure boundary condition is imposed at the
end of the domain corresponding to the end of the second cylindrical segment.
Note that for the OP-M-1 operating conditions, the pressure is supercritical for hydrogen. The
compressibility factor Z is evaluated:
Z =
Pch
ρH2.Tinj H2.
R
WH2
(7.8)
where Pch is the chamber pressure, ρH2 , Tinj H2 and WH2 the density , injection temperature
and molar mass of H2. R is the perfect gas constant.
The value found is Z = 0.928, i.e. a weak compressibility which means that the perfect gas
assumption is justified.
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Gas
Faceplate & injectors Temperature imposed (Coupled wall law)
Cooled walls Temperature imposed (Coupled wall law)
Inlet H2 boundary Mean turbulent velocity profiles imposed
Inlet O2 boundary Adiabatic wall law
Outlet Boundary Pressure imposed
Symmetries symmetry
Liquid phase (E-E)
Faceplate & injectors slip wall
Cooled walls no-slip wall
Inlet H2 boundary no-slip wall
Inlet O2 boundary injection velocities according to the focal point injection model
Outlet Boundary exit
Symmetries symmetry
Table 7.3: Boundary conditions for the two phase flow simulations of the CONFORTH chamber.
7.5.4 Numerical schemes
The numerical setup used for CONFORTH LES is given Tab. 7.4. The TTG4A convecetive
scheme has been chosen, it is 3rd order accurate in space and time. The sub-grid scale model is
the SIGMA model presented Sec. 2.4.2. Thanks to the high mesh resolution in the flame zone
(at least 5 points in the flame), no combustion model was required.
Convection scheme TTG4A
Spatial precision 3rd order
Temporal precision 3rd order
Diffusion scheme : FE 2delta
CFL number 0.7
Fourrier number 0.1
LES model SIGMA
Table 7.4: AVBP numerical setup for the LES of the CONFORTH burner.
For the spray, the simulation parameters of the Eulerian approach are summarized in Tab. 7.5.
The convection scheme is the same as for the gaseous phase. No sub-grid scale model is employed,
the spray region being well discretized. Evaporation is calculated with the Abramzon-Sirignano
model introduced Sec. 3.3.3.
7.6 Results
Due to confidentiality reasons, most of the results are dimensionless and images have been
deformed to maintain the confidentiality on the injectors design.
The presentation of the results is divided in three parts. First, the instantaneous two-phase flow
topology is studied. Then, the focus is made on the flame and the near injection zone where the
flame anchoring mechanism as well as the flame structure are discussed. Finally, the resulting
wall fluxes are confronted to the experimental results and empirical correlations.
2clipping is done on the liquid volume fraction αl, nl min and dl min are used to obtain the alphal clipping.
3dl min and nl min stop the evaporation.
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Convection scheme TTG4A
Spatial precision 3rd order
Temporal precision 3rd order
Liquid artificial viscosity model CM S
2nd order coefficient 0.6
4th order coefficient 0.05
Coupling terms two-way coupling
no LES model
no model for RUM
Evaporation model: Abramzon-Sirignano
Clipping model : alphal
dl min3 2 µm
nl min3 3.0x1010
Table 7.5: AVBP Eulerian numerical setup for the liquid phase of the LES of the CONFORTH burner.
7.6.1 Description of the two-phase flow
Figure 7.14: Instantaneous isovolume of temperature from the LES of CONFORTH sub-scale chamber.
The simulated 1/8th of the chamber has been duplicated to represent the three aligned jet flames.
The OP-M-1 operating point leads to an expected temperature of burnt gases of Tb ≈ 3500 K.
The instantaneous temperature iso-surfaces presented Fig. 7.14 are colored in the range 3000 K
3600 K. The flame appears very turbulent, wrinkled by turbulent eddies issued from the shearing
H2 flow and reaches approximately half of the chamber i.e. is longer than the window length
which represents ≈ 1/4th of the chamber. The chosen operating point has injection conditions
close to those of the case studied in Sec. 6.2.2. Consistently with what was observed in Chapter
6, the flame is longer with the longer intact core length.
The different cut fields of Fig. 7.15 allow to describe the flow in detail. The mean flow fields
presented in this section have been obtained by averaging the simulation over two convective
times. The Root Mean Squared (RMS) radial velocity uRMSr presented Fig. 7.15 (left) indicates
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strong turbulent activity in the hydrogen stream due to the shear induced by the entrainment
of the liquid phase. The center zone of the jet where the LOx is injected and evaporates is very
steady. Superimposed iso-lines of the gas mean axial velocity reveal the deviation of the H2 high
velocity jet due to the liquid phase evaporation and the expansion of the burnt gases. A corner
recirculation zone develops close to the wall, filled with a high temperature mixture of burnt
gases and H2. The axial position where the burnt gases meet the chamber wall is conditioned
by this strong corner recirculation of burnt gases and is situated at x ≈ 10 Dinj . The important
negative velocities seen in this recirculation zone have an important impact on heat fluxes in
the first part of the chamber. Note that the velocity becomes quite homogeneous from the end
of the recirculation zone down to the exit. Recirculating zones are also observed downstream of
the injectors lip, which contribute to the stabilization of the flame.
7.6. RESULTS 153
Figure 7.15: OP-M-1 axial cut of: mean RMS radial gas velocity uRMSr with superimposed isolines of
axial velocity u (left), mean RMS radial liquid velocity uRMSl−r and liquid volume fraction αl with super-
imposed isoline of droplet diameter dl (middle) and instantaneous heat release HR with superimposed
iso-lines of temperature T (right).
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The liquid jet represented by the mean liquid volume fraction αl in Fig. 7.15 (middle), is about
17 ∗Dinj long. The average fields of liquid volume fraction αl show a quite highly laden spray.
The maximum value αl,inj = 0.044 is high in the vicinity of the injection surface but rapidly
decreases below 0.01. Most of the spray seems confined by the surrounding H2 jet. However,
the iso-line of mean droplet diameter dl = 50 µm shows that a small amount of the spray with
relatively large droplets enter theH2 stream. On the same figure, the radial RMS liquid velocities
appears negligible in the liquid jet and the evaporation zone, turbulent activity appearing only
in zones where the spray is entirely evaporated. The liquid jets appear very stable and not
perturbed by the gaseous carrying phase.
The Stokes number St = τp/τF is introduced, defined as the ratio of the relaxation time of
a particle τp over the characteristic time-scale of the surrounding fluid τF = D/|u|, where D
is a characteristic length scale and |u| is the relative velocity of the droplets compared to the
carrying phase. Low values of Stokes (St < 1) indicate that particles should behave like tracers
and follow the flow behavior and be very sensible to its variations.The relaxation time of a
particle is expressed thanks to Eq. 7.9:
τp =
τ ′p
1 + 0.15Re0.687p
with τ ′p =
ρpd
2
p
18µ
(7.9)
where Rep is the Reynolds number of the particle:
Rep =
ρ|u|dp
µ
(7.10)
Here, ρp and dp are the density and the diameter of droplets, ρ and µ is the density and viscosity
of the surrounding fluid.
To evaluate a global Stokes number, a droplet with mean diameter and negligible injection
velocity compared to the Hydrogen stream is considered. The characteristic length scale is
taken as the hydraulic diameter of the gaseous injector. This gives a Stokes number St ≈ 0.16
i.e. non-inertial particles behaving like tracers. This analysis shows that droplets injected by
the model are not sufficiently inertial to cross the flame front and should be confined into the
limits of the flame.
7.6.2 Flame structure
The shape of the flame for OP-M-1 is presented Fig. 7.15 (right) where the instantaneous field
of heat release HR is presented together with iso-lines of temperatures. First thing to notice is
the long flame length (≈ 1/2Lch) compared to CASE A simulated in Sec. 6.2.2. The opening
of the flame is less important than for shorter intact core length (Sec. 6.2.2). The central and
the outer jet flames seems to be very similar in length and width. However the central flame
expansion pushes the outer jets close enough to the wall to observe a clear influence of the wall
friction on the outer flame. Downstream of the flame, the burnt gases mix and the temperature
field tends to homogenize. The flame is wrinkled by the turbulent activity of the H2 stream
and important fluctuations of the heat release are observed. Fig. 7.16 shows the distribution
of strain rate extracted from an instantaneous solution along the stoichiometric iso-surface. A
wide range of strain rate is seen by the flame, with a mean value around a = 500s−1. In the
following, the structure of the flame is compared to academical 1D counterflow flames at strain
rate a = 5000s−1.
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Figure 7.16: OP-M-1 strain rate distribution taken on the stoichiometric iso-surface (for z = zst).
Figure 7.17: OP-M-1 instantaneous fields of species mass fractions Yk with superimposed stoichiometric
line in red.
Observation of the species mass fraction Fig. 7.17 shows non negligible amount of gaseous
oxygen in the hydrogen flow. This indicates that oxygen droplets are evaporating in the fuel
side of the flame. Non-negligible amounts of H2O2 and HO2 are also observed on the fuel side of
the flame. The consequence is a ”Non Premixed-Premixed” flame (NP-P) structure i.e. a flame
between a premixed H2/O2 stream and a pure Oxygen stream [157] as previously described in
Sec. 6.2.2. The resulting double flame can be visualized with the Takeno index [199] in Fig.
7.18. The particular NP-P flame structure previously discussed Sec. 6.2.2 is observed in the
first part of the chamber. Further downstream all the oxygen vapor that has entered the H2
stream has been burnt and the flame recovers a pure diffusion flame structure.
This phenomenon is attributed to the injection model in which the droplets are injected at a
constant mass flow rate from the base to the top of the cone. In the vicinity of the injector
lip, where gas velocities are low, particles may have a non-negligible velocity compared to the
carrying phase and droplets may enter the H2 stream. In real life, the destabilization of the liquid
core leading to the spray does not happen directly at the injectors lip but slightly downstream
and no droplet should be seen here. Then, in the close injector zone, only evaporation from
the liquid core is supposed to feed the flame in gaseous O2. However, in the present model the
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evaporation of the liquid core has not been taken into account and the exact location of the
flame anchoring remains uncertain.
Figure 7.18: OP-M-1 instantaneous cut of Takeno index.
As observed Fig. 7.15 (right) the diffusion flame is slightly detached. The iso-line of stoichio-
metric mixture fraction zst Fig. 7.17 confirms the anchoring of the diffusion flame almost one
injection diameter downstream of the injector lip. As observed in Sec. 6.2.2 the important heat
transfer from the gas to the evaporating liquid, added to the liquid heating, acts as a strong
thermal loss and contributes to lift the flame [109]. This effect is reinforced by the E-E formula-
tion, which naturally induces non-physical diffusion via statistical average and robust numerical
approach.
Scatter plots have been extracted in the zone represented Fig. 7.18 to study the NP-P flame
structure. The scatterplots of heat release, temperature and species mass fraction are presented
Fig. 7.19 and colored with the Takeno index. As in Sec. 6.2.2 two 1D laminar diffusion flames
(generated thanks to CANTERA) with a strain a = 5000 s−1 are also represented. The first is
a pure diffusion flame whereas, the second is of the type NP-P, with a mixture of H2 and O2
replacing the pure H2. The consequence is a third peak of heat release and radical production
(HO2 and H2O2) in the region where Takeno = 1. The flame is then thicker than a pure diffusion
flame, and also impacts the flame anchoring mechanism. Again, this is a direct consequence of
the injection model.
Figure 7.19: OP-M-1 scatter plots of Temperature, Heat release and main species mass fraction. The
1D strained laminar flame profiles for the pure diffusion (NP-NP) and the NP-P case appear in dashed
lines.
To correctly capture the flame anchoring would require a more elaborated injection model as
proposed in Sec. 6.2.2 where the destabilization length of the liquid jet is taken into account
as well as the evaporation of the liquid core. Modelling the evaporation of the liquid core by
injecting gaseous O2 on the injection cone would eventually facilitate the initialization of the
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LES.
7.6.3 Wall heat flux
The heat fluxes discussed here were obtained with wall laws with y+ ≈ 50. Mean wall heat fluxes
have been averaged during two convective time τconv = Lchamber/ub and averaged azimuthally.
Fig. 7.20 shows heat fluxes obtained with the standard wall laws and the CWL in comparison
to experimental results. The standard wall law over-estimates the heat flux by almost 100 %.
This result is consistent with the results obtained in turbulent channels Sec. 5.7, that showed
≈ 80% error of the standard wall law compared to correlations when Tb/Tw > 5. The CWL
shows on the contrary a very good prediction of the mean wall heat flux with a maximum error
in the second part of the chamber of 10 %.
Figure 7.20: Mean wall heat flux averaged azimuthtally and in time along the chamber walls.
Empirical correlations of Colburn and Kays & Crawford presented Sec. 5.2 are compared to the
LES. It appears that the correlations behave quite well in the last part of the chamber where
the flow, composed of mixed burnt gases, is relatively homogeneous. This confirms the good
accuracy of this empirical correlation.
Figure 7.21: Mean wall heat flux averaged azimuthally and in time along the chamber walls.
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Finally wall heat fluxes are compared for each measurement line (A, B and C). The LES using
the CWL are confronted to the experimental results in Fig. 7.22. Two peaks of heat transfer are
observed on line A. The first is linked to the maximum negative velocity magnitude in the corner
recirculation zone, where convection operated by the recirculated burnt gases is maximum. The
second peak corresponds to the position where the flame hits the wall.
Figure 7.22: Mean wall heat flux is plotted for each measurement location A, B and C along the
chamber axis. WMLES results (lines) are compared to experimental measurements (symbols).
7.6.4 Impact of the injection model
In Sec. 6.2.2 the sensitivity of the injection model on flame structure has been studied. Three
LES have been run on the same mesh, with the same temperature profiles imposed at the wall
and the CWL. A comparison of wall heat fluxes obtained in theses three cases is shown Fig.
7.23. Surprisingly no major difference is observed for the average wall heat fluxes in the first
part of the chamber (only a 1/4th of the chamber length was simulated).
Figure 7.23: Mean wall heat flux averaged azimuthally and in time along the chamber walls for cases
A, B and C simulated Sec. 6.2.2.
If the simulation does not exactly match the experimental data at each location, global trends are
well retrieved given the uncertainties brought in both experimental measurement and simulation.
One should keep in mind that the temperature mapping employed to define the imposed wall
temperature in the simulation may not be optimum. To avoid this uncertainty the Conjugate
Heat Transfer (CHT) problem should be solved, including the physical wall. With such approach,
the outer boundary condition is pushed back to the external envelope temperature which is
almost uniform in both axial and azimuthal directions: T ∗ varies around its mean value by less
than 10 % of (TM − Tm) (see Fig. 7.8) which could reduce importantly the error done in the
mapping of the wall temperature for the simulation. The CHT solution is explored in the next
Chapter for the LES of the JAXA experiment.
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7.7 Conclusion
The CONFORTH subscale thrust chamber operating at MASCOTTE test bench has been suc-
cesfully simulated using LES code AVBP for a subcritical operating point. The multi-physics
simulation of such device with LES requires careful validation on simplified cases which was
done in Part III. The objective in this Chapter was to recover wall heat fluxes. The simula-
tion includes complex chemistry, liquid phase solving and wall model. The coupled wall law is
confirmed as a great improvement to predict heat fluxes compared to classical wall laws. The
injection model is not found very influent on the wall heat flux despite very different flame
anchoring mechanisms.
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Part V
Heat transfer enhancement in rocket
combustors
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Chapter 8
Heat flux Enhancement using ribbed
walls: channel flows
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8.1 Introduction
Heat flux management is essential in the design of a cryogenic combustion chamber. The cooling
system evacuates the heat produced by cryogenic fuel combustion at high pressure and ensures
the engine integrity. A quite universal way of cooling cryogenic chamber walls since the con-
ception of the V2 relies on the use of cooling channels integrated in the walls and fed with the
fuel stored at very low temperature. For critical parts like a nozzle throat, a film cooling is
sometimes employed. In CONFORTH sub-scale combustion chamber a helium film cooling was
employed.
Moreover, high chamber pressure which allows to reduce engine size and weight requires max-
imum heat extraction. In the case of expander-type cycle feeding system, the increase in heat
extracted also maximizes the turbomachinary efficiency and then also reduces its size and weight.
Maximizing heat fluxes has become therefore an important design criterion.
One simple way to increase heat transfer to the coolant is to increase the chamber wall surface,
either in length or in diameter, but this goes against size and load limitation. Heat enhancement
techniques that do not compromise the engine compacity are then required. To increase the
exchange area exposed to burnt gases without increasing the engine size ribbed wall surfaces
can be used.
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8.2 Rib heat flux enhancement in rocket engines
Figure 8.1: Various ribbed tube configurations: a) Transverse ribs (from [195]), b) Helical ribs (from
[61]) and c) different shapes of axial ribs (from [31])
The main effect of ribs is to increase the exchange surface. Depending on the geometry this
can reach +80% in a thrust chamber [125]. This process has been explored in heat exchangers,
blade cooling [72] or chemical processes ([87], [188]) like thermal cracking in petroleum industry
[201]. The geometry of the ribs is diverse, their orientation can be longitudinal, transverse or
helical as seen Fig. 8.1, and various rib shapes (squared, round, triangular or trapezoidal) can
be used.
Ribs used in rocket combustors are positioned in the direction of the flow for stability reasons.
Indeed, helical and transverse ribs may induce rotational motion which may destabilize the
rocket. The Orbit Transfer Rocket Engine Technology Program initiated by NASA in the
1990’s was the first to explore heat flux enhancement thanks to ribbed walls [125]. A 2D
preliminary study first showed that a rib height of 0.040 inches was optimum in terms of heat
flux enhancement (42 % increase compared to smooth walls). Then this was tested in a dual
experiment comparing an H2/O2 calorimeter chamber, with smooth walls and with 0.040 inches
ribs (Fig. 8.2). Two operating pressure were targeted (850 psia and 1050 psia), and mixture
ratio varied from 5.0 and 7.0. The heat flux enhancement was found of the same order than in
the 2D experiment (+50 % at Pch = 850 psia, +40% at Pch = 1050 psia). It was also found
that the heat flux enhancement is very sensitive to mixture ratio and chamber pressure: higher
mixture ratio and chamber pressure increase the efficiency of the ribbed wall as shown in Fig.
8.3.
JAXA also studied experimentally heat flux enhancement using ribbed walls [127], [126] with
two experimental thrust chambers, one with smooth walls and the other with ribbed walls. The
two chambers have been designed to operate with LOx/GH2 but only at one targeted pressure
and mixture ratio. They obtained significant heat flux enhancement as expected with similar
rib efficiency as the one obtained in NASA experiments. It was also observed that the small size
of the ribs (h ≈ 1 mm) does not change the macroscopic flow because ribs height is below the
boundary layer thickness.
Ribbed walls were also studied numerically. Betti et al. [14] reproduced numerically the ribbed
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Figure 8.2: Picture of the longitudinally ribbed
calorimeter chamber used in the Orbit Transfer
Rocket Engine Technology Program [125].
Figure 8.3: Heat flux enhancement of the
ribbed chamber compared to the smooth one for
Pch = 850 psia [125].
experiment of [125] with a RANS approach. As the measurement was made in the cooling
channel along the chamber, the RANS simulation of the cold flow was coupled to a 1D model
for the conduction in the liner and the cooling channel. The results showed good agreement
with the heat flux enhancement measured in the experiment. The second part of the paper is
dedicated to the evaluation of rib efficiency in a LOx/CH4 ribbed burner, equivalent to the one
of JAXA [127]. Analysis of the flow fields emphasized the importance of stratification in the
inter-rib space and its effect on heat flux. JAXA also published a RANS coupled study of their
two experimental thrust chambers [127]. The results are detailed Sec. 9.2.2.
In this Section, we first investigate walls in simple turbulent periodic channels to better under-
stand the mechanisms at stake.
8.3 LES of a ribbed turbulent channel
In this section we first investigate the particularities of longitudinally ribbed wall flows using
LES with the coupled wall law presented Sec. 5.4. Benefits of ribbed surface are estimated by
comparison with a smooth channel.
8.3.1 Rib efficiency
In this section the efficiency of ribbed surfaces is evaluated on a simple channel configuration,
similar to the one used in Sec. 5.7. The rib efficiency is introduced as
ηrib =
qw,ribbed/qw,smooth
Aribbed/Asmooth
(8.1)
where qw,ribbed is the wall heat flux of the ribbed configuration integrated over the ribbed surface
Aribbed and scaled by the projected surface (equivalent to the smooth channel surface Asmooth if
the channels have the same dimensions). qw,smooth is the wall heat flux measured in the smooth
channel.
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8.3.2 Computational cases
Figure 8.4: Ribbed channel dimensions are chosen to keep the same hydraulic diameter Dh as the
smooth channel
The study case is a bi-periodic turbulent channel, with and without longitudinal ribs on top
and bottom surfaces, as shown in Fig. 8.4. The rib geometry was chosen to be the same as in
the target JAXA case 9.2.2. The channel width of 8 mm is made of 4 squared ribs of width
and inter-ribs distance both of = 1 mm. To keep the same Reynolds number ReDh between the
smooth and the ribbed channels, with the same bulk velocity and temperature, the dimensions
of the ribbed case were modified as shown in Fig. 8.4. With this geometry the ribbed surface
is increased by 100 %. Keeping the same hydraulic diameter Dh, and since pressure losses are
supposed to be different from the smooth configuration, a dynamic source term Sqdm on the
momentum is applied to maintain the targeted bulk velocity:
St+∆t =
(ρu)target − 1V
∫∫∫
Ω(ρu)
tdV
τrelax
(8.2)
Six different cases were computed for each configuration and are summarized in Tab. 8.1. They
correspond to six different bulk/wall temperature ratio, from moderate (Tb/Tw = 1.1) to very
high (Tb/Tw = 6). To keep ReDh = 200000 the bulk velocity was adjusted to compensate
the increase of viscosity with temperature. The mesh is composed of regular hexahedra with
an aspect ratio of two in the axial direction. The rib height, width and inter-rib distance are
discretized with 10 cells which is realistic for an industrial configuration. The resulting values
of y+ at the wall are high and require the use of the coupled wall law.
simulations ub Tw Tb Tb/Tw y
+
CASE 37.5 54 m/s 320 K 350 K 1.1 100
CASE 38 150 m/s 320 K 660 K 2 250
CASE 39 290 m/s 320 K 960 K 3 400
CASE 40 455 m/s 320 K 1280 K 4 450
CASE 41 650 m/s 320 K 1600 K 5 700
CASE 42 860 m/s 320 K 1920 K 6 850
Table 8.1: Matrix of operating conditions for the LES of ribbed turbulent channel.
The numerical setup of the LES is the same as in Sec. 5.7: The 2nd order Lax-Wendroff numerical
scheme is used with a Smagorinsky [176] sub-grid scale model and no artificial viscosity is added.
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The mixture is non-reactive air with Pr = 0.71. Viscosity is given with the Sutherland law
(Eq. 5.57). The coupled wall law is used at the ribbed surface to impose the wall temperature.
All other boundaries are periodic and as described in Sec. 5.5 a source term is added to the
momentum equation to maintain the flow. A second source term is added to the Energy equation
to maintain the bulk temperature.
8.3.3 Ribbed channel flow
In the following discussion, the inter-rib regions are called micro-channels. CASE 41 has been
chosen to illustrate the flow physics because Tb/Tw = 5 corresponds well to the temperature
ratio encountered in rocket engines. Similar observations were made on other cases.
Figure 8.5: CASE 41 cross-section cut: aver-
age axial velocity u (top) and normal velocity v
(bottom).
Figure 8.6: CASE 41 cross-section cut: RMS
axial velocity u rms (top) and RMS normal ve-
locity v rms (bottom).
Fig. 8.5 shows cross-section cut of average axial and normal velocities. Higher friction in the
micro-channels slowers the flow explaining the lower axial velocity there. The axial velocity shows
no particular pattern but the averaged field of transverse velocity v indicates a recirculating
motion in the micro-channels. This recirculation induces in average some penetration of the
gases from the bulk flow in the center of the micro-channels and ejection of gases on the sides
of the micro-channel. The turbulent activity is presented Fig. 8.6 where the axial and normal
RMS velocities are shown. Strong variations of axial velocity is observed at the rib corners in
contact with the bulk flow. The RMS normal velocity field indicates that turbulence penetrates
inside the micro-channels but vanishes rapidly before reaching the bottom of the micro-channels.
Turbulent structures can be observed in more detail with iso-surfaces of vorticity in Fig. 8.7. It
can be observed that turbulence intensity rapidly decays as soon as it enters the micro-channels.
The wall shear stress at the ribbed wall surface is influenced by both the level of turbulence and
the average velocity of the surrounding gas. Therefore, the wall shear stress is more important
at the top of the ribs (close to the bulk flow) than in the micro-channel (Fig. 8.8).
8.3.4 Heat flux
The mean temperature field shows the cooling operated at the walls due to the imposed wall
temperature (Fig. 8.9). The temperature is higher in the center of the micro-channels because
of the penetration of burnt gases. These gases are cooled in the micro-channel and ejected on
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Figure 8.7: CASE 41 instantaneous iso-surface of vorticity colored by axial velocity u.
Figure 8.8: CASE 41 instantaneous cuts of axial velocity u (cross-section and side-section) with instan-
taneous wall shear stress τw (bottom wall).
the sides. The RMS temperature also drawn in Fig. 8.9 shows a strong correlation with the
axial RMS velocity.
The wall heat flux is observed Fig. 8.10, like the wall shear stress, it is higher on the top of the
ribs in contact with hotter gases. Although the rotative motion installed in the micro-channels
enhance the wall heat fluxes, the velocity associated to the rotative motion is around one order
of magnitude lower than the axial mean velocity amplitude and is not sufficient to compensate
for the lower temperature. Edges also see lower heat fluxes as the mean velocity is low there
and convection does not operates (Fig. 8.5). The convection responsible for heat transfer seems
then to be ensured mainly by the axial motion.
For an easier visualisation the average wall heat flux has been ”unwraped” and plotted against
the abscissa following the ribbed surface abscissa Fig. 8.11, the top of the ribs is in red while
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Figure 8.9: CASE 41 cross-section cut: average Temperature T (top) and RMS temperature T rms.
Figure 8.10: CASE 41 instantaneous cuts of axial temperature T (cross-section and side-section) with
instantaneous wall heat flux qw.
the bottom is in blue an the sides in green. As seen previously, the top of the rib exhibits the
highest heat flux.
8.3.5 Heat flux enhancement
Here, the comparison is made with the smooth channel configuration to evaluate the heat flux
enhancement attributed to the ribbed walls. The wall heat fluxes of the 6 cases of Tab. 8.1 are
compared to the heat fluxes obtained with the equivalent smooth channel cases. The average wall
heat fluxes and wall shear stress are plotted Fig. 8.12 and 8.13 with respect to the temperature
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Figure 8.11: CASE 41 average profile of wall heat flux following the ribbed wall abscissa.
ratio. Note that in the ribbed configurations the total wall heat flux and shear stress are scaled
by the smoothed surface to highlight the increased efficiency. Indeed, the local fluxes are on
average lower than in the smooth case due to the flow dynamics as presented in the previous
section.
As clearly shown Fig. 8.12 ribs greatly increase the heat transfer up to almost 100% for the
higher temperature ratio for a surface increase of +100%. Similarly the wall shear stress also
increases (Fig. 8.13) and the increase is stronger for higher temperature ratio. The rib efficiency
is finally calculated and plotted Fig. 8.14. Rib efficiency increases with the temperature ratio
but stays between 84 and 88%. These values are consistent with the rib efficiencies observed by
NASA in [14] and [125].
Figure 8.12: Average wall heat flux qw as
function of the temperature ratio Tb/Tw for
the ribbed and the smooth bi-periodic turbulent
channel configurations.
Figure 8.13: Average wall shear stress τw
as function of the temperature ratio Tb/Tw for
the ribbed and the smooth bi-periodic turbulent
channel configurations.
In this part, the bi-periodic turbulent channel case has been used to understand the velocity
and temperature fields present in the micro-channels of a ribbed wall. Wall shear stress as well
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Figure 8.14: Ribbed channel efficiency ηrib as function of the temperature ratio Tb/Tw.
as wall heat transfer have been observed to be highly correlated to the axial velocity field. The
top of the ribs exposed to the bulk flow contributes the most in the wall fluxes. Results with
and without ribs at the wall have been compared and a heat transfer enhancement is clearly
observed with the ribbed configuration. The enhancement increases with the temperature ratio.
The values of rib efficiency (≈ 0.86) are coherent with the experimental and numerical works
present in the literature ([14] and [125]) and increases as well with the temperature ratio. The
CWL approach seems to correctly reproduce the wall fluxes even for the complex geometry
imposed by the presence of ribs.
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Chapter 9
Enhanced heat transfer in a rocket
engine chamber: the JAXA
configuration
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9.1 Introduction
This chapter aims at simulating enhanced heat transfer in a rocket engine configuration: the
JAXA experiment. JAXA has been interested in using expander-type engines for better thrust
performance, and reliability as well as reduction of components (gas generator). Generally,
a gas generator is used to drive the turbines linked to the two turbo-pumps that feed the
combustion chambers with fuel and oxidizer (Fig. 9.1). The expander cycle (Fig. 9.2) uses the
energy accumulated by the coolant to drive the turbo-pumps. In such cycle, the heat flux must
be carefully controlled to allow a perfect operation of the system, and prediction is therefore
essential for the design.
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Figure 9.1: Gas generator cycle: a pre-burner
generate burnt gases to drive the two turbo-
pumps feeding the combustion chamber with fuel
and oxidizer.
Figure 9.2: Expander-type cycles make use of
the heat extracted from the burnt gases. Con-
verted in kinetic energy, it drives the turbo-
pumps to feed the combustion chambers with
fuel and oxidizer.
Another example of expander-type engine is the Vinci engine developed for Ariane 6. In this
case, in order to extract enough heat flux from the combustion chamber, a longer chamber was
used.
The JAXA experiment includes two equivalent calorimeter chambers: one with smooth walls
and one with ribbed walls. The wall heat flux between the two configurations was compared
and heat transfer enhancement of the ribbed walls was enlightened.
9.2 The JAXA chamber configurations
The two calorimeter chambers are shown in Fig. 9.3.
Figure 9.3: The ribbed (left) and smooth (right) calorimeter chambers of JAXA [126].
The smooth and the ribbed chambers have the same overall geometrical characteristics, with
only a difference on the cylindrical part (liner), longer in the ribbed case. The nozzle is the same
in the two configurations. The main geometrical features are summarized in Tab. 9.1. Other
details about geometry and experiments can be found in [126]. Chamber walls in the cylindrical
section are ≈ 1 cm thick. Ribs are 1 mm high and 1.23 mm wide. 90 ribs are equally placed
along the circumference of the chamber, leading to an inter-rib distance of 1 mm.
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Ribbed case Smooth case
chamber length [mm] 153 117
chamber inner diameter [mm] 65− 67 66
number of injectors 18 18
Table 9.1: Geometrical characteristics of the two JAXA calorimeter chambers [126].
Both chambers were equipped with a set of 18 LOx/GH2 coaxial injectors, with the central
injector positioned with a recess of r = 1 mm from the injection faceplate (Fig. 9.4). Large
injector lips favor the flame stabilization. They operate at approximately same pressure (P =
35− 36 bars) and Oxygen/Fuel ratio (MR = 5.5− 5.6). The operating conditions studied here
are given in Tab. 9.2.
Ribbed Smooth
O2/H2 mass ratio 5.6 5.3
chamber pressure [bar] 35 36
chamber total mass flow (H2 +O2) [kg.m
−3] 0.616 0.626
O2 injection temperature [K] 95 95
H2 injection temperature [K] 275 275
Table 9.2: Operating conditions of the two JAXA calorimeter chambers[126].
A water cooling system is used to reach steady conditions. Details about the cooling system
have not been published but it is made of water flowing at 350 K inside circumferential channels
positioned all along the chamber.
Figure 9.4: Injector geometry (side and front views) of the JAXA configurations.
9.2.1 Measurements
Heat fluxes have been measured in both chambers. For each circumferential water cooling
channel the temperature rise has been measured. The evolution of heat flux in the axial direction
is plotted Fig. 9.5 for both ribbed and smooth chambers, where values are averaged over the
circumference of the chamber. Note that the wall heat flux of the ribbed chamber has been scaled
by the equivalent smooth chamber surface. Measurements show a heat transfer enhancement in
the ribbed chamber by about 50 %. Knowing that the exchange surface is about 80% higher,
the rib efficiency is finally found ηrib ≈ 0.8.
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9.2.2 RANS coupled simulations
Two-phase, reacting RANS simulations have been performed by JAXA on their configurations
[126]. A 30 degree angle sector has been simulated using the pressure-based solver of the com-
mercial code FLUENT. The LOx jet has been simulated with Discrete Phase Model (Lagrangian
formalism), with direct injection of droplets of imposed diameter 10µm. This value was found to
best fit the heat flux on the smooth configuration and was kept for the ribbed case. Boundary
layers are resolved (y+ < 3). The simulations have been coupled to a conduction solver for
the liner. Water cooling is not included, and the outer temperature of the solid liner has been
imposed to water temperature at 350 K.
Figure 9.5: Heat flux in the JAXA configurations: Results of RANS-heat conduction coupled simulation
(line) compared to experimental results (symbols) [126].
Results are compared to measurements in Fig. 9.5. In the smooth chamber case, results are in
excellent agreement as expected thanks to the fitting of the injection parameters. In the ribbed
chamber case however, the simulation over-estimates the wall fluxes.
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9.3 Computational setup
The LES of the two JAXA chambers have been performed. The two simulations have been
coupled with CERFACS in-house conduction solver AVTP in the liner of both chambers. In the
following the setup of the simulations is detailed. The models employed are briefly recalled as
they are similar to the simulation of the CONFORTH thrust chamber (Chapter 7). Then the
coupling strategy is described as well as the solver AVTP. Finally the mesh resolution, boundary
conditions and numerical setup are given.
9.3.1 Models
The geometry has been modified to include conical elements for the droplet focal point injection
model as explained in Sec. 7.5.1. Simulation parameters are almost the same as the CONFORTH
simulation in Chapter 7. Considering the operating conditions of both chambers Tab. 9.2, the
injection parameters have been established for the two configurations and are reported in Tab.
9.3.
Ribbed Smooth
We 14 485 14 500
Rel 92 000 90 700
J 1.8 1.85
cone length L [mm] 10.6 10.85
injection diameter [µm] 41.2 40.7
θlip 38.62
◦ 38.54◦
αl 0.118 0.12
St 0.76 0.11
Table 9.3: Liquid injection characteristics for the ribbed and smooth JAXA calorimeter chambers.
Both configurations have similar injection characteristics as the injectors are the same and the
operating conditions are really close. The liquid Reynolds number Rel (Eq. 6.2) and the Weber
number We (Eq. 6.1) are high, which, following the classification of Lasheras (Tab. 6.5), leads
to a liquid jet atomisation of fiber-type. The droplet injection model developed in Chapter 6 can
then be used. At the moment of the present simulations the injection model parameter study
presented in Sec. 6.2.2 was still in progress and the liquid intact core length L has been fixed
with the correlation of Villermaux (Eq. 6.4). As seen in the previous chapters, this may lead
to a different flame length but has little effect on the wall heat flux. The injection angle at the
lip θlip is obtained with Eq. 6.5 and the injection diameter is evaluated with the correlation of
[100] (Eq. 6.10). Values used for JAXA simulations are summarized Tab. 9.3. The injection
being done on a short conical surface approximately ten times the section area of the Oxygen
injector, the liquid volume fraction imposed at the Oxygen inlet is high: αl ≈ 0.1.
The droplet Stokes number St is here very low, indicating that particles behave like tracers and
follow the carrying phase motion, including turbulent fluctuations.
Boivin kinetic scheme is used for H2/O2 chemistry [21]. The time-step is imposed to ∆t =
0.5x10−8 s and sub-cycling is necessary to solve the chemistry (30 sub-cycles / iteration).
Boundary layers are not resolved and wall fluxes are evaluated with the coupled wall law [28].
Material used for solid heat conduction is a copper alloy for the liner and stainless steel for the
injection plates and injectors lips. Their mean characteristics are given in Tab. 9.4. The heat
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capacity Cs and the thermal conductivity λs follow an evolution with the temperature not given
here for confidentiality reasons (for the copper alloy especially).
Copper alloy Inconel600
density ρs 8814 kg/m
3 8470 kg/m3
heat capacity Cs at 300 K 377 J/kg/K 444 J/kg/K
conductivity λs at 300 K 322 W/m/K 14.9 W/m/K
Table 9.4: Material properties of the solid parts.
9.3.2 Coupled computations
The LES simulations have been coupled to the AVTP solver for solid heat conduction to treat
the Conjugate Heat Transfer problem. AVTP and the coupling strategy are briefly described
below.
Solid conduction solver
The in-house conduction solver AVTP solves the heat transfer equation in solids:
ρsCs
∂T (x, t)
∂t
= − ∂qi
∂xi
(9.1)
where T is the temperature, ρs the density, and Cs the heat capacity in the solid. The heat flux
q follow the Fourier’s law:
qi = −λs ∂T
∂xi
(9.2)
where λs is the conductivity of the solid.
AVTP is based on the same data structure as AVBP. It is unstructured, cell-vertex, parallel, and
can treat different materials. The capacity and conductivity are tabulated with temperature.
A first order Euler explicit scheme is used for time advancement, the time-step being imposed
by the Fourier number F = ∆x2 ρsCsλs = 0.1, where ∆x is the minimum cell size.
Coupling strategy
The Conjugate Heat Transfer (CHT) problem is solved with two independent solvers which ex-
change information. In the CHT problem, information is exchanged only at physical boundaries.
The coupled application is generated thanks to the OpenPALM solver developed by CERFACS
and ONERA [25] which manages the communications between the LES solver AVBP and the
conduction solver AVTP.
The characteristic flow time expressed as the convection time τf is of the order of few ms while
the characteristic time for conduction in the combustors liner given by
τs =
ρsCsL
2
s
λs
(9.3)
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is generally of the order of few s (Ls is the characteristic thickness of the liner here). This
is problematic if one wants to compute transient states. However in the present study, only
the steady state is targeted and the coupling strategy developed at CERFACS [50] to rapidly
reach steady state is used. It consists in desynchronizing the LES and conduction solvers, each
advancing with its own time-step adapted to its physics (CFL-driven for AVBP, Fourier-driven
for AVTP). The coupled simulation is started with an initial guess of the solid and fluid solution,
and after a transient phase the steady state is reached. Information is exchanged at a given
frequency f . At each meeting point (Fig. 9.6), the temperature calculated with AVTP is imposed
as a wall boundary condition in AVBP while the flux evaluated in AVBP is imposed as boundary
condition for AVTP. Between two meeting points the flow is advanced in time by nτf , while the
solid is advanced in time by mτs.
Figure 9.6: Coupling strategy to reach thermal steady state in the solid.
This procedure is equivalent to lower the solid heat capacity while conserving the same conduc-
tivity. Indeed, going back to the conduction equation for a simple heat transfer problem, the
steady state is reached when the partial derivative of the temperature with respect to time is
null:
ρsCs(x, t)
∂T (x, t)
∂t
=
∂
∂xi
(
λs(x, t)
∂T (x, t)
∂xi
)
(9.4)
As a result, a modification of the density ρs or the heat capacity Cs of the solid in Eq. 9.4 does not
change the steady state solution but only the characteristic time-scale of the solid τs (Eq. 9.3).
As a consequence, decreasing Cs makes the two solvers timescales compatible. However, this
method is only valid to reach thermal steady state and cannot be used to investigate temperature
evolutions in the solid. Indeed, an increase in the heat diffusivity through the decrease of ρs
or Cs increases the thermal activity ratio and the penetration of the temperature fluctuation in
the solid.
Here, the characteristic flow time is evaluated as ten convective time τl = 10 .
Lf
uf
, where uf is the
mean velocity of the burnt gases and Lf is the combustion chamber length. For the simplified
diffusion problem described by the heat equation (Eq. 9.1) with simple boundary conditions,
the time-scale τs represent the time needed to reach about 60% of the final temperature while
5τs is needed to reach 99% of the final value. The simulation time for the liner is then taken
above 5τs.
9.3.3 Meshes and boundary conditions
The computational domain corresponds to a 30 degree sector like in the RANS study presented
Sec. 9.2.2. In addition, the nozzle has been truncated and the chamber pressure is imposed at
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the outlet of the domain. A prism layer is placed along the ribbed walls, limited to two stacks of
prisms. Indeed, 10 stacks of prisms would have led to very elongated and tiny cells. Particular
attention has been given to concave corners, where a ”pull-back” ratio has been imposed to limit
the deformations of the prisms in the corner. Ribs are resolved with ≈ 8 cells in the rib height
and width (see Fig. 9.7). This leads to wall resolution 15 > y+ ≈> 50 which calls for the use of
the coupled wall law.
Figure 9.7: Mesh for JAXA calculation.
Prisms aspect ratio are kept under five. Only
two stack of prisms to limit cells deformation.
Figure 9.8: The solid and fluid domain cou-
pled. Coupling concerns the liner walls but also
injectors and injection plate walls.
Shown in Fig. 9.8, the solid computational domain is composed of the liner, the injection plate
and the lips of the injectors. The associated mesh is fully tetrahedral. At least 10 points have
been placed in the liner thickness and in the ribs height and width. The surface interfacing with
AVBP is mapped with triangles with the same characteristic size as the AVBP mesh to avoid
interpolation errors. Meshes size are reported Tab. 9.5
Ribbed chamber Smooth chamber
Fluid mesh 30.6 M. cells 31.5 M. cells
Solid mesh 25 M. cells 8 M. cells
Table 9.5: Mesh size employed for JAXA chambers coupled computations.
Boundary conditions imposed on AVBP differ from CONFORTH configuration (see Sec. 7.5.3),
all surfaces have been assigned an imposed temperature coming from the thermal solver and are
treated with the coupled wall law except for the conical liquid injection surface.
For AVTP boundary patches interfacing with AVBP a Dirichlet boundary condition for tem-
perature is used. AVTP boundary conditions are illustrated Fig. 9.9: on the outer wall of the
liner the water temperature 350K is imposed. The back of the injector faceplate as well as the
back of injectors lips are considered adiabatic. A convective coefficient hLOx is evaluated on the
inner side of the oxygen injector (not simulated in the LES) thanks to the empirical correlation
of Colburn [182]:
h = 0.023 Re0.8f,DhPr
1/3 λ/D (9.5)
where D is taken as the diameter of the LOx injector and all properties of the fluid have been
evaluated at an estimated film temperature Tfilm = 185 K considering that wall temperature
does not exceed the temperature of the H2 injection (270 K). A constant convective heat flux is
then imposed considering LOx injection temperature TLOx: ΦLox = hLOx(TLOx − Tw).
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Figure 9.9: AVTP solid domain boundary conditions.
9.3.4 LES Numerical setup
The numerical setup used for JAXA LES is recalled Tab. 9.6. The convection numerical scheme
TTG4A has been used for both liquid and gaseous phase. The sub-grid scale model is the SIGMA
model presented Sec. 2.4.2. The evaporation model for liquid phase is the Abramzon-Sirignano
model introduced Sec. 3.3.3. Gaseous and liquid artificial viscosity models are employed to
stabilize the simulation as explained Sec. 2.5.2.
Convection schemes : TTG4A
Diffusion scheme : FE 2delta
LES model : SIGMA
CFL number : 0.7
Fourrier number : 0.1
Gas AV model : colin rhou species
Liquid AV model : CM S
Evaporation model: Abramzon-Sirignano
Clipping model : alphal2
dl min3 2 µm
nl min3 3.0 x 1010
Table 9.6: AVBP numerical setup for JAXA cases.
9.4 Results
The presentation of the results is divided in three parts. First the flow structure is discussed
based on the ribbed configuration solution (the flow topology of the smooth configuration being
very similar). Then, flame shape and structure are investigated as well as the flame anchoring
mechanism and its interaction with the walls. Heat flux distribution obtained from the resolution
of the CHT problem is analysed, the temperature fields of the solid liner and the ribs efficiency
are also studied. Finally the mean heat flux profiles are compared to the measurement in both
ribbed and smooth configurations.
To illustrate the results, a converged instantaneous partial view of the flames is shown Fig. 9.10.
2clipping is done on the liquid volume fraction αl, nl min and dl min are used to obtain the αl clipping.
3dl min and nl min stop the evaporation.
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Figure 9.10: Multiple iso-surfaces of temper-
ature (from 3000 to 3600 K), transparency de-
pends on temperature. the 30◦ sector simulated
is duplicated to represent 3 injectors flames.
Figure 9.11: Converged AVTP solution for
temperature.
The flame is wrinkled near the injection due to the shear imposed by the coaxial H2 jet. But
the most turbulent part of the flame is situated further downstream in the chamber when it
encounters the ribbed walls. The flames appear to be very long compared to the CONFORTH
configuration simulated Chapter 7. Flame length is almost equivalent to the liner length (until
the convergent part of the nozzle) for both configurations. The converged AVTP solution Fig.
9.11 shows the envelope temperature. Note that the high temperature region at the center of
the faceplate is due to a large recirculation of burnt gases induced by the absence of central
injector in this configuration.
9.4.1 Description of the two-phase flow
Figure 9.12: Ribbed JAXA chamber: cuts of mean axial velocity u at 0◦ (bottom) and 15◦ (top).
Recirculation zones are evidenced by the dashed line circles.
In this section only the results of the ribbed chamber simulation are described as the general
structure of the flow is very similar in the smooth chamber. To describe the topology of the
flow, an axial cut crossing the center of the inner injector is used. A second cut shifted by 15◦
to cross the center of the outer injector is also shown. The mean flow fields discussed here have
been obtained by averaging the simulation for two convective times.
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Figure 9.13: Ribbed JAXA chamber: cuts of radial RMS velocity uRMSr with superimposed field of
liquid volume fraction αl at 0
◦ (bottom) and 15◦ (top).
The mean axial velocity fields of Fig. 9.12 show a strong deviation of the hydrogen jet is
observed due to the liquid phase evaporation and the expansion of the burnt gases. Evidenced
with dashed lines, short corner recirculation zones (in blue dashed line) are observed on the side
of the injectors and near the side walls. A second type of recirculation zone (in green dashed
line) is observed in the jet, due to the over-expansion of the hydrogen jet provoked by the short
intact core length (Sec. 6.2.2). This phenomenon is no more present with longer injection cone
as it was observed in Sec. 7.6.1 where only a long corner recirculation zone is observed. The
cut in the inner injector plane is aligned with a micro-channel at the wall where lower axial
velocity is observed. The axial velocity is reduced in the micro-channel due to higher friction as
observed in the previous section on the turbulent channel. On the contrary the cut of the outer
injector is aligned with the top of a rib and axial velocity is more important at the wall. At the
end of the chamber, the axial velocity field tends to homogenize but lower velocity traces of the
evaporating oxygen stream are still present.
The turbulent activity is observed with the radial RMS velocity in Fig. 9.13. As for previously
studied configurations, the RMS radial velocity is low in the oxygen jet where the liquid phase
evaporates. The liquid volume fraction shows a quite highly laden spray (αl = 0.118) at the
injection surface but which rapidly decreases under 0.03. The length of the spray is about 5 cm
long, the inner and outer jets being almost equivalent. The liquid jet is very stable since not
perturbed by the turbulent activity.
9.4.2 Flame structure
The flame shape is evidenced in Fig. 9.14 with instantaneous heat release fields. The flames
occupy almost all the simulated domain and are about 15 cm long. In this configuration, the
flame is anchored at the injector lip, no lift-off is observed. Note that in this configuration the
lips of the injector are very large compared to previously studied injectors. The center flame
deviation toward the axis of the chamber is attributed to the absence of injector at the center
of the faceplate and the large recirculation zone installed there. However, the center and outer
flames are very similar. In the following only the outer flame is analysed.
Despite the fact that the flame is well anchored on the injector lip, still a small amount of the
oxygen spray evaporates in the hydrogen jet as observed Fig. 9.15 (top). Consequently the
flame structure is, as already observed in previous configurations in this work, of NP-P type as
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Figure 9.14: Ribbed chamber: instantaneous cuts of heat release HR with superimposed iso-lines of
temperature.
Figure 9.15: Ribbed JAXA chamber instantaneous cut of the outer injector. Top: oxygen mass fraction
YO2 ; Bottom: Takeno index
evidenced by the instantaneous field of Takeno index in Fig. 9.15 (bottom). Much less O2 droplet
evaporation in the hydrogen stream is observed compared to the CONFORTH simulation. The
structure of the flame tends rapidly toward a pure diffusion flame after x = 2 cm. In fact, large
injector lips allow a strong anchoring of the flame limiting the effect of the injection model on
the flame structure. The third peak of heat release is very low on the scatterplots taken in the
region sketched Fig. 9.16. The scatterplots of HO2 and H2O2 species mass fraction exhibit also
lower production of these radicals in the premixed region of the flame.
The flames does not seem to be much wrinkled by turbulent high velocity hydrogen stream but
the strain rate distribution given in Fig. 9.17 exhibits the same shape as for previously studied
cases.
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Figure 9.16: Scatter plots of heat release, temperature and species mass fraction plotted along the
mixture fraction z compared to 1D pure diffusion flame and NP-P flame (a = 5000s−1).
Figure 9.17: Ribbed JAXA chamber strain rate distribution taken along the stoichiometric iso-surface
(for z = zst).
9.4.3 Comparison between ribbed and smooth chambers
In this section a comparison is made between the ribbed and smooth chambers. The influence
of the ribbed wall on both the topology of the flow and the conduction in the solid liner is
investigated. Averaged solutions are used for the discussion, corresponding to 2 convective
times of the LES domain. AVTP solutions for the liners of the two burners have been averaged
on 1 characteristic conduction time. Bottom of the ribbed surface designates the most external
face of the micro-channels whereas top of the rib will designate the face of the ribbed exposed
to the bulk flow.
The averaged inner wall temperature fields are extracted from the AVTP solution and are
represented Fig. 9.18 for the ribbed and smooth coupled simulations. Temperature for the
ribbed wall is significantly higher at the top of the ribs, whereas the bottom of the ribs see
temperatures of the same order as in the smooth configuration.
In the following of the discussion, chamber is used to designate the part of the burner simulated
with the coupled application, i.e. truncated of the convergent and divergent nozzle part (which is
the same in the ribbed and smooth configuration). The chamber lengths are respectively 145 mm
for the smooth burner and 180 mm for the ribbed burner. It was observed previously that flame
length for both configurations almost reach the end of the simulation domain. On Fig. 9.18, the
averaged temperature fields of the inner wall also show similar pattern for the two chambers.
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Figure 9.18: Skin temperature of the inner wall of the solid liner for JAXA smooth (top) and ribbed
(bottom) burners extracted from AVTP averaged solutions.
Two high temperature spots are observed, in both configurations, the first temperature spot
is positioned around 3/6th of the chamber length and the second around 4/6th of the chamber
length.
Three cross-sectional cuts are used in support of the observation made on Fig. 9.18. The first cut
is used to observe the early development of the flames and the temperature of the liners and is
positioned at 1/6th of the chamber (xRIBBED = 30 mm, xSMOOTH = 25 mm). The two other cuts
are used to observe the high temperature spots observed at 1/3rd of the chamber (xRIBBED = 90
mm, xSMOOTH = 75 mm) and 2/3
rd of the chamber (xRIBBED = 120 mm, xSMOOTH = 100 mm).
The penetration of hot gas in the liner is visualized with the three cuts in the two chambers Fig.
9.19. The solid liner is impacted by the presence of the ribs, strong temperature gradients are
observed between the top of the ribs (in contact with hot gases) and the bottom of the ribs (in
contact with fresh gases). The most critical part for design of the ribbed liner is situated at the
top of the ribs where the temperature is the highest.
This fact indicates the design of thrust chambers should pay attention to the hot gas side wall
temperature in the ribbed cylinder
Figure 9.19: Converged and averaged cross-section cuts of temperature for the LES and the coupled
AVTP solution for the JAXA smooth and the ribbed chambers.
Maximum temperatures in the burnt gases are of the same order in both configurations and
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flame diameters along the chamber are similar. High temperature burnt gases flow closer to the
wall in the ribbed configuration. The cross-section cuts of OH mass fraction give the position
of the flame in the smooth and in the ribbed configurations Fig. 9.20. The flame is much closer
to the wall in the ribbed chamber than in the smooth chamber. The proximity of the flame is
not due to the higher heat flux extraction capacity obtained with the ribs (increase of exchange
surface about 85 %) which should push back the flame from the wall. The proximity of the
flame is attributed to the penetration of the bulk flow in the micro-channels due to lower axial
velocity, as observed in Sec. 8.3.3. The presence of the ribs then affects the curvature of the
flame as seen at x = 120 mm in the ribbed chamber where the YOH field is wrinkled around
the top of the ribs. On Fig. 9.20 one can observe that at the axial position x = 100 mm in
the smooth chamber, the flame diameter decreases, announcing the end of the flame. In the
ribbed chamber at the equivalent axial position x = 120 mm the flame diameter is still large,
the ribbed chamber is longer and the flame closes later in the chamber.
Figure 9.20: Comparison between JAXA smooth and ribbed chamber averaged cross-section of OH
mass fraction.
Stratification in the inter-rib region
The channel formed by the inter-rib regions see an important stratification in temperature. In
the downstream part of the chamber, temperature of burnt gases seen by the top of the ribs
is T ≈ 1800 K while temperature seen by the bottom of the ribs is T ≈ 600 K (these are
temperatures of burnt gases at wall distance of respectively y+ ≈ 60 for the top and y+ ≈ 40
for the bottom of ribs).
The stratification does not concern only temperature, the composition of the mixture in the
vicinity of the ribs also changes. Unburnt gases H2 and radicals like H2O2, formed early in
the lateral recirculation zones are present in higher concentration in the inter-rib channels (Fig.
9.21). This effect is not due to chemistry as the flame do not penetrates the inter-rib space.
The presence of these fresh gases in the inter-rib region is due to a suction effect induced by the
ribbed geometry and illustrated in the case of the turbulent ribbed channel in Sec. 8.3. On Fig.
9.22, cross-section averaged fields of the axial ux and radial ur components of the velocity are
represented. Lower velocities are observed in the micro-channels. The hot gases penetrate in the
micro-channels under a suction effect provoked by the velocity gradient. The radial component
of the velocity ur confirms a structure of two contra-rotative vortices observed in the turbulent
channel case (see Fig. 8.5) which establish all along the chamber and act like a fresh gases well
at the beginning of the chamber. The fresh gases are captured in the micro-channels and create
a film cooling while feeding the flame. Fresh gases stuck in the channels of the ribbed wall are
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Figure 9.21: Cross-section averaged fields of H2 and H2O2, stratification of species in the inter-rib
region.
lowering the efficiency of the ribs. Doubling the exchange surface does not result in doubling
the heat transfer evacuated.
Figure 9.22: JAXA ribbed case cross-section averaged fields of radial and axial components of velocity:
ur and ux show the suction effect responsible for the stratification of species.
Heat transfer
The distribution of wall heat flux is represented on Fig. 9.23. The two spots pattern observed on
the inner wall temperature appears clearly for the two burners. Note that for both configurations
the length of the flame is as long as the domain simulated. The two hot spots observed on Fig.
9.23 are therefore not linked to the flame length.
Averaged wall heat flux circumferential distribution is plotted for the three axial position (1/6th,
1/3rd, 2/3rd) on Fig. 9.24. The distance of the wall to the chamber axis R is given to visualize
the rib location. The heat transfer computed in the near injector region is low due to fresh
mix of unburnt hydrogen and burnt gases lateral recirculation. The wall heat flux seen by the
top of the ribs is always higher than the heat flux seen by the bottom of the inter-rib region.
On the sides of the ribs, the wall heat flux gently passes from the top-rib high values to the
bottom-rib lower value. Smooth wall combustion chamber exhibits intermediate values of wall
heat flux, between the top-rib values and the bottom-rib values of the ribbed configuration. The
increase of the surface exchange is responsible for heat transfer enhancement brought by the
ribbed configuration.
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Figure 9.23: Averaged wall heat flux of the 30◦ sector simulation of JAXA smooth (top) and ribbed
(bottom) burners.
Figure 9.24: JAXA case wall heat flux circumferential distribution. The distance from the axis of the
chamber to the wall position R is given to identify ribs and inter-ribs regions.
9.4.4 Heat transfer: comparison with experiment
In this section heat transfer extracted from the coupled simulation AVBP/AVTP is confronted
to heat transfer measurement from the experiments. A comparison is also made with RANS
resulted published by JAXA [126].
Averaged wall heat flux of ribbed and smooth coupled simulations are plotted at different axial
positions in the chamber Fig. 9.25 and compared to experimental measurements. For the ribbed
configuration, averaged wall heat flux has been integrated along the wet perimeter (following
the wall abscissa) for different axial positions in the chamber and scaled by the projected wet
perimeter (in the present case the smooth chamber wet perimeter).
qw,scaled(x) =
1
Psmooth
∫
Pribbed
qw(x)dl (9.6)
where Psmooth and Pribbed are the respective perimeters of the smooth and ribbed chambers.
The global evolution of the heat flux along the axis is recovered in both simulations, fluxes are
under-estimated by ≈ 10−20% compared to experimental measurements. The under-estimation
of the wall heat flux reminds the under-estimation observed in the turbulent channel LES using
SIGMA or WALE SGS models in Sec. 5.7. RANS published simulation [126] were conducted
with a droplet injection model fitted to match heat flux measurement for the smooth chamber.
But the results of the ribbed configuration show under-predicted heat flux in the middle of the
chamber and over-predicted heat-flux at the end.
In the coupled application, the outer wall of the liner temperature was imposed to the cooling
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Figure 9.25: Wall heat flux of the ribbed and smooth LES coupled simulations are confronted to the
experiment. RANS calculation published by JAXA [126] are also represented.
water temperature. The geometry of the liner on the coolant side has also been simplified.
Taking account the real geometry and imposing exchange coefficient boundary condition on the
coolant side of the liner would improve the prediction of the coupled simulation.
The rib efficiency defined Eq. 8.1 is estimated: η = 0.795, meaning that almost 80 % of additional
heat flux is extracted thanks to the ribbed liner, for the same mean chamber diameter.
9.5 Conclusion
Heat transfer enhancement thanks to longitudinally ribbed surfaces has been studied. First,
ribbed channel calculations permitted to see that contrary to spanwise or helical ribs, wall laws
are capable of retrieving the correct rib efficiency. This is due to the relatively low impact of the
ribs on the global flow structure. Slow recirculation zones in the micro-channels are observed
due to the lower velocity encountered in this area, however this motion is negligible in front of
the axial velocity convection. The two configurations of the JAXA experiments on heat flux
enhancement through ribbed walls have been successfully reproduced with LES. The LES run
with AVBP has been coupled with the conduction solver AVTP. The coupling is stable and bring
rapid convergence of the average solid thermal state. The results on averaged wall heat flux are
coherent with the experimental profiles but slightly under-estimated. This is attributed to the
impact of the SGS turbulent model SIGMA which has been shown to have difficult cohabitation
with the coupled wall law.
Conclusion and perspectives
This thesis work aimed at developing a robust methodology for LES to predict combustion
and heat transfer in the context of sub-critical cryogenic rocket engine. The extreme operating
conditions inherent to rocket applications and the complex interaction between different physics
require a careful modelling of all the phenomena at stake in such combustors: highly turbulent
reactive flow, liquid jet atomization, fast and strong kinetic chemistry and finally important wall
heat fluxes.
The methodology proposed in this work is composed of a reduced kinetic mechanism for the
prediction of H2/O2 chemistry [21], associated with a liquid injection model (Sec. 6.2.1) for spray
injection and the use of a specific wall law to correctly predict heat flux for very important
temperature ratio between the bulk flow and the chamber walls [28]. A thorough numerical
validation of these three modelling elements have been led on simple academic configurations.
The kinetic mechanism showed a very good reproduction of the flame key characteristics for both
premixed and non-premixed flame-type. It was also demonstrated that this kinetic mechanism
is valid for a wide range of operating conditions: with pressure going from 1 to 40 bar and a
wide range of H2/O2 mixture ratio (0.2 to 5) in premixed 1D laminar flames and for a large
range of strain rates in non-premixed 1D laminar flames. Confronted to Wall Resolved LES of
turbulent channel configurations the LES using the Coupled Wall Law (CWL) [28] has shown a
very good agreement. The velocity and temperature profiles throughout the channel were well
recovered together with a correct prediction of the wall shear stress and wall heat flux. The
liquid injection model proposed in this work is based on the important literature on air-assisted
jet atomisation. Recent experimental investigations [54, 181] have pushed the author to question
the different parameters of the model and different improvements have been proposed to recover
a proper flame structure.
The methodology was then applied to the LES of the CONFORTH configuration [137], an ex-
perimental facility dedicated to the study of combustion and heat transfer in representative
conditions of sub-critical real engines. The LES of the CONFORTH configuration demonstrates
the improvement brought by the CWL over standard wall laws. Comparison with the mea-
surements shows a good agreement. In these results the influence of the liquid injection model
parameters is shown to be negligible on wall heat fluxes despite strong differences observed on
the flame shape and anchoring mechanism. The slight under-estimation of the wall heat fluxes
observed in the LES is attributed to numerical errors encountered when using the CWL con-
jointly with WALE [52] or SIGMA [131] SGS models. This is coherent with the observation
made on turbulent channels cases.
Heat transfer is a key design point for rocket engines, maximizing the heat flux extracted from
the chamber can lead to serious gain for the cooling and feeding systems, especially when it
comes to expander-type feeding cycles where the thermal energy absorbed by the coolant is
converted into kinetic energy to drive the turbo-pumps of the feeding system. To this end, a
technical solution is to design longitudinally ribbed combustor walls. This solution is explored
in a dual experiment from JAXA, operated at JAXA/Kakuda space center which comprises
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two equivalent chambers, fired at the same operating points, the first with smooth walls and
the second with ribs [126]. The LES of these two chambers have been achieved with the same
methodology developed in this work. In addition, the Conjugate Heat Transfer problem including
the chamber liner has been solved by associating the LES solver AVBP with the solid conduction
solver AVTP using the OpenPALM coupler [25] and the coupling strategy developed in [50]. In
the case of the ribbed chamber this is a convenient solution: indeed imposing temperature at
the outer boundary of the liner (in contact with the coolant) is easier than imposing boundary
condition for the LES only where a temperature mapping of the ribbed surface is required. The
coupling strategy ensures a rapid convergence of the CHT problem for a very limited additional
cost. The comparison with experiments is conclusive, again a slight under-estimation of the
wall heat flux is observed, attributed to the numerical cohabitation between the CWL and the
SIGMA SGS model. The heat transfer enhancement is coherent with what has been observed
in the literature ([125, 127, 126, 14]) and in LES of turbulent channels: around +80% of wall
heat flux extracted for the same chamber diameter.
Overall good prediction of the wall heat flux is achieved with LES in both academic channel
configurations and the three experimental chambers simulated in this work. This confirms the
validity of the proposed methodology and demonstrates the prediction capability of LES in
simulating complex physics in extreme operating conditions of rocket engines.
The methodology developed in this thesis is dedicated to sub-critical rocket engine simulations.
The large validity spectrum of the kinetic scheme and the wall law allows more complex simu-
lation like rocket engine ignition phases [157] or super-critical operating point [109]. Still, the
interaction between wall laws and subgrid-scale models has to be investigated and the wall re-
solved LES performed during this work will serve as reference for this future study. Despite
the accuracy of the reduced kinetic scheme [21], the time-step required for its stabilization is a
constraint for LES. A solution that has not been explored during this work could be to derive a
new kinetic scheme using Analytically Reduced Chemistry (ARC) approach currently developed
at CERFACS in collaboration with Pr. P. Pepiot (Cornell Univ., USA) [139]. These methods
have shown their effectiveness in the reduction of important mechanisms [83], [56].
Liquid injection remains an open issue and bring much uncertainty. To progress on this aspect,
atomization should be described with appropriate models, validated against comprehensive mea-
surements. Approaches such as diffuse interface [6] could be good candidates for rocket engine
simulations.
In the context of future CH4/O2 liquid rocket engines, the methodology proposed in this work
will be fully applicable. Methane oxy-combustion will however require adapted reduced chemical
schemes. This may be obtained with the Analytically Reduced Chemistry (ARC).
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Appendix A
Review of medium/high payloads
launchers
Traditionally, space launchers are designed for medium or high payloads. The offer regroups 6
main actors: American, Russian, European, Chinese, Indian and Japanese. The offers tends to
diversify because of the acceleration of demand for low-orbit launches and reduced time-scales.
All actors have chosen adaptive configuration like the Delta or the Atlas American launchers.
They are, like Europe, operating different launchers (Ariane, Soyouz and Vega for Europe) to
answer the demand for very different payloads and orbits.
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Appendix B
Loi de paroi couple´e utilise´e dans
AVBP
Cette section re´sume la mise en place et le fonctionnement de la loi de paroi couple´e imple´mente´e
dans AVBP et utilise´e dans les calculs CONFORTH.
Le principe est d’e´tablir deux e´quations pour la couche limite : une pour la dynamique et une
pour la thermique qui prennent en compte l’e´coulement turbulent avec des proprie´te´s fluides
non-uniformes repre´sentatives d’un me´lange multi-espe`ces et re´actif. Pour de´velopper cette loi
de paroi, Cabrit a` eu recours a` des DNS de canaux turbulents comme illustre´ Fig. B.1. Il
a pu ainsi observer le comportement de cet e´coulement turbulent multi-espe`ce et re´actif pour
diffe´rents cas pre´sente´ Tab. B.1 et identifier la contribution des diffe´rents termes des e´quations
de conservation moyennes de quantite´ de mouvement et d’e´nergie. En identifiant les termes
ne´gligeables il a pu aboutir au de´veloppement de la loi de paroi couple´e.
Figure B.1: Le canal turbulent pe´riodiques : cas test souvent utilise´ pour la validation a priori des lois
de paroi. Les zones grise´es sont des murs, sur le reste des faces on impose des conditions de pe´riodicite´.
Equation pour la dynamique :
Partant du constat de la bonne approximation du terme µdu/dy par µdu/dy, on peut simplifier
la conservation de quantite´ de mouvement (Eq. 2.2) dans la couche limite pour trouver une
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case Reτ Rec Reb Mach Tw Tc/Tw chemistry
A 300 4400 4130 0.2 2750 K 1.1 off
B 300 4460 4460 0.2 2750 K 1.1 on
C 1000 5080 10090 0.2 1050 K 3 off
D 1000 5190 10150 0.2 1050 K 3 on
Table B.1: Parame`tres de la matrice de test de DNS de Cabrit [28]
expression de la contrainte de cisaillement parie´tale :
dτtot
dy
≈ d
dy
(
µ
du
dy
− ρu˜′′v′′
)
= −Sx (B.1)
Avec . et .˜ respectivement les ope´rateurs de moyenne d’ensemble et de Favre. Le terme µdudy la
contribution laminaire de la contrainte de cisaillement et ρu˜′′v′′ la contribution turbulente. Sx
est le terme source de quantite´ de mouvement, incluant le gradient de pression
Comme on cherche une loi de paroi pour des gradients de pression longitudinaux ne´gligeables
on le terme source de quantite´ de mouvement Sx devient nul :
dτtot
dy
≈ d
dy
(
µ
du
dy
− ρu˜′′v′′
)
= 0 (B.2)
La contribution turbulente de la contrainte de cisaillement est mode´lise´e par l’approximation de
Boussinesq combine´e au mode`le de longueur de me´lange de Prandtl pour la viscosite´ turbulente
µt. La contribution turbulente de la contrainte de cisaillement peut alors s’e´crire :
− ρu˜′′v′′ ≈ µtdu
dy
≈ ρl2
(
du
dy
)2
(B.3)
Avec l la longueur de me´lange exprime´e en proche paroi par l = κy, avec κ = 0.41 la constante
de von Krmn.
Enfin, cette loi de paroi s’applique au plus proche point de la paroi qui doit tre positionne´ dans
la sous-couche inertielle ou zone externe (re´gions ou` les phe´nome`nes turbulents dominent), on
peut ne´gliger la contribution laminaire de la contrainte de cisaillement. On obtient la forme
classique :
τw ≈ ρ(κy)2
(
du
dy
)2
(B.4)
que l’on peut exprimer en unite´s parie´tales :
(
ρ
ρw
)1/2
du+ ≈ dy
+
κy+
(B.5)
Ou` τtot a e´te´ remplace´ par τw car selon l’e´quation B.2 le cisaillement est uniforme dans la couche
limite.
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En inte´grant l’Eq. B.5 on obtient la transforme´e de Van Driest [49] :
u+V D =
∫ u+
0
(
ρ
ρw
)1/2
du+ (B.6)
La loi de paroi standard est alors applique´e a` u+V D :
u+V D =≈
1
κ
lny+ + C (B.7)
Ou` C = 5.5 pour les e´coulements internes (C = 0.52 pour les e´coulements externes).
La loi de paroi a e´te´ valide´e sur des cas de canal plan pe´riodique [28].
Equation pour la thermique :
On part de la conservation de l’enthalpie spe´cifique :
ρ
Dh
Dt
=
Dp
Dt
+ τij
∂ui
∂xi
− ∂qi
∂xi
+Qr (B.8)
Avec l’enthalpie sensible h =
∫ T
0 CpdT +
∑
k ∆h
0
f,kYk et le flux de chaleur mole´culaire normal a`
la paroi qy = −λdTdy + ρ
∑
k hkYkVk,y. Qr est le terme source d’e´nergie volumique.
L’e´quation stationnaire, 1D, moyenne´e s’e´crit :
d
dy
(
ρv˜′′h′′
)
= v
dp
dy
+ τij
dui
dy
− dqy
dy
+Qr (B.9)
Les calculs DNS du canal turbulent [28] ont montre´ que la contribution des forces de pression
e´tait ne´gligeable par rapport aux autres termes. Le terme des effets visqueux τij
dui
dy est aussi
ne´gligeable pour y/h > 0.05 car l’e´coulement parie´tal est a` Mach faible.
On peut alors e´crire l’Eq B.9 :
dqtot
dy
≈ d
dy
(
ρv˜′′h′′s + ρ
∑
k
v˜′′Y ′′k ∆h
0
f,k − λ
dT
dy
+ ρ
∑
k
hkYkVk,y
)
= Qr (B.10)
Les flux non nuls a` la paroi sont les flux de chaleur de Fourrier −λdTdy et les effets visqueux
exprime´s comme − ∫ τij duidy dy. La prise en compte de la contribution des forces visqueuses
s’ave`re n’avoir pas d’impact sur le flux de chaleur total. De plus, le terme source d’e´nergie Qr
est une grandeur volumique non-physique uniquement utilise´e pour maintenir la tempe´rature
de l’e´coulement a` la valeur voulue dans un cas pe´riodique. Il a aussi e´te´ observe´ que le flux
de chaleur d a` la diffusion des espe`ces ρ
∑
k[hkYkVk,y] disparait dans la zone turbulente (pour
y/h > 0.2), on peut alors ne´gliger ce terme pour le de´veloppement d’une loi de paroi. Dans
la zone turbulente, les termes dominant pour les transferts de chaleur sont le flux turbulent
d’enthalpie sensible ρv˜′′h′′s mais le flux d’enthalpie chimique ρ
∑
k
˜v′′Y ′′k ∆0f,k ne peut pas tre
ne´glige´. En ne´gligeant la diffusion laminaire des espe`ces et de la tempe´rature dans la zone
turbulente, on peut e´crire le flux de chaleur total a` la paroi :
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qtot ≈ ρv˜′′h′′s + ρ
∑
k
v˜′′Y ′′k ∆h
0
f,k (B.11)
Il reste deux contributions : le flux turbulent d’enthalpie sensible ρv˜′′h′′s et le flux turbulent
d’enthalpie chimique ρ
∑
k v˜
′′Y ′′k ∆
0
f,k. Le premier peut tre mode´lise´ par :
ρv˜′′h′′s ≈ ρCpv˜′′T ′′ ≈ −λt
dT
dy
(B.12)
Avec λt la conduction turbulente qui peut tre exprime´e par l’analogie de Reynolds comme :
λt =
µtCp
Prt
(B.13)
Le nombre de Prandtl turbulent Prt est pris a` une valeur constante Prt = 0.85 pour la loi de
paroi. Notons que cette valeur n’est pas de´finie par l’utilisateur et n’est pas la mme que la valeur
de Prandtl turbulent donne´e pour le mode`le de turbulence de sous-maille.
De mme le flux d’enthalpie chimique est mode´lise´ par un nombre de Schmidt turbulent St,k :
ρv˜′′Y ′′k ≈ −
µt
Sct,k
Wk
W
dXk
dy
(B.14)
Pour e´tablir le lien avec le gradient de tempe´rature, on mode´lise de plus les gradients de fraction
mole´culaire par :
dXk
dy
=
dXk
dT
∣∣∣∣
eq
dT
dy
(B.15)
ou` dXkdT
∣∣∣
eq
est la de´pendance a` la tempe´rature de Xk a` l’e´quilibre.
En sommant sur toutes les espe`ces on obtient le mode`le pour le flux turbulent d’enthalpie :
ρ
∑
k
v˜′′Y ′′k ∆
0
f,k ≈ −
∑
k
µt
Sct,k
Wk
W
dXk
dT
∣∣∣∣
eq
dT
dy
∆h0f,k (B.16)
En pratique, on peut conside´rer les nombres de Schmidt turbulents de chaque espe`ce comme
e´gaux et la valeur Sct = 0.85 est ge´ne´ralement pris de manie`re a` avoir un nombre de Lewis
turbulent Let = 1.
On peut maintenant exprimer le flux de chaleur total en utilisant les Eq. B.12 et B.16. On
obtient le mode`le de paroi pour le transfert de chaleur a` la paroi qw = qtot (le transfert de
chaleur e´tant uniforme lorsque Qr = 0 d’apre`s l’Eq. B.10) :
qw ≈ µt
(
Cp
Prt
+
1
Sct
∑
k
Wk
W
dXk
dT
∣∣∣∣
eq
∆h0f,k
)
dT
dy
(B.17)
Loi de paroi couple´e
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Maintenant que nous avons les expressions simplifie´es pour les flux parie`taux τw (Eq. B.4) et qw
(Eq. B.17) ont peut exprimer le mode`le de loi de paroi couple´e pour la vitesse et la tempe´rature
en unite´s parie´tales :
Le rapport de qw/τw nous donne le rapport des gradients de tempe´rature et de vitesse :
dT
dy
= − qw
τw
(
Cp
Prt
+ 1Sct,k
∑
k
Wk
W
dXk
dT
∣∣∣
eq
∆h0f,k
) du
dy
(B.18)
En inte´grant cette relation dans la direction normale a` la paroi (on conside`re que Cp(y) = Cp et
W (y) = W ne varient pas trop dans la couche limite) on obtient une relation du type :
T
Tw
= D − αu+ (B.19)
ou` D est une constante d’inte´gration et :
α = − Cp Bq
Cp
Prt
+ 1Sct
∑
k
Wk
W
dXk
dT
∣∣∣
eq
∆h0f,k
(B.20)
Avec :
Bq =
Tτ
Tw
=
qw
ρwCpuτTw
(B.21)
En unite´s parie´tales on peut exprimer l’Eq. B.19 par :
T+ =
1−D
Bq
− α
Bq
u+ (B.22)
En utilisant l’e´quation d’e´tat en proche paroi on peut e´crire ρ/ρw ≈ Tw/T . On peut ainsi utliser
la transformation de Van Driest (Eq. B.7) :
∫ u+
0
(
Tw
T
)1/2
du+ =
∫ u+
0
(
1
D − αu+
)1/2
du+ =
1
κ
lny+ + C (B.23)
qui nous donne finalement l’expression de la loi de paroi pour u+ :
2
α
(√
D −
√
D − αu+
)
=
1
κ
lny+ + C (B.24)
Le mode`le de paroi est donc re´sume´ par un syste`me de deux e´quations :
{
2
α
(√
D −√D − αu+
)
= 1κ lny
+ + C
T+ = 1−DBq − αBq u+
(B.25)
Dans lequel deux constantes C et D sont a` fixer. Pour la premie`re on prendra la valeur C = 5.5,
associe´ a` la constante de von Krmn κ = 0.41.
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La constante D est de´termine´e de faon a` retrouver la loi logarithmique standard pour la vitesse
et la tempe´rature, pour des e´coulements isothermes et non-re´actifs. D doit donc satisfaire deux
contraintes :
• quand Bq → 0 (l’e´coulement est anisotherme) on doit avoir D → 1 pour retrouver la loi
de paroi standard pour la vitesse.
• quand Bq → 0 l’Eq. B.22 doit tre borne´e. Ce qui implique que (1−D)/Bq ne de´pend pas
de 1/Bq.
Le profil de tempe´rature dans la couche limite e´tant sensible au nombre de Prandtl, il a e´te´
de´cide´ d’exprimer cette constante par une expression de´pendante de Pr. Enfin on cherche a`
retrouver la loi de Kader, ce qui implique :
1−D
Bq
= K(Pr) (B.26)
Avec :
K(Pr) = β(Pr)− PrtC +
(
Prt
κ
− 2.12
)
(1− 2 ln(20)) (B.27)
et β(Pr) une fonction du nombre de Prandtl exprime´e :
β(Pr) =
(
3.85Pr1/3 − 1.3
)2
+ 2.12 lnPr (B.28)
Le mode`le propose´ tient compte des effets de Prandtl, des gradients de tempe´rature et des
re´actions chimiques. Dans des cas anisotherme non-re´actif il permet e´galement de retrouver la
formulation standard de loi de paroi, et peut donc tre utilise´ en remplacement de ce mode`le
standard.
Imple´mentation de la loi de paroi couple´e dans AVBP
La loi de paroi couple´e WALL LAW COUPLED ISOT imple´mente´e dans AVBP ne prends pas
en compte les effets de la chimie. L’Eq. B.29 est donc simplifie´e avec α = PrtBq :
{
2
PrtBq
(√
1−K(Pr)Bq −
√
T
Tw
)
= 1κ lny
+ + Cvd
T+ = Prtu
+ +K(Pr)
(B.29)
Ou` K(Pr) est donne´ par l’Eq. B.27.
Dans le cas ou` le premier point de maillage est situe´ dans la sous-couche visqueuse, il faut
conside´rer aussi les lois laminaires, avec un mode`le a` deux couches :

{
u+ = y+ si y+ < y+c
2
PrtBq
(√
1−K(Pr)Bq −
√
T
Tw
)
= 1κ lny
+ + Cvd si y
+ > y+c
T+ = (Pry+)exp(Γ) + (Prtu
+ +K(Pr))exp(1/Γ) avec Γ = −10−2(Pry+)4
1+5Pr3y+
(B.30)
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La valeur de coupure utilise´e dans AVBP est y+c = 11.445 et correspond a` l’intersection de la loi
pour la sous-couche visqueuse et de la loi pour la zone turbulente.
On peut reformuler le syste`me B.30 en faisant apparaitre les variables uτ et Tτ :


uτ =
√
u1µw
y1ρw
si y+1 < y
+
c
2Tw(Prtu1+Kuτ )
Prt(Tw−T1)
(√
1− KTw Tw−T1Prtu1+Kuτ uτ −
√
T1
Tw
)
=
[
1
κ ln(y1
ρw
µw
uτ ) + Cvd
]
uτ si y
+
1 > y
+
c
Tw−T1
Tτ
= (Pr ρwy1uτµw )exp(Γ) + (Prt
u1
uτ
+K)exp(1/Γ) ∀y+1
(B.31)
On peut remarquer que la variable Tτ n’apparat pas dans les lois de vitesse. On commence donc
par e´valuer uτ puis Tτ .
L’algorithme de re´solution se pre´sente ainsi :
1. On re´sout la seconde e´quation du syste`me B.31 avec la me´thode de Brent de´crite par
Cabrit [27] (me´thode complexe mais tre`s efficace dans la recherche de racines pour une
e´quation) pour trouver uτ .
2. si la valeur de uτ trouve´e correspond a` y
+
1 < y
+
c on ne conserve pas la valeur et on
de´termine uτ a` partir de la loi laminaire. Si la valeur de uτ correspond bien a` un y
+
1 > y
+
c ,
alors on conserve la valeur comme solution.
3. On de´termine Tτ a` partir de l’e´quation de la tempe´rature.
4. On de´termine les flux parie´taux a` imposer :{
τw = ρwu
2
τ
qw = TτρwCp,wuτ
(B.32)
On remarquera que la loi de paroi de´veloppe´e dans AVBP suppose une capacite´ calorifique a`
pression constante, uniforme dans la couche limite. La valeur retenue pour Cp,w est la valeur
inte´grale de Cp dans la premie`re maille adjacente a` la paroi.
Cabrit [27] a mene´ des tests de validation a posteriori de la loi de paroi de´crite ici dans une
configuration de canal pe´riodique turbulent. On peut observer Fig. B.2 que le comportement de
la loi de paroi couple´e, reproduit bien un comportement logarithmique pour la vitesse. La mme
observation est faite sur la tempe´rature alors que les lois standards exhibent un comportement
non-logarithmique en pre´sence de fort gradients de tempe´rature.
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Figure B.2: Tests a posteriori de Cabrit [27] : profils de vitesse en unite´s parie´tales pour les lois de paroi
couple´es (en haut) et standard (en bas). Plusieurs rapports de tempe´rature ont e´te´ teste´s de Tb/Tw = 0.5
jusqu’a` 5. La DNS de Hoyas & Jime´nez [76] est e´galement repre´sente´e comme re´fe´rence.
