A natural approach towards powerful machine learning systems is to enable options for additional machine/user interactions, for instance by allowing the system to ask queries about the concept to be learned. This motivates the development and analysis of adequate formal learning models.
Introduction
In machine learning, the quite natural approach of learning by 'asking questions' was first modeled and investigated by Angluin [2] . An example for its use in machine learning systems is Shapiro's Algorithmic Debugging System, cf. [10] . Since Angluin's pioneering paper [2] , the query learning model has been receiving a lot of attention (see [3] for a quite recent overview).
Angluin's [2] model deals with 'one-shot' learning. Here, a learning algorithm (henceforth called query learner) receives information about a target concept by asking queries which will be truthfully answered by an oracle. After at most finitely many queries, the learner is required to stop this process and to output its one and only hypothesis. The learning process is considered successful, if this hypothesis correctly describes the target concept.
Angluin's work and ensuing work in this area mainly address the aspect of efficiency of query learning, measured in terms of the number of queries maximally needed to satisfy the learning goal, see [3] and the references therein. Thus several interesting polynomial-time query learners for different concept classes have been designed. In particular, this has revealed close relations between query learning and PAC-learning, see [11, 2] .
In the present paper, we study the pros and cons of Angluin's [2] query learning model in the context of learning indexable classes of recursive languages (indexable classes, for short). The learnability of indexable classes has been intensively studied within different formal frameworks (see [12] for a survey). This is motivated by the fact that many interesting and natural classes, including regular, context free, context sensitive, and pattern languages, constitute indexable classes.
We investigate learning of indexable classes with superset, subset, equivalence, and membership queries, comparing the learning capabilities of the resulting query learners to one another. In contrast to former studies, we neglect complexity issues. Regarding finite classes of concepts, apparently, every class can be learned with the usual types of queries. This is no longer valid, if infinite classes form the learning task. For illustration, membership queries do not suffice to learn the class of all extended pattern languages, see [8] . This motivates a detailed analysis of the power and the limitations of the query learning models.
Moreover, the resulting query learning models are compared to models of Gold-style language learning such as finite learning, conservative inference, and learning in the limit from only positive data as well as from positive and negative data. In Gold-style learning, the learner may change its recent hypothesis when more information is provided, but it receives only 'local' information about the object to be learned. In contrast, in the query model the learner receives rather 'global' information and can affect the sample of information it receives, but it may never revise its hypothesis. So a comparison between query inference and Gold-style learning may help to explain the relevance of these different features of learning. Again, for this purpose it is useful to neglect efficiency issues in query learning.
A complete picture displaying the relations between all discussed versions of query learning and Gold-style learning is obtained. For example, our analysis shows that any query learner using superset queries can be simulated by a Gold-style learner receiving only positive data. In contrast to that, there are classes learnable using subset queries, but not Gold-style learnable from positive data only. This can be traced back to a duality of superset and subset queries: the relevance of positive data for simulating a superset query learner matches the relevance of negative data for simulating a subset query learner.
From a theoretical point of view, Angluin's [2] query learning model has the drawback that learnable classes may possess non-learnable subclasses. Moreover, a couple of quite simple indexable classes are not learnable with superset or subset queries. The observed weakness is often caused by the fact that the learners are constrained to query exclusively languages belonging to the target class. In many cases, the learners are simply not allowed to make the 'appropriate' queries. In the present paper, we therefore modify Angluin's [2] 
Notions and Notations
Familiarity with standard mathematical and recursion theoretic notions and notations as well as with basic language theoretic concepts is assumed, cf. [9, 5] .
From now on, a fixed finite alphabet Σ with {a, b} ⊆ Σ is assumed. By Σ * we denote the set of all
If C is a class of languages, then we denote by C the class {L | L ∈ C} of all complements of languages in C.
Let C be a class of recursive languages over Σ * . C is said to be an indexable class, if there is an effective enumeration (L i ) i∈N of all and only the languages in C such that membership is uniformly decidable, i. e., there is a computable function that, for any w ∈ Σ * and i ∈ N, returns 1, if w ∈ L i , and 0, otherwise. Such an enumeration will subsequently be called an indexing of C.
In the query learning model, a learner has access to an oracle that truthfully answers queries of a specified kind. A query learner M is an algorithmic device that, depending on the reply on the previous queries, either computes a new query or returns a hypothesis and halts. Its queries and hypotheses are coded as natural numbers; both will be interpreted with respect to an underlying hypothesis space. When learning an indexable class C, any indexing H = (L i ) i∈N of C may form a hypothesis space, such that M, when learning C, is only allowed to query languages belonging to C, see [2] .
More formally, let C be an indexable class, let L ∈ C, let H = (L i ) i∈N be an indexing of C, and let M be a query learner. M learns L with respect to H using some type of queries if it eventually halts and its only hypothesis, say i, correctly describes L, i. e., L i = L. So M returns its unique and correct guess i after only finitely many queries. Moreover, M learns C with respect to H using some type of queries, if it learns every L ′ ∈ C with respect to H using queries of the specified type. Below we consider:
Membership queries. The input is a string w and the answer is 'yes' or 'no', depending on whether or not w belongs to the target language L.
Equivalence queries. The input is an index j of some language
Otherwise, together with the answer
Superset queries. The input is an index j of some language
Otherwise, together with the answer 'no' a counterexample from L \ L ′ is supplied.
Subset queries. The input is an index j of some language
Otherwise, together with the answer 'no' a counterexample from L ′ \ L is supplied.
Equivalence, superset, and subset queries are also studied in a restricted form, for which the answer 'no' is no longer supplemented by a counterexample. Moreover, it will be helpful to notice the following simple observation stating that superset and subset queries yield dual learning models.
Comparing query learning with the standard models in Gold-style language learning requires some more notions explained in brief below, see also [4, 1, 12] . Let L be a language. Any infinite sequence
Then, for any n ∈ N, t n denotes the initial segment (w 0 , . . . , w n ) and content(t n ) denotes the set {w 0 , . . . , w n }. Any infinite sequence ((w i , b i )) i∈N
Let C be an indexable class, H = (L i ) i∈N a hypothesis space (i. e., an indexing possibly comprising a proper superclass of C), and L ∈ C. An inductive inference machine (IIM) is an algorithmic device, that reads longer and longer initial segments σ of a text (informant) and outputs numbers M(σ) as its hypotheses. As above, an IIM M returning some i is construed to hypothesize the language L i . Given a text (an informant) t for L, M identifies L from t with respect to H, if the sequence of hypotheses output by M, when fed t, stabilizes on a number i (i. e., past some point M always outputs the hypothesis i)
every corresponding text (informant). As above, LimTxt (LimInf ) denotes the collection of all indexable classes C ′ for which there are an IIM M ′ and a hypothesis space In contrast to query learners, an IIM is allowed to change its mind finitely many times before return-ing its final and correct hypothesis. In general, it is not decidable whether or not an IIM has already output its final hypothesis. In case this is decidable we allude to finite learning, see [4] . Similar to query learning, finite learning can be understood as a kind of 'one-shot' learning, where the first hypothesis already has to be correct. The corresponding models FinTxt and FinInf are defined as above. Some helpful results on Gold-style learning are summarized in the following proposition, see [4, 6, 12] for the details.
Comparison results
The scope of this paper is to compare the learning capabilities of Angluin's query learning models to one another and to the different versions of Gold-style learning defined above. First, note that learning with (restricted) equivalence queries coincides with Gold's model of limit learning from positive and negative data, while learning with membership queries equals finite learning from positive and negative data. are not learnable using subset queries. In contrast to the case when learning with equivalence queries is considered, learners that are allowed to ask superset (subset) queries are more powerful than learners that are constrained to ask restricted superset (subset) queries. The formal details are summarized in Theorem 3 and Theorem 4.
Proof. (a) First, FinTxt ⊂ resSupQ can be verified using the following fact known from [12] :
Second, we verify SupQ \ resSupQ = ∅. Consider the class C rsup containing L 0 = {a} * and all To see that C rsup / ∈ resSupQ, suppose there is a superset query learner M ′ for C rsup . Consider M ′ when 1 These results are somehow folklore and will not be proven here. 
Learning with extra queries
Angluin's [2] query learning model has one drawback: learnable classes may possess non-learnable subclasses. For instance, C rsup can be identified using superset queries, while its subclass
This drawback is a direct consequence of Angluin's assumption that the learner may only ask queries referring to languages in the target class. As the class C ′ rsup illustrates, this assumption may bar the learner from asking the 'appropriate' queries. By Proposition 1, an analogous result holds for learning with subset queries.
To overcome these difficulties, we introduce a modified version of Angluin's [2] model. Let C be an indexable class. An extra query learner for C is permitted to query languages in any indexing (L ′ i ) i∈N of a superclass C ′ of C. We say that C is learnable using extra superset (subset) queries with respect to (L ′ i ) i∈N iff there is an extra query learner M learning C with respect to (L ′ i ) i∈N using superset (subset) queries concerning C ′ . Then xSupQ (xSubQ) denotes the collection of all indexable classes C learnable with extra superset (subset) queries; the notions xresSupQ and xresSubQ are defined analogously.
The above discussion immediately yields the following result.
Theorem 5 (a) SupQ ⊂ xSupQ (b) SubQ ⊂ xSubQ
In contrast to the original model, learning with superset queries and learning with restricted superset queries now coincide (analogously for subset queries). Although the learning power of query learners increases with the permission to ask extra queries, the learners are not always able to identify also the extra languages they query.
Theorem 7 (a) There is some
Proof. (a) Let C xsup be the class consisting of Σ * and all finite subsets of Σ * \ {a}.
First, to verify C xsup ∈ xSupQ, choose an indexing of Σ * \ {a} and all languages in C xsup . A learner M for C xsup may initially make a query for Σ * \ {a}. If the answer is 'no', then the target language L must be Σ * . If the answer is 'yes', M can determine L by (i) asking finite subsets of Σ * \ {a} until some finite L i ⊇ L is found and (ii) asking subsets of L i until the minimal subset of L i forcing the answer 'yes' is known.
Second, no superclass of C xsup belongs to SupQ. Assuming the contrary, suppose C ′ is a superclass of C xsup in SupQ. Then distinguish two cases.
Since C ′ also contains all finite subsets of Σ * \ {a}, arguments used already in [4] imply C ′ / ∈ LimTxt and thus C ′ / ∈ SupQ by Theorem 3.
Case 2. Σ * \ {a} / ∈ C ′ : Assume some learner M identifies C ′ with superset queries. Consider a special scenario S of M when learning Σ * . If M queries Σ * , let M get the answer 'yes'. If M queries some L i = Σ * , let M get the answer 'no' together with some counterexample w i = a. Note that some Considering the classes C ′ rsup and C xsup in xSupQ \ SupQ, it is remarkable that for both classes there is a successful learner which uses restricted superset queries and which is additionally allowed to ask membership queries. So one might suspect that the full capabilities of xSupQ-learners can already be achieved by learners using restricted superset and membership queries. But this is not the case. Indeed, First, to effectively enumerate a text t for L, M ′ determines the set T of all words w ∈ Σ * , for which the query representing Σ * \ {w} is answered with 'no'. Since T = L and T is recursively enumerable, any recursive enumeration of T yields a text for L.
Second, to compute its hypothesis, M ′ executes steps 0, 1, 2, . . . until it receives a stop signal. In general, step n, n ∈ N, consists of the following instructions:
Determine i := M(t n ), where t is a recursive enumeration of the set T . Pose a query referring to L i . 2 If the answer is 'no', execute step n + 1. Otherwise hypothesize the language L i and stop.
(* In the latter case, as M never hypothesizes a proper superset of L, M ′ returns an index for L. *)
Further details are omitted.
'xSupQ ⊆ ConsvTxt': Fix some C ∈ xSupQ. Then there is an indexing (L i ) i∈N comprising C and a query learner M, such that M learns C with extra superset queries in
• L ′ 0 is the empty language.
• If i ≥ 1 and i is the canonical index 3 of the non-empty set {i 1 , . .
An IIM M ′ identifying C in the limit from text with respect to the hypothesis space (L If case (ii) occurs, then M ′ computes the hypothesis M ′ (t n+1 ) according to the following directives:
be the languages represented by the queries answered with 'yes' in the currently simulated scenario.
• Compute the canonical index i ′ of the set {i, i So the answers in the learning scenario S above are truthful respecting the language L. As M learns C with extra superset queries, the hypothesis i must be correct for L, i. e.,
So M ′ learns C in the limit from text without overgeneralizations, which-by the argumentation above-implies C ∈ ConsvTxt. 2
Summary
The 
