Abstract-Finding optimal hyperparameters is necessary to identify the best performing deep learning models but the process is costly. In this paper, we applied model-based optimization, also known as Bayesian optimization, using the CANDLE framework implemented on a High-Performance Computing environment. As a use case we selected information extraction from cancer pathology reports using a multi-task convolutional neural network, and hierarchical convolutional attention network to be optimized. We utilized a synthesized text corpus of 8,000 training cases and 2,000 validation cases with four types of clinical task labels including primary cancer site, laterality, behavior, and histological grade. We demonstrated that hyperparameter optimization using the CANDLE framework is a feasible approach with respect to both scalability and clinical task performance.
I. INTRODUCTION
The essential characteristic of Deep Learning (DL)-based classifiers is the ability to automatically select optimal feature representations without having a human handcraft them [1] . In DL training, a hyperparameter is a parameter that defines characteristics of the DL model -such as the number and type of layers -and must be set before the training procedure begins. However, automatically selecting hyperparameters requires a formal process to explore systematically their possible values. Currently, there is no analytical solution to determine the optimal hyperparameter settings in DL models, so the community relies upon numerical approaches known as hyperparameter optimization. Performance of the DL model can only be measured after the training, and a brute force sequential search of the hyperparameter space is very costly. Therefore, much current research focuses on parallelizing This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paidup, irrevocable, world-wide license to publish or reproduce the published form of the manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
hyperparameter search using High-Performance Computing environments. Search approaches have improved in sophistication from brute force methods, such as grid search [2] , to more elaborate algorithms based on Bayesian optimization [3] . Cancer surveillance is the ongoing, timely, and systematic collection and analysis of information relating to new cancer cases, the extent of disease, screening tests, treatment, survival, and cancer deaths [4] . Cancer prevalence and mortality data can be used to identify trends over time, to find cancer patterns in specific regions or group of people, and to show whether screening and other prevention measures are making a difference at the population level. Cancer surveillance requires continuously collecting, reading, and analyzing a massive numbers of case reports. Using only human effort leads to a labor intensive, costly, and error-prone process. Therefore, the automatic extraction of information from natural language sources, an essential task in big data science, has received much attention from cancer surveillance research communities due to its speed, consistency, and reproducibility. In this paper, we applied hyperparameter optimization to convolutional neural network (CNN) [5] and hierarchical convolutional attention network (HCAN)-based information extraction models [6] using a corpus of cancer pathology reports which are an important source of information for cancer surveillance studies. The paper is organized as follows. The source and possible values of the hyperparameters, details of the data, and design of the study are described in Section II, our experimental procedures and our experimental results for scalability and task performance are presented in Section III, and the results are discussed in Section IV.
II. METHODS
We designed a study of hyperparameter optimization for Multi-Task CNN (MT-CNN) [7] and Multi-Task Hierarchical Convolutional Attention Network (MT-HCAN) using the Cancer Distributed Learning Environment (CANDLE)/Supervisor workflow framework [8] and the Model-Based Optimization (MBO) algorithm. The dataset we applied to the hyperparameter optimization was synthesized based on a Long Short- Term Memory (LSTM) [9] Recurrent Neural Network model trained by a set of cancer pathology reports where the sensitive personal information was removed.
A. Multi-Task CNN
Multi-Task Learning (MTL) is a machine learning approach that learns multiple but related tasks simultaneously to prevent localization of models and to achieve better feature generalizability. This results in more robust and better performing models across tasks. In a previous study [10] , we demonstrated the feasibility of the approach to cancer pathology report classification. In this study, we applied the MT-CNN with hard parameter sharing, which shares word embedding and layers of 1-dimensional convolution filters across the tasks, but have separate fully-connected layers per each task. We trained MT-CNN models to learn four text information extraction tasks including primary cancer subsite, laterality, behavior and histologic grade. Hyperparameters and their sweeping ranges are listed in Table I .
B. Multi-Task HCAN
The MT-HCAN is a hierarchical classification model which uses a self-attention mechanism to overcome challenges associated with cancer pathology report classification. In the model, a document embedding is generated in a hierarchical fashion. In the lower level of the hierarchy, we consider words composing lines and, in the upper level, lines composing the complete document. The decision to separate the document into lines rather than sentences is based on the typical syntax of cancer pathology reports, which may employ phrases and non-standard punctuation in place of complete sentences.
The self-attention mechanism within each level of the hierarchy compares a sequence of embeddings with itself in order to find a relationship between the components of the sequence. For the lower hierarchy, the line embedding represents the content of that line in terms of the most important word embeddings included in that line. Similarly, the upper hierarchy constructs a document embedding which represents complete pathology report based on line embeddings which were most important in the lower-level of the hierarchy. In sum, the hierarchical model maintains the crucial advantage of self-attention -being able to find relationships between the entries in a sequence regardless of how far apart they are in that sequence -while still leveraging the syntactic organization of the document. From this shared document embedding, we carried out classification for the four information extraction tasks using the multi-task approach network. Hyperparameters and their sweeping ranges are listed in Table II .
C. Model-Based Optimization
Model-Based Optimization (MBO), also known as Bayesian optimization, is a strategy of approximating a given black-box objective function f (x) through a surrogate regression model f (x), where x is a set of hyperparameters. The MBO is useful when the objective function is very expensive to evaluate. The MBO is performed with the following steps: 1) Obtain initial evaluations. 2) Fit a regression modelf (x) to the obtained evaluations.
3) Propose new candidate points. 4) Evaluate the new points with the objective function
f (x). 5) Add the evaluations to the design and repeat from 2). The MBO strategy in High-Performance Computing (HPC) environments can be implemented by evaluating the multiple candidate points to the objective function simultaneously under the Message Passing Interface (MPI) parallelization. In this study, we applied the CANDLE/Supervisor workflow framework, a suite of software to support scalable DL developed under the Exascale Computing Project (ECP). The CANDLE framework is applicable to various types of computing clusters in addition to Department of Energy (DOE) supercomputing resources. We ran the experiments on the Summit supercomputer at the Oak Ridge Leadership Computing Facility (OLCF).
D. Cancer Pathology Report Data
In this study, we have synthesized a dataset from 942 actual de-identified cancer pathology reports from five different Surveillance, Epidemiology, and End Results (SEER) cancer registries (CT, HI, KY, NM, Seattle) with the proper Internal Review Board (IRB)-approved protocol. For our gold standard, cancer registry experts manually annotated the deidenified reports using the standardized SEER coding guidelines. We applied four abstraction tasks of interest (primary cancer subsite, laterality, behavior, and histologic grade). Due to the small amount of de-identified data, we simulated a large number of reports to investigate the effects of scaling. The synthetically derived dataset consists of 10,000 pathology reports and it represents the statistical characteristics of the actual pathology report corpus. Table  III lists task labels and the corresponding number of cases in the synthesized dataset. We applied a Long Short-Term Memory (LSTM)-based Recurrent Neural Network (RNN) for each group of pathology reports with the same combination of task labels. The trained LSTM-RNN models and label distributions were transferred to the high-performance computing resources to generate synthetic data. We confirmed the validity of our text data generation model by comparing the statistical distribution of words in the generated text data to the actual pathology reports as well as the overall clinical performance of the MT-CNN model trained on both real and synthetically derived data.
III. RESULTS
We have performed hyperparameter search with the mlrMBO workflow and 300 proposed points, which required 60 compute nodes on the Summit supercomputer. We set the maximum number of iterations of MBO search to 5. Thus the design sizes were correspondingly 1,500 jobs per DL model. We evaluated the MBO processes by observing the plots of validation losses, illustrated in Figure 1 . In the plots, the five iterations of MBO, each consisting of many evaluation points, are clearly seen. Table IV with the lowest loss are Stochastic Gradient Descent (SGD) optimizers with batch sizes of 16, and the numbers of epochs for training are relatively long. This implies that the slower optimizer with longer training epochs achieved optimal results than faster optimizers. Note also that the size of convolution filters is relatively smaller than other NLP practices [11] , indicating that the keywords of one or two words may be sufficient to predict the clinical tasks. The word-embedding vector lengths are also relatively shorter than other studies [12] . Presumably, it is because of the number of vocabularies in the corpus of cancer pathology reports are smaller than other free-text-based studies. Another five sets of hyperparametes that recorded lowest validation losses from the MT-HCAN model are listed in Table V . It turns out that the MT-HCAN prefers the adaptive moment estimation (Adam) optimizer with low learning rate and relatively larger batch size, which is contradicting to the finding from MT-CNN. Clinical performance was measured using the standard Natural Language Processing (NLP) metrics, micro-and macro-averaged F 1 scores. The best F 1 scores from the MT-CNN and MT-HCAN are listed on the bottom in Table IV and Table V. 
IV. DISCUSSION
We applied an HPC-based hyperparameter optimization to the MT-CNN and MT-HCAN models for information extraction from cancer pathology reports using the MBO algorithm implemented in the CANDLE framework. We demonstrated that the MBO is an effective algorithm which can run on multi-node clusters and supercomputers. We observed that the solutions found by the algorithm are highly stable, and achieve high clinical task performances. We observed that MT-HCAN achieved lower validation loss than MT-CNN, also does the highest clinical task performance scores. This work leads us to further research by increasing the volume of data to explore data parallelism approaches and its impact on scalability, and by increasing the number and complexity of the information extraction tasks which also results in a more complex hyperparameter optimization search space. The code and the synthesized data are available at https://github.com/ ECP-CANDLE/Benchmarks.
