ABSTRACT
Introduction
Nonlinear dynamics plays an important role in science, engineering, and many other disciplines. There are several meth- * Address all correspondence to this author. ods to study nonlinear dynamical systems. Among them, normal form theory is one of the powerful techniques. Especially, when the given system is complex and it is difficult to be studied directly, the normal form theory can be used to simplify the original system in order for further investigation. Efficient computational methods have been developed for the computation of normal forms. For example, the method presented in [10] can be used to symbolically compute the normal form of autonomous systems undergoing a Hopf bifurcation; while the technique and symbolic program developed in [11] can be applied to calculate the normal forms of high-dimensional nonlinear autonomous systems that exhibit double-Hopf bifurcation. The methodology developed in [11] for autonomous systems was later extended to non-autonomous systems [12, 13] . However, these normal forms were obtained under the assumption that the bifurcation critical point is at the origin and no control parameters are involved. Normal forms of nonlinear autonomous systems with control parameters were considered in [9, 12] . It has been noted that all the computation methods are mainly symbolic and therefore the efficiency of these methods is restricted by the limitation of symbolic computations.
tions are analytical and exact, and thus one can apply this approach to find multiple critical bifurcation points in closed forms.
Moreover, one can analyze the properties of the system with respect to the variation of parameters. However, compared to numerical computation, symbolic computation has some disadvantages. For instance, it takes much longer computer time and much more memory to run a symbolic program. This restricts the applicability of symbolic methods to low dimensional systems.
Thus symbolic computation is hard to be applied to practical engineering systems which are usually high dimensional nonlinear systems. Numerical computation methods, on the other hand, can solve high dimensional engineering systems, but it is not easy to find all possible solutions of the system, particularly when the system is highly nonlinear. Therefore, combining symbolic and numerical methods in a unified scheme is the best approach to solve large and high dimensional nonlinear systems.
In this paper, we will first derive the analytic condition for 
Methodology
Consider the system described by the following general differential equation:
where the dot denotes differentiation with respect to time t,
x is an n-dimensional vector state variable and µ is an mdimensional vector parameter variable, and f is a nonlinear vector function of x and µ, which is assumed to be smooth with respect to the state variable and parameter variable. For the Hopf bifurcation considered in this paper, one may assume that system
(1) contains one parameter, i.e., m = 1.
for solving the equilibria of system (1). Suppose any of the equilibrium points is given in the form of
which represents a hypersurface in the (n+1)-dimensional stateparameter space. However, in general, one cannot find the
closed-form solution of x(µ).
The Jacobian matrix of system (1), is given by
from which the characteristic polynomial can be obtained as
where the coefficients a i 's are real, given in terms of x and µ. If we can find the closed-form solution x E , we then substitute x E into the characteristic polynomial to obtain F in terms of µ only.
However, for a practical engineering problem, such analytical solutions are not possible to obtain and numerical approaches are needed to find the solution. Therefore, it is better to keep F being expressed in terms of x and µ.
An nth-degree polynomial with real coefficients has exact n roots, which may be real or complex conjugate. 
a n a n−1 a n−2 a n−3 a n−4 0 0 · · · 0 0 a n a n−1 a n−2
are positive, where a m = 0 for m < 0 and m > n.
For convenience, let's call the matrix M n the Routh-Hurwitz matrix of rank n, and denote the determinant of M n by
Similarly, denote the determinant of the upper-left matrix of M of rank i by ∆ i , i = 1, 2, . . . , n. For example, 
Due to the page limit, the proof is omitted here. A corollary directly follows Theorem 2. at which a Hopf bifurcation occurs. The critical point can be written as
where x c and µ c are usually non-zero. For convenience of analysis, one can use a translation to shift the critical point to the origin. Thus, introduce
into (1) to obtainẋ
System (11) now has the critical point at the origin, i.e.,x c = 0,μ c = 0.
For stability and bifurcation analysis, one is interested in the dynamic behavior of the system in the vicinity of the bifurcation point. The local behavior of the original system near the Hopf bifurcation point can be studied using normal form theory [10] [11] [12] [13] .
Usually, as pointed out in the introduction, the application of normal form theory requires the Jacobian matrix in Jordan canonical form. In order to find the Jordan canonical form, one first needs to determine the critical point. However, for a real engineering problem, determining the critical point is not an easy task, in particular when the dimension of the system is large. Therefore, efficient computational approaches need be developed. We from which a Hopf bifurcation occurs.
Note that for this 3-dimensional Lorenz system (12) one may analytically find the closed-form solutions for the equilibrium points and its stability conditions which lead to the determination of the critical point. In fact, it is known that system (12) has three equilibrium points, one of them is the origin and the other two are non-zero and symmetric. The origin is globally, asymptotically stable when ρ < 1. When 1 < ρ < ρ c , the origin is unstable and the two non-zero equilibrium points are stable. Here, ρ c is the
Hopf critical point at which the two non-zero equilibrium points become unstable and Hopf bifurcation occurs. ρ c is given by
with the assumption that σ − β − 1 > 0. It is easy to verify that ρ c = 24.73684 when σ = 10 and β = 8/3.
The extended Markus-Robbins dynamo system
Self-exciting dynamos are important nonlinear dynamical systems, which may naturally appear in nonlinear electrical engi- A couple of low-dimensional nonlinear systems [2] [3] [4] [5] have been introduced to model the behavior of the self-exciting dynamos. The extended Malkus-Robbins (EMR) dynamo [6, 7] is one of these models, which is described by the following dimensionless ODEs:u
whereβ is the control (bifurcation) parameter; α represents the steady couple, which is applied to the disk and causes rotation; ν is the rescaled mechanical friction ξ of the disk and Λ of the motor; R is the scaling and translation of α;β = ν 2 β/ξ 2 where β denotes the inverse moment of inertia of the armature of the motor; σ is a constant that depends on the inductances and the resistances of the coil and brushes. All these parameters are positive. Equation (13) models the behavior of the Marku-Robbins dynamo [8] when the motor is coupled to the Faraday-disk and coil. In (13) , u is the current that flows through the coil; v represents the current that flows through the disk; x is the angular velocity of th rotating disk; and y is the angular velocity of the motor.
One can eliminate the parameter α in Eq. (13) by introducing the following scaling:
Further, let
Then system (13) becomeṡ
When the control parameter β = 0 (orβ = 0), x 4 is decoupled from the other three variables. Then, the subsystem described by the first three equations of Eq. (14) can be converted to the classical Lorenz system by a one-to-one correspondence:
To study Hopf bifurcation which may occur in system (14), we need to determine the Hopf critical point for β = 0. According to Moroz [7] , when Λ > 1, σ > 1 + ν and R = ν(1 +β σΛ ), 
