Let 0 ≤ u 0 (x) ∈ L 1 (R 2 ) ∩ L ∞ (R 2 ) be such that u 0 (x) = u 0 (|x|) for all |x| ≥ r 1 and is monotone decreasing for all |x| ≥ r 1 for some constant r 1 > 0 and ess inf Br 1 (0) u 0 ≥ ess sup R 2 \Br 2 (0) u 0 for some constant r 2 > r 1 . Then under some mild decay conditions at infinity on the initial value u 0 we will extend the result of P. Daskalopoulos, M.A. del Pino and N. Sesum [DP2], [DS2] , and prove the collapsing behaviour of the maximal solution of the equation
Introduction
Recently there is a lot of study on the equation, u t = ∆ log u, u > 0, in R 2 × (0, T ) u(x, 0) = u 0 in R 2 (0.1) by P. Daskalopoulos, M.A. del Pino and N. Sesum [DP1] , [DP2] , [DS1] , [DS2] , S.Y. Hsu [Hs1] , [Hs2] , [Hs3] , [Hs4] , J.R. Esteban, A. Rodriguez and J.L. Vazquez [ERV1] , [ERV2] , K.M. Hui [Hu1] , [Hu2] , and L.F. Wu [W1] , [W2] , etc. Equation (0.1) arises in the model of thin films of fluid speading on a solid surface [G] when the fourth order term is neglected. It also arises in the study of the Ricci flow on surfaces [W1] , [W2] , and as the singular limit of the porous medium equation as m → 0 [Hu2] , [ERV2] . In [DP1] and [Hu1] P. Daskalopoulos and M.A. del Pino and K.M. Hui proved that corresponding to each 0 ≤ u 0 ∈ L p (R 2 ) ∩ L 1 (R 2 ), p > 1, and 2 ≤ f ∈ L 1 (0, ∞) there exists a classical solution u of (0.1) in R n × (0, T ) satisfying the mass loss equation, is the extinction time for the solution u. Note that the maximal solution of (0.1) is the solution of (0.1) that satisfies (0.2) with f ≡ 2. When f ≡ γ > 2 is a constant, the asymptotic behaviour of the solution u is studied by S.Y. Hsu in [Hs3] and [Hs4] .
In [Hs3] S.Y. Hsu proved that if u 0 is radially symmetric and monotone decreasing and u is the solution of (0.1) in R 2 × (0, T ) that satisfies (0.2), (0.3), with f ≡ 4, then the rescaled solution v(x, s) = u(x, t) T − t , , s = − log(T − t)
will converge uniformly on every compact subsets of R 2 to the function 8λ (λ + |x| 2 ) 2 as s → ∞ for some constant λ > 0. For the general case f ≡ γ > 2 S.Y. Hsu [Hs4] proved that if u 0 is radially symmetric and monotone decreasing and u is the solution of (0.1) in R 2 × (0, T ) that satisfies (0.2) and (0.3) with f ≡ γ and lim r→∞ ru r (r, t) u(r, t) = −γ uniformly on [a, b] ∀0 < a < b < T where T is given by (0.3) with f ≡ γ, then there exist unique constants α > 0, β > −1/2, α = 2β + 1, depending only on γ such that the rescaled function v(y, s) = u(y/(T − t) β , t) (T − t) α where s = −log (T − t)
will converge uniformly on every compact subset of R 2 to φ λ,β (y) for some constant λ > 0 as s → ∞ where φ λ,β (y) = φ λ,β (|y|) is radially symmetric and satisfies the following O.D.E. However as observed by J.R. King [K] using formal asymptotic analysis as t approaches T the vanishing behaviour for the finite mass solution of (0.1) which corresponds to the case f ≡ 2 is very different from the vanishing behaviour for the case f ≡ γ > 2. J.R. King find that for compactly supportly finite mass initial value the maximal solution of (0.1) behaves like
in the inner region (T − t) log |x| ≤ T and behaves like 2t |x| 2 (log |x|) 2 in the outer region (T − t) log |x| ≥ T as t ր T . In [DP2] P. Daskalopoulos and M.A. del Pino give a rigorous proof of an extension of this formal result for radially symmetric initial value u 0 (r) satisfying the conditions,
for some constant µ > 0 and
Note that (0.1) is equivalent to the Ricci flow equation ([W2] )
where g ij (t) = g ij (x, t) = u(x, t)δ ij is an evolving metric on R 2 and R ij (x, t) is the Ricci curvature of the metric g ij (t). Then the scalar curvature R(x, t) with respect to the metric g ij (x, t) is given by
Thus (0.6) says that the initial scalar curvature is greater than or equal to −1/µ on R 2 . In [DS2] P. Daskalopoulos and N. Sesum extend the result to the case of compactly
. However their proof of the behaviour of the maximal solution in the outer region near the extinction time is very difficult and uses the Hamilton-Yau Harnack inequality [HY] . In this paper we will extend their result to the case of initial value 0
) that satisfies (0.4), (0.5), and (0.6) for some constant µ ≥ 0 with the right hand side being replaced by −∞ if µ = 0 and ess inf
for some constant r 2 > r 1 . Note that (0.7) is automatically satisfied if u 0 has compact support in R 2 . We will prove the behaviour of the maximal solution in the outer region near the extinction time by elementary method without using the difficult HamiltonYau Harnack inequality for surfaces [HY] . We will also prove the behaviour of the maximal solution in the inner region as the extinction time is approached.
In this paper we will assume that the initial value u 0 satisfies 0
, (0.4), (0.5), (0.6) and (0.7) for some constants r 2 > r 1 > 0 and µ ≥ 0 with the right hand side being replaced by −∞ if µ = 0. We will assume that u is the maximal solution of (0.1) in R 2 × (0, T ) that satisfies (0.2) with f ≡ 2 and
for the rest of the paper. For any x 0 ∈ R 2 and r 0 > 0 let B r 0 (x 0 ) = {x ∈ R 2 : |x − x 0 | < r 0 } and B r 0 = B r 0 (0). Note that by [Hu1] u satisfies the Aronson-Bénilan inequality,
The plan of the paper is as follows. In section 1 we will prove the behaviour of the maximal solution in the inner region. In section two we will prove the behaviour of the maximal solution in the outer region.
Inner region behaviour
In this section we will prove the behaviour of the maximal solution in the inner region near the extinction time using a modification of the argument of [DP2] and [DS2] . Lemma 1.1. The solution u satisfies u(x, t) ≥ u(y, t) for any t ∈ (0, T ) and x, y ∈ R 2 such that |y| ≥ |x| + 2r 2 .
Proof: We will use a modification of the proof of Lemma 2.1 of [CF] to prove the lemma.
For any x 0 , y 0 ∈ R 2 such that |y 0 | ≥ |x 0 | + 2r 2 let Π be the hyperplane of points in R 2 which are equidistance from x 0 and y 0 . Then (cf. Lemma 2.1 of [CF] ),
We write R 2 \ Π = Π + ∪ Π − where Π + and Π − are the two half-spaces with respect to Π with 0 ∈ Π − . By (1.1) {x 0 } ∪ B r 2 ⊂ Π − and y 0 ∈ Π + . By rotation we may assume without loss of generality that
be the reflection point of x about Π. Then if x ∈ B r 1 , by (0.7) and (1.2)
Hence (1.2) holds for any x ∈ Π − . By the maximum principle for the equation
and the lemma follows.
By Lemma 1.1 for any 0 < t < T there exists x t ∈ B 2r 2 such that
Similar to [DP2] we let
Let R max (t) = max x∈R 2 R(x, t) and let W (t) be the width function with respect to the metric g ij (t) as defined by P. Daskalopoulos and R. Hamilton in [DH] . We recall a result of [DH] .
Theorem 1.2. [DH] There exist positive constants c > 0 and C > 0 such that
hold for any 0 < t < T .
Let
R(x, τ ) = − ∆ log u u .
Similar to the argument on P.862-863 of [DP2] by Theorem 1.2, (1.4) and the Aronson-Bénlian inequality (0.8),
(1.6) By (1.5) and (1.6),
2 be given by (1.3) with t = t k and
(1.9)
(1.11)
with uniformly bounded non-negative scalar curvature and uniformly bounded width on R 2 × (−∞, ∞) with respect to the metric g ij (t) = U(·, t)δ ij .
Proof: We first observe that by (1.5),
(1.14)
Since (log u k ) τ = (log u) τ , by (1.8),
Then by (1.14) and (1.15) there exists a constant M 1 > 0 such that
By (1.15) and (1.16) there exists a constant C > 0 such that
To complete the proof of the theorem we need the following two technical lemmas.
Lemma 1.4. There exists a constant C 1 > 0 such that
Proof: We will use a modification of the proof of Lemma 6 of [V] and Lemma 2.6 of [Hu1] to proof the lemma. Let
1 − 2πδ 0 where δ 0 is the delta mass at the origin. By (1.13),
by (1.16), (1.17), and (1.19) we get (1.18) and the lemma follows.
Lemma 1.5. For any R 1 > 0 there exists a constant C 2 > 0 such that
for some constants C 1 > 0 and
(1.20)
Now by (1.15) there exists a constant C > 0 such that
By (1.20) and (1.21),
holds for some constant C 2 > 0 and the lemma follows.
We will now continue with the proof of Theorem 1.3. By (1.14) and Lemma 1.5 for any R 1 > 0 there exist constants C 3 > 0 and C 4 > 0 such that
Hence the equation (1.13) for u k is uniformly parabolic on
By the parabolic Schauder estimates [LSU] u k are uniformly Holder continuous in
By the Ascoli theorem and a diagonalization argument the sequence {u k } ∞ k=1 has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly in
to some positive function U that satisfies (1.12).
Let
Finally similar to the argument on P.10 of [DS2] by Theorem 1.2 and an approximation argument the width function with respect to the metric g ij (τ ) = U(·, τ )δ ij is uniformly bounded on R 2 × (−∞, ∞).
(1.23)
for some constant λ > 0.
as i → ∞ to a solution U(y, τ ) of (1.12). By Theorem 1.3 and the result of [DS1] ,
for some y 0 ∈ R 2 and constants β > 0, δ > 0. Since u k i converges uniformly on every compact subset of R 2 × (−∞, ∞) to U(y, τ ) and u k (y, 0) attains its maximum at y = 0, U(y, 0) will attain its maximum at y = 0. Hence y 0 = 0. By (1.14),
By (1.24) and (1.25) we get (1.23) with λ = β/2 > 0.
We now let α(τ ) = 1/u(x t , τ ) (1.26)
where τ = 1/(T − t), τ > 1/T , and x t ∈ B 2r 2 satisfies (1.3).
Lemma 1.7. There exist constants δ > 0 and τ 0 > 1/T such that lim inf
Proof: Suppose (1.27) does not hold. Then there exist a sequence of positive numbers
Hence for each k ∈ Z + there exists a sequence of positive numbers
Let t k be given by (1.10) and let t k,j = T − (τ k − δ k,j ) −1 . Let x t k and x t k,j be given by (1.3) with t = t k , t k,j respectively. Then by (1.26) and (1.28),
Let u k be given by (1.9) with α k = α(τ k ) and R k be given by (1.22). Since
By Theorem 1.3 and Theorem 1.6 u k has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on C ∞ (K) for any compact set K ⊂ R 2 × (−∞, ∞) as k → ∞ to some function U(y, τ ) given by (1.23) for some λ > 0. Then
(1.32)
Letting k → ∞ in (1.31), by (1.32) we get 4λ ≤ 0.
Since λ > 0, contradiction arises. Hence there exist constants δ > 0 and τ 0 > 1/T such that (1.27) holds.
Corollary 1.8. Let δ > 0 and τ 0 > 1/T be as given by Lemma 1.7. Then
Proof: By Lemma 1.7 there exists constants δ > 0 and τ 0 > 1/T such that (1.27) holds. Let τ > τ 0 . By (1.27) there exists a constant δ
Since τ − δ 0 > τ 0 , by (1.27) there exists a constant δ
By (1.34) and (1.35),
Lemma 1.10. Let τ k , τ k i , α k , U(y, τ ) and λ > 0 be as in Theorem 1.3 and Theorem 1.6. Let
where u is given by (1.4). Then q k i (y, τ ) converges uniformly in C ∞ (K) for every compact set K ⊂ R 2 to the function U(y, τ ) as τ → ∞.
Proof: Let u k (y, τ ) be given by (1.9) with x t k , t k , given by (1.3) and (1.10). Then by Theorem 1.3 and Theorem 1.6 u k (y, τ ) has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on C ∞ (K) for every compact set K ⊂ R 2 to the function U(y, τ ) given by (1.23) for some λ > 0 as k → ∞.
By Corollary 1.9 there exists 
(1.39) By (1.37) and (1.39) the theorem follows.
where u is given by (1.4). Then q k has a subsequence q k i that converges uniformly on C ∞ (K) for any compact set K ⊂ R 2 × (−∞, ∞) to some function U(y, τ ) given by (1.23) for some λ > 0 as τ → ∞. Moreover β k → ∞ as k → ∞.
Proof: Let q k (y, τ ) be given by (1.36) with α k given by (1.11). Let K ⊂ R 2 ×(−∞, ∞) be a compact set. As before we may assume without loss of generality that
for some r 0 > 0 and τ 0 < τ ′ 0 . By Lemma 1.10 q k (y, τ ) has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on C ∞ (K) as k → ∞. Then
Hence there exists k 0 ∈ Z + and constants c 2 > c 1 > 0 such that
Then for any |y| ≤ r 0 , by (1.43),
Hence by Lemma 1.10
uniformly on C ∞ (K) as k → ∞. By (1.23), (1.42), (1.44), (1.45) and Corollary 1.9 the theorem follows. Lemma 1.12. Let τ k , τ k i , β k , U(y, τ ) and λ > 0 be as in Theorem 1.11. Then for any ε > 0 and M > 0 there exist n 1 ∈ Z + and C > 0 such that
(1.46)
where t k is given by (1.10).
Proof: Let q k be given by (1.41) and k 0 be as in the proof of Theorem 1.11. By Theorem 1.11 q k has a subsequence q k i that converges uniformly on C ∞ (K) for any compact K ⊂ R 2 × (−∞, ∞) to some function U(y, τ ) given by (1.23) as k → ∞. Then there exists n 1 ∈ Z + such that k i ≥ k 0 for all i ≥ n 1 and
By Corollary 1.8 and (1.43) there exists a constant C > 0 such that
Since the scalar curvature R(x, t) satisfies
where ∆ g(t) = 1 u ∆ is the Laplace-Beltrami operator with respect to the metric g ij (t), by (0.6) and the maximum principle,
Then by an argument similar to the proof of Lemma 3.5 of [DS2] but with Lemma 2.4, Lemma 3.4, and k(t) in the proof there being replaced by Lemma 1.1, Lemma 1.12, and 1/[2(t + µ)] we have the following lemma.
Lemma 1.13. The constant λ in Theorem 1.11 satisfies
By Lemma 1.13 and an argument similar to the proof of Lemma 3.5 of [DP2] we have the following lemma. Lemma 1.14. Let β(τ ) be given by (1.40). Then
Corollary 1.15. Let β(τ ) be given by (1.40). Then
as τ → ∞.
As in [DS2] we consider the cylindrical change of variables, v(ζ, θ, t) = r 2 u(r, θ, t), ζ = log r, r = |x|
(1.49) Lemma 1.16. With the same notation as Theorem 1.11 for any ε > 0 there exists
Proof: Let ε > 0. By Lemma 1.12 there exists n 1 ∈ Z + such that (1.46) holds with
where t k i is given by (1.10) with k = k i , by (1.46), 
by (1.8) and (1.51),
such that the limit
exists. By the L'Hospital rule and Proposition 1.17,
Since the sequence {τ k } ∞ k=1 is arbitrary, (1.50) holds.
Proposition 1.19. Let τ k , q k , be as given in Theorem 1.11 and let
Proof: By (1.5) q k satisfies
(1.54) By (1.41), (1.51) and (1.54),
Letting k → ∞ in (1.55), by Proposition 1.18 the corollary follows.
Corollary 1.20. The constant λ in Theorem 1.11 is equal to (T + µ)/2.
Proof: Let τ k , q k , q k i , and U(y, τ ) be as in Theorem 1.11 and let R k be given by (1.53). Then by Theorem 1.11,
By Proposition 1.19 and (1.56) the corollary follows.
By Theorem 1.11 and Corollary 1.20 we have the following main theorem of this section.
Theorem 1.21. Let β(τ ) be given by (1.40) and let
where u is given by (1.4). Then q(y, τ ) converges uniformly on C ∞ (K) for any compact set K ⊂ R 2 to the function
by (1.5), by Proposition 1.18 we have the following result. 
By Corollary 1.15, Proposition 1.17 and Lemma 1.23 we get the following result.
Corollary 1.24. Let β(τ ) be given by (1.40) and let v be given by (1.48). Then
for any ξ − < T + µ.
Outer region behaviour
In this section we will prove the behaviour of the maximal solution in the outer region without using the Hamilton-Yau Harnack inequality for surfaces [HY] . By (0.5), Proposition 1.17, Lemma 1.23, Corollary 1.24 and an argument similar to the proof of Lemma 4.1 of [DS2] we have the following lemma.
Lemma 2.1. Let ξ(τ ) = (log β(τ ))/2τ with β(τ ) given by (1.40). Let v be given by (1.48). Then there exists constants C 1 > 0, C 2 > 0, C 3 > 0 and τ 0 > 1/T such that the following holds.
Lemma 2.2. For any b > a > T + µ, there exist constants C > 0 and τ 1 > 1/T such that
Proof: Let δ = (a − (T + µ))/2. By direct computation the scalar curvature R in polar coordinates satisfies
for some constant C 1 > 0. Let τ 0 > 1/T be as given in Lemma 2.1. By Lemma 2.1 there exists τ 1 > τ 0 such that
Integrating (2.3) over ξ 1 ∈ (a − δ, a), by (2.4) and Lemma 2.1,
Integrating (2.3) over ξ 2 ∈ (b, b + 1), by (2.4) and Lemma 2.1,
By (2.5) and (2.6) we get (2.1) and the lemma follows.
We now let w(ξ, θ, s) = v(ξ, θ, τ ) (2.7) with s = log τ = − log(T − t).
Then as in [DS2] by (1.49),
Theorem 2.3. As τ → ∞, the function v given by (1.48) converges to the function
Moreover the convergence is uniform on (−∞, a] for any a < T + µ and on [ξ 0 , ξ
Proof: By Corollary 1.24 we only need to prove the convergence of the function v to 2(T + µ)/ξ 2 for ξ > T + µ. Let τ 0 , τ 1 , be given by Lemma 2.1 and Lemma 2.2 respectively. Let s 0 = max(log τ 0 , log τ 1 ) and {s k } ∞ k=1 be a sequence such that s k → ∞ as k → ∞. Let
Then by (2.8),
by (1.48), (2.7) and (2.9),
and
Hence by (2.11) and Lemma 2.1 there exists a constant C > 0 such that
(2.14)
Now by (2.10), (2.12) and (2.13),
By (2.14), Lemma 2.1, and Lemma 2.2 for any a ∈ (T + µ, b] there exists a constant C a,b > 0 such that
By (2.14) and (2.16) the sequence {W
of monotonically increasing sequence such that b i > T + µ for any i ∈ Z + and b i → ∞ as i → ∞. By the Ascoli theorem and a diagonalization argument the sequence {W
converges uniformly on every compact subset of (T + µ,
Repeating the above argument for any i ≥ 2 the sequence {W
converges uniformly on every compact subset of
for any i ∈ Z + . Hence for any i ∈ Z + , the sequence {W
Thus we may assume without loss of generality that for any i ∈ Z + {W
converges uniformly on every compact subset of (T + µ, b i ] × (−∞, ∞) to W b i as k → ∞. Now by Lemma 2.1 for each s ∈ R, w k (·, ·, s) will have a subsequence which we may assume without loss of generality to be the sequence itself that converges weakly in L ∞ (K) to some non-negative function w(·, ·, s) as k → ∞ for any compact set
By (2.17) as i → ∞, W b i will increase monotonically to the function,
By Lemma 2.1,
holds for any s ∈ R and i ∈ Z + . Claim 1: W k converges uniformly to W on every compact set
Proof of Claim 1: Let K be a compact subset of (T + µ, ∞) × (−∞, ∞). By Lemma 2.1, (2.19) and (2.20),
and Claim 1 follows. By Corollary 1.24, Lemma 2.1, (2.7), (2.9), (2.11) and Claim 1,
Let a 2 > a 1 > T + µ and s
By Lemma 2.1 and Lemma 2.2,
for some constants C b > 0 depending on b and C > 0. By (2.24) for any s By Claim 2, (2.33), and an argument similar to the proof on P.590 of [DS2] , w k (η, θ, s) converges uniformly on every compact subset of (T + µ, ∞) × [0, 2π] to 2(T + µ) η 2 as k → ∞. Since the sequence s k is arbitrary, v(η, θ, τ ) converges unfiormly to 2(T + µ)/η 2 on every compact subset of (T + µ, ∞) × [0, 2π] as τ → ∞ and the theorem follows.
