Abstract: Educational data mining is the process of applying data mining tools and techniques to analyze data at educational institutions. In this paper, educational data mining was used to predict enrollment of students in Science, Technology, Engineering and Mathematics (STEM) courses in higher educational institutions. The study examined the extent to which individual, sociodemographic and school-level contextual factors help in pre-identifying successful and unsuccessful students in enrollment in STEM disciplines in Higher Education Institutions in Kenya. The Cross Industry Standard Process for Data Mining framework was applied to a dataset drawn from the first, second and third year undergraduate female students enrolled in STEM disciplines in one University in Kenya to model student enrollment. Feature selection was used to rank the predictor variables by their importance for further analysis. Various predictive algorithms were evaluated in predicting enrollment of students in STEM courses. Empirical results showed the following: (i) the most important factors separating successful from unsuccessful students are: High School final grade, teacher inspiration, career flexibility, pre-university awareness and mathematics grade. (ii) among classification algorithms for prediction, decision tree (CART) was the most successful classifier with an overall percentage of correct classification of 85.2%. This paper showcases the importance of Prediction and Classification based data mining algorithms in the field of education and also presents some promising future lines.
INTRODUCTION
Over the past decade there has been a rapid growth in the number of higher education institutions in Kenya. One of the remarkable facts about these institutions is the rapid growth in data and this educational data is expanding quickly without any advantage to the educational management. To date, they have become data rich but information poor.
Every year, these institutions conduct admissions of new students whereby, the admission process results in the recording of large amounts of data in databases and student files in the registries. However, in most of the cases, this data is not put in a form of improving its use and results in wastage of what would otherwise be one of the most precious assets of these institutions [1] . By applying the various data mining techniques on this data, higher education institutions can get valuable information and predictions for the betterment of the admission process [2] .
Educational data mining (EDM), is an emerging discipline, concerned with developing methods for exploring the unique types of data that come from educational settings, and using those methods to better understand students, and the settings which they learn in [3] , [4] . In the recent years, there has been increasing interest in the use of data mining to investigate scientific questions within educational research [4] . Scholars in educational data mining have used many data mining techniques such as Decision Trees, Support Vector Machines, Neural Networks, Naïve Bayes, K-Nearest neighbor, among others to discover many kinds of knowledge such as association rules, classifications and clustering [6] , [11] , [14] , [18] .
One area that is increasingly getting the attention of scholars in educational data mining is enrollment management, particularly in STEM disciplines. This is because, preparing an educated workforce to enter Science, Technology, Engineering and Mathematics (STEM) occupations is important for scientific innovations and technological advancements, as well as economic development and competitiveness [7] . In addition, the growth in the number of University students enrolling in STEM fields of study does not keep pace with the STEM labour market demand and on the other hand, there is indication that high school graduates' interest in and readiness for STEM fields of study have been in the decline [8] , [9] . Given the growing need to attract more high school graduates into these specific postsecondary areas of study, research devoted to understanding the influences on students' academic choices in regard to postsecondary STEM majors is becoming essential [8] .
Lichtenberger and George-Jackson [9] study identified several factors that impact high school students' interest in STEM fields which may be categorized into three main themes: students' interests and motivations, academic qualification, and educational contexts. These three themes largely correspond with two of the factors included in Perna and Thomas' model; namely internal and school-level contexts [10] . While other factors also relate to high school students' interests in and ability to enroll in STEM courses, these three themes highlighted appear to be very influential on students' participation and success in STEM fields as they plan to transition from high school to higher education institutions.
Several studies in educational data mining have been conducted in an effort to address student enrollment [1] , [8] , [11] , [12] , [13] , [14] , [15] , [18] . These studies have applied various data mining techniques on the data to get valuable information and predictions for the betterment of the admission process. However, there is a lack of a classification model that can be used to predict students' enrollment in Higher Education Institution, particularly in STEM courses.
Therefore, the main objective of this work was to build a classification model for predicting students' enrollment in STEM courses using data mining. Specific objectives were: to generate a data source of predictive variables, identify data mining techniques to study student enrollment in STEM, identify highly influencing predictive variables on the students' choice to enroll in STEM, and to evaluate the best classification algorithm.
The rest of the paper is organized as follows: Section 2 describes previous works on educational data mining in selecting student for enrollment. Section 3 describes the methodology used in this study. Section 4 presents the experiment conducted and results. Section 5 is a discussion of the findings and section 6 presents conclusion and recommendation for further works.
RELATED WORK
In the arena of educational data mining, there has been a recent surge in research paper and publishing. Several studies in the past have been conducted to investigate student enrollment using data mining techniques. Most notable of them are presented here.
In their work, Fong, Yain-Whar, Robert, and Aghai [11] used back-propogation algorithm and C4.5 algorithm for the student admission process. Their study proposed a hybrid model of neural network and decision tree classifier that predicts the likelihood of which University a student may enter, by analysing his academic merits, background and the University admission criteria from that of historical records.
The research conducted by Kovacic [12] presented a case study on educational data mining to identify up to what extent the enrolment data can be used to predict student's success. The algorithms CHAID and CART were applied on student enrolment data of information system students of open polytechnic of New Zealand to get two decision trees classifying successful and unsuccessful students. The accuracy obtained with CHAID and CART was 59.4 and 60.5 respectively.
Moucary [13] carried out a study to find a reasonably accurate and reliable predictive tool that enables academicians (instructors and advisors) and administrators to decide about the enrollment of engineering students in Masters' studies or to succeed a Bachelor-of-Engineering program. The first objective of the study was aimed at discovering the relationship between the most affecting factors. Secondly, construct a predictive model that would endow both advisors and administrators with a powerful decision-making tool. The study used Matlab Neural Networks Pattern Recognition tool as well as Classification and Regression Trees (CART) with important cross validation and testing.
The research conducted by Padmapriya [14] applied data mining techniques to predict higher education admissibility of female students. The study focused on the development of data mining models for predicting student higher education admissibility by using two data mining algorithms for classification -a Decision tree algorithm and a Naive Bayesian Classifier. In this research, real data about 690 under-graduate students from Government arts college, Pudukkottai, India were used. The research is focused on the development of data mining models for predicting the students likely to go for higher studies, based on their personal, precollege and graduate-performance characteristics.
The study by Yadav and Pal [15] used data mining methodologies to select student for enrollment in a particular course. In this research, the classification task was used to evaluate previous student's performance. The decision tree method was used. Information like stream, marks in graduation, students performance etc. were collected from the student's management system, to predict the suitable student for enrollment in a particular course. The study findings showed that students past academic performance can be used to create the model using ID3 decision tree algorithm that can be used for prediction of student's enrollment in MCA course.
Gupta, Gupta, and Vijay [16] study explored the sociodemographic variables (age, gender, ethnicity, education, work status and disability) and study environment that may influence persistence or dropout of the students. They examined to what extent these factors, i.e. enrolment data help in pre identifying successful and unsuccessful students. Based on a data mining techniques such as feature selection, classification trees and logistic regression the most important factors for student success and a profile of the typical successful and unsuccessful students were identified. The empirical results showed that the most important factors separating successful from unsuccessful students are: ethnicity, course programme and course block. Among classification tree growing methods, Classification and Regression Tree (CART) was the most successful in growing the tree with an overall percentage of correct classification of 60.5%; both the risk estimated by the cross-validation and the gain diagram suggests that all trees, based only on enrolment data, are not quite good in separating successful from unsuccessful students, and the same conclusion was reached using the logistic regression. The case study was to build a data warehouse for a university student enrolment prediction data mining system. This data warehouse is able to generate summary reports as input data files for a data mining system to predict future student enrolment.
Priyanka and Ajit [1] study examined whether student's performance (past academic) can be used to construct a model using classification with a decision tree algorithm (ID3 and J48 decision tree algorithm). This study results helps students in selecting the course for admission according to his or her skills and academics.
San Pedro, Ocumpaugh, Baker, and Heffernan [17] study predicted student outcomes from their interactions with the ASSISTments system, a free web-based mathematics tutoring system for middle-school mathematics. The study developed a prediction model to distinguish whether or not students who attend college will enroll in a STEM major. The study developed a logistic regression model predicting STEM major enrollment from combinations of features.
METHODOLOGY
This study utilized the Cross Industry Standard Process for Data Mining (CRISP-DM) methodology suggested by Nisbet, Elder and Miner [19] . The methodology breaks down a data mining project in six phases which allow the building and implementation of a data mining model to be used in a real environment, helping to support business decisions. The process is described as cyclic as shown in Figure 1 .
Figure 1: CRISP-DM Process Model for Data Mining (Adapted from Nisbet, Elder and Miner [33])
CRISP-DM has been adopted by some educational researchers as a method of choice for doing research in the newly emerged discipline of Educational Data Mining [4] [12]. A detailed explanation of the data mining process including model implementation and testing as applied in this study is presented in the next subsections.
Business Understanding Phase
This research was developed in the context of the Dedan Kimathi University of Technology, a Government sponsored University in Kenya. Studies at the University are organized into two academic semesters by year, each one spanning four months. Additionally, there is a four month semester, in which students break for long vacation, while others proceed for industrial attachment.
Every year, Universities in Kenya conduct admissions of new students. The admission process results in the recording of large amounts of data in databases while other enrollment data is stored in the student files in the academic registry. However, in most of the cases, this data is not put in a form of improving its use and results in wastage of what would otherwise be one of the most precious assets of these institutions.
Data Understanding Phase
The second phase is data understanding which begins with initial data collection. At this point, data collected from the respondents needs to be checked and understood. In order to be familiar with the data, the next step in data understanding is to identify data quality problem, get some insights about the data and detect interesting subsets to form hypotheses so as to uncover the hidden information within the data collected for the study [18] .
The data set used in this study was collected through selfadministered questionnaire survey at Dedan Kimathi 
Data Preparation Phase

Data Pre-processing
This stage involves preparing the data for analyses. Initially the datasets were collected in Ms Excel sheet and initial preprocessing was done manually by filling the missing values in the data set. Some irrelevant attributes were removed.
Feature selection was used as a method to select relevant attributes (or features) from the full set of attributes as a measure of dimensionality reduction. The objective of feature selection was to choose a subset of input variables by eliminating features, which are irrelevant or of no predictive information [20] .
Data Transformation
This study used data mining software to investigate the most important variables that are associated with student enrollment and also to answer specific research questions. The open source software WEKA, offering a wide range of machine learning algorithms for Data Mining tasks, was used as a data mining tool for the research implementation. The WEKA workbench also contains a collection tools for data preprocessing, classification, regression, clustering, association rules, and visualization, together with graphical user interfaces for easy access to this functionality [21] . In this study, WEKA toolkit 3.6.13 was used.
The selected attributes were transformed into a form acceptable to WEKA data mining software. The data file was saved in Comma Separated Value (CSV) file format in Microsoft excel and later was converted to Attribute Relation File Format (ARFF) file inside WEKA for ease of analysis.
Modeling
During the modeling phase, modeling techniques were selected and applied to the dataset used in the study. This phase include selecting appropriate modeling technique, building the models and finally assessment of the model [12] . Subsequently, the model selection involves selecting appropriate techniques for the problem; refine the models whenever is necessary in order to meet the requirements [18] .
The approach was to see how data mining techniques, more specifically classification techniques, could be used to determine whether the selected variables could predict enrollment in STEM. The study used WEKA to simulate the baseline performance accuracy of the classifiers in a more convenient manner to determine which algorithm is statistically better than the others. Classification algorithms for prediction were used namely; Decision Tree (CART), Naïve Bayes, k -Nearest Neighbor, Artificial Neural Networks(Multilayer Perceptron), Support Vector Machine (SMO) and Logistic Regression. These classifiers are available in the WEKA toolkit.
Evaluation and Deployment
In this phase, models were evaluated to assess the degree to which the model meets the business objectives and quality requirements [13] . This phase involves an iterative process of fitting different versions of models to training and testing data set, each time evaluating their predictive performance. The following metrics were used to determine the performance of the model: Time taken to build the model, Kappa statistics, mean absolute Error, Root Mean Squared Error, Relative Absolute Error, Prediction accuracy. The accuracy of the predictive model was calculated based on the percentage of total prediction that was correct.
Stratified 10-fold cross-validation evaluation model was used in the final analysis. In this method all the data was divided into 10 disjoint sets of equal size. Stratified 10-fold crossvalidation (k = 10), also known as rotation estimation, is the most common [22] and universal [23] evaluation models, with lower sample distribution variance compared to the hold-out cross validation.
EXPERIMENT AND RESULTS
Attribute Selection
Two statistical methods were adopted to determine the importance of each predictor variable, namely, Chi-Square Attribute evaluation and Information Gain Attribute evaluation. To rank variables, Ranker Search method technique of WEKA was also applied. The output of the feature selection was a rank list of predictors according to their importance for further analysis. Among the fourteen attributes used in this study, it was discovered that final grade, teacher inspiration, career flexibility, pre-university awareness and mathematics grade are the best five attributes. These attributes outperformed other attributes in their contribution to the outcome of students' choice to enroll in STEM courses in higher education institution. A record 232 students was used as dataset. Table 3 shows the best attributes used and a short statistical summary for each of them. These attributes were then used for further analysis. 
Training Experiments and Results
A two-way random partition was done to generate a training set and a test and validation set. Training dataset was used to build the models. The number of instances we used for training was 151. Six Classification algorithms including; Decision Tree (CART), Naïve Bayes, k -Nearest Neighbor, Artificial Neural Networks (Multilayer Perceptron), Support Vector Machine (SMO) and Logistic Regression were used. Table 4 shows the results obtained from the models after training. 
Testing and Validation Results
The models obtained from the training data were rerun using the test and validation data sets to evaluate the performance of the resultant models. A total of 81 instances were used. Table  5 shows the results of this experiment. The results in table 5 shows that the number of correct positive predictions of the decision tree (CART) is higher compared to other models indicating that the decision tree (CART) model predicts students' enrollment in STEM cases better.
The study also evaluated the performance of the classifiers using the following metrics: Classification Accuracy, Miscalculation Rate, ROC Area (AUC), Precision and Speed. Table 6 shows the results obtained. 
DISCUSSION OF THE RESULTS
The results of the feature selection revealed that out of the original number of attributes, five of them, namely, final high school score, teacher inspiration, career flexibility, preuniversity awareness and mathematics grade are the best five attributes in predicting enrollment in STEM courses in higher education institutions.
From the evaluation results shown in Table 6 , it is interesting to note that, for the case study considered, The number of correctly classified instances is often called accuracy or sample accuracy of a model. Hence in terms of the accuracy results, the decision tree (CART) prediction model performed better than the rest. These results support previous scholars' argument that predictive models deserve specific evaluation methods for its performance evaluation. However, from the table, it is seen that k-Nearest Neighbor takes the shortest time in building the model compared to others and the Artificial Neural Network (Multilayer Perceptron) takes a longer time.
CONCLUSION AND FURTHER WORKS
This study sought to build a data mining model to predict enrollment of students in STEM. The results have indicated that data mining techniques can be applied in predicting student enrollment in STEM courses in higher education institutions. Among all data mining classifiers considered, the Decision Tree classifier (CART) achieved the best classification accuracy of 85.2% and therefore proves to be potentially effective and efficient classifier algorithm. The study has also discovered that final high school score, teacher inspiration, career flexibility, pre-university awareness and mathematics grade are the best five attributes in predicting enrollment in STEM courses in higher education institutions.
Further investigation with regards to these attributes should be conducted covering more institutions. This work will be further improved by designing a predictive/recommender system based on the findings of this work. Additionally, there are a lot of different algorithms that have been developed in the different data mining techniques that need to be considered in the future.
Finally, next steps also include reviewing and understanding the implications of the predictive methodology on STEM enrollment policy, practices and technologies in a University span with a wide range of potential changes to business practices, policy concerns and practical implementation issues.
