We demonstrate optics-free imaging of complex QR-codes using a bare image sensor and a trained artificial neural network (ANN). The ANN is trained to interpret the raw sensor data for human visualization. The image sensor is placed at a specified gap from the QR code. We studied the robustness of our approach by experimentally testing the output of the ANNs with system perturbations of this gap, and the translational and rotational alignments of the QR code to the image sensor. Our demonstration opens us the possibility of using completely optics-free cameras for application-specific imaging of complex, non-sparse objects.
Previously, we used the singular-value decomposition (SVD) method with regularization to invert a transfer function in order to obtain the images for human consumption from the raw data [12] . Here, we train artificial neural networks (ANNs) to achieve the same results. ANNs have the main advantage that they can scale to larger images and higher resolutions in a more efficient fashion. Furthermore, their performance can be enhanced by additional data and transfer learning. Finally, ANNs could be adapted to perform inferencing directly from the raw data and bypass the image reconstruction step entirely.
We utilized an ANN based on the encoder-decoder architecture as shown in Fig. 1b [10] . One ANN was trained for each value of z=1mm, 5mm and 10mm. Each ANN was comprised of 66 hidden layers and trained on 100 passes over a set size of 20,000 training images. Subsequently, the trained network was validated with a set of 5,000 images, which were excluded from the training set. Each batch size had 10 frames from the sensor. Each frame image was comprised of 3 color channels, each of size 320 X 240 sensor pixels (object pixel size = 0.198mm). The output of the ANN was a single frame of size 320 X 240 pixels. The frame sizes at each major layer of the network is illustrated in Fig. 1b .
The structural similarity index (SSIM) was used as the figure of merit to measure the performance of each ANN. The SSIM is a measure of the fidelity of the reconstructed image with respect to the original (reference). The SSIM was averaged over all the images in each epoch. One ANN for each of z=1mm, 5mm and 10mm was trained. The training and validation averaged SSIM were plotted as functions of epoch in Figs. 2a and 2b , respectively. The smallest value of z performs the best. This is expected, since in any optics-free system free-space propagation over longer distances will tend to increase the mixing of the spatial details of the image. The ANNs at z=1mm, 5mm and 10mm showed best average SSIMs of 87%, 84% and 78%, respectively. Exemplary images reconstructed by each of these ANNs are illustrated in Fig. 2c . Clearly, good quality reconstruction of the QR code is obtained at z=1mm. However, we note that reconstruction is not of sufficient fidelity for a conventional QR-code scanner to identify. The sensitivity of our optics-free camera is important for practical applications. In order to study this, we experimentally collected images while varying the gap (z) from 1mm to 10mm (40 images were captured at each gap), and then used each of the previously trained ANNs to reconstruct the images, and computed the average SSIM at each gap (Fig. 3) . The changing gap is equivalent to defocus in a lensed camera. As expected, each ANN performs best at the gap that it was trained on. The rate of degradation of SSIM with z seems to be similar for all 3 ANNs. We can conclude from this study that precision of -/+ 0.5mm should be sufficient to maintain SSIM to within ~10% of its peak value. Another important parameter to vary is the translation in the XY plane between the QR code relative to the sensor. We studied this by capturing 40 images at each shift corresponding to -/+ 1mm in each direction as illustrated in Fig. 4a . The average SSIM for each ANN is then plotted. The SSIM averaged over all such translated images is also noted above each plot. Our general conclusion is that a shift of less than 1mm is required to maintain SSIM in order to generate usable images of the QR codes. Finally, the impact of rotation of the QR code relative to the sensor along the 3 possible axes was studied as summarized in Fig. 4b . The QR code was rotated along each of the axes by 1 degree and 40 different images were collected for each such rotation. Then, we reconstructed the images using the previously trained ANNs and plotted the average SSIM. The decrease in SSIM is fairly small for all cases, which suggests that the trained ANNs are fairly robust. In conclusion, we demonstrated an optics-free camera comprised of a trained artificial neural network and a bare image sensor that is able to convert the raw sensor frames to humaninterpretable images of QR codes. Such optics-free cameras have the potential to enable ultrathin, lightweight, and inexpensive application-specific imaging.
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