Resampling. An algorithm is built in Matlab environment to host these schemes. The performances are evaluated in terms of computational complexity and error from ground truth and the results are reported. The results showed that the localization plan which adopts the Systematic or Stratified Resampling scheme achieves higher accuracy localization while decreasing consumed computational time. However, the difference is not significant. Moreover, a particle excitation strategy is proposed. This strategy achieved significant improvement in the behavior of PF based robot localization.
I. INTRODUCTION
The problem of robot localization consists of answering the question Where am I from a robot's point of view. This means the robot has to find out its location relative to the environment. When we talk about location, pose, or position we mean the x and y coordinates and heading direction of a robot in a global coordinate system.
The mobile robot localization problem comes in many different flavors .The most simple localization problem is position tracking while the initial robot pose is known, and the problem is to compensate incremental errors in a robot's odometry. More challenging is the global localization problem [1] , where a robot is not told its initial pose but instead has to determine it from scratch.
Several methods are employed to deal with robot localization problem [2, 3] Recently Particle Filter (PF) becomes dominant approach used for solving this problem. This is due to its ability to handle non-linear nonGaussian problem, typical characteristic of localization problem [4, 5] . Several implementations of PF are reported [6] [7] [8] .
Resampling approaches of PF are introduced to overcome the degeneracy problem of original PF [9] , which proved to be the bottleneck of whole PF algorithm. In this paper, the effect of different resampling approaches in the behavior of PF based robot localization problem is investigated. Resampling approaches namely : Multinomial Resampling (Mult R), Systematic Resampling (SR), Residual Resampling (RR), Residual Systematic Resampling (RSR) and Stratified Resampling (STR) are hosted in a PF algorithm which is
II.OVERVIEW OF RESAMPLING APPROACHES

A. Multinomial Resampling Approach
The simplest approach to resampling is based on an idea at the core of what is called bootstrap method [10] .
This approach works as follows: Firstly N sorted random numbers uniformly distributed in [0, 1] are selected. Then the cumulative sums of the particle weights are calculated. Finally, the number of the sorted random numbers that appear in each interval of the cumulative sum represents the number of copies of this particular particle which are going to be propagated to the next generation. Intuitively, if a particle has a large weight then many random numbers are going to survive.
For comparison purposes, we estimate variance for each approach The resampling from a multinomial distribution possesses a variance namely
where
 is the weight of particle i=1,…, N at certain me t [11, 12] .
B. Residual Resampling
This procedure involves the following steps. Firstly, set [9] . We notice that it is smaller than the one given by the multinomial approach. From computational point of view this procedure consumes less time. This algorithm can be found in [13] .
C. Systematic Resampling
The SR consists of two loops, the first loop of length N to calculate the replication factor of the N particles, and the second loop with variable length that depends on the weight of the particles. N is the input number of particles, M is the number of particles generated after resampling, and w is an array of normalized weights from the importance step. The output r is an array of replication factors showing how many times each particle is replicated. This algorithm can be found in [13] .
The SR is simple to implement and its computational complexity is O(M).This strategy introduces a variance on number of children even smaller than the residual resampling scheme.
D. Residual Systematic Rresampling
It is a resampling approach [14] which is based on stratified resampling, and is referred to it as RSR.
In the RSR algorithm, firstly the number of replication factors of the particles is calculated. Because this method does not guarantee that the number of resampled particles is M, the residual number of particles Mr is 
III. IMPLEMENTATION OF ROBOT LOCALIZATION ALGORITHM USING DIFFERENT RESAMPLING APPROACHES
We study a localization system which employs radio beacons that provide the ability to measure range only [16] . Obtaining range from radio beacons has the advantage that line of sight between the beacons and the transponder is not required, and the data association problem can be completely avoided. In this work six radio beacons are distributed over a 30*30 meter area and robot is programmed to drive in a repeating path. A particle filter method is used to fuse range data with dead reckoning data collected from a real system which integrates proprioceptive measurements from wheel encoders, gyros, and accelerometers to localize the robot. Matlab environment is used for experimenting with localization process. A program for particle filter algorithm is written to host different resampling approaches. Fig [1] shows the dead reckoning path, ground truth path and tag locations for the (a) circular path dataset and (b) figure-8 path dataset. We notice from this figure that the dead reckoning tends to drift away from the true path over time. This is due to increasing errors in odometry.
A. The results of the resampling approaches in a circular path and figure-8 path
In the implemented Matlab experiments, the particle filter requires no initial estimate of the robot's position. In these experiments, the first 5000 step (about 20 minute) of the robot's travel are clipped from results plot, giving the filter time to converge. Figs (2-6) show the results of studied resampling approaches. [2] is not significant, a particle excitation strategy is experimented. It is based on adding a Gaussian perturbation around each particle position. Table [3] shows the average error for the studied resampling approaches in case of excitation of the particle. Resampling is always necessary in order to make more effective use of a finite sample set. As a consequence, sample impoverishment is unavoidable. Increasing the sample set diversity is helpful to identify new possible modes and prevent some samples from dying out too early [17] . Therefore we assumed each sample is representing a Gaussian kernel. The process of generating samples from Gaussian kernel called it excitation strategy. The samples generated from the kernel may span the state space more evenly, which helps find some new potentially good samples. Regardless those samples from excitation process are not theoretically guaranteed to approximate the posterior asymptotically, they do better concerning error values than PF when sample impoverishment is severe. Fig [8] demonstrates these results. 
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IV. DISCUSSION OF THE RESULTS
From Table [ 
, we notice the slight difference in calculated error among different resampling approaches. This is agreed well with theoretical prediction based on variance [18] . Also, this can be contributed to the fact that all approaches have the same basic strategy. From table [2] , the effect of excitation strategy is very prominent. Even using the excitation strategy enhanced the effect of resampling approaches as in the case of systematic resampling.
Considering computational complexity and time consumed in a Matlab run, systematic resampling is favorable. Fig [8] shows the time consumed by each resampling approach as a function of the number of particles. Systematic resampling shows the least consumed time compared with all other studied resampling schemes. Results showed that the localization plan which adopts the Systematic or Stratified Resampling scheme achieves higher accuracy localization while decreasing consumed computational time. Moreover, an excitation strategy for particles is also implemented. The effect of excitation strategy shows significant improvement of the P.F algorithm independent of resampling approaches. However, Systematic Resampling shows high improvement with the excitation strategy introduced.
