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Abstract
This paper presents a novel and eﬃcient algorithm to implement Central Routing (CR) as an alternative to the existing approaches
to avoid full mesh topology in internal border gateway protocol (iBGP). BGP is a key protocol to exchange routing information
within an Autonomous System (AS) and among various ASes. All the routers inside an AS have to be connected in full mesh
topology to run iBGP protocol to make discoveries such as the selection of root node and the exchange of information. A full mesh
topology becomes cumbersome and hard to manage as a network grows. For large networks alternatives to a full mesh topology
are available such as route reﬂectors and BGP confederation at the cost of increased overheads and the possibility of network
inconsistencies. The concept of CR is an alternative solution, where the root node in an AS is responsible for all the control
and management operations such as maintaining routing tables and calculating paths. The proposed CR based scheme has been
implemented through simulations and the results prove CR to be a successful alternative of route reﬂectors and BGP confederation.
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2. Introduction
In a ubiquitous network such as the Internet, network management is a key factor. Many standard protocols are
available for each layer of TCP/IP model. Border Gateway Protocol (BGP) is implemented on gateway routers (net-
work region or area named as AS) at the edge of a network. An AS is a network or a group of networks which is
usually owned or controlled by a single administrative entity such as a business ﬁrm, university, college or a school,
or a government or non-government organisation.
BGP is conﬁgured on all the edge routers of an AS to exchange the routing information between them. BGP is divided
into two groups, Exterior Border Gateway Protocol (eBGP) and Interior Border Gateway Protocol (iBGP).
The routing information among various ASes and within one AS is speciﬁcally identiﬁed as Network Layer Reacha-
bility Information (NLRI) and routers have to maintain TCP connections among them using port 179 for NLRI. BGP
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enabled routers that maintain TCP connections are known as neighbours or peers. Initially, the entire routing table is
exchanged between peers and then only updates are sent1,2,3,4.
BGP operation faces a few operational challenges4. For example, all the BGP enabled routers should be connected
each other with a mesh topology to implement iBGP. Forming a mesh topology becomes cumbersome as the numbers
of routers grow within an AS. Each router in an AS will exchange full routing table with all other routers, which
results in dramatic growth in the size of a routing table. Studies, such as4,6, show an exponential growth in the size of
routing tables in recent years . Older and less capable routers cannot deal with the memory requirements and proces-
sor load, and cannot act as an eﬀective gateway due to this increase in the size of routing tables. The administrators
of large networks use alternative concepts such as Route Reﬂector and BGP confederation to avoid mesh topology
requirement at the cost of increased overheads and the possibility of network inconsistencies. The concept of Central
Routing (CR) is an alternative solution, where the root node in an AS is responsible for all the control and manage-
ment operations such as maintaining routing tables and calculating paths. This paper presents a novel and eﬃcient
algorithm to implement Central Routing (CR) as an alternative to the existing approaches to avoid full mesh topology
in internal border gateway protocol (iBGP).
The rest of the paper is organized as follows. Section 2 analysis the proprietary SDN implementation. Section 3
investigates SDN strategy hat is based the open source and non-proprietary concepts. Section 4 presents discussion
and comparison of the two SDN strategies. Section 5 concludes this paper.
3. Analysis of Existing Alternative of Mesh Topology
This section reviews two alternatives to full mesh topology requirement; Root Reﬂector (RR) and BGP Confeder-
ation.
When iBGP routers are connected via mesh topology, each router needs to maintain TCP session with all other iBGP
routers in an AS. So whenever a router has any update to send, it has to send to all other routers in an AS. So if a
router is connected to all other routers through one link, that link will be overloaded with all TCP traﬃc whenever
there is any update. This arises a question of network scalability.
RR is a technique in which information is distribution without a full mesh topology of routers that results in lowering
network overheads. In RR, one router in an AS is selected as a Concentration Router or a RR which is connected to
all other iBGP routers and will send updates to all other routers on behalf of the sender router5. In left side of Figure
1 describes mesh topology and router 3 receives updates and sends this updates to the other routers. On right hand
side of the Figure 1, router 1 is a RR. After receiving updates, router 3 sends the update only yo router 1 instead of
sending to all other routers, and router 1 distributes these updates to all other routers in an AS.
The drawback with this approach is that it increases the overheads on concentration router and also if not conﬁgured
properly, it may result in routing loops and unstable network. Moreover route reﬂector have a single path for each
destination but this can create inconsistency when there are more than one route reﬂectors in an AS as they may have
diﬀerent routes for a single destination which may once again result in routing loops. Also, the path selected by route
reﬂectors would not necessary be the same as any of its client would have selected in case of full mesh.
In BGP confederation described in IETF RFC5065 and RFC3065, ASes with large number of routers are divided
into sub ASes. Each AS is identiﬁed globally by its number known as Autonomous System Number (ASN). Grouping
one big AS into sub-ASes with diﬀerent ASN will increase the cost of purchasing ASN and also it is not pragmatic to
do so as ASN are a limited resource. The sub-ASes in BGP confederation overcome these problems by being invisible
to the outside world and still any router of all sub-ASes are identiﬁed as a member of main AS.
In Figure 2, AS 1000 is the actual AS number whereas AS 64550, AS 64551 and AS 64552 are the private ASNs which
are not visible to the outside world. Private ASN can range from 64512 to 65535. Routers in a sub-AS maintains
iBGP session within the same sub-AS. Routers in diﬀerent sub-AS maintain eBGP sessions, but it is quite diﬀerent
from real eBGP session and is known as Intra-confederation eBGP session.
Though BGP confederation is a nice way to overcome the drawbacks of iBGP and route reﬂectors, but it increases the
processing overhead and information complexity within and outside ASes. This is the aﬀect of a virtual BGP world
is created within an AS and that works like actual BGP. In many networks, BGP confederations works in conjunction
with route reﬂectors3. Overall both the solutions, RR and BGP confederations, may not a)select the same feasible
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Fig. 1. Explanation of Route Reﬂector
path as in case of mesh topology; b) cannot overcome the problem of exponential growth of routing tables, and c)
updates go to all router that results in communication overheads.
Fig. 2. Explanation of BGP Confederation
4. Description of Central Routing Algorithms
The concept of Central Routing which is a proposed alternative approach in iBGP, provides the accuracy of mesh
topology and scalability of route reﬂectors. In central routing, the path selection from source to destination is program-
matically decided by the root router. When any iBGP router shows up in an AS, it will send its directly connected
iBGP routers to the central node and central node will update its routing table accordingly. Two algorithms (Cen-
tral Routing Algorithm (CRA)and Algorithm for Shortest Path Search (ASPS)) are presented in the following two
subsection.
4.1. Central Routing Algorithm (CRA)
Only central node will have information regarding all the iBGP routers in an AS, apart from central node, all
other iBGP routers will have information about their directly connected neighbours only. The discussion in this
report is based on certain very pragmatic assumptions and the algorithms are designed in such a way that with the
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implementation of simple interface, the stated approach can be achieved.
Pragmatic Assumptions:
1. Election of Central Node will be done by network administrator and there is only one central node per AS,
however this limitation can be conquered by making certain changes in algorithms according to the principles of
backup and security features implemented on any router in any network.
2. The programming logic is installed on central node and an interface between program and message packet is
capable of extracting and delivering information correctly.
3. The central node will not take part in any activity other than accepting peering information updates and calculat-
ing path between source and destination.
4. The cost on each link is same.
The proposed algorithm has two parts: algorithm for updating routing table and algorithm for shortest path search.
The algorithm for updating routing table consists of the following four steps and is explained in Figure 3.
1. Search for source and peer id combination in the routing table
2. If no match is found, make entry in table else discard it
3. Go to Step 1 until all source-peer combinations are checked
4. End
Fig. 3. Flowchart of the Algorithm for Updating Routing Tables
4.2. Algorithm for Shortest Path Search (ASPS)
Searching for the best possible path between source and destination is done by Java class xsearchpath. This class
will search for the shortest path between source and destination and will return the entire string of every routers id
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between source and destination.
In case of more than one least hop count path between source and destination, the ﬁrst match path in database will be
selected. To search for the least hop count between source and destination, xgetpath method of xsearchpath class will
accept two parameters, that is, source id and destination id.
The algorithm for shortest path search consists of the following steps and is explained in Figure 4.
1. Discover all the neighbours of source and destination
2. If no neighbours for either source or destination found, go to Step 10
3. Enter all neighbours row wise, separate for source and destination
4. Search for common element between source row and destination row entities
5. If match found, go to Step 9 else go to Step 4 until all combinations are checked
6. Select next undiscovered element from start of matrix and discover its peers
7. Discard already discovered neighbours
8. Go to Step 3
9. Return path string
10. Return No Match Found
11. End
Fig. 4. Flowchart of the Algorithm for Shortest Path Search
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4.3. A Scenario Based Explanation of Central Routing Algorithms
Initially, it is checked that whether the source and destination identiﬁcations are same or not in an AS. If they are
not same, all the neighbours of both source and destination are arranged in a two dimensional matrix. The size of
matrix is determined by the number of nodes in an AS and the number of highest connected neighbours to a router.
The entries of this matrix are matched with each other and if a match returns a path. If a match is not found, all the
nodes are explored in the matrix, their neighbours are discovered and arranged in new row in matrix, and one by one
each of them is paired as source destination. let us assume Router 11 as a source and router 14 as a destination in an
AS shown in Figure 5. Router 6 is the neighbour of the source router and routers 13 and 9 are the neighbours of the
destination. In the ﬁrst iteration matrix will look as show in the following Table 1.
Table 1. First Iteration
S 11 6 0
D 14 9 13
Along with matrix from router ids, a separate array is also maintained to keep a track of router ids whether they
belong to source or destination denoting by S and D respectively. The ﬁrst column in the matrix is not included in the
search and is needed only when a match is found between S and D to form a path. Also during the exploration, the
nodes that have already been searched or discovered are not added again.
In this example scenario, as there is no match between S and D, the ﬁrst element of S, 6, is selected, its neighbours
are discovered and are matched with all the elements of D to get then matrix that is shown as Table 2. The searching
Table 2. Second Iteration
S 11 6 0 0
D 14 9 13 0
S 6 5 7 12
and adding of new rows continues between S and D rows until a match is found. The logic of CR algorithms avoids
searching of the SS and DD pairs and always searches between S and D.
Continuous discovering of the SD pair shapes a matrix looks as shown in Table 3. A pair of SD id is 7. The cells:c12,
c13,and c31 are path towards source and the cell: c22, c24, and c52 are path towards destination in Table 3.
Table 3. Third Iteration
S 11 6 0 0
D 14 9 13 0
S 6 5 7 12
D 9 1 8 0
D 13 7 0 0
5. Evaluation
A network topology shown in Figure 5 was used to evaluate CR algorithms. The evaluation network consists of a
total of 17 iBGP nodes in one AS.
In conventional iBGP uses either mesh topology or route reﬂector or other such methods. Each node keeps track of
all other routers in AS. So on every node, routing table will have at least 16 entries, one for each neighbour with 17
routing tables each with 16 entries to have 272 records. Moreover the growth of routing table will be exponential
when newer nodes are added. This predicts large sized routing tables for medium to very large networks.
But unlike these traditional approaches, CR algorithms introduce sharp plunge in the size of the routing tables at
each node. The only node which will be having a heavy routing table is the central node. All other nodes will have
comparatively very small routing tables with the entries of immediate neighbours only. Simulation interface of CR
algorithms is coded in Java. For the sample network shown in Figure 5, the software asks the user to enter source id
and destination id and for this execution they are entered as 11 and 14. As a result, a path is obtained from node 11 to
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14 as a sequence of hops that is 11.6.13.14. The resulting routing table of the central node of the sample network is
shown in Table 4.
Table 4. Database of Central Node in Figure 5
S 1 1 1 2 2 2 2 3 3 4 5 6 6 6 7 8 9 13 15
D 9 2 18 17 8 3 15 4 5 6 12 11 7 13 8 9 14 14 16
Fig. 5. Network Topology for Evaluating CR Algorithms
6. Conclusions
This paper presented and evaluated a novel and eﬃcient algorithm to implement Central Routing (CR) as an
alternative to the existing approaches to avoid full mesh topology in internal border gateway protocol (iBGP). The
limitation of BGP with reference to the requirement of a full mesh topology was the key enabler to look for alternative
solutions. It was analysed that the alternate solution such as route reﬂectors and BGP confederation could deal with
the full mesh topology but at the cost of increased overheads and the possibility of network inconsistencies. The
concept of CR was introduced as an alternative solution, where the root node in an AS was responsible for all the
control and management operations such as maintaining routing tables and calculating paths. The proposed CR based
scheme was successfully implemented through simulations and the results proved CR to be a successful alternative of
route reﬂectors and BGP confederation.
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