Introduction
A great deal of work has been done and many methods have been developed to obtain energy consumption loads for buildings. Some works (Mitalas et al., , 1968 use the transfer function approach for calculating energy loads. This concept is first introduced by them using what they call room thermal response factors .
Their procedure is as follows: the room surface temperatures and cooling or heating load are first calculated in a rigorous manner for several typical constructions. In these calculations, the components such as solar heat gain, conduction heat gain, or heat gain from lighting, equipment, and occupants are However, transient effects brought about through controls (time dependent thermostat and fan switch setting) are not included, and thermal storage effects of the building components and dead-band control also are not simulated.
A finite differences method is used by Cuplinskas (1977) for thermal response calculations. The finite differences method is frequently used to solve more complex dynamic problems in heat transfer than can be handled by analytical methods. His proposed method is not meant as a substitute for the more elaborate methods, but as an alternative simplified solution that is easily understood and programmed by engineers.
A degree-day method is used by Webster (1985) for small buildings. The method is based on the principle that the energy requirement for space heating is primarily dependent on the difference in temperature between indoors and outdoors.
In Jones et al. (1982) , an evaluation is made of (Brigham, 2004) . Each house is modelled by a single homogeneous wall and an air node.
Theoretical formulation for analytical solution
The system is considered as one-dimensional.
The heat transfers in the y and z directions are assumed to be negligible, and the heat flow occurs principally in the direction perpendicular to the surface of the wall (x-direction). Neglect of heat flow in the y and z directions should not significantly affect the applicability of the solution (Myers, 2001) .
Under this study there is no heat generation within the wall, and the energy balance, after some manipulation, yields:
Two corresponding boundary conditions to the above linear, second-order, partial differential equation are:
The initial condition for the wall temperature is expressed in polynomial form as:
The energy balance for the room air temperature including heat transfer from the inside surface of the wall, infiltration loss, and auxiliary heat input Q, is: The corresponding initial condition to equation (5) is as follows:
Weather data for four cities in the United States are used in this study. Those cities under study are The weather data input to the analytical model is finally represented in the following form:
T∞(t)〓d0＋
where b0 is the DC component of the solar flux and d0 is the DC component of the ambient temperature.
The Laplace transform solution technique (Kreyszig, 2006 ) is successfully applied to the problem under study, and the inversion from the Laplace domain to the time domain is accomplished using the complex inversion theorem using Bromwich contour (Carslaw et al., 1959) .
The form of the wall temperature as a function of time is:
The form of the room air temperature as a function of time is: (13) where hm is the m th root of the characteristic equation:
Attention is now turned to the process of switching modes, e.g. from heating to no heating.
In the case of on-off control, this occurs when the room air temperature exceeds the dead band. This effects a partitioning in time, shown in Fig. 1 , as
The study of simplified technique compared with analytical solution method for calculating the energy consumption loads of four houses having various wall construction region I and region ll, when the heating system is "off"and"on" , respectively. Now we will discuss the steps used to obtain the times mentioned above for on-off control. We will illustrate the process during the heating season.
First, the weather data, equations (10) and (11), are rearranged as follows:
where t * is time at which the controller function changes.
In the first region:
1) Take initial conditions for the wall temperature,
, and the room air temperature, Ti.
2) Let Q and t * be zero. This arbitrarily implies no heating, and results in temperature decay as shown in Fig. 1. 3) Obtain t1 using a bisection method.
In the second region:
1) Calculate a new initial condition by evaluating the solution for T w (x, t * ) and calculating coefficients a 0 to a4 as presented in equation
(4). The new initial state for T A〓(-DB).
2) Let Q〓Qteating.
3) Take new weather data which is the original weather data shifted by wit1 (i.e. wit * ).
4) Obtain t 2 using a bisection method.
The process repeats until a complete daily cycle is exhausted. At the end of a day, the state of the system is compared with that at the beginning of the day. If the states (temperature profile in the wall and room air temperature) agree to within a specified small tolerance, the solution has converged. If not, the daily cycle is repeated with new initial conditions equal to the present state of the system. Note that whenever the auxiliary energy source switches, new t * (cumulative time,
i.e.: t1＋t2＋t3＋…) should be used for the weather equations, (15) and (16).
After obtaining all times for switchover points, a graph of T A versus time for a 24 hour period is processed, and inspected for consistency. In the case of heating, T A is not supposed to be below (-DB) in Fig. 1 . TA below (-DB) means that the switchover point is missed, and the times are recalculated after readjusting the input data points for the bisection method.
Total heating or cooling time per day is obtained by summing the times during which the auxiliary energy is on. Then, heating/cooling loads per day can be calculated.
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where fn is the cycle frequency (cycles/day) and Dtn is the time interval for one cycle (secs/cycle) as shown in Fig. 2 . Results for all four houses are shown in Fig. 3 for Miami (cooling) and Fig. 4 
where e is hemispherical emittance of the surface, and DR is the difference between the long wave radiation incident on the surface from the sky and surroundings, and the radiation emitted by a blackbody at ambient temperature.
It is difficult to determine an accurate value of DR, since vertical surfaces receive long wave radiation from the ground and surrounding buildings as well as from the sky. When the solar radiation intensity is high, surfaces of terrestrial objects usually have a higher temperature than the ambient air temperature; thus, their long wave radiation compensates to some extent for the sky′ s low emittance. Also, during the day, the solar exchange typically dwarfs the long wave radiative exchange. Therefore, it is reasonable to assume DR 〓0 for vertical surfaces. Equation (18) The study now turns its attention to the simplified dynamic model for investigating the cycling rate. In this model, TL is assumed to be known, and equation (5).
Equation (5) is rearranged as follows:
where:
Equation (22) No-heating cycle implies that the room air temperature variation in the case of no auxiliary energy (Q〓0). Solutions to equation (26) for the cooling case are reversed.
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Cycling times are calculated by using equations (31) and (32), and these results are compared with actual computer results from the exact solution.
Results and discussion
Two average room air temperatures are used for
one is the set-point temperature Ts, which is 22CENTIGRADE, and the other is the average room air temperature from the computer output in the case of the on-off controller, ____ 
TA.
Results for the former case are given in Table 2 and for the latter case in Table 3 Results are calculated in two groups. Group I is in the low cycling region and group II is in the high cycling region. Cycle times for energy on and energy off (i.e. partial cycle times) are calculated,
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Conclusions
An analytical solution based on a rigorous mathematical model has proved effective in There is, in all types of construction, significant coupling between the structure, the weather conditions, and the cycling rate. Only in extreme cases when there was negligible penetration of the thermal wave to the interior of the building was it possible to obtain good agreement between the calculated cycling rate and that predicted from the simplified model.
A limiting criterion should be developed for when the steady-state model begins to provide inaccurate results. Presumably, this would involve some number of the non-dimensional terms.
Should this limiting criterion be developed, a correction factor to the energy use predicted by the steady-state model should be developed. This can take the form of an empirical curve fit versus the applicable non-dimensional parameters.
