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Available online xxxxThe solid state reaction betweenCu and a-Siﬁlmswas investigated at 150–200 °C by depthproﬁlingwith second-
ary neutral mass spectrometry. Intermixingwas observed leading to the formation of a homogeneous Cu3Si layer
at the interface. The growth of the crystalline silicide follows a parabolic law at 165 °C and 200 °C. At 150 °C a tran-
sition from linear to parabolic kinetics is observed. Combining with our previous experimental results showing
linear kinetics at 135 °C [Acta Materialia, 61 (2013) 7173–7179], the temperature dependence of the linear
and parabolic coefﬁcients as well as the transition length can be estimated.
© 2018 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Keywords:
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Growth kineticsCurrently about 99% of all semiconductor devices aremade from silicon
[1]. The dominantmaterial used in photovoltaic industry is alsomulti-crys-
talline silicon [2,3]. Polycrystalline Si is compromise between price and efﬁ-
ciency, i.e. it is cheaper than monocrystalline Si, but more efﬁcient than
amorphous Si [4–6]. It was found that metals in contact with amorphous
silicon strongly reduce the crystallization time and temperature. This pro-
cess is calledmetal-induced crystallization (MIC) [7,8]. It allows the crystal-
lization of the amorphous Si thinﬁlms–typically a product of physical vapor
deposition–at reduced temperatures. From a fundamental point of view,
the case where the bond weakening of the a-Si is achieved by a solid
state reaction is especially interesting (e.g. Ni in Ref [9] or Cu in Ref [10]).
Most of our theoretical knowledge about metal silicon reactions stems
from the experiments having applications in microelectronics in mind, i.e.
a thin metal layer reacted with a semi-inﬁnite, single crystalline Si wafer.
Ref [11] is an old but still very useful review concerning this context. One
of the key statements in this reviewwas thatmetal-silicon reactions aredif-
fusion controlled. Nucleation is almost always easy (with some refractorympa Swiss Federal Laboratories
ndorf, Switzerland.
B. Parditka),
nideb.hu (G.A. Langer),
tan.balogh@empa.ch
Erdélyi).
ier Ltd. This is an open access articlemetals as the sole exceptions [12]) and linear growth kinetics is likely to
be due to improper specimen preparation rather than reﬂecting the real
physics of the given metal-silicon systems.
The investigation of different specimen geometries, especially
thin layer interdiffusion couples/multilayers started to question
the generality of these rules. New examples of linear kinetics
were found in carefully prepared specimens [13–16]. Upon
reviewing older literature (e.g. [17].) other precedents of devia-
tions from the parabolic kinetics can be found, even if they were
neglected in the original publications.
Similarly, it was also shown that nucleation can indeed play an im-
portant role [18–20] and it was the high diffusivity of transition metals
in Si [21,22] and the surfactant property of Si [23] which ensured the
easy nucleation environment.
Cu is an important material in the microelectronics as it is the most
typical contact and heat sink material. Here, the goal is to prevent the
formation of Cu3Si [20,31]. But there are alternative applications in
which the growth of Cu3Si is desired. It was shown that the Cu-induced
crystallization of amorphous Si proceeds with the aid of Cu3Si phase
[10,32]. Similarly for Li ion batteries, Si nanowires and nanorods as an-
odes have higher speciﬁc capacity and larger surface areas than graphite
anodes. This leads to higher energy density and faster charging–
discharging. This rod geometry is, however, brittle. Previous investiga-
tions (e.g., Ref [33]) reported improved cyclic stability by adding aunder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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charging-discharging cycles.
In our previous investigations we have found that the growth of
Cu3Si in the Cu/a-Si is far from being a simple diffusion controlled
case. If Cu is deposited on a-Si, fast nucleation of 10–20 nm Cu3Si
takes place even at very low temperature [16,18,19]. Dynamic segrega-
tion during deposition creates a thick mixed zone between Cu and a-Si.
The thickness of this zone is enough to allow the rapid nucleation in
polymorphic mode [24,25] which can be considered as practically in-
stantaneous. Following this nucleation, linear growth was observed at
135 °C [16]. Yet, in another multilayer experiment, Chromik et al. re-
ported simple parabolic growth for temperatures of 200 °C and above
[26]. If both these experiments are correct, a transition from “peculiar”
to “normal” growth modes should happen in the 135–200 °C tempera-
ture range. In this work, we are describing our results from growth ki-
netics experiment at 150, 165 and 200 °C. We also insert our previous
135 °C growth kinetics [16] in the new framework.
The Cu/Si system containsmultiple silicide phases [27],with Cu3Si or
η as themost stable one.More about the thermodynamics of the Cu/a-Si
system can be found in Ref. [18] based on the theoretical and experi-
mental data of Refs [26,28–30]. In short, solubility at the Si side is prac-
tically nil, while rather high (10–20%) at the Cu-side.
The specimen preparationmethodwas described in details in Ref. [16].
Weprepared bilayer stacks of 120nmthick a-Si layer followedby an80nm
thick nanocrystalline Cu layer onto a Si(111) wafer by DC magnetron
sputtering at ambient temperature in a vacuum of 10−7 mbar. Each set of
samples contained5pieces of 3mm×3mm.Twoof themwere kept as de-
posited, while the other three were annealed at 150–200 °C for various
times. Annealing was carried out under high vacuum conditions.
Intensity-time proﬁles were measured by an INA-X, SPECS Second-
ary Neutral Mass Spectrometer (SNMS) which allows excellent depth
resolution (b2nm) [34]. The rawSNMSdatawere transformed into con-
centration-depth proﬁles, using the sensitivity factors of the elements
and the depth proﬁles as determined by using an AMBIOUS XP-1
proﬁlometer [16,35].
To determine the thickness of the silicide, we start with an overall
depth proﬁle. Two mass windows, belonging to Si (28 amu), Cu
(63 amu)were utilized. The SNMS depth proﬁle of the samples contains
typically a plateauwith intermediate concentrations (Fig. 1). Additional
Si peaks at the Cu/Si and Cu3Si/Si interfaces are caused by the change of
sputtering conditions at themetal–semiconductor transition, which is a
well-known artifact. Falling edges of the Cu signal indicate the position
of the Cu/Cu3Si and Cu3Si/Si interfaces. Afterwards, in independent
sputter runs, craters are bored till these two interfaces. The depths of
the craters were measured by the proﬁlometer several times and inFig. 1. Raw SNMS data of the specimen annealed at 200 °C for 2 h.several scan directions to obtain accurate averaged depth values that
deﬁne the thickness of the reaction product. Dashed lines in Fig. 1
mark the phase boundaries of the silicide phase, being in this example
49 nm spaced to each other. Statistical and systematic errors are in the
range of a few nanometers.
Following thenucleation,we observed a linear growth at 135 °C [16].
Nevertheless, after sufﬁciently large reaction thickness, diffusion
through the silicidemust become the rate limiting factor, a transition to-
wards a parabolic growth shall be observed. The relation between the
layer thickness (w) and the time (t) may be described by the following
formula [36–38]:
t ¼ 1
k
w−w0ð Þ þ 12D w
2−w02
 
; ð1Þ
w0 represents the layer thickness at a given t0; the kinetic coefﬁ-
cients k and D relate to the interface and to the diffusion transport, re-
spectively. By assuming an initially nucleated layer (w0), we can set
the experiment start point to any time. As we have a limited amount
of data points, we use in the following single parameter plots (w2–t
and w–t) instead of the complete linear-parabolic ﬁtting.
Because of the quadratic term, thew2 versus t plots are less sensitive
to the deviations from parabolic growth in the case of thin layers (e.g.
Ref. [17]). The quadratic form also means that errors of the thickness
squared contain the total thickness of the layer
δ w2
  ¼ 2wδw; ð2Þ
(δw is the error of the layer thickness measurement.) Consequently,
the data from later stage are overweighed as compared to those of the
earlier stage. The reverse is true for the linear plots. Thus, the interpre-
tation of the data depends on the plotting method Nevertheless, plot-
ting both the w2–t and the w–t relations, we may draw unequivocal
conclusions about the growth kinetics.
Let us discuss the quantitative results on the growth kinetics of the
silicide layer. Fig. 2a and b show the growth kinetics for 135 °C and
150 °C in the linear (thickness vs time) and in the parabolic (square of
the thickness vs time) plots. The data for 135 °C are taken from our pre-
vious report, Ref. [16].
The dashed lines in the ﬁgures indicate the “nucleation thickness”
i.e. the reaction thickness after the instantaneous nucleation event. A
clear linear relation is observed for the 135 °C annealing experiments.
The early stages seem linear for the 150 °C too. However the last data
point demonstrates already a downward deviation from the linear ten-
dency. This indicates that the bulk diffusion become slower than the
transport through the interfaces.
The parabolic graph (Fig. 2b) tells a consistent story. The later stages
can be described by the parabolic growth but not the earlier stages, for
which the slope is signiﬁcantly depressed. Obviously, a process slower
than bulk diffusion controls the growth of the layer.
Fig. 2c shows the data at parabolic scales for 150 °C and 165 °C. For
the 165 °C experiment, the diffusion controlled regime is clearly domi-
nant, deviations are very small if present at all. Finally, the 165 °C and
the 200 °C experiments are plotted in the parabolic scale in Fig. 2d. A
clear diffusion controlled growth is observed for the 200 °C case, with
slightly higher diffusion coefﬁcient. Since the reaction layer thickness
reaches N60 nm in this case, the inﬂuence of the fast nucleation is dimin-
ished (400 nm2 as compared to 4000 nm2).
Fig. 3 shows the parabolic coefﬁcients in comparisonwith the results of
Chromik et al. [26]. Our growth rate coefﬁcients are below their trendline
with larger scatter, but the discrepancy is within the possible temperature
differences. Our activation energy for the parabolic growth rate coefﬁcient
is 72 ± 15 kJ/mol, while it is 94 kJ/mol in Ref [26]. The agreement is
reasonable between the two datasets. The activation energy of the linear
coefﬁcient was calculated from the experiments at 135 °C, 150 °C and
165 °C. Since there is no real linear part in the 165 °C case only a lower
a b
c d
Fig. 2.Growth kinetics at 135 °C and 150 °C on the linear (a) and the parabolic (b) scale. Comparison of the kinetics at 150 °C and165 °C (c) and 165 °C and 200 °C (d) on theparabolic scale.
At low temperatures the linear kinetics offers a better description, but above 165 °C thedeviations from the parabolic growth vanishes. Thedashed line indicates the approximate thickness
of the phase after the nucleation stage.
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barrier becomes more signiﬁcant at low temperatures requires the higher
activation energy for this coefﬁcient. Apart from the temperature depen-
dence of the parabolic growth rate coefﬁcients, the product 0.5 k × w is
also plotted in Fig. 3 for 10, 20, 50 and 100 nm thick layers. The crossingFig. 3. Summary of the parabolic growth rate coefﬁcients in comparison with the
literature. Gray squares represent the data from Ref [26], black circles are the
coefﬁcients from this work, while thick lines are the respective ﬁts. The thin lines
represent 0.5 k·w for thicknesses, w as labeled. The effective transition temperatures are
marked by the crossing of the thin lines with the Arrhenius representation of the
diffusivity.of the parabolic and the linear growth rate coefﬁcientsmarks the transition
temperature for a given layer thickness. Or in a reverse way, the transition
length at a given temperature can be estimated.
Table 1 summarizes the parabolic and linear coefﬁcients. The transi-
tion length from linear to parabolic kinetics is estimated byﬁtting anAr-
rhenius function to the experimental data. For purely linear or parabolic
growth, only the lower limits of the respective other coefﬁcient can be
given.
These data indicate that at low temperatures (b150 °C) there are
three stages of the growth of the Cu3Si. First, a fast transformation of
the amorphous mixed layer [18,19] and the neighboring regions takes
place, leading to a Cu3Si layer of 10–20 nm thickness. At these low tem-
peratures, the atomic jumps across the interface are hindered signiﬁ-
cantly [38]. This leads to an interface-controlled linear growth regime
until a relatively large thickness of the silicide is reached. After that
point, the silicide continues to thicken according to a parabolic law.
For high temperature (N150 °C) annealing, the transition length is
comparatively short and the growth rates are higher. This means that
for these annealing treatments neither the inﬂuence of the linear stage
nor the initial thickness of nucleation is observable. Thus, unless high
sensitivity in-situ experiments are used, no signiﬁcant deviations fromTable 1
Summary of the growth rate coefﬁcients and the calculated transition length.
Temperature (°C) 2D (m2 s−1) k (ms−1) Trans. length (nm)
135 b2.6 × 10−20 3.4 × 10−13 100
150 3.3 × 10−20 5.3 × 10−13 50
165 1.7 × 10−19 b4.6 × 10−12 30
200 3.6 × 10−19 b4.6 × 10−12 10
39B. Parditka et al. / Scripta Materialia 149 (2018) 36–39the diffusion controlled parabolic growth will appear at these experi-
mental temperatures.
As a summary, we obtained growth data for the Cu3Si phase using
SNMS at different annealing temperatures. At 200 °C and 165 °C the
growth was parabolic, while at 150 °C a linear-parabolic growth type
was found. Using our earlier datameasured at 135 °C, where the growth
was linear, we can get a complete qualitative and quantitative
description.
In the qualitative view, at high temperatures the growth is con-
trolled by the bulk diffusion through the growing silicide layer, while
at low temperatures the growth contains three stages. Fast nucleation
of about 20 nm silicide, followed by an interface barrier controlled
stage and ﬁnally a transition to diffusion controlled mode.
Quantitatively, we derived the activation energy for the parabolic
growth coefﬁcient (72 ± 15 kJ/mol) and the linear growth coefﬁcient
(128± 50 kJ/mol). The parabolic growth coefﬁcients and the activation
energy of interdiffusion are comparable to the literature values. Since
the activation energy of the interface barriers is higher, they become
more effective at lower temperatures. This ﬁnding agrees with the the-
oretical concepts on interface barriers [38].
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