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i
For a finite Galois extension K | k, the fundamental theorem of classical Galois theory
establishes a one-to-one correspondence between the intermediate fields E | k and the
subgroups of Gal(K | k), the Galois group of the extension. With this correspondence,
we can examine the finite field extension by using group theory, which is, in some sense,
better understood.
A natural question may arise: does this correspondence still hold for infinite Galois
extensions? It is very tempting to assume the correspondence still exists. Unfortunately,
this correspondence between the intermediate fields of K | k and the subgroups of Gal(K |
k) does not necessarily hold when K | k is an infinite Galois extension.
A naive approach to why this correspondence fails is to observe that Gal(K | k) has
"too many" subgroups, so there is no subfield E of K containing k that can correspond
to most of its subgroups. Therefore, it is necessary to find a way to only look at the
"relevant subgroups" of the infinite Galois group. This is where topology comes to the
rescue, letting us introduce a topology on an arbitrary group and study its subgroups
with a different perspective.
This new study of groups with a topological perspective will lead to our main goal for
this work, the discovery that the fundamental theorem of classical Galois theory holds for
infinite Galois extensions K | k, whenever we associate a particular topology to the Galois
group Gal(K | k).
After this theorem is proved, we are going give some examples, two of them with more
details than the others. We are going to first characterize the absolute Galois group, that
is, the Galois group of the extension k | k, where k is the algebraic closure of k. This will
be achieved by the means of the Artin-Shreier theorem. Then, we are going to explore the
field of p-adic numbers, Qp. We will briefly discuss the structures of the Galois extensions
of this field.
In this dissertation we assume some previous knowledge. This previous knowledge
corresponds to the subjects taught at the University of Barcelona: Algebraic Structures,
Algebraic Equations, Toplogy and Mathematical Analysis.
Chapter 1
Preliminaries
1.1 Topological groups
Definition 1.1. A topological group is a set G which is both a group and a topological space and
for which the map
G× G −→ G
(x, y) 7−→ xy−1
is continuous.
Lemma 1.2. Let G be a topological group.
(i) The map (x, y) 7→ xy from G × G to G is continuous and the map x 7→ x−1 from G to
G is a homeomorphism. For each g ∈ G, the maps x 7→ xg and x 7→ gx from G to G are
homeomorphisms.
(ii) If H is an open (resp. closed) subgroup of G, then every coset Hg and gH of H in G is open
(resp. closed).
(iii) Every open subgroup of G is closed, and every closed subgroup of finite index is open in G.
If G is compact, then every open subgroup of G has finite index.
(iv) If H is a subgroup containing a non-empty open subset U of G, then H is open in G.
(v) If H is a subgroup of G then H is a topological group with respect to the subgroup topology.
If K is a normal subgroup of G, GupslopeK is a topological group with the quotient topology and
the quotient map q : G → GupslopeK takes open sets to open sets.
(vi) G is Hausdorff if and only if {1} is a closed subset of G and if K is a normal subgroup of G,
then GupslopeK is Hausdorff if and only if K is closed in G. If G is totally disconnected, then G is
Hausdorff.
(vii) If G is compact and Hausdorff and if C, D are closed subgroups of G, then CD is closed.
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(viii) Suppose that G is compact and let {Xλ}λ∈Λ be a family of closed subsets with the property
that, for all λ1,λ2 ∈ Λ, there exists µ ∈ Λ for which Xµ ⊆ Xλ1 ∩ Xλ2 . If Y is a closed
subset of G, then (
⋂
λ∈Λ Xλ)Y =
⋂
λ∈Λ XλY.
Proof. (i) A map from a space X to G× G is continuous if and only if its product with
each of the projection maps is continuous. Thus, if θ : X −→ G and ϕ : X −→ G
are continuous, so is the map x 7−→ (θ(x), ϕ(x)) from X to G× G.
We first apply this for θ = 1 and ϕ = idG and compose with the continuous map
(x, y) 7−→ xy−1:
x−1 : G
(θ,ϕ)−→ G× G xy
−1
−→ G
x 7−→ (1, x) 7−→ 1x−1 = x−1
Hence, the map x 7→ x−1 is continuous, and since it is its own inverse, it is a home-
omorphism.
Thus, the map (x, y) 7−→ (x, y−1) from G× G to G× G is continuous and so is
G× G −→ G× G xy
−1
−→ G
x 7−→ (x, y−1) 7−→ xy
Now, let g ∈ G and take θ = idG, ϕ = g−1. Then, the composition with the continu-
ous map from the topological group, yields the continuous map
G
(θ,ϕ)−→ G× G xy
−1
−→ G
x 7−→ (x, g−1) 7−→ xg
Now, taking θ = g, ϕ = 1, we obtain the continuous map x 7−→ gx−1, the inverse.
We can do the same, swapping the roles of θ and ϕ to obtain that x 7−→ gx is a
homomorphism.
(ii) Since the maps
ψg : G −→ G
x 7−→ xg
gψ : G −→ G
x 7−→ gx
are homeomorphisms, the result follows.
(iii) We have G \ H = ⋃{Hg | g /∈ H}. Thus, if H is open, so is G \ H by (ii), hence H
is closed. If H has a finite index, then G \ H is a union of finitely many cosets, and
thus, if H is also closed, then so is G \ H and H is open. If H is open, then the sets
Hg are open and disjoint and their union is G, thus it follows from the definition of
compactness that if G is compact, then H must have finite index in G.
(iv) This follows from (ii), since for each h ∈ H, Uh is open and H = ⋃{Uh | h ∈ H}
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(v) The statement about H is clear, since the product is closed in H.
Now, let V be open in G. For each k ∈ K, kV is open by (ii), hence, V1 = KV is open.
Thus, since q(V) = q(V1) and q−1q(V1) = V1, it follows that q(V) is open in GupslopeK.
It remains to show that the map
m : GupslopeK× GupslopeK −→ GupslopeK
(ξ, ζ) 7−→ ξζ−1
is continuous. Let U be an open set in GupslopeK and let (Kω1, Kω2) ∈ m−1(U). Since q
and the map (x, y) 7→ xy−1 are continuous, there are open neighborhoods W1, W2 of
ω1,ω2 such that W1W−11 ⊆ q−1(U) and so q(W1)× q(W2) is an open neighborhood
of (Kω1, Kω2) in G/K× G/K lying in m−1(U) as required.
(vi) We noted earlier that one-element subsets in a Hausdorff space are closed. We must
show that if the set {1} is closed in G, then G is Hausdorff. Let a, b be distinct
elements of G. From (i), the set {ab−1} is closed, and so there is an open set U
with 1 ∈ U and ab−1 /∈ U (in particular, the set G \ {ab−1} satisfies this property,
since a 6= b). The map (x, y) 7−→ xy−1 is continuous and so the inverse image of
U is open. It follows that there are open sets V, W containing 1 with VW−1 ⊆ U.
Thus, a−1b /∈ VW−1 and so aV ∩ bW = ∅. Since aV, bW are open, the first assertion
follows.
The other ones follow from the first, the definition of quotient topology and by the
fact that if X is a totally disconnected space, then {x} is closed in X for each x ∈ X.
(vii) Since C, D are closed and G is compact, both C and D are compact and so is the
image of C × D under the continuous map (x, y) 7−→ xy. This image is CD and
since G is Hausdorff, each compact subset is closed.
(viii) Clearly, (
⋂
Xλ)Y ⊆ ⋂XλY. If g /∈ (⋂Xλ)Y, then gY−1 ∩ (⋂Xλ) = ∅, therefore since
G is compact and gY−1 and Xλ are closed ∀λ, gY−1 ∩ Xλ1 ∩ · · · ∩ X{λn} = ∅, for
some finite n. However, Xµ ⊆ Xλ1 ∩ · · · ∩ Xλn for some µ ∈ Λ. Hence, gY−1 ∩ Xµ =
∅ and g /∈ XµY.
Lemma 1.3. Let G be a compact topological group. If C is a subset which is both closed and open
and which contains 1, then C contains an open normal subgroup.
Proof. For each x ∈ C, the set Wx = Cx−1 is an open neighborhood of 1 such that Wxx ⊆ C.
Since multiplication is a continuous map from G × G to G, there exists open sets Lx, Rx
containing 1 such that the image of Lx × Rx is contained in Wx, i.e. such that LxRx ⊆ Wx.
Let us write Sx := LX ∩ Rx so that SxSx ⊆ Wx and Sx is open. Now, C is compact and
the union of open sets C ∩ Sxx, and so it is the union of finitely many of these sets; say
C ⊆ ⋃ni=1 Sxi xi. The set S = ⋂ni=1 Sxi is open and contains 1. We have
⊆
n⋃
i=1
SSxi xi ⊆
n⋃
i=1
Wxi xi ⊆ C ((1))
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Therefore, S ⊆ C.
Now, let T := S ∩ S−1. Thus T is open, T = T−1 and 1 ∈ T. Write T1 = T and for
n > 1, Tn := TTn−1 and write H =
⋃
n>0 Tn. Thus, H is the group generated by T, and,
being a union of sets of the form Ty, it is open. By induction, using (1) we have Tn ⊆ C,
for all n > 0, and it follows that H ⊆ C. From Lemma 1.2(iii), H has finite index in G
and so, it has only finitely many conjugates in G. The intersection of these conjugates is
therefore an open normal subgroup contained in C.
Proposition 1.4. Let G be a compact totally disconnected topological group.
(i) Every open set in G is a union of cosets of open normal subgroups.
(ii) A subset of G is both, closed and open if and only if it is a union of finitely many cosets of
open normal subgroups.
(iii) If X is a subset of G, then
X =
⋂{NX | N open normal subgroup of G}
In particular,
C =
⋂{NC | N open normal subgroup of G}
for each closed subset C, and the intersection of the open normal subgroups of G is the trivial
subgroup.
Proof. (i) G is Hausdorff by Lemma 1.2(vi). Let U be a non-empty set in G. If x ∈ U,
then Ux−1 is an open set containing 1, and so, by the fact that, in a disconnected
space, every open set is a union of simultaneously closed and open sets, and Lemma
1.3, Ux−1 contains an open normal subgroup Kx. Therefore,
U =
⋃
x∈U
Kxx
(ii) If P is a set which is both closed and open, then by (i) it is a union of a family of
cosets of open normal subgroups and since P is compact, it is also the union of a
finite subfamily of these cosets.
Conversely, it is clear that each union of finitely many cosets of open normal sub-
groups is both closed and open.
(iii) This follows from (i) on taking complements:
If y /∈ X, then y has an open neighborhood disjoint from X and so there is an open
normal subgroup N satisfying Ny ∩ X = ∅. Hence, y /∈ NX.
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Lemma 1.5. Let {Gλ | λ ∈ Λ} be a family of topological groups. Let
C := ∏
λ∈Λ
Gλ
If we define multiplication in C point-wise, such that (xλ)(yλ) = (xλyλ), for all xλ, yλ ∈ C, then
with respect with this multiplication and the product topology, C becomes a topological group.
Proof. The only thing we have to check is that the continuous function (xλ, yλ) 7−→ xλyλ
from Gλ × Gλ to Gλ extends to a continuous function in C. But this is trivial, since we
have the following
C× C pλ×pλ−→ Gλ × Gλ −→ Gλ
((xλ), (yλ)) 7−→ (xλ, yλ) 7−→ xλy−1λ
where pλ is the projection from C to Gλ and hence, the composition is continuous for each
λ ∈ Λ, therefore, so is the map ((xλ), (yλ)) 7−→ (xλy−1λ ).
1.2 Inverse Limits
Definition 1.6. We say that a partially ordered set (poset) 〈I,≤〉 is a directed set if, for every
i1, i2 ∈ I, there exists j ∈ I for which i1 ≤ j and i2 ≤ j.
Definition 1.7. Let C be a category. An inverse system (Xi, ϕij) of C indexed by a directed set I
consists of:
• A subset of Ob(C) indexed by I, {Xi | i ∈ I}.
• A family of Ar(C), { ϕij : Xj −→ Xi | i, j ∈ I, i ≤ j}, such that ϕii = idXi for all i ∈ I
and the following diagram is commutative whenever i ≤ j ≤ k
Xk
ϕik //
ϕjk

Xi
Xj
ϕij
??
Remark 1.8. If each Xi is a topological space (resp. topological group) and each ϕij is
a continuous function (resp. continuous homomorphism), (Xi, ϕij) is called an inverse
system of topological spaces (resp. topological groups).
Example 1.9. (1) Let I =N, p ∈ Z prime, Gi = ZupslopepiZ and for j ≥ i, let
ϕij : Gj −→ Gi
n + pjZ 7−→ n + piZ
Then, (Gi, ϕij) is an inverse system of finite groups.
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(2) As a more general example, let G be a group and let I be the family of normal
subgroups with the property that for each U1, U2 ∈ I, there exists V ∈ I such that
V ⊆ U1 ∩U2. We may regard I as a directed set with respect to the order ≤′, defined
as: U ≤′ V if and only if V is a subgroup of U.
Now, for U ≤′ V, let
qUV : GupslopeV −→ GupslopeU
Vg 7−→ Ug
Then (GU , qUV) is an inverse system of groups.
Definition 1.10. Let (Xi, ϕi,j) be an inverse system of a category C indexed by I and let Y be an
element of Ob(C). We shall call a family { ψi : Y −→ Xi | i ∈ I} of arrows of C compatible if
the following diagram is commutative
Y
ψi

ψj

Xj ϕij
// Xi
Definition 1.11. An inverse limit (X, ϕi) of an inverse system (Xi, ϕij) of a category C is an
object X of C together with a compatible family { ϕi : X −→ Xi } of arrows of C that satisfy the
universal property:
Whenever { ψi : Y −→ Xi } is a compatible family of arrows of C from an object of C, Y,
there exists a unique arrow of C ψ : Y −→ X that makes the following diagram commutative
Y
ψ

ψi // Xi
X
ϕi
??
Proposition 1.12. Let (Xi, ϕij) be an inverse system indexed by I.
(i) If (X(1), ϕ(1)i ) and (X
(2), ϕ(2)i ) are inverse limits of the inverse system, then there is an
isomorphism ϕ : X(1) −→ X(2) such that the diagram is commutative
X(1)
ϕ //
ϕ
(1)
i !!
X(2)
ϕ
(2)
i}}
Xi
(ii) We write C := ∏i∈I Xi and, for every i ∈ I, write pii the projection from C to Xi. Then,
define
X = {c ∈ C | ϕijpij(c) = pii(c), i ≤ j}
and ϕi = pii
∣∣
X for each i ∈ I. Then (X, ϕi) is an inverse limit of (Xi, φij).
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(iii) If (Xi, ϕij) is an inverse system of topological groups and continuous homomorphisms, then
X is a topological group and the maps ϕi are continuous homomorphisms.
Proof. (i) This follows from the uniqueness of the universal property.
The universal property of (X(1), ϕ(1)i ) applied to the family {ϕ(2)i } of compatible
maps yields a map ϕ(1) : X(2) −→ X(1) such that the diagram is commutative
for each i ∈ I
X(2)
ϕ
(2)
i !!
ϕ(1) // X(1)
ϕ
(1)
i}}
Xi
Similarly, the universal property of (X(2), ϕ(2)i ) applied to the family {ϕ(1)i } of com-
patible maps yields a map ϕ(2) : X(1) −→ X(2) such that the diagram is commu-
tative for each i ∈ I
X(1)
ϕ
(1)
i !!
ϕ(2) // X(2)
ϕ
(2)
i}}
Xi
Now, by the universal property of (X(1), ϕ(1)i ), the map ψ : X
(1) −→ X(1) making
the diagram commutative for each i ∈ I
X(1)
ψ

ϕ
(1)
i // Xi
X(1)
ϕ
(1)
i
>>
is unique. But, the composition ϕ(1)ϕ(2) and idX(1) both satisfy it. Hence, ϕ
(1)ϕ(2) =
idX(1) .
In the same manner, we obtain ϕ(2)ϕ(1) = idX(2) .
It follows that ϕ(1) and ϕ(2) are both arrows of C and inverse one form another.
Particularly, ϕ = ϕ(2).
(ii) We will prove this for topological spaces. The general proof using Category Theory
needs a bit more theory so that we can define direct products in a category. We
regard C as equipped with the product topology and X with the subspace topology.
Thus, the maps ϕi are certainly continuous and the definition of X ensures that
ϕijϕj = ϕi whenever j ≥ i.
Suppose that { ψi : Y −→ Xi } is a compatible family of continuous maps. We
must show that there is a unique continuous map ψ : Y −→ X such that ϕiψ = ψi
for each i. Let ψ be the map from Y to C taking y ∈ Y to ψi(y). Thus piiψ = ψi, for
each i and ψ is continuous because ψi and pii are continuous for each i.
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Now, if j ≥ i, then
piiψ = ψi = ϕijψj = ϕijpijψ
and it follows that ψ maps Y into X.
Define ψ : Y −→ X by ψ(y) := ψ(y), for any y ∈ Y. Thus, ψ is continuous and
ϕiψ = ψi for each i.
Finally, if ψ′ : Y −→ X is a map satisfying ϕiψ′ = ψi for each i, then the entry in
Xi of ψ′(y) is ψi(y) for each i, hence ψ′(y) = ψ(y) for every y ∈ Y.
(iii) This comes trivially combining (ii) and (i) and noting that in (ii), if (Xi, ϕij) is an in-
verse system of groups and continuous homomorphisms, and the maps ψi : Y −→ Xi
are group homomorphisms, then so is ψ.
Notation. We have shown that the inverse limit is unique mod isomorphism. In some cases, when
we try to find the limit, it will be easier to use the special limit found in (ii). We will refer to it as
slim←−.
Proposition 1.13. Let (Xi, ϕij) be an inverse system of topological spaces, indexed by I, and write
X = lim←−Xi.
(i) If each Xi is Hausdorff, so is X.
(ii) If each Xi is totally disconnected, so is X.
(iii) If each Xi is Hausdorff, then slim←−Xi is closed in the cartesian product C = ∏i∈I Xi.
(iv) If each Xi is compact and Hausdorff, so is X.
(v) If each Xi is non-empty compact Hausdorff, then X is non-empty.
Proof. If we consider X′ = slim←−Xi, then there is an isomorphism between X and X′. Hence,
proving that X′ has any topological property it translates to X having it.
(i) Since X′ ⊆ ∏i∈I Xi, the Cartesian product maintains the Hausdorff property and
any subset of a Hausdorff space is Hausdorff, then X′ is Hausdorff.
(ii) Since X′ ⊆ ∏i∈I Xi, the Cartesian product maintains the totally disconnected prop-
erty and any subset of a totally disconnected space is totally disconnected, then X′
is totally disconnected.
(iii) If f , g : X −→ Y are continuous maps and Y is Hausdorff, then the set {x ∈ X |
f (x) = g(x)} is closed in X.
Since
slim←−Xi =
⋂
j>i
{c ∈ C | ϕijpij(c) = pii(c)}
where the maps pii are the projection maps, it follows that if each Xi is Hausdorff,
then slim←−Xi is the intersection of closed sets and hence is closed in the Cartesian
product.
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(iv) Follows from (iii), (i), the fact that the Cartesian product of compact spaces is com-
pact and that each closed subset of a compact space is compact.
(v) For each j > i, define Dij := {x ∈ C | ϕijpij(c) = pii(c)}. Each Dij is closed and
C is compact, and so, if slim←−Xi = ∅, then
⋂n
r=1 Dir jr = ∅ for some integer n and
elements ir, jr ∈ I. Since I is directed, we can find k ∈ I such that k ≥ jr, for every
r. We choose xk ∈ Xk and we define xl = ϕlk(xk) for l ≤ k and define xl arbitrarily
for all other elements of I. Clearly, the element (xi) of the Cartesian product lies in⋂n
r=1 Dir jr and this contradiction finishes the proof.
Proposition 1.14. Let (X, ϕi) be the inverse limit of the inverse system of topological spaces
(Xi, ϕij) of non-empty compact Hausdorff spaces indexed by I. The following assertions hold
(i) ϕi(X) =
⋂
j≥i ϕij(Xj), for every i ∈ I.
(ii) The sets ϕ−1i (U) with i ∈ I and U open in Xi form a base for the topology on X.
(iii) If Y is a subset of X satisfying ϕi(Y) = Xi for each i ∈ I, then Y is dense in X.
(iv) If θ is a map from a space Y to X, then θ is continuous if and only is ϕiθ is continuous.
(v) If f : X −→ A is a continuous map to a discrete space A, then f factors through Xi for
some i ∈ I. That is there exists g : Xi −→ A so that the following diagram commutes
X
ϕi

f // A
Xi
g
??
Proof. We are going to use the notation from the last proposition. Therefore, let X =
slim←−Xi, C = ∏i∈I Xi and pii the projection maps from C to Xi for each i such that ϕi = pii
∣∣
X .
(i) We have ϕi(X) = ϕijϕj(X) ⊆ ϕij(X) for all j ≥ i and therefore ϕi(X) ⊆ ⋂j≥i ϕij(Xj).
Now, fix i and a ∈ ⋂j≥i(Xj) for j ≥ i, set
Yj := {y ∈ Xj | ϕij(y) = a}
Thus Yj, being the inverse image of a closed set is closed in Xj and hence compact.
If i ≤ j ≤ k and yk ∈ Yk, then ϕijϕjk(yk) = ϕik(yk) = a, hence ϕik(yk) ∈ Yk.
Therefore, {Yj | j ≥ i} is, with respect to the restrictions of the maps ϕij, an inverse
system of non-empty compact Hausdorff spaces and so, there is an element (bj) ∈
slim←−j≥iXi. Thus, ϕjk(bk) = bj if i ≤ j ≤ k and bi = a.
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(ii) Every open set in X is a union of sets of the form
P = X ∩ pi−1i1 (U1) ∩ · · · ∩ pi
−1
in (Un)
with n an integer, i1, . . . , in ∈ I and Ur open in Xir for each r.
The result will follow if we can prove that for all a ∈ P, there is an open set ϕ−1k (U)
with U an open set in Xk, and a ∈ ϕ−1k (U) ⊆ P.
Let a = (ai). Choose k ∈ I such that it contains ak, since ϕik(ak) = ai for i ≤ k. Write
U =
n⋂
r=1
ϕ−1irk (Ur)
This is an open neighborhood of ak in Xk and so ϕ−1k (U) is an open neighborhood
of a in X. However, if b = (bi) ∈ ϕ−1k (U), then bk ∈ U so that bir = ϕirk(bk) ∈ Ur for
r = 1, . . . , n. It follows that ϕ−1k (U) ⊆ P.
(iii) For each i ∈ I and each non-empty open set U in Xi, we clearly have ϕ(Y) ∩U 6= ∅
and hence, Y ∩ ϕ−1i (U) 6= ∅. It follows from (ii) that Y is dense in X.
(iv) Clearly if θ is continuous then so is each map ϕiθ.
Conversely, if ϕiθ is continuous, then for each i ∈ I and each open set U in Xi, the
set θ−1ϕ−1i (U) = (ϕiθ)(U) is open and it follows from (ii) that θ is continuous.
(v) The image A0 of f is compact and discrete, hence, finite. For each a ∈ A0, the set
Ya = f−1(a) is compact and open, and so, it is a finite union of open sets ϕ−1j (U)
with j ∈ I and U open in Xj. Thus, there are finitely many sets ϕ−1j1 (U1), . . . , ϕ
−1
jn (Un)
such that the set Ya us the union of some of these sets.
Choose k such that jr ≤ k for r = 1, . . . , n. We have ϕ−1jr (Ur) = ϕ−1k (ϕ−1jrk (Ur)) for
each r, and so, for each a ∈ A0 we can write
Ya = ϕ−1k (Va)
where Va is an open subset of Xk. Write
D = Xk \
⋃
a∈A0
Va
Clearly, D ∩ ϕk(X) = ∅ and so, by (i), we have D ∩
(⋂
l≥k ϕkl(Xl)
)
. Therefore, there
are finitely many indices l1, . . . , ls such that
D ∩ ϕkl1(Xl1) ∩ · · · ∩ ϕkls(Xls) = ∅
since D an each set ϕkl(Xl) is closed and Xk compact.
We choose i ≥ l1, . . . , ls. For k ≤ l ≤ i, we have
ϕki(Xi) = ϕkl(ϕli(Xi)) ⊆ ϕkl(Xk)
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and conclude
D ∩ ϕki(Xi) = ∅ and ϕki(Xi) ⊆
⋃
a∈A0
Va
Write Wa = ϕ−1ki (Va) for each a. Thus, each Wa is open in Xi and clearly Wa1 ∩Wa2 =
∅ for a1 6= a2.
Let x ∈ ϕ−1ki (Wa). Therefore,
Xi =
⋃
a∈A0
Wa
and each set Wa is also closed. It follows that the map
g : Xi −→ A
Wa 7−→ a for each
a ∈ A0 is continuous and satisfies f = gϕi.
Theorem 1.15. Let X be a compact Hausdorff totally disconnected space, Then X is the inverse
limit of its discrete quotient spaces.
Proof. Let I be the set of all partitions of X into finitely many closed and open subsets.
For each i ∈ I, let Xi be the corresponding quotient space (whose elements are closed and
open sets of the partition i) and let qi be the quotient map form X to Xi.
Since this might not be clear, let us exemplify it: Let X be a space and Xi, Xj ∈ I two
different partitions of X. As an example, let us take
Xi = {X1i , X2i , X3i , X4i }, X1i , X2i , X3i , X4i ⊆ X, X1i ∪ X2i ∪ X3i ∪ X4i = X
and
Xj = {X1j , X2j , X3j }, X1j , X2j , X3j ⊆ X, X1j ∪ X2j ∪ X3j = X
Now, the quotient maps are
qi : X −→ Xi
x ∈ Xki 7−→ Xki
qj : X −→ Xj
x ∈ Xkj 7−→ Xkj
Following with the proof, the sets Xi are precisely the quotient spaces of X which are dis-
crete in the quotient topology. We write i ≤ j if and only if, there is a map qij : Xj −→ Xi
satisfying the commutativity of the diagram
Xj
qij // Xi
X
qj
__
qi
??
The map qij is uniquely determined since qj is exhaustive.
Now, the set 〈I,≤〉 is a partially ordered set. Then, if i = {Ur | 1 ≤ r ≤ m} and
j = {Vs | 1 ≤ s ≤ n} are elements of I, then the set k = {Ur ∩Vs | 1 ≤ r ≤ m, 1 ≤ s ≤ n}
is also an element of I such that i, j ≤ k. Hence I is a directed set.
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Since each map qij is uniquely determined, it follows at once that (Xi, qij) is an inverse
system and that (qi) is a compatible family of maps. Particularly, (X, qi) is a candidate to
be the inverse limit of the inverse system.
Let Y = lim←−Xi and let q̂i : Y −→ Xi be the canonical map for each i. The universal
property of the inverse limit yields a continuous map ν : X −→ Y such that q̂iν = qi
for each i.
Hence, we have the following diagram
Xj
qij // Xi
Y
q̂j
bb
q̂i
<<
X
ν
OO qi
EE
qj
YY
We will end the proof showing that ν is an isomorphism. Let x1, x2 ∈ X such that ν(x1) =
ν(x2). Now, q̂i(ν(x1)) = q̂i(ν(x2)) for each i implies qi(x1) = qi(x2) for each i. This
implies that no open or closed sets contains just one of x1, x2, thus x1 = x2 since X is
totally disconnected. This implies that ν is injective.
Now, since q̂i(ν(X)) = qi(X) = Xi, it follows from Proposition 1.14(iii) that ν(X) is
dense in Y and since ν is continuous, X is compact and Y is Hausdorff, ν(X) is closed,
hence ν(X) = ν(X) = Y. This implies that ν is surjective.
1.2.1 Examples of projective limits
The p-adic integers Zp
Let p be a prime number. Let us define the inverse system of rings
(
ZupslopepnZ, ϕnm
)
,
where m ≥ n and
ϕnm : ZupslopepmZ −→ ZupslopepnZ
x + pmZ 7−→ x + pnZ
Now, we would like to compute Ẑp := slim←−ZupslopepnZ.
Being the slim←−, Ẑp satisfies two conditions:
The first one,
Ẑp ⊆ ∏
n∈N>0
ZupslopepnZ
Hence, if z ∈ Ẑp, then z = (a1, a2, . . . , an, . . . ), with ai ∈ ZupslopepiZ, i.e. 0 ≤ ai < pi. The
second one is that, for every two positive integers m, n, with m ≥ n the following diagram
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is commutative
ZupslopepmZ
ϕmn // ZupslopepnZ
Ẑp
pim
OO
pin
;;
where pii are the projection maps. Now, this implies that, for any z ∈ Ẑp, ϕn(n+1)(pin+1(z)) =
pin(z). That is, if z = (a1, a2, . . . ), then ϕn(n+1)(an+1) = an. Now, since ai ∈ ZupslopepiZ, we
can write ai as ai + piZ. Hence, ϕn(n+1)(an+1 + pn+1Z) = an + pnZ. By the definition of
ϕn(n+1), we have an+1 + pnZ = an + pnZ. This yields the result
an+1 ≡ an (mod pn), ∀ n ∈Nn≥0
Therefore, each element z ∈ Ẑp can be written as (a (mod p), a (mod p2), . . . , a (mod pn), . . . ),
for some a ∈ Z.
Definition 1.16. We define a p-adic integer as the formal infinite sum
a0 + a1 p + a2 p2 + · · ·+ an pn + . . .
with 0 ≤ ai < p, for each i ∈N. We denote the set of all p-adic integers as Zp.
Proposition. The residue classes of a (mod pn) can be uniquely represented in the form
a ≡ a0 + a1 p + · · ·+ an−1 pn−1 (mod pn)
where 0 ≤ ai < p, with i = 0, . . . , n− 1.
Proof. Let us do induction on n. For n = 1, the result is clear since a ≡ a0 (mod p)
uniquely.
Assume the statement to be proved for n− 1. Then, we have
a = a0 + a1 p + a2 p2 + . . . an−2 pn−2 + gpn−1
for some g ∈ Z. If we define an−1 as g ≡ an−1 (mod p), it is uniquely determined and
this proves the proposition.
Now, we see a lot of similarities between Ẑp and Zp. In fact, the following results
gives us the relation we’re looking for
Theorem. There is bijection between Ẑp and Zp. In fact, this bijection preserves the topological
group structure of Ẑp, hence Zp is also a topological group.
Proof. For each element of Zp, ∑∞i=0 ai p
i, we can define the partial sums sn = ∑n−1i=0 ai p
i
and moreover, their residual classes sn ≡ sn (mod pn). Now, every one of these sn is an
element of ZupslopepnZ, hence, we can write every element of Zp in Ẑp using this. That is, the
map from Zp to Ẑp
∞
∑
i=0
ai pi 7−→ (s0, s1, . . . )
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We also note that ϕn(n+1)(sn+1) = sn.
For the other map, we just have to use the fact that every element of Ẑp can be written
as (a (mod p), a (mod p2), . . . ) and using the proposition, we can send this element to
a0 + a1 p + a2 p2 + . . . , where a ≡ a0 + a1 p + · · ·+ an−1 pn−1 (mod pn), for every n ∈ N.
This is well defined by recursion, hence, we have the map from Ẑp to Zp
(a (mod p), a (mod p2), . . . ) 7−→ s0 + s1 p + . . .
These two maps are inverse one from another, therefore, there is a bijection between Zp
and Ẑp.
It can also be easily shown that the topological group structure is passed onto Zp.
Remark. The ring Zp may also be obtained by Z using the p-adic norm. We will expand on this
topic on Chapter 4.
The Prüfer ring Ẑ
Let us consider the poset 〈N, |〉, where | is the divisibility relation, i.e., if n, m ∈ N,
then n | m if and only if m = kn for some k ∈N. Then, if m ≥ n, we define the morphism
ϕnm : ZupslopemZ −→ ZupslopenZ
a + mZ 7−→ a + nZ
This is well defined since n | m. Hence,
(
ZupslopenZ, ϕnm
)
is a projective system of topological
groups.
The projective limit of this system is the Prüfer ring or how its called nowadays, the
zed-hat ring, denoted as Ẑ.
This topological group has some properties:
- Z is a dense open subgroup of Ẑ.
- nẐ are the open subgroups of Ẑ, for each n ∈N.
- Using the Chinese Remainder Theorem, if n = ∏p psi , then
ZupslopenZ ∼=∏
p
ZupslopepsiZ
Taking projective limits on both sides, we obtain
Ẑ ∼=∏
p
Zp
Some results are derived from these properties:
(1) We know that Gal(Fqn | Fq) ∼= ZupslopenZ for any n ∈ N mapping the Frobenius auto-
morphism ϕn(x) = xq of Fqn to 1 ∈ ZupslopenZ.
Passing to the projective limit, we have the result
Gal(Fq | Fq) ∼= Ẑ
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Remark. lim−→Fqn = Fq the algebraic closure of Fq. lim−→ is called the direct limit. We define
a directed system in a similar manner as an inverse system, but instead of having arrows
ϕij : Xj −→ Xi whenever i ≤ j, we have ϕij : Xi −→ Xj whenever i ≤ j. The defi-
nition of the directed limit follows: Let
(
Xi, ϕij
)
be a direct system of objects and morphisms
in C. A direct limit is a pair (X, ϕi) where X, is an object in C and ϕi : Xi −→ X
are morphisms such that ϕi = ϕj ◦ ϕij (i.e. they are compatible) and satisfy the universal
property.
Remark. This isomorphism sends the Frobenius automorphism ϕ of Fq to 1 ∈ Ẑ and
the subgroup 〈ϕ〉 to Z. This last assertion is important, since it says that we can find
ψ ∈ Gal(Fq | Fq) such that ψ /∈ 〈ϕ〉, which is a contradiction to the classical Galois
Fundamental Theorem, as we are going to see in Chapter 2.
(2) Let Q˜ | Q be the extension obtained by adjoining all roots of unity. We know, from
classical Galois Theory that
Gal(Q(ζn) | Q) ∼=
(
ZupslopenZ
)∗
where ζn is an nth root of unity. Taking projective limits on both sides, and assuming
lim←−
(
ZupslopenZ
)∗ ∼= Ẑ∗, we obtain
Gal(Q˜ | Q) ∼= Ẑ∗
1.3 Profinite groups
Definition 1.17. We call a family I of normal open subgroups of an arbitrary group G a filter base
if, for every k1, k2 ∈ I, there exists k3 ∈ I contained in k1 ∩ k2.
Proposition 1.18. Let (G, ϕi) be the inverse limit of an inverse system (Gi, ϕij) of compact Haus-
dorff topological groups indexed by I. Let L be an open normal subgroup of G. Then Ker ϕi is
a closed subgroup of L for some i. Consequently, GupslopeL is isomorphic, as a topological group, to a
quotient group of a subgroup of some Gi, and if, in addition, each map ϕi is surjective, then GupslopeL is
isomorphic to a quotient group of some Gi.
Proof. Since L is open and contains 1, we have ϕ−1i (U) ⊆ L for some i and some open set
U of Gi containing 1 (everything comes from Proposition 1.14(ii)). Therefore, Ker ϕi is a
closed subgroup of L for some I. Thus we have
GupslopeL ∼=
(
GupslopeKer ϕi
)
upslope(LupslopeKer ϕi)
Since GupslopeKer ϕ ∼= Im ϕi it follows that GupslopeL is isomorphic to a quotient of Im ϕi. The other
assertion follows.
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Proposition 1.19. Let G be a topological group and I a filter base of closed normal subgroups.
For K, L ∈ I, define K ≤′ L if and only if L ⊆ K. Now, I is directed with respect to ≤′ and the
surjective homomorphisms qKL : GupslopeL −→ GupslopeK defined for K ≤′ L, make the groups GupslopeK into
an inverse system.
Write (Ĝ, ϕk) = lim←−
(
GupslopeK, qKL
)
.
There is a continuous homomorphism θ : G −→ Ĝ with kernel ⋂K∈I K with image a dense
subgroup of Ĝ and such that ϕKθ is the quotient map from G to GupslopeK.
If G is compact, then θ is surjective,
⋂
K∈I K = 1 and θ is an isomorphism of topological groups.
Proof. We proved in Theorem 1.15 that
(
GupslopeK, qKL
)
is an inverse system. We shall take
Ĝ = slim←−GupslopeK. Now, the map
θ : G −→ C := ∏K∈I GupslopeK
g 7−→ (gK)
has Im(θ) ⊆ Ĝ.
This gives an induced map from G to Ĝ
G
θ 
θ // C
Ĝ
?
i
OO
Now, since qk = pikθ and qk and pik are continuous homomorphisms, then θ is a continuous
homomorphism, hence θ is a continuous homomorphism.
Let g ∈ G, g ∈ Ker θ if and only if Kg = K, for every K ∈ I. Hence, Ker θ = ⋂K∈I K.
For each K ∈ I, ϕK(θ(G)) = GupslopeK. Hence, the diagram commutes
G θ //
qK 
Ĝ
ϕK

GupslopeK
Now, by Proposition 1.14(iii), Im θ is dense in Ĝ.
By Lemma 1.2(vi) each group GupslopeK with K ∈ I is Hausdorff.
Finally, suppose G compact. Then θ(G) is compact, hence θ(G) is closed in C. Since
θ(G) is also dense in Ĝ, it follows θ(G) = Ĝ.
If, in addition
⋂
K∈I K = 1, then θ is a continuous bijection and so, a homeomorphism,
since G is compact and Ĝ Hausdorff.
Definition 1.20. A class of finite groups is a class in the usual sense which, in addition, is closed
with respect to taking isomorphic images.
That is, if C is a class, F1 ∈ C, and F2 ∼= F1, then F2 ∈ C.
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Definition 1.21. Let C be a class of finite groups.
We call a group F a C−group if F ∈ F .
We call a group G a pro−C group if it is an inverse limit of C−groups.
Definition 1.22. We say that C is closed for subgroups (resp. quotients) if every subgroup (resp.
quotient) of a C−group is again a C−group.
Definition 1.23. We say that C is closed for direct products if F1 × F2 ∈ C whenever F1, F2 ∈ C
We shall now characterize the pro−C groups.
Theorem 1.24. Let C be a class of finite groups which is closed for subgroups and directed products,
and let G be a topological group. The following are equivalent:
(i) G is a pro−C group.
(ii) G is isomorphic (as a topological group) to a closed subgroup of a cartesian product of
C−groups.
(iii) G is compact and
⋂{N | N is an open normal subgroup of G and GupslopeN ∈ C} = 1.
(iv) G is compact and totally disconnected, and for every open normal subgroup L of G, there is
a normal subgroup N of G with N closed in L and GupslopeN ∈ C.
In addition, if C is closed for quotients, then (iv) can be replaced by
(iv′) G is compact and totally disconnected and GupslopeL ∈ C for every open normal subgroup L of G.
Proof.
(i)⇒ (ii) This follows from Proposition 1.13(iii).
(ii)⇒ (iii) Let G be isomorphic to Ĝ, a closed subgroup of C = ∏Gi, where each Gi ∈ C. For
each i, write Ki for the kernel of the projection map from C to Gi. Since each Gi is
compact, C is compact, hence, Ĝ is compact.
For each i, write Ni = Ki ∩ Ĝ. Since Ki is an open normal subgroup of C, so is Ni;
and since
⋂
Ki = 1, we have
⋂
Ni = 1. Moreover,
ĜupslopeNi
∼= GKiupslopeKi ⊆ CupslopeKi ∼= Gi
where GKiupslopeKi is a closed subgroup of
CupslopeKi. Hence,
ĜupslopeNi ∈ C for each i.
(iii)⇒ (i) Write I = {N | N is an open normal subgroup of G and GupslopeN ∈ C}. Let N1, N2 ∈
I and consider the map from G to the C-group GupslopeN1 × GupslopeN2 defined by g 7−→
(N1g, N2g). This is a continuous homomorphism and its kernel is N1 ∩N2. It follows
that N1 ∩ N2 ∈ I. Therefore, Proposition 1.19 may be applied and we have G ∼=
lim←−N∈I GupslopeN.
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(i)⇒ (iv) By Proposition 1.13, G is compact and totally disconnected and the remaining fol-
lows from Proposition 1.18.
(iv)⇒ (iii) This follows from Proposition 1.4.
Finally, suppose that C is closed for quotients. For each open normal subgroup L of G, we
may find an open normal subgroup N of G as in Proposition 1.18 with N closed in L and
GupslopeN ∈ C, and since GupslopeL ∼=
(
GupslopeN
) (
LupslopeN
)
, this implies that GupslopeL ∈ C.
We obtain the following important characterization of profinite groups.
Corollary 1.25. Let C be the class of all finite groups and G a topological group. The following
are equivalent:
(i) G is profinite
(ii) G is isomorphic, as a topological group, to a closed subgroup of a Cartesian product of finite
groups.
(iii) G is compact and
⋂{N | N is an open normal subgroup of G} = 1.
(iv) G is compact and totally disconnected.
The following theorem describes how, given a profinite group G, its subgroups and
quotient groups, G can be represented explicitly as inverse limits.
Theorem 1.26. (i) Let G be a profinite group. If I is a filter base of closed normal subgroups of
G, such that
⋂
N∈I N = 1, then
G ∼= lim←−
N∈I
GupslopeN
Moreover, for each H, K closed in G,
H ∼= lim←−
N∈I
HupslopeH ∩ N
and
GupslopeK ∼= lim←−
N∈I
GupslopeKN
(ii) If C is a class of finite groups which is closed for subgroups and direct products, then closed
subgroups, Cartesian products and inverse limits of pro-C groups are pro-C groups. If, in
addition, C is closed for quotients, then quotient groups of pro-C groups by closed normal
subgroups are pro-C groups.
Proof. (i) The first two statements follow directly from Proposition 1.19. The family
J = {KN | N ∈ I} us a filter base of open normal subgroups of G containing K, and
by Lemma 1.2(h) we have ⋂
M∈J
M = K
⋂
N∈I
N = K
Therefore, the third statement follows from Proposition 1.19 aswell.
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(ii) The statements about subgroups and quotients follow straight from (i).
Since closed subgroups of closed groups are closed and the Cartesian products of
Cartesian products are Cartesian products, the statements about subgroups follows
from the equivalence of (i) and (ii) in 1.24.
Since profinite groups are Hausdorff, 1.13(iii) implies that inverse limits of pro-C
groups are isomorphic to closed subgroups of Cartesian products of pro-C groups
and so, are pro-C groups.
Alternatively, the statement concerning inverse limits of pro-C groups can be proved
directly from the definition of inverse limit
Lemma 1.27. Let f : G −→ A be a map from a profinite group G to a discrete space A. Then
f is continuous if and only if there exists an open normal subgroup N of G such that f factors
through GupslopeN.
G
f //
q

A
GupslopeN
∃ f˜
>>
Proof. Clearly, if f factors through GupslopeN, then f is continuous.
Conversely, suppose that f is continuous. Then Im f is finite. Let Im f = {a1, . . . , an}
and write for each i
Oi = {x ∈ G | f (x) = ai}
Now, Oi is open, and so is a union of open cosets in G; and Oi is also closed, hence
compact, and so is the union of finitely many such cosets Vx. Find an open normal
subgroup N which is contained in V for each of the cosets Vx arising. Then each Oi is a
union of cosets of N and the result follows.
Theorem 1.28. A compact, totally disconnected topological group is profinite.
Proof. Let G be such a group. Since G is totally disconnected and locally compact, the
open subgroups of G form a base of neighborhoods of 11. Such a subgroup U has finite
index in G since G is compact; hence its conjugates gUg−1, where g ∈ G are finite in
number and their intersection V is both normal and open in G. Such V’s are thus a base
of neighborhoods of 1.
The map G −→ lim←−GupslopeV is injective, continuous, and its image is dense; a compactness
then shows that it is an isomorphism. Hence G is profinite.
1A proof of this can be found in [2] Chapter III, §3, no6
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Chapter 2
Fundamental Galois Theorem for
infinite extensions
Every field k is equipped with a distinguished Galois extension: the separable clo-
sure k | k. Its Galois group, Gal(k | k) is called the absolute Galois group of k. As
a rule, this extension will have infinite degree. There are, of course, some exceptions,
which will be characterized in Chapter 3. For example, consider the field Ralg = {x ∈
R | x is algebraic over Q}. Then its separable closure (and its algebraic closure) is Q =
Ralg(
√−1). This extension has a finite degree.
For finite field extensions, we can use all the main tools of classical Galois Theory, but,
can we do the same for an extension of infinite degree? The answer is no, sadly, and we
will see a counterexample:
Consider the absolute Galois group G := Gal(Fp | Fp) of the field Fp with p elements.
G contains the Frobenius automorphism ϕ which is given by
ϕ(x) = xp, for all x ∈ Fp
The subgroup 〈ϕ〉 = {ϕn | n ∈ Z} has the same fixed field Fp as the whole of G. But
contrary to what we are used to in finite Galois theory, we find 〈ϕ〉 ( G. In order to
prove this, let us construct an element ψ ∈ G which does not belong to 〈ϕ〉. We choose a
sequence {an}n∈N of integers satisfying
an ≡ am (mod m)
whenever n | m, but such that there is no integer a satisfying an ≡ a (mod n) for all n ∈N.
An example of such a sequence is given by an = n′xn, where we write n = n′pνp(n),
(n′, p) = 1 and 1 = n′xn + pνp(n)yn, where νp(n) is the p-adic valuation (this will be
defined in Chapter 4). Now put
ψn = ϕ
an
∣∣
Fpn
∈ Gal(Fpn | Fp)
If Fpm ⊆ Fpn , then m | n so that an ≡ am (mod m), and therefore
ψn
∣∣
Fpm
= ϕan
∣∣
Fpm
= ϕam
∣∣
Fpm
= ψm
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Observe that ϕ
∣∣
Fpm
has order m. Therefore, the ψn define an automorphism ψ of Fp =
∪∞n=1Fpn . Now, ψ can not belong to 〈ϕ〉 because ψ = ϕa for a ∈ Z would imply
ψ
∣∣
Fpn
= ϕan
∣∣
Fpn
= ϕa
∣∣
Fpn
hence an ≡ a (mod n) for all n, which is what we ruled out by construction.
This might lead us to think that the classical Fundamental Galois Theorem is just
wrong in infinite extensions, but we will see that, equipping the Galois group with the
correct topology, we can state the Fundamental Galois Theorem for infinite extensions.
2.1 Infinite Galois extensions characterization
Throughout the section we will use the following definitions. Let K | k be a (finite or
infinite) Galois field extension. Then, we define
F = {L | k ⊆ L ⊆ K, such that L | k is a finite Galois extension}
Also, let
N = {Gal(K | L) | L ∈ F}
Now we can define inverse systems indexed by these two sets.
First, in F we can define a partial ordering ≤ such that, for any L1, L2 ∈ F , L1 ≤ L2 if
and only if L1 ⊆ L2. We can also define the continuous maps
ϕL,L′ : Gal(L′ | k) −→ Gal(L | k)
σ 7−→ σ∣∣L
Whenever L ≤ L′, these maps are well defined (since L | k is Galois, hence normal), and
satisfy the compatibility condition of the projective systems. Hence,
(
Gal(L | k), ϕL,L′
)
L∈F
is a projective system.
Before defining the projective system with N , we must prove the following lemma
Lemma 2.1. Let K | k be an infinite Galois extension and let H ∈ N . Then H = Gal(K | L) is a
normal subgroup of Gal(K | k) and Gal(L | k) ∼= Gal(K | k)upslopeGal(K | L)
Proof. Since L | k is a normal extension, the map
θ : Gal(K | k) −→ Gal(L | k)
σ 7−→ σ∣∣L
is a well defined map.
Given τ ∈ Gal(L | k), τ can be extended to a τ′ ∈ Gal(K | k) so that τ′∣∣L = τ, thus, θ is
surjective.
Since Ker(θ) = Gal(K | E) = H, H is a normal subgroup of G and by the first isomor-
phism theorem, Gal(E | k) ∼= Gal(K | k)upslopeGal(K | L).
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We can now define a projective system indexed by N . We define a partial ordering on
N , ≤, such that, if H1, H2 ∈ N , then H1 ≤ H2 if and only if H2 ⊆ H1. We can also define
the continuous homomorphisms
ϕH,H′ :
Gal(K | k)upslopeH′ −→ Gal(K | k)upslopeH
σH′ 7−→ σH
We know from the Lemma that H is a normal subgroup of Gal(K | k), so the quotients are
well defined and if H ≤ H′, the map ϕH,H′ is a well defined continuous homomorphism.
Hence,
(
Gal(K | k)upslopeH, ϕH,H′
)
H∈N
is an inverse system.
However, these two systems are the same one since, by the lemma, Gal(K | k)upslopeGal(K | L) ∼=
Gal(L | k). Also, if H = Gal(L | k), H′ = Gal(L′ | k), with H, H′ ∈ N , we have H ≤ H′ if
and only if L ≤ L′. Finally, the two maps ϕL,L′ and ϕH,H′ correspond to each other exactly,
which proves the equality between the inverse systems we stated.
This equality will give us the freedom to jump from one inverse system to the other
when necessary.
Remark 2.2. The projective system
(
Gal(K | k)upslopeH, ϕH,H′
)
H∈N
gives a collection of homo-
morphisms
ϕH : Gal(K | k) −→ Gal(K | k)upslopeH
σ 7−→ σH
which are compatible with the maps ϕH,H′ . Then, by the universal property of projec-
tive limits, there is a unique homomorphism χ′ : Gal(K | k) −→ lim←−H∈N
Gal(K | k)upslopeH
and since lim←−H∈N
Gal(K | k)upslopeH ∼= lim←−E∈F Gal(E | k), we also have a homomorphism
χ : Gal(K | k) −→ slim←−E∈F Gal(E | k)
Lemma 2.3. Let α1, . . . , αn ∈ K. Then there is an E ∈ F such that α1, . . . , αn ∈ E
Proof. Let k ⊆ E ⊆ K be the splitting field of ∏ni=1 Irr(αi, k). Clearly, E is normal over k
and since E ⊆ K and K | k is separable then E | k is separable. Hence, E | k is Galois.
Finally, [E : k] ≤ ∏ni=1 deg(Irr(αi, k)) < ∞, so E ∈ F .
Corollary 2.4. ⋃
E∈F
E = K
Proof. Let x ∈ K. Then, there exists E ∈ F such that x ∈ E ⊆ ⋃E∈F E.
Since E ⊆ K for each E ∈ F , ⋃E∈F E ⊆ K.
Notation. If G is a group, we will denote the identity element in G as 1G when we have multiple
groups.
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Proposition 2.5. The homomorphism χ : Gal(K | k) −→ slim←−E∈F Gal(E | k) is an isomor-
phism.
Proof. First note that the uniqueness of χ implies that it is the map σ 7−→ (σ∣∣E)E∈F , since
this map is a compatible homomorphism.
χ is injective, because χ(σ) = (1E)E∈F implies that σE = 1E for every E ∈ F . However,
since K =
⋃
E∈F E, one has that σ = 1K.
Finally, χ is surjective. Let (σE)E∈F ∈ slim←−E∈F Gal(E | k). Let us define σ as follows.
Let α ∈ K, so there exists some E ∈ F such that α ∈ E by Lemma 2.3. Then let σ(α) =
σE(α) for such E. In this way, one defines σ for each α ∈ K and thus obtains σ ∈ Gal(K | k).
Since E1 ≤ E2 if and only if Gal(E1 | k) ≤ Gal(E2 | k), if α ∈ E1 ≤ E2, then σE1(α) = σE2(α),
so σ is well defined. Then, χ(σ) = (σE)E∈F so χ is surjective.
Corollary 2.6. For any infinite Galois extension K | k, Gal(K | k) is profinite. Hence, Gal(K | k)
is compact, Hausdorff and totally disconnected.
We have now equipped Gal(K | k) with a topology. We will now define a different
topology on Gal(K | k) called the Krull topology. This topology might seem a bit more
workable, but we shall see that it is really nothing more that the topology we have just
defined.
The Krull Topology
Lemma 2.7. ⋂
H∈N
H = 1
Proof. Since Gal(K | k) is profinite and by Lemma 2.1, any H ∈ N is normal in Gal(K | k),
by Corollary 1.25 (iii), we have the result.
Corollary 2.8. For all σ ∈ Gal(K | k), ⋂
H∈N
σH = {σ}
Notation. We denote the fixed field of an extension K | k by H, a subgroup of the Galois group,
as KH .
Lemma 2.9. If H1, H2 ∈ N then H1 ∩ H2 ∈ N .
Proof. Let H1 = Gal(K | E1) and H2 = Gal(K | E2), for E1, E2 ∈ F . Because E1, E2 are
finite Galois over k, so is E1E2, so E1E2 ∈ F . However, Gal(K | E1E2) = H1 ∩ H2 because:
σ ∈ H1 ∩ H2 ⇐⇒ σ
∣∣
E1
= 1E1 and σ
∣∣
E2
= 1E2 ⇐⇒ E1, E2 ∈ K〈σ〉 ⇐⇒
⇐⇒ E1E2 ∈ K〈σ〉 ⇐⇒ σ ∈ Gal(K | E1E2)
Hence, H1 ∩ H2 = Gal(K | E1E2) ∈ N .
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Lemma 2.10. B = {σH | σ ∈ Gal(K | k), H ∈ N} forms a basis for a topology on Gal(K | k).
Proof. Each open set is a union of cosets σH hence an arbitrary union of open sets is also
a union of such cosets, so in this topology an arbitrary union of open sets is open.
Gal(K | k) is open because k | k is a finite extension of degree 1. The main thing to
check is that open sets are closed under finite intersections. It suffices to check this for
two elements of the basis, which we do now. If τH1 and τH2 are two basis elements, let
τ ∈ τ1H1 ∩ τ2H2. Then τH1 = τ1H1 and τH2 = τ2H2, so τ(H1 ∩ H2) = τH1 ∩ τH2 =
τ1H1 ∩ τ2H2. Lemma 2.9 implies that H1 ∩ H2 ∈ N , hence τ(H1 ∩ H2) is open. Finally, for
some H ∈ N with H 6= G, choose τ1, τ2 ∈ G such that τ1H 6= τ2H. Then, τ1H ∩ τ2H = ∅
and ∅ is open, so B is indeed the basis for a topology on G.
In light of this lemma, we define
Definition 2.11. Let K | k be a Galois extension. The Krull topology on Gal(K | k) is the topology
with basis all cosets σH, where σ ∈ Gal(K | k), H = Gal(K | E) and E | k is a finite Galois
extension.
Remark 2.12. If H ∈ N , with H = Gal(K | E), by Lemma 2.1 we know that Gal(E | k) ∼=
Gal(K | k)upslopeGal(K | E), so [G : H] is finite. Thus, there exists σ1, σ2, . . . , σn such that
G = H ∪ σ1H ∪ · · · ∪ σ2H
So G \ H is also a union of open sets. Therefore H is both open and closed. Thus, the
Krull topology has a basis of subgroups which are both closed and open.
Proposition 2.13. Giving Gal(K | k) the Krull topology and slim←−E∈F Gal(E | k) the profi-
nite group topology, the map χ : Gal(K | k) −→ slim←−E∈F Gal(E | k) is a homeomorphism of
topological spaces.
Proof. We already know that χ is a group isomorphism by Proposition 2.5, so χ is bijective.
The open sets in Gal(K | k) are generated by the basis {σH | σ ∈ Gal(K | k), H ∈ N}
and by the sub-basis
⋃
E∈F{pi−1E ({σ}) | σ ∈ Gal(E | k)} in slim←−E∈F Gal(E | k). First, let
us check that χ is continuous. χ−1(pi−1E ({σ})) = {τ ∈ Gal(K | k) | τ
∣∣
E = σ} = {τ ∈
Gal(K | k) | τ is an extension of σ to K} = ⋃τ∈Gal(K|k) τGal(K | E) where the union is
taken over all such τ which extend σ, and which is clearly open in G by definition of the
Krull topology.
Now, let us check that χ−1 is continuous, which is equivalent to checking that χ is an
open map. Let σH be a basic open set for the Krull topology on Gal(K | k), so σ ∈ Gal(K |
k) and H = Gal(K | E) for some E ∈ F . Then χ(σH) = {(στL)L∈F | τL|E = 1L∩E} =
{(τL)L∈F | σ−1τL|E = 1L∩E} = {(τL)L∈F | τL|E = σL∩E} = pi−1({σ
∣∣
E}) which is also open
in slim←−E∈F Gal(E | k). Thus χ is a homeomorphism.
Corollary 2.14. Equipped with the Krull topology, the Galois group of an infinite algebraic exten-
sion K | k forms a topological group. That is, the map from Gal(K | k)×Gal(K | k) to Gal(K | k)
such that (x, y) 7−→ xy−1 is continuous under the Krull topology.
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Corollary 2.15. Equipped with the Krull topology, the Galois group of an algebraic extension is
compact, Hausdorff and totally disconnected.
2.2 Fundamental Galois Theorem for infinite extensions
We are on the brink of proving the fundamental theorem for infinite extensions. Before
that, we will require one more lemma.
Lemma 2.16. Let K | k be a Galois extension, G = Gal(K | k), H closed subgroup of G and let
H = Gal(K | L) where L = KH . Then H′ = H, where H denotes the closure of H in the Krull
topology on G.
Proof. Since every element on H fixes L by definition of L, we have that H is a closed
subgroup of H′. Now take σ ∈ G \ H′. Then, there is an α ∈ L with σ(α) 6= α. Choose
E ∈ F with α ∈ E (which we know we can do by Lemma 2.3) and let N = Gal(K | E).
Then, for any τ ∈ N, τ(α) = α, so στ(α) = σ(α) 6= α. Hence, σN is an open neighborhood
of σ disjoint from H′, so G \ H′ is open and hence H′ is closed.
Finally, we want to show that H′ ⊆ H. Then we will have H ⊆ H′ ⊆ H and H′ is
closed, so H′ = H. Let σ ∈ H′ and again, choose any N ∈ N , N = Gal(K | E) with E ∈ F .
Let H0 = {ρE | ρ ∈ H}. This is a subgroup of Gal(E | k), where Gal(E | k) is finite. Since
the fixed field of H0 is KH ∩ E, that is, L ∩ E. The classical fundamental theorem shows
that H0 = Gal(E | E ∩ L). Since σ ∈ H′, σ
∣∣
L = 1L, so σ
∣∣
L ∈ H0. Thus there is ρ ∈ H
with ρ
∣∣
E = σ
∣∣
E and thus σ
−1ρ ∈ Gal(K | E) = N so ρ ∈ σN ∩ H. Thus, for every σ ∈ H′
and every basic open neighborhood σN of σ, we have (σN ∩ H′) \ {σ} 6= ∅, so σ ∈ H.
Therefore, we have H′ ⊆ H, so H′ = H.
Now, finally, we are ready to state and prove the generalized fundamental theorem,
valid for all infinite Galois extensions.
Theorem 2.17 (Fundamental Theorem of Infinite Galois Theory). Let K be a Galois extension
of k, and let G = Gal(K | k).
(1) With the Krull topology on G, the maps E 7−→ Gal(K | E) and H 7−→ KH give and
inclusion-reversing correspondence between intermediate fields k ⊆ E ⊆ K and closed sub-
groups H of G.
(2) If E corresponds to H, then the following are equivalent:
(i) [G : H] < ∞.
(ii) [E : k] < ∞.
(iii) H is open.
(3) If the conditions in (2) are satisfied, then [G : H] = [E : k].
(4) For any closed subgroup H of G, where H = Gal(K | E), we have that H is normal in
G if and only if E | k is Galois. If this is the case, then there exists a group isomorphism
θ : GupslopeH −→ Gal(E | k) .
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Proof. (1) If k ⊆ E ⊆ K (not necessarily E | k in F ), then K | E is normal and separable,
hence Galois. Thus E is the fixed field of Gal(K | E). If H is a closed subgroup of G,
then Lemma 2.16 shows that Gal(K | KH) = K. Thus, we have that H = Gal(K | E)
for some k ⊆ E ⊆ K if and only if H is closed, so the maps L 7−→ Gal(K | L) and
H 7−→ KH give the desired correspondence between intermediate fields and closed
subgroups.
(2)
(i)⇒ (iii) Let k ⊆ E ⊆ K, H = Gal(K | E) and suppose that [G : H] < ∞. Then G \ H is a
finite union of closed cosets (because H is closed) so H is open.
(iii)⇒ (ii) Now, if H = Gal(K | E) is open then H contains some basic open neighbor-
hoods of 1, so N ⊆ H for some N ∈ N . If L = KN , then E ⊆ L, L ∈ F , so
[L : k] < ∞ and [L : k] = [L : E][E : k] < ∞ implies [E : k] < ∞.
(ii)⇒ (i) If [E : k] < ∞, then choose L ∈ F with E ⊆ L (which can always be done by
Lemma 2.3), and let N = Gal(K | L). Then N is a closed subgroup of H since
E ⊆ L so [G : H] ≤ [G : N] < ∞.
(3) We know that |Gal(E | k)| = [E : k], thus [G : H] = [E : k].
(4) Suppose that H normal subgroup of G is closed in G, so H = Gal(K | E). Let α ∈ E
and let f (X) = Irr(α, k)(X). If β ∈ K is another root of f , then there is σ ∈ G with
σ(α) = β. If τ ∈ H, then τ(β) = σ−1(στσ−1(α)) = σ−1(α) = β, since στσ−1 ∈ H.
Thus, β is in the fixed field of H which is E, so f splits over E. Thus, E | F is normal,
E | k is separable since K | k is, so E | k is Galois.
Conversely, if E | k is Galois, then the map θ : G −→ Gal(E | k) such that θ(σ) =
σ
∣∣
E is well defined (since E | k is normal), and Ker θ = Gal(K | E) = H, which is
normal in G. θ is also surjective by the isomorphism extension theorem, so GupslopeH ∼=
Gal(E | k).
Remark 2.18. If K | k is a finite Galois extension, then the Krull topology on Gal(K | k)
is discrete. This is because K | k is finite, hence Gal(K | K) = {1} is open. Thus, every
subgroup of Gal(K | k) is closed, so we obtain our original bijective correspondence given
by the classical fundamental Galois theorem.
2.3 Profinite groups as Galois groups
To finish off this chapter, we are going to include a result that characterizes all profinite
groups as Galois groups of an algebraic field extension.
Lemma 2.19. Let θ be an homomorphism from a profinite group G to the Galois group of an
algebraic field extension K | k (the continuity of θ is not assumed). For each x ∈ K, write Gx for
the group of elements of G whose images under θ fix x. Suppose that Gx is open for each x and
that the subfield fixed by θ(G) is k. Then K | k is a Galois extension, and θ is continuous and
surjective.
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Proof. Write Rx for the intersection of the conjugates of Gx in G, for each x ∈ K. Since Gx
is open, it contains an open normal subgroup, and so Rx is open.
Let x1, . . . , xr ∈ K and write L for the subfield generated by k and all images of
x1, . . . , xr under the elements of θ(G). Thus, G induces automorphisms of L and if g ∈ G,
then θ(g) fixes each element of L if and only if g lies in the open normal subgroup
Rx1 ∩ · · · ∩ Rxr . It follows that the image of G in Gal(L | k) is finite and that its fixed
field is k. A result of Artin in classical Galois theory asserts that if H is a finite group of
automorphisms of a field F and if the fixed field is F0, then the extension F | F0 is Galois
and H = Gal(F | F0). It follows that L | k is a finite Galois extension and that G maps onto
Gal(L | k).
Now K is a union of such fields L, and so, the extension K | k is Galois. The image of
θ(G) in Gal(L | k) under the map from Gal(K | k) to Gal(L | k) is Gal(L | k); since this
map has kernel Gal(K | L) it follows that
Gal(K | k) = θ(G)upslopeGal(K | L)
for each L. Each subgroup θ−1(Gal(K | L)) is open and so, since the subgroups Gal(K | L)
form a base of neighborhoods of 1 in Gal(K | k), the map θ is continuous. Therefore θ(G)
is closed in Gal(K | k), and from Lemma 1.2(h) we conclude that θ is surjective.
Theorem 2.20. Every profinite group G is isomorphic, as a topological group, to a Galois group.
Proof. Let F be an arbitrary field. Write S for the disjoint union of the sets GupslopeN, where N
is an open normal subgroup of G, and let K = F(Xs | s ∈ S), where the elements Xs are
independent transcendentals over F in bijective correspondence with the elements of S.
The natural action of F on S as a group of permutations induces a homomorphism θ from
G to the group of field automorphisms of K. If u ∈ K, then we have u ∈ F(Xs1 , . . . , Xsr )
, say; and if si = Nigi for i = 1, . . . , r then (in the notation of Lemma 2.19) we have
N1 ∩ · · · ∩ Nr closed subgroup of Gu, which is open.
Let k be the fixed field of G. The map θ : G −→ Gal(K | k) is clearly and injective
homomorphism, and from Lemma 2.19 it is continuous and surjective. We conclude that
θ is an homeomorphism, since G is compact and Gal(K | k) is Hausdorff, hence θ is an
isomorphism of profinite groups.
This concludes the most theory-heavy part of this work.
We recall that we have already shown an example of an infinite Galois group, the
absolute Galois group of the Galois extension Gal(Fp | Fp) = Ẑ in Section 1.2.1. In
general, these groups are very difficult to compute, so this is why there are not a lot of
examples that we can easily explain.
We are now going to characterize the dimension of the absolute Galois group Gal(k | k)
using the Artin-Schreier theorem and we are going to explore the p-adics integers Qp and
its algebraic extensions briefly.
Chapter 3
Algebraic closure characterization
3.1 Formally Real Fields
Definition 3.1. A field F is said to be ordered if there is a given subset P in F such that P is closed
under addition and multiplication and
F = P unionsq {0} unionsq −P
where −P = {−p | p ∈ P}.
Remark 3.2. We can prove that Q is an ordered field, taking P = {x ∈ Q | x > 0}.
Remark 3.3. An ordered field F is said to be totally ordered if we define a > b to mean
a− b ∈ P. Moreover, if a > b, then a + c > b + c for every c ∈ F, and ap > bp for every
p ∈ P.
Lemma 3.4. If F is a totally ordered field, then 1 ∈ P and for every x ∈ F, such that x 6= 0,
x2 > 0.
Proof. Since 1 6= 0, we have either 1 ∈ P or 1 ∈ −P. By definition, 1 ∈ −P implies −1 ∈ P,
but, (−1)(−1) = (−1)2 = 1, by the second assertion, hence, P would not be closed under
multiplication. Therefore, 1 ∈ P.
Now, let us prove that for any x ∈ F \ {0}, x2 > 0. If x > 0, then x2 = x · x > x · 0 = 0.
If x < 0, then −x > 0, so x2 = (−x) · (−x) > (−x) · 0 = 0.
Proposition 3.5. If F is totally ordered, then −1 is not a sum of squares in F.
Proof. First of all, let us reduce the problem to a simpler one. Suppose
−1 = ∑
ai∈F
a2i
29
30 Algebraic closure characterization
Since 1 ∈ F and 12 = 1, we can rewrite the expression as
0 = ∑
ai∈F
a2i + 1 = ∑
ai∈F
a2i
Now, for each a 6= 0, a2 = (−a)2 > 0
Hence, ∑ a2i = 0 only if ai = 0, for each i.
Corollary 3.6. The characteristic of a totally ordered field is always 0
Definition 3.7. A field F is called formally real if −1 is not a sum of squares in F.
Remark 3.8. If F is a totally ordered field, F is formally real.
Lemma 3.9. Let P0 be a subgroup of F∗ of a field F such that P0 is closed under addition and
contains all non-zero squares. Let a ∈ F∗ such that −a /∈ P0. Then P1 = P0 + P0a = {b + ca |
b, c ∈ P0} is a subgroup of F∗ closed under addition.
Proof. Evidently, P1 is closed under addition; if b, c, b′, c′ ∈ P0 such that b+ ca, b′+ c′a ∈ P1,
then (b + ca) + (b′ + c′a) = (b + b′) + (c + c′)a, and since P0 is closed under addition,
(b + b′), (c + c′) ∈ P0. It is also closed under multiplication, since (b + ca)(b′ + c′a) =
(bb′ + cc′a2) + (bc′ + b′c)a and bb′ + cc′a2, bc + b′c ∈ P0.
We note that 0 /∈ P1, otherwise, we would have 0 = b+ ca, which gives −a = bc−1 ∈ P0.
Also, we have (b + ca)−1 = (b + ca)(b + ca)−2 = b(b + ca)−2 + c(b + ca)−2a ∈ P1 since
(b + ca)−2 = ((b + ca)−1)2 ∈ P0 is a non-zero square.
Hence, P1 is a subgroup of F∗.
Theorem 3.10. A field F can be ordered by a subset P if and only if it is formally real.
Proof. The implication to the right has been discussed in Remark 3.8.
Conversely, let F be formally real and let P0 = {∑ a2i | ai 6= 0}. P0 is closed under
addition, and since
(
∑ a2i
) (
∑ b2j
)
= ∑ a2i b
2
j , P0 is closed under multiplication.
Moreover, P0 contains all of the non-zero squares. Hence, if a = ∑ a2i , ai 6= 0, then
a−1 = aa−2 ∈ P0.
Thus, P0 satisfies the conditions of Lemma 3.9 and so, the set of subsets P1 satisfying
these conditions is not empty. We can apply Zorn’s lemma to conclude that this set of
subsets of F contains a maximal element P. It follows from the Lemma that if a ∈ F∗, then
either a ∈ P or −a ∈ P. Hence, F = P ∪ {0} ∪−P, where −P = {−p | p ∈ P}. Since 0 /∈ P
and P is closed under addition, P∩−P = ∅. Thus P, −P and {0} are disjoint and since P
is closed under addition and multiplication, P gives an ordering of the field F.
Definition 3.11. A field R is called real closed if it is ordered and if
(i) Every positive element of R has a square root in R.
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(ii) Every polynomial of odd degree in R[X] has a root in R.
Proposition 3.12. The ordering in a real closed field R is unique and any automorphism of such
field is an order-automorphism.
The proof for this can be found on [5] Chapter 5, §1 (Theorem 5.1).
Proposition 3.13. If R is real closed, then R(
√−1) is algebraically closed.
The proof for this can be found on [5] Chapter 5, §1 (Theorem 5.2).
Lemma 3.14. If F is formally real, then any extension field F(r) is formally real if either r =
√
a
for a ∈ F, a > 0, or r is algebraic over F with minimum polynomial of odd degree.
Proof. First, let r =
√
a, a > 0. Suppose that F(r) is not formally real. Then r /∈ F and
we have {ai}, {bi} ∈ F such that −1 = ∑(ai + bir)2. This gives ∑ a2i +∑ b2i a = −1. Since
a > 0, this is impossible.
In the second case, let f (x) be the minimum polynomial of r. Then the degree of f (x)
is odd. We shall use induction on m = deg( f (x)). Suppose that F(r) is not formally real.
Then we have polynomials gi(x) of degree less than m such that ∑ gi(r)2 = −1. Hence,
we have
∑ gi(x)2 = −1+ f (X)g(X) (3.1)
where g(X) ∈ F[X]. Since F is formally real and the leading coefficient of gi(X)2 is a
square, it follows that deg(−1 + f (X)g(X)) = deg(∑ gi(X)2) is even and less that 2m.
It follows that deg(g(X)) is odd and less than m. Now, g(X) has an irreducible factor
h(X) of odd degree. Let s be a root of h(X) and consider F(s). By the other induction
hypothesis, this is formally real. On the other hand, substitution of s in the equation 3.1,
yields the contradiction ∑ gi(s)2 = −1.
Theorem 3.15. A field R is real closed if and only if R is formally real and no proper algebraic
extension of R is formally real.
Proof. Suppose that R is real closed. Then C = R(
√−1) is algebraically closed and R ( C.
Evidently C is an algebraic closure of R and so, any algebraic extension of R can be
regarded as a subfield of C | R. Hence, if it is a proper extension it must be C, which is
not formally real since it contains
√−1.
Conversely, suppose that R is formally real and no proper algebraic extension of R has
this property. Let a ∈ R be positive. Then Lemma 3.14 show that R(√a) is formally real.
Hence, R(
√
a) = R and
√
a ∈ R.
Next, let f (x) be a polynomial of odd degree with coefficients in R. Let g(x) be
an irreducible factor of f (x) of odd degree and consider an extension field R(r) where
g(r) = 0. By Lemma 3.14, R(r) is formally real. Hence, R(r) = R. Then r ∈ R and
f (r) = 0. We have therefore verified the two defining propertied of a real closed field.
Hence, R is real closed.
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Theorem 3.16. A field R is real closed if and only if
√−1 /∈ R and C = R(√−1) is algebraically
closed
Proof. It suffices to show that if R has the stated properties, then R is real closed. Suppose
that R satisfies the conditions. We show first that the sum of two squares in R is a square.
Let a, b ∈ R \ {0} and let u be an element of C such that u2 = a + b√−1. We have the
automorphism x + y
√−1 7−→ x− y√−1 of C | R whose set of fixed points is R. Now,
a2 + b2 = (a + b
√−1)(a− b√−1) = u2u2 = (uu)2
and uu ∈ R. Thus a2 + b2 is a square in R. By induction, every sum of squares in R
is a square. Since −1 is not a square in R, it is not a sum of squares and hence, R is
formally real. On the other hand, since C is algebraically closed, the first part of the proof
of Theorem 3.15 shows that no proper algebraic extension of R is real closed. Hence R is
real closed by Theorem 3.15.
3.2 Real Closures
Even if this section is not used in the proof of the Artin-Schreier theorem, it has an
important theorem that only requires a bit more of work.
Definition 3.17. Let F be an ordered field. An extension field of F is called a real closure of F if
(i) R is real closed and algebraic over F
(ii) The (unique) order in R is an extension of the given order in F.
Definition 3.18. A Strum chain or Strum sequence of a square free polynomial p for the closed
interval [a, b] is a finite sequence of polynomials p0, p1, . . . , pm of decreasing degree with the fol-
lowing properties
(SC1) p0(a)p0(b) 6= 0
(SC2) If p(c) = 0 for c ∈ [a, b] then there exist open intervals (c1, c) and (c, c2) such that
p0(u)p1(u) < 0 for any u ∈ (c1, c) and f0 f1(u) > 0 for any u ∈ (c, c2).
(SC3) If pi(ξ) = 0 for 0 < i < m, then sign(pi−1(ξ)) = − sign(pi+1(ξ)).
(SC4) pm has no roots in [a, b].
Theorem 3.19 (Strum’s Theorem). Let R be a real closed field, p0, . . . , pm be a Strum chain of
the square free polynomial p and let σ(ξ) denote the number of sign changes, ignoring zeros, in the
sequence
p0(ξ), p1(ξ), . . . , pm(ξ)
Now, if a, b ∈ R, with a < b, the number of distinct roots of p in the half open interval (a, b] is
σ(a)− σ(b).
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Lemma 3.20. Let R be a real closed field and f (X) ∈ R[X] such that f (X) = Xn + an−1Xn−1 +
· · ·+ a1X + a0. Let us define M = 1 + |a1|+ · · ·+ |an|, where |·| denotes the absolute value in
R. Then, every root of f (X) in R lies in the interval (−M, M)
A proof of Strum’s theorem and the Lemma can be found on [5] Chapter 5, §2.
Lemma 3.21. Let R1, R2 be two real closed fields, Fi a subfield of Ri, a 7−→ a an order-isomorphism
of F1 onto F2, where the order in Fi is the one induced from Ri.
Suppose that f (X) is a monic polynomial in F1[X], f (X) the corresponding polynomial in
F2[X]. Then f (X) has the same number of roots in R1 as f (X) has in R2.
Proof. Defining M as above, the first number of roots is σ(−M)− σ(M) and the second
is σ(−M)− σ(M). Since a 7−→ a is an order isomorphism, σ(−M)− σ(M) = σ(−M)−
σ(M).
Theorem 3.22. Any ordered field has a real closure.
If F1 and F2 are ordered fields with real closures R1 and R2 respectively, then, any order
isomorphism of F1 into F2 has a unique extension to an isomorphism of R1 onto R2 and this
extension preserves order.
Proof. Let F be an ordered field and let F be an algebraic closure of F. Let F | E be a
subfield such that
E = F({√a | a > 0, a ∈ F})
Now, E is formally real. Otherwise, E contains elements ai such that ∑ a2i = −1.
The ai are contained in a subfield generated over F by a finite number of square roots
of positive elements of F, lets call it G = F(
√
b1, . . . ,
√
br). Now, since F is formally real,
F(
√
b1) is formally real by Lemma 3.14. Since F(
√
b1) is formally real, F(
√
b1)(
√
b2) =
F(
√
b1,
√
b2) is formally real by Lemma 3.14. Repeating this process, we get that G is
formally real. Now, since ai ∈ G and G is formally real, it contradicts the assumption that
E contains ai such that ∑ a2i = −1.
Let F = {E | E is formally real and E ⊆ F}. This set is not empty and by Zorn’s
Lemma, we have a maximal subfield R in the set. We claim that R is real closed.
If not, there exists a proper algebraic extension R′ of R that is formally real by Theorem
3.15. Since F is an algebraic closure of R, we may assume that R′ ⊆ F so, we have
R ( R′ ⊆ F. This contradicts the maximality of R. Hence, R is real closed.
Now, let a ∈ F and a > 0. Then a = b2 for some b ∈ E ⊆ R, hence a > 0 in the order
defined in R. Thus, the order in R is an extension of that of F and hence R is a real closure
of F.
Let F1 and F2 be ordered fields and Ri a real closure of Fi. Let
σ : F1 −→ F2
a 7−→ a
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be an order isomorphism of F1 onto F2. We would like to show that σ can be extended to
an isomorphism
Σ : R1 −→ R2
a 7−→ a
Let r ∈ R1, g(X) = Irr(r, F1) and r1 < r2 < · · · < rk = r < . . . rm be the roots of g(X) in
R1.
By the Lemma 3.21, the polynomial g(X) has precisely m roots in R2 arranged as
r1 < · · · < rm. We define
Σ : R1 −→ R2
rk 7−→ rk
It is a bijective map and Σ
∣∣
F1
= σ. Let us show that Σ is an isomorphism. To see this,
we show that if S is any finite subset of R1, there exists a subfield E1 of R1 | F1 and a
monomorphism
η : E1 | F1 −→ R2 | F2
that extends σ and preserves the order of the elements of S. That is, if S = {s1 < · · · < sn},
then ηs1 < · · · < ηsn. Let T = S ∪ {√si+1 − si | 1 ≤ i ≤ n − 1} and let E1 = F1(T).
Evidently, E1 is finite dimensional over F1 and so, by the primitive element theorem, there
exists ω ∈ E1 such that E1 = F1(ω). Let f (X) = Irr(ω, F1). By the Lemma 3.21, f (X) has
a root ω in R2, and we have a monomorphism
η : E1 | F1 −→ E2 | F2
ω 7−→ ω
Now, η(si+1)− η(si) = η((√si+1 − si)2) = (η(√si+1 − si))2 > 0. Hence, η preserves the
order of S.
Let r and s be any two elements of E1 and apply the result to the finite set S consisting
of the roots of Irr(r, F1), Irr(s, F1), Irr(r + s, F1) and Irr(sr, F1).
Since η preserves the order of the elements of S, η(r) = Σ(r), η(s) = Σ(s), η(s + r) =
Σ(r + s) and η(rs) = Σ(rs). Hence,
Σ(r + s) = η(r + s) = η(r) + η(s) = Σ(r) + Σ(s)
and
Σ(rs) = η(rs) = η(r)η(s) = Σ(r)Σ(s)
Thus Σ is a morphism and, more accurately, and isomorphism.
It remains to show that Σ is unique and is order preserving. Let Σ′ be an isomorphism
of R1 onto R2. Since Σ′ maps squares intro squares and the subsets of positive elements
of the Ri are sets of non-zero squares, it is clear that Σ′ preserves order. Suppose also that
Σ′ is an extension of σ. Then it is clear from the definition of Σ that Σ′ = Σ.
Corollary 3.23. If R1 and R2 are two real closures of an ordered field F, then the identity map on
F can be extended in a unique manner to an order isomorphism of R1 onto R2. In this sense, there
is a unique real closure of F.
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Remark 3.24. The field Ralg = {x ∈ R | x is algebraic over Q} is the real closure of Q and
its called the field of real algebraic numbers.
The field Q = Ralg(
√−1) is the algebraic closure of Q. This is the field of algebraic
numbers.
3.3 Artin-Schreier Theorem
The Artin-Schreier Theorem states the following,
Theorem. Let C be an algebraically closed field with F a subfield such that 1 < [C : F] < ∞.
Then C = F(i) and F is a real closed field.
To prove this theorem, we will need some previous lemmas to simplify the proof.
Some results on Traces and Norms
Let E | F be finite Galois, G = Gal(E | F) = {η1 = 1, η2, . . . , ηn}. If u ∈ E, we define
TE|F(u) =
n
∑
i=1
ηi(u), NE|F(u) =∏ i = 1nηi(u)
We consider some familiarity with traces and norms, so we are going to enunciate and
prove the theorems directly.
Theorem 3.25. Let E | F be a finite dimensional Galois extension and G its Galois group. Let
η 7−→ uη be the map from G into the multiplicative group E∗ satisfying the equations
uζη = ζ(uη)uζ
for every η, ζ ∈ G. Then, there exists a non-zero v ∈ E such that
uη = v(η(v))−1
Proof. Since uη 6= 0 and the automorphism η ∈ G are linearly independent over E, there
exists an element w ∈ E such that
v = ∑
η∈G
uηη(w) 6= 0
Then for ζ ∈ G, we have
ζ(v) = ∑η ζ(uη)(ζη)(w)
= ∑e tauζηu
−1
ζ (ζη)(w)
=
(
∑z etauζη(ζη)(w)
)
u−1ζ
=
(
∑e tauηη(w)
)
u−1ζ
= vu−1ζ
Hence uζ = v(ζ(v))−1 as required.
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Lemma 3.26. Let E be a cyclic extension of the field F, η a generator of the cyclic Galois group
of E | F. Then NE|F(u) = 1 for some u ∈ E if and only if there exists a v ∈ E such that
u = v(η(v))−1.
Proof. If we suppose u ∈ E satisfies NE|F(u) = 1, we can define
uηi = uη(u)η
2(u) . . . ηi−1(u), 1 ≤ i ≤ n
Then for i + j ≤ n, uη jη j(uηi ) = uη(u) · · · η j−1(u)η j(u) · · · ηi+j−1(u) = uηi+j . The same
relation holds for i + j > n since u1 = uηn = N(u) = 1. Thus, the equations in Theorem
3.25 are satisfied for G = 〈η〉. Hence, there exists a v such that u = uη = v(η(v))−1.
Conversely, if u = v(η(v))−1, then
NE|F(u) = NE|F(v)NE|F(η(v)−1) = NE|F(v)NE|F(v)−1 = 1
This theorem and lemma have additive analogues that are proved in a similar manner.
Therefore we are not going to prove them, but one may find this proofs on Chapter 4, §15
of [5].
Theorem 3.27. Let E | F be a finite Galois extension and let G = Gal(E | F). Let η 7−→ dn be a
map of G into E satisfying
dζη = dζ + ζ(dη)
for every η, ζ ∈ G. Then there exists a c ∈ E such that
dη = c− η(c), η ∈ G
Lemma 3.28. Let E | F be a cyclic Galois extension with Galois groups G = 〈η〉. Let d be an
element of E of trace 0. Then there exists a c ∈ E such that d = c− η(c).
Theorem 3.29. Let F contain n distinct nth roots of unity and let E | F be an n-dimensional
cyclic Galois extension of F. Then E = F(u), where un ∈ F.
Proof. Let z be a primitive nth root of unity. We have NE|F = zn = 1. Hence, by Lemma
3.26, there exists u ∈ E such that z = u(η(z))−1, where η is the generator of the Galois
group. Then we have η(u) = z−1u and η(un) = η(u)n = (z−1u)n = un. Accordingly,
un ∈ F. Also, η(u) = z−1u gives ηi(u) = z−iu and shows that there are n distinct elements
in the orbit of u under Gal(E | F). Hence, the minimum polynomial of u over F has degree
n and E = F(u).
Theorem 3.30. Let F be a field of characteristic p 6= 0 and let E | F be a p-dimensional cyclic
extension of F. Then E = F(c) where cp − c ∈ F.
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Proof. We have TE|F(1) = ∑
p
i=1 ηi(1) = ∑
p
i=1 1 = 0. Hence, by Lemma 3.28, we have
an element c ∈ E such that η(c) = c + 1. Then ηi(c) = c + i and the orbit of c under
Gal(E | F) contains p elements. Hence E = F(c). Also, η(cp − c) = η(c)p − η(c) =
(c + 1)p − (c + 1) = cp − c. Hence, cp − c ∈ F.
Now that we have finished with the results concerning norms and traces, let us use
them in order to prove the following lemmas
Lemma 3.31. Let F be a field of characteristic p > 0 and let a not a pth power. Then for any
e ≥ 1, the polynomial Xpe − a is irreducible in F[X].
Proof. If E is the splitting field of Xp
e − a, then we have the factorization
Xp
e − a = (X− r)pe
in E[X], with rp
e
= a. Hence, if g(X) is a monic factor of Xp
e
in F[X], then g(X) = (X− r)k,
with k = deg(g(X)). Then rk ∈ F and rpe = a ∈ F. If p f = (pe, k) there exist integers m, n
such that
p f = mpe + nk
Then rp
f
= (rp
e
)m(rk)n ∈ F. If k < pe, then f < e and if b = rp f , then bpe− f = a, contrary
to the hypothesis that a is not a pth power in F.
Lemma 3.32. If F is a field of characteristic p and a ∈ F is not of the form up − u, with u ∈ F,
then Xp − X− a is irreducible in F[X]
Proof. If r is a root of Xp − X− a in C[X], where C is the splitting field of this polynomial,
then r + 1, r + 2, . . . r + (p− 1) are also roots of Xp − X− a. Hence
Xp − X− a =
p−1
∏
i=0
(X− (r + i))
is a factorization in C[X].
If g(X) = Xk − bXk−1 + . . . is a factor of Xp − X − a in F[X], then b = kr + l, where
l is an integer. Hence, k < p implies r ∈ F. Since rp − r = a, this contradicts the
hypothesis.
Lemma 3.33. Let F be a field of characteristic p. If C | F is a splitting field of Xp − X− a, where
a 6= up − u, with u ∈ F, there exists a field C′ | C such that [C′ : C] = p.
Proof. If r is a root of Xp − X − a in C, then r, r + 1, . . . , r + (p − 1) are also roots of
Xp − X− a in C. Therefore, C = F(r) and we have the relation
rp = r + a (1)
38 Algebraic closure characterization
We claim that arp−1 ∈ C is not of the form up − u, u ∈ C. To prove it, we can write any
u ∈ C as u0 + u1r + · · ·+ up−1rp−1, with ui ∈ F, since {1, r, . . . , rp−1} is an F-basis of C.
The condition up − u = arp−1 and (1) give
up0 + u
p
1 (r + a) + · · ·+ upp−1(r + a)p−1 − u0 − u1r− · · · − up−1rp−1 = arp−1
This can be rewritten as the system of equations
up0 − u0 + up1 a + up2 a2 + · · ·+ upp−1ap−1 = 0
...
upp−1 − up−1 = a
Where the ith line corresponds to the coefficients of ri−1.
This yields upp−1 − up−1 = a, contrary to the hypothesis on a. It now follows from
Lemma 3.32 that Xp − X − arp−1 is irreducible in C[X]. Hence, if C′ is the splitting field
over C of this polynomial, then [C′ : C] = p
Theorem 3.34. Let C be an algebraically closed field with F a subfield such that 1 < [C : F] < ∞.
Then C = F(i) and F is a real closed field.
Proof. We will prove that C = F(i) and the result will follow from Theorem 3.16.
We would like to first prove that C | F is Galois. Since C is algebraically closed, then
C | F is clearly normal.
Now let us see that C | F is separable. As a matter of fact, we will prove that F is a
perfect field hence C | F separable. If F has characteristic 0, it is already perfect, so let us
suppose the characteristic of F is l > 0. Now, we’d like to prove F = Fl . Suppose there
exists an element a ∈ F such that a /∈ Fl . Then, by 3.31, Xlm − a is irreducible for each
m ≥ 1. Hence, we can build extensions over F of degree lm, for each m ≥ 1. Since this
number tends to infinity and [C : F] < ∞, this leads to contradiction.
The next step is to prove that [C : F] = 2 and that ζ4, a primitive 4th root of unity, is
not in F. Let
G := Gal(C | F)
so [C : F] =| G |. If |G| > 2, then |G| is divisible by an odd prime or 4. Hence, by the first
Sylow theorem, G has a subgroup H of order an odd prime or 4. Now, let
K := CH
We note that [C : K] = |H|, therefore, if we prove that |H| = 2, this suffices to prove that
|G| = 2.
Assume [C : K] = p a prime. Since H = Gal(C | K), H is a cyclic subgroup of G,
therefore let σ be a generator of H. We’d like to show that p = 2.
The first step is to show that the characteristic of K can not be p. Suppose it is. Then,
C = K(r) by Theorem 3.30, where r is a root of the irreducible polynomial Xp − X− a. By
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Lemma 3.33, since C is the splitting field of Xp − X − a, there exists a field C′ | C such
that [C′ : C] = p, but this contradicts the fact that C is algebraically closed.
Since C is algebraically closed of characteristic different from p, C contains a root of
unity of order p, call it ζ. Now, since [F(ζ) : F] ≤ p− 1 and [C : F] = p, we must have
[F(ζ) : F] = 1, so ζ ∈ F. This means C | F is cyclic of degree p with F containing a pth
root of unity, so, by Theorem 3.29, C = F(γ), where γp ∈ F.
Choose β ∈ C such that βp = γ, so βp2 = γp ∈ F. Thus, βp2 = σ(βp2) = σ(β)p2 , hence
σ(β) = ωβ, with ωp
2
= 1. Thus, ωp is a pth root of unity, so ωp ∈ F.
Now, if ωp = 1, then σ(βp) = σ(β)p = βp, hence βp ∈ F. But βp = γ and γ /∈ F. Thus,
ωp 6= 1, so ω has order p2 and ωp has order p.
Now, σ(ω) = ωa, for some a prime with p. Hence,
ωp = σ(ωp) = ωap = (ωp)a
This implies a ≡ 1 (mod p), hence a = 1+ kp, for some k ∈ Z. Therefore,
σ(ω) = ω1+kp
From the equation σ(β) = ωβ, we get
β = σp(β) = ωσ(ω) · · · σp−1(ω)β = ω1+(1+pk)+···+(1+pk)p−1β,
so we get the sequence of congruences
1+ (1+ pk) + · · ·+ (1+ pk)p−1 ≡ 0 (mod p2)
p−1
∑
i=0
(1+ pk)i ≡ 0 (mod p2)
p +
p(p− 1)
2
pk ≡ 0 (mod p2)
1+
p(p− 1)
2
k ≡ 0 (mod p)
p(p− 1)
2
k ≡ p− 1 (mod p)
p
2
k ≡ 1 (mod p)
Now, for
p
2
to be a valid integer, we can either have an even k, but that leads to
p
2
k ≡ 0
(mod p), or p = 2. Then
k ≡ 1 (mod 2)
implies that k is odd. Therefore, ω has order p2 = 4 and σ(ω) = ω1+pk = ω1+2k = ω3,
since we can not have σ(ω) = ω. Now, ω2 = −1 and ω = i. Thus, if [C : K] is prime, then
it equals 2, C does not have characteristic 2 and i /∈ F.
If [C : K] = 4, then H can be either C4 or C2 × C2. In both cases, H has a subgroup of
order 2, so there is an intermediate field K ⊂ K′ ⊂ C with [C : K]. Since 2 is prime, we
can repeat all the argument above and that implies i /∈ K′, hence, i /∈ K. Now, K(i) is a
subfield of C with [C : F(i)] = 2 and F(i) contains i. This yields a contradiction in both
cases, H ∼= C4 and H ∼= C2 × C2.
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If H ∼= C4, this is clear, since C4 has a unique subgroup of order 2, hence F(i) = K′.
If H ∼= C2 × C2, we have the following extension diagram
C
K1
2
K2
2
K3
2
K
2
2
2
In this case, K′ = Kj, for every j = 1, 2, 3. This implies i /∈ Kj, for each j = 1, 2, 3. Now,
K(i) = Kj for some j = 1, 2, 3 and this also yields the contradiction.
Hence, if F is non-algebraically closed field whose algebraic closure C is a finite exten-
sion, then [C : F] = 2 and C = F(i).
Chapter 4
The p-adic numbers
The goal for this chapter is to construct an extension of Zp which is a complete space
and also algebraically closed, in the same sense as it is done in Z, where we complete Q
to R and then we compute its algebraic closure, C.
However, there are differences with the real case: We will define Zp and we will
complete it to Qp. When we compute its algebraic closure, Qp, we will see that this field
is not complete, so we will have to complete it again. Luckily, this process does not go on,
the completion of Qp, Cp, is a field which is complete and algebraically closed.
4.1 The p-adic metric space
Definition 4.1. Let p be any prime number. For any non-zero integer a, let the p-adic ordinal of
a, denoted by ordp a be the highest power of p which divides a. That is, a ≡ 0 (mod pordp a), but
a 6≡ 0 (mod pordp a+1). If a = 0, we define ordp a = ∞ for any p.
Remark 4.2. ordp(a1a2) = ordp(a1) + ordp(a2)
Definition 4.3. For a, b ∈ Z, ordp( ab ) = ordp(a)− ordp(b)
Notation. This p-adic ordinal is more commonly written as the function vp : Q −→ Z∪ {∞} ,
called the p-adic exponential valuation. We will refer to it this way from now on.
Proposition 4.4. The map |·|p : Q −→ R≥0 such that |x|p = 1pvp(x) if x 6= 0 and |0|p = 0
is a norm. We call it the p-adic norm.
Definition 4.5. A norm is called non-Archimedean if ‖x + y‖ ≤ max{‖x‖, ‖y‖} always holds.
A norm which is not non-Archimedean is called Archimedean.
Remark 4.6. The absolute value in Q, |·|, is an Archimedean norm.
The p-adic norm, |·|p, is non-Archimedean
Notation. The absolute value is also called the infinity norm |·|∞.
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Theorem 4.7 (Ostrowski). Every non-trivial norm ‖·‖ on Q is equivalent to |·|p for some prime
p or p = ∞.
Remark 4.8. The theorem states that if ‖·‖ is non-Archimedean, then ‖·‖ is equivalent to
|·|p for some prime p and if it is Archimedean, then ‖·‖ is equivalent to |·|∞.
Since we perfectly know how Archimedean norms work, let us have an insight on how
one might grasp a non-Archimedean distance.
Let F be a field and ‖·‖ a non-Archimedean metric. The triangle inequality here is
|x− y| ≤ max{‖x‖, ‖y‖}. Now, suppose ‖x‖ ≤ ‖y‖. Then,
‖x− y‖ ≤ ‖y‖
but we also have
‖y‖ = ‖x− (x− y)‖ ≤ max{‖x‖, ‖x− y‖}, hence, ‖y‖ ≤ ‖x− y‖
Therefore, ‖y‖ = ‖x − y‖. This implies that, if we have a triangle with two sides of
different lengths (‖x‖, ‖y‖), then the third one is forced to be as long as the longer one of
those two. This implies that every triangle is isosceles in a non-Archimedean metric.
This result should not come as a surprise, since if we think of the case |·|p over Q, if
two natural numbers are divisible by two different powers of p, then their difference is
divisible by precisely the lower power of p.
We call the principle ‖x− y‖ ≤ max{‖x‖, ‖y‖}, with the equality holding if ‖x‖ 6= ‖y‖,
the isosceles triangle principle.
As a second example, let ‖·‖ be a non-Archimedean norm. Define D(a, r)o = {x ∈
F | ‖x − a‖ < r}. Then, every point of D(a, r)o is a center, i.e. for any b ∈ D(a, r)o,
D(a, r)o = D(b, r)o. The proof of this fact is simple enough:
If x ∈ D(a, r)o, then ‖x− a‖ < r. ‖x− b‖ = ‖(x− a) + (a− b)‖ ≤ max{‖x− a‖, ‖a−
b‖} < r. Hence, x ∈ D(b, r)o.
Now, if x ∈ D(b, r)o, then ‖x − b‖ < r. ‖x − a‖ = ‖(x − b) + (b − a)‖ ≤ max(‖x −
b‖, ‖b− a‖) < r. Hence, x ∈ D(a, r)o.
We also note that with the relation ≤ instead of <, the proof works equally, hence, the
fact is satisfied with the closure of D(a, r)o.
After this brief exploration of non-Archimedean distances, let us continue with our
main goal: the definition of the p-adic metric space.
Definition 4.9. The metric space (Q, |·|p) is called the p-adic metric space
Proposition 4.10. For every rational number a 6= 0, one has
∏
p
|a|p = 1
where p varies over all prime numbers as well as the symbol ∞.
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Proof. In the prime factorization
a = ± ∏
p 6=∞
pνp
of a, the exponent νp of p is precisely the p-adic exponential valuation vp(a) and the sign
equals a|a|∞ . The equation therefore reads
a =
a
|a|∞ ∏p 6=∞
1
|a|p
so that one has indeed ∏p|a|p = 1.
Having introduced the p-adic absolute value |·|p on the field Q, let us now give the
definition of the field Qp of p-adic numbers, imitating the analytic construction of the real
numbers.
4.2 The field of p-adic numbers Qp
Definition 4.11. A Cauchy sequence in a metric space (F, ‖·‖) is by definition a sequence {xn}
of elements of F, such that for every ε > 0, there exists a positive integer n0 satisfying
‖xn − xm‖ < ε, for all n, m ≥ n0
Let p be a fixed prime number and let S be the set of Cauchy sequences {ai} of rational
numbers. We call two sequences {ai}, {bi} ∈ S equivalent if |ai − bi|p tends to zero. Then
we define
Qp = Supslope∼
where ∼ is the equivalence relation defined above.
For any x ∈ Q, let {x} denote the constant Cauchy sequence of all terms equal to x.
{x} ∼ {x′} if and only if x = x′, hence, we denote each constant sequence {x} ∈ Qp as x.
We extend the norm |·|p on Qp as |{ai}|p = limi→∞|ai|p. This is well defined since
the limit always exists: If ai = 0 for every i, then obviously |{0}|p = lim|0|p = 0 and if
a ∈ S \ {0}, then for some ε > 0 and for all N > 0, there exists in > N with |aiN |p > e.
If we choose a large enough N such that |ai − aj| < ε for every i, j > N, then |ai −
aiN |p < ε, for every i > N. And since |·|p is non-Archimedean, we have
|ai − aiN | < ε ⇐⇒ |ai|p = |aiN |p
Thus, for all i > N, |ai|p has the constant value |aiN |p. This is then, limi→∞|ai|p.
Now we will define addition, multiplication and its respective inverses and identity el-
ements. For each definition, we will have to show that it is, in fact, a Cauchy sequence and
also that it is well defined, in the sense that it does not depend on the class representative.
This will be done for addition only, since the other ones are similar.
- Addition in Qp. Let {ai}, {bi} ∈ Qp. We define the sum {ai}+ {bi} as the sequence
of the element-wise sum, {ai + bi}.
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First, let us check that {ai + bi} is a Cauchy sequence.
|ai + bi − aj − bj|p = |(ai − aj) + (bi − bj)|p ≤ max{|ai − aj|p, |bi − bj|p}
Now, since {ai}, {bi} ∈ Qp, they are Cauchy sequences, hence, for each ε > 0, there
exists integers Na, Nb such that |ai − aj| < ε, ∀ i, j ≥ Na and |bi − bj| < ε, ∀ i, j ≥ Nb.
Taking N = max{Na, Nb}, we have, for all i, j ≥ N,
|ai + bi − aj − bj| < ε
Now let us show that is well defined. Let {a′i}, {b′i} ∈ S such that {a′i} ∼ {ai} and
{b′i} ∼ {bi}. We would like to see {ai + bi} ∼ {a′i + b′i}.
|ai + bi − a′i + b′i |p = |(ai − a′i) + (bi − b′i)|p ≤ max{|ai − a′i|, |bi − b′i |}
Since {ai} ∼ {a′i}, |ai − a′i|p → 0 as i → ∞ and since {bi} ∼ {b′i}, |bi − b′i |p → 0 as
i→ ∞. Hence, |ai + bi − a′i + b′i |p → 0 as i→ ∞.
- Additive identity element in Qp. We define the additive identity element in Qp as
the constant series {0}.
- Additive inverses in Qp. Let {ai} ∈ Qp. Then we define the additive inverse −{ai}
as the sequence {−ai}, which is obviously the additive inverse, since {ai}+ {−ai} =
{ai − ai} = {0}.
- Multiplication in Qp. Let {ai}, {bi} ∈ Qp. We define multiplication in Qp as
{ai}{bi} = {aibi}.
- Multiplicative identity element. We define the multiplication identity element in Qp
as the constant series {1}.
- Multiplicative inverse in Qp. Let {ai} ∈ Qp. We define the multiplicative inverse
of {ai}, {ai}−1 as {a−1i }. We will prove that this does not suppose any problem,
because we can always change the class representative to be one with ai 6= 0 for
every i.
Lemma 4.12. Every Cauchy sequence in S is equivalent to another one which has ai 6= 0, for
every i.
Proof. Let {ai} ∈ S be an arbitrary Cauchy sequence. We would like to show that {ai} ∼
{a′i}, where a′i = ai, if ai 6= 0 and a′i = pi, if ai = 0. Let us define the subsequence {aik}k∈I
of {ai} such that aik = 0, for each k ∈ I and ai 6= 0 if i ∈N \ I.
Suppose that #I < ∞. Then, there exists N = max I and clearly |ai− a′i|p → 0 as i→ ∞.
Suppose now that #I = ∞. Notice that, ∀ε > 0 |ai − a′i|p = 0 < ε if i /∈ I. Hence, the
choice of N relies on the i ∈ I. Since |ai − a′i|p = |pi|p = p−i and since limi∈I p−i = 0,
∀ε > 0, there exists N > 0 such that |ai − a′i|p < ε for every i ≥ N.
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Proposition 4.13. Qp is a field
We only have to prove all the field axioms. It is easy, since every one of them follows
from the respective axiom over Q.
Finally, we shall prove that Qp is complete under |·|p.
Theorem 4.14. Qp is complete under |·|p
Proof. If {aj}j∈N is a sequence of equivalence classes which is Cauchy in Qp, then for each
aj we take a representative Cauchy sequence of Q, {aji}i∈N, where, for each j we have
|aji − ajk |p < pj, whenever i, k ≥ Nj. We would like to show limj→∞ aj = {aiNi }. That is,
|aj − {aiNi }|p < ε, ∀j > N
We note that aj − {aiNi } is a subtraction in Qp, which we have defined earlier as taking
representatives for each class and subtracting them. For {aiNi } it is clear which represen-
tative we shall take. For aj, let us take {aji}, the same representative Cauchy sequence of
Q we picked before.
Now, aj − {aiNi } is the Cauchy sequence {aji − ajNj }, but |aji − ajNj |p < p
−j, for all
i > Nj. Therefore, ∀ε > 0, there is a j such that |aji − ajNj |p < p
−j < ε, for all i ≥ Nj.
Hence, {aj}j∈N converges to {aiNi }.
Proposition 4.15. The set
Zp := {x ∈ Qp | |x|p ≤ 1}
is a subring of Qp. It is the closure with respect to |·|p of the ring Z in the field Qp.
Proof. That Zp is closed under addition and multiplication follows from
|x + y|p ≤ max{|x|p, |y|p} and |xy|p = |x|p|y|p
If {xn} is a Cauchy sequence inZ and x = limn→∞ xn, then |xn|p ≤ 1 implies also |x|p ≤ 1,
hence x ∈ Zp. Conversely, let x = limn→∞ xn ∈ Zp, for a Cauchy sequence {xn} in Q.
We saw above that one has |x|p = |xn|p ≤ 1, for n ≥ no, i.e. xn = anbn , with an, bn ∈ Z,
(bn, p) = 1. Choosing for each n ≥ n0 a solution yn ∈ Z of the congruence bnyn ≡ an
(mod pn) yields |xn − yn|p ≤ p−n, and hence x = limn→∞ yn, so that x belongs to the
closure of Z.
The group of units of Zp is obviously
Z∗p = {x ∈ Zp | |x|p = 1}
Every element x ∈ Q∗p admits a unique representation
x = pmu with m ∈ Z and u ∈ Z∗p
for if vp(x) = m ∈ Z, then vp(xp−m) = 0, hence, |xp−m|p = 1, i.e. u = xp−m ∈ Z∗p.
Having defined Zp in this manner, we would like to show that this is the Zp that we
constructed with the profinite limit lim←−ZupslopepnZ.
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Proposition 4.16. The nonzero ideals of the ring Zp are the principal ideals
pnZp = {x ∈ Qp | vp(x) ≥ n}
with n ≥ 0 and one has
ZpupslopepnZp
∼= ZupslopepnZ
Proof. Let a 6= (0) be an ideal of Zp and x = pmu, u ∈ Z∗p, an element of a with smallest
possible m (since |x|p ≤ 1, one has m ≥ 0). Then a = pmZp, because y = pnu′ ∈ a,
u′ ∈ Z∗p, implies n ≥ m, hence y = (pn−mu′)pm ∈ pmZp. The homomorphism
Z −→ ZpupslopepnZp
a 7−→ a mod pnZp
has kernel pnZ and is surjective. Indeed, for every x ∈ Zp, there exists by Proposition
4.15 an a ∈ Z such that
|x− a|p ≤ p−n
i.e. vp(x− a) ≥ n, therefore x− a ∈ pnZp and hence, x ≡ a mod pnZp. So we obtain an
isomorphism
ZpupslopepnZp
∼= ZupslopepnZ
Using this result, we obtain, for every n ≥ 1, a surjective homomorphism
ϕn : Zp −→ ZupslopepnZ
It is clear that the family of these homomorphisms (ϕn) yields a homomorphism
ϕ : Zp −→ slim←−ZupslopepnZ
x 7−→ (ϕ1(x), ϕ2(x), . . . )
Proposition 4.17. The homomorphism
ϕ : Zp −→ slim←−ZupslopepnZ
x 7−→ (ϕ1(x), ϕ2(x), . . . )
is an isomorphism.
Proof. If x ∈ Zp is mapped to zero, this means that x ∈ pnZp for all n ≥ 1, i.e. |x|p ≤ p−n
for all n ≥ 1, so that |x|p = 0, and thus x = 0. This shows injectivity.
An element of lim←−ZupslopepnZ is given by a sequence of partial sums
sn =
n−1
∑
ν=0
aνpν, 0 ≤ aν < p
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This sequences give us a Cauchy sequence in Zp because, for n > m, one has
|sn − sm|p = |
n−1
∑
ν=m
aνpν|p ≤ maxm≤ν<n{|aνp
ν|p} ≤ p−m
and thus, converges to an element
x =
∞
∑
ν=0
aνpν ∈ Zp
Since
x− sn =
∞
∑
ν=n
aνpν ∈ pnZp
one has x ≡ sn mod pn for all n, i.e., x is mapped to the element of lim←−ZupslopepnZ which is
defined by the given sequence (sn)n∈N. This shows surjectivity.
Remark 4.18. The elements on the right hand side of the isomorphism
Zp → lim←−ZupslopepnZ
are given formally by the sequences of partial sums sn. On the left, however, these se-
quences converge with respect to the absolute value and yield elements of Zp as conver-
gent infinite series x = ∑∞ν=0 aνp
ν.
4.3 Galois extensions of Qp. A brief summary
With a little bit more work we could now complete the algebraic closure of Qp, which
is sometimes denoted as Cp. One would have to study valuations and completions in
order to achieve it. Information about this can be found on Chapter II, sections 3 and 4
of [8] and the completion of Qp can be found in Chapter III of [7].1
The structure of Galois extensions of Qp is discussed in detail in [10] and all of the
assertions in this example are proved there in Chapter IV §1 and §2. Such extensions are
constructed as a tower of three extension Qp ⊆ E ⊆ L ⊆ K in the following manner:
1. The (unramified) extension E | Qp has Galois group Gal(E | Qp) ∼= ZupslopenZ for some
n ∈ Z.
2. The (tamely ramified) extension L | E has Galois group Gal(L | E) ∼= ZupslopemZ for m
such that (m, p) = 1.
3. Finally, the (wildly ramified) extension K | L has Galois group Gal(K | L) ∼= P,
where P is a group of order pk for some positive integer k.
4. The Galois group of the extension K | E is a semi-direct product, that is, Gal(K |
E) ∼= PoZupslopemZ subject to the constraints on m above.
1A summary of this topics can be found in https://wstein.org/129/projects/hamburg/Project.pdf
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This characterization tells us that not every group can be realized as a Galois group
over Qp. For example, A5, the alternating group is not a Galois group over Qp.
The structure of the absolute Galois group of Qp is fairly complicated. In particular,
many non-abelian groups are quotients of Gal(Qp | Qp), while A5 is not.
Finally, we would like to remark that the characterization of Qp lineal field automor-
phisms of Cp is still an unsolved problem.
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