ABSTRACT This paper deals with the problem of training convolutional neural networks (CNNs) with facial action units (AUs). In particular, we focus on the imbalance problem of the training datasets for facial emotion classification. Since training a CNN with an imbalanced dataset tends to yield a learning bias toward the major classes and eventually leads to deterioration in the classification accuracy, it is required to increase the number of training images for the minority classes to have evenly distributed training images over all classes. However, it is difficult to find the images with a similar facial emotion for the oversampling. In this paper, we propose to use the AU features to retrieve an image with a similar emotion. The query selection from the minority class and the AU-based retrieval processes repeat until the numbers of training data over all classes are balanced. Also, to improve the classification accuracy, the AU features are fused with the CNN features to train a support vector machine (SVM) for final classification. The experiments have been conducted on three imbalanced facial image datasets, RAF-DB, FER2013, and ExpW. The results demonstrate that the CNNs trained with the AU features improve the classification accuracy by 3%-4%.
I. INTRODUCTION
Facial expression recognition plays an important role in various applications for human-machine interactions including an affective-interaction in computer games [1] , a human-vehicle interaction [2] , and a nonverbal interaction with children [3] . Recently, the convolutional neural networks (CNN) with deep layers have improved the image classification performance significantly in various image domains. However, as shown in [4] (see Table 2 in [4] ), the classification accuracies in percentage terms for facial expressions with in-the-wild datasets such as FER2013 [5] still remain in the seventies. Lack of annotated facial images for training CNNs is the first to blame the relatively low classification accuracy. Although a huge number of face images are accessible from the social networks, it is quite expensive to manually annotate the facial emotions with seven basic emotional classes, including angry, disgust, fear, happy, neutral, sad, and surprise for training CNNs. More seriously, for most public datasets, the number of training images for
The associate editor coordinating the review of this manuscript and approving it for publication was Naveed Akhtar. the seven emotion classes is not evenly distributed, where some classes are significantly outnumbered the other ones. For instance, in FER2013 dataset [5] , the number of training images in the class of 'Disgust' takes only 6% of 'Happy' (see Table 1 ). This is because that the face images with 'Happy' emotional annotations are more likely uploaded into the social networks than those of 'Disgust'. Similar imbalance problems are observed in Table 1 for other public datasets such as RAF-DB [6] and ExpW [7] . Specifically, the training images in 'Fear' for both RAF-DB and ExpW are just 6% and 3% of those in 'Happy' and 'Neutral', respectively. This class imbalance problem has been known to deteriorate the performance of Deep Learning (DL) CNNs [8] , [9] as well as in classical machine learning problems [10] , [11] . For example, in [9] , detrimental effect of class imbalance for CNN classification performance has been observed. Specifically, the impact of the class imbalance problem to CNN training has been studied for MNIST [12] , CIFAR-10 [13] and ImageNet (ILSVRC-2012) [14] datasets and they found that both oversampling and undersampling methods helped to train a better classifier and to make the training more stable. Specific suggestions for resolving the imbalance problem have been made [9] : (i) For extreme ratio of imbalance and large portion of classes being minority, undersampling performs on a par with oversampling, (ii) Oversampling should be applied to the level that completely eliminates the imbalance, whereas the optimal under-sampling ratio depends on the extent of imbalance, (iii) Oversampling does not cause overfitting of convolutional neural networks.
Since no particular merit of using the undersampling has been addressed in [9] , we take the oversampling strategy to overcome the imbalance problem. That is, in this paper, we increase the number of training images for the minority classes by automatically finding the similar emotion images from unlabeled dataset. As an automatic way of emotion annotation, we propose an AU-based image retrieval technique. Specifically, we use the AU-features to measure the similarities of the facial emotion between a query image from a minority class and the images in the unlabeled dataset. Then, the image with the most similar facial expression is retrieved and is labeled to the same class of the query image. This retrieval process continues until all the classes have the same number of training images with the largest class. Then, the balanced training dataset is used to fine-tune the pretrained deep CNN machines for the purpose of the facial image classification with seven basic emotion classes, including angry, disgust, fear, happy, neutral, sad, and surprise.
The oversampling can be done by a data augmentation technique via the geometric transformations. However, to cover the large intra-variation within the same emotion class and to avoid the overfitting during the training, it should be better to increase the number of training data by adding different face images with the same emotion rather than the same images in training dataset but only geometrical changes by the data augmentation technique.
Noting that each facial AU can represent a signature for a state of a main part of the face image quite well, we exploit this property to train CNNs. That is, for a successful emotion classification, tiny movements of facial muscles should be localizable and the AU-features are suitable to locate and to extract such local facial expressions. However, if the training data are not sufficient enough to train all the subtle differences of local muscle-variations, the learned CNNs may not perform well for differentiating the localized variations. This motivates us to add the local AU signatures to strengthen CNN features.
We evaluate the performance of the proposed two techniques based on the AU features by conducting the facial emotion classification with the pre-trained CNN machines such as GoogLeNet [15] , VGG-Face [16] , and DenseNet [17] . Our experimental results confirm that the localized face description such as the AU features can compensate for the lack of the training data for CNNs. We propose the following two techniques based on the AU features in this paper:
(i) An oversampling technique based on the AU-based image retrieval. (ii) SVM classifier based on the fused features of CNN and AU. The rest of the paper is organized as follows. Section II reviews the related work. Section III gives detailed explanations on the proposed method. Section IV provides experimental results. Section V concludes the paper.
II. RELATED WORK
Dataset for training plays an important role in learning deep neural networks. However, it is often difficult to have not only sufficient but also class-balanced data. In particular, the data shortage and the class-imbalance problems are severe for most domain-specific applications such as bankruptcy prediction [18] , action recognition [19] , face re-identification [20] , cancer detection [21] , fraud detection [22] , chemical and biomedical engineering [23] , financial management [24] , and diseases diagnosis [25] . In fact, the class-imbalance is a commonly encountered problem for classical pattern recognition problems and the most popular approach to solve the imbalance problem relies on the sampling methods. That is, to balance the number of data over all classes, oversampling [26] , under-sampling [27] , and hybrid methods [28] have been used as a data-level approach along with the algorithm-level approach.
The data-level approach aims on balancing class proportions. Oversampling creates either new data or simple replications for minority classes. The advantage of oversampling is that the dataset never lose any original data. However, it may increase the chance of over-fitting when the oversampling is done by exact replications. On the other hand, the under-sampling discards samples from the majority classes, demanding the way of keeping meaningful samples without discarding valuable information. Hybrid data-level approach uses both oversampling and under-sampling methods. In [29] , SMOTE (Synthetic Minority Oversampling Technique) was introduced that combined both oversampling and under-sampling approaches. Here, the oversampling is done not by replicating minority class but by constructing new minority class data instance via an algorithm. Agrawal et al. [30] proposed an algorithm that increases minority class instances through the VOLUME 7, 2019 generation of synthetic examples and employs cluster-based under-sampling to improve the classification performance on multi-class imbalanced datasets.
In algorithm-level approach, most studies try to modify the classifier for the class imbalanced problem. Wang et al. [31] introduced new kinds of loss function for neural network. This method tries to make the learning network more sensitive to minority class by adding different cost factors. A new method for brain tumor segmentation was implemented in [32] to train a network architecture in two-pathway to learn both local detail and global context. By stacking two CNNs, the distribution of unbalanced labels is well modeled. Ding et al. [33] used kernel mapping for online class imbalance learning. A weighted online sequential learning machine with kernels is used instead of using random feature mapping to handle multiclass imbalanced problem. Recently, a hybrid approach that combines both data-level and algorithm-level for the imbalance problem has been proposed [34] , [35] .
Note that the upper mentioned three approaches of the data-level, the algorithm-level, and the hybrid approaches have been exclusively studied for the classical pattern recognition methods. But there are very few researches available in the context of deep learning [11] . Moreover, to the best of our knowledge, no research has been reported on the class-imbalance problem for the facial emotion classification problems with CNNs. Note that the datasets used for the imbalance study in [11] are MNIST [12] , CIFAR-10 [13] and ImageNet [14] , but no facial emotion datasets included. In [36] , a CNN architecture for a real-time emotion classification was proposed. Their CNN was trained by FER-2013 dataset and, using the augmentation technique of the image transformations, the number of training data was increased by 8 times of the original ones to overcome the over-fitting problem. In the conclusions, they blamed the imbalance of the training data as the cause of the classification errors.
In this paper, we propose a novel oversampling method to solve the imbalance problem by exploiting an automatic annotation via the image retrieval technique for in-the-wild face emotion datasets. In particular, we study the public datasets such as FER2013 [5] , RAF [6] , and ExpW [7] , which have been popularly used as in-the-wild face datasets for the face emotion classification. Basically, we exploit the AU features for the image matching with similar emotion, which have a good localization property to describe specific local parts of a face image.
In [37] , the AU-based image retrieval method was used to get supplementary information on the classification result of the given test image. Specifically, the retrieved image as well as the original test image participate in making final classification. In this paper we propose a new usage scenario for the AU-based image retrieval. That is, the retrieval technique is adopted to solve the imbalance problem in the training dataset. Noting that it is hard to collect in-the-wild images for certain emotions like 'Fear' and 'Disgust' and it is a quite difficult and expensive process to annotate the unlabeled images with facial emotions manually, an automatic annotation is definitely required to solve the imbalance problem in facial emotion datasets. Then, labeling the retrieved images as the same emotion with the query image, we view the AU-based retrieval as an automatic annotation. To the best of our knowledge, our oversampling method via the AU-based image retrieval is the first approach that tackles the imbalance problem via an automatic annotation. Also, in this paper, the AU signatures for specific local parts of face are also utilized to compensate for the CNN features in the final support vector machine (SVM) classifier.
III. AU-BASED OVERSAMPLING AND FEATURE FUSION
The overall block diagrams of our AU-based oversampling and AU feature fusion for SVM classifier are depicted in Fig. 1∼4. In Fig. 1 , the imbalanced problem in training dataset is resolved by adding retrieved images from unlabeled image dataset, where an AU-based retrieval method is employed. Then, the balanced training dataset is used for fine-tuning the existing CNNs as in Fig. 2 . Also, using the balanced training dataset, the fine-tuned CNN features and the AU-featured are fused to train a SVM classifier (see Fig. 3 ). In Fig. 4 , given a test image, the trained CNN output and AU-feature are fused and fed to the trained SVM classifier for the classification. More details on each step of the figures are explained in the following subsections.
A. IMAGE OVERSAMPLING BY AU-BASED RETRIEVAL
In this sub-section, we introduce an AU-based image retrieval method to find images with the similar emotion, not with the similar face, to increase the number of images in the minority classes. The AU-based image retrieval approach has been already used in [37] , where the AU-based image retrieval was used in the testing stage to provide additional test images to increase the reliability on the classification score. In this paper, however, the AU-based image retrieval is adopted in the training stage to find the images with the similar emotion to the query image. Then, the retrieved images are added to the minority classes in the training dataset to resolve the imbalance problem. Based on the OpenFace [38] implementation, the AU-based image retrieval in [37] detect the binary AU-features for 18 AUs and the Jaccard index [39] was used for the similarity measure. On the other hand, in this paper, we adopt 17 AU intensity values (i.e., not the binary ones as in [37] ) ranging from 0 to 5, which are normalized in the range of 0 to 1 to be a 17-dimensinal feature vector for the similarity matching. Here, the larger AU values imply the stronger existence of the corresponding AU features in the image. As an example, some of AU-features are shown in Fig. 5 . Specifically, we denote the set of 17 AU features used in this paper as f AU = f AU (j) : j ∈ J , where f AU (j) represents the normalized j th AU feature (intensity) and J = {1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25, 26, 45} is the set of 17 AUs.
The 17 AU features are used to measure the similarity for the image retrieval. As shown in Fig.1 , given an unlabeled image dataset with M images, the 17 AU features f
DB(m) AU
for the m th image, I (m) , are extracted from all M images. Also, a query image is chosen randomly from a minority class C l with the class label l ∈ {1, · · · , 7} and its AU feature, f Q AU , is extracted. Then, the image I (m * ) obtained by (1) is retrieved from the unlabeled dataset and is added to the minority class, C l , of the original training dataset without replacement in the unlabeled dataset. Therefore, even if the same image is selected as a query from the training dataset multiple times, the retrieved images from the unlabeled dataset will be different from each other for every retrieval.
This retrieval process continues until 7 emotion classes have the equal number of images, yielding a balanced training dataset (see Fig. 6 ). 
B. CNN TRANSFER LEARNING AND SVM CLASSIFIER USING BALANCED IMAGE DATASET
As shown in Fig.2 , the class-balanced training dataset explained in Section III-A are now applied to the existing convolutional neural network (CNN) architectures such as GoogLeNet [15] , VGG-Face [16] , and DenseNet [17] for the transfer-learning. After the transfer-learning, we can extract the features from a certain layer of the transfer-learned CNN for each training image. Specifically, as shown in Fig. 7 , VOLUME 7, 2019 we can extract CNN features at 'pool5-drop_7x7_s1' layer in GoogLeNet [15] , 'fc6' layer in VGG-Face [16] , 'conv5_block32_concat' layer in DenseNet [17] , which have 1024, 4096, 94080 dimensional feature vectors, respectively. These features from GoogLeNet, VGG-Face, and DenseNet for the image I (m) are denoted as f
where all elements in f
From the class-balanced training datasets, the 17 AU features are also extracted from the image I (m) . Then, concatenating the features extracted from the trained CNN layer and the corresponding AU features for the balanced training data, we have the following feature vectors:
For each CNN network we are now ready to train a SVM classifier with the combined features of (5), (6), or (7) to predict the final class.
C. TRAIN SVM CLASSIFIER BY USING CNN FEATURE AND AU-INTENSITY FEATURE
As shown in Fig. 3 , to train the SVM classifier for the final classification we need to form the feature vectors as in (5)- (7) for all images in the class-balanced training dataset. Specifically, let us denote x l as the set of all feature vectors for a class l ∈ {1, . . . , L}, L = 7, from the GogLeNet,
Also, the corresponding class labels (ground truth) in each feature vector in x l are arranged in y l . Then, we can train the parameter w for the SVM classifier with the following criterion
where ξ (w; y k , x k ) is the loss function and we adopt the L1 hinge loss function [40] as
For the optimization of (9) we used the MATLAB functions of templateLinear and fitcecoc with λ = 3. The above SVM training method is also applied to VGG-Face, and DenseNet.
IV. EXPERIMENTS AND EVALUATION A. DATASETS AND EXPERIMENTAL SETUP
Our experiments have been conducted on a desktop computer with the following specifications: Intel R Core TM i7-7700K CPU 4.20GHz, Windows 10 Operating System 64-bit, 32GB RAM and 2 GPUs of GeForce GTX 1080. We have adopted three deep learning models of GoogLeNet [15] , VGG-Face [16] , and DenseNet [17] . Then, for each network three in-the-wild datasets such as FER2013 [5] , RAF-DB [6] , and ExpW [7] were used for transfer learning and testing. Therefore, there are 9 combinatorial comparisons as shown in Table 2∼4 and a set of methods are compared for each of the 9 combinations. For the transfer learning the stochastic gradient descent method was used with a momentum of 0.9, the learning rate of 0.001, and the minibatch size of 64. Both training and testing data subsets are separately provided in RAF-DB and FER2013. However, for ExpW, we split it into train and test subsets by the ratio of 0.7:0.3. For the AU-based image retrieval we used the unlabeled facial image dataset called EmotioNet [41] , which contains 1,000,000 unlabeled in-the-wild images.
As a pre-processing we need to resize the input images to match the pre-determined image sizes for the pre-trained CNNs. We basically apply the linear scaling to the target image size. Also, for the transfer learning (training), we adopt the following jittering schemes to alleviate the overfitting problem
• Random horizontal image flipping.
• Rotating images randomly within the angles from −30 to +30 degrees. 
B. EXPERIMENTAL RESULTS
To demonstrate the superiority of the proposed oversampling method (i.e., Fig. 1 and 2 ) and the SVM-based classification scheme with the combined CNN and AU features (i.e., Fig. 3 and 4) we compared the results of nine methods in Table 2∼4 for all combinations of three CNNs and three in-the-wild datasets. In the tables 'AU-Features+SVM' is the classical method of SVM classifier for AU-features only. As one can see in Table 2∼4 the classification accuracies of 'AU-Features+SVM' are much lower than all other CNN-based methods. However, when the AU-features are combined with the CNN features as in our proposed method, they helped boost the classification performance of the CNN-based methods by specifying the subtle differences of local facial expressions via the AU-signatures. 'GoogLeNet [15] ', 'VGG-Face [16] ', and 'DenseNet [17] ' represent the results obtained by just transfer-learning their pre-rained original CNNs for three in-the-wild datasets. Also, 'Results from [37] ' are from the results in [37] , which used the AU-based retrieval for testing. Note that the oversampling for the imbalance problem can be also done by the conventional data augmentation techniques. In the tables, the results VOLUME 7, 2019 by the data augmentation techniques for the oversampling are presented as 'Oversampling by data augmentation', where conventional image augmentation techniques including random cropping, scaling, flipping, and rotation have been used.
Since two schemes of the oversampling (i.e., Fig. 1 and 2 ) and the SVM-based classification with the combined CNN and AU features (i.e., Fig. 3 and 4) have been proposed in this paper, we have implemented these methods one by one. First, the results of 'Proposed method of Fig. 3 and 4 without AU-features for SVM' in the tables were obtained by using the proposed oversampling method only (i.e., no AU-features for the SVM training). Since this is to show the performance of the proposed oversampling method. (i.e., the oversampling by the AU-based retrieval), its results are compared with 'Oversampling by data augmentation'. Results show that 'Proposed method of Fig. 3 and 4 without AU-features for SVM' has outperformed 'Oversampling by data augmentation' for all cases, which supports the power of the AU-based retrieval for oversampling. Second, on top of the oversampling implementation, the SVM classifier with the AU-features and the CNN features (see Fig. 3 and 4) is included and its results are listed as 'Proposed method of Overall, the proposed AU-based oversampling method, which provides the balanced training datasets, has increased the classification accuracy about 2% for all combinations of CNNs and datasets (e.g., compare 86.60% of 'VGG-Face [16] ' and 88.65% of 'Proposed method of Fig. 3 and 4 for VGG-Face without AU-features for SVM' in Table 2 ). In addition to the performance gain about 2% by the proposed oversampling we have gained another 2% by combining the CNN and the AU features for the final SVM classifier (see Fig. 3 and Fig.4 ). In total, the proposed oversampling and SVM methods have improved the classification accuracies about 4% (e.g., 86.60% of 'VGG-Face [16] ' has improved to 90.55% for 'Proposed method of Fig. 3 and 4 (SVM with fused CNN and AU features)' in Table 2 ).
The fused AU and CNN features can be also trained by other classifiers such as RF (Random Forest) and KNN (K-Nearest Neighbor). So, the SVM classifier is replaced by RF and KNN as 'Proposed method of Fig. 3 and 4 by replacing SVM with RF classifier' and 'Proposed method of Fig. 3 and 4 by replacing SVM with KNN classifier', respectively. In Table 2∼4 the classification accuracies obtained by the trained RF and KNN classifiers are compared with those of the SVM. As one can see the SVM classifier yields the best accuracies for all cases.
We have measured the running times for all our experiments. As expected, 'AU features + SVM' method with no CNN is much faster than all other CNN-based methods for both training and testing. Also, it is worth mentioning that 'Results from [37] ' takes 2∼3 times more in testing each image than other CNN-based methods including ours. This is because that, in [37] , the AU-based retrieval is adopted in the testing stage.
V. CONCLUSION
Each facial AU can capture a signature for the corresponding part of the face. In this paper we exploit the features extracted from a subset of facial AU to boost the performance in training the CNNs for the facial emotion classification. Specifically, two AU-based schemes have been proposed for CNN training. First, a subset of AU-features is used to retrieve images with similar facial emotions, solving the unbalance problem in in-the-wild datasets. Second, the AU-features are fused with the features extracted from a CNN layer to train the final SVM classifier. Experimental results with the public image datasets demonstrate that our AU-based oversampling to solve the imbalance problem and the SVM classifier with the fused CNN and AU features contributes to the performance improvement about 2% each, yielding about 3∼4% cumulative accuracy improvement.
