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We characterize sequences of positive integers (m1 , ..., mp), m1 } } } mp>0, for
which the product n_k (of n-element and k-element chains), nk, can be parti-
tioned into chains C1 , ..., Cp such that |Ci |=mi , for i=1, ..., p. The main result
says that such a partition exists if and only if  ji=1 m i
j
i=1 (k+n+1&2i), for
j=1, ..., k and  pi=1 m i=nk.  1999 Academic Press
1. INTRODUCTION
Let n be an n-element chain, n=[1<2< } } } <n]. In this paper we
consider the product of two chains n_k, i.e., the set of pairs [(i, j),
i=1, ..., n, j=1, ..., k] with the partial order defined as follows: (i1 , j1)
(i2 , j2) if i1i2 and j1 j2 . To formulate our results it is useful to intro-
duce the notion of a majorization.
Let Pt be the set of all partitions of a positive integer t, i.e., the set of all
nonincreasing sequences of positive integers whose sums of terms are equal
to t. For a sequence (a1 , ..., ap) # Pt , we mean by (a 1 , ..., a p , a p+1 , ...) the
infinite sequence obtained from the original one by adding an infinite
sequence of zeros after its last term. We say that a sequence (a1 , ..., ap) is
majorized by a sequence (b1 , ..., bq), (a1 , ..., ap), (b1 , ..., bq) # Pt , and write
(a1 , ..., ap)P (b1 , ..., bq) if  ji=1 a i
j
i=1 b i for j=1, 2, ... .
Define fi = n + k & (2i & 1), for i = 1, ..., k. Clearly, ki=1 fi =nk so
( f1 , f2 , ..., fk) # Pnk . The following theorem is the main result of this paper.
Theorem 1. Let nk and let (m1 , ..., mp), m1 } } } mp>0, be a
sequence of integers such that  pi=1 mi=nk. There exists a partition of n_k
into chains of cardinalities m1 , ..., mp if and only if
(m1 , ..., mp)P ( f1 , ..., fk). (1)
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In the paper we also prove theorems characterizing sequences of car-
dinalities of chains forming coverings of n_k and packings into n_k.
A conjecture of Griggs [3] was a direct motivation of our research.
Denote by
(_1 , ..., _( nwn2x)
), _1 } } } _( nwn2x)
>0,
the sequence of cardinalities of chains in a symmetric chain decomposition
of 2n (the Boolean lattice with n atoms). In 1988 Griggs [3] conjectured
that
there exists a partition of 2n into chains of cardinalities m1 , ..., mp ,
m1 } } } mp>0 if and only if  ji=1 m i
j
i=1 _i , for j =
1, .., ( nwn2x) and
:
p
i=1
mi= :
( nwn2x)
i=1
_i=2n.
Our Theorem 1 is a solution of a problem analogous to the above
conjecture for a product of two chains.
The conjecture of Griggs is very general. Proving it even in some very
special cases would be interesting. For example, Fu redi [2] conjectured
that the Boolean lattice 2n can be partitioned into ( nwn2x) chains of almost
equal sizes, i.e., of sizes w2n( nwn2x)x or W2
n( nwn2x)X. This conjecture is still
open.
Griggs [3] conjectured that for a fixed c and n sufficiently large, the
Boolean lattice 2n can be partitioned into chains of sizes c except for at
most one chain of a smaller size. This conjecture was proved for c=2 by
Griggs [3], for c=3 by Griggs, Yeh, and Grinstead [4], and for an
arbitrary c by Lonc [6].
A related conjecture by Sands [8] says that for a fixed c and n suf-
ficiently large every distributive lattice of cardinality n can be partitioned
into chains of sizes c except for at most one chain of a smaller size. This
conjecture remains open.
2. PARTITIONS
Let M be a linear order on the set of elements of n_k defined as
(i1 , j1)M (i2 , j2) if j1< j2 or ( j1=j2 and i1i2). For example M
orders 3_3 as follows: (3, 1)<M (2, 1)<M (1, 1)<M (3, 2)<M (2, 2)<M
(1, 2)<M (3, 3)<M (2, 3)<M (1, 3).
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We shall construct our partitions of n_k using a simple algorithm
described below. The input of this algorithm is a sequence of positive
integers m1 , ..., mp . The output is either a sequence of pairwise disjoint
chains C1 , ..., Cp , |Ci |=mi , for i=1, ..., p, C1 _ } } } _ Cp n_k or the
word IMPOSSIBLE and a sequence of pairwise disjoint chains C1 , ..., Cj ,
jp, |Ci |=mi , for i=1, ..., j&1, |Cj |<mj , C1 _ } } } _ =Cj n_k .
Algorithm CP.
1. C1 , ..., Cp :=<.
2. For j=1, ..., p do 3.
3. If |Cj |<mj then
if there is an element of n_k&(C1 _ } } } _ Cj) comparable to all
elements of Cj
then add to Cj the largest, in the order M , of such elements and
go to 3
else return IMPOSSIBLE and go to 4.
4. Return C1 , ..., Cj .
We say that the above algorithm is successful for an input m1 , ..., mp if
it does not return IMPOSSIBLE.
Figure 1 shows an example of the output of the algorithm CP for
n=k=4 and the input sequence 6, 4, 3, 3. Clearly, the output is a partition
of 4_4 into chains C1 , C2 , C3 , C4 of cardinalities 6, 4, 3, 3, respectively.
Before proving Theorem 1 we need to show several properties of the
chains produced by the algorithm CP.
Lemma 1. Let C1 , ..., Cp be chains constructed by the algorithm CP. If
(i, j) # C1 _ } } } _ Cp then (i&1, j) # C1 _ } } } _ Cp , for i>1 and (i, j+1) #
C1 _ } } } _ Cp , for j<k.
Proof. Let (i, j) # Cq , 1  q  p. Suppose (i, j+1)  C1 _ } } } _ Cp .
Since (i, j)<M (i, j+1), (i, j+1) was not added to Cq by the algo-
rithm CP while constructing Cq . Hence there is (i0 , j0) # Cq such that
(i, j+1)<M (i0 , j0) and (i0 , j0) is noncomparable to (i, j+1) in the order
of n_k. On the other hand (i, j) # Cq , so (i0 , j0) is comparable to (i, j).
The set of elements noncomparable to (i, j+1) and comparable to (i, j) is
A=[(i1 , j1): i1>i and j1=j]. For every (i1 , j1) # A, however, (i1 , j1)=
(i1 , j)<M (i, j+1) so (i0 , j0)  A, a contradiction.
The statement (i&1, j) # C1 _ } } } _ Cp can be proved similarly. K
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FIGURE 1
Define A(i0 , j0)=[(i, j): ii0 and j j0] and B(i0 , j0)=[(i, j): ii0
and j j0].
Lemma 2. Let C1 , ..., Cp be chains constructed by the algorithm CP.
(a) If (i0 , j0) # C1 _ } } } _ Cp then A(i0 , j0)C1 _ } } } _ Cp .
(b) If (i0 , j0)  C1 _ } } } _ Cp then B(i0 , j0) & (C1 _ } } } _ Cp)=<.
The proof of Lemma 2 follows easily from Lemma 1 so we leave it to the
reader.
Define Yl=[(i, j): j=l], for l=1, ..., k.
Lemma 3. Let C1 , ..., Cp be chains constructed by the algorithm CP and
let j1< j2< j3 . If Cp & Yj1 {< and Cp & Yj3 {< then Cp & Yj2 {<.
Proof. Let j $3 be the smallest j3> j2 such that Cp & Yj3 {<. Denote by
(i3 , j$3) the smallest element of Cp & Yj $3 . Clearly, (i3 , j$3)  C1 _ } } } _ Cp&1 ,
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so by Lemma 2(b), (i3 , j2)  C1 _ } } } _ Cp&1 . Let C $ = [(i, j) # Cp :
(i3 , j2)M (i, j)]. Since (i3 , j2)<(i3 , j $3), (i3 , j2) is comparable to every
element of C$. Indeed, for every (i, j) # C$ either (i, j) # Yj2 or (i3 , j $3)
(i, j). Notice that |C$|<|Cp | because the elements of Cp & Yj1 are not in C$.
Hence the algorithm CP adds (i3 , j2) to Cp at some step so Cp & Yj2{<. K
A chain C=[a1<a2< } } } <ap] in a partially ordered set P is saturated
if there is no a # P such that ai<a<a i+1 , for i=1, 2, ..., p&1.
Lemma 4. Let C1 , ..., Cp be chains constructed by the algorithm CP and
let t be the smallest j such that Cp & Yj {<. Then the chain Cp&Yt is
saturated in n_k.
Proof. Suppose (i1 , j1), (i2 , j2) # Cp&Yt , (i1 , j1)<(i2 , j2), are con-
secutive elements of the chain Cp&Yt which are not consecutive in n_k.
Clearly, either (i1+1, j1)(i2 , j2) or (i1 , j1+1)(i2 , j2). Consequently,
either (i1+1, j1)<(i2 , j2) or (i1 , j1+1)<(i2 , j2). Let us assume that
(i1+1, j1)<(i2 , j2) (the case (i1 , j1+1)<(i2 , j2) can be dealt with similarly).
Define C$=[(i, j) # Cp : (i1+1, j1)M (i, j)]. Notice that |C$|<|Cp |
because Cp & Yt {< and j1>t so C$ & Yt=<. Since (i1+1, j1) is com-
parable to every element of C$, the algorithm CP adds (i1+1, j1) to Cp at
some step contradicting to the definition of (i1 , j1) and (i2 , j2). K
Let Ls be the sth level of n_k, i.e., Ls=[(i, j): i+ j&1=s].
Lemma 5. Suppose the algorithm CP is successful for an input m1 , ..., mp
and it returns a sequence of chains C1 , ..., Cp . Let M1 (resp. M2) be the
smallest (resp. the largest) integer such that LM1 and LM2 intersect n_k&
(C1 _ } } } _ Cp). Then the algorithm CP is successful for every sequence
m1 , ..., mp , mp+1 , where mp+1M2&M1+1.
Proof. Suppose the algorithm CP is not successful for m1 , ..., mp , mp+1 .
Then it produces a sequence of pairwise disjoint chains C1 , ..., Cp , Cp+1 ,
where |Ci |=m i , for i=1, ..., p, and |Cp+1 |<mp+1 .
It follows from Lemma 2.1(a) that n_k&(C1 _ } } } _ Cp) has both
the largest element, say M, and the least element, say m. Moreover (by
Lemma 2(a) again) m # Y1 . Clearly, M # LM2 and m # LM1 . By the algorithm
CP, Cp+1 contains both M and m. If Cp+1 is saturated then |Cp+1 |=
M2&M1+1mp+1 , a contradiction. Hence, Cp+1 is not saturated and by
Lemmas 3 and 4 there are elements (i1 , j1) and (i2 , 1), 1 j12, i2<i1 ,
which are consecutive in Cp+1 but not consecutive in n_k. By Lemma 2(a),
however, (i2+1, 1)<(i1 , j1) does not belong to C1 _ } } } _ Cp . Since
(i2+1, 1) is comparable to every element of Cp+1 , by the algorithm CP,
(i2+1, 1) # Cp+1 , contradicting the definition of (i1 , j1) and (i2 , 1). Thus
the algorithm is successful for m1 , ..., mp , mp+1 . K
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Lemma 6. Let nk and let C1 , ..., Cp , |C1 | } } } |Cp |>0, be a sequence
of chains constructed by the algorithm CP such that (n, k&q+1) # Cq , for
q=1, ..., p. If Cq & Yj {<, for j<k, then the smallest q elements of Yj+1
belong to C1 _ } } } _ Cq .
Proof. First notice that the condition (n, k&q+1) # Cq , for q=1, ..., p,
implies qpkn. Moreover, since (n, k&q+2) # Cq&1 , for q>1, by
Lemma 2(a), Yk&q+2 _ Yk&q+3 _ } } } _ YkC1 _ } } } _ Cq&1 . Hence Cq
Y1 _ } } } _ Yk&q+1 . Similarly Cq&1Y1 _ } } } _ Yk&q+2 .
Suppose the lemma is false and let q be the smallest integer such that
Cq & Yj {<, for some j<k, and not all of the smallest q elements of Yj+1
belong to C1 _ } } } _ Cq . We can assume that q>1 because if C1 & Y j {<
then, by Lemma 1, C1 contains an element of Yj+1 . Clearly, jk&q+1
because Cq & Yj {<. Since (n, k&q+2) # C1 _ } } } _ Cq , by Lemma 2(a),
all nq elements of Yk&q+2 belong to C1 _ } } } _ Cq . Hence j+1{k&q+2
so j<k&q+1. By Lemma 3 Cq & Yj+1 {< because Cq & Yj{<{
Cq & Yk&q+1 .
Let (s, j+1) be the largest element of Cq & Yj+1 . By Lemma 2(a) all
elements of Yj+1 not larger than (s, j+1) are in C1 _ } } } _ Cq . Hence
s<q. By the definition of (s, j+1), (s+1, j+1)  Cq . Clearly, (s, j+1)<
(n, k&q+1) (because s<qn) so by Lemma 4, (s, j+2) # Cq . Hence
(s, j+2)  C1 _ } } } _ Cq&1 . Using Lemma 2(b) we conclude that (i, j+2)
 C1 _ } } } _ Cq&1 , for is so at most s&1<q&1 the smallest elements
of Yj+2 belong to C1 _ } } } _ Cq&1 . By the minimality of q, Cq&1 & Yj+1
=<. Consequently, Cq&1Yj+2 _ Yj+3 _ } } } _ Yk&q+2 (by Lemma 3).
Let (r, j+1) be the smallest element of Cq & Yj+1 . Clearly, by Lemma 1,
(r&1, j+1) # C1 _ } } } _ Cq&2 . Hence, using Lemma 2(a) we get A(r&1,
j + 1)  C1 _ } } } _ Cq&2 . Consequently Cq&1  (Yj+2 _ Yj+3 _ } } } _
Yk&q+2)&A(r&1, j+1)=[(i $, j $): ri $n and j+2 j $k&q+2] so
|Cq&1 |(n+k&q+2)&(r+ j+2)+1=n+k+1&q&r& j.
On the other hand, since (n, k&q+1), (r, j+1) # Cq and Cq & Yj {<,
by Lemma 4 we get
|Cq |(n+k&q+1)&(r+ j+1)+1+1
=n+k+2&q&r& j>|Cq&1 |,
a contradiction. K
By an antichain in a partially ordered set we mean a subset of pairwise
noncomparable elements.
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Proof of Theorem 1. The proof of necessity follows easily by an obser-
vation that the maximum number of elements of n_k that can be covered
by j chains is n+k&1l=1 min[ j, |Ll |]= 
j
i=1 fi .
We shall prove sufficiency by showing that the algorithm CP is success-
ful for the sequence m1 , ..., mp satisfying the assumptions of our theorem.
Notice that if (1) holds then kp. Otherwise,
nk= :
p
i=1
m i :
p
i=1
(n+k&(2i&1))
< :
k
i=1
(n+k&(2i&1))=nk,
a contradiction.
Suppose the algorithm CP is not successful for m1 , ..., mp . Then it returns
a sequence of s+1p chains C1 , ..., Cs , Cs+1 such that |Ci |=mi , for
i=1, ..., s and |Cs+1 |<ms+1 . We shall consider two cases.
Case 1. There exists t, 1tmin[k, s+1], such that (n, k&t+1)  Ct .
We can assume, without loss of generality, that t is the smallest integer
with the above property, i.e., (n, k & j + 1) # Cj , for j = 1, ..., t & 1.
Since (n, k&t+2) # Ct&1 , by Lemma 2(a), Yk _ Yk&1 _ } } } _ Yk&t+2
C1 _ } } } _ Ct&1 .
On the other hand Yk&t+13 C1 _ } } } _ Ct&1 because, for tkn,
Yk _ } } } _ Yk&t+1 contains a t-element antichain (which cannot be covered
by t&1 chains). Hence the first element added to Ct by the algorithm CP
belongs to Yk&t+1 . Denote this element by (d, k&t+1). By Lemma 2(b),
(n, k&t+1)  C1 _ } } } _ Ct&1 . Since (n, k&t+1)  Ct , Ct Yk&t+1 and
|Ct |<n&d+1. Let n_k&(C1 _ } } } _ Ct&1)=[a1 , a2 , ..., aq], where
a1>M a2>M } } } >M aq .
We shall prove the following
Claim. Every subsequence of n&d+1 consecutive terms of the sequence
a1 , a2 , ..., aq forms a chain in n_k.
Let ai=(b, r) be the first term of an (n&d+1)-term subsequence of con-
secutive terms of the sequence a1 , a2 , ..., aq . If r=1 then the subsequence is
contained in Y1 so it forms a chain. Let r>1 and denote by (c, r&1) the
smallest element of Yr&1&(C1 _ } } } _ Ct&1). Applying Lemma 2(b) (for
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(i0 , j0)=(d, k&t+1) and for (i0 , j0)=(b, r)) it follows that cd and
cb. Moreover, by Lemma 2(b) again,
(c, r&1), (c+1, r&1), ..., (b, r&1), (b, r), (b+1, r), ..., (n, r)
 C1 _ } } } _ Ct&1 .
The above sequence is clearly a permutation of ai , ai+1 , ..., ai+n&c+1 and
their terms form a chain in n_k. Since n&c+2n&d+1, the claim
follows.
Notice that ms+1ms } } } mt= |Ct |<n&d+1 so, by the claim,
the algorithm CP constructs the chains Ct , Ct+1 , ..., Cs+1 of cardinalities
mt , mt+1 , ..., ms+1 , respectively, by taking just consecutive elements of the
sequence a1 , a2 , ..., aq . We have a contradiction with the definition of Cs+1 .
Case 2. For every t, 1tmin[k, s+1], we have (n, k&t+1) # Ct .
If s+1>k then (n, 1) # Ck . By Lemma 2(a), n_kC1 _ } } } _ Ck
and consequently ki=1 mi=nk so k=ps+1, a contradiction. Hence
s+1k.
Applying Lemma 2(a) for (i0 , j0)=(n, k&s+1) we get Yk _ Yk&1 _
} } } _ Yk&s+1C1 _ } } } _ Cs . Hence the largest element in n_k&
(C1 _ } } } _ Cs) is (n, k&s) so the greatest integer M2 such that LM2 inter-
sects n_k&(C1 _ } } } _ Cs) is M2=n+k&s&1.
Clearly the largest element of Cs is (n, k&s+1). Let (b, r) be the least
element of Cs . Then ms= |Cs |(n+k&s+1)&(b+r)+1.
Suppose first that r>1. Then, by Lemma 2(b), (b, r&1) # n_k&
(C1 _ } } } _ Cs). Hence, the least integer M1 such that LM1 intersects n_k
&(C1 _ } } } _ Cs) is M1b+r&1&1=b+r&2.
Notice that
ms+1ms(n+k&s+1)&(b+r)+1M2&M1+1.
By Lemma 5 the algorithm CP is successful for m1 , ..., ms , ms+1 so
|Cs+1 |=ms+1 , a contradiction.
Now let r=1. Denote by (b$, 1) the largest element of Cs & Y1 . Then, by
Lemma 2(a) (1, 1), (2, 1), ..., (b$, 1) # C1 _ } } } _ Cs . Clearly, (b$+1, 1) 
C1 _ } } } _ Cs (otherwise, by Lemma 1, (b$, 1) # C1 _ } } } _ Cs&1). Hence
the least integer M1 such that LM1 intersects n_k&(C1 _ } } } _ Cs)
is M1b$+1+1&1=b$+1. By Lemma 2(a), A(n, k&s+1)=[(i, j):
k&s+1 jk]C1 _ } } } _ Cs and [(i, 1): 1ib$]C1 _ } } } _ Cs .
On the other hand, by Lemma 6 the smallest s elements of Y2 belong
to C1 _ } } } _ Cs , so (s, 2) # C1 _ } } } _ Cs . Using Lemma 2(a) we get
A(s, 2)=[(i, j): 1is and 2 jk]C1 _ } } } _ Cs . It is routine to
verify that |A(n, k&s+1) _ A(s, 2)|=sn+s(k&s&1)=s(n+k&s&1).
Hence si=1 |Ci |= |C1 _ } } } _ Cs |s(n+k&s&1)+b$.
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Since s+1k, applying (1) we get
ms+1 :
s+1
i=1
(n+k&(2i&1))& :
s
i=1
mi
= :
s+1
i=1
(n+k&(2i&1))& :
s
i=1
|Ci |
 :
s+1
i=1
(n+k&(2i&1))&s(n+k&s&1)&b$
=n+k&s&1&b$
M2&M1+1.
By Lemma 5 the algorithm CP is successful for m1 , ..., ms , ms+1 so
|Cs+1 |=ms+1 , a contradiction. K
Remark. The chains in the partition constructed by the algorithm CP
are not always saturated (see Fig. 1). For some values of n, k and some
sequences m1 , ..., mp satisfying the assumptions of Theorem 1 such saturated
partitions into chains do not exist. Here is an example: n=6, k=2, and
m1=m2=m3=4. Clearly 6_2 has a partition into three 4-element chains
FIGURE 2
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(see Fig. 2) but no partition into three 4-element saturated chains exists.
Indeed, 6_2 has seven levels, so every 4-element saturated chain in 6_2
contains an element of the fourth (middle) level. This level has, however,
two elements only.
3. COVERINGS AND PACKINGS
We say that chains C1 , ..., Cp n_k form a covering of n_k (resp. a
packing into n_k) if C1 _ } } } _ Cp=n_k (resp. Ci & Cj=< for all i
and j, 1i< jp).
Let P be the set of all finite nonincreasing sequences of positive integers.
For (a1 , ..., ap), (b1 , ..., bq) # P define
(a1 , ..., ap)Pw (b1 , ..., bq) if :

i=j
a i :

i=j
=b i ,
for j=1, 2, ...
and
(a1 , ..., ap)Pw (b1 , ..., bq) if :
j
i=1
a i :
j
i=1
b i ,
for j=1, 2, ... .
The partial orders Pw and Pw are called weak majorizations from above
and from below, respectively (see Marshall and Olkin [7]). Some proper-
ties of these partial orders and their connections to covering, packing and
partition problems have been studied in Lonc [5]. One can readily check
that for (a1 , ..., ap), (b1 , ..., bq) # Pt the relations (a1 , ..., ap)P (b1 , ..., bq),
(a1 , ..., ap)Pw (b1 , ..., bq) and (b1 , ..., bq)Pw (a1 , ..., ap) are equivalent.
We can now formulate our covering and packing results.
Theorem 2. Let nk and min+k&1 for i=1, ..., p. There exists a
covering of n_k by chains of cardinalities m1 , ..., mp , m1 } } } mp>0, if
and only if
(m1 , ..., mp)pw ( f1 , ..., fk). (2)
Theorem 3. Let nk. There exists a packing of chains of cardinalities
m1 , ..., mp , m1 } } } mp>0, into n_k if and only if
(m1 , ..., mp)Pw ( f1 , ..., fk).
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The proofs of Theorems 2 and 3 follow from Theorem 1 by routine
reasonings. We leave them to the reader.
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