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Abstract
We establish that for n  3 and p > 1, the elliptic equation u + K(x)up = 0 in Rn possesses
a continuum of positive entire solutions with logarithmic decay at ∞, provided that a locally Hölder
continuous function K  0 in Rn \ {0}, satisfies K(x) = O(|x|σ ) at x = 0 for some σ > −2, and
|x|2K(x) = c + O([log |x|]−θ ) near ∞ for some constants c > 0 and θ > 1. The continuum contains at
least countably many solutions among which any two do not intersect. This is an affirmative answer to an
open question raised in [S. Bae, T.K. Chang, On a class of semilinear elliptic equations in Rn, J. Differ-
ential Equations 185 (2002) 225–250]. The crucial observation is that in the radial case of K(r) = K(|x|),
two fundamental weights, (log r)
p
p−1 and rn−2(log r)−
p
p−1
, appear in analyzing the asymptotic behavior
of solutions.
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1. Introduction
In this paper, we study the elliptic equation
u+K(x)up = 0, (1.1)
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160 S. Bae / J. Differential Equations 237 (2007) 159–197where n 3,  =∑ni=1 ∂2∂x2i is the Laplace operator, p > 1 and K is a locally Hölder continuous
function in Rn \ {0}. By an entire solution of Eq. (1.1), we point to a positive weak solution of
(1.1) in Rn satisfying (1.1) pointwise in Rn \ {0}.
Entire solutions of (1.1) have been studied in diverse fields such as conformal geometry and
mathematical physics. Besides the exponent p, the coefficient K(x) has a direct influence on
the structure of entire solutions of (1.1). In particular, a critical case is when K(x) vanishes
quadratically at ∞. The case embraces the Matukuma equation, (1.1) with K = 11+|x|2 , which
arises in describing the dynamics of globular cluster of stars in R3. We refer the readers to [9,
17,24] and references therein. We briefly review some known facts to describe why the case of
quadratically vanishing K is critical.
Positive entire solutions of (1.1) are classified by their asymptotic behaviors at ∞. The basic
type known as fast decay occurs when |x|n−2u(x) is bounded. In contrast to fast decay, slow
decay is the opposite. In [21], Ni studied solutions with slow decay and established infinite
multiplicity of positive entire solutions of (1.1) for any p > 1 when K vanishes faster than |x|−2
at ∞. In fact, the solutions are not decaying solutions to 0 because they converge to positive
constants at ∞. However, when K behaves like |x|l near ∞ for some l  −2, the spherical
average of any positive solution decreases to 0 at ∞ but the existence of such solutions depends
on the exponent p > 1. In order to explain the role of p, we first focus on the radial case. For
radially symmetric K , a radial solution of (1.1) satisfies the equation
urr + n− 1
r
ur +K(r)up = 0, (1.2)
where u(x) = u(|x|) and r = |x|. It is easy to see that (1.2) with u(0) = α > 0, has a unique
positive solution u ∈ C2((0, ε))∩ C([0, ε)) for small ε > 0 under the following condition:
(K)
⎧⎪⎨
⎪⎩
K(r) is continuous on (0,∞),
K(r) 0 and K(r) ≡ 0 on (0,∞),∫
0 rK(r) dr < ∞.
Let uα(r) denote the unique local solution with uα(0) = α > 0. As the simplest example satisfy-
ing (K), the Lane–Emden equation,
u+ c|x|lup = 0 (1.3)
in Rn for c > 0 and l > −2, admits positive radial solutions with slow decay if and only if
p > n+2+2l
n−2 (see [16,18,21]). More precisely, the solutions have the asymptotic behavior,
lim
r→∞ r
mu(r) = L, (1.4)
where m = l+2
p−1 and L = L(n,p, l, c) = [m(n − 2 − m)/c]
1
p−1 . Furthermore, W(t) = rmu − L
with t = log r , satisfies a second-order equation whose linear part has the characteristic polyno-
mial
P(z) = z2 + (n− 2 − 2m)z + c(p − 1)Lp−1.
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λ1 = λ1(n,p, l) = (n− 2 − 2m)−
√
(n− 2 − 2m)2 − 4(l + 2)(n− 2 −m)
2
,
λ2 = λ2(n,p, l) = (n− 2 − 2m)+
√
(n− 2 − 2m)2 − 4(l + 2)(n− 2 −m)
2
,
if and only if n > 10 + 4l and p  pc(n, l)(> n+2+2ln−2 ), where
pc = pc(n, l) =
{
(n−2)2−2(l+2)(n+l)+2(l+2)
√
(n+l)2−(n−2)2
(n−2)(n−10−4l) if n > 10 + 4l,
∞ if n 10 + 4l.
Therefore, the second terms in the asymptotic expansions take the form r−(m+λ1) for p > pc and
r−(m+λ1) log r for p = pc. Then, the scaling invariance of (1.3) by uα(r) = αu1(α1/mr) implies
that for the coefficient D(α) of the second terms, there holds
D(α) = α−λ1/mD(1) < 0. (1.5)
The strict inequality in (1.5) was proved by Lemma 4.13 in [15]. Hence, D(α) is strictly increas-
ing in α so that any two positive radial solutions of (1.3) with p  pc are separated near ∞.
In [23], the entire separation was established by making use of the invariance. However, recent
works in [6,19] revealed that monotonic decrease of r−lK rather than the invariance, is essential
in guaranteeing entire separation. Namely, if r−lK(r) is nonincreasing over (0,∞), then (1.2)
with p  pc maintains the structure of Type SS: (1.2) possesses a slowly decaying solution uα
for each α > 0 (i.e., uα(r) > 0 on [0,∞) and rn−2uα(r) → ∞ as r → ∞) and any two of them
do not intersect (see [4,6,19]). Here, SS stands for separation of slowly decaying solutions.
Theorem 1.1. Let p > n+2+2l
n−2 with l > −2. Assume that (K) holds and r−lK(r) is nonincreasing
in r ∈ (0,∞).
(i) For pc(n, l) > p > n+2+2ln−2 , if r−lK(r) → c > 0 as r → ∞, then two solutions uα and uβ of(1.2) intersect infinitely many times.
(ii) For p  pc(n, l), (1.2) has the structure of Type SS, and there is a singular solution U(r)
such that every positive solution uα of (1.2) satisfies
uα(r) < U(r)
L(n,p, l,1)
[r2K(r)] 1p−1
with the convention of L/0 = ∞, and uα → U as α → ∞. Moreover, rmuα(r) is strictly
increasing as r increases.
In a series of papers [1–8] motivated by [12,13,15,19,23], positive entire solutions of (1.1)
with slow decay to 0 have been investigated with respect to the separation of solutions. When
positive solutions are regarded as positive steady states of the corresponding parabolic equations,
the structure of Type SS exhibits stability property. Progress in this direction has been made in
[1,4,14,15,22]. When r−lK(r) → c > 0 at ∞ in Theorem 1.1(ii), the exponent m + λ1 in the
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ing uα . One may consider the topology according to the order of the convergence of r−lK to c.
In [1], the deviation of K from crl was expressed by the integrability condition,
∞∫
1
∣∣r−lK(r)− (c + dr−ν)∣∣rλ1−1 dr < ∞ (1.6)
for some d  0 and ν > 0. One of the main assertions in [1] is that D(α) does not exist for
a “strong” perturbation K of crl , i.e., (1.6) with d > 0 and 0 < ν  λ1 while the following
difference function Φ still describes the topology successfully.
Theorem 1.2. Let p  pc(n, l) with l > −2. Assume that (K) holds and r−lK(r) is nonincreasing
in r ∈ (0,∞). Then (1.2) has the structure of Type SS. Moreover, if (1.6) holds for some c > 0,
d  0 and ν > 0, then for each α > 0, uα satisfies (1.4) and the limit
Φ(β,α) := lim
r→∞
{
rm+λ1(uβ(r)− uα(r)) if p > pc,
rm+λ1(log r)−1(uβ(r)− uα(r)) if p = pc,
is a continuous and strictly increasing function in β ∈ (0,∞).
Now, a challenging problem is to assign a unique asymptotic behavior to each solution for the
nonradial case, which was initiated in [8] and later elaborated in [7] as an approach to uncount-
able multiplicity of positive entire solutions of (1.1).
The main idea of the approach is to observe another important consequence of the assumptions
of Theorem 1.2: for each α > 0, (1.2) has a super-solution u+α such that u+α > uα and
u+α (r)− uα(r) = O
(
r−m−λ2
)
at ∞. (1.7)
The combination of Theorem 1.2 with (1.7) and the barrier method in [7,8,12] yields even the
existence of a continuum of positive solutions which are all specified uniquely. The following
result was established in [1,2,7].
Theorem 1.3. Let p  pc(n, l) with l > −2. Assume that K  0 satisfies
(K1) K(x) = O(|x|σ ) at x = 0 for some σ > −2, and
(K2) |x|−lK(x) = c + d|x|−ν +O(|x|−λ1(log |x|)−θ ) near |x| = ∞
for some c > 0, d  0, ν > 0 and θ > 1. Then (1.1) possesses a continuum C of positive entire
solutions with the asymptotic behavior
lim|x|→∞|x|
mu(x) = L.
Moreover, there exists an infinite subset S ⊂ C such that S is at least countable and any two in
S do not intersect. In the radial case, C = S.
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at ∞, separation structure needs further studies when K behaves like |x| near ∞ for −2. In
case  < −2, the solutions obtained by Ni in [21] are separated solutions converging to positive
constants, which is clear from the constructions in his proof. Since the solutions have small
uniform norms, we may regard (1.1) for the case of  < −2 as a nonlinear regular perturbation
of harmonic equation equipped with Liouville’s theorem. On the other hand, in [18], Li and Ni
showed the nonexistence of positive entire solutions with lim infx→∞ u = 0 under the following
weighted monotone condition: K(x) = O(|x|) at ∞ for some  < −2 and
[
n− (n− 2)(p + 1)
2
]
K(x)+ x · ∇K(x)
never changes sign. In Section 6, we shall reconsider the separation of positive solutions con-
verging to positive constants in this rapidly vanishing case, i.e., K(x) = O(|x|) at ∞ for some
 < −2.
For the middle case of l = −2, we first observe that m → 0 and pc → 1 as l → −2. Hence
for any p > 1, slower decay to 0 than polynomial decay might be taken into account. When
K(r) = c|x|−2 near ∞, positive solutions with slow decay may have the logarithmic decay
lim|x|→∞
(
log |x|) 1p−1 u(x) = L, (1.8)
where
L = L(n,p,−2, c) =
[
n− 2
(p − 1)c
] 1
p−1
. (1.9)
See [16] for the radial case.
The purpose of this paper is to study this borderline problem with the perspective of separation
and establish uncountable multiplicity for (1.1) under the conditions speculated as the limit of
conditions for l > −2. In Theorem 1.3, (K2) is divided into two exclusive cases. The first case is
d = 0 and the second is 0 < ν  λ1 with d > 0. As l decreases to −2, λ1 is decreasing to 0 and
λ2 is increasing to n− 2. Therefore, condition (1.6) is reduced to
∞∫
1
∣∣r2K(r)− c∣∣r−1 dr < ∞. (1.10)
The next task is to find out the weight functions which under (1.10) are unique in specifying
the asymptotic behavior of positive radial solutions. For the case of l = −2, there is no radi-
ally symmetric equation entailing (K) but involving a natural scaling invariance like (1.3). By
adopting the idea in [1] of employing certain difference functions, we eventually circumvent the
obstacle and confirm that two decisive weights (log r)
p
p−1 and rn−2(log r)−
p
p−1 emerge at l = −2.
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near ∞. Then, there exists α∗ ∈ (0,∞] with the property that for each 0 < α < α∗, (1.2) has an
entire solution uα and the limit
Φ(β,α) := lim
r→∞(log r)
p
p−1
(
uβ(r)− uα(r)
) (1.11)
is a continuous and strictly increasing function in β ∈ (0, α∗).
Here, we use the same notation Φ of Theorem 1.2 to give explicit emphasis on their similar
roles. The strictness of Φ in (1.11) depends essentially on the existence of a super-solution u+α
such that u+α > uα and
u+α (r)− uα(r) = O
(
r2−n(log r)
p
p−1
)
at ∞. (1.12)
Moreover, for each 0 < α < α∗, there exists a sequence of layered pairs of super- and sub-
solutions surrounding uα , in such a way that uα constitutes the only solution between these
pairs, which forms a characteristic feature in the stability of uα . See Theorem 4.6 in Section 4.
Note that the condition, r2K(r)  cp near ∞, is related to the linearized problem of (1.2). For
other types of assumptions without this condition, see Proposition 4.1 and Theorems 4.4, 4.5 in
Section 4.
Under the circumstances of Theorem 1.1(ii), we may take α∗ = ∞ in Theorem 1.4 if
r2K(r)  c near ∞. If not, to verify the existence of Φ over (0,∞), we need the following
more restricting integrability than (1.10),
∞∫ ∣∣r2K(r)− c∣∣r−1(log r)ε dr < ∞ (1.13)
for some 0 < ε < 12 provided that uα satisfies (1.8) for every α > 0. See Theorem 4.5 in Section 4
for several cases of α∗ = ∞. The typical examples satisfying (1.13) are
K(r) = r
l
1 + rl+2
for l > −2 and
K(r) = r
λ−2
(1 + r2)λ/2
for λ > 0.
In [5,6], countable multiplicity of separated positive entire solutions was studied when K
satisfies (K1) and
|x|2K(x) = c +O(|x|−n+2[log |x|]−θ ), (1.14)
near |x| = ∞ for some constants c > 0 and θ > − p
p−1 . However, (1.14) does not correspond
to (K2) as l → −2. In fact, its correspondence was in the question raised in [6]. More thorough
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existence of a continuum of solutions.
Theorem 1.5. Let p > 1. Assume that K  0 satisfies (K1) and
|x|2K(x) = c +O([log |x|]−θ ), (1.15)
near |x| = ∞ for some constants c > 0 and θ > 1. Then (1.1) possesses a continuum C of posi-
tive entire solutions with the asymptotic behavior (1.8). Moreover, there exists an infinite subset
S ⊂ C such that any two in S do not intersect. In the radial case, C = S.
Clearly, Theorem 1.5 corresponds to Theorem 1.3. As in Theorem 1.3, the existence of a
continuum is the most critical point in the proof. The strategy of Theorem 1.5 is to regard (1.1)
as a perturbation of radial case. In addition to the strictness of Φ in Theorem 1.4, the continuity
controls (1.2) efficiently.
Our method dealing with (1.1) can be applied to establish the uncountable multiplicity for the
inhomogeneous equation,
u+K(x)up +μf (x) = 0, (1.16)
where μ  0 is a parameter, and f is a given locally Hölder continuous function in Rn \ {0}.
Thanks to Theorem 1.4, we overcome the presence of inhomogeneity as well as the lack of
compactness due to Rn.
The main result of the paper is the following assertion.
Theorem 1.6. Let p > 1. Assume that K  0 satisfies (K1) and (1.15) near ∞ for some constants
c > 0 and θ > 1 while f satisfies
(f1) f (x) = O(|x|τ ) at x = 0 for some τ > −2,
(f2) −(log(2 + |x|)) pp−1 f (x)min|z|=|x| K(z), and
(f3) near |x| = ∞, f (x) = O(|x|−2(log |x|)−ϑ) for some constant ϑ > 2p−1
p−1 .
Then, there exists μ∗ > 0 such that for every μ ∈ [0,μ∗), (1.16) possesses a continuum of posi-
tive entire solutions satisfying (1.8).
Theorem 1.5 is a special case of Theorem 1.6. The proof of Theorem 1.6 demonstrates that
the constructed solutions are all stable under a suitable topology. See [2,7,8,11] for the related
works on inhomogeneous equation (1.16).
This paper is organized as follows.
In order to adapt separation concept for the case of l = −2, we propose the structure of partial
separation in Section 2; separation of solutions happens at least for small initial data.
In Section 3, the asymptotic behavior of positive radial solutions of (1.1) with K(x) = c|x|−2
near ∞ is studied in detail. Moreover, Section 3 offers a clue to our understanding of more
general equations with partial separation.
In Section 4, we obtain an existence result for radially symmetric homogeneous equations.
The asymptotic behavior of the difference of two positive radial solutions near ∞ leads to two
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thermore, the asymptotic behaviors play a principal role in stability property of solutions. In
particular, through a family of super- and sub-solutions surrounding a solution of (1.2), we es-
tablish a weak asymptotic stability by endowing each super- and sub-solution with the asymptotic
behavior in (1.12).
In Section 5, we study the existence of a continuum of solutions of (1.16), and establish
Theorem 1.6. Some generalizations of Theorems 1.5 and 1.6 are given. The multiplicity results
can be applied to Riemannian geometry.
In Section 6, in order to connect two existing theories on separation for l > −2 and for  < −2
via Theorem 1.5 for l = −2, we reconsider the case  < −2.
In conclusion, separation of solutions happens for rapidly vanishing K . Meanwhile, it re-
quires p  pc for K  0 vanishing slower than |x|−2. In the borderline case of quadratically
vanishing K , separation of solutions with logarithmic decay may occur for any p > 1.
Finally, some remarks are made in the last section where we modify a theorem reported in the
survey paper [3].
2. Structure of partial separation
Under condition (K), when (1.2) possesses an entire solution uα for each small α > 0 and
any two of them do not intersect, we say that (1.2) has the structure of partial separation or K
leads to partial separation. When partial separation happens, let S(K) be the supremum of α > 0
with the following properties that (i) (1.2) has an entire solution uβ for each 0 < β < α and
(ii) uβ > uγ for 0 < γ < β < α.
A basic property of S(K) is as follows:
Lemma 2.1. Assume that K1 and K2, K1  K2, satisfy (K), and (1.2) with K = K2 has the
structure of partial separation. If there exist 0 < η < β < S(K2) such that u2,β > u1,η as long
as u1,η remains positive, where ui,α is a solution of (1.2) with K = Ki , then (1.2) with K = K1
has the structure of partial separation and S(K1) η.
Proof. For 0 < α < η, suppose u1,η and u1,α meet at some R > 0 and they remain positive in
[0,R). Then, w1 := u1,η − u1,α satisfies that
{
w1 + k1w1 = 0 in BR ,
w1 > 0 in BR and w1(R) = 0,
where
k1 := K1
u
p
1,η − up1,α
u1,η − u1,α < pK1u
p−1
1,η
in BR , and w′1(R) 0. On the other hand, we have w2 := u2,ξ − u2,β > 0 in [0,∞) for β < ξ <
S(K2) and
w2 + k2w2 = 0
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k2 := K2
u
p
2,ξ − up2,β
u2,ξ − u2,β > pK2u
p−1
2,β .
From Green’s identity, it follows that
ωnR
n−1w′1(R)w2(R) =
∫
BR
(w2w1 −w1w2)
∫
BR
(k2 − k1)w1w2 > 0,
where ωn denotes the surface area of the unit sphere in Rn. This leads to a contradiction,
w′1(R) > 0. Therefore, u1,η > u1,α as long as u1,α remains nonnegative. Hence if u1,η has a
zero at r = ρ = ρ(η) > 0, then u1,α also has a zero at r = ρ(α) for every 0 < α < η and
ρ(α) is decreasing as α > 0 decreases. However, it is impossible for sufficiently small α > 0
because K1 satisfies (K) so that ρ(α) → ∞ as α → 0. Therefore, u1,η > 0 in Rn. Simi-
larly, we have 0 < u1,α < u1,η in Rn for each 0 < α < η. For given 0 < α < ζ < η, since
0 < u1,ζ < u1,η < u2,β , the same arguments as in the above imply that 0 < u1,α < u1,ζ in Rn.
Therefore, S(K1) η. 
Obviously, the essential assumption on (1.2) with K = K2 is the existence of two separated
entire solutions bigger than u1,η .
Corollary 2.2. Let p > 1. Assume that K satisfies (K) and (1.2) has two solutions u1, u2 satis-
fying 0 < u1 < u2 in Rn. If u1(r) → c at ∞ for some c > 0, then S(K˜)  c for every K˜  K
entailing (K).
The structure of partial separation possesses another property which plays an important role
in establishing Theorems 1.4 and 1.5.
Proposition 2.3. Assume that (1.2) has the structure of partial separation. For 0 < η < α < ξ <
S(K), there exist a super-solution u+α and a sub-solution u−α of (1.2) such that uη < u−α < uα <
u+α < uξ in Rn.
Proof. Fix a smooth radial function 0 ≡ H ≡ K with compact support and 0H K . Consider
the problem
urr + n− 1
r
ur +
(
K(r)+H(r))up = 0, u(0) = α > 0. (2.1)
Let uˇα denote the solution of (2.1). Let 0 < α < ξ < S(K). Suppose that for α < β < ξ , there
exists R > 0 such that uˇβ > uα in [0,R) and uˇβ(R) = uα(R). Let R1 = sup{r > 0 | uˇβ(r) −
uα(r) β−α2 }. If H1 and H2, 0H1 H2, satisfy the above conditions and are small enough,
then uˇβ,H2 > 0 and uˇζ,H1 > 0 in [0,R] for any β < ζ < ξ , where uˇζ,H1 and uˇβ,H2 are solutions
of (2.1) with H = H1 and H2, respectively. By the same way as in [4, Lemma 2.3] with wˇ2 :=
uξ −uζ , we have uζ,H1  uζ and wˇ1 := uˇζ,H1 − uˇβ,H2 > 0 in [0,R]. Hence, uˇβ,H1  uˇβ,H2 . Thus
we may assume that supp(H) ⊂ BR1 .
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w3 + k3w3 = 0 in BR ,
w3 > 0 in BR and w3(R) = 0,
where
k3 := K
uˇ
p
β − upα
uˇβ − uα +H
uˇ
p
β
uˇβ − uα < pKu
p−1
β +
2H
β − αu
p
β
in BR , and w′3(R)  0. On the other hand, we have w4 := uγ − uξ > 0 in [0,∞) for any ξ <
γ < S(K), and
w4 + k4w4 = 0
in Rn, where
k4 := K
u
p
γ − upξ
uγ − uξ > pKu
p−1
ξ .
We may choose H satisfying H < p(β−α)2β K[( uξuβ )p−1 − 1]. Then, k3 < k4 in BR . From Green’s
identity, it follows that
ωnR
n−1w′3(R)w4(R) =
∫
BR
(w4w3 −w3w4)
∫
BR
(k4 − k3)w3w4 > 0
which in turn implies a contradiction, w′3(R) > 0. Therefore, for given α < β < ξ , uˇβ > uα in Rn
if H is chosen suitably. Set u+α = uˇβ .
In order to find a sub-solution, consider the problem
urr + n− 1
r
ur +
(
K(r)−H(r))up = 0, u(0) = α > 0. (2.2)
Let uˆα denote the solution of (2.2). Suppose that for some η < δ < α < S(K), there exists R > 0
such that 0 < uˆδ < uα in [0,R) and uˆδ(R) = uα(R). Let R2 = sup{r > 0 | uα(r)  α+δ2 }. We
may assume that supp(H) ⊂ BR2 . Setting w5 := uα − uˆδ , we have{
w5 + k5w5 = 0 in BR ,
w5 > 0 in BR and w5(R) = 0,
where
k5 := Ku
p
α − uˆpδ
uα − uˆδ +H
uˆ
p
δ
uα − uˆδ < pKu
p−1
α +
2H
α − δ u
p
α
in BR , and w′5(R) 0. We may choose H satisfying H <
p(α−δ)
2α K[( uξuα )p−1 −1], which implies
that k5 < k4 in BR . From Green’s identity, it follows that
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n−1w′5(R)w4(R) =
∫
BR
(w4w5 −w5w4)
∫
BR
(k4 − k5)w5w4 > 0
which in turn implies a contradiction, w′5(R) > 0. Therefore, for η < δ < α, we have uα > uˆδ
as long as uˆδ remains positive. Then, it follows from Lemma 2.1 that S(K − H)  δ. Hence
0 < uˆη < uˆδ in Rn and by the same argument as in [4, Lemma 2.3], we have uη  uˆη. Set
u−α = uˆδ. 
3. Logarithmic decay
This section is devoted to studying the asymptotic behavior of solutions of (1.2) when K(r)
behaves like r−2 at ∞. We first consider the simplest equation
u+ c|x|−2up = 0 (3.1)
near ∞ for some c > 0. In [16], Yi Li studied the asymptotic behavior of solutions of (3.1).
After examining his proof, we confirm that (5.15) in [16, Lemma 5.1] contains a typo. In order
to get rid of the confusion, we follow his proof closely under more general condition (1.10) and
suggest an appropriate statement as follows:
Lemma 3.1. Let p > 1, c > 0 and u be a positive radial solution of (1.2). If (1.10) holds and
lim
r→∞(log r)
1
p−1 u(r) = L, (3.2)
where L = L(n,p,−2, c) is given by (1.9), then
lim
r→∞(log r)
δ
[
(log r)
1
p−1 u(r)−L+ pL
(p − 1)2(n− 2)
log(log r)
log r
]
= 0
for every 0 < δ < 1.
Proof. Let V (t) := (log r)1/(p−1)u(r), t = log r. Then V satisfies that
Vtt +
(
n− 2 − 2
(p − 1)t
)
Vt −
(
cLp−1 − p
(p − 1)2t
)
V
t
+ k(t)
t
V p = 0, (3.3)
where k(t) := r2K(r). Setting
W(t) := (log r) 1p−1 u(r)−L+E
with
E := pL log(log r)
(p − 1)2(n− 2) log r ,
we have
lim W(t) = 0
t→+∞
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Wtt +
(
n− 2 − 2
(p − 1)t
)
Wt −
(
cLp−1 − p
(p − 1)2t
)
V
t
+ k(t)
t
V p
+
(
n− 2 − 2p
(p − 1)t
)
E
t
−
(
n− 2 − 3p − 1
(p − 1)t
)
E
t log t
= 0.
Hence, W satisfies that
Wtt +
(
n− 2 − 2
(p − 1)t
)
Wt + 1
t
g1(t)W + (log t)
2
t3
g2(t)+ c
t
g3(t,W)+ k(t)− c
t
V p
= 1
t
[
O
(
E3
)+O(E3)W ]= O( (log t)3
t4
)
(3.4)
at +∞, where
g1(t) := n− 2 − p
2
(p − 1)2
log t
t
+ p
(p − 1)2
1
t
+ p
3(p − 2)
2(p − 1)4(n− 2)
(log t)2
t2
,
g2(t) := p
3L
2(p − 1)4(n− 2) −
(2p − 1)p2L
(p − 1)4(n− 2)
1
log t
+ (3p − 1)pL
(p − 1)3(n− 2)
1
(log t)2
,
and
g3(t, s) := V p − (V − s)p − p(V − s)p−1s.
Note that at +∞,
g3(t,W) = (W +L−E)p − (L−E)p − p(L−E)p−1W = O
(
W 2
)
.
Multiplying (3.4) by e(n−2)t t−2/(p−1) and integrating over [T , t], we get
e(n−2)t
t2/(p−1)
Wt = C(T )−
t∫
T
e(n−2)s
s2/(p−1)+1
(
g1W + (log s)
2
s2
g2 + cg3 +O
(
(log s)3
s3
))
−
t∫
T
e(n−2)s
s2/(p−1)+1
(
k(s)− c)V p. (3.5)
For given ε > 0, there exists large T > 0 such that
t∫
T
e(n−2)s
s2/(p−1)+1
|g1W + cg3| ε
t∫
T
e(n−2)s
s2/(p−1)+1
 ε
n− 2
(
e(n−2)t
t2/(p−1)+1
+ p + 1
p − 1
t∫
e(n−2)s
s2/(p−1)+2
)
.T
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Wt(t) = o
(
t−1
) (3.6)
and thus Vt(t) = o(t−1) at +∞. Multiplying (3.3) by 2tVt and integrating over [t,+∞), we
have
−p − 1
p + 1cL
p+1 +
+∞∫
t
(
2(n− 2)s − p + 3
p − 1
)
V 2s +
p
(p − 1)2
+∞∫
t
V 2
s2
= tV 2t −
(
cLp−1 − p
(p − 1)2t
)
V 2 + 2c
p + 1V
p+1 − 2
+∞∫
t
(
k(s)− c)V pVs,
which implies
+∞∫
sV 2s < ∞
and thus
+∞∫
sW 2s < ∞. (3.7)
Multiplying (3.4) by tW and integrating over [T , t], we have
tWWt − 12W
2 + 1
2
(
n− 2 − 2
(p − 1)t
)
tW 2 +
t∫
T
(log s)2
s2
g2(s)W
+
t∫
T
(
g1(s)− n− 22 + cg4(s,W)
)
W 2 −
t∫
T
sW 2s +
t∫
T
(
k(s)− c)V pW
= TW(T )Wt(T )− 12W
2(T )+ 1
2
(
n− 2 − 2
(p − 1)T
)
TW 2(T )+
t∫
T
O
(
(log s)3
s3
)
W,
where g4(t,W) = g3(t,W)/W → 0 as t → +∞. From (3.6), (3.7) and (1.10), we obtain
+∞∫
W 2 < ∞ (3.8)
and tW 2 converges at +∞, which in turn implies that
W(t) = o(t−1/2) (3.9)
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+∞∫
t
[
(n− 2)s − p + 3
2(p − 1)
]
W 2s
= t
2
W 2t +
g1
2
W 2(t)+ 1
2
+∞∫
t
(g1)sW
2 −
+∞∫
t
(log s)2
s2
g2Ws −
+∞∫
t
cg3Ws
−
+∞∫
t
(
k(s)− c)V pWs +
+∞∫
t
O
(
(log s)3
s3
)
Ws. (3.10)
Integrate (3.10) over [τ,+∞) to get
+∞∫
τ
+∞∫
t
[
(n− 2)s − p + 3
2(p − 1)
]
W 2s ds dt
=
+∞∫
τ
t
2
W 2t +
+∞∫
τ
g1
2
W 2 +
+∞∫
τ
+∞∫
t
(g1)s
2
W 2 ds dt −
+∞∫
τ
+∞∫
t
(log s)2
s2
g2Ws
−
+∞∫
τ
+∞∫
t
cg3Ws −
+∞∫
τ
+∞∫
t
(
k(s)− c)V pWs +
+∞∫
τ
+∞∫
t
O
(
(log s)3
s3
)
Ws.
Changing the order of integrations with (3.6), (3.8) and (1.10) gives
+∞∫
s2W 2s < ∞. (3.11)
Multiplying (3.4) by t1+δW and integrating over [T , t], we have
t1+δWWt − 1 + δ2 t
δW 2 + 1
2
(
n− 2 − 2
(p − 1)t
)
t1+δW 2
+
t∫
T
sδ
(
g1(s)− (n− 2)(1 + δ)2 +
(1 + δ)δ
2s
+ δ
(p − 1)s + cg4(s,W)
)
W 2
+
t∫
T
(log s)2
s2−δ
g2(s)W +
t∫
T
sδ
(
k(s)− c)V pW
= T 1+δW(T )Wt(T )− 1 + δ2 T
δW 2(T )+ 1
2
(
n− 2 − 2
(p − 1)T
)
T 1+δW 2(T )
+
t∫
s1+δW 2s (T )+
t∫
O
(
(log s)3
s3−δ
)
.T T
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+∞∫
s
1
2 W 2 < ∞
and t1+ 12 W 2 converges to 0 at +∞. Now, we may take δ = 12 (1 + 12 ) to deduce that
+∞∫
s
1
2 + 14 W 2 < ∞
and t1+ 12 + 14 W 2 converges to 0 at +∞. Repeating this process of estimation, we conclude that
for every 0 < δ < 1,
+∞∫
sδW 2 < ∞ (3.12)
and limt→+∞ t1+δW 2(t) = 0. 
For δ = 1, the convergence of tW needs its boundedness.
Lemma 3.2. Let p > 1, c > 0 and u be a positive radial solution of (1.2) satisfying (3.2). If
(1.10) holds and
D(u, r) := (log r) pp−1 u(r)−L log r + pL
(p − 1)2(n− 2) log(log r) (3.13)
is bounded near ∞, then D(u, r) converges at ∞.
Proof. For δ = 1, we have
t2WWt − tW 2 + 12
(
n− 2 − 2
(p − 1)t
)
t2W 2 − p
2
(p − 1)2
t∫
T
(
log s +O(1))W 2
+
t∫
T
(log s)2
s
g2(s)W +
t∫
T
s
(
k(s)− c)V pW
= T 2W(T )Wt(T )− TW 2(T )+ 12
(
n− 2 − 2
(p − 1)T
)
T 2W 2(T )
+
t∫
T
s2W 2s +
t∫
T
O
(
(log s)3
s2
)
.
Since sW is bounded, we conclude from (3.6), (3.11), (3.12) and (1.10) that t2W 2 converges
at +∞. 
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W(t) = o(t−δ) at ∞ for 12 < δ < 1.
Lemma 3.3. Let p > 1, c > 0 and u be a positive radial solution of (1.2) near ∞ satisfying
(3.2). If (1.13) holds for some 0 < ε < 12 , then D(u, r) converges at ∞.
In the next section we shall deal with weaker condition (1.10) under which D is still bounded.
For our convenience, we assume
(A) K satisfies (K) and (1.10) for some c > 0. Moreover, (1.2) has the structure of partial
separation with S(K) > 0, and D(α) := limr→∞ D(uα, r) exists on (0, α∗) for some 0 <
α∗  S(K).
Here, we use the same notation D(α) of (1.5) to express their similar roles. By Lemma 3.3
and [6], the simplest example for (A) is the case that K = cr−2 near ∞. The first observation
from (A) is the uniform convergence of D(α).
Lemma 3.4. Assume (A). For given 0 < a < α∗, D(α, t) := D(uα, r) converges uniformly on
[a,α∗] as t → +∞.
Proof. Let χ(t) = tp/(p−1)uα , t = log r , for a  α < α∗. Then, χ satisfies that
χtt +
(
n− 2 − 2p
(p − 1)t
)
χt − p
(
cLp−1 − 2p − 1
(p − 1)2t
)
χ
t
+ kt−pχp = 0,
where k(t) = r2K(r). Setting ϕ(α, t) = tp/(p−1)(uα − ua), we see that
ϕtt +
(
n− 2 − 2p
(p − 1)t
)
ϕt − p
(
cLp−1 − cu˜p−1t − 2p − 1
(p − 1)2t
)
ϕ
t
+ pJ u˜p−1ϕ = 0, (3.14)
where ua < u˜ < uα and J := k− c. Multiplying (3.14) by e(n−2)t t−2p/(p−1) and integrating over
[T , t], we have
e(n−2)t
t2p/(p−1)
ϕt (t) = e
(n−2)T
T 2p/(p−1)
ϕt (T )+
t∫
T
e(n−2)s
s2p/(p−1)
(Υ − ζJ )ϕ
s
, (3.15)
where ζ := pu˜p−1t and Υ (t) := pcLp−1 − cζ − (2p−1)p
(p−1)2t . The asymptotic behavior of u˜ implies
that Υ (t)  d log t
t
at +∞ for some d > 0. Hence, for 0 < ε < 1 small, we observe
t2p/(p−1)
e(n−2)t
t∫
e(n−2)s
s2p/(p−1)
Υ
ϕ
s
 C
tε
t∫ log s
s2−ε
M1T T
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t2p/(p−1)
e(n−2)t
t∫
T
e(n−2)s
s2p/(p−1)
ζ |J |ϕ
s
 C
t
t∫
T
|J |M2
for some M2 > 0, ϕt (α, t) converges uniformly to 0 on [a,α∗] as t → +∞. Integrating (3.14)
over [T , t], we obtain
(
n− 2 − 2p
(p − 1)t
)
ϕ(t) =
(
n− 2 − 2p
(p − 1)T
)
ϕ(T )− ϕt (t)+ ϕT (T )
+
t∫
T
(
Υ − p
(p − 1)2s
)
ϕ
s
−
t∫
T
ζJ
ϕ
s
. (3.16)
Hence, ϕ(α, t) converges uniformly on [a,α∗] as t → +∞. 
An immediate consequence of Lemma 3.4 is the continuity of D on (0, α∗).
Proposition 3.5. Assume (A). Then, D(α) := limt→+∞ D(α, t) is continuous on (0, α∗).
For 0 < α < α∗, D(α) is defined by the following asymptotic behavior at ∞:
uα(r) = L
(log r)1/(p−1)
− pL log(log r)
(p − 1)2(n− 2)(log r)p/(p−1)
+ D(α)
(log r)p/(p−1)
+ o
(
1
(log r)p/(p−1)
)
. (3.17)
In particular, if K = cr−2 near ∞, Lemmas 3.3 and 3.4 imply that D(α, r) is bounded on
[a,α∗] for any a > 0 and D(α) is continuous for α > 0 small. Furthermore, let p  pc(n, l)
with l > −2, and assume that r−lK(r) is nonincreasing in r ∈ (0,∞) and K(r) = cr−2 near
∞ for some c > 0. Then (1.2) has the structure of Type SS. We may take α∗ = S(K) = ∞ in
(A) and then ϕ(α, t) converges locally in uniform norm in (0,∞) so that D(α) is continuous on
(0,∞).
Now, an intriguing question for D(α) is to ask whether D(α) is strictly increasing in
α ∈ (0, α∗). To show the strictness, we shall construct super-solutions by perturbing K only
in compact region and analyze their asymptotic behaviors. More precisely, we shall observe that
for each 0 < α < α∗, (1.2) possesses a super-solution u+α such that u+α > uα in Rn and
lim
r→∞(log r)
p/(p−1)[u+α (r)− uα(r)]= 0.
Then, one may look for a power q < p/(p − 1) for which (log r)q is comparable with
u+α (r)− uα(r) for large r . But, it turns out to be impossible because from [5,6],
lim (log r)q
[
u+α (r)− uα(r)
]= 0
r→∞
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m + λ2 → n − 2 as l → −2, we discover that the weight is rn−2(log r)−p/(p−1). In order to
explain how to get a grasp of the weight, we present our first attempt for (1.2) when r2K(r) →
c > 0 as r → ∞. Let v(r) := (log r)qu(r). Then, v satisfies that
v − 2qvr
r log r
− q
[
n− 2 − q + 1
log r
]
v
r2 log r
+K(r)(log r)−q(p−1)vp = 0.
For fixed ε ∈ (0, n− 2) and
q >
pcLp−1
ε
, (3.18)
there exists Rq > 1 such that
n− 2 − ε − q + 1
log |x| > 0
for r > Rq . Setting
Lqv := v − 2q x · ∇v|x|2 log |x| −
q
|x|2 log |x|
[
n− 2 − ε − q + 1
log |x|
]
v,
we see that
0 = Lqv − qε|x|2 log |x|v +
K(r)
(log r)q(p−1)
vp.
Let w(r) := (log r)q(u2 −u1) where u1 and u2, u1 < u2, are positive solutions of (1.2) satisfying
(3.2). Then, w satisfies that
0 = Lqw − qε|x|2 log |x|w +K(r)pu˜
p−1w
for u1 < u˜ < u2 and
Lqw = w|x|2 log |x|
(
qε − pLp−1r2K(r)+ o(1)).
By (3.18), Lqw  0 for |x| large. Assume that w(r) → 0 as r → ∞ for any q > 0.
We make use of the comparison function,
ζ(x) := |x|2−n+δ
for 0 < δ < n− 2. Then we get
Lqζ(x) = |x|−(n−δ)
[
−δ(n− 2 − δ)+ q(n− 2 − 2δ + ε) + q(q + 1)2
]
log |x| (log |x|)
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Rn \BR(0) with C = w(R)/ζ(R) and thus w(R)−Cζ(R) = 0. Since w−Cζ → 0 as |x| → ∞,
we conclude by the maximum principle that w  Cζ in Rn \BR(0) and thus
u2 − u1  Cr2−n+δ(log r)−q
at ∞. This estimate requires further sharpening the weight although δ > 0 can be taken arbitrary
small. On the other hand, letting Z(t) = rn−2(u2 − u1), we see that
Ztt − (n− 2)Zt + r2Kpu˜p−1Z = 0
and
Zt(t) = Zt(T )+ (n− 2)
(
Z(t)−Z(T ))−
t∫
T
r2Kpu˜p−1Z.
Since Z is increasing, Z diverges. Hence, one possible candidate for the weight comparable with
u2 − u1 is of type r2−n(log r)−q for some q > 0.
Lemma 3.6. Let p > 1. Assume r2K(r) → c > 0 as r → ∞. If u1 and u2, u1 < u2 are two
positive solutions of (1.2) satisfying (3.17) and
lim
r→∞(log r)
p/(p−1)[u2(r)− u1(r)]= 0, (3.19)
then
lim
r→∞
rn−2
(log r)p/(p−1)
[
u2(r)− u1(r)
]= C
for some C > 0.
Proof. Setting
ψ(t) := r
n−2(u2 − u1)
(log r)ϑ
,
t = log r , we see that
ψtt −
(
n− 2 − 2ϑ
t
)
ψt −
[
(n− 2)ϑ −ω − ϑ(ϑ − 1)
t
]
ψ
t
= 0, (3.20)
where ω := r2K(r)pu˜p−1 log r for some u1 < u˜ < u2. By (3.17), the bracket in (3.20) near ∞
changes sign at ϑ = p
p−1 . For ϑ = pp−1 , we have
lim (n− 2)ϑ −ω = 0
r→∞
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 d log log rlog r near ∞ for some d > 0. From now on, set
ψ(t) := r
n−2(u2 − u1)
(log r)
p
p−1
,
and then
ψtt −
(
n− 2 − 2p
(p − 1)t
)
ψt −
[
pcLp−1 −ω − p
(p − 1)2t
]
ψ
t
= 0. (3.21)
Then, Γ (t) := pcLp−1 − ω − p
(p−1)2t > 0 for t large and Γ (t) 
d log t
t
at t = +∞. Choose T0
large so that n− 2 − 2p
(p−1)t > 0 for t > T0.
Step 1. If ψt(T1) > 0 for some T1 > T0, then
ψtt 
(
n− 2 − 2p
(p − 1)t
)
ψt .
Hence, ψt is increasing and
ψtt
ψt
 n− 2 − 2p
(p − 1)t (3.22)
on (T1,+∞). Integrating (3.22) over [T , t] for T > T1, we have
log
ψt(t)
ψt (T )
 (n− 2)(t − T )− 2p
p − 1 log
t
T
and
ψt(t)ψt(T )e(n−2)(t−T )
(
T
t
) 2p
p−1
(3.23)
for t large. Integrating (3.23) again, we obtain
ψ(t)ψ(T )+C
t∫
T
e(n−2)s
s2p/(p−1)
ds
ψ(T )+Ct−2p/(p−1)
t∫
T
e(n−2)s ds
 Ce(n−2)t t−2p/(p−1)
and
(log r)
p
p−1 (u2 − u1) C > 0
which contradicts (3.19). Therefore, ψ is nonincreasing near +∞.
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(
n− 2 − 2p
(p − 1)t
)
ψ(t) = ψt(t)− 2p
(p − 1)
+∞∫
t
ψ(s)
s2
ds +
+∞∫
t
Γ
ψ(s)
s
ds
 C
+∞∫
t
log s
s2
ψ(s) ds
for t large and thus for 0 < δ < 1,
ψ(t) C
t1−δ
+∞∫
t
log s
s1+δ
ψ(s) ds.
Hence, we obtain
ψ(t) C
t1−δ
.
Iterating the process with this estimate, we have
ψ(t) C
t2−(δ+δ2)
+∞∫
t
log s
s1+δ2
ds
and
ψ(t) C
t2−(δ+δ2)
.
Repeating the process k times, we deduce
ψ(t) C
tk−(δ+δ2+···+δk)
for t large. For ξ > p
p−1 + δ1−δ ,
rn−2(u2 − u1) C
(log r)ξ−
p
p−1 −(δ+δ2+···+δk)
,
which is impossible since the left-hand side is nondecreasing near ∞.
Therefore, ψ is nonincreasing at +∞ and converges to a positive constant. 
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of (1.2) for the simplest case.
Proposition 3.7. Let p > 1. Assume (A) and r2K(r) → c > 0 as r → ∞ for some c > 0. Then,
for 0 < α < α∗, (1.2) possesses a super-solution u+α such that u+α > uα and
lim
r→∞
rn−2
(log r)p/(p−1)
[
u+α (r)− uα(r)
]= C
for some C > 0.
Proof. Consider (2.1) with the same assumptions of H as in the proof of Propositions 2.3.
Taking H sufficiently small, if necessary, we have
uζ < uˇη < uθ < uˇγ < uξ
in Rn for some 0 < α < ζ < η < θ < γ < ξ < α∗. Moreover, taking H˜ = H/2, we have uα <
vˇβ < uζ in Rn where vˇβ is a solution of (2.1) with H = H˜ . Then the remark after Lemma 2.1
implies S(K + H˜ ) β . Assume H˜ is sufficiently small and has compact support. By the similar
argument with H˜ , we may assume that for 0 < δ < α < ξ , there exist δ < β1 < α < β2 < ξ such
that (2.1) has a family of separated solutions vˇβ between uδ and uζ for β1  α  β2 and
uδ < vˇβ1 < uα < vˇβ2 < uζ .
Then, it follows from Lemma 3.2 that similarly as in (3.17), D+(β) defined by vˇβ exists on
[β1, β2]. Moreover, by Lemma 3.4, D+(β) is continuous on [β1, β2]. Define
β¯ = min{β2  β > α | vˇβ  uα}.
By the maximum principle, we have vˇβ¯ > uα . Now we claim that D+(β¯) = D(α). If D+(β¯) >
D(α), then by using the continuity of D+(β) and D+(β1)D(α), we may choose α < β˜ < β¯
and R > 0 such that vˇβ > uα on (R,∞) for every β˜ < β < β¯ . Since vˇβ is monotonically in-
creasing to vˇβ¯ as β increases to β¯ , there exists β˜ < β < β¯ such that vˇβ¯ > vˇβ > uα in Rn, which
contradicts the definition of β¯ . Therefore, we have D+(β¯) = D(α). Since H has compact sup-
port, we obtain the asymptotic behavior from Lemma 3.6. 
4. Asymptotic behavior and stability
In this section, we prove Theorem 1.4. Let K be a continuous positive radial function K¯
entailing K¯(r) = cr−2 near ∞. Then (1.2) has a family {u¯α} satisfying (3.17) of positive radial
solutions indexed by u¯α(0) = α ∈ (0, α¯∗) for some α¯∗ > 0 such that u¯α is strictly increasing in
α ∈ (0, α¯∗). (See [6, Theorem 1.1] for the existence.) From Lemma 3.3, Propositions 3.5 and 3.7,
we have the significant fact that for each α ∈ (0, α¯∗), there exists a super-solution u¯+α such that
u¯+α > u¯α and
u¯+α (r)− u¯α(r) = O
(
r2−n[log r] pp−1 ) as r → ∞. (4.1)
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case.
Proposition 4.1. Let p > 1. Assume that K satisfies (K) and
∞∫
1
(
r2K(r)− c)−r−1 dr < ∞ (4.2)
and either r2K(r) cp near ∞,
∞∫
1
(
r2K(r)− c)+r−1 dr < ∞ (4.3)
or
∞∫
1
(
r2K(r)− c)+r−1(log r) 1p−1 dr < ∞ (4.4)
for some c > 0, where k± = max(±k,0). Then, there exists a positive constant α∗ = α∗(p,K)
such that (1.2) possesses a family {uα}, uα(0) = α ∈ (0, α∗), of positive radial solutions satisfy-
ing (3.17) among which any two do not intersect.
The proof proceeds with the same argument as in [7, Proposition 3.1]. In the proof, uα is
compared with the solutions u¯β . More precisely, for each 0 < α < α¯∗ sufficiently small, there
exist 0 < γ < α < β < α¯∗ such that u¯γ < uα < u¯β in Rn. Then the separation of uα for small
initial data is verified by making use of [7, Lemma 2.5]. By taking α∗(p,K) smaller if necessary,
we assume those properties for each 0 < α < α∗. Since D(uα, r) defined by (3.13) is bounded,
it follows from Lemma 3.2 that D(uα, r) converges to D(α) and by Proposition 3.5, D(α) is
continuous.
Lemma 4.2. Assume the hypotheses of Proposition 4.1. Then
D(α) := lim
r→∞
[
(log r)
p
p−1 uα(r)−L log r + pL
(p − 1)2(n− 2) log(log r)
]
(4.5)
is continuous on (0, α∗) for some α∗ > 0.
We now improve Lemma 3.6 under weaker condition (1.10).
Lemma 4.3. Let p > 1. Assume that (1.10) holds for some c > 0. If u1 and u2, u1 < u2 are
two solutions of (1.2) near ∞ satisfying D(u1) = D(u2), where D(ui) defined by (4.5) exist for
i = 1,2, then
ψ := r
n−2
(log r)p/(p−1)
(
u2(r)− u1(r)
)
converges to a positive constant at ∞.
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u1 < u˜ < u2 and from (3.15), ϕt (t) = O(t−δ) at ∞ for any 0 < δ < 1. Since ϕ(t) → 0 as
t → +∞, it follows from (3.16) that for t large,
(
n− 2 − 2p
(p − 1)t
)
ϕ(t) = −ϕt (t)−
+∞∫
t
(
Υ − p
(p − 1)2s
)
ϕ
s
+
+∞∫
t
ζ J
ϕ
s
 C
(
1
tδ
+ 1
t
)
for some C > 0. Hence, we have
lim
t→+∞ t
δϕ(t) = 0 (4.6)
for 0 < δ < 1. Actually, combining this fact and (3.15), (3.16), and following the same process
of estimation, we see that (4.6) is valid for every δ > 0.
Step 1. Set
ψ(t) := r
n−2(u2 − u1)
(log r)
p
p−1
.
Then, ψ satisfies that
ψtt −
(
n− 2 − 2p
(p − 1)t
)
ψt −
[
pcLp−1 −ω − p
(p − 1)2t − ζJ
]
ψ
t
= 0, (4.7)
where ζ := pu˜p−1 log r for some u1 < u˜ < u2, ω := cζ and J (r) := r2K(r) − c. From (3.17),
Γ (t) := pcLp−1 −ω − p
(p−1)2t > 0 for t large and Γ (t) 
d log t
t
at t = +∞ for some d > 0.
We claim that ψ is bounded near ∞. Suppose ψ is not bounded near ∞. Choosing T large so
that n− 2 − 3p−1
(p−1)t > 0 for t > T > 1, and integrating (4.7) over [T , t], we have
ψt(t)−ψt(T ) =
(
n− 2 − 2p
(p − 1)t
)
ψ(t)−
(
n− 2 − 2p
(p − 1)T
)
ψ(T )
+
t∫
T
(
Γ − 2p
(p − 1)s
)
ψ
s
−
t∫
T
ζJ
ψ
s
and
ψt(t)
ψ(t)
= n− 2 − 2p
(p − 1)t +
1
ψ(t)
[
ψt(T )−
(
n− 2 − 2p
(p − 1)T
)
ψ(T )
]
+ 1
ψ(t)
t∫
T
(
Γ − 2p
(p − 1)s
)
ψ
s
− 1
ψ(t)
t∫
T
ζJ
ψ
s
= n− 2 − 2p + I (t)+ II(t)+ III(t). (4.8)
(p − 1)t
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(p−1)T , there is a large T1 > T such that
+∞∫
T1
∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J | < δ2 . (4.9)
We may choose a large t1 > T1 such that ψ(t1)ψ(t) on [T , t1] and
∣∣I (t1)∣∣+ 1
ψ(t1)
T1∫
T
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
ψ
s
<
δ
2
.
Since
1
ψ(t1)
t1∫
T1
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
ψ
s

t1∫
T1
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
1
s
<
δ
2
,
we get
∣∣I (t1)∣∣+ ∣∣II(t1)∣∣+ ∣∣III(t1)∣∣< δ
which combined with (4.8) implies that
ψt(t1)
ψ(t1)
 n− 2 − δ − 2p
(p − 1)t1 >
1
t1
> 0
and ψt(t1) > 0. Set t¯1 = {t  t1 | ψt(t) > 0}. If t¯1 < +∞, then
∣∣I (t¯1)∣∣+ ∣∣II(t¯1)∣∣+ ∣∣III(t¯1)∣∣< δ
and thus, ψt(t¯1) > 0, a contradiction. Therefore, ψ is increasing on [t1,+∞) and
ψt
ψ
 n− 2 − δ − 2p
(p − 1)t (4.10)
on [t1,+∞). Integrating (4.10) over [t1, t], we have
log
ψ(t)
ψ(t1)
 (n− 2 − δ)(t − t1)− 2p
p − 1 log
t
t1
and
ψ(t)ψ(t1)e(n−2−δ)(t−t1)
(
t1
) 2p
p−1t
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t  t2,
∣∣I (t)∣∣+ 1
ψ(t)
T1∫
T
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
ψ
s
<
δ
2t
.
It follows from (4.9) that
1
ψ(t2)
t2∫
T1
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
ψ
s
 1
t2
t2∫
T1
(∣∣∣∣Γ − 2p(p − 1)s
∣∣∣∣+ ζ |J |
)
<
δ
2t2
and thus
∣∣I (t2)∣∣+ ∣∣II(t2)∣∣+ ∣∣III(t2)∣∣< δ
t2
.
Since
ψt(t2)
ψ(t2)
 n− 2 −
(
2p
p − 1 + δ
)
1
t2
>
1
t2
,
we see that (ψ(t2)/t2)t > 0. Set t¯2 = {t  t2 | (ψ(t)/t)t > 0}. If t¯2 < +∞, then
∣∣I (t¯2)∣∣+ ∣∣II(t¯2)∣∣+ ∣∣III(t¯2)∣∣< δ2t¯2
and (ψ(t¯2)/t¯2)t > 0, a contradiction. Therefore, ψ(t)/t is increasing on [t2,+∞) and
ψt
ψ
 n− 2 −
(
2p
p − 1 + δ
)
1
t
(4.11)
on [t2,+∞). Hence, integrating (4.11) over [t2, t], we have
ψ(t)ψ(t2)e(n−2)(t−t2)
(
t2
t
) 2p
p−1 +δ
,
that is,
(log r)δ+
p
p−1 (u2 − u1) C > 0
for r large, which contradicts (4.6).
Step 2. If ψt  0 on (T1,+∞) for some T1 > T , then multiplying (4.7) by t and integrating over
[T , t], we obtain
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t∫
T
(
n− 2 − 2p
(p − 1)s
)
sψt ds
+
t∫
T
Γ ψ ds −
t∫
T
ζJψ ds.
Hence, from (1.10), we observe that for t large, tψt (t) C(log t)2,
ψt(t) C
(log t)2
t
and thus, ψ(t)C(log t)3 near +∞, which is a contradiction.
Step 3. Suppose that there exist two sequences {ηi} and {ξi} going to +∞ as i → ∞ such that
{ηi} and {ξi} are consecutive local minimum points and local maximum points of ψ respectively
entailing ηi < ξi < ηi+1, i = 1,2, . . . . For given δ > 0, there is a large j such that
ξi∫
ηi
ζ |J |ψ ds < δ
2
for i  j . If ψ(ξi)−ψ(ηi) δ, then we observe
0 = ψ(ξi)−ψ(ηi)+
ξi∫
ηi
(
n− 2 − 2p
(p − 1)s
)
sψt ds +
ξi∫
ηi
Γ ψ ds −
ξi∫
ηi
ζJψ ds
 δ − δ
2
= δ
2
for i  j , which is a contradiction. If ψ(ηi+1)−ψ(ξi)−δ, then we have another contradiction
0 = ψ(ηi+1)−ψ(ξi)+
ηi+1∫
ξi
(
n− 2 − 2p
(p − 1)s
)
sψt ds +
ηi+1∫
ξi
Γ ψ ds −
ηi+1∫
ξi
ζ Jψ ds
−δ + δ
2
= − δ
2
.
Therefore, ψ converges.
Step 4. Suppose ψ → 0 at +∞. We first consider the case that ψ is monotonically decreasing
near +∞. Integrating (4.7) over [t,+∞) for t large, we have
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n− 2 − 2p
(p − 1)t
)
ψ(t) = ψt(t)− 2p
(p − 1)
+∞∫
t
ψ(s)
s2
ds +
+∞∫
t
Γ
ψ(s)
s
ds −
+∞∫
t
ζ J
ψ(s)
s
ds
 C
+∞∫
t
log s
s2
ψ(s) ds + 1
t
+∞∫
t
ζ |J |ψ(s) ds
 C1
1
t1−δ
+C2 1
t
(4.12)
and thus,
ψ(t) C 1
t1−δ
.
Applying this finer estimate to (4.12), we obtain
ψ(t) C1
1
t2−(δ+δ2)
+C2 1
t2−δ
and
ψ(t) C 1
t2−(δ+δ2)
.
Repeating this process in the same way as in Step 2 of Lemma 3.6, we encounter a contradiction.
If ψt oscillates, we integrate over [ti ,+∞) where ti are local maximum points, and apply the
above arguments.
Therefore, ψ converges to a positive constant. 
We are now ready to prove that D defined by (4.5) is strictly increasing.
Theorem 4.4. Assume 0 < α∗  S(K) and (1.10) holds for some c > 0. If D(α) is defined on
(0, α∗), then D(α) is a continuous and strictly increasing function in α ∈ (0, α∗).
Proof. Suppose that D(β) = D(ξ) for some 0 < β < ξ < α∗ so that D(η) = D(β) for every β 
η ξ . From Proposition 2.3, we construct a super-solution uˇα by a suitable choice of nonnegative
H ≡ 0 with compact support such that uˇα for β < α < ξ is a solution of (2.1) satisfying uβ <
uˇα < uξ in Rn. Then, uˇα  uα (see [4, Lemma 2.3]) and D+(α) = D(η) for every β  η  α
where D+(α) is defined by (4.5) with uˇα . Set
θ¯ = max{α > θ  β | uˇα  uθ }.
Obviously, α > θ¯ and by the maximum principle, uˇα > uθ¯ . Since H has compact support, uˇα and
uθ¯ are two solutions of (1.2) near ∞. Hence, it follows from Lemma 4.3 that
lim
r→∞
rn−2
p/(p−1)
(
uˇα(r)− uθ¯ (r)
)= C(θ¯) > 0
(log r)
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where
ψ(t; θ) := r
n−2
(log r)p/(p−1)
(
uθ (r)− uθ¯ (r)
)
.
Moreover, all Ψ (θ) for θ¯ < θ  α are positive constants and thus Ψ is strictly increasing in
θ ∈ [θ¯ , α]. Integrating (4.7) over [t,+∞) for t large, we observe that
(n− 2)Ψ (θ) =
(
n− 2 − 2p
(p − 1)t
)
ψ(t; θ)−ψt(t; θ)+ 2p
(p − 1)
+∞∫
t
ψ(s; θ)
s2
ds
−
+∞∫
t
Γ (s; θ)ψ(s; θ)
s
ds +
+∞∫
t
ζ(s; θ)J ψ(s; θ)
s
ds,
where Γ (t; θ) and ζ(t; θ) are defined similarly as in the below of (4.7). Since ψ(t; θ) < ψ(t;α)
for θ¯  θ < α, we see that for fixed large t , ψ in θ ∈ [θ¯ , α] are uniform bounded on [t,+∞). For
θ¯  θ1 < θ2  α, by the asymptotic behavior of Γ (s; θ), we have
+∞∫
t
Γ (s; θ2)ψ(s; θ2)
s
ds −
+∞∫
t
Γ (s; θ1)ψ(s; θ1)
s
ds C1
+∞∫
t
log s
s2
ds
and from (1.10),
∣∣∣∣∣
+∞∫
t
ζ(s; θ2)J ψ(s; θ2)
s
ds −
+∞∫
t
ζ(s; θ1)J ψ(s; θ1)
s
ds
∣∣∣∣∣ C2t
+∞∫
t
|J |ds  C3
t
.
Hence, Ψ (θ) is continuous on [θ¯ , α]. By the continuity of Ψ and 0 = Ψ (θ¯) < C(θ¯), we may
choose θ¯ < θ˜ < α and R > 0 such that uˇα > uθ on (R,∞) for every θ¯ < θ < θ˜ . Since uθ is
monotonically decreasing to uθ¯ as θ decreases to θ¯ , there exists θ¯ < θ < θ˜ such that uˇα > uθ >
uθ¯ in Rn, which contradicts the definition of θ¯ . Therefore, D(ξ) >D(β) for α∗ > ξ > β > 0. 
In the beginning of this section, u¯α denotes a solution of (1.2) with K = K¯ in case K¯ = cr−2
at ∞ for some c > 0. When p  pc(n, l) with l > −2 and r−lK(r) is nonincreasing in r ∈ (0,∞)
and r2K(r) c near ∞, we may choose K¯ such that K  K¯ and r−lK¯(r) is also nonincreasing
in r ∈ (0,∞). Then (1.2) with K¯ has the structure of Type SS and by Lemma 3.3, D(u¯α, r)
converges at ∞ for each α > 0. Since uα  u¯α for each α > 0 (see [4, Lemma 2.3]), the conver-
gence of D(uα, r) follows from Lemma 3.2 provided that uα  u¯β for some small β > 0. Hence,
under the additional hypotheses of Proposition 4.1, we may take α∗ = ∞. (See the remarks after
Proposition 4.1.)
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slow decaying solution satisfies (3.2) if limr→∞ r2K(r) = c and
∞∫ [
d
dr
(
r2K(r)
)]
+
< ∞. (4.13)
Moreover, if (1.13) holds additionally for some 0 < ε < 12 , D(uα, r) converges for each α > 0.
Hence, we may take α∗ = ∞ also by Proposition 4.1.
Theorem 4.5. Let p  pc(n, l) with l > −2. Assume that (K) holds and r−lK(r) is nonincreasing
in r ∈ (0,∞). Moreover, assume one of the following three cases: for some c > 0,
(i) cp  r2K(r) c near ∞ and (4.3);
(ii) r2K(r) c near ∞ and (4.4);
(iii) limr→∞ r2K(r) = c, (4.13) and (1.13) for some 0 < ε < 12 .
Then D(α) is a continuous and strictly increasing function in α ∈ (0,∞).
Theorem 4.5 implies that the solutions have a stability property. For given 0 < α < α∗, in
order to see the stability more clearly, we construct a particular family of super- and sub-solutions
encompassing uα .
Theorem 4.6. Assume S(K) > 0 and (1.10) holds for some c > 0. If D(α) is defined on (0, α∗)
for some 0 < α∗  S(K), then for each 0 < α < α∗, (1.2) possesses a sequence of radial strict
super-solutions u¯(1)α > u¯(2)α > · · · > uα and a sequence of radial strict sub-solutions u(1)α < u(2)α <
· · · < uα such that uα is the only solution of (1.2) in the ordered interval u(j)α < uα < u¯(j)α for
every j . Moreover,
lim
j→∞ u¯
(j)
α = uα = lim
j→∞u
(j)
α .
Proof. Fix 0 < α < α∗. Choosing a suitable nonnegative function H ≡ 0 with compact support,
we employ the same arguments of Proposition 2.3 to construct super-solutions uˇa, uˇb , uˇξ of
(1.2) which are solutions of (2.1) and satisfy
uˇξ > uγ > uˇb > uα > uˇa > 0 in Rn
with 0 < a < α < b < γ < ξ < α∗. Then uˇβ in β ∈ [a, b] are all separated. (See [7, Lemma 2.5].)
Define
β¯ = min{b β > α | uˇβ  uα}.
By the maximum principle, u¯(1)α := uˇβ¯ > uα . Applying Lemma 3.2 and Theorem 4.4 to (2.1), we
have a continuous and strictly increasing function D(1)+ (β) on [a, b] defined by uˇβ . If D(1)+ (β¯) >
D(α), we may choose α < β˜ < β¯ and R > 0 such that uα < uˇβ < uˇβ¯ on (R,∞) for every
β˜ < β < β¯ . Since uˇβ is monotonically increasing to uˇβ¯ as β increases to β¯ , there exists α <
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(1)
α :=
D
(1)
+ (β¯) = D(α).
In order to construct a sub-solution of (1.2), we consider the problem (2.2). Then, it fol-
lows from Proposition 2.3 that by choosing a suitable nonnegative function H ≡ 0 with compact
support, there exist solutions uˆδ , uˆβ of (2.2) such that
uγ > uˆη > uα > uˆρ > 0 in Rn
with 0 < ρ < α < η < γ < α∗. Hence, from Lemma 2.1, we have S(K −H) η. Define
δ = max{ρ  δ < α | uˆδ  uα}.
By the maximum principle, u(1)α := uˆδ < uα . Similarly, we have D(1)− (δ) defined by uˆδ and obtain
D
(1)
α := D(1)− (δ) = D(α) by employing similar arguments as in the above.
Fix H satisfying the above conditions. For each j , consider the problem,
u′′ + n− 1
r
u′ +
(
K(r)± H(r)
j
)
up = 0, u(0) = α > 0. (4.14)
Applying the standard barrier method to (4.14), we obtain a sequence of radial strict super-
solutions of (1.2), u¯(1)α > u¯(2)α > · · · > uα , and a sequence of radial strict sub-solutions of (1.2),
u
(1)
α < u
(2)
α < · · · < uα. The uniqueness of uα with u(j)α < uα < u¯(j)α follows from the fact that
D(α) is strictly increasing as α increases. We have a decreasing sequence {βj } such that βj =
u¯
(j)
α (0) > α and
u¯(j)α (r) = βj −
1
n− 2
r∫
0
{
1 −
(
s
r
)n−2}
s
[
K(s)+ H(s)
j
](
u¯(j)α
)p
ds.
Since u¯(j)α is monotonically decreasing as j → ∞, u¯(j)α converges uniformly in any compact
subset of [0,∞) to a continuous function u˜ with the property that u˜ uα and for any r > 0,
u˜(r) = β − 1
n− 2
r∫
0
{
1 −
(
s
r
)n−2}
sK(s)u˜p ds
for some β  α. Hence, u˜ = uβ . From the uniqueness of uα , we conclude that β = α. Similarly,
we observe that uα = limj→∞ u(j)α . 
From the above proof, we have the following result.
Lemma 4.7. D(j)α = D(α) = D(j)α for all j and 0 < α < α∗.
By Lemmas 4.3 and 4.7, there exist two sequences {Ψ (j)α } and {Ψ (j)α }:
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rn−2
(log r)p/(p−1)
(
u¯(j)α (r)− uα(r)
)
,
Ψ (j)α = limr→∞
rn−2
(log r)p/(p−1)
(
u(j)α (r)− uα(r)
)
,
which display the following behaviors.
Lemma 4.8. Ψ (j)α is strictly decreasing to 0 and Ψ (j)α is strictly increasing to 0 as j → ∞.
Proof. Set ψ¯(j)(t) = rn−2(log r)−p/(p−1)(u¯(j)α (r)−uα(r)), t = log r . Then, for t large, we have
(n− 2)Ψ (j)α =
(
n− 2 − 2p
(p − 1)t
)
ψ(j)(t)−ψ(j)t (t)+
2p
(p − 1)
+∞∫
t
ψ(j)(s)
s2
ds
−
+∞∫
t
Γ (j)
ψ(j)(s)
s
ds +
+∞∫
t
ζ (j)J
ψ(j)(s)
s
ds,
where Γ (j) and ζ (j) are defined similarly as in the below of (4.7). Since u¯(j)α converges to uα
uniformly on any compact set of [0,∞), we see that for fixed large t , ψ(j)(t),ψ(j)t (t) → 0 as
j → ∞. Hence, Ψ (j)α → 0 as j → ∞. Similarly, Ψ (j)α → 0 as j → ∞. 
The previous results provide useful tools dealing with stability issue. For each 0 < α < α∗, the
fact that D is strictly increasing on (0, α∗) is essential for the stability of uα which is a positive
steady state of the semilinear heat equation in the Cauchy problem,{
ut = u+K(|x|)up in Rn × (0,∞),
u(x,0) = φ(x) in Rn, (4.15)
under the assumptions of Theorem 4.6. For λ > 0, we define the two weighted uniform norms,
‖υ‖ = sup
x∈Rn
∣∣[log(2 + |x|)]p/(p−1)υ(x)∣∣
and
|||υ|||λ = sup
x∈Rn
∣∣∣∣ (1 + |x|)n−2[log(2 + |x|)]λ υ(x)
∣∣∣∣.
Let φ ≡ 0 be a bounded continuous nonnegative function and u(x, t;φ) a solution of (4.15).
We say that a regular steady state uα of (4.15) is stable with respect to the norm ‖ · ‖ if for every
ε > 0, there exists δ > 0 such that when ‖φ − uα‖ < δ we always have ‖u(·, t;φ)− uα‖ < ε for
all t > 0. We say that uα is weakly asymptotically stable with respect to the norm ||| · |||λ if uα is
stable with respect to the norm ||| · |||λ and if there exists δ > 0 such that when |||φ − uα|||λ < δ we
have |||u(·, t;φ)− uα|||λ′ → 0 as t → ∞ for all λ′ > λ.
On the stability of steady states, we conclude the following assertion.
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for some 0 < α∗  S(K), then for 0 < α < α∗, any positive steady state uα of (4.15) is stable
with respect to the norm ‖·‖ and is weakly asymptotically stable with respect to the norm ||| · ||| p
p−1 .
Theorems 4.4, 4.6 and Lemmas 4.7, 4.8 are the main ingredients in establishing the weak
asymptotic stability with respect to ||| · ||| p
p−1 while separation of solutions and Theorem 4.4 show
the stability with respect to ‖ · ‖. The arguments in the proof of Theorem 4.9 are similar as in the
proof of Theorem 1.15 in [15] where Gui, Ni and Wang studied the stability and weak asymptotic
stability for (4.15) when K = 1 and p  pc(n,0). For some recent advances, see [11,14,22].
5. Continuum of solutions
We are now ready to prove Theorem 1.6. Due to the inhomogeneity of (1.16), the standard bar-
rier method does not clarify the infinite multiplicity. In order to distinguish uncountably between
one solution and another which are constructed by the method of barriers, we utilize Theorem 4.4,
i.e., the essential fact that D(α) is strictly increasing.
Theorem 5.1. Let p > 1. Assume that K  0 and f satisfy (K1) and (f1), respectively. Suppose
there exist radial functions H±(r) such that
(i) H±(r) 0, H±(r) ∈ C((0,∞)), and ∫0 rH±(r) dr < ∞;
(ii) max(±f (x),0) [log(2 + |x|)]− pp−1 H±(|x|);
(iii) H− K− and ∫
Bc
(
K− −H− − c|x|−2)−|x|2−n dx < ∞;
(iv) either H+(r) = O(r−2), K+(r) < ()cpr−2 near ∞ (in the case H+ ≡ 0),∫
Bc
(
K+ +H+ − c|x|−2)+|x|2−n dx < ∞,
or ∫
Bc
(
K+ +H+ − c|x|−2)+|x|2−n(log |x|) 1p−1 dx < ∞,
for some c > 0, where K−(r) := min|x|=r K(x), K+(r) := max|x|=r K(x), and Bc is the com-
plement of a ball B centered at 0. Then, there exists μ∗ > 0 such that for every μ ∈ [0,μ∗),
Eq. (1.16) possesses a continuum of positive entire solutions with the asymptotic behavior (1.8).
Proof. We apply the barrier method to (1.16) by considering the following homogeneous prob-
lem:
v′′ + n− 1v′ + (K± ±H±)vp = 0 in (0,∞), v(0) = α > 0. (5.1)
r
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and consider only the case that K− −H− ≡ c|x|−2 ≡ K+ +H+ near ∞ and f ≡ 0 because the
other cases can be treated in a similar way. Let v±α denote the solutions, respectively. From the
proof of Proposition 4.1, there exists α∗ > 0 such that for each α ∈ (0, α∗), there exist positive
entire solutions v±α of (5.1) respectively which are increasing as α increases and below u¯θ for
some θ > α∗. Moreover, for given α ∈ (0, α∗), there exist 0 < η < γ < ξ < α such that
u¯η < v
−
γ < u¯ξ < v
+
α in Rn.
Define
γα = sup
{
β ∈ (η,α): v−β < v+α in Rn
}
.
Obviously, v−γα  v
+
α . Then the strong maximum principle implies that v−γα < v
+
α in Rn. By
Theorem 4.4, we may set
Φ+− (α, γα) := lim
r→∞(log r)
p
p−1
(
v+α (r)− v−γα (r)
)
and define Φ±± similarly. Then, it follows from Lemma 4.2 that Φ+− (α, γα) = 0. Indeed, if
Φ+− (α, γα) > 0, then v−γα < v
+
α near ∞. Hence, the continuity of Φ−− (·, γα) implies that there ex-
ist R > 0 and ε > 0 such that if 0 < β − γα < ε and β < α, then v−β (r) < v+α (r) for r ∈ [R,∞).
Since v−β is monotonically decreasing to v−γα as β decreases to γα and v
−
β → v−γα uniformly on
[0,R], there exists γα < γ1 < β such that v−γ1 < v+α in Rn which contradicts the definition of γα .
Fix α1 ∈ (0, α∗). From the proof of Proposition 4.1, there exist 0 < η1 < γα1 and 0 < η2 <
α2 <
η1
2 such that
u¯η2 < v
−
γα2
< v+α2 < u¯η1/2 < u¯η1 < v
−
γα1
in Rn.
It follows from Theorem 4.4 that Φ++ (α1, α2) = Φ−− (γα1, γα2) > 0. By the continuity of Φ++ ,
Φ++
([α2, α1], α2)= [0,Φ++ (α1, α2)]. (5.2)
We apply (ii) to find μ± satisfying
μ+f+ H+
(
v+α1
)p
, μ−f− H−
(
v−γα1
)p
.
For each 0  μ  min{μ+,μ−}, we conclude by the super- and sub-solution method that for
every α ∈ [α2, α1], Eq. (1.16) possesses a positive entire solution uα satisfying
v−γα < uα < v
+
α in Rn,
and moreover,
lim
(
log |x|) 1p−1 uα(x) = L(n,p,−2, c).|x|→∞
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lim|x|→∞
(
log |x|) 1p−1 (uα(x)− v+α2(|x|))= Φ++ (α,α2).
Therefore, it follows from (5.2) that (1.16) possesses a continuum of positive solutions for small
μ> 0. 
Theorem 1.6 follows from Theorem 5.1 by taking
H±
(|x|)= [log(2 + |x|)] pp−1 F±(|x|),
where F±(r) := max|x|=r f±(x). The first case in (iv) is applied to deduce Theorem 1.6. Com-
bining (1.15) and (f3), we see that the integral conditions in (iii) and (iv) are satisfied. In fact,
the arguments in the proof of Theorem 5.1 are the same as in [2,7] which are motivated by [8].
Here, we give the proof for the sake of completeness.
Theorem 1.5 is a special case of Theorem 1.6. We now consider more general homogeneous
equation (1.1) with the following condition:
(K3) For N  3, the infimum K1(r) and the supremum K2(r) of K(x) on {x = (x1, x2) ∈
Rn−N × RN : |x2| = r} are continuous functions on (0,∞), and
∫
0 rK2(r) dr < ∞.
A direct application of Theorem 5.1 gives the following conclusion.
Theorem 5.2. Let p > 1 and N  3. Assume that K  0 satisfies (K1), (K3), and for some
constants c > 0, K1 satisfies (4.2) while K2 satisfies either (4.3) and r2K2(r) cp near ∞, or
(4.4). Then (1.1) possesses a continuum of positive entire solutions such that
lim|x2|→∞
(
log |x2|
)1/(p−1)
u(x1, x2) = L(N,p,−2, c)
uniformly in x1 ∈ Rn−N . The continuum includes an infinite set among which any two do not
intersect.
Obviously, Theorem 5.2 generalizes Theorem 1.5.
Corollary 5.3. Let p > 1 and N  3. Suppose that K  0 satisfies (K1), (K3), and
Ki(r) = cr−2 +O
(
r−2[log r]−θ ) at ∞, i = 1,2,
for some constants c > 0 and θ > 1, where K1,K2 are defined in (K3). Then the same result in
Theorem 5.2 is valid.
We may interpret the result of Theorem 5.2 in the context of Riemannian geometry. Let x =
(x1, x2) ∈ Rn−N × RN = Rn, N  3. When p = n+2 , Theorem 5.2 is translated as follows:n−2
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∞∫
1
(
r2K1(r)− c
)
−r
−1 dr < ∞
and either r2K2(r) N+2N−2c near ∞,
∞∫
1
(
r2K2(r)− c
)
+r
−1 dr < ∞
or
∞∫
1
(
r2K2(r)− c
)
+r
−1(log r)
n−2
4 dr < ∞
for some c > 0, where K1,K2 are defined in (K3). Then, there exists a continuum of Riemannian
metrics g1 on Rn with the following properties: (i) K is the scalar curvature of g1; (ii) g1 is
conformal to the standard metric g on Rn; (iii) g1 is complete.
6. Rapidly vanishing case
From the assumptions in Proposition 4.1, we expect that (1.2) might have a continuum of
positive entire solutions under the condition
∞∫
0
rK(r) dr < ∞, (6.1)
which represents the case K(r)  r near ∞ for  < −2. Setting v(t) = uα(r), t = log r , we
observe that under (K), v is always decreasing as long as it remains positive. It is easy to see that
v′′ + (n− 2)v′ + r2Kup = 0.
Suppose v(t) = 0 for some t . Then we have
v′(t) = v′(0)+ (n− 2)v(0)−
t∫
0
r2Kupα dt
= ur(1)+ (n− 2)u(1)−
r∫
1
rKupα dr
−Cαp + n− 2
2
α
> 0
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a contradiction in a similar way. Hence v(t) converges to a positive constant at +∞. Considering
solutions with small positive initial data, we see that S(K) > 0 by [7, Lemma 2.5] and for every
0 < α < S(K), uα converges to a positive constant at ∞. Letting V (t) = uβ(r)−uα(r), t = log r ,
for 0 < α < β < S(K), we see that
V ′′ + (n− 2)V ′ + r2Kpu˜p−1V = 0. (6.2)
Integrating (6.2) over [t,+∞), we obtain
(n− 2)C(β,α) = V ′(t)+ (n− 2)V (t)−
+∞∫
t
r2Kpu˜p−1V dt (6.3)
where V (t) → C(β,α) as t → +∞. For given ε > 0, it follows from (6.1) that the integral in
(6.3) is less than ε/2 by choosing t sufficiently large. The first two terms of the right-hand side
of (6.3) converge to 0 as β − α → 0 and thus C(β,α) → 0. Therefore, we reach the following
assertion.
Proposition 6.1. Let p > 1. Assume that K satisfies (K) and (6.1). Then, there exists a positive
constant δ = δ(K) such that for every c ∈ (0, δ), (1.2) has a positive radial solution tending to c
as r → ∞ and any two of them do not intersect.
When K˜ K , we conclude from Corollary 2.2 that S(K˜) δ(K).
In fact, when K vanishes faster than r−2, Proposition 6.1 is valid even if K changes sign.
Furthermore, as an improvement of Ni’s result in [21], Naito in [20] obtained the following
existence result which includes the nonradial case.
Theorem 6.2. Let p > 1. Assume that a locally Hölder continuous function K and k∗  0 satisfy
|K(x)|  k∗(|x|). If k∗ satisfies (6.1) with K = k∗, then there exists a positive constant δ such
that for every c ∈ (0, δ), (1.1) has a positive entire solution with u(x) → c as |x| → ∞.
When K  0, separation structure of solutions of (1.1) was established in [10] by making use
of the maximum principle.
Eventually, we figure out the whole picture of separation structures from l > −2 even down
to  < −2 via l = −2.
7. Final remarks
As mentioned in Section 3, (5.15) in [16, Lemma 5.1] should be replaced with (3.17). In
[6], the former misleads to a weak assumption (1.5) in [6, Theorem 1.1]. See [5] for the exact
modifications of [6]. On the other hand, in the survey paper [3], we reported the following wrong
statement as Theorem 3.2 in [3] which also utilized Lemma 5.1 in [16].
196 S. Bae / J. Differential Equations 237 (2007) 159–197Theorem 7.1. Let p  pc(n, l) with l > −2. Assume that (K) holds, r−lK(r) is nonincreasing in
r ∈ (0,∞) and c  r2K(r)  cp near ∞ for some c > 0 and moreover, (1.10). Then, for each
α > 0, the limit
Ψ (β,α) := lim
r→∞
rn−2
(log r)p/(p−1)
(
uβ(r)− uα(r)
)
is a strictly increasing function in β ∈ (0,∞) with countable discontinuities.
Hence, Theorem 7.1 should be modified into Theorem 4.5(i). That is, for each α > 0, the limit
Φ(β,α) = lim
r→∞(log r)
p
p−1
(
uβ(r)− uα(r)
)= D(β)−D(α)
is a continuous and strictly increasing function in β ∈ (0,∞).
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