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ARMA SPECTRAL ESTIMATION BY AN ADAPTIVE IIR FILTER 
by JIANDE CHEN, JOOS VANDEWALLE, and BART DE MOOR4 
1. Zntroduction 
Spectral estimation is a frequently encountered problem in digital signal 
processing. Conventional methods of spectral estimation, such as in [l, 21, are 
based on fast-Fourier-transform (FFT) techniques. They are generally effi- 
cient in computation and produce reasonable results for stationary signals. 
These FFT-based approaches, however, have several disadvantages as fol- 
lows: 
(a) The limitation of the ability to distinguish the spectral responses of 
two or more signals. The frequency resolution in Hz is roughly the reciprocal 
of the time interval in seconds over which sampled data are available. 
(b) The problem of “leakage” in frequency domain, i.e., the energy in 
the main lobe of a spectral response “leaks” into the sidelobes, masking 
adjacent spectral responses that are present. This is due to the implicit 
windowing of the data when processing. Careful selection of windows can 
reduce the sidelobe leakage, but always at the expense of reduced resolution. 
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(c) The limitation on tracking time-varying spectra due to the block 
processing of the FFT. 
In order to avoid the problems resulting from the FFT, modem spectral 
estimation techniques have been proposed [3, 41. The basic principles and 
results of many modem methods are shown in an excellent survey paper [5]. 
Among them autoregressive moving-average (ARMA) methods are more 
generalized and produce better results than the others. 
The ARMA model assumes that a time series v, can be modeled as the 
output of a p-pole and q-zero filter excited by white noise: 
Y,= - 5 akYn-k+ 5 cknn-k7 
k=l k=O 
where n, is white noise and c, = 1. Once the parameters of 
model are identified, the spectral estimate of the time series 
calculated: 
U2At11+~;&eXp( -jwkAt)12 
PV(ti)= (l+Cp,,a,exp( -jokht)\’ ’ 
(1) 
the ARMA 
y, can be 
(2) 
where a2 is the variance of the white noise and - 1/(2At) < f< l/(2 At). 
Many ARMA parameter estimation techniques have been proposed, 
which usually involve many matrix computations and iterative optimization 
techniques. They are normally not practical for real-time processing. In the 
following sections a suboptimal method with considerably less computations 
is proposed. 
2. Spectral Estimation by an Adaptive ZIR Filter 
The structure of an adaptive IIR filter which was first proposed in [3] is 
shown in Figure 1. y, is an input time series, and f is the estimate of yn by 
the adaptive filter. The set a, and ck are the feedforward and feedback 
coefficients of the filter, respectively. They are iteratively adjusted according 
to the least-mean-square (LMS) algorithm to be derived in the following. 
Using vector notation and assuming that the time series y,, is wide-sense 
stationary and has zero mean, the LMS algorithm can be derived in analogy 
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FIG. 1. The structure of an adaptive IIR filter. 
with that in [6]: 
p q 
Yn = - L aknYn-k + L cknnn-k (3) 
k=l k=l 
(4) 
(5) 
where 
Y,: = [Yn-l' Yn-2"'" Yn-p], 
CONFERENCE REPORT 563 
Let E [ .] denote the expectation operation, and replace An' Cn by A, C 
for simplicity. Then the mean square error E[ e;] can be expressed as: 
where 
The solution for the adaptive filter coefficients that minimize the mean 
square error is obtained by setting the gradient vector with respect to the 
filter parameters equal to zero: 
V'A[ E(e;)] = 2RA - 2P +2QC = 0, 
A = R-1(P - QC), (7) 
V'c[E( e;)] = 2R'C - 2P' +2QA = 0, 
(8) 
The Wiener solution for the filter parameters can be obtained if all the 
second-order statistics are known. In most real applications, however, these 
statistics are not known a priori. The steepest-descent method is applied for 
the adaptation of the filter parameters: 
According to the LMS algorithm [7, 8] the above unknown matrices are 
replaced by instantaneous estimates of their values, i.e., R is estimated by 
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YnY,;, R' by ene~, P by YnYn, P' by Ynen, and Q by Yne~. Finally, the LMS 
algorithm for the adaptation of the filter coefficients is obtained as follows: 
(11) 
(12) 
where J.tl' J.t2 are constants which control the convergence speed of the 
algorithm. These values must be chosen less than the reciprocal of the total 
input energy to the adaptive filter. Small values result in better performance 
at the expense of slower convergence. The determination of the order of the 
ARM A model, i.e., the values of p and q, can be found in the literature 
[9, 10]. 
Now comparing the expression of the filter output (3) with the ARMA 
model in Equation (1), we find that the filter output is indeed an ARMA 
estimation of the input time series Yn if the residual error en is a white 
process. The whiteness of the en has been proved in [7]. Therefore, once the 
algorithm converges, the power-spectrum estimate can be calculated from the 
filter parameters by Equation (2). 
3. Results 
For investigating the performance of the method proposed in the previous 
section, computer simulations have been conducted in comparison with a 
conventional FFT-based periodogram method. In the first simulation the 
input time series Yn consists of two sinusoids in white noise. The ratio of 
signal (two sinusoids) to noise equals 17 dB. The frequencies of these two 
sinusoids are 0.1 and 0.2 Hz, respectively. For the proposed algorithm the 
lengths of filter feedforward and feedback coefficients, p, q, are chosen to be 
30 and 20. The results are shown in Figure 2, where the vertical axis 
represents power and horizontal frequency. Curve 1 is the spectral estimate 
by the periodogram method, and curve 2 is that by the proposed method. 
Comparing these two results, one can see that the proposed method produces 
higher resolution, i.e., the two peaks in curve 2 are much narrower than those 
in curve 1. 
The second simulation is designed to investigate the ability to distinguish 
two very close spectral lines. The input time series has the same composition 
as the previous simulation, but the frequencies of the two sinusoids are equal 
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FIG. 2. Results of spectral estimation. Real frequencies: il = 0.1 Hz, h = 0.2 Hz. 
Curve 1: spectral estimation by periodogram; curve 2: by the proposed method. 
to 0.1 and 0.11 Hz, respectively. Figure 3 shows the results. The spectral 
estimate by the periodogram method is shown as curve 1, from which one 
can see that two spectral responses are merged into one. The estimation by 
the proposed method is shown in curve 2, where two different spectral 
responses are well recognizable. 
4. Conclusion 
In this paper an ARMA spectral estimation by an adaptive IIR filter is 
described. The LMS algorithm for the adaptation of the filter coefficients is 
derived. The proposed adaptive IIR filter produces an ARM A estimation of 
the input time series, and the whole system functions as a whitening filter. 
Once the algorithm converges, the spectral estimate of the input time series 
can be calculated from the filter coefficients. 
The proposed method has been compared with the FFT-based periodo-
gram method by computer simulations. It has advantages of producing higher 
resolution and of resulting in higher ability to distinguish close spectral lines. 
It is simple and has low computational complexity, so it can be used for 
real-time processing. It is adaptive and so can be used for tracking the 
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FIG. 3. Results of spectral estimation. Real frequencies: fi = 0.1 Hz, f, = 
0.11 Hz. Curve 1: spectral estimation by periodogram; curve 2: by the proposed 
method. 
instantaneous frequency of the time series. It produces better results than 
autoregressive methods with the same complexity of computation, such as the 
method in [4], because it is based on the ARMA model. 
Since the convergence of the LMS algorithm is relatively slow, it is not 
efficient for application to a time series with only a few data available. 
The proposed method has been applied to biomedical signal processing 
with success [ 111. Recently a recursive least-squares algorithm has been 
developed. 
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SOME PROPERTIES OF THE RIESZ 
PROJECTOR FOR REGULAR MATRIX POLYNOMIALS 
by N. CHONDROS and J. MAROULAS5 
1. Preliminmies 
L&-t 
L(X) = A,$ + A,X-’ + . . . + A,, (1) 
be an m X m matrix polynomial such that the leading coefficient A, is not 
necessarily the identity or even invertible. When the spectrum 
o(L)= {h~C:detL(X)=o} 
of L(X) is not the empty set, L(X) is said to be regular, and when L(0) = I, 
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