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Abstract – Continuous unitary transformations are a powerful tool to extract valuable informa-
tion out of quantum many-body Hamiltonians, in which the so-called flow equation transforms
the Hamiltonian to a diagonal or block-diagonal form in second quantization. Yet, one of their
main challenges is how to approximate the infinitely-many coupled differential equations that
are produced throughout this flow. Here we show that tensor networks offer a natural and non-
perturbative truncation scheme in terms of entanglement. The corresponding scheme is called
“entanglement-CUT” or eCUT. It can be used to extract the low-energy physics of quantum
many-body Hamiltonians, including quasiparticle energy gaps. We provide the general idea be-
hind eCUT and explain its implementation for finite 1d systems using the formalism of matrix
product operators. We also present proof-of-principle results for the spin-1/2 1d quantum Ising
model and the 3-state quantum Potts model in a transverse field. Entanglement-CUTs can also
be generalized to higher dimensions and to the thermodynamic limit.
Introduction.- The study of strongly correlated systems
entails some of the most important challenges in modern
physics. As an example, it is still not fully clear whether
the fermionic Hubbard model captures high-Tc supercon-
ductivity in cuprates [1, 2], or whether some frustrated
Heisenberg antiferromagnets can stabilize a quantum spin
liquid ground state or not [3]. It is mostly because of chal-
lenges like these that many numerical simulation methods
were proposed over the years. Still, each one of these meth-
ods comes with its own limitations. For instance, exact
diagonalization is restricted to systems of relatively small
size, and quantum Monte Carlo simulations are hampered
by the infamous sign-problem [4].
In this context, continuous unitary transformations
(CUTs) have become one poweful tool to assess quan-
tum many-body systems [5]. In CUT-based methods the
Hamiltonian is continuously transformed by some uni-
tary operator that depends on a continuous parameter
`. This unitary is constructed in such a way that, when
` → ∞, the effective Hamiltonian becomes diagonal or
block-diagonal in second quantization allowing to extract
the important physical properties of complex quantum
many-body systems more easily. Nowadays, there are dif-
ferent ways of constructing unitary operators satisfying
this property [5–8]. One of the limitations of this tech-
nique, however, is that the evolution of the matrix el-
ements of the Hamiltonian is described by a system of
coupled differential equations, and the number of these
equations increases with the flow in `, quickly becoming
intractable. As a consequence, several truncation schemes
have been developed over the years which are for example
based on perturbation theory [7,9], real-space approaches
using non-perturbative linked-cluster expansions [10] or
the spatial extension of operators [11], or in momentum
space [12] using the scaling dimension of operators [13].
Another family of methods that has become quite popu-
lar in recent years is based on tensor networks (TNs) [14].
Here the wavefunction of the quantum many-body system
is represented by a set of interconnected tensors that make
explicit the natural pattern of entanglement and correla-
tions in the system. Famous examples of TN methods in-
clude the density matrix renormalization group (DMRG)
[15] and the time-evolving block decimation (TEBD) [16]
for 1d systems, as well as algorithms based on projected
entangled pair states (PEPS) [17] for 2d systems, and the
multi-scale entanglement renormalization ansatz (MERA)
[18] for critical systems. Using these methods it is possi-
ble to approximate with good accuracy low-energy as well
as time-dependent properties. TN algorithms can be ap-
plied to finite- and infinite-size systems [19–21], as well
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as to fermions [22]. Their only limitation is the amount
and structure of entanglement in the wavefunction to be
described.
Seeing the above in perspective, one might wonder
whether the CUT can be formulated in terms of a TN
structure that can be used efficiently to truncate the flow
non-perturbatively in terms of entanglement. The main
point of this paper is that this is indeed the case. More pre-
cisely, we show that TNs offer a very natural approxima-
tion of the CUT equations, by truncating in the operator-
entanglement content throughout the flow. We call this
new scheme entanglement-CUT (eCUT). This idea can in
principle be applied to any dimensionality and system size
(including infinite) as long as a faithful TN description of
the flow can be set up.
For the sake of concreteness, here we provide an explicit
prescription for eCUT applied to finite 1d systems, using
the formalism of matrix product operators (MPOs) [14]
and we give proof-of-principle results for the spin-1/2 1d
quantum Ising chain and 3-state quantum Potts model in
a transverse field and open boundary conditions up to 50
sites. We show that this allows to determine with good
accuracy the ground-state energy as well as the 1st excited
state – amounting usually to the one-quasiparticle (1QP)
energy gap –. Moreover, we implement a ground state
generator for the unitary transformation, which we shall
also discuss as a particular case of a block generator.
CUT and the flow equation.- Here we review briefly
some basic properties of CUT that will be needed later
(the interested reader is referred to, e.g., Ref. [5] and ref-
erences therein for more information). Let us start by con-
sidering an Hamiltonian H describing a quantum many-
body system that we wish to diagonalize. It is well-known
[5] that this can be achieved by a unitary transformation
that depends on a continuous parameter `, i.e.,
H(`) = U(`)HU†(`) . (1)
In this equation, U(` = 0) = U(` → ∞) = I. Ideally,
the unitary transformation U(`) yields a diagonal effective
Hamiltonian H(` → ∞). In practice, though, one targets
a block-diagonal Hamiltonian. The flowing Hamiltonian
Eq. (1) can be cast in terms of a generator η(`), such that
∂`H(`) = [η(`),H(`)] . (2)
The above is called the flow equation. This generator can
be written in terms of the unitary transformation through-
out the flow as
η(`) = U†(`)∂`U(`) . (3)
In the same way, the unitary operator can be written in
terms of the generator as
U(`) = T` exp
(∫ `
0
d`′η(`′)
)
(4)
where T` means “`-ordering”. It is easy to check that
the generator η(`) is antihermitian. This generator must
also be chosen such that the flow drives the Hamiltonian
towards some block-diagonal form, from which the low-
energy properties should be easy to extract. In this paper
we choose to work with what we call the block-generator,
which we define through its matrix elements as
ηbij(`) ≡
r∑
n=0
(Hin(`)δnj − δinHnj(`)) . (5)
In the above equation, Hij are the matrix elements of the
Hamiltonian in some relevant quasiparticle basis which is
decided beforehand. In practice, the goodness of the choice
of basis is checked a posteriori by the goodness of the re-
sults (intuitively one chooses a quasiparticle picture that
is known to be exact in some limiting regime, e.g., low
or large magnetic fields). Also, r is the size of the (low-
energy) block being targeted, e.g., for r = 0 one isolates
“just” the ground state, while for r = 1 one separates
the ground state and the first excitation from all other
states. For r = 0, this generator corresponds to the so-
called “variational ground-state generator” [8], which de-
couples the ground state. For arbitrary r, the block gener-
ator ηb decouples the r-dimensional low-energy subspace,
see Appendix.
MPOs and operator-entanglement.- Operators with an
inner 1d structure admit a TN representation in terms
of so-called MPOs, see Fig. (1) for a diagrammatic rep-
resentation. These are the natural operators acting on
the matrix product states (MPS), which are a family of
wavefunctions suitable to account for the properties of 1d
gapped Hamiltonians with local interactions [23]. At ev-
ery site of an MPO there is a tensor with two physical
indices of size d each, accounting for the d degrees of free-
dom of the local Hilbert space at every site (e.g., d = 2 for
spin-1/2). Tensors in the MPO are also connected by bond
indices with bond dimensions D[i], which in principle can
depend on the site i. These bond dimensions measure the
operator-entanglement content of the MPO 1. In practice,
we simply call “bond dimension of an MPO” the parame-
ter D such that D[i] ≤ D ∀i.
eCUT.- The main idea of eCUT is to represent the op-
erators for H(`), U(`) and η(`) in Eqs. (1-5) by TNs. As
the flow in ` proceeds, the operator-entanglement content
needed to represent these operators may grow, and so will
do the bond dimensions. Therefore, the bond indices need
to be truncated throughout the flow using standard TN
procedures. To achieve this, the flow is discretized in “flow
steps” in ` (similar to the discretization of time in TEBD
[16]), and the truncations are done at each discrete step.
1More specifically, the singular values {λ[i]α } for the bipartition
[1, 2, . . . , i : i+1, i+2, . . . , N ], if normalized such that
∑D[i]
α=1(λ
[i]
α )
2 =
1, satisfy then the constraints −∑D[i]α=1(λ[i]α )2 log(λ[i]α )2 ≤ logD[i],
which are nothing but the MPO “operator-version” of the constraints
for the entanglement entropies of an MPS [14].
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Fig. 1: [Color online] (a) H0 and η0 are represented as MPOs
with bond dimensions DH and Dη respectively. (b) The first-
order Taylor expansion of the unitary uk is approximated by an
MPO with bond dimension DU . (c) The evolved Hamiltonian
Hk+1 is approximated by an MPO with bond dimension DH.
(d) The block-generator ηk+1 is approximated by an MPO with
bond dimension Dη, where, e.g., δnj is a Dirac delta in the
basis of the block being targeted. For a code-implementation
example in the ground-state case, see Algorithm 1.
Generically, such truncations amount to keeping the de-
grees of freedom in the TN accounting for the majority
of the operator-entanglement, which naturally (and indi-
rectly) close the system of coupled differential equations
being generated by CUT.
Let us be more specific with how the algorithm works
for a finite 1d system. The core of the method is to con-
sider the `-ordered integral in Eq. (4) and break it into M
smaller steps of size δ`, that is,
U(`) ≈ uM−1uM−2 · · ·u2u1u0 , (6)
with ` = Mδ` and the unitary transformation at step k
being defined as
uk ≡ exp (ηkδ`) . (7)
In this aproximation, the error at every step is O(δ`2). In
the above equation, ηk is the generator at step k, which in
turn depends on Hk, the Hamiltonian at step k, through,
e.g., Eq. (5). In what follows we show how to approximate
Hk, ηk and uk at every step k using MPOs for a system in
1d. The procedure reads as follows:
1) Initialization: at step zero, k = 0, we write the orig-
inal Hamiltonian H0 ≡ H(` = 0) as an MPO with bond
Algorithm 1: Exact ground-state MPO generator,
left-hand-side of Fig.(1.d). Array indices start at 1.
d← local physical dimension;
I ← d× d identity;
for all sites do
A← local MPO tensor for H;
DH ← DHb ← A bond dimension; v ← 1;
if boundary then
DHb ← 1; if left then v ← −1;
end
for s = 1 to d and t = 1 to d do
Bs,t1:DH ,1:DHb ← A
s,1
1:DH ,1:DHb
∗ I1,t;
Bs,tDH+1:2DH ,DHb+1:2DHb ← v∗Is,1∗A
1,t
1:DH ,1:DHb
;
end
Untruncated generator local MPO tensor ← B
end
dimension DH, as shown in Fig. (1.a). We also write the
original generator η0 ≡ η(` = 0) as another MPO with
bond dimension Dη, see Fig. (1.a). Usually it is easy to
get an exact analytical expression for η0, but if this were
unknown, one could then even approximate its MPO rep-
resentation numerically by using Eq. (5) and the MPO for
H0. Set also H′0 = H0 and η′0 = η0. In what follows,
operators with prime will correspond to truncated MPO
approximations to operators without prime.
2) Main loop: for k = 0, 1, . . . ,M−1, iterate the follow-
ing steps:
(i) Approximate uk: evaluate uk using a Taylor expan-
sion, e.g.,
uk = exp (ηkδ`) = I+ ηkδ`+O(δ`2) ∼ I+ η′kδ` ∼ u′k, (8)
where we stopped at first order, but higher orders can also
be considered. This equation is the addition of two MPOs:
one for I, and one for η′kδ`, see Fig. (1.b). This, in turn,
can be approximated by an MPO of bond dimension DU
for an operator u′k, which is our approximation to uk.
(ii) Approximate Hk+1: approximately evolve the
Hamiltonian by a step δ`, namely
Hk+1 = ukHku†k ∼ u′kH′ku′†k ∼ H′k+1 . (9)
The TN diagrams representing this equation are in
Fig. (1.c). The approximation on the right hand side
means that the resulting tensor network for Hk+1 is ap-
proximated by an MPO of bond dimension DH for an
operator H′k+1.
(iii) Approximate ηk+1: compute the generator ηk+1
assuming, e.g., the block generator in Eq. (5) (but others
p-3
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should also be possible),
(ηk+1)ij =
r∑
n=0
((Hk+1)in(`)δnj − δin(Hk+1)nj)(`))
∼
r∑
n=0
(
(H′k+1)in(`)δnj − δin(H′k+1)nj)(`)
)
∼ (η′k+1)ij , (10)
where the last approximation means that we are approx-
imating the resulting operator by an MPO with bond di-
mension Dη for the generator operator η
′
k+1, as shown in
Fig. (1.d).
The whole algorithm follows then by iterating the main
loop, that is
u′k → H′k+1 → η′k+1 → u′k+1 → H′k+2 → · · · → H′M−1.
(11)
In this way we obtain a series of approximated Hamilto-
nians {H′1,H′2, . . .H′M−1}. For sufficiently large M , and
sufficiently-accurate MPO approximations, the Hamilto-
nian H′M−1 will converge to a block-diagonal form. For
the case of the generator in Eq. (5), the low-energy r-
dimensional block will be decoupled from the rest in the
chosen quasiparticle basis, from which it is now immediate
to extract the ground state energy, as well as (potentially)
the low-energy excitations. Other observables can be com-
puted by flowing the corresponding operator in parallel
with the Hamiltonian. In practice, approximations and
truncations for MPOs are done using standard TN tech-
niques for 1d finite-size systems, see the appendix material
for more information. Notice that our method amounts
to finding a quantum circuit that block-diagonalizes the
Hamiltonian which, when run in reverse starting from ap-
propriate product states, will produce the eigenstates of
the original Hamiltonian H = H(` = 0). Therefore, this
method is based on an evolution in the Heisenberg picture,
i.e., we evolve operators rather than states. This strategy
is similar to the one used in some techniques to compute
the so-called MERA [24] and, in the continuum-flow limit,
the so-called continuous-MERA [25]. The overall leading
computational cost of our algorithm is easily checked to
be O(d6(D3η +D
6
HD
6
U )).
To get the 1st excited state one can consider different
strategies. A possibility is to directly consider the block
generator for r > 0. This is straightforward, but it in-
volves larger bond dimensions in the algorithm, because
multiple eigenstates are being simultaneously targeted in
superposition. An initial numerical test showed that this
approach works well for systems of moderate size, but not
too large. To overcome this problem, another possibil-
ity is to use an “inverted spectrum technique”, flowing
with Hamiltonian HI ≡ (H − λI)2, and scanning λ to
hit the desired excitation. Moreover, for the case of a
translationally-invariant system (e.g, with periodic bound-
ary conditions) the 1st excited state is protected by the
momentum quantum number k and could therefore be tar-
geted as the ground state in a given k-sector. Our plan is
to use this strategy in forthcoming implementations of the
method. For the purpose of this paper, however, we choose
yet a different option to show proof-of-principle results for
the excited state, namely, we use the same strategy as
for the ground state but with the “shifted” Hamiltonian
HS ≡ H + ∆S |Ψ0〉〈Ψ0|, with ∆S an energy shift larger
than the 1QP gap, and |Ψ0〉 an MPS approximation of
the ground state of H (which can be computed with, e.g.,
TEBD or DMRG). This approach has several advantages:
first, the required bond dimensions are not too large since
only one quantum state is targeted. And second, the sta-
bility is well controlled as in the case of the ground state.
Finally, a good practical criteria to determine the best
point in the approximated flow is to choose the mini-
mum of the so-called reduced off-diagonality (rod), rod ≡
1
N
√∑
i 6=0 |Hi0|2, where Hij are the Hamiltonian matrix
elements and 0 is the subspace that we wish to decou-
ple. If truncations were exact, this quantity would tend
to be exactly zero, and therefore its global minimum over
the flow defines the optimal point at which we read the
energy.
Results.- To prove the validity of our method we present
here benchmarking calculations for the 1d spin-1/2 quan-
tum Ising model and the 3-state quantum Potts model in
a transverse magnetic field and with open boundary con-
ditions. Their Hamiltonians are given by
HIsing = −
N−1∑
i=1
σ[i]x σ
[i+1]
x − h
N∑
i=1
σ[i]z
HPotts = −
N−1∑
i=1
(
M [i]M¯ [i+1] + hc
)
− h
N∑
i=1
Z [i],(12)
with σ
[i]
α the αth Pauli matrix at site i, N the number of
sites, and the Potts matrices are given by
M =
0 1 00 0 1
1 0 0
 , M¯ =
0 0 11 0 0
0 1 0
 , Z =
2 0 00 −1 0
0 0 −1
 .
(13)
In our simulations, we considered a chain of up to N = 50
spins (though we could easily consider larger sizes), with
flow step δ` = 0.01, Taylor expansions up to third order,
and MPO bond dimensions up to 30. The quasiparticle
basis are either the eigenbasis of σx (X-basis) or σz (Z-
basis) for Ising, and of Z for Potts (Z-basis). A priori,
the X-basis is expected to produce good results for low
magnetic fields, whereas the Z-basis should provide better
results at large fields. We run the flow for up to 1000
steps, and target the ground state of the system and its
1st excitation using the method mentioned above.
For quantum Ising, our results for the ground state and
N = 50 are shown in Fig. (2)(a,b). We can see how the
X-basis works better for low fields and the Z-basis for
large fields, as expected. The error decreases rapidly with
the Taylor order (seemingly exponentially fast), as well
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Fig. 2: [Color online] Quantum Ising model: (a) ground state
energy per site e0 as a function of the magnetic field forN = 50,
all MPO bond dimensions upper-bounded by D = 30, for sim-
ulations in the X and Z basis and O(3) Taylor order. The
critical point in the thermodynamic limit is at hc = 1. The
inset shows a typical MPO singular value spectrum at some
intermediate point in the flow for h = 0.95, which decays ex-
ponentially fast. (b) Relative error in e0 for N = 50 and sev-
eral simulations with the X and Z basis, O(1) and O(3) Taylor
orders, and D = {10, 30} upper bounds in the MPO bond di-
mensions. (c) 1st excited state energy per site e1 as a function
of the magnetic field for N = 20, all MPO bond dimensions
upper-bounded by D = 30 and energy shift ∆S = 3, for sim-
ulations with the X and Z basis, and O(3) Taylor order. (d)
Relative error in e1 for N = 20 and several simulations with
the X and Z basis, O(3) Taylor order, ∆S = {3, 6, 12}, and
D = 30 upper bound in the MPO bond dimensions.
as with the bond dimension. Also, we observe that the
spectrums of singular values in the MPO decompositions
decay exponentially fast (even close to criticality), which
validates the precision of the truncation. Moreover, in
Fig. (2)(c,d) we show proof-of-principle results for the 1st
excited state and N = 20, using ∆S = {3, 6, 12} and |Ψ0〉
previously computed with TEBD. Surprisingly, in this case
the X-basis produces already reasonably good results for
all field values, even better than the Z-basis for large fields,
indicating that the operator entanglement associated with
the X- and Z-flows behave differently when it comes to
targeting the excitation. Our results for Potts are shown in
Fig. (3)(a,b), for N = 50, in the Z-basis, and as compared
to TEBD results. Again we see that the approach works
remarkably well for large fields, since the Z-quasiparticle
basis becomes more exact as the field increases.
Conclusions and outlook.- Here we have introduced a
scheme to solve the flow equation in CUTs using TNs,
based on truncating the operator-entanglement content
generated throughout the flow. We have provided proof-
of-principle results for 1d systems of size up to N = 50
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Fig. 3: [Color online] Quantum 3-state Potts model: (a) ground
state energy per site e0 as a function of the magnetic field for
N = 50, all MPO bond dimensions upper-bounded by D = 20,
for simulations in the Z basis and O(3) Taylor order. The
critical point in the thermodynamic limit is at hc = 1. The
data is compared with the one obtained by TEBD with MPS
bond dimension χ = 40 (black line). (b) Relative error in e0
for N = 50 between eCUT and TEBD for the data in (a).
for the spin-1/2 quantum Ising and 3-Potts models in a
transverse field. Our method allows to extract ground-
state energies and, with small modifications, low-energy
excitations as well. We believe that this technique has
lots of potential. For instance, it is a natural candidate to
study excitations in 2d systems [26]. This technique will
also be fruitful in the study of many-body localized phases
[27] where, e.g., in 1d, Hamiltonians can be diagonalized
by a finite-depth quantum circuit [28, 29]. Moreover, our
method may be useful in the context of functional-RG as
an alternative truncation scheme of the Wetterich RG flow
equation [30]. Finally, by running the flow backwards one
would be able to study how quasiparticles get “dressed”
by quantum correlations in a quantum many-body system.
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Appendix. –
Proof of validity for the block generator. We want to
show that the block generator transforms the subspace of
the block in the same way as the quasi-particle genera-
tor [6, 7]. To achieve this, we start with the special case
r = 0, and follow the derivation in Ref. [31]. We denote
the vacuum state with |0〉 ≡ (1, 0, . . . , 0)ᵀ and, instead
of transforming the Hamiltonian with H(`) = U(`)H(` =
0)U†(`), we transform the vacuum as |0(l)〉 = U(`)|0(`)〉
(Schro¨dinger picture). The flow of the vacuum state is
then given by
∂|0(`)〉
∂`
= U(`)U†(`)
∂U(`)
∂`︸ ︷︷ ︸
=−η(`)
|0〉 = −U(`)η(`)|0〉. (14)
We can now introduce an orthonormal basis {|n〉} and
obtain
∂|0(`)〉
∂`
= −
∑
n
U(`)|n〉 〈n|η(`)|0〉︸ ︷︷ ︸
ηn0(`)
, (15)
with the matrix elements ηn0 given by
ηn0(`) =
{
Hn0(`) for n > 0
0 for n = 0.
(16)
The above equations yield
∂|0(`)〉
∂`
= −
(∑
n
U(`)|n〉〈n|H(`)|0〉
)
+ U(`)|0〉〈0|H(`)|0〉. (17)
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We shift the `-dependency to the vacuum state and obtain
∂|0(`)〉
∂` = [P0(`),H] |0(`)〉, with H ≡ H(` = 0), and where
we defined the `-dependent projector P0(`) = |0(`)〉〈0(`)|.
Now we want to generalize the derivation above for r >
0. We denote the states with |n〉, e.g, |0〉 = (1, 0, . . . , 0)ᵀ
and |1〉 = (0, 1, . . . , 0)ᵀ. Consider the flow of any state
n < r, given by
∂
∂`
|n(`)〉 = −
∑
m
U(`)|m〉 〈m|η(`)|n〉︸ ︷︷ ︸
=ηmn(`)
. (18)
The matrix elements ηqpmn(`) for the quasi-particle genera-
tor are given by ηqpmn(`) = sgn(m− n)Hmn(`), and for the
block generator by
ηbmn(`) =
{
sgn(m− n)Hmn(`) n ≤ r < m;m ≤ r < n
0 n,m ≤ r and n,m > r.
(19)
Hence we have for the quasi-particle generator
∂
∂`
|n(`)〉 = −
∑
m>r
U(`)|m〉〈m|H(`)|n〉
−
∑
m≤r
sgn(m− n)U(`)|m〉〈m|H(`)|n〉.(20)
By adding and subtracting terms and shifting the `-
dependence to the states one gets
∂
∂`
|n(`)〉 = −H|n(`)〉+
∑
m≤r
|m(`)〉〈m(`)|H|n(`)〉
−
∑
m≤r
sgn(m− n)|m(`)〉〈m(`)|H|n(`)〉(21)
For the block-generator we get (after shifting the `-
dependence to the states)
∂
∂`
|n(`)〉 = −H|n(`)〉+
∑
m≤r
|m(`)〉〈m(`)|H|n(`)〉, (22)
which is a generalization of the equation found previously
for r = 0. Notice that the transformation of the subspace
with n ≤ r for both generators is independent of all the
other states with n > r, and it only depends on the initial
Hamiltonian and the states n ≤ r themselves. The two
generators only differ in the last term of Eq. (21). But this
term only includes the off-diagonal elements in the (r+1)×
(r+1)-block, which vanish for the quasi-particle generator
but do not transform for the block generator. Thus both
generators transform the considered subspace in the same
way, but the quasi-particle generator also diagonalizes the
block. In our case, we find it convenient to diagonalize
exactly the residual small block procuded by the flow.
Details on the numerical Tensor Network approach.
Truncation.- At every step in the algorithm, truncations
need to be done in the MPO bond dimension in order to
avoid an exponential growth in the number of parameters,
which amounts to truncate in the operator-entanglement
content. This could be achieved in different ways. For in-
stance, one could do a variational optimization by sweep-
ing throughout the MPO tensors as in DMRG [14,15]. An
alternative strategy, however, is to find the canonical form
of the MPO and then truncate in the bond dimension, as
in the TEBD algorithm [19]. In our 1d calculations we
have seen that both approaches produce similar results,
but the second is a bit more efficient.
Stability.-We have found several sources of instability
in the code that need to be very taken into account for
large sizes. First, the algorithm is very sensitive to the
Taylor order, since errors from the non-unitarity of U(`)
propagate fast. It is thus important to do a precise trun-
cation in the Taylor series for U(`), which in our case is
sufficient at order three. The second source of error has to
do with the overall norm of the MPOs. In TN algorithms
based on the Schro¨dinger’s picture, where quantum states
are evolved (e.g., TEBD), tensors can be normalized al-
most at will throughout the flow in order to keep them nu-
merically well-conditioned, as long as the final observables
are computed dividing by the norm of the whole quantum
state. However, this is not the situation for eCUT, since
it is based on the Heisenberg picture. To be more pre-
cise: multiplying the MPO tensors by constants in order
to keep them numerically well-conditioned must be done
such that the overall norm of the MPO does not change,
because otherwise one introduces big errors in the Tay-
lor expansion, as well as in the eigenenergies. This turns
out to be quite delicate when combined with the canonical
form of MPOs mentioned before [19], since Γ-tensors usu-
ally have very small components, while λ-matrices have
them very large (and therefore the overall norm of the
Hamiltonian MPO is always O(N), with N the size of the
system). In practice, we found that the following “tricks”
produce well-behaved tensors for large N :
1. After every MPO truncation, normalize λs and Γs as
λ[i] → λ[i]/max(λ[i]), Γ[i] → Γ[i]×max(λ[i]), with i a
given site. This normalization, which we call relative
normalization to the left, produces well-conditioned
tensors and preserves the overall MPO norm.
2. After computing a new MPO, contract Γs and λs as
A
[i]
αβ ≡ Γ[i]αβλ[i]ββ , and operate with tensors A[i] until
the next truncation (i.e., absorb λs to the left).
3. Compute the canonical form by applying until conver-
gence the identity gate to the MPOs [19], sequentially
and always from left to right.
4. In the truncation, use an adaptive bond dimension,
i.e., remove diagonal values of λ below some cutoff ,
being this cutoff proportional to the overall norm of
λ, e.g.,  = 10−15 ×max(λ).
The combination of the above tricks helps greatly to have
well-conditioned tensors throughout the flow while keeping
the overall norm of the MPOs constant.
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