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Resumo
Este trabalho apresenta um conjunto de contribuições para caracterização e mode-
lagem de canais reais de rádio abordando aspectos relacionados com as condições favoráveis de
propagação para sistemas Massive MIMO. Discutiremos como caracterizar canais de rádio em
um ambiente real, processamento de dados e análise das condições favoráveis de propagação.
Em uma segunda parte, focamos na determinação teórica de alguns aspectos da tecnologia de
Massive MIMO utilizando propriedades de distribuições matriciais Wishart.
Inicialmente, apresentamos uma contribuição sobre a aplicação do algoritmo Es-
timation of Signal Parameters via Rotional Invariance Techniques (ESPRIT), para estimar
parâmetros de um conjunto de dados multidimensional. Obtivemos dados por varredura em
frequência de um Analisador Vetorial de Rede e os adaptamos para o algoritmo ESPRIT. Mos-
tramos como remover a influência do ganho de padrão de antenas e como utilizar um gerador
de modelo de canal baseado nas medidas reais de canal de rádio. As medidas foram feitas na
frequência de 10.1 GHz com largura de faixa de 500 MHz.
Utilizando um gerador de modelo de canal, fomos além do universo das simulações
por distribuições Gaussianas. Introduzimos o conceito de propagação favorável e analisamos
condições de linha-de-visada usando arranjos lineares uniformes e arranjos retangulares unifor-
mes de antena. Como novidade da pesquisa, mostramos os benefícios de explorar um número
extra de graus de liberdade devido à escolha dos formatos de arranjo de antenas e ao au-
mento do número de elementos. Esta propriedade é observada ao analisarmos a distribuição
dos autovalores de matrizes Gramianas. Em seguida, estendemos o mesmo raciocínio para as
matrizes de canal geradas a partir de informações reais e verificamos se as propriedades ainda
permaneceriam válidas.
Na segunda parte deste trabalho, incluímos mais de uma antena no terminal móvel e
calculamos a probabilidade de indisponibilidade para várias configurações de antenas e número
arbitrário de usuários. Esboçamos inicialmente a formulação para a informação mútua e, em
seguida, calculamos os resultados exatos em uma situação com dois usuários e duas antenas,
tanto na estação base (EB) como nos terminais de usuário(TU). Visto que as formulações para
a derivação exata dos casos com mais antenas e mais usuários mostrou-se muito intrincada,
propusemos uma aproximação Gaussiana para simplificar o problema. Esta aproximação foi
validada por simulações Monte Carlo para diferentes relações sinal/ruído.
Palavras-chaves: Massive MIMO, Estimação de parâmetros, Caracterização de Rádio, ES-
PRIT.
Abstract
This thesis presents a set of contributions for channel modeling and characterization
of real radio channels delineating aspects related with the favorable propagation for Massive
MIMO systems. We will discuss about how to proceed for characterizing radio channels in an
real environment , data processing, and analysis of favorable conditions. In a second part, we
focused on determination of some theoretical aspects of the Massive MIMO technology using
properties of Wishart distribution matrices.
We initially present a contribution on the application of ESPRIT algorithm for
estimating a multidimensional set of measured data. We have obtained data by frequency
sweep carried out by a vector network analyzer(VNA) and adapted it to fit in the ESPRIT
algorithm. We show how to remove antenna pattern gain using virtual antenna arrays and how
to use a channel model generator based on radio channel measurements of real environments.
The measurements were conducted at the frequency of 10.1 GHz and 500 MHz bandwidth.
By using a channel model generator, we have explored beyond the simulation of
Gaussian Distributions. We will introduce the concept of favorable propagation and analyze
the line-of-sight conditions using Uniform Linear Array (ULA) and Uniform Rectangular Array
(URA) array shapes. As a research novelty, we will show the benefits of exploiting an extra
degree of freedom due to the choice of the antenna shapes and amount of antenna elements. We
observe these properties through the distribution of the Gramian Matrices. Next, we extend
the same rationale to channel matrices generated from real channels and we verify that the
properties are still valid.
In a second part of the research work, we included more than one antenna in the
mobile terminals and calculated the outage probability for several antenna configurations and
arbitrary number users. We introduce a formulation for mutual information and then we cal-
culate exact results in a case with two users with two antennas in both Base Station (BS)
and User Terminals (UT). Since the formulations to the exact derivation for cases with more
antennas and users seems to be intricate, we propose a Gaussian approximation solution to sim-
plify the problem. We validated this approximation with Monte Carlo simulations for different
signal-to-noise ratios.
Keywords: Massive MIMO, Parameter Estimation, Channel Characterization, ESPRIT.
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1 Introduction
Wireless communications play a significant role in the life of modern society. This
fact reveals two timeless truths: first, the need for data throughput will always increase; second,
the amount of available electromagnetic spectrum will continue limited. Most of the suggested
solutions seem to fit into either exploitation of frequencies or use access points with multiple
antennas [1, 2].
Exploitation of spectrum is imperative because current mobile networks systems
operate restricted in the crowded range of 300 MHz-3GHz. Reserving more space in this range
requires either effort on repurposing/refarming the spectrum or use of spectrum sharing tech-
niques. On the other hand, more promising solutions can be met by performing investigations
on the enormous amount of spectrum in the range of 3 GHz-300GHz, the so-called mmWave.
Fig. 1 shows a partition map which highlights the size difference between current mobile al-
location range and mmWave. We can notice that there is 54 GHz of bandwidth which can be
investigated with current technology tools and could yield huge innovations on radio access
technology. On the top of that, current Vector Network Analyzers (VNA) can operate up to
500 GHz [3] and our investigations is actually possible.
The main motivation for investigating mmWave comes from studies about spectrum
in Mobile and wireless communications Enablers for the Twenty-twenty Information Society
(METIS) [4]. METIS is a consortium of 29 partners spanning telecommunications manufac-
turers, network operators, the automotive industry and academia. The document explains and
analyses expected spectrum scenarios for future mobile communications. A classification of fre-
quency ranges is made based on how spectrum is used currently, if the use is efficient, and if
it is or will be available by using new or legacy spectrum authorization. It highlights regions
of priorities based on earlier described criteria. This research focuses on the frequency of 10
GHz due to: first, the range of 9.850-10.350 GHz offers excellent exploiting opportunities due
to its loss and wavelength as pointed out by METIS and secondly, due to few amount of litera-
Figure 1 – Mobile communications spectrum compared with mmWave.
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ture material in MIMO channel characterization. A quick search on the topic of “radio channel
sounding” or “radio parameter estimation” reveals that most of the investigations are below 3
GHz or concentrates around 60 GHz and are frequently single-in-single-out(SISO).
For the next generation of wireless communications, 5th Generation (5G) is the
candidate which promises very high data rates, extremely low latency, a manifold increase in
capacity and significant improvement in users’ perceived Quality of Service. In the last three
years, the development of 5G Network has been considered as a hot topic in the researching
community in which very positive discussions have been made to decide which technology would
embed into the new network systems [5,6]. On this perspective, the current research work lays on
investigations of mmWave and a massive amount of antennas as being the primary candidates
who will help 5G networks to meet the promised features.
Working on the range of mmWave can be very beneficial to the new 5G networks
when considering short range systems. The short wavelength makes possible small antenna
arrays with many elements producing narrow beamforming. Then, adaptive arrays with narrow
beams can reduce the impact of interference, meaning that mmWave systems could more often
operate in noise-limited rather than interference-limited conditions. Besides, systems having
small array formation is possible due to the short wavelength and 3D beaming feature can be
attained with planar array formation. As a result, mmWave systems in this condition becomes
less sensitive to blockage, and the total physical equipment size will be small and suitable for
micro-cells applications.
Massive MIMO proposes utilizing a very high number of antennas to multiplex mes-
sages for several devices on each time-frequency resource, focusing the radiated energy toward
the intended directions while minimizing intra/intercell interference [1]. The main advantage of
this technique is the quasi-orthogonal and very simple spatial multiplexing / de-multiplexing
procedures favored by the action of the large numbers law and small wavelength in mmWave.
Then, the main objective is to ensure that each user receives only the data stream intended
for him, with minimal interference from others by increasing the number of antennas. Thus,
beams can be focused more selectively to the users in the downlink and signals can be optimally
filtered in uplink case.
Conversely, despite the several studies investigating the potentialities of massive
MIMO, they are mostly based on theoretical independent and identically distributed (i.i.d.)
complex Gaussian assumptions without clear link with real environments. Theoretical investi-
gations usually consider antenna numbers that grow without limit which highlights the distance
between the theory and actual systems. In this way, it is important to verify what is the degree
of optimistic theoretical predictions that are likely to be found in real propagation environments
when using experimental antenna array setups. For example, it is expected that in a cluttered
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propagation environment, the data streams can arrive from many directions simultaneously.
The streams tend to reinforce each other constructively where desired, and destructively in-
terfere where they are unwanted. This multiplexing feature depends on the knowledge of the
propagation channel frequency response on each link. Then, the understanding of the channel
and unfold it into a model is the key for successfully achieving the best system performance. On
the effort to tackle these problems, this thesis presents a set of contributions which addresses
insights about real environments and conclusions about the degree of optimistic theoretical
predictions.
In the task of addressing insights about real environments, channel modeling is a
valuable tool which links theory and system level design. In the current state of the art, we can
classify the channel model into stochastic and deterministic. Deterministic models, i.e. Ray-
tracing, need an exact description of the propagation environment to offer accurate realizations
of the propagation environment. Meanwhile, stochastic models characterize the propagation
channel by statistical realizations based on parameters acquired by channel sounding. Thus, by
comparing the complexity regarding computer processing effort, the stochastic model simplicity
favors as the right choice in the task for characterizing real environments. Thus, this research
lays on the Geometry-based Stochastic Channel Model (GSCM). As already mentioned, the re-
alization of the channel propagation is according to statistical parameters obtained from radio
sounding. The most significant advantage of this approach is the possibility to use the same
framework of a stochastic channel model for simulations in different frequencies with different
numbers or types of antennas. Geometry based stochastic models, e.g. Wireless World Initiative
New Radio (WINNER) model [7] and IMT-Advanced model [8], are widely used. These models
are popular partly because of their scalability and reasonable low complexity [9]. QUAsi Deter-
ministic RadIo channel GenerAtor (QuaDRiGA) [10] extends from the WINNER II/+ models,
and it is one of the most updated versions of geometry based stochastic channel model. With
the objective to feed the channel models, radio channel measurements were carried out to char-
acterize radio parameters at 10 GHz in an office scenario for line-of-sight(LoS) and Obstructed
line-of-sight(OLoS).
1.1 Summary of Contributions and Thesis Outline
This thesis comprises most of our research results in the field of radio channel char-
acterization and modeling tackling aspects related to the conditions for favorable propagation.
We present all steps required for characterizing radio channels in an environment focusing on
the measurement system design, data processing, favorable condition analysis and the distance
from ideal capacity. In the second part, we focus on determination of maximal mutual infor-
mation of a MIMO multiple access channel transmitted with a small error probability. The
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remainder of the thesis is structured as follows:
Chapter 2. This chapter contains the theory for channel parameter estimation. Since
radio channel parameters are not directly observable, estimation approach is required. Initially,
our novelty is related to the way we apply ESPRIT algorithm for estimating a multidimen-
sional set of measured data. Different from conventional approach, in which a spread spectrum
sounding signal is used, we show how to perform the measurement and data processing by
using a simple frequency sweep carried out by a vector network analyzer(VNA). Furthermore,
our approach makes use of virtual arrays which make the antenna pattern removal easier and
compatible with the algorithm. Then, we present the background theory of the channel model
tool and how to feed the channel model generator with radio channel environment parameters.
For this, we use two indoor office environments measured from the inside of University.
Chapter 3. This chapter is devoted to the hardware equipment description. We
reveal several important technical details to acquire meaningful radio channel environment
parameters. First, we present the robot which automates the measurement process as long as
required types of equipment, antennas and software tools. Our Contribution here addresses
characteristics for a specific indoor environment operating at the frequency of 10.1 GHz. The
acquired parameters are valid for a bandwidth of 500 MHz. We point several procedures for
validating the measurements and means to ensure that the system is working properly. This
entire Chapter was possible due to collaboration with the University of Oulu, Finland. They
have offered the hardware device, tools, and technical support.
Chapter 4. This chapter introduces the reader to the basic background of multi-user
MIMO systems and extends it to the massive MIMO case. First, we present models for uplink
and downlink transmission cases. We then present main massive MIMO features along with
requirements and challenges. Secondly, we introduce the concept of favorable propagation and,
then, we analyze boundaries considering line-of-sight conditions using ULA and URA array
shape. As a novelty, we reformulate the ULA case discussed in reference [11] by using different
spatial distribution. From the ULA shape, we extend it for URA shape which allow us to explore
extra degrees of freedom. We evaluate the distribution of the Gramian Matrices eigenvalues,
and we demonstrate that increasing the number of antennas and choosing URA array formation
is beneficial. Then, we present favorable propagation results for real environments. A channel
model generates channel matrices based on the table of channel parameters measured from
indoor office environments. We use the channel matrices to investigate how favorable the real
channels can be. Then, we investigate ULA and URA from channel model generator based on
actual environment parameters.
Chapter 5. This chapter extends the investigations of Chapter 4 further by includ-
ing more than one antenna in the mobile terminals. We start by introducing the theory to
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investigate the outage probability for the sum rate of mutual information at MIMO Multiple
Access Channel (MAC). Then, we develop the mutual information formulation which allow us
to calculate exact results for “two users” with two antennas in both Base Station (BS) and User
Terminals (UT). As can be noticed along the formulations development, the exact derivation
for cases with more antennas and users is intricate. We show single user formulation example
as a consequence of “two users” simplification keeping the same set of antennas in the BS and
UTs. Then, we overcome the complexity burden by extending the “two users” case to supports
K users and an arbitrary number of antennas by exploiting Wishart distribution properties
and making use of Gaussian approximation. We validate the approximation with Montecarlo
simulations in different signal-to-noise ratios.
Chapter 6. This Chapter summarizes the main bullets discussed in this thesis by
pointing out the impact of the contributions generated by this work in the scientific community.
Finally, it presents some possible future works.
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2 Channel Sounding and Model
Wireless radio characterization is an important task required to obtain information
about the propagation behavior in a radio environment of interest. In this sense, the perfor-
mance of a wireless communication system depends on how multipath components propagates
through the environment. Thus, one needs to address the problem by understanding the mech-
anisms of propagation and predicting their behavior by making use of the stochastic resources.
One way to understand the mechanisms of propagation is by investigating a random set of mul-
tipath components. We can define multipath components through a ray which bounces inside
an environment from a transmitter to the receiver. In this regard, we construct one multipath
component based on angles of arrival, angles of departure, delay, power, among others. Then,
when we perform radio propagation measurements, a set of summed random multipath compo-
nents is received. The mixed multipath components are not useful as statistics treatment and
we need to decompose each component.
The first attempts to decompose a radio measurement were by using direction find-
ing algorithms which rely on array signal processing [12] theory. One of the first promising
approaches to such problems was maximum likelihood method of Capon [13]. Although often
successful and widely used, this method had certain fundamental limitations (especially bias
and sensitivity in parameter estimates). Pisarenko [14] has given outstanding contributions by
describing how to exploit the structure of the data model in the context of parameters of cis-
soids in additive noise using a covariance approach. Schmitt [15] and Bienvenu [16] extended the
idea and correctly exploited the measurement model in the case of sensor arrays of arbitrary
form. The resulting algorithm was called MUltiple SIgnal Classification (MUSIC) and have
been widely studied. However, although the performance advantages of MUSIC are substan-
tial, they are achieved at a considerable cost in computation (searching over parameter space)
and storage (of array calibration data). In the context of the direction of arrival estimation, Roy
introduces the ESPRIT algorithm so that computational reductions are achieved by requiring
that the sensor array possess a displacement invariance, i.e. sensors occur in matched pairs with
identical displacement vectors [17].
In this chapter, we will describe the model used in our investigations, the techniques
required for processing the measured signals and the statistical analysis of the estimated pa-
rameters. Since the desired information we wish to obtain from the radio channel is not directly
observable, the estimation of parameters is required. Initially, our novelty is related to the way
we apply ESPRIT algorithm for estimating a multidimensional set of measured data. Different
from conventional approach, in which a spread spectrum sounding signal is used [18], we intro-
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duce the required formulation that allow us to perform the measurement and data processing
by using a simple frequency sweep carried out by a VNA. Furthermore, our approach makes
use of virtual arrays which make the antenna pattern removal easier and compatible with the
algorithm. Then, we present the background theory of the channel model tool and how to feed
the channel model generator with radio channel environment parameters. For this, we use two
indoor office environments measured from the inside of University. The reader must also be
aware that all the ideas expressed here and similar notation can be verified in the [19].
2.1 R-Dimensional Signal Model
Figure 2 – Sensor array arrangement.
The formulation of a multidimensional model is developed at the basis of 2-Dimensional








𝑙 𝑥(𝑡) * 𝛿(𝑡− 𝜏𝑙) + 𝑛(𝑡), (2.1)
where 𝑦𝑚2,𝑚3,...(𝑡) is the received signal at one antenna position, 𝑥(𝑡) is the sounding signal
transmitted, 𝛼 is an attenuation factor, and 𝐿 is the total number of multipath components.
The parameter 𝜏𝑙 represents the 𝑙-th Multi Path Component (MPC) delay. The functions 𝜇(2)𝑙





















where 𝜃𝑘 and 𝜑𝑘 are the angular parameters of the arrived signals. The scalar 𝜆 is the wavelength
of the transmitted signal. The distance between elements in 𝑥 and 𝑦 axis are represented by Δ𝑥,
Δ𝑦, respectively. The noise term in eq. (2.1) is temporarily suppressed to avoid the algebraic
burden. Meanwhile, we just consider path loss on the signals, particularly given by 𝛼𝑙. Thus,








𝑙 𝑥(𝑡) * 𝛿(𝑡− 𝜏𝑙). (2.4)
We can now represent the model of eq. (2.4) in the frequency domain. Then, by









Now, we have the received signal 𝑌𝑚2,𝑚3(𝑓) in the frequency domain represented
by eq. (2.5) and, despite the continuous variable 𝑓 , it is almost the representation of the data
yielded directly by the VNA. With some straight manipulation to eq. (2.5), it is possible to










𝑙 e−𝑖2𝜋𝑓𝜏𝑙 . (2.6)











At this time, eq. (2.7) is fully compatible with the VNA output, and we can feed the data
directly to the channel estimation algorithms. These are the main steps which is not usually






𝑙 = −2𝜋Δ𝑓𝜏𝑙. (2.8)
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The general multidimensional model considers the received signal as composed by
the superposition of 𝐿 wavefronts corrupted by a additive white Gaussian noise. We can now
return the noise term to eq. (2.9) and extend the idea for 𝐽 dimensions. Therefore the frequency










⎤⎦+ 𝑛𝑚1,𝑚2,...,𝑚𝐽 , (2.10)
where ℎ𝑚1,𝑚2,...,𝑚𝐽 is the generic form of the model, 𝛼𝑙 is the attenuation, 𝜇
(𝑗)
𝑙 represents the 𝑙-th
wave front parameter of an arbitrary dimension and 𝑛𝑚1,𝑚2,...,𝑚𝐽 is the noise sample. The index
𝑗 is used to represent distinct dimensions and for every 𝑗 there is a 𝑚𝑗 sample index and a 𝑀𝑗





where 𝑀 is the total number of samples for all dimensions together and 𝐽 is the total number
of dimensions.













= A𝛼+ n, (2.12)
where h(𝑐), 𝛼 ∈ C𝐿×1 and 𝑛 ∈ C𝑀×1, with𝑀 defined by eq. (2.11), are the complex attenuation
vector and noise vector, respectively. We define h(𝑐) as the channel vector related to the data
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output of the Vetor Network Analyzer (VNA). The steering matrix A ∈ C𝑀×𝐿 is expressed as
the Khatri-Rao product of the multi-dimensional mode matrices (also known as Vandermonde
matrices [24])
A = A(𝜇(1)) ◇A(𝜇(2)) ◇ ... ◇A(𝜇(𝑗)), (2.13)






















whereA(𝜇(𝑗)) ∈ C𝑀𝑗×𝐿. We can also express the dimension of steering matrix asA ∈ C(𝑀1.𝑀2 ... 𝑀𝐽 )×𝐿
In eq. (2.14), the variable 𝐿 is the total number of MPCs. The column vectors which






















∈ C𝑀𝑗×1 represents one MPC from the 𝑗-th dimension.
The next section address discussions on how to use the model data representation of the VNA
output straightforward into the ESPRIT algorithm.
2.2 R-Dimensional Unitary ESPRIT
Our current problem is look inside the h(𝑐) vector and find values of 𝜇(𝑗)𝑙 for all
𝑙-th MPC parameters in each 𝑗-th dimension. One solution for this problem is divide the data
space into two subspaces and find the difference or relation between them. The information of
the MPC parameters is hidden in the differences between subspaces when the data set fits on
special structures as Vandermonde matrices [24].
One way to derive a subspace is by using selection matrices. There is a relation
between selection matrices by means of transformations using exchange matrices. Let Π𝑝 as an
1 The definition of the Khatri-Rao follows the reference [25]. Let B and C be two matrices of orders 𝑝 × 𝑜
and 𝑟 × 𝑜, respectively. Let 𝛼𝑖 be the 𝑖-th column of B and 𝛽𝑖, be the 𝑖 − 𝑡ℎ column of C, 𝑖 = 1, 2, ..., 𝑛.
The Khatri-rao product B ◇ C of B and C is the partitioned matrix of order 𝑝𝑟 × 𝑜 given by B ◇ C =
(𝛼1 ⊗ 𝛽1|𝛼2 ⊗ 𝛽2|...|𝛼𝑛 ⊗ 𝛽𝑛), which is performed by making the kronecker product of each row of the
multi-dimensional mode matrices.
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exchange matrix with dimension 𝑝× 𝑝 with 𝑝 ∈ N. We can write this matrix as
Π𝑝 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1
... 0 1 0
0 . . . 0 0
1 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
𝑝×𝑝. (2.16)
Then, we can define selection matrices such that the following criteria is satisfied
J(𝑗)1 = Π(?˜?𝑗)J(𝑗)2Π𝑀𝑗 , (𝑗 = 1, 2, ..., 𝐽). (2.17)
where ?˜?𝑗 is an auxiliary size definition function for the 𝑗-dimension selection matrix and is
defined as







where 𝑀 is defined in eq. (2.11). J(𝑗)1 and J(𝑗)2 are the selection matrix of the subspace one
and two, respectively, of the 𝑗-th dimension. The selection matrices in the definition (2.17)







where J(𝑀𝑗)2 is a core matrix required to construct a selection matrix with all dimensions, 0(𝑀𝑟−1)
is a column vector of zeros and I𝑀𝑟−1 is an identity matrix of size (𝑀𝑟 − 1)× (𝑀𝑟 − 1). Then,
we can construct a 𝑗-dimension selection matrix as
J(𝑗)2 = (I𝑀𝐽 ⊗ I𝑀𝐽−1 ⊗ · · · ⊗ I𝑀𝑗+1 ⊗ J(𝑀𝑗)2 ⊗ I𝑀𝑗−1 ⊗ · · · ⊗ I𝑀1) (2.20)
Finally, J(𝑗)1 can be constructed using (2.20) in (2.19) and substituting in the definition (2.17).
We now remind the model in eq. (2.12) in which we find the steering matrix A
incorporated in the vector h(𝑐). Supposing, for while, that the steering matrix is readily available,
we can say that its data set possess rotational invariance property if it follows the definition
J(𝑗)1A.Φ𝑗 = J(𝑗)2A, (𝑗 = 1, 2, ..., 𝐽), (2.21)
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By calculating the parameters in eq. (2.22), we can achieve the solution of our
problem, that is, the values of 𝜇(𝑗)𝑙 . So far we have presented the basic of conventional ESPRIT-
like structure. Next, we will discuss about the Unitary ESPRIT version and its importance for
our problem.
2.2.1 Introduction to Unitary ESPRIT
The version of the algorithm discussed here retains an ESPRIT-like structure, except
for the fact that it is formulated in terms of real-valued computations [26]. Also, the basic
version of ESPRIT-like structure assume noncoherent signals. However, actual scenarios are
multipath rich and the signals impinging on the array are often delayed and scaled versions
of each other. Hence, it is likely to have highly correlated or coherent signal combinations. It
is likely that the algorithm will fail to give reliable estimates because matrices generated from
the measured data will be singular or ill-conditioned. One way to circumvent this problem is to
process the data before “feeding” it to the estimation algorithms. These techniques are called
preprocessing techniques and they play a vital, if not a mandatory, role in estimation.
Forward-Backward Averaging (FBA) is a popular preprocessing scheme employed
in many signal processing applications. FBA can be implemented if the arrays are centro-
symmetric in nature. The operation of FBA relies on the fact that the steering vectors remains
the same, even if their elements are reversed and complex conjugated.
We will show that Unitary ESPRIT has this preprocessing structure embedded.
However, before starting, we have to define Real-Valued Invariance Equations in the quest
for demonstrating the embedded preprocessing feature. Let left Π-real matrices be defined as












for example, is left Π-real of odd order. A unitary left Π-real matrix of size 2𝑝× 2𝑝 is obtained
from (2.23) by dropping its center row and center column. In the Unitary ESPRIT version,













Then, let’s define the transformed steering as D = Q𝐻𝑀A. Based on the 𝐽 invariance
Chapter 2. Channel Sounding and Model 31
properties of the multidimensional sterring matrix A in eq. (2.21), it is straightforward that
the transformed array steering matrix D satisfies
R(𝑗)1D.Ω𝑗 = R(𝑗)2D, (𝑗 = 1, 2, ..., 𝐽), (2.26)








, (𝑗 = 1, 2, ...𝐽). (2.27)
which contain the desired information. Then, when D satisfies (2.26), it has the rotational
invariance property. Note that by looking at eq. (2.27), the solution is achieved by finding out
the values of 𝜇(𝑗)𝑙 for all 𝑙-th MPC parameters in each 𝑗-th dimension. We are not able to achieve
the desired solution yet because neither the steering matrices A nor D are directly available.
We will reveal the structure of A that is embedded in the vector h(𝑐) of eq. (2.12) and we finally
derive estimations for 𝜇(𝑗)𝑙 . In the sequel, our approach will allow to use the representation of
the VNA output straightforward into the ESPRIT algorithm.
2.2.2 Matching the Captured Data to the Algorithm Input
We derived in the Section 2.1 the channel captured vector h(𝑐) which contains one
snapshot of the measured data provided by the VNA. Let’s defineH(𝑐) ∈ C𝑀×𝑁𝑐 as the complex-
valued matrix containing a collection of channel capture vectors as
H(𝑐) =
[︁
h1(𝑐) h2(𝑐) · · · h𝑁𝑐(𝑐)
]︁
, (2.28)
where 𝑁𝑐 is the number of available captured snapshot samples.
In order to use Unitary ESPRIT approach with this source of data, the complex-
valued data matrix H(𝑐) has to be transformed into the real-valued matrix in order to achieve
FBA [22]




∈ R𝑀×2𝑁𝑐 , 𝑗 = 1, 2, ..., 𝐽, (2.29)
As mentioned earlier, this is an important step to ensure that the algorithm will give reli-
able estimates. This preprocessing technique is one way to circumvent the ill-condition matrix
problem. Next, we present the Singular Value Decomposition (SVD)-based Subspace estimate.
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where 𝛴𝑠 contains 𝐿 dominant singular values, and the unitary matrices U and V are parti-
tioned accordingly. Thus, the left singular vectors calculated from eq. (2.30) are divided into
two subspaces: U𝑠 matrix with 𝐿 vectors representing the signal subspace and U𝑜 with the
remaining vectors representing the noise subspace.
Asymptotically or with absence of noise, U𝑠 and D span the same d-dimensional
subspace. Furthermore, there is a nonsingular matrix T of size 𝐿×𝐿 such that D ≈ U𝑠T. This
relation can be applied in eq. (2.26) and the following result can be achieved
R(𝑗)1U𝑠𝛶𝑗 ≈ R(𝑗)2U𝑠, (𝑗 = 1, 2, ..., 𝐽), (2.31)
where 𝛶𝑗 = TΩ𝑗T−1. R(𝑗)1 and R(𝑗)2 are the transformed selection matrices for subspace one
and two, respectively. The linear system of eq. (2.31) can be solved using solution approaches
like LS(Least Squares) or TLS(Total Least Squares).
From eq. (2.31), one should notice that each dimension is estimated independently,
which simplifies the solution. On the other hand, the challenge is ensure the joint pairing 𝐿-
MPCs along all the 𝐽-dimensions. In the noiseless case or with an infinite number of experiments
𝑁𝑐, the real-valued eigenvalues of the solutions 𝛶𝑗 ∈ R𝐿×𝐿 to the 𝐽 invariance equations above






. Since this eigenvalues were calculated independently, one more algorithm
step is required to pair the resulting 𝐽 distinct sets of frequency estimates. Then, an algorithm
is used to find a real-valued eigenvector matrix T such that all matrices that appear in spectral
decompositions of 𝛶𝑗 = TΩ𝑗T−1 are real-valued. Thus, there must exist a matrix of eigenvectors
T ∈ R𝐿×𝐿 that is the same for all 𝑗, 1 < 𝑗 < 𝐽 , and a diagonal elements of the matrices Ω𝑗








, (𝑙 = 1, 2, ..., 𝐿), (𝑗 = 1, 2, ..., 𝐽), (2.32)
where Ω^(𝑗)𝑙 are the main diagonal elements of the matrix Ω𝑗.
In the task for efficiently compute the real eigenvalues of real-valued nonsymmetric
matrices, we make use of the eigenvalue-revealing real Schur Decomposition [24]. Under certain
restrictions, absence of noise or infinity number of samples, simultaneous Schur Decomposition
of the 𝐽 matrices 𝛶𝑗 yields 𝐽 automatically paired eigenvalues on their main diagonals. Since our
problem has a limited amount of samples, we use the approximation version of the simultaneous
Schur Decomposition that is based on calculation of the “average eigenstructure” which achieves
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the pairing successfully [19]. Fig. 3 shows a summary of the main steps in R-D Unitary ESPRIT
algorithm.
1. Signal Subspace Estimation: Compute Us ∈ R𝑀×𝐿 as the 𝐿 dominant left
singular vectors of 𝒯 (H(𝑐)) ∈ R𝑀×2𝑁𝑐 .
2. Solution of Invariance Equations: Then solve
R(𝑗)1U𝑠.𝛶𝑗 ≈ R(𝑗)2U𝑠 for (𝑗 = 1, 2, ..., 𝐽)
3. Joint Frequency Estimation: Compute the simultaneous Schur decomposition
of the 𝐽 real-valued 𝐿× 𝐿 matrices 𝛶𝑗 as
Ω𝑗 = T−1𝛶𝑗T for(𝑗 = 1, 2, ..., 𝐽)
where Ω^(𝑗)𝑙 , 1 ≤ 𝑙 ≤ 𝐿, are the diagonal elements of
R𝑚𝑗×𝐿 R𝑚𝑗×𝐿
by means of LS or TLS.
4. Calculate the estimates: Find the estimated values as
𝜇
(𝑗)




, where 1 ≤ 𝑙 ≤ 𝐿, 1 ≤ 𝑗 ≤ 𝐽.
Figure 3 – Summary of the main steps in R-D Unitary ESPRIT algorithm.
2.2.3 Examples of Applied Multidimensional Problems
2.2.3.1 ULA with J=1 and L=2 (𝑀1=4)
We start by emphasizing the meaning of terms cisoids or displacement invariance,
referred as rotational invariance, which also composes the acronym of ESPRIT algorithm. We
have shown, in the last section, that matrix A, the steering matrix, contains the direction
information of the MPCs. When the matrix A is intended for problems of direction finding in
ULA, the property of rotational invariance is easily verified. As a first one-dimensional problem
example, let the matrixA of an ULA system with two (𝐿 = 2) MPCs and four antenna elements
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Note that, our problem is to estimate 𝜃1 and 𝜃2 (we have used 𝜃𝑙 = 𝜇(1)𝑙 for notational conve-
nience).
The steering matrix of eq. (2.33) is a single multi-dimensional mode matrix from
(2.13) for one dimension with 𝑀1 = 4. We can create selection matrices such that it satisfies
the criteria on the definition in eq. (2.17). Notice that we have several solutions for eq. (2.17),
but trivial selection matrices can be written as
J(𝑗)1 =
⎡⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎦ and J(𝑗)2 =
⎡⎢⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎦ . (2.34)
The matrices in (2.34) are used to select subspaces in A and calculate a phase factor
relation among two selection subspaces. If the problem has rotational invariance property, it
must satisfy the definition in eq. (2.21), which can reveal our desired L elements in the diagonal

























As can be clearly observed, this example solution highlights the rotational invariance
defined by eq. (2.21).
2.2.3.2 URA with J=2 and L=2 (𝑀1=2 , 𝑀2=2)
Next, we use the same approach for analyzing the matrix A intended for two-
dimension problems of direction finding in URA. As an example, let eq. (2.37) be an URA
system with two MPCs and four (2× 2) antenna elements
A =
⎡⎢⎢⎢⎢⎢⎢⎣
e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2
e𝑖0𝜃1 .e𝑖1𝜑1 e𝑖0𝜃2 .e𝑖1𝜑2
e𝑖1𝜃1 .e𝑖0𝜑1 e𝑖1𝜃2 .e𝑖0𝜑2
e𝑖1𝜃1 .e𝑖1𝜑1 e𝑖1𝜃2 .e𝑖1𝜑2
⎤⎥⎥⎥⎥⎥⎥⎦ , (2.37)
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where we temporarily define 𝜃𝑙 = 𝜇(1)𝑙 and 𝜑𝑙 = 𝜇
(2)
𝑙 , for notational convenience. Notice now
that each column of A is the Kronecker product of two steering vectors a(𝜇(1)𝑙 ) and a(𝜇
(2)
𝑙 ).
The steering matrix of eq. (2.37) is the Khatri-rao product from (2.13) for two dimensions with
𝑀1 = 2 and 𝑀2 = 2. As we did earlier, the matrix J(𝑗)1 can be defined by using eq. (2.18) for
multi-dimensional matrix selection. Thus, by using eq. (2.18), we can write the four required
selection matrix
J(1)1 =
⎡⎣ 1 0 0 0
0 1 0 0
⎤⎦ , J(1)2 =
⎡⎣ 0 0 1 0
0 0 0 1
⎤⎦ ,
J(2)1 =
⎡⎣ 1 0 0 0
0 0 1 0
⎤⎦ , J(2)2 =
⎡⎣ 0 1 0 0
0 0 0 1
⎤⎦ .
(2.38)
Then, by using the selection matrices defined in (2.38) and substituting eq. (2.37)
in eq. (2.21), we have
⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2
e𝑖0𝜃1 .e𝑖1𝜑1 e𝑖0𝜃2 .e𝑖1𝜑2
⎤⎦ .Φ1 =
⎡⎣ e𝑖1𝜃1 .e𝑖0𝜑1 e𝑖1𝜃2 .e𝑖0𝜑2
e𝑖1𝜃1 .e𝑖1𝜑1 e𝑖1𝜃2 .e𝑖1𝜑2
⎤⎦ (2.39)
⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2
e𝑖1𝜃1 .e𝑖0𝜑1 e𝑖1𝜃2 .e𝑖0𝜑2
⎤⎦ .Φ2 =
⎡⎣ e𝑖0𝜃1 .e𝑖1𝜑1 e𝑖0𝜃2 .e𝑖1𝜑2
e𝑖1𝜃1 .e𝑖1𝜑1 e𝑖1𝜃2 .e𝑖1𝜑2
⎤⎦ . (2.40)
By handling the right side of eq. (2.39) and (2.40), we can also write
⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2
e𝑖0𝜃1 .e𝑖1𝜑1 e𝑖0𝜃2 .e𝑖1𝜑2
⎤⎦ .Φ1 =
⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2





⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2
e𝑖1𝜃1 .e𝑖0𝜑1 e𝑖1𝜃2 .e𝑖0𝜑2
⎤⎦ .Φ2 =
⎡⎣ e𝑖0𝜃1 .e𝑖0𝜑1 e𝑖0𝜃2 .e𝑖0𝜑2





Again, the URA example solution satisfies the definition in eq. (2.21) of rotational
invariance property. The most convenient feature of the ESPRIT algorithm version for multiple
dimensions is that the parameters are estimated individually for each dimension with automatic
pairing of all MPCs. By using the method described in this section, the extension for more
applications with extra dimensions is just a matter of increasing 𝐽 .
Chapter 2. Channel Sounding and Model 36
2.3 Antenna Pattern Cancelation
The channel generator can simulate channel realizations only if we obtain the actual
MPC parameters. Then, the antenna pattern cancellation is required to ensure that true MPC
information will compose the statistical parameters of the channel model. Next, we will describe
how to accomplish this task making use of a simple approach.
(a) Four faces of a cubic shape. (b) Valid sector highlight for one face.
Figure 4 – Actual set of URA antenna shape.
In our investigations, we have used a set of planar arrays which forms the four
vertical faces of a cube as can be seen in Fig. 4a. The URA angle range is limited in [-90, 90]
degrees for azimuth and elevation axis. Then, when joining the MPC of two neighbor faces there
will be paths counted twice. Thus, there is an azimuth ambiguity due to the superposition of
the estimated angles. Fig. 5a illustrates the idea of angle range superposition.
One way to address this issue is to limit the range of the azimuth to [-45, 45] degrees
for each face. Fig. 5b illustrates the azimuth regions joined. In the end, the estimated angles of
the four faces will fall in the azimuth range of [-180, 180] degrees and no MPC will be counted
twice.
The task of MPCs parameter estimation is performed for each face of the cube
independently. The advantage of using virtual antenna arrays is that they have the same antenna
pattern, and the gain of the elements for the same direction is always constant making the
process of the pattern cancellation just a simple inverse function multiplication. The range of
detectable paths is limited in a sector of −45∘ < 𝜑 < +45∘ for azimuth and −90∘ < 𝜃 < +90∘
degrees for elevation. Then, the result of this procedure is to obtain an Omni directional antenna
by joining all sides of the cube. Fig. 4b highlights an array of four faces and a single highlighted
sensor sector.
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(a) Angle range superposition. (b) Angle range restriction.
Figure 5 – Antenna pattern gain removal strategy.
2.4 The Channel Model and Statistics for Channel Parameters
We will introduce our approach to use the parameter information measured from
scenarios in our channel model. This research uses QuaDRiGA which enables the modeling of
MIMO radio channels for specific network configurations, such as indoor, satellite and hetero-
geneous configurations [10].
2.4.1 Basis of the Channel Model
Figure 6 – Model evolution time-line.
The model has been evolved from Wireless World Initiative for New Radio (WIN-
NER) channel model described in WINNER II deliverable 𝐷1.1.2𝑣.1.1 [7]. Fig. 6 gives an
overview of the evolution of geometry-based stochastic channel model (GSCM), starting with
3rd generation partnership project (3GPP)-spatial channel model (SCM) in 2003. Work on
QuaDRiGa began in 2011, after the end of the 3rd phase of the WINNER project. QuaDRiGa
has several similarities with many parts of the WINNER+ model, and it is considered as its
baseline.
Geometry based modeling of the radio channel enables separation of propagation
parameters and antennas. The channel parameters for individual snapshots are determined
stochastically, based on statistical distributions extracted from channel measurements. Antenna
geometries and field patterns can be defined properly by the user of the model. The modeling
tool generates channel realizations with geometrical principle by summing contributions of rays
(plane waves) with specific small scales parameters like delay, power, AoA and AoD. Fig. 7
illustrates some elements of the MIMO channel like antenna arrays at both link ends and
propagation paths.
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It is composed of antenna array response matrix F𝑡𝑥 for the transmitter, F𝑟𝑥 for the receiver











where 𝐹𝑟𝑥,𝑢,𝑉 and 𝐹𝑟𝑥,𝑢,𝐻 are the antenna element 𝑢 field patterns for vertical and horizontal
polarizations, respectively. The elements 𝛼𝑙,𝑉 𝑉 , 𝛼𝑙,𝑉 𝐻 , 𝛼𝑙,𝐻𝑉 , 𝛼𝑙,𝐻𝐻 compose the polarization
matrix in which V stands for Vertical and H stands for Horizontal. Furthermore, 𝜆−1 is the
wavelength of the carrier frequency, 𝜑𝑙 is angle-of-departure unit vector, 𝜙𝑙 is the angle-of-
arrival unit vector, r𝑡𝑥,𝑢 and r𝑟𝑥,𝑢 are the location vectors of element s and u respectively, and
𝜐𝑙 is the Doppler frequency component of the 𝑙 th ray [7, 27,28].
2.4.2 Large-scale Parameters Setup
We have shown in this chapter how to obtain information about the behavior of
the radio channel from one single snapshot of measurement. Since the delay or directions are
not directly observable, channel parameter estimation is required. These estimated parameters
will compose statistic parameters which can provide functionality to the channel model gen-
Figure 7 – The MIMO Channel.
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erator. For a typical radio environment, channel characteristics are described by statistics of
the large-scale parameters (LSPs). Those are the median and the standard deviation of the
delay spread, angular spreads, shadow fading, Ricean K-Factor, as well as correlations between
them. Additional parameters describe how fast certain properties of the channel change (i.e.
the decorrelation distance). A configuration file store those parameters which can be edited by
the model user. The reader can find on [7,27–31] detailed formulations for calculating the LSPs
which are already very well known.
In the current implementation of QuaDRiGA, each environment is described by 55
individual parameters. These parameters are stored in a configuration file that can be found in
the “config” folder of the QuaDRiGa channel model. Some of the main parameters and values
can be listed as follows:







Any user can create a new scenario by editing some current configuration file and
saving it under a new file name.
2.4.3 Table for Indoor Measured Environment
We will investigate favorable conditions for indoor office environment in the LoS case
and obstructed LoS case. For this purpose, we must construct a table of statistic parameters as
discussed in the section 2.4.2. The chosen scenario is the TS160 office room at the University of
Oulu, Finland. It is a small office with a double-layered glass wall plus blinders separating the
room to the corridor. The floor of this area is slabbed concrete, the walls and ceilings are concrete
blocks, but there are drywall materials. The measurement environment has a rectangular area
shape with dimensions 4.12 m by 5.93 m. We took measurements with Tx placed inside the
office and in the corridor (with blinders closed) composing LoS and obstructed LoS cases. Fig.
8 shows a map with the positions of the receiver and transmitter.
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(a) LoS scenario. (b) Obstructed LoS scenario.
Figure 8 – Floor plan of TS160 office room.
Due to technical restrictions, it was not possible to have all statistical parameters
for this site due to few measured points (only six for LoS and obstructed LoS). Thus, the
missing parameters will be taken from the mm-wave based Mobile Radio Access Network for
fifth Generation Integrated Communications(mmMAGIC) [32] project. It is possible to use
their parameters due to the convergence of interest which also investigate mobile Radio Access
Technology (RAT) in the range of 6-100 GHz. The parameters which compose the table are
Delay Spread, Azimuth Spread of Departure, Elevation Spread of Departure, Azimuth Spread
of Arrival, Elevation Spread of Arrival, Number of Clusters, and Number of rays per cluster.
These statistical parameters were provided as a resource from the University of Oulu by the
members who participated in the project. They have collected the output of the algorithm
developed in this research and yielded the parameters listed in the Appendix B and C. The
estimated parameters from the measurements are statistically evaluated to compose channel
model generator parameters. All the remaining parameters which could not be obtained follows
the references of the project mmMAGIC [32].
2.5 Conclusions
We reviewed in this Chapter the channel parameter estimation required for obtaining
information about the propagation in a radio environment of interest. We showed how to a
vector network analyzer (VNA) was used to perform samples capture of a wavefield in time
and space with a set of antenna sensors regularly spaced and process it. We pointed out that
with a sufficient number of experiments and number of paths measured in an environment, it
is possible to generate realizations of the wireless channel which are likely to behave like the
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real propagation.
We described a method used for our investigation and listed the techniques required
for processing the measured signals and the statistical analysis of the estimated parameters. We
presented our novelty as being related to the way we apply ESPRIT algorithm for estimating a
multidimensional set of measured data. Different from conventional approach, in which a spread
spectrum sounding signal is used [18], we introduced the required formulation that allows us
to perform the measurement and data processing by using a simple frequency sweep carried
out by a VNA. Furthermore, our approach used a set of virtual arrays which make the antenna
pattern removal easier and compatible with the algorithm. Then, we presented the background
theory of the channel model tool and how to feed the channel model generator with radio
channel environment parameters. As an environment of reference, we used two indoor office
environments configurations measured from the inside of University.
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3 Hardware System Setup
We will discuss in this chapter the system hardware setup used in our investiga-
tions. Investigations on radio channels at high frequencies band are mandatory for revealing
resources for the envisioned 5G networks. The challenge in channel sounding for high frequen-
cies relies on the technology of the measurement tools and measurement campaigns planning.
With these criteria in mind, this work aimed to address the problem of cost by using a Precision
vector Network Analyzer (PNA) and dual polarized virtual antenna arrays. Due to the simple
principles of the measurement approach and usage of automation, it is possible to reduce the
hardware cost and keep the total amount of time for tasks reasonable. The block diagram in
Fig. 9 highlights the overall representation of the channel sounding system.
Figure 9 – Block diagram of measurement setup.
The system is composed of a four port PNA (Keysight N5247A PNA-X [33]), two
power amplifiers (PAs), two low noise amplifiers (LNAs), a transmitter (TX) and receiver (RX)
robotic positioners, two dual polarized patch antennas and a laptop with the measurement
control software. The PNA connects to the TX antenna and the RX antenna ports by low-loss
coaxial radio frequency (RF) cables. In the PNA, the ports 1 and 3 are used for transmission
and ports 2 and 4 are used for reception. The PNA, the RX and TX antenna robots, and the
measurement control software are connected through an Ethernet network.
MATrix LABoratory (MATLAB) development environment software controls all de-
vices by the instrument control toolbox. To perform measurements, the user enters the mea-
surement setup parameters such as the antenna array formation, center frequency, bandwidth,
the number of frequency points and the transmitted power.
We performed measurements at 10.1 GHz center frequency over 500 MHz bandwidth.
One measurement of a single antenna position is a record set of 401 frequency points sample.
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We can understand this kind of measurement as a discrete frequency sweep on 500 MHz span.
Thus, the delay resolution is 2 ns (1/500 MHz) and the maximum measurable delay, including
the RF cable delay, is 800 ns.
3.1 Antennas
In the presented measurement system, a dual-polarized patch antenna is used at
the both ends of the link, described in [34]. The antenna structure is designed for the sound-
ing system demands at 10.1 GHz center frequency with a minimum of 500 MHz bandwidth.
The measured −10 dB impedance bandwidth of the antenna is 700 MHz with better than 33
dB isolation between the antenna ports across the aforementioned bandwidth. The measured
maximum gain in bore-sight is between 3 and 4 dBi, and the cross polarization discrimina-
tion is better than 18 dB over the operating bandwidth. The measured antenna properties are
available in [34].
3.2 Positioning System
We have implemented the virtual array concept by placing a single antenna element
in several positions to form an antenna array. The array shape can be, for example, a linearly
spaced row, column, cross or a rectangular. One of the most critical advantages of this method
is the absence of the mutual coupling between antenna elements where it is easy to remove the
antenna pattern gain effect. Furthermore, it is not necessary to calibrate the array since the
antenna pattern in each position does not change.
Fig. 10 shows a representation of the measurement setup hardware. The TX and
the RX positioners are indicated by (1) and (2) in Fig. 10, respectively. The TX patch antenna
Figure 10 – Representation of the system with the robotic positioners.
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moves along the X-axis by using a stepper motor in steps to create 9-element ULA.
The RX positioner has more degrees of freedom to form the RX array. Two per-
pendicular linear positioners move the mast in the XY-plane to control the horizontal steps of
the virtual array. A linear vertical positioner represents the Z-axis movement and controls the
height steps of the virtual array. There is also a rotational actuator around the vertical, which
changes the orientation of the patch antenna face. All these discussed mechanical degrees of
freedom allows us to create different array forms from ULA up to a multi-face conformal array.
In the test measurements, a 9× 9 virtual URA was used in the XZ-plane. The URA
was rotated about its vertical axis with the step of 90 degrees to represent a lateral surface of
a cube. Besides, four forward scattering parameters (S-parameters) are recorded by PNA at
each antenna position to characterize polarization information of the channel. Hence, the total
number of recorded frequency responses can be expressed as 9× 9× 9× 4× 4 = 11664.
3.3 Approach for Validating Measurements
A measurement campaign was carried out in an indoor environment, located in a
lobby and restaurant area at the University of Oulu. On the second floor, there is a hallway
bridge that is contiguous with service and vendor offices, and on the first floor, there is a food
court. The measurement environment has a rectangular area shape with dimensions 35 m by 20
m for LoS and Non-Line-of-sight (NLoS) conditions. The floor of this area is slabbed concrete,
the walls and ceilings of the surroundings are concrete blocks, and there are several distributed
metal fences and offices with walls made of glass.
Figs. 11a and 11b present the floor plans of the measurement environment of the
LoS and NLoS conditions along with some relevant dimensions. In addition, the placements for
the TX and RX antennas are shown as blue and red dots, respectively. The TX locations are
constant and the RX locations are indicated by 𝑃 (LoS)𝑖 (𝑖 = 1, ..., 4) and 𝑃
(NLoS)
𝑖 (𝑖 = 1, ..., 6).
The measurement were performed by restricting the working area in order to avoid influence
of the people movement.
3.4 Measurement Validation by Power Delay Profile Analysis
The frequency-domain channel transfer function 𝐺𝑘(𝑖, 𝑗) is obtained from the mea-
surements. Here 𝑘 denotes the frequency sample of the 𝑖-th and 𝑗-th virtual element of the RX
and TX array, respectively given by the relation 𝐺𝑘(𝑖, 𝑗) = 𝐺(𝑘.Δ𝑓, 𝑖, 𝑗) where Δ𝑓 stands for
discrete frequency step. The channel transfer function is filtered by a Kaiser [35] window ℎ𝑤(𝑘)
and window parameter 𝛽 = 8 to reduce aliasing. Inverse discrete Fourier transform (IDFT) is
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(a) LoS scenario. (b) NLoS scenario.
Figure 11 – Floor plan maps of the measurement environments.
performed for filtered frequency-domain channel to obtain instantaneous power delay profile











where PDP𝑛(𝑖, 𝑗) = PDP(𝑛.Δ𝜏, 𝑖, 𝑗) and 𝑁𝑓 is the number of frequency samples.
3.4.1 Delay Estimation of the Rays
Fig. 12 depicts the results extracted from the measurements at point 𝑃 (LoS)2 . The
plot is divided in four faces indicated by North, East, South and West directions. The LoS peak
can be found at 40 ns at which represent a distance of 12 m. Furthermore, it is noticed that
the delay distribution changes depending on which direction the antenna array is pointing to.
Multipath contributions are more significant at the North direction due to the lower influence
of LoS path.
Table 3 shows the comparison between the measured link distance and the equivalent
link distance given by the PDP from the very first peak incidence. The distances used as an
input for the comparison were measured locally with an accurate laser tool. It should be noted
that the bandwidth of 500 MHz automatically limits the delay resolution to 0.6 m when using
IDFT. Hence, two MPCs cannot be distinguished if they are closer than 0.6 m from each other.
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Figure 12 – Stack of instantaneous power delay profiles showing delay distribution from four
faces at the point 𝑃 (LoS)2 .
Table 3 – Geometry and peak incidence verification.
Point Measured Distance Peak Incidence Δ
𝑃
(𝐿𝑜𝑆)
1 5.67 m 6.00 m 0.33 m
𝑃
(𝐿𝑜𝑆)
2 11.61 m 12.00 m 0.39 m
𝑃
(𝐿𝑜𝑆)
3 15.25 m 15.60 m 0.35 m
𝑃
(𝐿𝑜𝑆)
4 17.88 m 18.00 m 0.12 m
3.4.2 Detected Rays in LoS
The model assumed for this study, traditionally used by other works as the references
[36,37], is correctly described by a finite number of plane waves when in the case of the far-field
region. Before proceeding to the results, it is important to show that the situations in this
study fulfill the far-field condition. The boundary between far-field and near-field regions is





where 𝐹𝐵𝐷 is the acronym for “Far-field Bound Distance”, 𝐷 is the maximum dimension of
the antenna or antenna array, and 𝜆 represents the wavelength. By using the values of the
measurement system, the 𝐹𝐵𝐷 ≈ 1m which is less than the minimum distance employed in
the measurements. Although the difference among FBD and the minimum distance is not steep,
the far-field case is any way tolerated as shown by the next presented results.







Figure 13 – Top and side view map showing the direction of departure and arrival rays at the
point 𝑃 (LoS)2 for LoS.
Each MPC is described by its complex amplitude, delay, polarization, the direction
of departure (DOD) and direction of arrival (DOA). In order to estimate these MPC param-
eters, the unitary ESPRIT-algorithm [39] is used. A double-directional analysis using unitary
multidimensional ESPRIT is based on the same principle which was previously presented in [40].
Fig. 13 presents the detected MPCs at the measurement point 𝑃 (LoS)2 . Red and yellow vectors
describe the power, an azimuth angle of arrival (AoA), an elevation angle of arrival (EoA) and
azimuth angle of departure (AoD) of MPCs.
Table 4 shows the 9 strongest identifiable MPCs. According to the table, the most
significant MPCs are propagated either by direct LoS propagation or single bounce reflections.
The blue line in Fig. 13 represents the direct and single bounce paths have arbitrary different
colors. The estimated propagation paths are mainly coming from the reflections of the metallic
fence right next to the direct link. Hence, the azimuth angle spreads of arrival and departure
are small because the environment contains good reflectors close enough to the direct ray.
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Table 4 – Result of field experiment at location 𝑃 (LoS)2
Reflection Point AoD AoA EoA Delay Channel
[Deg.] [Deg.] [Deg.] [ns] path
gain [dB]
# D.P. 4.07 0.37 0.13 42.00 -77.24
# Fence -8.55 -26.57 36.74 58.00 -103.96
# Fence -12.70 -21.75 -32.62 72.00 -112.88
# Fence -13.91 -23.39 -32.65 74.00 -111.02
# Cafeteria 42.14 77.27 -0.39 106.00 -96.85
# Cafeteria 57.32 79.25 -0.08 108.00 -85.51
# Cafeteria 54.59 80.68 0.22 110.00 -84.68
# Cafeteria 52.33 82.46 0.89 112.00 -92.54
# Cafeteria 54.50 81.73 -0.86 140.00 -108.07
# Cafeteria 42.44 78.25 1.14 148.00 -120.28
3.4.3 Detected Rays in NLoS
Fig. 15 depicts MPCs at the measurement point 𝑃 (NLoS)3 . Since the rays experience
more than one reflection, i.e., the rays are not single bounce rays, it is harder to match on the
map paths at NLoS condition. Even though, it is possible to notice that the rays are mainly
caused by reflections from walls and coat rack placed on the right side of the TX. Furthermore,
it is noticed that the spread over the AoAs and AoDs is significantly higher than in LoS scenario,
indicating a more rich multipath channel.





3 which has close link distance by observing the plot in Fig. 14. We verify
that the strongest peak in Fig. 14a is around -80 dB and the strongest peak in Fig. 14b is around
(a) Point 𝑃 (𝐿𝑜𝑆)2 (b) Point 𝑃
(𝑁𝐿𝑜𝑆)
3
Figure 14 – Plot comparing angle, delay and power distribution of the detected rays.






Figure 15 – Top and Side View Map Showing the Direction of Departure and Arrival Rays at
the Point 𝑃 (NLoS)3 for NLoS.
-95 dB which is 15 dB of attenuation in average from LoS to NLoS. This strong attenuation
suggests that LoS condition is suitable for using narrow beamforming due to high attenuation
of multiple bounce MPCs causing less interference. The lower influence of secondary scattering
components enable using a dense antennas array.
For NLoS, rich multipath environment indicates that spatial multiplexing can also
be utilized to increase the capacity by exploiting the spatial degrees of freedom of the channel.
However, the higher transmission power or, the lower order modulation schemes are needed
in NLoS propagation condition to overcome the higher propagation loss in comparison to LoS
scenario.
3.5 Main Remarks on Used Approach
The measurement system consisted of PNA, two dual polarized patch antennas, pro-
grammable virtual antenna array in both link ends, together with an automatized measurement
control software. For the delay estimation of distinct MPCs, IDFT was used for S-parameters
recorded by PNA at each antenna position. The spatial MPC estimation uses the ESPRIT
algorithm which gives parameters for each MPC present in the environment.
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The radio channel measurements were performed to validate the detected propa-
gation paths on the measured environment. We evaluated both LoS and NLoS propagation
conditions. The match of the extracted information and the physical dimensions of the envi-
ronments was concluded to be reasonable. For LoS condition, the most significant multipath
contributions were found to arise from the direct path and highly reflective surfaces. The small
spread of AoAs and AoDs in LOS suggests that the beam can be very directive in customary
conditions, i.e., no metallic objects nearby.
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4 Massive MIMO
In this chapter, we introduce the basic theory for multi-user systems and extend it
to the massive MIMO case. Next, we discuss the concept of favorable propagation which is the
mutual orthogonality among the vector-valued channels of each terminal. In the sequence, we
will investigate how to improve the channel orthogonality by increasing the number of antennas
or by choosing the antenna array formation.
4.1 Multi-User MIMO
In this section, we will first introduce to the basic background of multi-user MIMO
for both uplink and downlink. We consider a multi-user MIMO system which consists of one
BS and 𝐾 active users. Fig. 16 depicts a representation of the described system. The BS is
equipped with 𝑀 antennas while each user has a single antenna. For the sake of simplicity, we
limit our discussions to the single-cell systems and a single antenna for each user.
Let H ∈ C𝑀×𝐾 denote the channel matrix between K users and the BS antenna
array, where the 𝑘-th column of H, represented by the vector h𝑘, is 𝑀 × 1 size and represents
the channel between the 𝑘-th user and the BS. We assume that the elements of H are Gaussian
independent and identically distributed (i.i.d.) with zero mean and unit variance.
Figure 16 – Multi-user MIMO system representation. Multiple antenna 𝑀 -BS serves multiple
𝑘 users.
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4.1.1 Uplink Transmission
In the uplink transmission, 𝐾 users communicate to the BS. The k𝑡ℎ user signal
is represented by 𝑠𝑘, with the power restriction E{|𝑠𝑘|2} = 1. In the current case, K users
share the same time-frequency resource and the 𝑀 × 1 received signal vector at the BS is the






h𝑘𝑠𝑘 + n =
√
𝑝𝑢Hs+ n, (4.1)
where y𝑢𝑙 ∈ C𝑀×1 is the received signal, H ∈ C𝑀×𝐾 is the channel vector matrix, 𝑝𝑢 is the
average Signal-to-Noise Ratio (SNR), 𝑛 ∈ C𝑀×1 is the additive noise vector, and s = [𝑠1...𝑠𝑘]𝑇 .
Assuming that the channel state information is known, we can coherently detect the
signals transmitted from 𝐾 users from the received signal vector y𝑢𝑙. The sum capacity can be
written as [41]





The uplink sum capacity 𝐶𝑠𝑢𝑚,𝑢𝑙 can be achieved by using the successive interference
cancelation (SIC) technique [41]. With SIC, after one user is detected, its signal is subtracted
from the received signal before the next user is detected.
4.2 The Massive MIMO Case
Massive MIMO is a multi-user MIMO system where the number of BS antennas
and the number of users are very large. In this way, when the number of BS antennas is
large, the channels become favorable due to the law of large numbers. In this situation, we
can obtain multiplexing and array gain by simple use of linear processing. In Massive MIMO,
hundreds or thousands of BS antennas simultaneously serve tens or hundreds of users in the
same frequency resource thanks to the linear processing. More interestingly, we can always
increase the throughput by increasing the number of BS antennas and the number of users.
The main motivation for Massive MIMO technology is the demand for wireless
throughput, communication reliability, and the increase of user density. Future communication
systems require new technologies in which serves many users simultaneously with very high
throughput. We can find, in the literature, researchers pointing several challenges for Massive
MIMO, and we enumerate here some of the most important:
• Pilot contamination: Actual cellular network systems consist of many cells, and it is
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well known that cells have to share same time-frequency resources. Then, it is clear that
there is a limitation of the channel coherence interval making the assignment of orthogonal
pilot sequences not possible for all users. We restrict our analysis to one cell since this
topic is out of the scope of this research.
• Unfavorable Propagation: The genuine functionality of Massive MIMO depends on
how favorable the propagation environment is. However, propagation environments may
not always have favorable channels. Examples of unfavorable channels are those where the
number of the scatterers are small compared to the numbers of users, or when different
users share some common scatterers to the BS [42]. We will discuss favorable propagation
in the next sections.
• Changes in standard and design: Current systems such as Long Term Evolution
(LTE) can be very benefited with Massive MIMO technology, but the standards and
design impose challenging limitations. For instance, the LTE standard only allows for up
to 8 antenna ports at the BS [43]. Then, some of Massive MIMO characteristics forces
the need for adoption of new standards.
Hardware design is a different note about Massive MIMO. The replacement of a costly 40
Watt transceiver by a massive number of low-power and inexpensive antennas demands
rethinking radio access technology circuitry.
4.3 Favorable Propagation
Favorable propagation, defined as mutual orthogonality among the vector-valued
channels to the terminals, is one of the key properties of the radio channel that Massive MIMO
technique exploits [11]. We will discuss favorable propagation starting from the most desirable
scenario where the sum-capacity is maximized. Then, we review a distinct perspective based
on “the distance from favorable propagation” measure [11] which renders insights on the gap
between the sum-capacity and the maximum capacity obtained under favorable propagation.
The analysis is extended to more realistic situations where antenna array shapes are used for
LoS and obstructed LoS cases.
We start considering the model of the uplink case represented by (4.1). We still
assume that the elements of the noise vector n are i.i.d. 𝐶𝑁(0, 1) random variables. To have
favorable propagation, the channel vectors {h𝑘}, 𝑘 = 1, 2, ..., 𝐾 should be pairwise orthogonal,
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that is
h𝐻𝑖 h𝑗 =
⎧⎪⎨⎪⎩0, 𝑖 ̸= 𝑗 𝑖, 𝑗 = 1, ..., 𝐾‖hk‖2 ̸= 0, 𝑘 = 1, ..., 𝑘 . (4.3)
The condition (4.3) will never be exactly satisfied in practice. On the other hand,
it can be approximately achieved if we take assumptions in the propagation environment when
M grows and 𝑖 ̸= 𝑗, that is [11]
1
𝑀
h𝐻𝑖 hk𝑗 → 0, 𝑀 →∞. (4.4)
4.3.1 Condition Number
Considering the favorable propagation condition in (4.3), the following can be writ-
ten
H𝐻H = Diag{‖h1‖2, ..., ‖h𝐾‖2} (4.5)
Notice that when all the vectors {h𝑘} have the same norm, the condition number
of the Gramian matrix H𝐻H, that is the ratio between the maximum and minimum singular




The condition number is vital in the field of numerical analysis. It measures how
much the output value of the function can change for a small shift in the input argument. It is
used to gauge the sensibility of a function due to changes in the input. It can indicate how much
error in the output results from an error in the input. We can formally define it as the value of
the asymptotic worst-case about the change in the output for a relative change in input.
A linear system problem with a low condition number is said to be well-conditioned,
while the opposite is said to be ill-conditioned. However, the condition number does not express
the exact amount of inaccuracy that may occur on favorable propagation. The observable effect
in increasing the number of antennas was first pointed out in the reference [11] by means of
CDF analysis. Then, we suggest looking at the CDF of the eigenvalues to check the effect of the
new model changes. The analysis of the likelihood of the H eigenvalues reveals extra insights
about the conditions for satisfying (4.3). Thus, we start by analyzing the Rayleigh case where
all elements of h𝑘 are i.i.d. 𝐶𝑁(0, 1) Random Variables (RVs). We set two situations where: A)
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Figure 17 – CDF of the eigenvalues of the Gramian matrix H𝐻H with the first and last eigen-
values highlighted.
K=10, M=100 and B) K=10, M=200. Fig. 17 shows the Cumulative Distribution Function for
each of the ten eigenvalues of the Gramian matrix H𝐻H.
In the plots of Fig. 17, we must first notice that the distance between 𝜎𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛
decreases when the number of antennas grows from 𝑀 = 100 to 𝑀 = 200. Furthermore, the
“good behavior” of both the max and min eigenvalues in a Rayleigh distribution is depicted
for the probabilities of 10% and 90%. If condition number is a random variable, it is desirable
that it has the smallest variance as possible. For the case (a) the condition numbers are 2.8 and
2.9, for 10% and 90% respectively. On the other hand, condition numbers for the case (b) are
2.0 and 2.0, for 10% and 90% respectively. Note also that in this case since the variance of all
elements are unitary, the norm ||h𝑘||2 is the same for all 𝑘. In such condition, as 𝑀 increases,
the condition number tends to 1.
4.3.2 Random LoS Users and BS with ULA
We investigate a scenario with only free space non-fading Line-of-Sight propagation
between BS and users. The current situation is the opposite of the Rayleigh distribution and
can represent the worst case. The users are single antennas terminals uniformly spread, and
the BS is equipped with a Uniform Linear Array. We choose spacing 𝑑 as half wavelength(𝜆),
thus 𝑑
𝜆
= .5. Then, in the far-field regime, the channel vector h𝑘 can be modeled as
h𝑘 = e𝑖𝜉𝑘
[︁
1 e−𝑖𝜋 sin(𝜑𝑘) ... e−𝑖𝜋(𝑀−1) sin(𝜑𝑘)
]︁𝑇
(4.7)
Chapter 4. Massive MIMO 56
where 𝜉𝑘 is uniformly distributed in [0, 2𝜋], 𝜑𝑘 is the arrival angle from the 𝑘-th terminal
measured relative to the array boresight. Notice also that all h𝑘 have the same norm. We
assume that𝐾 angles {𝜑𝑘} are randomly and independent chosen in [−𝜋/2, 𝜋/2]. After this brief
introduction, we are interested to know what happens with the distribution of the eigenvalues in
the ULA-LoS channels. By using the same specifications for composing Fig. 17 in the Rayleigh
fading case, we plot Fig. 18 for the ULA-LoS case.
In Fig. 18, for the probabilities of 10% and 90%, the conditions number of case (a)
are 2.8 and 929.6, respectively. On the other hand, conditions numbers for case (b) are 2.2 and
88.3, respectively. Despite of the good improvement from case (b) to case (a), we still have a
large condition number when compared to the optimum value of 1.
Of course the LoS only is an extreme case which is not realistic in actual environ-
ments due to the presence of multi-paths. In fact, this case serves as a lower bound to the
condition number. In order to investigate what happens when there is multiple paths we can













1 e−𝑖𝜋 sin(𝜑𝑘,𝑙) ... e−𝑖𝜋(𝑀−1) sin(𝜑𝑘,𝑙)
]︁𝑇
(4.8)
where 𝐿 represents the total number of paths and 𝑙 is the index of the path. The model of eq.
(4.8) allows to represent cases from Rayleigh to LoS by simply varying the parameter L. In
Fig. 19, we take the same parameters as case (b) of Fig. 18, that is 𝐾 = 10 and 𝑀 = 200, and
simulate the cases with two and ten multipaths.
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Figure 18 – CDF of the eigenvalues of the Gramian matrix H𝐻H with the first and last eigen-
values highlighted.
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The improvement can be clearly seen from the case (a) to case (b), in Fig. 19. Note
that the CDF behaviour of the condition number for a ULA-nLoS distribution tends to the
Rayleigh case as the number of multiple paths increases. For the probabilities of 10% and
90%, the conditions number of case (a) are 2.5 and 3.7, respectively. On the other hand, the
conditions numbers for the case (b) are 2.9 and 2.7, respectively. Thus, just few number of
multi paths are enough to decrease the distance between 𝜎𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛.
4.3.3 Random Line-of-Sight Users and BS with URA
In this scenario, we investigate the free space non-fading Line-of-Sight propagation
between BS and users. The users are equiped with single antennas terminals uniformly spread
and the BS operates with a Uniform Rectangular Array. Then, in the far-field regime, the
channel vector h𝑘 can be modeled according the reference presented in Fig. 20. Again, we
consider that all h𝑘 have the same norm.
The channel model for the 𝑘-th user for this aray is given as
ℎ𝑘,𝑚𝑥,𝑚𝑦 = e−𝑖𝜋(𝑚𝑥−1)𝜇𝑘e−𝑖𝜋(𝑚𝑦−1)𝜈𝑘 (4.9)
where 𝑚𝑥 and 𝑚𝑦 are the array indexes, 𝜇𝑘 = cos(𝜑𝑘) sin(𝜃𝑘), 𝜈𝑘 = sin(𝜑𝑘) sin(𝜃𝑘), 𝜑𝑘 is the
azimuth and 𝜃𝑘 is the elevation angle. Let the two dimensions matrix Ψ𝑘 ∈ C𝑀𝑥×𝑀𝑦 which
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(a) K=10, M=200, L=2
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(b) K=10, M=200, L=10
Figure 19 – CDF of the eigenvalues of the Gramian matrix H𝐻H with the first and last eigen-
values highlighted when there are multiple paths.
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contains all the elements of (4.9). Then, Ψ𝑘 can be written as
Ψ𝑘 =
[︁
1 e−𝑖𝜋𝜈𝑘 ... e−𝑖𝜋(𝑀𝑦−1)𝜈𝑘
]︁𝑇 [︁
1 e−𝑖𝜋𝜇𝑘 ... e−𝑖𝜋(𝑀𝑥−1)𝜇𝑘
]︁
(4.10)
It is desirable that the array data model, whether one or two dimensions, be compat-
ible to (4.7) in order to simplify the analysis. To overcome the problem, (4.10) can be stacked
to form one-column vector by applying the vec{·} operator. Thus, we can have the 𝑘-th user
channel h𝑈𝑅𝐴,𝑘 from an Uniform Rectangular Array denoted by
h𝑈𝑅𝐴,𝑘 = e𝑖𝜉𝑘vec{Ψ𝑘} (4.11)
where h𝑈𝑅𝐴,𝑘 is the channel vector of an URA array shape, 𝜉𝑘 is uniformly distributed in [0, 2𝜋].
Again, we investigate a scenario with free space non-fading LoS propagation between
the BS and users. The BS operates with an Uniform Rectangular Array. We have chosen the
antenna space 𝑑 as half wavelengh(𝜆), that is 𝑑
𝜆
= 12 for axis 𝑥 and 𝑦. As in the case of ULA,
we assume that 𝐾 angles {𝜑𝑘} and {𝜃𝑘} are randomly and independent chosen in [−𝜋/2, 𝜋/2].
By using an URA, we are interested to investigate the condition number associated to the 10%
and 90% points of the eigenvalues’ CDF. Fig. 21 shows the results.
It is important to emphasize now that for the probabilities of 10% and 90%, the
denoted distances between 𝜎𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛 of case (a) are 2.7 and 30.0, respectively, and are
much lower than the LoS case for M=100 and K=10. In the same sense, distances between 𝜎𝑚𝑎𝑥
and 𝜎𝑚𝑖𝑛 for the case (b) are 2.22 and 11.0, respectively, which still highlights the improvement
when increasing 𝑀 =𝑀𝑥 ×𝑀𝑦. By comparing to the ULA-LoS case, URA-LoS case performs
better due to the extra degrees of freedom.
Figure 20 – URA model representation.
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(a) K=10, 𝑀𝑥=10, 𝑀𝑦=10
Eigenvalues





















(b) K=10, 𝑀𝑥=20, 𝑀𝑦=10
Figure 21 – CDF of the eigenvalues of the Gramian matrix H𝐻H with the first and last eigen-
values highlighted.
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(a) K=10, 𝑀𝑥=20, 𝑀𝑦=10, L=2
Eigenvalues





















(b) K=10, 𝑀𝑥=20, 𝑀𝑦=10, L=10
Figure 22 – CDF of the eigenvalues of the Gramian matrix H𝐻H with the first and last eigen-
values highlighted in nLoS case for URA.
We are also interested to know what happens when there are multiple paths. We
can use similar approach as in eq. (4.8) to include multi paths in the model. We have performed
simulations with an arbitrary number of multiple paths and investigated the condition number.
The URA results are presented in cases (a) and (b) in Fig. 22. It is interesting to
observe that the CDF of the eigenvlues for an URA-nLoS distribution tends to the Rayleigh
case when the number of multiple paths increases. For the probabilities of 10% and 90%, the
condition number of case (a) are 2.4 and 3.1, respectively. For 𝐿 = 10, the condition numbers
for the case (b) are 2.6 and 2.5, respectively. Similar as the ULA-nLoS case, just few numbers
of multi paths can have a great impact on the improvement of the condition number.
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(a) ULA with 100 or 200 antennas. (b) URA with 10x10 or 20x10 antennas.
Figure 23 – Example arrangement of QuaDRiGa channel model generator.
The mean and variance of the condition number of the Gramian matrix H𝐻H are
presented in Table 5.
Table 5 – Result for the mean and variance of the condition number for all investigated cases.
Investigated case 𝜇𝜅 𝜎2𝜅 K 𝑀𝑥 ×𝑀𝑦 L
log10(·) log10(·)
Rayleigh Distribution 0.5 -1.2 10 100× 1 .
Rayleigh Distribution 0.3 -1.8 10 200× 1 .
ULA 12.6 29.8 10 100× 1 1
ULA 11.5 28.2 10 200× 1 1
URA 2.7 9.8 10 10× 10 1
URA 1.7 7.0 10 20× 10 1
ULA 0.4 -0.9 10 200× 1 10
URA 0.4 -0.9 10 20× 10 10
The table reveals that for a constant product between ULA and URA (100 × 1 =
10 × 10), the second case performs better. Even if the constant product is increased twice
(200 × 1 = 20 × 10), the second case is still better. The table shows results when there are
MPC, but the difference is subtle.
4.4 Environment Analysis
We want to investigate the influence of antenna array and real environment aspects
on the favorable propagation metric. We used a channel model generator based on a real indoor
office environment.
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Fig. 23 shows the QuaDRiGa environment setup for generating channel realizations.
The users are uniformly distributed in an area of 9m2 inside an office environment. The height
of the BS is 2.8 meters and the average height of the User Terminal (UT) is 1.8 meters. The
antenna array is placed at the ceiling and pointing to the ground direction. Fig. 23 illustrates
one realization of the layout geometry configuration. The antenna elements are spaced by 𝜆2
wavelength forming an array which spans 3m for the ULA and 30× 15cm for URA.
We first investigate the ULA with 100 antennas in Fig. 24. We have forced the
vector h𝑘 in QuaDRiGA to have the same norm for fair comparison to the models (4.7) and
(4.11). The average number of paths of the real environments was 10, as can be verified from
the table generated for QuaDRiGa in the Appendix B. For the probabilities of 10% and 90%,
the distance between 𝜎𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛 of the case (a) are 4.1 and 3.8, respectively. On the other
hand, the case URA with 10× 10 antennas shown in Fig. 24 (b), presents condition numbers of
3.1 and 3.4, respectively. As expected, the increase in the number of degrees of freedom in the
URA case improves the quality of favorable propagation. Thus, as shown by the results, URA
LoS with multi-paths still performs better than ULA.
We would like to investigate whether the increase in 𝑀 or 𝑀𝑥 ×𝑀𝑦 results in an
improvement in the favorable condition for real environments. In Fig. 23, we set the ULA with
200 antennas and the URA with 20x10 antennas. Fig. 25 shows that the distance between
𝜎𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛 decreases, and the distribution function approximates the Rayleigh case. For the
probabilities of 10% and 90%, the condition number of case (a) are 2.9 and 2.7, respectively.
On the other hand, for the URA with 20× 10 antennas, the condition numbers for the case (b)
are 2.3 and 2.3, respectively. We can now compile a unique table which summarizes all yielded
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(a) K=10, M=100, L=10
Eigenvalues





















(b) K=10, Mx=10, My=10, L=10
Figure 24 – CDF of the eigenvalues of the Gramian matrixH𝐻H generated by QuaDRiGa with
the first and last eigenvalues highlighted.
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(a) K=10, M=200, L=10
Eigenvalues





















(b) K=10, Mx=20, My=10, L=10
Figure 25 – CDF of the eigenvalues of the Gramian matrixH𝐻H generated by QuaDRiGa with
the first and last eigenvalues highlighted.
results based on the mean and variance of the condition numbers using QuaDRiGa.
Table 6 – Result for the condition number for all investigated cases considering real environ-
ments.
Investigated Case 𝜇𝜅 𝜎2𝜅 K 𝑀𝑥 ×𝑀𝑦 L
log10(·) log10(·)
Rayleigh Distribution 0.5 -1.2 10 100× 1 .
Rayleigh Distribution 0.3 -1.8 10 200× 1 .
QuaDRiGa ULA 0.6 -0.2 10 100× 1 10
QuaDRiGa ULA 0.4 -0.6 10 200× 1 10
QuaDRiGa URA 0.5 -0.7 10 10× 10 10
QuaDRiGa URA 0.4 -1.2 10 20× 10 10
4.5 Capacity Conditions for Favorable Propagation
We have been investigating the condition number for the Rayleigh Distribution and
LoS cases using ULA and URA assuming that all vectors h𝑘 have the same norm. Unfortunately,
the condition number metric does not provide any insights about the favorability of the channel
for the case where the vectors h𝑘 have different norms. For this case, we need to use the “distance
from favorable propagation” [11] defined as
Δ𝐶 =
∑︀𝐾
𝑘=1 log2 (1 + 𝜌‖h𝑘‖2)− log2 |I+ 𝜌H𝐻H|
log2 |I+ 𝜌H𝐻H|
. (4.12)
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(a) h𝑘 with the same norm.
SNR (dB)












(b) h𝑘 with different norms.
Figure 26 – Distance from favorable propagation for LoS.
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(a) h𝑘 with the same norm.
SNR (dB)












(b) h𝑘 with different norms.
Figure 27 – Distance from favorable propagation for obstructed LoS.
The metric given in eq. (4.12) will be used to evaluate the same cases presented
previously in this chapter, but the channel will be based on the measured environments. Fig.
26 presents the distance from favorable propagation when h𝑘 have the same norm in (a) and
different norms in (b). The Rayleigh curve in both plots is used as a boundary reference. It is
possible to notice that, for h𝑘 with the same norm, URA in all cases performs better than ULA.
For different norms, as presented in (b), the performance of ULA and URA are very close. This
tells us that wireless systems can be benefited by using algorithms which ensure same norm of h𝑘
for all users, i.e. transmission power control over the mobile terminals. Furthermore, we observe
in both Figures (a) and (b), that increasing the value of𝑀 always improves the metric ‘distance
from favorable propagation’. The environment with obstructed LoS is also investigated. As can
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be observed in (a) and (b), there is no significative change in the plots when we compare Figs.
26 and 27.
4.6 Conclusions
We have presented the basic theory for multi-user systems and extended it to the
massive MIMO case. We have addressed critical aspects of favorable propagation and evaluated
the impact of the channel orthogonality by increasing the number of antennas or by choosing the
ULA or URA shapes. We have shown that when the channels do not have the same norm, the
performance of ULA and URA are very close. As expected, wireless systems can be benefited
by using algorithms which ensure the same norm of h𝑘 for all users, i.e. transmission power
control over the mobile terminals. Furthermore, we have observed that increasing the value of
𝑀 always improve the distance from favorable propagation.
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5 Outage Probability for MIMO MAC Channels
The global demand for wireless services is unstoppable, and it is always growing.
Then, the moment is affordable for the researchers to investigate new ways to achieve higher
data rates and increase the user density. Despite all the evolution that has happened in the
telecommunications area during the last ten years, there is still a long way ahead. On the
other hand, we must find inspiration on past important pioneering work by [44], Foschini [45],
and Telatar [46]. Those references spark a huge interest of the research community due to the
predictions on very high spectral efficiencies achievements for wireless systems. Since then, the
enthusiasm of Academia to pursue more and more throughput were kept strong and constant.
As an example, the topic of the moment is the Massive MIMO which is a multi-user MIMO
with a huge number of antennas in the BS and single antennas on UT. This chapter study the
extension of UT with multiple antennas. Our motivation finds place in the investigation of the
outage probability for the mutual information of the sum rate for the MIMO MAC channel.
We will address exact analytical and approximation solutions for the problem.
We start with the Shannon capacity of a single-user time-invariant system by defin-
ing the maximum mutual information between the channel link ends. Shannon’s capacity theo-
rem defines the maximum mutual information as being the maximum data rate that a transmis-
sion channel can support with an arbitrarily small error probability. The capacity definitions,
intended for this work, deal with channels that are minimum-rate capacity and require a fixed
data rate in all non-outage channel states.
We are now interested in setting scenarios where the users do not move fast and
the slow-fading dominates the channel. In this case, the time duration in which the channel
behaves in a correlated way is long compared with the time length of a transmission symbol [47].
That situation leads to one of the most important kinds of wireless degradation where the
channel remains unchanged during a long symbol transmission time (block fading). This slow-
fading situation causes prejudice in the operation of the receiver due to the loss in the SNR
causing insufficient energy level for correctly decode the transmitted signal. Then, it is crucial
to have means for estimating the probability of the capacity below an arbitrary threshold for
the received signal in multi-user MIMO.
The investigation object of our research takes into account channel matrices as
random variables with some known distribution. Then, the channel coefficients are assumed to
be jointly normal Gaussian i.i.d. and we specify the distribution setting the mean and covariance
matrices. In practice, for each realization of the random multi-user MIMO channel, there is an
associated mutual information for the sum rate denoted here by ℐ𝑀𝐴𝐶 . Thus, we can define the
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outage probability P𝑜𝑢𝑡 as the probability that conditional ℐ𝑀𝐴𝐶 is less than a given rate R.
Therefore, P𝑜𝑢𝑡 is in function of R. We shall point here that the MIMO outage probability is
still an open subject due to the intricate nature of the problem. There are some results for the
outage probability in the high SNR regime [48], but unfortunately they are not valid for all the
SNR region.
As a tool to address the current problem, we desire to exploit the Wishart matrix
properties and calculate the outage probability for the sum rate of the MIMO MAC channel.
According to reference [49], it is possible to derive analytical expressions for P𝑜𝑢𝑡 concerning
the Moment Generating Function (MGF) of the random variable ℐ for single user case giving
hints to yield some of our results. In [48], it is shown how to compute the joint probability
density for the eigenvalues of a Wishart matrix which presents the main basis of our approach.
The reference [49] demonstrates that the PDF of ℐ approximates to a Gaussian distribution by
suitable setting the mean and variance according to the parameters derived from the analysis of
eigenvalues probability density distribution. Inspired by that ideas, we start by developing an
analytical formulation for a generic case with (𝑀,𝑁) antennas. In the MAC case, the sum rate
random variable ℐ𝑀𝐴𝐶 is a function of the sum of Wishart matrices and we can exploit some of
its properties. We will show that is possible to find an exact analytical the outage probability
expression for the 2x2 MIMO system and two users case. In that case, the users are restricted
to have the same SNR as will be described in the section 5.1. For other combinations of (𝑀,𝑁)
antennas, we make use of the Gaussian approximation approach because of the complexity
associated with the number of integrals and other aspects related to the analytic expressions
that make the solution very intricate.
Finally, we can summarize this chapter contribution stating that first, a new exact
expression for the MIMO MAC sum rate for two users with two antennas per user was obtained.
Secondly, we show that the distribution of 𝑎1W1 + 𝑎2W2, where W1 and W2 are Wishart
matrices distributed, is also a Wishart matrix distributed with double of degrees of freedom only
for the case 𝑎1 = 𝑎2. Third, we extend the approximation to calculate the outage probability
for a generic case with 𝐾 users and 𝑀 × 𝑁 antennas. We demonstrate our conclusions by
performing Montecarlo simulations for several values of SNR.
5.1 System Model
Consider a general MIMO MAC channel described by Fig. 28. In this case, we
consider 𝐾 users with (𝑀 x 1) antennas, one base station with (𝑁 x 1) antennas. The received
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Figure 28 – MIMO MAC channel model.





𝜂𝑛H𝑛X𝑛 + Z𝑑 (5.1)
where
• X𝑛 are vectors (𝑀𝑛 x 1) of transmitted signals from the user nodes; the power constraints
on the transmit signals are E1[X†𝑛X𝑛] ≤ 𝑀𝑛;
• Y𝑑 is a vector (𝑁 x 1) of received signals at the destination node.
• H𝑛 are matrices of channel gains (𝑀𝑛 x 𝑁). We consider the scenario where H𝑛 are
random and independent matrices, and the entries of each matrix are independent and
identically distributed (i.i.d.) complex Gaussian variables with zero-mean, independent
real and imaginary parts, each with variance 𝜎2, and they are available at the receiver
node only (i.e. receiver CSI only).





where SNR𝑛 are the normalized power ratios of the X𝑛 to the noise at each antenna of
the destination node;
1 E[·] denotes the expectation operator.
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• Z𝑑 is an independent (𝑁 x 1) circularly symmetric complex Gaussian noise vector with
distribution 𝒞𝒩 (0, I𝑁) and uncorrelated to X𝑛.




𝑙H𝑙 𝑁 < 𝑀𝑙
H𝑙H†𝑙 𝑁 ≥ 𝑀𝑙
(5.3)
where 𝑙 is the index that identifies the user and the symbol † denotes the transposed conju-
gated matrix operator. Thus W𝑙 is Wishart distributed according to
W𝑙 ∼ 𝒲𝑚(𝑝,Σl). (5.4)
where 𝑝 = min (𝑀,𝑁) and Σ𝑙 is the covariance matrix for each user.
5.2 Sum Rate Outage Probability











where I, is the identity matrix. The MIMO sum rate outage probability for the ℐ𝑀𝐴𝐶 is defined
as
P𝑜𝑢𝑡(𝑅) := Pr [ℐ𝑀𝐴𝐶 < R] , (5.6)
where P𝑜𝑢𝑡(𝑅) is the outage probability subjected to some arbitrary rate 𝑅. In this paper for
the sake of complexity, we assume that all the users are equipped with the same number of
antennas, i.e., 𝑀𝑛 =𝑀 for all 𝑛.
The joint probability density function of the complex WishartW, i.e. the multivari-
ate density function of the real random variables W = 𝑊11,. . . , 𝑊𝑚𝑚, Re[𝑊12], Im[𝑊12],. . . ,











is the Gamma function. As we can see from (5.7), the p𝑊 (W) is a function of the W and Σ.
Since we are assuming the Rayleigh case channel, then E[H𝑙] = 0, which refers to the central
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Wishart case [52], [53].
Corollary 2 : IfW1 andW2 are distributed asW =𝒲𝑚(𝑝1,Σ) andW =𝒲𝑚(𝑝2,Σ),
respectively, therefore from [54] the sum of W1 and W2 is distributed as W1+2 ∼ 𝒲𝑚(𝑝1 +
𝑝2,Σ).
In the same way, the unordered joint density eigenvalue distribution is given by [52]








(𝜆𝑖 − 𝜆𝑗)2 (5.9)
where 𝐾𝑚,𝑛 is a normalizing factor.
5.3 The Two Users Case
For the two user case, (5.5) specializes to
ℐ𝑀𝐴𝐶 = log2 [det (I𝑁 + 𝜂1W1 + 𝜂2W2)] . (5.10)
When 𝜂1 = 𝜂2, then Corollary 2 can be applied. Using the property of the determinant, it is
possible to write
ℐ𝑀𝐴𝐶 = log2 ((1 + 𝜂𝜆1) (1 + 𝜂𝜆2)) (5.11)
where 𝜂 = 𝜂1 = 𝜂2 and 𝜆1, 𝜆2 are the eigenvalues of the sum matrix W1 +W2. The sum rate
outage probability can be found as
Pr (ℐ𝑀𝐴𝐶 < 𝑅) = Pr
(︁
(1 + 𝜂𝜆1) (1 + 𝜂𝜆2) < 2𝑅
)︁







𝑝 (𝜆1, 𝜆2) 𝑑𝜆1𝑑𝜆2 (5.12)
For the sake of simplicity, the value of 𝜂 can be incorporated in the parameter 𝜎 of
the function p(𝜆1, 𝜆2), (5.13).
Of course, it is clear that the joint probability density function of the eigenvalues is
necessary in order to compute the outage probability.
For the case where 𝑀 = 𝑁 = 2, W1+W2 is a Wishart matrix with four degrees of
freedom and the joint eigenvalue distribution can be found as
p(𝜆1, 𝜆2) =




where 𝜎 = √𝜂.
Chapter 5. Outage Probability for MIMO MAC Channels 70











































𝜆2+ 1 − 1
)︃4⎞⎠⎞⎠ 𝑑𝜆2
(5.15)








𝜆22 − 2𝜆2𝜎2 − 𝑒
𝜆2−2𝑅+1






















Now, using (5.13) in (5.12), the outage probability can be found in an exact manner
as given in (5.15).
5.3.1 Single User MIMO Case with 𝑀 = 𝑁 = 2
The outage probability for a single MIMO user can also be calculated for the case
𝑀 = 𝑁 = 2, following the same rationale. In this case, the eigenvalue joint probability function






Now, using the joint eigenvalue distribution obtained in (5.14), it is possible to
compute the exact outage probability for a single user mutual information, 𝐼𝑆𝑈 , given as the
equation (5.16).
5.4 Gaussian Approximation for Same 𝜂 and Arbitrary M,N
The sum rate outage probability for the MIMO MAC case for an arbitrary number
of antennas is still an open problem due to its complexity. In order to circumvent this difficulty
and based on the result for a single user MIMO channel [49], we first tried to approximate the
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sum rate mutual information, ℐ𝑀𝐴𝐶 , as a Gaussian random variate
𝑝(ℐ𝑀𝐴𝐶 ,𝑀,𝑁) ≈ 1√2𝜋𝜎𝐼𝑀𝐴𝐶
exp
(︃



















log(1 + ?˜?1𝜌/𝑀) (5.20)
log(1 + ?˜?2𝜌/𝑀)𝐾2(?˜?, ?˜?)𝑑?˜?1𝑑?˜?2 (5.21)


















where 𝑘 = min(𝑀,𝑁) and 𝑑 = max(𝑀,𝑁) − 𝑘. In order to find a Gaussian approximation
that represents the sum of two Wishart distributions we state that 𝑘 = min(𝑀, 2𝑁) and
𝑑 = max(𝑀, 2𝑁). Thus, the outage probability can be easily be computed as a Gaussian
cumulative density function (CDF) [55], given by








where the function erf (·) denotes the Gaussian error function.
It is very important to note that the main reason to use the Gaussian approximation
is to verify that the sum of Wishart matrices is still a Wishart matrix. Note that this condition
will be true only for the same SNR (𝜂) scenario.
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5.4.1 Gaussian Approximation for Different 𝜂 and Arbitrary M,N
In order to work with mobile terminals with different SNR, lets state 𝜂1 ̸= 𝜂2 and
write it in the following way,
𝜂1W1 + 𝜂2W2 = 𝜂1 (W1 + 𝜂W2) (5.26)
where 𝜂 = 𝜂2/𝜂1. Unfortunately, linear combination of Wisharts with distinct coefficients is not
Wishart distributed. In order to circumvent this problem, we propose a close approximation
for the sum of Wisharts.
First, for values of 𝜂 very close to one, if the situation discussed in section 5.4 holds,
then the property of corollary 2 can be applied, that is, sum of two Wisharts is distributed as a
Wishart with the sum of the degrees of freedom. For large values of 𝜂, we notice that the term
𝜂W2 dominates the sum and therefore the sum has a distribution closer to a Wishart with
the same degrees of freedom of W2. Based on this, we propose that the number of degrees of
freedom be a function of 𝜂 in the following manner
W1 + 𝜂W2 ∼ (1 + 𝜂)W3 (5.27)
where W1 ∼ 𝒲1(𝑝1,Σ), W2 ∼ 𝒲2(𝑝2,Σ), and W3 ∼ 𝒲3(𝑝3,Σ) with






where ⌊·⌋ denotes the floor operator.
Note that for 𝜂 = 1, this approximation leads to the same result of Corollary 2. On
the other hand, for 𝜂 →∞, 𝑝3 → 𝑝2 since the 𝜂W2 term dominates the sum.
The validation of this approximation will be shown in the numerical results section.
5.5 Numerical Results
In this section we will show some numerical results in order to validate our analytical
framework.
5.5.1 The 𝑀 = 2, 𝑁 = 2 Case
Fig. 29a shows the analytical result for the marginal probability density function of
the eigenvalues obtained as the integration of (5.13) and also the computer simulation using the
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(a) Probability distribution function. (b) Comulative distribution function.
Figure 29 – 𝐼𝑀𝐴𝐶 eigenvalues with 𝑀 = 𝑁 = 2 antennas.
Mathematicar software. As can be seen, the agreement is perfect. The numerical simulation
has been done with a SNR=10 dB.
In the same way, Fig. 29b shows the analytical (5.15) and simulated outage proba-
bility using the same parameters.
5.5.2 Gaussian Approximation for Same SNR and Arbitrary M,N
Fig. 30 compares the analytical and simulated marginal eigenvalue probability den-
sity function for the “two users” case with the same SNR and several combinations of 𝑀 and
Figure 30 – Analytical gaussian approximation and simulation for the marginal eigenvalue
probability density function, 𝑝𝐼𝑀𝐴𝐶 (𝑥), for several SNR values and 𝑀,𝑁 config-
urations.
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(a) Probability Density Function. (b) Cumulative Density Function.
Figure 31 – Simulation and the gaussian analytical approximation for 𝑝𝐼𝑀𝐴𝐶 (𝑥) for 6 users and
𝑀 = 𝑁 = 5.
𝑁 . As it can be seen, in all the cases the approximation renders an excellent fit.
5.5.3 Arbitrary Number of Users
In order to show that the concept of the Wishart Matrices sum can be extended
for more than two users, Fig. 31a shows the marginal probability density function for six users
considering 𝑀 = 𝑁 = 5 and 𝑆𝑁𝑅 = 10 dB. Fig. 31b shows the outage probability using
the same parameters. Notice again, the excellent agreement between the proposed analytical
approximation and the simulated curves.
5.5.4 Gaussian Approximation for Different SNR and Arbitrary M,N
In this subsection we want to validate our approximation given in (5.28) for two
users using different values of 𝜂. Fig. 32 shows the outage probability for several values of 𝜂.
In this figure, the dashed curve represents the simulation and the continuous curve represents
the analytical Gaussian approximation for 𝑀 = 𝑁 = 2. Notice that for extreme values of 𝜂
(close to one or very large 𝜂) the Gaussian approximation is closer to the simulation curve, as
expected. Fig. 33 shows the outage probability for a similar setup but for the case 𝑀 = 𝑁 = 4.
5.6 Conclusions
We studied in this Chapter the outage probability for the MAC MIMO system. We
used the approach by analyzing the eigenvalues distribution of the sum of Wishart matrices.
Next, we calculated the exact analytical expression for the outage probability for two users with
𝑀 = 𝑁 = 2 antennas. In the second part of this chapter, we demonstrated that a Gaussian
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Figure 32 – Outage Probability: Comparison between analytic curves and simulation for several
values of 𝜂 and 𝑀 = 𝑁 = 2.
Figure 33 – Outage Probability: Comparison between analytic curves and simulation for several
values of 𝜂 and 𝑀 = 𝑁 = 4.
distribution provides a good approximation to the mutual information of the sum rate. We
concluded that the distribution of 𝑎1𝑊1 + 𝑎2𝑊2, where 𝑊1 and 𝑊2 are Wishart matrices
distributed, is also a Wishart matrix distributed with double of degrees of freedom only for the
case 𝑎1 = 𝑎2. We extended the approximation to calculate the outage probability for a generic
case with 𝐾 users and 𝑀 ×𝑁 antennas. We validate our results by Montecarlo simulations for
several values of SNR and different cases.
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6 Concluding Remarks
This thesis has presented a set of contributions which addresses insights on real
environments in the field of radio channel characterization and modeling by tackling aspects
related to the conditions for favorable propagation. For the scientific community, we leave some
information on how to proceed for characterizing radio channels in an environment focusing
on the measurement system design, data processing, favorable condition analysis and distance
from ideal capacity. Then, in a second part, we focused on determination of maximal mutual
information of a MIMO multiple access channel transmitted with a small error probability.
Just to reinforce our contribution, we have processed our data by a simple frequency
sweep carried out by a vector network analyzer(VNA) and have adapteded the model data
formulation to fit directly in the ESPRIT algorithm. The use of virtual arrays made the antenna
pattern removal easier and compatible with the algorithm. Then, we have shown how to use a
channel model generator based on measured parameters.
Furthermore, we have performed a complete discussion about the technical details
on the hardware equipment and all other required tools. Our contributions addressed charac-
teristics for a specific indoor environment operating at the frequency of 10.1 GHz. The acquired
parameters are valid for a bandwidth of 500 MHz.
We have revised the concept of favorable propagation and considered the line-of-
sight condition using ULA and URA arrays shape. We have evaluated the distribution of the
Gramian Matrices eigenvalues and demonstrated that increasing the number of antennas and
choosing URA array formation yields better results when compared to ULA array. Furthermore,
we have presented favorable propagation results for real environments.
Finally, we have studied the outage probability for the MAC MIMO system. We
used the approach by analyzing the eigenvalues distribution of the sum of Wishart matrices
and have calculated the exact analytical expression for the outage probability for two users
with 𝑀 = 𝑁 = 2 antennas. A Gausssian approximation was proposed providing a good fitting
to the exact mutual information of the sum rate. We have concluded that the distribution of
𝑎1𝑊1 + 𝑎2𝑊2, where 𝑊1 and 𝑊2 are Wishart matrices distributed, is also a Wishart matrix
distributed with double of degrees of freedom only for the case 𝑎1 = 𝑎2. The approximation
was extended to calculate the outage probability for a generic case with 𝐾 users and 𝑀 × 𝑁
antennas. All the results were validated by Montecarlo simulations considering several values
of SNR.
Chapter 6. Concluding Remarks 77
6.1 Future Works
As a future research, we propose investigations on the following literature segments
which can yield very promising results.
Spectrum and Environments
• There are several spectrum bands without enough investigations which should be ex-
ploited. As pointed out earlier, a list of spectrum spaces has been investigated in METIS
[4]. However, there is work to be done despite the effort on listing the current use of
spectrum.
• Distinct physical environments have strong influence on the statistical parameters. The
investigation on such specific settings (industrial, office, shopping mall) for different fre-
quencies needs evaluation. The yielded result will aid researchers to investigate system
level elements on real channels.
• This work investigated channels almost in the limit of what can be considered as spherical
wave-front. We have shown how to respect this limit in Section 3.4.2. Models that take
into account the effect of spherical waves in small wavelengths are necessary to predict
channel behavior for short range.
Channel Parameter Estimation
• New promising channel parameter estimation approaches must be investigated. As an
example, Tensor ESPRIT performs better than all earlier ESPRIT-like structure [56].
• The use of ESPRIT algorithm in real time applications is very tempting due to its simplic-
ity. The biggest burden relates to one step of the algorithm responsible for ensuring joint
estimation. Simultaneous Schur Decomposition is the default algorithm used for this task,
and it is based on an iteration process of Jacobi Matrices multiplication. An alternative
approach with less computational effort is very welcome to make feasible the real-time
applications.
• Current algorithm considers the estimation of an impinging signal based on plane waves.
The update of the channel parameter estimation model to include the effect of spherical
waves is imperative for short range MIMO communication.
Favorable Propagation
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• This research has presented interesting results in massive MIMO systems in which fa-
vorable propagation is achieved when the number of antennas is increased and different
antenna array shapes are chosen. The intuitive explanation resides on the increased de-
grees of freedom when changing from ULA to URA. Investigations on the analytical
formulation of such improvement are required to point clearly the actual reason for such
gain.
• New models for other antenna array shapes can be investigated as square cube, cylin-
drical, and cross (the most commons). According to the antenna array of interest, just a
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APPENDIX A – Table for TS160 Indoor Office
Environment
1 % Config File for scenario Office_10GHz_LOS"
2 % DS, ASD, ASA, ESA, XPR, Delay scaling parameter, Number
3 of clusters,Cluster angle spreads and per cluster shadowing
4 from Oulu office measurements at 10 GHz. All remaining LSPs
5 comes from mmMAGIC project.
6 % ========================================================================
7 % Channel model parameters
8 % See: ICT-671650-mmMAGIC/D2.1 Vx.x.x (2016-03) p.x Table 2-10
9 % ========================================================================
10
11 SF_sigma = 3 % Shadow fading [dB]
12 SF_delta = 0 % Freq.-dep. of SF [dB/log10(GHz)]
13
14 DS_mu = -8.04 % Delay Spread [log10(s)]
15 DS_sigma = 0.07 % Delay Spread std. [log10(s)]
16
17 AS_D_mu = 1.41 % Azimuth Spread of
18 % Departure Angles [log10(deg)]
19 AS_D_sigma = 0.15 % ASD std. [log10(deg)]
20
21
22 AS_A_mu = 1.70 % Azimuth Spread of Arrival
23 % Angles [log10(deg)]
24 AS_A_sigma = 0.05 % ASA std. [log10(deg)]
25
26 ES_D_mu = 0.86 % Elevation Spread of Departure
27 % Angles [log10(deg)]
28 ES_D_gamma = 0 % Freq.-dep. of ESD
29 % [log10(deg)/log10(GHz)]
30 ES_D_sigma = 0.29 % ESD std. [log10(deg)]




35 ES_A_mu = 1.03 % Elevation Spread of Arrival
36 % Angles [log10(deg)]
37 ES_A_sigma = 0.08 % ESA std. [log10(deg)]
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38
39
40 KF_mu = 3.2 % K-factor [dB]
41 KF_gamma = 0 % Freq.-dep. of KF [dB/log10(GHz)]
42 KF_sigma = 4 % KF std. [dB]




47 asD_ds = 0.4 % ASD vs DS
48 asA_ds = 0.5 % ASA vs DS
49 asA_sf = -0.1 % ASA vs SF
50 asD_sf = -0.3 % ASD vs SF
51 ds_sf = 0.4 % DS vs SF
52 asD_asA = 0.1 % ASD vs ASA
53 asD_kf = -0.6 % ASD vs KF
54 asA_kf = -0.3 % ASA vs KF
55 ds_kf = -0.3 % DS vs KF
56 sf_kf = 0.4 % SF vs KF
57
58 esD_sf = -0.4 % ESD vs SF
59 esA_sf = -0.1 % ESA vs SF
60 esD_kf = 0.3 % ESD vs KF
61 esA_kf = 0.5 % ESA vs KF
62 esD_ds = -0.6 % ESD vs DS
63 esA_ds = -0.5 % ESA vs DS
64 esD_asD = -0.2 % ESD vs ASD
65 esA_asD = -0.6 % ESA vs ASD
66 esD_asA = -0.4 % ESD vs ASA
67 esA_asA = -0.1 % ESA vs ASA
68 esD_esA = 0.5 % ESD vs ESA
69
70 % Delay distribution: exponential
71 % AoD and AoA distribution: scaled random angles
72
73 r_DS = 4.5 % Delay scaling parameter rTau
74
75 xpr_mu = 6 % XPR [dB]
76 xpr_sigma = 5 % XPR std. [dB]
77
78 % Number of clusters can be frequency-dependent
79 % NumClusters_actual = ceil( NumClusters + ESD_gamma * log10( f_GHz )
80
81 NumClusters = 10 % Number of clusters
82
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83 PerClusterAS_D = 3 % Cluster ASD / [deg]
84 PerClusterAS_A = 4 % Cluster ASA / [deg]
85 PerClusterES_D = 1 % Cluster ESD / [deg]
86 PerClusterES_A = 3 % Cluster ESA / [deg]
87
88 LNS_ksi = 4 % Per cluster shadowing std / [dB]
89
90 % Correlation distance in the horizontal plane
91
92 DS_lambda = 3.5 % DS correlation distance / [m]
93 AS_D_lambda = 2.2 % ASD correlation distance / [m]
94 AS_A_lambda = 1.3 % ASA correlation distance / [m]
95 SF_lambda = 1.7 % SF correlation distance / [m]
96 KF_lambda = 3.3 % KF correlation distance / [m]
97 ES_A_lambda = 2.5 % ESA correlation distance / [m]
98 ES_D_lambda = 2.0 % ESD correlation distance / [m]
99
100 % ========================================================================
101 % Path Loss Model
102 % ========================================================================
103 % valid frequency range: 10-80 [GHz]
104 % valid distance range: 10 < d < 1000 [m]
105 % valid BS antenna height: 6-10 [m]
106 % valid MS antenna height: 1.5 [m]
107 % valid mobility range: undefined [km/h]
108
109 % Formula:
110 % PL = A*log10(d_3D) + B + C*log10(fc)
111
112 PL_model = logdist
113 PL_A = 17.3
114 PL_B = 32.4
115 PL_C = 20
116 % ========================================================================
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APPENDIX B – Table for Obstructed TS160
Indoor Office Environment
1 % Config File for scenario Obstructed Office_10GHz_LOS"
2 % DS, ASD, ASA, ESA, XPR, Delay scaling parameter, Number
3 % of clusters,Cluster angle spreads and per cluster shadowing
4 % from Oulu office measurements at 10 GHz. All remaining LSPs
5 % comes from mmMAGIC project.
6 % ========================================================================
7 % Channel model parameters
8 % See: ICT-671650-mmMAGIC/D2.1 Vx.x.x (2016-03) p.x Table 2-10
9 % ========================================================================
10
11 SF_sigma = 3 % Shadow fading [dB]
12 SF_delta = 0 % Freq.-dep. of SF [dB/log10(GHz)]
13
14 DS_mu = -7.98 % Delay Spread [log10(s)]
15 DS_sigma = 0.03 % Delay Spread std. [log10(s)]
16
17 AS_D_mu = 1.16 % Azimuth Spread of Departure
18 % Angles [log10(deg)]
19 AS_D_sigma = 0.19 % ASD std. [log10(deg)]
20
21
22 AS_A_mu = 1.49 % Azimuth Spread of Arrival
23 % Angles [log10(deg)]
24 AS_A_sigma = 0.23 % ASA std. [log10(deg)]
25
26 ES_D_mu = 0.86 % Elevation Spread of Departure
27 % Angles [log10(deg)]
28 ES_D_gamma = 0 % Freq.-dep. of ESD
29 % [log10(deg)/log10(GHz)]
30
31 ES_D_sigma = 0.29 % ESD std. [log10(deg)]
32 ES_D_delta = 0 % Freq.-dep. of ESD std.
33 % [log10(deg)/log10(GHz)]
34
35 ES_A_mu = 0.93 % Elevation Spread of
36 % Arrival Angles [log10(deg)]
37
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38 ES_A_sigma = 0.30 % ESA std. [log10(deg)]
39
40
41 KF_mu = 3.2 % K-factor [dB]
42 KF_gamma = 0 % Freq.-dep. of KF
43 % [dB/log10(GHz)]
44
45 KF_sigma = 4 % KF std. [dB]
46 KF_delta = 0 % Freq.-dep. of KF




51 asD_ds = 0.4 % ASD vs DS
52 asA_ds = 0.5 % ASA vs DS
53 asA_sf = -0.1 % ASA vs SF
54 asD_sf = -0.3 % ASD vs SF
55 ds_sf = 0.4 % DS vs SF
56 asD_asA = 0.1 % ASD vs ASA
57 asD_kf = -0.6 % ASD vs KF
58 asA_kf = -0.3 % ASA vs KF
59 ds_kf = -0.3 % DS vs KF
60 sf_kf = 0.4 % SF vs KF
61
62 esD_sf = -0.4 % ESD vs SF
63 esA_sf = -0.1 % ESA vs SF
64 esD_kf = 0.3 % ESD vs KF
65 esA_kf = 0.5 % ESA vs KF
66 esD_ds = -0.6 % ESD vs DS
67 esA_ds = -0.5 % ESA vs DS
68 esD_asD = -0.2 % ESD vs ASD
69 esA_asD = -0.6 % ESA vs ASD
70 esD_asA = -0.4 % ESD vs ASA
71 esA_asA = -0.1 % ESA vs ASA
72 esD_esA = 0.5 % ESD vs ESA
73
74 % Delay distribution: exponential
75 % AoD and AoA distribution: scaled random angles
76
77 r_DS = 4.6 % Delay scaling parameter rTau
78
79 xpr_mu = 5 % XPR [dB]
80 xpr_sigma = 6 % XPR std. [dB]
81
82 % Number of clusters can be frequency-dependent
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83 % NumClusters_actual = ceil( NumClusters + ESD_gamma * log10( f_GHz )
84
85 NumClusters = 6 % Number of clusters
86
87 PerClusterAS_D = 3 % Cluster ASD / [deg]
88 PerClusterAS_A = 4 % Cluster ASA / [deg]
89 PerClusterES_D = 0 % Cluster ESD / [deg]
90 PerClusterES_A = 3 % Cluster ESA / [deg]
91
92 LNS_ksi = 5 % Per cluster shadowing std / [dB]
93
94 % Correlation distance in the horizontal plane
95
96 DS_lambda = 3.5 % DS correlation distance / [m]
97 AS_D_lambda = 2.2 % ASD correlation distance / [m]
98 AS_A_lambda = 1.3 % ASA correlation distance / [m]
99 SF_lambda = 1.7 % SF correlation distance / [m]
100 KF_lambda = 3.3 % KF correlation distance / [m]
101 ES_A_lambda = 2.5 % ESA correlation distance / [m]
102 ES_D_lambda = 2.0 % ESD correlation distance / [m]
103
104 % ========================================================================
105 % Path Loss Model
106 % ========================================================================
107 % valid frequency range: 10-80 [GHz]
108 % valid distance range: 10 < d < 1000 [m]
109 % valid BS antenna height: 6-10 [m]
110 % valid MS antenna height: 1.5 [m]
111 % valid mobility range: undefined [km/h]
112
113 % Formula:
114 % PL = A*log10(d_3D) + B + C*log10(fc)
115
116 PL_model = logdist
117 PL_A = 17.3
118 PL_B = 32.4
119 PL_C = 20
120 % ========================================================================
