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Abstract
In this paper, we consider two types of extended Euler sums:
E
(k)
p,q =
∞∑
n=1
1
nq
kn∑
r=1
1
rp
, T
(k)
p,q =
∞∑
n=1
1
nq
n/k∑
r=1
1
rp
,
where x is the largest integer x. In particular, E(1)p,q = T (1)p,q are classical Euler sums.
We develop a systematic method to evaluate these extended Euler sums as well as their
corresponding alternating sums when the weight p + q is odd.
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1. Introduction
For a pair of positive integers p and q with q > 1, the classical Euler sum [10] is
deﬁned as
Sp,q =
∞∑
n=1
1
nq
n∑
r=1
1
rp
. (1.1)
Sp,q is called the standard Euler sum and it is also denoted by S++p,q . Still there are
alternating Euler sums [10] deﬁned as follows:
S+−p,q =
∞∑
n=1
(−1)n+1
nq
n∑
r=1
1
rp
, (1.2)
S−+p,q =
∞∑
n=1
1
nq
n∑
r=1
(−1)r+1
rp
(1.3)
and
S−−p,q =
∞∑
n=1
(−1)n+1
nq
n∑
r=1
(−1)r+1
rp
. (1.4)
The number w = p + q is deﬁned as their weight. The evaluations of Sp,q in terms
of values of Riemann zeta function at positive integers are known when p = 1, or
(p, q) = (2, 4), or (p, q) = (4, 2), or p = q, or p + q is odd (cf. [4,5,13]). Here we
state the following theorems concerning the evaluations of Sp,q :
Theorem A (Sitaramachandrarao [13]). For each positive integer n with n2, we
have
S1,n = n + 22 (n + 1) −
1
2
n−1∑
r=2
(r)(n + 1 − r). (1.5)
Here (s) is the Riemann zeta function.
Theorem B (Flajolet and Salvy [10, Theorem 3.1]). For an odd weight w = p + q,
we have
Sp,q = 12 (w) +
1 − (−1)p
2
(p)(q)
K.-W. Chen, M. Eie / Journal of Number Theory 117 (2006) 31–52 33
+ (−1)p
p/2∑
r=0
(
w − 2r − 1
q − 1
)
(2r)(w − 2r)
+ (−1)p
q/2∑
r=0
(
w − 2r − 1
p − 1
)
(2r)(w − 2r). (1.6)
Here (s) is the Riemann zeta function and (0) = − 12 .
As a natural generalization of Euler sums, we change the ranges of inner summations
and obtain countable families of analogues which we call extended Euler sums. Indeed
for positive integers p, q and k with q > 1, we deﬁne two new types of extended Euler
sums as
E(k)p,q =
∞∑
n=1
1
nq
kn∑
r=1
1
rp
and T (k)p,q =
∞∑
n=1
1
nq
n/k∑
r=1
1
rp
, (1.7)
where x is the greatest integer x.
When the weight p+q is odd, we can express E(k)p,q and T (k)p,q in terms of values of
Cs(x) =
∞∑
n=1
cos(2nx)
ns
and Ss(x) =
∞∑
n=1
sin(2nx)
ns
, (1.8)
which are cosine and sine parts of the periodic zeta function deﬁned by
Es(x) =
∞∑
n=1
e2inx
ns
, Re s > 1, x ∈ R. (1.9)
For our convenience, we set C0(x) = − 12 when x > 0. Here are our main theorems.
Theorem 1. Suppose that E(k)p,q is deﬁned as in Eq. (1.7). Then for an odd weight
w = p + q with p > 1, q > 1, we have
E(k)p,q =
1
2
k−p(w) + 1 − (−1)
p
2
(p)(q)
+ (−1)p
q/2∑
r=0
(
w − 2r − 1
p − 1
)
kq−2r(2r)(w − 2r)
+ (−1)pkq−1
p/2∑
r=0
(
w − 2r − 1
q − 1
)
(2r)(w − 2r)
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+ (−1)pkq−1
k−1∑
j=1
p/2∑
r=0
(
w − 2r − 1
q − 1
)
C2r
(
j
k
)
Cw−2r
(
j
k
)
+ (−1)pkq−1
k−1∑
j=1
(p−1)/2∑
r=0
(
w − 2r − 2
q − 1
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
)
.
(1.10)
Theorem 2. Suppose that T (k)p,q is deﬁned as in Eq. (1.7). Then for an odd weight
w = p + q with p > 1, q > 1, we have
T (k)p,q =
1
2
k−q(w) + 1 − (−1)
p
2
(p)(q)
+ (−1)p
p/2∑
r=0
(
w − 2r − 1
q − 1
)
kp−2r(2r)(w − 2r)
+ (−1)pkp−1
q/2∑
r=0
(
w − 2r − 1
p − 1
)
(2r)(w − 2r)
+ (−1)pkp−1
k−1∑
j=1
q/2∑
r=0
(
w − 2r − 1
p − 1
)
C2r
(
j
k
)
Cw−2r
(
j
k
)
+ (−1)pkp−1
k−1∑
j=1
(q−1)/2∑
r=0
(
w − 2r − 2
p − 1
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
)
.
(1.11)
For p > 1 and q > 1, we have the relation
E(k)p,q + T (k)q,p = (p)(q) + k−p(p + q). (1.12)
Therefore, it sufﬁces to prove the cases when p = 2m, q = 2n + 1 with m, n1 in
order to give the evaluations of E(k)p,q and T (k)p,q in Theorems 1 and 2. We will prove
them in Section 5.
The evaluations of E(k)1,2n and T
(k)
1,2n are somehow different from the general cases.
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Theorem 3. For each positive integer n2, we have
E
(k)
1,2n =
2n + 1
2k
(2n + 1) −
n−1∑
r=0
k2n−2r(2r)(2n − 2r + 1)
− k2n−1
k−1∑
j=1
S1
(
j
k
)
S2n
(
j
k
)
. (1.13)
Theorem 4. For each positive integer n2, we have
T
(k)
1,2n =
2nk2n+1 + 1
2k2n
(2n + 1) −
n−1∑
r=0
(2r)(2n − 2r + 1)
−
k−1∑
j=1
n−1∑
r=0
[
C2r
(
j
k
)
C2n−2r+1
(
j
k
)
+ S2r+1
(
j
k
)
S2n−2r
(
j
k
)]
+
k−1∑
j=1
[
C2n
(
j
k
)
− (2n)
] [
log sin
(
j
k
)
+ log 2
]
. (1.14)
Theorems 3 and 4 are even true for n = 1. Therefore, we have
E
(1)
1,2 = 2(3),
E
(2)
1,2 =
11
4
(3),
T
(2)
1,2 =
9
4
(3) − 3
2
log 2 · (2).
On the other hand, for q > 1 the following relations hold:
21−qE(2)p,q = Sp,q − S+−p,q and 21−pT (2)p,q = Sp,q − S−+p,q . (1.15)
It is worth noting that Ramanujan (cf. Entry 11 and Eq. (11.3) of Chapter 9 in [3])
gave some results concerning the following function:
G(x) :=
∞∑
r=1
x2r
(2r)3
(
1 + 1
3
+ · · · + 1
2r − 1
)
. (1.16)
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Here we can express this number G(1) related to E(2)1,3:
8G(1) = E(2)1,3 −
5
8
(4). (1.17)
The proofs of our main theorems depend on a special kind of Bernoulli identities
with a product of two Bernoulli polynomials on the one hand, and a linear combination
of Bernoulli polynomials of odd indices on the other hand. Our assertions then follow
from the Bernoulli identities under an integral transformation: multiply both sides of
the identities by cot(x) and then integrate x from 0 to 1.
In the next section, we shall produce these Bernoulli identities by considering a
product of two Hurwitz zeta functions. In Sections 3 and 4, we state the integral
transformation and transform the Bernoulli identities into suitable forms which can be
applied for the integral transformation.
In Sections 5 and 6, we complete the proofs of our main theorems. At last, we give
the corresponding results for their alternating sums in the last section.
2. Some useful Bernoulli identities
Bernoulli polynomials Bn(x) (n = 0, 1, 2, . . .) [1, Eq. (23.1.1)] are deﬁned by
text
et − 1 =
∞∑
n=0
Bn(x)t
n
n! , |t | < 2. (2.1)
They are used to express the special values at negative integers of Hurwitz zeta function
deﬁned by
(s, x) =
∞∑
n=0
(n + x)−s , Re s > 1, x > 0. (2.2)
(s, x) has an analytic continuation in the whole complex plane and for each positive
integer m [14, Theorem 4.2],
(1 − m, x) = −Bm(x)
m
. (2.3)
Here we list some useful properties of Bernoulli polynomials.
1. For a positive integer n [1, Eq. (23.1.8)],
Bn(1 − x) = (−1)nBn(x). (2.4)
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As an immediate consequence, we have B2n(1 − x) = B2n(x) and B2n+1( 12 ) = 0.
2. For a positive integer n [1, Eq. (23.1.5)],
d
dx
Bn(x) = nBn−1(x). (2.5)
For positive integers p, q and k, we consider the product of two Hurwitz zeta
functions given by
(ps, kx)(qs, x) =
∞∑
n1=0
∞∑
n2=0
[(n1 + kx)p(n2 + x)q ]−s , Re s > 1, x > 0. (2.6)
We separate the above double series into k + 1 subseries according to n1kn2 or
n1 < kn2 with details as given below:
1. When n1kn2, we simply let n1 = n′1 + kn2 with n′1 and n2 range over all non-
negative integers.
2. When n1 < kn2, we let n1 = kn′1 + k − j with 1jk and n2 = n′1 + n′2 + 1 with
new dummy variables n′1 and n′2 range over all non-negative integers.
This leads to the identity
(ps, kx)(qs, x)
= k−ps
∞∑
n1=0
∞∑
n2=0
[(k−1n1 + n2 + x)p(n2 + x)q ]−s
+ k−ps
k∑
j=1
∞∑
n1=0
∞∑
n2=0
[(
n1 + 1 − j
k
+ x
)p
(n1 + n2 + x + 1)q
]−s
. (2.7)
A new kind of zeta functions appear on the right-hand side of the above identity. The
following proposition is the main tool to evaluate all these zeta functions at negative
integers.
Proposition 1. For positive integers p, q and real numbers a, x, y with a > 0, x0
and y > 0, we let
Zp,q(s; a, x, y) =
∞∑
n1=0
∞∑
n2=0
[(a(n1 + x) + n2 + y)p(n2 + y)q ]−s , Re s > 1. (2.8)
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Then Zp,q(s; a, x, y) has its analytic continuation in the whole complex plane as a
function of s. Furthermore, for each positive integer m, and w = pm + qm + 2,
Zp,q(−m; a, x, y) = 1
pm + 1
pm+1∑
r=0
(
pm + 1
r
)
ar−1Br(x)
Bw−r (y)
w − r
+ p(−1)
qm
p + q (pm)!(qm)!a
w−1Bw(x)
w! . (2.9)
Proof. By the deﬁnition of gamma function
(s) =
∫ ∞
0
t s−1e−t dt, Re s > 0 (2.10)
and with a change of variable, we get for Re s > 0,
(a(n1 + x) + n2 + y)−ps(ps) =
∫ ∞
0
t
ps−1
1 e
−[a(n1+x)+n2+y]t1 dt1 (2.11)
and
(n2 + y)−qs(qs) =
∫ ∞
0
t
qs−1
2 e
−(n2+y)t2 dt2. (2.12)
Multiplying Eqs. (2.11) and (2.12) together and letting n1 and n2 range over all non-
negative integers, we get for Re s > 1,
Zp,q(s; a, x, y)(ps)(qs)
=
∫ ∞
0
∫ ∞
0
t
ps−1
1 t
qs−1
2
∞∑
n1=0
∞∑
n2=0
e−[a(n1+x)+n2+y]t1−(n2+y)t2 dt1 dt2
=
∫ ∞
0
∫ ∞
0
t
ps−1
1 t
qs−1
2
e(1−x)at1
eat1 − 1
e(1−y)(t1+t2)
et1+t2 − 1 dt1 dt2
after an exchange of the order of summation and integration. A change of variables
with
t1 = tu, t2 = tv, t > 0, u > 0, v > 0, u + v = 1.
We get for Re s > 1,
Zp,q(s; a, x, y)(s) =
∫ ∞
0
tps+qs−3F(t, s) dt (2.13)
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with
F(t, s) = (s)
(ps)(qs)
∫ 1
0
ups−1vqs−1 te
(1−x)atu
eatu − 1
te(1−y)t
et − 1 du.
With the same argument as in [7–9], the special value at negative integer s = −m of
Zp,q depends only on the coefﬁcient of tpm+qm+2 of Taylor expansion at t = 0 of
F(t,−m). Indeed, for w = pm + qm + 2, we have
Zp,q(−m; a, x, y) = (−1)
mm!
p + q
w∑
r=0
ar−1
r!(w − r)! Br(1 − x)Bw−r (1 − y)Gr(−m), (2.14)
where for Re s > 0,
Gr(s) = (s)
(ps)(qs)
∫ 1
0
ups−1vqs−1ur−1 du
= (s)(ps + r − 1)
(ps)(ps + qs + r − 1) .
Note that the gamma function (s) has simple poles at non-positive integers. Then we
have that Gr(−m) = 0 unless 0rpm+1 or r = pm+qm+2. For these exceptional
cases, we ﬁrst have for 0rpm + 1,
Gr(−m) = (−1)pm+qm+m(p + q)(pm)!(pm + qm + 1 − r)!
m!(pm + 1 − r)! .
On the other hand, when r = pm + qm + 2, we have
Gr(−m) = (−1)pm+mp (pm)!(qm)!
m! .
Thus our assertions then follow from Eq. (2.14) with the above evaluations of Gr(−m)
and Eq. (2.4). 
Eq. (2.7) can be rewritten as
(ps, kx)(qs, x) = k−psZp,q
(
s; 1
k
, 0, x
)
+ k−psZq,p(s; 1, 1, x)
+ k−ps
k−1∑
j=1
Zq,p
(
s; 1, j
k
, x + 1 − j
k
)
. (2.15)
Now setting s = −1, p = n − 1 and q = m − 1, we get the following proposition:
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Proposition 2. For positive integers m, n, and k, we set w = n + m. Then we have
Bn(kx)Bm(x)
= m
n/2∑
r=0
(
n
2r
)
kn−2rB2r
Bw−2r (x)
w − 2r + nk
n−1
m/2∑
r=0
(
m
2r
)
B2r
Bw−2r (x)
w − 2r
+ nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
−
[
(n−1)+(−1)w(m−1)+(m−1)kw−1(1−(−1)w)
]
× (−1)
m
w − 2
n!m!
w!
Bw
km
. (2.16)
3. Integral transformations
The new extended Euler sums E(k)2m,2n+1 and T
(k)
2m,2n+1 come from integral transforms
of C2m(x)S2n+1(kx) and C2m(kx)S2n+1(x), respectively.
Proposition 3. For positive integers m, n, k, and w = 2m + 2n + 1, we have
∫ 1
0
C2m(x)S2n+1(kx) cot(x) dx = E(k)2m,2n+1 −
1
2
k−2m(w), (3.1)
∫ 1
0
C2m(kx)S2n+1(x) cot(x) dx = T (k)2m,2n+1 −
1
2
k−(2n+1)(w). (3.2)
Proof. With the elementary identities [6, Eq. (5a)]
sin(2krx) cot(x) = 1 − cos(2krx) + 2
kr∑
j=1
cos(2jx) (3.3)
and
∫ 1
0
cos(2px) cos(2jx) dx =
{
0 if j = p,
1/2 if j = p.
then we can easily get our assertions. 
The following proposition is an easy consequence [1, Eq. (23.2.17)] or [6, Eq. (2)].
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Proposition 4. For each positive integer n, we have
∫ 1
0
S2n+1(x) cot(x) dx = (2n + 1). (3.4)
4. Modiﬁcations of Bernoulli identities
For each positive integer r, we let
Br(x) = Br(x − x). (4.1)
Then Br(x) is a periodic function and has a Fourier expansion [2, Theorem 12.19] or
[12, Section 8]. For integers m0, n0,
B2m(x) = a2mC2m(x), (4.2)
B2n+1(x) = a2n+1S2n+1(x), (4.3)
where C2m(x), S2n+1(x) are deﬁned by Eq. (1.8), and the sequence (an)∞n=0 is deﬁned
by
an = (−1)
n/2+1 · 2 · n!
(2)n
. (4.4)
In view of Eqs. (3.1) and (3.2), we need identities among Bn(kx)Bm(x) instead of
Bn(kx)Bm(x). Hence we shall transform Eq. (2.16) into the suitable form.
Let [a,b](x) be the characteristic function on the interval [a, b] deﬁned by
[a,b](x) =
{
1 if axb,
0 otherwise. (4.5)
Now we use [1, Eq. (23.1.6)]
Bn(x + 1) − Bn(x) = nxn−1
repeatedly, we get
Bn(kx) = Bn(kx) + nkn−1
k−1∑
j=1
(
x − j
k
)n−1
[ j
k
,1](x). (4.6)
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For 0x1, the left-hand side of Eq. (2.16) can be transformed into
Bn(kx)Bm(x) = Bn(kx)Bm(x) + nkn−1
k−1∑
j=1
(
x − j
k
)n−1
[ j
k
,1](x) · Bm(x). (4.7)
On the other hand, the only factor of the right-hand side of Eq. (2.16) that needs to
be transformed is
nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
= nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
+ nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
)(
x − j
k
)w−r−1
[ j
k
,1](x). (4.8)
Applying [1, Eq. (23.1.7)]
m∑
r=0
(
m
r
)
Br
(
j
k
)(
x − j
k
)m−r
= Bm(x) (4.9)
into Eq. (4.8), it becomes
nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
+nkn−1
k−1∑
j=1
(
x − j
k
)n−1
[ j
k
,1](x) · Bm(x). (4.10)
Now we compare both sides of our derived identity, the second factor of Eq. (4.10)
appears in both sides. We cancel it out and get the following result:
Proposition 5. For positive integers m, n, and k, we set w = n + m. Then we have
Bn(kx)Bm(x) = m
n/2∑
r=0
(
n
2r
)
kn−2rB2r
Bw−2r (x)
w − 2r + nk
n−1
m/2∑
r=0
(
m
2r
)
B2r
Bw−2r (x)
w − 2r
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+ nkn−1
k−1∑
j=1
m∑
r=0
(
m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
−
[
(n−1)+(−1)w(m−1)+(m−1)kw−1(1−(−1)w)
]
× (−1)
m
w − 2
n!m!
w!
Bw
km
. (4.11)
5. Proofs of Theorems 1 and 2
In view of Eq. (1.12), we give the evaluations of E(k)2m,2n+1 and T (k)2m,2n+1 instead of
the evaluations of E(k)p,q and T (k)p,q in this section. First, we substitute 2m, 2n+ 1 for m,
n in Eq. (4.11), then we have
B2n+1(kx)B2m(x) = 2m
n∑
r=0
(
2n + 1
2r
)
k2n−2r+1B2r
Bw−2r (x)
w − 2r
+ (2n + 1)k2n
m∑
r=0
(
2m
2r
)
B2r
Bw−2r (x)
w − 2r
+ (2n + 1)k2n
k−1∑
j=1
2m∑
r=0
(
2m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r .
(5.1)
There are four parts in the above identity. We multiply each factor by cot(x) and
then integrate x from 0 to 1. Simplifying the resulted identity, we have the following
theorem:
Theorem 5. For an odd weight w = 2m + 2n + 1 with m, n, and k positive integers,
then
E
(k)
2m,2n+1 =
1
2
k−2m(w) +
n∑
r=0
(
w − 2r − 1
2m − 1
)
k2n−2r+1(2r)(w − 2r)
+ k2n
m∑
r=0
(
w − 2r − 1
2n
)
(2r)(w − 2r)
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+ k2n
k−1∑
j=1
m∑
r=0
(
w − 2r − 1
2n
)
C2r
(
j
k
)
Cw−2r
(
j
k
)
+ k2n
k−1∑
j=1
m−1∑
r=0
(
w − 2r − 2
2n
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
)
. (5.2)
Proof. In view of Eq. (5.1) the proof of the ﬁrst three parts is routine. Therefore, we
only evaluate the last part. Firstly, we decompose the inner summation into two parts.
2m∑
r=0
(
2m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
=
m∑
r=0
(
2m
2r
)
B2r
(
j
k
) Bw−2r (x + 1 − jk )
w − 2r
+
m−1∑
r=0
(
2m
2r + 1
)
B2r+1
(
j
k
) Bw−2r−1 (x + 1 − jk )
w − 2r − 1 .
Now we change the index j to k − j of the outer summation. Using Eq. (2.4) we have
(2n + 1)k2n
k−1∑
j=1
2m∑
r=0
(
2m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r
= 2n + 1
2
k2n
⎧⎨
⎩
k−1∑
j=1
m∑
r=0
(
2m
2r
)B2r ( jk )
w − 2r
[
Bw−2r
(
x + 1 − j
k
)
+ Bw−2r
(
x + j
k
)]
+
k−1∑
j=1
m−1∑
r=0
(
2m
2r + 1
) B2r+1 ( jk )
w − 2r − 1
[
Bw−2r−1
(
x+1−j
k
)
−Bw−2r−1
(
x+j
k
)]⎫⎪⎪⎬
⎪⎪⎭ .
Applying some elementary trigonometric identities we have
B2n+1
(
x + 1 − j
k
)
+ B2n+1
(
x + j
k
)
= 2a2n+1
∞∑
p=1
sin(2px) cos
(
2p j
k
)
p2n+1
, (5.3)
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B2n
(
x + 1 − j
k
)
− B2n
(
x + j
k
)
= 2a2n
∞∑
p=1
sin(2px) sin
(
2p j
k
)
p2n
. (5.4)
Therefore
∫ 1
0
(2n + 1)k2n
k−1∑
j=1
2m∑
r=0
(
2m
r
)
Br
(
j
k
) Bw−r (1 + x − jk )
w − r cot(x)dx
= a2ma2n+1
⎡
⎣k2n k−1∑
j=1
m∑
r=0
(
w − 2r − 1
2n
)
C2r
(
j
k
)
Cw−2r
(
j
k
)
+ k2n
k−1∑
j=1
m−1∑
r=0
(
w − 2r − 2
2n
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
)⎤⎦ . (5.5)
This completes our proof. 
Following a similar treatment, the evaluation of T (k)2m,2n+1 could be obtained as fol-
lows:
Theorem 6. For an odd weight w = 2m + 2n + 1 with m, n, and k positive integers,
then
T
(k)
2m,2n+1 =
1
2
k−(2n+1)(w) +
m∑
r=0
(
w − 2r − 1
2n
)
k2m−2r(2r)(w − 2r)
+ k2m−1
n∑
r=0
(
w − 2r − 1
2m − 1
)
(2r)(w − 2r)
+ k2m−1
k−1∑
j=1
n∑
r=0
(
w − 2r − 1
2m − 1
)
C2r
(
j
k
)
Cw−2r
(
j
k
)
+ k2m−1
k−1∑
j=1
n∑
r=0
(
w − 2r − 2
2m − 1
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
)
. (5.6)
6. Proofs of Theorems 3 and 4
In our previous considerations, we require that p > 1, q > 1 and p+q is odd. Now
we proceed to consider the cases when p = 1 and q = 2n.
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These extended Euler sums E(k)1,2n and T
(k)
1,2n come from the integral transforms of
S1(x)[C2n(kx) − C2n(0)] and S1(kx)[C2n(x) − C2n(0)], respectively.
Proposition 6. For each positive integer n, we have
∫ 1
0
S1(x)[C2n(kx) − C2n(0)] cot x dx = 12k (2n + 1) − E
(k)
1,2n (6.1)
and
∫ 1
0
S1(kx)[C2n(x) − C2n(0)] cot(x) dx = 12k2n (2n + 1) − T
(k)
1,2n. (6.2)
Proof. With the elementary identity
[cos(2rx) − 1] cot(x) = sin(2rx) − 2
r∑
j=1
sin(2jx)
and for each j,
∫ 1
0
S1(kx) sin(2jx) dx =
{
k
2j if k
∣∣j,
0 otherwise.
Thus our assertions follow. 
Now we are ready to give the evaluation of E(k)1,2n. Substituting 2n as n, and 2 as m
into Eq. (4.11), then differentiating it, we have
2B1(x)
[
B2n(kx) − B2n
]+ 2nkB2(x)B2n−1(kx)
= 2
n−1∑
r=0
(
2n
2r
)
k2n−2rB2rB2n+1−2r (x) + 2nk2n−1
1∑
r=0
(
2
2r
)
B2rB2n+1−2r (x)
+ 2nk2n−1
k−1∑
j=1
2∑
r=0
(
2
r
)
Br
(
j
k
)
B2n+1−r
(
x + 1 − j
k
)
. (6.3)
An integral transformation as before along with the evaluation of E(k)2,2n−1 gives
Eq. (1.13). This completes the evaluation of E(k)1,2n.
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Now we proceed to the evaluation of T (k)1,2n. Substituting 2 as n, and 2n as m into
Eq. (4.11), then differentiating it, we have
2kB1(kx)B2n(x) + 2nB2(kx)B2n−1(x)
= 2n
1∑
r=0
(
2
2r
)
k2−2rB2rB2n+1−2r (x) + 2k
n∑
r=0
(
2n
2r
)
B2rB2n+1−2r (x)
+ k
k−1∑
j=1
n∑
r=0
(
2n
2r
)
B2r
(
j
k
)[
B2n+1−2r
(
x + 1 − j
k
)
+ B2n+1−2r
(
x + j
k
)]
+ k
k−1∑
j=1
n−1∑
r=0
(
2n
2r + 1
)
B2r+1
(
j
k
)[
B2n−2r
(
x + 1 − j
k
)
− B2n−2r
(
x + j
k
)]
.
Using the modiﬁed identity [1, Eq. (23.1.10)]
B1(kx) = B1(x) +
k−1∑
j=1
B1
(
x + j
k
)
,
we can rewrite the above resulted Bernoulli identity as
2kB1(kx)[B2n(x) − B2n] + 2nB2(kx)B2n−1(x)
= 2n
1∑
r=0
(
2
2r
)
k2−2rB2rB2n+1−2r (x) + 2k
n−1∑
r=0
(
2n
2r
)
B2rB2n+1−2r (x)
+ k
k−1∑
j=1
n−1∑
r=0
(
2n
2r
)
B2r
(
j
k
)[
B2n+1−2r
(
x + 1 − j
k
)
+ B2n+1−2r
(
x + j
k
)]
+ k
k−1∑
j=1
n−1∑
r=0
(
2n
2r + 1
)
B2r+1
(
j
k
)[
B2n−2r
(
x + 1 − j
k
)
− B2n−2r
(
x + j
k
)]
+ k
k−1∑
j=1
[
B2n
(
j
k
)
− B2n
] [
B1
(
x + 1 − j
k
)
+ B1
(
x + j
k
)]
.
An integral transformation as before along with the evaluation of T (k)2,2n−1 gives
T
(k)
1,2n =
2nk2n+1 + 1
2k2n
(2n + 1) −
n−1∑
r=0
(2r)(2n − 2r + 1)
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−
k−1∑
j=1
n−1∑
r=0
[
C2r
(
j
k
)
C2n−2r+1
(
j
k
)
+ S2r+1
(
j
k
)
S2n−2r
(
j
k
)]
+
k−1∑
j=1
[
C2n
(
j
k
)
− C2n(0)
]
C1
(
j
k
)
. (6.4)
Since C2n(0) = (2n) and using the fact [11, Eq. (13) p. 23]
C1
(
j
k
)
= log sin
(
j
k
)
+ log 2
we get Eq. (1.14) and complete the evaluation of T (k)1,2n.
Remark 1. Using Eq. (1.15) and the evaluations of S+−1,2n, S−+1,n given by Sitaramachan-
drarao [13], we get the general formulae for E(2)1,2n and T
(2)
1,n for n2. Still, E
(2)
1,2n+1 is
unknown.
7. Alternating extended Euler sums
Like standard Euler sums, we are able to add signatures in the series to form alter-
nating extended Euler sums as follows:
E(k)+−p,q =
∞∑
r=1
(−1)r+1
rq
kr∑
j=1
1
jp
, T (k)+−p,q =
∞∑
r=1
(−1)r+1
rq
 r
k
∑
j=1
1
jp
, (7.1)
E(k)−+p,q =
∞∑
r=1
1
rq
kr∑
j=1
(−1)j+1
jp
, T (k)−+p,q =
∞∑
r=1
1
rq
 r
k
∑
j=1
(−1)j+1
jp
, (7.2)
E(k)−−p,q =
∞∑
r=1
(−1)r+1
rq
kr∑
j=1
(−1)j+1
jp
, T (k)−−p,q =
∞∑
r=1
(−1)r+1
rq
 r
k
∑
j=1
(−1)j+1
jp
. (7.3)
For each positive integer k, Re s > 1, we deﬁne a function
k(s) =
∞∑
j=1
(−1)kj+1
j s
. (7.4)
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It can be seen that
k(s) =
{∑∞
j=1 −1js = −(s) if k is even∑∞
j=1
(−1)j+1
js
= (s) if k is odd. (7.5)
Comparing with Eq. (1.12), the alternating extended Euler sums have similar relations:
E(k)+−p,q + T (k)−+p,q = (p)(q) + k−p(p + q), (7.6)
E(k)−+p,q + T (k)+−p,q = (p)(q) + k−pk(p + q), (7.7)
E(k)−−p,q + T (k)−−p,q = (p)(q) − k−pk+1(p + q). (7.8)
Therefore, the evaluations of all alternating Euler sums are sufﬁcient to evaluate the
cases when p = 2m, q = 2n+1 with m, n1. Furthermore, we have a lot of relations
between them.
Proposition 7. For each positive integers m, n, and k, we have the following relations:
E
(k) + −
2m,2n+1 = E(k)2m,2n+1 − 2−2nE(2k)2m,2n+1, (7.9)
E
(2k) − +
2m,2n+1 = E(2k)2m,2n+1 − 21−2mE(k)2m,2n+1, (7.10)
E
(k) − +
2m,2n+1 = E(k) − −2m,2n+1 + 2−2nE(2k)− +2m,2n+1, (7.11)
T
(k) − +
2m,2n+1 = T (k)2m,2n+1 − 21−2mT (2k)2m,2n+1, (7.12)
T
(2k) + −
2m,2n+1 = T (2k)2m,2n+1 − 2−2nT (k)2m,2n+1, (7.13)
T
(k) + −
2m,2n+1 = T (k) − −2m,2n+1 + 21−2mT (2k)+ −2m,2n+1. (7.14)
Proof. Here we only prove the ﬁrst relation Eq. (7.9). It follows from
E
(k)
2m,2n+1 − E(k) + −2m,2n+1 =
∞∑
r=1
1 + (−1)r
r2n+1
kr∑
j=1
1
j2m
=
∞∑
r ′=1
2
(2r ′)2n+1
2kr ′∑
j=1
1
j2m
= 2−2nE(2k)2m,2n+1.
The proofs of the other relations are all similar, therefore we omit them. 
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We will give the evaluations of E(k) − −2m,2n+1 and T
(k) − −
2m,2n+1 with k is odd. And then
by Proposition 7, the evaluations of all alternating sums are obtained.
The explicit evaluations of E(k) − −2m,2n+1 and T
(k) − −
2m,2n+1 with k is odd which come
from other integral transforms of C2m(x)S2n+1(kx) and C2m(kx)S2n+1(x), respe-
ctively.
Proposition 8. For positive integers m, n, and odd integers k, w = 2m + 2n + 1, we
have
∫ 1
0
C2m(x)S2n+1(kx) tan(x) dx = 12 k
−2m(w) − E(k) − −2m,2n+1, (7.15)
∫ 1
0
C2m(kx)S2n+1(x) tan(x) dx = 12 k
−(2n+1)(w) − T (k) − −2m,2n+1. (7.16)
Proof. With the elementary identities [6, Eq. (5b)]
sin(2krx) tan(x) = (−1)kr+1 + cos(2krx) + 2
kr∑
j=1
(−1)kr+j+1 cos(2jx), (7.17)
then we can easily get our assertions. 
The following proposition is an easy consequence [6, Theorem 1].
Proposition 9. For each positive integer n, we have
∫ 1
0
S2n+1(x) tan(x) dx = (2n + 1). (7.18)
Here we are ready to give the evaluation of E(k) − −2m,2n+1.
Theorem 7. For positive integers m, n and an odd integer k, we have
E
(k) − −
2m,2n+1 =
1
2
k−2m(w) −
n∑
r=0
(
w − 2r − 1
2m − 1
)
k2n+1−2r(2r)(w − 2r)
− k2n
m∑
r=0
(
w − 2r − 1
2n
)
(2r)(w − 2r)
+ k2n
k−1∑
j=1
m∑
r=0
(
w − 2r − 1
2n
)
C2r
(
j
k
)
Cw−2r
(
j
k
+ 1
2
)
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+ k2n
k−1∑
j=1
m−1∑
r=0
(
w − 2r − 2
2n
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
+ 1
2
)
,
(7.19)
where w = 2m + 2n + 1 is its weight.
Proof. Substituting 2n+1 as n, and 2m as m into Eq. (4.11), then applying the integral
transformation as Proposition 8, this gives our desired conclusion. 
Following a similar procedure, the evaluation of T (k) − −2m,2n+1 is obtained as follows:
Theorem 8. For positive integers m, n, and odd integers k, w = 2m + 2n + 1, then
T
(k) − −
2m,2n+1 =
1
2
k−2n−1(w) −
m∑
r=0
(
w − 2r − 1
2n
)
k2m−2r(2r)(w − 2r)
− k2m−1
m∑
r=0
(
w − 2r − 1
2m − 1
)
(2r)(w − 2r)
+ k2m−1
k−1∑
j=1
n∑
r=0
(
w − 2r − 1
2m − 1
)
C2r
(
j
k
)
Cw−2r
(
j
k
+ 1
2
)
+ k2m−1
k−1∑
j=1
n∑
r=0
(
w − 2r − 2
2m − 1
)
S2r+1
(
j
k
)
Sw−2r−1
(
j
k
+ 1
2
)
.
(7.20)
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