A Knowledge-Enriched Problem Solving Methodology for the Design Phase of Manufacturing Equipment  by Mourtzis, D. et al.
 Procedia CIRP  36 ( 2015 )  95 – 100 
Available online at www.sciencedirect.com
2212-8271 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientific committee of the CIRP 25th Design Conference Innovative Product Creation
doi: 10.1016/j.procir.2015.01.003 
ScienceDirect
CIRP 25th Design Conference Innovative Product Creation 
A Knowledge-Enriched Problem Solving Methodology for the Design 
Phase of Manufacturing Equipment 
 D. Mourtzisa*, M. Doukasa, T. Skrepetosa  
aLab for Manufacturing Systems and Automation, Department of Mechanical Engineering and Aeronautics, University of Patras, Rio, Greece, 26500 
* Corresponding author. Tel.: +30 2610 997262; fax: +30 2610 997744. E-mail address: mourtzis@lms.mech.upatras.gr 
Abstract 
During the design phase of large-scale industrial engineering projects, numerous problems usually arise, which are related to the project analysis 
and methods used in each phase. Such projects are undertaken by multi-disciplinary teams of expert designers and planning managers that often 
communicate these problems to the members of their team via emails and telephone calls. However, the alignment of efforts towards solving 
these problems cannot be achieved effectively though these inherently limited communication and collaboration means. In parallel, the operation 
of manufacturing systems is evolving towards structures that are similar to social networks. The trend is to automatically connect to web-based 
collaboration platforms in order to search for the appropriate experts to deal with the problem in question. Towards this end, the proposed research 
work focuses on the development of a knowledge-based method, which is developed into a mobile app, and focuses on providing a collaboration 
space for reporting, tracking, and solving project-related problems. The methodology adopts concepts from the Root Cause Analysis method, 
which is further enriched with knowledge reuse features. Already reported and potentially solved problems, as well as other historical data are 
retrieved from a knowledge repository through advanced indexing techniques in order to support the identification of solutions for newly 
experienced problems. Results from the interpretation of the natural language that is considered to be used in the problem reporting phase and 
the accuracy of retrieved solutions are further discussed. Finally, the methodology is validated through a real-life case study obtained from the 
die construction department of an automotive industry. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the CIRP 25th Design Conference Innovative Product Creation. 
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1. Introduction 
A key success factor in an increasingly competitive market, 
is the ability to bring new products to market and meet customer 
demands [1]. Additionally, the growing scarcity of natural 
resources requires an examination of the complete life cycle of 
a product aiming its valorization in end of life. Launching a new 
product is therefore among the most critical aspects of 
sustainability for companies [2]. The product release cycle is a 
complex, time consuming process that is based on experience 
and knowledge. It involves multi-disciplinary technological 
specialties and a great management capacity, as well as, huge 
volumes of information and resources from all factory 
departments. Efficient management of this process is both a 
challenge and key to competitive advantage in the market [3]. 
Towards that end, the proposed approach aims to support 
manufacturing problem solving during the design of die 
construction projects. A Root Cause Analysis concept is 
proposed enhanced with knowledge reuse features. Already 
faced problems constitute the knowledge that is reused and 
every new problem is queried against this stored knowledge to 
discover solutions that can be applied to the new situation. 
2. State of the Art 
The complexity of an application domain makes the building 
of a conceptual model from scratch extremely expensive 
especially in manufacturing domain [4]. Nowadays a large 
number of very comprehensive reference models are available 
for understanding significant relationships among the entities of 
a domain and support the development of consistent standards 
or specifications. Consequently, the ability to effectively and 
efficiently reuse them plays a crucial role. Reusability has been 
intensively studied in areas like software engineering [5, 6]. 
This topic has been partially explored in the field of knowledge 
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engineering, where initiatives take a deeper look at evaluation 
and models comparison for knowledge reuse [7, 8].  
Once the set of reusable reference models has been 
identified, a customization process is applied extending or 
simplifying the initial model. Then, models covering similar 
domains are collected and merged into one model. Finally, the 
conceptual models, that cover different domains, are combined 
into a final application. In this regard, a study is conducted in 
[9], which analyses the above process of knowledge reuse from 
a methodological viewpoint. The methodology comprises of 
several phases and activities, the most important, also 
summarised in [10], are: (i) Feasibility study, (ii) 
Decomposition of the domain into thematic conceptual clusters 
(modules), (iii) Identification of a preliminary list of 
ontological primitives to be included in each module, (iv) 
Selection of a set of candidate reference models, (v) Analysis 
of the candidate relevant sources, (vi) Choice of source 
reference models, and (vii) Integration of reference models. 
Once the reference framework has been set, it can be exploited 
as a common ground for various engineering tasks, like 
collaborative problem solving, storytelling, fault tree analysis, 
events and causal factors charting and root cause analysis [11]. 
The latter has its origins in the aerospace industry and has been 
widely used to identify and resolve occurring problems. 
The Root Cause Analysis (RCA) is a well-structured process 
to identify the causes that led to the occurrence of an 
undesirable event. As a process, it has been used in many case 
studies. In [12], RCA is used to identify the key failure 
characteristics of an ignition switch and determine a response 
function to present the failure modes after the proper mapping 
of the key product characteristics. Another application is 
presented in [13], which uses rough set theory to find the 
relevance between the product’s pedigree attributes and the 
repair actions required for a specific failure. Consequently, 
decision rules can be created that would classify the repair 
actions according to terms of product pedigree. In [14], an RCA 
methodology is presented that focuses on the sustainability of 
biodiesel processes depicting how important such an analysis 
can be for the domain of chemical engineering. Furthermore, in 
[15], a combined method of RCA and inference mechanisms is 
presented. It is used for a start-up failure analysis in 
automobiles and offers better handling of the data versus 
conventional methods. Finally, RCA can be used to identify the 
causes and prevent any possible reoccurrence of serious events 
such as explosions, as described in [16]. An identification of 
every failure and its analysis for a number of parts is 
emphasized in [17], where the challenge for an OEM is to detect 
already used patterns in problem solving in order to improve 
the RCA process. 
In this research work, a knowledge reuse methodology is 
coupled with the RCA process. This novel coupling of the two 
methods allows the reuse of knowledge regarding already faced 
and dealt with problems to handle newly experienced situations 
in the design phase of manufacturing equipment. Consequently, 
already made analyses can be reused when new similar failures 
occur, saving time and effort. Every newly experienced 
problem or situation is firstly checked against a database of 
already tested cases. Only in case no similar situation is found, 
the new case needs to be analyzed from scratch. 
3. Methodology Description  
In comparison with the conventional process where RCA 
starts with analyzing the new occurring problem and search for 
its symptoms, causes, and appropriate solutions, similar solved 
past problems, their causes and solutions are extracted from a 
knowledge base. This knowledge is then reused and shared 
among teams of experts during the design phase of construction 
of manufacturing equipment. The aim is to enable the 
knowledge diffusion among the engineers and improve the 
process of solving important engineering problems that emerge 
on a daily basis. 
3.1. Root Cause Analysis process 
The procedure to resolve a problem according to RCA 
contains four basic steps [18]: Define, Investigate, Verify, and 
Ensure. The time spent among the four stages is depicted in Fig. 
1. The proposed research work supports primarily the first two 
steps that take up 70% of the time for conducting an analysis. 
The process is improved in ways shown in the right hand-side 
of the figure: (i) similar past solutions are retrieved through 
natural language processing of the queries of the engineer, (ii) 
potential root causes are suggested, (iii) co-workers are notified 
that a new problem has emerged, and (iv) solutions are 
validated by teams of experts. 
 
 
Fig. 1. Root Cause Analysis process [18] and the proposed work. 
Moreover, a simple workflow design for a trouble-shooter is 
adopted similar to the one of Fig. 2. The symptoms are taken 
into consideration for the right solution to derive from the 
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Fig. 2. Simple trouble-shooter schema [19]. 
3.2. Knowledge Reuse through Information Retrieval 
The search for past similar cases can be completed with 
several algorithms and methods, however for the case of a fast 
mobile app, the indexing method is considered to be the most 
suitable. Indexing is the process of facilitating a collection of 
data to be searched and retrieved. In case a past problem is 
similar to the new occurring one, then the methodology greatly 
speeds up the classic RCA and a solution can derive without the 
full analysis of the problem. Previous work on the field is 
discussed below to justify the selection of the indexing method. 
The first and most adopted indexing method is the standard 
Boolean model of information retrieval (BIR) [20]. Indexing 
can also be combined with methodologies such as Case-Based 
Reasoning (CBR) to facilitate or even accelerate the search 
process. In [21], indexing is used to accelerate the successful 
retrieval of similar past cases of a large scale CBR. As shown 
in [22], for every scenario that a specific sequence of strings 
(pattern) needs to be searched and found in a text, string 
matching is to be preferred. This string matching process can 
be accomplished in two ways. Sequential string matching that 
does not require any previous processing of the text stored, but 
is carried out by comparing the pattern to the text sequentially 
until a match is found. The second way is the indexed string 
matching. That way of matching requires previous processing 
of the text for the index to be created. Consequently, the pattern 
that needs to be searched inside the text is matched without 
needing to traverse the entire text. If the text is large enough 
that prohibits the sequential matching and does not change too 
often, then the selection of the indexing matching process is 
more desirable and efficient. Afterwards, the Vector Space 
Model (VSM) is used to calculate the differences between a 
given document and a query [23, 20]. In [24], two new models 
are analyzed which integrate the notion of “burstiness”. This 
notion describes the tenacity of words to appear many times 
after they appear once. The results from these models are quite 
encouraging as they outperform the Okapi BM25 model. 
As described thoroughly in [20], Okapi BM25 belongs in the 
family of probabilistic models. It contains a set of functions that 
calculate the relevance of the documents based on the query 
terms that appear in each one. As also stated in [20], in contrast 
to the original tactic followed in probabilistic models, which is 
to calculate the relevance of a document to a query, the basic 
language modeling focuses on creating a probabilistic language 
model for each document. Afterwards, it creates a hierarchy 
based on the relevance of each language model with the given 
query. One novel positional language model is proposed in [25] 
that rewards the document where query terms are found close 
to each other. It also uses the best matching passage of the 
document to the given query as the main passage to calculate 
the entire document’s relevance. Its key idea is to find all 
positions of occurrence of the query terms inside the document, 
to define a language model for each one, and then evaluate the 
document based on the separate scores of its positional 
language models. 
Given the fact that the causes and results from past problems 
that are already stored must be retrieved in the present work, 
and due to the fact that the described problem is expressed in 
natural language but does not consist of a long document, the 
following comparison on models that are used for the 
information retrieval process is made. Probabilistic models and 
Language models calculate the relevance of a document to the 
given query. Given that a query in this case is the description of 
the new problem, word-by-word similarity is needed. As a 
result, the VSM method is more appropriate and fast to 
calculate. Probabilistic and Language models are more accurate 
on finding relevant documents but they require already 
classified documents. On the contrary, VSM calculates the 
cosine similarity from the vectors created and given the length 
of the description that is considered as short, the similarity is 
easily calculated. For the previous reasons, VSM is preferred. 
In addition, a filtering method is applied to improve to 
compensate with the use of natural language in problems. This 
filter excludes certain unnecessary words that are frequently 
used. Such words are articles (i.e. the, a, an), pronouns (i.e. my, 
mine), conjunctions (i.e. of, for), and some occasionally used 
verbs (i.e. am, are, has, have). The results that are returned 
follow a hierarchy based on the similarity scores of the query 
applied on the stored text [26].  
Let us assume that d is a document to be searched, N the 
vocabulary of words in d, and qi the query applied. By counting 
the frequency of terms i that are contained in N, the vectors 
ሬܸԦሺ݀ሻ  and ሬܸԦሺݍሻ  are formed. The columns of these N-
dimensional vectors represent the frequency of the ith term in d. 
The cosine similarity between the two vectors is calculated by 
Eq. 1 and takes values in [0, 1], where 0 denotes no similarity 
between them and 1 denotes total similarity. 
ݏ݅݉ሺ݀ǡ ݍሻ ൌ
ሬܸԦሺ݀ሻ ή ሬܸԦሺݍሻ
ห ሬܸԦሺ݀ሻหห ሬܸԦሺݍሻห Eq. 1 
where the Euclidean length of vector d (same for q) is calculated 
using Eq. 2: 
ห ሬܸԦሺ݀ሻห ൌ ඨ෍ ሬܸԦ௜ଶሺ݀ሻ
ெ
௝ୀଵ
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where M the total length of the string d and j each character. 
 
An example of the VSM method follows. Let us assume that 
we have the documents d1: “Dieset storage capacity” and d2: 
“Lack of capacity for production”. The query that will be 
applied is q: “The storage has lack of dieset capacity”. For 
each document a vector ሬܸԦሺ݀ሻ  is formed. This vector has 
numbers or columns equal to the terms of the query q. In our 
example, each ሬܸԦሺ݀ሻ has 7 columns. Each column contains the 
frequency of each term of the query appearing in the document. 
For our case the two vectors formed are: ሬܸԦሺ݀ଵሻ ൌ
ሾͲǡ ͳǡ Ͳǡ Ͳǡ Ͳǡ ͳǡ ͳሿ  and ሬܸԦሺ݀ଶሻ ൌ ሾͲǡ Ͳǡ Ͳǡ Ͳǡ ͳǡ Ͳǡ ͳሿ . In a 
similar way we calculate ሬܸԦሺݍሻ ൌ ሾͳǡ ͳǡ ͳǡ ͳǡ ͳǡ ͳǡ ͳሿ. Using Eq. 
1, we calculate separately ݑሬԦሺ݀ଵሻ ൌ  ሬܸԦሺ݀ଵሻ ห ሬܸԦሺ݀ଵሻหൗ , 
ݑሬԦሺ݀ଶሻ ൌ  ሬܸԦሺ݀ଶሻ ห ሬܸԦሺ݀ଶሻหൗ , and ݑሬԦሺݍሻ ൌ  ሬܸԦሺݍሻ ห ሬܸԦሺݍሻหൗ . Using 
Eq. 2, we obtain ห ሬܸԦሺ݀ଵሻห ൌ ξ͵, ห ሬܸԦሺ݀ଶሻห ൌ ξʹ, and ห ሬܸԦሺݍሻห ൌ
ξ͹ accordingly. Finally, the dot product between each of those 
two vectors and the query vector is calculated: ݑሬԦሺ݀ଵሻ  ή ݑሬԦሺݍሻ ൌ
ͲǤ͸ͷͶ͸ͷ andݑሬԦሺ݀ଶሻ  ή ݑሬԦሺݍሻ ൌ ͲǤͷ͵Ͷͷʹ. The document with the 
highest similarly is d1 that is also the most relevant to the query. 
4. Mobile app development 
A native mobile app for Android OS has been developed 
using the Android API Level 19 [27]. The open-source Elastic 
Search indexing engine [28] that is based on the Apache Lucene 
framework and implements the VSM method has been 
integrated in the app. Fig. 3 shows the interaction of the 
engineer with the infrastructure of servers that retrieve the 
related to the search query past problems from the database. A 
web server is responsible to contact the database and the 
indexing server. The design consists of two loops: (i) an internal 
one that offers to the user or the application the ability for 
multiple queries, and (ii) the external that is responsible for 
refreshing the database and inserting the new problems so that 
the whole framework will be refreshed and enhanced with all 
the occurring problems. 
 
Fig. 3. Server infrastructure and their interaction with the developed app. 
In Fig. 4, the problem specification is typed in by the user 
text and the retrieved information from the selected result is 
presented through the developed interfaces in the mobile app. 
The app allows the modelling and storing of information related 
to problems faced during design, their causes, and solutions. 
The user can visualise a ranked list of proposed similar 
problems and their possible causes and proposed solutions. 
Then, the user must decide which is applicable in the existing 
situation. Usually, the first three results will share enough 
similarities with the new problem and could be reused. Through 
this procedure, knowledge capturing is achieved and thus, 
knowledge reuse capabilities are enabled. 
 
Fig. 4. The visualization of problem specification (left) and the resulting 
similar past problems and solutions (right) in the developed mobile app. 
5. Industrial Case Study – Results and Discussion 
The increase of customer demands towards customized 
products escalates the complexity of product design activities. 
Evidently, this affects products, process development, and 
factory life cycle alike, demanding new knowledge-based 
methods, technologies, and tools that allow early design 
changes to the product and processes in all factory domains.  
The case under investigation is obtained from a factory that 
manufactures dies for stamping of the parts of a vehicle’s 
Body-In-White (BIW). Each time a new car model or variant is 
commissioned, a project plan is established to define new 
stamped parts that in their turn require a large number of die-
sets. Each die set is composed of 4 to 6 dies and each die 
includes a number of high precision components (upper and 
lower die, punches, matrices, blank-holders, cames, etc.) Thus, 
the complexity of die-set construction leads to the necessity of 
modeling and storing of information related to design method, 
solution, verification, and action plan for undertaken projects. 
Furthermore, problematic tasks need to be documented and 
identified (delayed tasks, issues during design, problems 
encountered without any known solution) in the project 
planning phase. Moreover, the interdependencies between 
problematic tasks with other tasks will be revealed and tackled. 
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of similar past problems will be achieved in order for the new 
problem to be faced more efficiently. 
 
Fig. 5. The procedure of problem reporting of the developed app. 
The scenario involves an engineer that reports a newly 
experienced problem related to a part of a specific die-set as 
shown in the workflow of Fig. 5. First, the engineer initiates a 
new problem reporting process and selects the die-set and the 
part that is problematic. According to the problems 
significance, a green or red status is assigned to the problem. A 
green status signifies that the problem will not affect 
production, while a red light means that the problem should be 
carefully examined as it can be harmful to the rest to the 
project. Afterwards, the engineer types in natural language the 
problem and attaches any relevant files (e.g. photo of 
problematic part). Following that, the indexing process is 
triggered. Through the similarity matching with past cases as 
reported in section 3 above, it retrieves relevant cases and their 
meta-data (solutions, causes, files, etc.). Finally, it ranks them 
according to their similarity index and presents them to the 
engineer. 
 The engineer can select a similar problem, view its causes 
and solutions. If the solution applies to the existing problem he 
submits it. If not, he can choose the next most similar problem. 
Finally, in case there are no other similar problems, then either 
he marks the problem with red status or contacts an expert to 
propose a solution. If the proposed solution is relevant and 
applicable to the problem, it is submitted and stored to the 
problems database, and it can be put to action. 
Table 1 includes four potential queries submitted by the 
engineer that may represent actual problems faced during die-
set design. Given the four queries formed, a comparison against 
a set of past problem descriptions is made by the ElasticSearch, 
using the VSM method (Table 2). For each of the five stored 
problem descriptions, the first row signifies the similarity 
ranking of the specific problem against each query and the 
second its similarity score. Higher scores and rankings signify 
more similar results. The same four queries, after being applied 
on the same problems with the filtering method described in 
section three, are included in Table 3. 
Table 1. New problems (queries) submitted by the engineer. 
Query No. Content (Text description provided) 
Q 1 Lack of production capacity 
Q 2 Lack of storage capacity 
Q 3 The part produced is not adequately accurate as I noticed 
waviness on its surface 
Q 4 The storage has lack of die-set capacity 
Table 2. Ranking and similarity scores between stored problems and queries. 
No. Problem Description  Q 1 Q 2 Q 3 Q 4 
1 Die-set Storage 
Capacity 
Rank 3 3 - 3 
 Sim. 0,0067 0,0318 - 0,0230 
2 Waviness on part Rank - - 1 - 
 Sim. - - 0,00221 - 
3 Lack of capacity for 
Home Line tryout 
Rank 2 2 4 2 
 Sim. 0,0702 0,0702 0,00040 0,0338 
4 Lack of capacity for 
Production 
Rank 1 1 3 1 
 Sim. 0,2685 0,0818 0,00047 0,0394 
5 Cracks on part Rank - - 2 - 
 Sim. - - 0,00054 - 
Table 3. Ranking and similarity scores after filtering. 
No. Problem Description  Q 1 Q 2 Q 3 Q 4 
1 Die-set Storage 
Capacity 
Rank 3 2 - 1 
 Sim. 0,0108 0,0576 - 0,0935 
2 Waviness on part Rank - - 1 - 
 Sim. - - 0,00482 - 
3 Lack of capacity for 
Home Line tryout 
Rank 2 3 - 3 
 Sim. 0,0504 0,5039 - 0,0278 
4 Lack of capacity for 
Production 
Rank 1 1 - 2 
 Sim. 0,2657 0,0576 - 0,0318 
5 Cracks on part Rank - - 2 - 
 Sim. - - 0,00116 - 
 
As depicted in the tables above, a filtering process is 
essential and helpful to the similarity calculation. Filtering is 
used to exclude unnecessary words that are frequently used in 
natural language, such as articles, pronouns, conjunctions and 
common verbs. Regardless the length of the phrase, only 
essential words are calculated. Therefore, when Q3 is applied 
on the stored problems with filtering, only two results are 
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results 3 and 4 that are irrelevant contextually, are removed 
from the results list in Table 3.  
The value of such filter is more obvious if larger phrases are 
considered, since the number of unnecessary words grows as 
the phrase grows.  
Finally, in the case of Q4, where a syntactical error was 
made from the user, the methodology was able to handle it and 
return correct results, calculating the involved words and not 
their order of appearance. 
6. Conclusions and Outlook 
The design and planning phase of die-sets is a complex 
process, during which many problems usually emerge that 
require instant handling. Already solved problems along with 
their documented causes and solutions however, constitute a 
valuable knowledge base that can be exploited when new 
problems emerge. The work presented in this paper proposes a 
problem solving methodology developed into a mobile app that 
reuses past design knowledge. The methodology utilises 
concepts from the Root Cause Analysis method and enhances 
it with knowledge reuse features. A case obtained from a die-
set construction shop was used to validate the methodology.  
The developed app allows engineers to describe new 
problems in natural language. Afterwards, formal queries are 
generated and are applied on the knowledge base. Using the 
ElasticSearch that implements the VSM method, similar 
problems are retrieved and are ranked from the most to the least 
similar. The case study depicted that the results obtained are 
accurate and are further improved after the filtering process. 
Finally, the methodology was able to handle cases of 
syntactical mistakes made by the engineers when describing a 
problem, without affecting the accuracy of results.  
Future work will focus on two directions. Firstly, an 
improvement can be made on the natural language processing 
mechanism. Synonym words can be added and taken into 
account during the matching phase. Also, the filter can contain 
possible spelling mistakes and guide the user during typing. 
Most important, the second improvement will concern the 
creation of an enterprise-wide troubleshooting framework. 
Resembling a social network, the engineers, through mobile 
apps, will be able to report problems, trace their causes, and be 
notified when a solution has been proposed for them. This will 
lead to a creation of a robust company knowledge base. 
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