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Abstract—Object detection is a trendy branch of computer 
vision, especially on human recognition and pedestrian detection. 
Recognizing the complete body of a person has always been a 
difficult problem. Over the years, researchers proposed various 
methods, and recently, a breakthrough came into the light as Mask 
R-CNN. Based on Faster R-CNN, Mask R-CNN was able to 
generate a segmentation mask for each instance. We propose an 
application to extract multiple persons and put them into a new 
background image utilizing Mask R-CNN. Mask R-CNN detects 
all type of object mask from images. Then our algorithm considers 
only the target person and extracts a person only without 
obstacles, such as dogs in front of the person, and the user also can 
select multiple persons as their expectations. Our algorithm is 
effective for both an image and a video irrespective of the length 
of it. Also, extract those persons and place them into the new 
background. Our algorithm does not add any overhead to Mask 
R-CNN, running at 5 fps. We show examples of yoga-person in an 
image and a dancer in a dance-video frame. We hope our simple 
and effective approach would serve as a baseline for replacing the 
image background and help ease future research. 
Keywords—Instance segmentation; Mask R-CNN; Scene 
transition; Human extraction; Object detection 
I.  INTRODUCTION  
Human detection is a branch of computer vision and objects 
recognition which appeared in various applications such as 
intelligent driving, and automated surveillance. The challenging 
part in object detection is to classify whatever in the picture and 
locate its location and pixels which we called it instance 
segmentation. There are many techniques in computer vision. 
The popular techniques are classification, semantic 
segmentation, object detection, and instance segmentation. 
Classification is to classify object to a specific type of objects 
(e.g., sky, balloon, car). Semantic segmentation is to understand 
the image in pixels and label with the class of its type of objects. 
Object detection is to indicate the spatial location of the object 
in the image and instance segmentation masks individual object 
with its location. 
Over recent years, machine learning and deep learning have 
rapidly grown since Hinton's 2006 publication made a 
breakthrough in the artificial intelligence field and rebranded 
neural network to deep learning. In 2012, Alex Krizhevsky, Ilya 
Sutskever, and Geoff Hinton published ImageNet Classification 
with Deep Convolutional Neural Networks on the Large Scale 
Visual Recognition Challenge (LSVRC) contest which achieved 
a winning top-5 test error rate of 15.3%[1]. For object detection 
performance, combining regions proposal with CNNs, Girshick 
introduced R-CNN, which is a scalable and straightforward 
object detection algorithm by a dominated object to its region 
proposal by selective search [2]. Considering the drawbacks of 
R-CNN, Girshick purposed another object detection algorithm 
named Fast R-CNN to improve accuracy and speed of R-CNN 
and SPPnet [3]. Combining Fast-RCNN with Region Proposal 
Network (RPN), Faster R-CNN eliminates the selective search 
algorithm and lets the network learn the region proposals. 
Therefore, Faster R-CNN also capable of real-time object 
detection [4]. Extends Faster R-CNN, Mask R-CNN adding a 
branch for predicting an object mask parallel with the existing 
bounding-box recognition of Faster R-CNN for predicting a 
segmentation mask in a pixel-to-pixel manner [5]. 
The development of object detection and instance 
segmentation are trendy among the research topic of computer 
vision. As the development of learning datasets for both video 
and image analysis increase, scene understanding has strong 
enthusiasm for that. Which it provides valuable information for 
various objectives such as security, marketing or for instance, 
customer behavior in the supermarket could be useful for the 
customer services and marketing department to optimizing the 
shopping performance and increasing the profit of the store. 
However, to achieve that kind of application, we need a 
significant and large number of learning datasets to create a 
model which generating an accurate result. The COCO dataset 
[6] has designed for the object detection, and it has been 
frequently used in deep learning tasks because of its 80 object 
and 91 stuff categories, and the massive amount of labeled 
objects. 
In this research, using Mask R-CNN that was trained on 
COCO dataset. We purposed a method to automatically extracts 
target person without others obstacles in both images or video 
and replace them to a new background. 
II. PROBLEM DEFINITION  
Since the extracting person is a crucial task in Image Editing 
and Photoshop is the pioneer player in this field, that is why we 
identified the limitations of its latest version and tried to 
overcome those. Recently, photoshop added a new feature called 
“select subject” which automatically select the subject or 
subjects in the image. However, Still, need to do some further 
tweaking separately. We would like to point out some of the 
limitations of Photoshop’s automatic “select object” feature as 
below: 
Problem1: Photoshop uses Edge detection under the hood in 
its automatic object selection feature, so if there are multiple 
people or complex scenes, then it also considers the gap between 
them as objects and extracts it. So, we need to do further manual 
tweaking separately. 
Problem2: Photoshop could not extract an individual human. 
If the image contains pet such as a dog or cat, it also includes 
them, but our application extract human only, and the user also 
can select the number of people they would like to extract. 
Problem3: Photoshop could not extract human from video; 
our algorithm can process video irrespective of the length of it. 
Also, extract those persons from video and place them into the 
new background. 
Our application does not have any of these limitations 
because we are using Mask R-CNN neural network trained on 
COCO dataset for object detection. It can individually segment 
the objects and provide mask-information of 62  categories (e.g., 
horse, ball, human, chair) then our application select and extract 
only person objects from that image.  Besides, we place 
extracted person-objects into the new background. 
III. RELATED WORK 
There are various of current work that concerned about scene 
understanding and object recognition, for example, in [7] and 
[8]. In [7], the authors have purposed method to determine the 
basketball player who performs a given action among all the 
players in the game using Mask R-CNN for player detection and 
optical flow-based method for player measurement. Similar to 
[7], there is also research using Faster R-CNN inception model 
to capture the highlight of a football game. Preferentially with 
the exclusive option, there is also an artificially intelligent 
camera, for instance, Veo, which can recognize the area of action 
in the football game, follow the ball position automatically and 
also capturing the highlight of the game. Even now, artificial 
intelligence can understand the area of action in sports with and 
also capturing the moment that human ability could not achieve. 
 
Fig. 1. Complete the look with scene understanding from [8] 
On the other side, in W. Kang et al. ’s research, the 
“Complete the look” application use scene understanding to 
recommend compatible products that have not been in the 
image for inspiration and shoppable product. It collected the 
context that could be useful for fashion such as outfit, indoor 
or outdoor, season, body type and the overall aesthetics of a 
room or places to efficiently predict products with visual 
search technology. In the advertising field, the application 
could be used for the cloth and accessory commercial in the 
future. As regards to the research described above, our 
application for object detection and instance segmentation is 
different and have its unique way utilizing Mask R-CNN 
algorithm and accustom with our way. 
IV. OBJECT DETECTION ALGORITHM AND DATASET 
A. Mask R-CNN 
 
Fig. 2. Mask R-CNN framework for instance segmentation from [5] 
Mask R-CNN is conceptually simple: Faster R-CNN has two 
outputs for each candidate object, a class label, and bounding 
box offset; to this Mask R-CNN add a third branch that outputs 
the object mask – which is a binary mask that indicates the pixels 
where the object is in the bounding box. However, the additional 
mask output is distinct from the class and box outputs, requiring 
extraction of the much finer spatial layout of an object. Next, it 
includes a pixel-to-pixel alignment, which was the main missing 
piece of Faster R-CNN.   
In general, Mask R-CNN is a spontaneous extension of 
Faster R-CNN, by adding a third branch of fully convolutional 
neural network for the object mask and instance segmentation 
and use RoI-Align instead of RoI-Pooling. Mask R-CNN 
algorithm is not only the state-of-the-art results but also achieved 
as a speedy system. Mask R-CNN also can easily be extended 
for human pose estimation by predicting K key points (e.g., left 
shoulder, right elbow) and by utilizing those key points, Mask 
R-CNN can be applied to detect instance-specific poses.  
Therefore, Mask R-CNN can do works broadly and also can 
extend to more complex tasks. For the reader who is interested 
in Mask R-CNN, we recommended reading the reference [5]. 
B. COCO dataset 
 
Fig. 3. COCO dataset that contains person example from [6] 
COCO dataset or Common Objects in Context is a dataset 
provided by Microsoft for object recognition of everyday scene 
image containing various object labeled using per-instance 
segmentations. The purpose of COCO dataset is for improving 
computer vision technology to understand the visual scene and 
recognizing the objects that appeared there, including the 
relationship of the object and semantic description of the scene. 
With a total of 2.5 million labeled instances in 328k images, 
COCO dataset influenced enormous researcher works on 
instance spotting, category detection, and instance segmentation 
[6]. 
Fig.3 shows the example of COCO dataset that contains 
person, not only person that can be detected but also the others 
object too. For instance, in the left image also 
contains baseball bat and baseball, the similarity with right side 
image that also contains dog and skateboard. We applied our 
application by separate only person object and replaced that 
person to a new background or scene. 
V. PROPOSED METHOD 
 
Fig. 4. Proposed method   
In this paper, we proposed an application that extracts 
only persons and put them into a new background. We 
developed new useful functions for three problems in 
Section2. 
Problem1: Our application uses Mask R-CNN for automatically 
extracts a rectangle that covers a target person and finds an 
ample contour of the person. Mask R-CNN uses Faster R-CNN 
architecture to detect the objects and a neural network to 
generate ample contour that covers the object, and then our 
algorithm extracts the target object and place it into the new 
background. 
Problem2: Our application extracts a person only without 
obstacles, such as dogs in front of the person, and the user also 
can select multiple persons that users expect to extract. 
Problem3: Our application is effective for both an image and a 
video irrespective of the length of it. Also, extract those persons 
from video and place them into the new background. 
In this paragraph we will discuss the algotithm step by step. 
At the first stage, we segmented the objects from the input 
image, and only person objects recognize for further 
processing. After that, they are utilizing the mask 
information, or the pixels belongs to the person object in the 
image and received the mask information using Mask R-
CNN and replace new background image pixels with object 
pixels. Our application is capable of extracting single or 
multiple people from an image or video. Furthermore, users 
do not need to concern about the length of videos because if 
one video is shorter than others, then the length of the output 
video is equal to the most extended input video. 
This application principle is to create a framework which 
extracts and replace person to the new background for a 
furthermore application. For instances, video editing, a scene 
change in advertising or even security camera to observe the 
behavior of the suspicious person in a chaotic environment 
and also to see the dance move clearly and the exercise such 
as yoga or aerobic move more evident than before with the 
original background. 
 
Fig. 5. Example of the result in a single person 
 
Fig. 6. Example of the result in multiple persons 
In Fig.5 shows an example of extracting the single person 
and place that person to a new fantasy background which 
might be useful for modifying the images with a chaotic 
background to more delightful background. 
Additionally, our application also capable of extracting 
multiple people simultaneously at the same time, as shown in 
Fig.6, which extract the persons from a crowned stage to a 
beach scene.  
The example of an application possible shows in Fig.7 
which replaced the dancing person to a new scene which 
easier to identify the movement of that person smoothly. This 
Fig.7 also shows the example of extracting person from video 
frames to a new scene frame-by-frame. 
 
 
Fig. 7. Example of the result with the dance move 
 Fig. 8. Example of the result with yoga pose 
In Fig.8 shows yoga pose of the woman extracted from 
the studio and replace that woman to a new white background 
which easier to observe the pose and this application could 
apply for extracting the pose of the others exercise too. 
VI. IMPLEMENTATION AND DISCUSSION 
A. Hardware environment 
 In this project, we used an i5 processor with 6-cores, 
32-GB RAM, 3-TB ROM, and Nvidia Titan V Graphics card 
with 12-GB memory. We were able to process around 3-frames 
per second when 1-image were feeding into the network in 
parallel, and 5-frames per second when 2-images were feeding 
into the net in parallel.   
B. Implementation  
The implementation steps of human extraction and scene 
transition (HEST) described as follows.  
Step 1: We used the pre-trained weights of Mask R-CNN that 
was trained on COCO dataset for object detection and 
generating masks for the person objects. 
Step 2: Utilizing Mask R-CNN, we got all the detected 
objects related information such as the name of the detected 
objects, detection confidence, and mask. Mask was a binary 2D 
numpy-arrays, and the array size equals to the size of the original 
image in which only those pixel values were true that belongs to 
the objects, and for each detected object there was a separate 
mask array. 
Step 3: We separated only person objects, and proceeded 
those objects for further processing out of all detected objects. 
Background image pixel-values has been replaced by pixel-
values, which belongs to a person object in the original image 
that we have received in the form of mask array.  
Step 4: We iterate this process over all-detected person 
objects, so the last processed object is the most visible and first 
processed object is the least visible object if objects are one on 
the top of each other. 
Step 5: For keeping the position of the object as the original 
image,  the background image resized equally to the original 
image before placing the extracted objects into the new 
background image.  
For video processing, each frame extracted and processed 
each frame one by one. After processing the frames, saved them 
in the local system in audio-video interleave or avi format with 
the same frame rate as the original video. 
C. Discussion 
We believe that our application can significantly benefit for 
further purpose. We could extract only a human object or a 
human with another object such as animals. We have an idea of 
applying the Mask R-CNN algorithm with a warning system. 
For instance, we detect the human objects from the beach scene 
and analyzing the information in real-time for detecting the 
persons who might get drowned and calling for help. 
The accuracy of human detection is still an ongoing project. 
Even though Mask R-CNN has a great result on the accuracy 
and the adequate framework for instance-level tasks, we 
believed that artificial intelligence researcher and also Mask R-
CNN developer themselves would continue the effort for 
improving object detection and instance segmentation. 
Correspondingly, our future work shall have to consider those 
improvements conform to our application for more precise 
detection and contribute to the valuable idea of a new 
application. 
VII. CONCLUSION 
In this paper, we purposed human extraction and scene 
transition using Mask R-CNN. The main objective of this 
research is to build a new application of extracting person from 
an image or video and place them into a new background using 
artificial intelligent approach. Although It can process 5 frames 
per second but wound not be sufficient for real time application. 
Because our application is dependent on Mask R-CNN for 
object detection that is why we couldn’t improve the accuracy in 
human detection. To improve the accuracy we need to design a 
new network and train it on large dataset of human images then 
we would be able to make a system for real time application. 
Apart from that, one possible future work is to modify the 
application to support multiple input images or videos which 
user also could select the number of persons they would like to 
extract from each input image and merge those persons to the 
new background. 
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