In the trace reconstruction problem,
Introduction
In trace reconstruction, the goal is to reconstruct an unknown bit string x = (x 1 , . . . , x n ) ∈ S n := {0, 1} n from noisy observations of x. Here we study the case where the data is noisy due to a deletion channel in which each bit is deleted independently with a fixed probability q ∈ (0, 1). More precisely, instead of observing x, we observe many independent strings x obtained by the following procedure for k = 1, . . . , n, starting from an empty string.
• (retention) With probability p := 1 − q, copy x k to the end of x and increase k by one. • (deletion) With probability q, only increase k by one.
See Figure 1 for an illustration. We are not given the locations of the retained bits in the original string. 0 1 1 0 1 1 1 1 0 0 0 1 1 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 0 1 x x Figure 1 . We obtain the trace x by deleting (red) or copying (blue) each bit of x.
For T ∈ N, we consider a collection X = { x (1) , . . . , x (T ) } of T independent outputs (called "traces") from the deletion channel. Our main question is the following: How many traces are needed to reconstruct x with high probability? A closely related question is, given strings x and y, how many traces are needed to determine whether the input string was x or y. See Section 1.2 for a more precise problem statement.
now is: what T ensures that the probability is large of reconstructing x? We require that there exists a reconstruction algorithm such that if x ∼ µ n , then the algorithm identifies x with high probability when we average both over the randomness of x and the randomness of the traces. In effect, this allows us to consider only x ∈ A n , where A n ⊂ S n is a set of large µ n -measure and S n \ A c n is a set of strings that are particularly difficult to reconstruct. Using the lower bound of Ω(n) for worst-case strings, McGregor, Price, and Vorotnikova [MPV14] proved that Ω(log 2 n) traces are needed to reconstruct random strings. Following [MPV14] , we state and prove a general result for transferring lower bounds for worst-case strings to lower bounds for random strings. We use this and Theorem 1.1 to prove Proposition 1.4, which improves the earlier lower bound for random strings.
Proposition 1.4. For all q ∈ (0, 1), there is a constant c > 0 such that for all large n, the probability of reconstructing random n-bit strings from c log 9/4 n/ √ log log n traces is at most exp(−n 0.15 ).
Upper bounds for random strings are studied in [BKKM04, PZ17, HPP18] . In particular, it is proved in [HPP18] that e O(log 1/3 n) = n o(1) traces suffice for reconstruction of random strings with any deletion probability q ∈ (0, 1). We use the following notation throughout the paper.
Notation 1.5. For two functions f, g : N → [0, ∞), we write f (n) = O g(n) if there is a constant C > 0 such that for all sufficiently large n, f (n) ≤ C g(n); f (n) = Ω g(n) if there is a constant c > 0 such that for all sufficiently large n, f (n) ≥ c g(n); f (n) = Θ g(n) if both f (n) = O g(n) and f (n) = Ω g(n) ; and f (n) = o g(n) if lim n→∞ f (n)/g(n) = 0. Unless otherwise specified, all constants c, c 0 , c 1 , . . . , C, C 0 , C 1 , . . . and implicit constants in Ω(·), Θ(·), O(·) may depend on the deletion probability q ∈ (0, 1), but are independent of all other parameters. For x ∈ S n , let P x and E x denote probability and expectation, respectively, for the deletion channel with input string x. The deletion probability is fixed and always denoted by q.
In the remainder of the introduction, we give a precise description of the trace reconstruction problem. We prove Theorem 1.1 and the upper bound of Proposition 1.3 in Section 2, Proposition 1.2 and the lower bound of Proposition 1.3 in Section 3, and Proposition 1.4 in Section 4. The appendix contains some useful information about distances between probability measures and how they relate to the statistical problem of distinguishing two measures.
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1.2. The trace reconstruction problem. Let S := n≥0 S n denote the set of bit strings of finite length. Given n ≥ 0 and T ≥ 0, we say that (all) bit strings of length n can be reconstructed with probability at least 1 − ε from T traces if there is a function 1 G : S T → {0, 1} n such that for all x ∈ S n ,
(1.1)
If (1.1) does not hold for any choice of G, then we say that more than T traces are required to reconstruct length-n bit strings with probability 1 − ε.
Given n ≥ 0, T ≥ 0, and x, y ∈ S n , we say that we can distinguish between strings x and y with probability at least 1 − ε from T traces if there is a function G :
(1.2)
If (1.2) does not hold for any choice of G, then we say that more than T traces are required to distinguish between x and y with probability 1 − ε.
Recall that µ n denotes the uniform probability measure on S n , i.e., µ n (x) = 2 −n for all x ∈ S n . We say that random bit strings of length n can be reconstructed with probability at least 1 − ε from T traces if there is a function G :
(1.3)
If (1.3) does not hold for any choice of G, then we say that more than T traces are required to reconstruct random length n bit strings with probability 1 − ε.
Finally, we remark that one can also consider a variant of the problem where the function G may be random, as explained in Section 4, but this has no significant effect on our results.
Lower bound: Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. We begin with a rough (and not entirely accurate) sketch of the proof. We will construct a coupling of the traces from x n and y n in two steps. The first step of the coupling is similar to what one does for x n and y n , whose details can be found in [MPV14, Corollary 1]: Keep 01-blocks and 10-blocks intact, and for each 01-block decide only whether the block should be fully deleted (i.e., both bits are deleted) or not. Then the only thing we need to track is the numbers of blocks on either side of the defect that are not fully deleted. These are binomial random variables, and thus the total variation distance of the traces is at most that for binomial random variables, which is Θ(n −1/2 ). In fact, we will need to reserve some randomness, so in the first step, we delete each 01 independently with probability only q 2 /2 (instead of q 2 ), which does not change the order of magnitude of the total variation distance.
We call the result of the first step a 2-partial trace. This is a string consisting of a sequence of 01-blocks, followed by a 10-block (i.e., the defect), followed by a sequence of 01-blocks. In the second step of the coupling, we lower the bound on total variation by coupling still further on the event that the first coupling did not succeed in making the 2-partial traces the same for x n and y n . We do this by grouping the retained 01-blocks into 0101-blocks. Each 0101-block undergoes a deletion process that is modified because we are conditioning on the event that each of its constituent 01-blocks was not wholly deleted in the first step. By the triangle inequality, instead of coupling the 2-partial traces to each other, we may couple each to 2-partial traces with no defect. The idea is to find randomly a special 0101-block in the string without defect that becomes the same after deletion as the defect, and at the same time, has the remarkable property that what becomes of the other 0101-blocks is unaffected, so that we can couple the defect to that special 0101-block. If we can achieve that, then we use the remaining randomness to couple the numbers of 0101-blocks that are not wholly deleted in the end (these are again binomial random variables). Using a result of Liggett [Lig02] , we can find that special 0101-block with high probability. Furthermore, how far the special 0101-block is from the center is controlled, which controls how far apart the binomial distributions are and leads to another factor of O(n −1/4 ) in probability of failure to couple exactly. This is the most subtle part of our proof and requires careful attention to several dependencies.
Combining the two coupling stages gives that the total variation distance between the traces is O(n −3/4 ). Knowing the total variation distance is not sufficient to determine the number of traces required for reconstruction (it gives a lower bound of only Ω(n 3/4 ) traces; see Appendix A.2). However, by throwing away a very small set of 2-partial traces, applying Lemma A.1, and using properties of the 2-partial traces, we can upgrade our bound on the total variation distance to show that the squared Hellinger distance between the traces is O(n −5/4 √ log n ). This yields the desired lower bound of Ω(n 5/4 / √ log n ) on the number of required traces.
The following lemma encapsulates the overall structure in the proof of Theorem 1.1. The proof of the lemma contains almost all of our work.
Lemma 2.1. For all n ≥ 2, we have ∆ xn = µ 1 + µ 2 + µ 3 and ∆ yn = µ 1 + µ 2 + µ 3 , where for some constant C depending only on q,
Note that (2.4) and (2.1) imply the upper bound in Proposition 1.3. Before proving Lemma 2.1, we will deduce Theorem 1.1 from the lemma, and we will state and prove Lemmas 2.2 and 2.4, which we use in the proof of Lemma 2.1.
Proof of Theorem 1.1. By Lemma A.3, (A.6), and (2.1),
H (µ 1 + µ 2 , µ 1 + µ 2 ) + 2 n −10 . Let ν := µ 1 + µ 2 and µ := µ 1 + µ 2 . By Lemma A.1, (2.3), (2.2), and (2.4), we get
Applying Lemma A.5, we obtain the theorem.
Write Bin(n, s) for the binomial distribution corresponding to n trials with probability s of success. We record the following routine calculations for later use.
Lemma 2.2. For n ≥ 1 and s ∈ (0, 1), let X ∼ Bin(n, s) and Y ∼ Bin(n − 1, s). Then
|ns − k| n(1 − s) · P[X = k] for k = 0, . . . , n, (2.5) P |X − ns| > c n log n ≤ 2 n −2c 2 for c > 0, (2.6) and
.
(2.7)
Proof. The equation (2.5) follows by direct calculation:
The estimate (2.6) is immediate by the inequality of Hoeffding-Azuma. We obtain (2.7) from (2.5):
The upcoming Lemma 2.4 will allow us to estimate the total variation distance between traces produced from a pair of strings with and without, respectively, a defect. A key role in its proof is played by the following theorem of Liggett [Lig02] that concerns Bernoulli processes. Part (iii) of this theorem is not stated explicitly by Liggett, but follows from the proof of [Lig02, Proposition 2.2 and Theorem 4.25]. (iii) Conditional on X and the bits (a j ) j∈{−X,...,0} , all the bits a j for j ∈ {−X, . . . , 0} are i.i.d. Bernoulli(s) random variables.
Note that one cannot choose X so that (a j ) j =−X is a Bernoulli(s) process conditioned on X, because that would lead to the contradiction
We will consider strings on the alphabet {α, β, γ}. The βs will represent 0101-blocks that become the same as the defect becomes; the αs will represent 0101-blocks that are wholly deleted, and the γs will represent the rest. For a string w = (w 1 , . . . , w n ) ∈ {α, β, γ} n , let R(w) denote the string obtained by deleting the αs and then contracting the string. In other words, R(w) is obtained by repeating the following procedure for k = 1, . . . , n, starting with an empty string:
• If w k ∈ {β, γ}, copy w k to the end of R(w) and increase k by one.
• If w k = α, only increase k by one.
Lemma 2.4. Let C 0 > 1 and n ∈ N, and let j , j r ∈ N satisfy C −1 0 n < j , j r < C 0 n. Let p := (p α , p β , p γ ) ∈ (0, 1) 3 be a probability vector on the set {α, β, γ}. Let w = (w −j , . . . , w jr ) ∈ {α, β, γ} j +1+jr and w = (w −j , . . . , w jr ) ∈ {α, β, γ} j +1+jr be strings of length j + 1 + j r on the alphabet {α, β, γ} such that the letters w i and w i are i.i.d. with law p: w ∼ p j +1+jr and w ∼ p j +1+jr .
(2.9)
Condition on the event that w 0 = β. Then there is a constant C 1 depending only on C 0 and p such that the total variation distance between R(w) and R(w ) is bounded above by C 1 n −1/4 . Proof. Throughout the proof all constants may depend on (C 0 , p α , p β , p γ ).
It will be more convenient in the proof to work with bi-infinite strings. Therefore we assume throughout the proof that w and w are bi-infinite strings w = (. . . , w −1 , w 0 , w 1 , . . . ) and w = (. . . , w −1 , w 0 , w 1 , . . . ) with law p Z conditioned on the event that w 0 = β. We will show that the total variation distance between R (w −j , . . . , w jr ) and R (w −j , . . . , w jr ) is bounded above by C 1 n −1/4 . By the result of Liggett stated in Theorem 2.3 above, we can find a random variable X supported on N 0 and independent of w and a constant C 2 > 0 (depending on p β ) such that
(2.10) Furthermore, by Theorem 2.3(iii) we may define X so that conditioned on X and the string (w −X , . . . , w 0 ), all letters except w −X , . . . , w 0 are independent with law p.
The figure illustrates X, w = w 0 w 1 w 2 w 3 w 4 , and w = w 0 w 1 w 2 w 3 w 4 on the event E. The string w 0 (resp., w 1 , w 2 , w 3 , w 4 ) is shown in blue (resp., gray, green & red, cyan, and pink), and the color code for w 0 , w 1 , w 2 , w 3 , w 4 is similar. The locations of letters known equal to β are shown in red.
Let E := X < √ n , so that P[E c ] ≤ C 2 n −1/4 . On the event E, write the strings w and w as concatenations of five strings each:
See Figure 2 for an illustration. On the event E c , split the strings w and w in the exact same way, except that w 0 = (. . . , w −X−1 ) and that w 1 is the empty string. By Theorem 2.3(iii), conditional on X and w 2 and on the event E, the letters of the strings
(2.11)
Let Y and Y denote the number of letters of w 1 and w 1 , respectively, that are not deleted, i.e.,
Define Y r and Y r similarly for w 3 and w 3 , i.e.,
For any given coupling of the strings w and w , define the event E by E :
We now define a coupling of the two strings w and w by sampling w and w stepwise on the same probability space as follows. Roughly, we first sample the "central" strings w 2 and w 2 so that they match, without specifying X. Then we sample X. In case E occurs, then we sample the binomial random variables Y , Y , Y r , and Y r so that E has as high probability as possible. Finally, we sample the rest of the information in the strings w and w . To be precise:
(i) Sample w 2 and w 2 such that w 2 = w 2 and the marginal law of each string is p √ n . This is possible by (2.10).
(ii) Sample X conditioned on w 2 and w 2 . (We have not described explicitly this conditional distribution; also, note that X is not bounded.) (iii) Sample Y , Y , Y r , and Y r conditioned on w 2 , w 2 , and X with a special joint distribution:
First, Y and Y r and independent, as are Y and Y r . Second, by (2.11), conditioned on w 2 , w 2 , and X, and on the event E, the random variables Y and Y r are binomial random variables Y ∼ Bin(j − X, 1 − p α ) and Y r ∼ Bin(j r + X − √ n + 1, 1 − p α ). We couple Y , Y , Y r , and Y r such that except on an event of conditional probability d TV (Y , Y r ), (Y , Y r ) (where we consider the total variation distance conditional on w 2 , w 2 , X, and E), the event E occurs. Third, on the event E c , we take the independent coupling of Y , Y , Y r , and Y r conditioned on w 2 , w 2 , and X. (iv) Sample the remaining randomness conditioned on w 2 , w 2 , X, Y , Y , Y r , and Y r : On the event E ∩ E, by (2.11) we may couple w and w so that R(w 1 ) = R(w 1 ) and
By (i) and (iv) of this coupling, we see that on the event E ∩ E ,
To conclude the proof, it is therefore sufficient to show that P[E ∩ E ] ≥ 1 − C 1 n −1/4 for some constant C 1 . By (2.7), (A.7) (with n = 2 there), (iii) of the coupling, and the fact that Y ∼ Bin(j , 1−p α ) and Y r ∼ Bin(j r − √ n + 1, 1 − p α ), the total variation distance between (Y , Y r ) and (Y , Y r ) conditional on X and on the event E is at most C 3 X/ √ n for some constant C 3 that depends on C 0 and p α . Summing over the possible values of X, we get the following for some constant C 4 > 0:
Proof of Lemma 2.1. We will always couple the deletions made to the defects so that they are the same. If both defects are wholly deleted, then the remaining strings obviously can be coupled to have the exact same traces; this occurs with probability q 4 and forms part of the measure µ 1 that we need to define. It will be most convenient from now on to condition on the event that neither defect is wholly deleted.
x 6 = (0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1) ∈ S 24 (01, 01, 01, 01, 01, 10, 01, 01, 01, 01, 01, 01) ∈ S p (01, 01, 01, 01, 10, 01, 01, 01) ∈ S p (0101, 0101, 10, 0101, 01) ∈ S p (001, 01, 0, 00, 1) ∈ S p x 6 = (0, 0, 1, 0, 1, 0, 0, 0, 1) ∈ S
(2-partial trace)
(4-partial trace) A trace may be constructed in three steps (see Figure 3 for an illustration):
(I) First we construct the 2-partial trace. A 01-block (resp., 10-block ) is the string of length two given by (0, 1) (resp., (1, 0)). The input string x n may be viewed as the concatenation of n − 1 01-blocks, followed by a single 10-block and then n 01-blocks. We sample the 2-partial trace of x n by setting s := 1 − q 2 /2, letting Y ∼ Bin(n − 1, s) and Y r ∼ Bin(n, s) be independent binomial random variables, and defining the partial trace to be the concatenation of Y 01-blocks, followed by a single 10-block, and then Y r 01-blocks. The partial trace of y n is defined in the exact same way, except that Y ∼ Bin(n, s) and Y r ∼ Bin(n − 1, s). (II) Given a 2-partial trace, we define the 4-partial trace by the following deterministic procedure. Defining a 0101-block to be the length-4 string (0, 1, 0, 1), the 4-partial trace associated with the 2-partial trace in (I) is the concatenation of the following blocks in the listed order:
• if Y is odd, a 01-block, • Y /2 0101-blocks,
• one 10-block (the defect),
• if Y r is odd, a 01-block.
(III) From the 4-partial trace, we construct the final traces x n and y n as follows, where we treat each block independently and obtain a string in S by concatenating the bits of the various blocks in the same order as they appear in the 4-partial trace.
• A 01-block is replaced by 01,1,0,∅ with probability p 2 /s, pq/s, pq/s, q 2 /(2s), respectively, where ∅ denotes the trivial (length zero) string. • A 0101-block is first replaced by two 01-blocks, and then each 01-block is treated independently as in the preceding bullet point. The result is a block in the set B 0101 := {0101, 101, 011, 001, 010, 01, 10, 11, 00, 0, 1, ∅}.
• The 10-block representing the defect is replaced by 10,1,0 with probability p 2 /(1 − q 2 ), pq/(1 − q 2 ), pq/(1 − q 2 ), respectively.
Let S p denote the set of strings w = (u 1 , . . . , u ) for ∈ N 0 , where each u j is a 01-block, a 0101-block, or a 10-block; the case = 0 corresponds to the empty string, ∅. In particular, both the 2-partial trace and the 4-partial trace considered above are contained in S p . Notice that (III) provides a general procedure for obtaining a random string in S from a string w ∈ S p ; let ∆ p (w) denote the resulting law on strings in S. Let ν and ν denote the laws of the 4-partial traces associated with x n and y n , respectively. Then ν and ν are probability measures on S p . Notice that sampling the 4-partial traces above is equivalent to sampling the random variables Y and Y r describing the numbers of 01-blocks on either side of the defect in the associated 2-partial trace. We decompose
where the measures ν 1 , ν 2 , ν 2 , ν 3 , ν 3 are defined as follows. The measures ν 3 and ν 3 correspond to the events that unusually many or few 01-blocks were deleted on at least one side of the defect. More precisely, for an appropriate constant C 0 to be defined later, let the event A be given by A := |Y − a n | ≤ C 0 n log n, |Y r − a n | ≤ C 0 n log n , where a n := n(1 − q 2 /2).
(2.13)
For an arbitrary measure ν on a measurable space S and with A ⊂ S, let 1 A ν denote the measure that assigns mass ν(U ∩ A) to any measurable set U ⊂ S. Define ν 3 := 1 A c ν and ν 3 := 1 A c ν .
Now choose the measures ν 1 , ν 2 , and ν 2 so that (2.12) is satisfied and ν 1 (S p ) is maximized. In particular, the measures ν 2 and ν 2 have disjoint support and ν 2 (S p ) = ν 2 (S p ) = d TV (ν − ν 3 , ν − ν 3 ). Note that the distribution of the total number of 01-blocks is the same under ν 2 as it is under ν 2 . By choosing C 0 sufficiently large and applying (2.6), we obtain ν 3 (S) = ν 3 (S) ≤ n −10 .
(2.14)
By (2.5), for an appropriate constant C 1 , for all n ≥ 2, and for all x ∈ S p such that (ν 1 + ν 2 )(x) = 0,
.., C 0 √ n log n } 1 − P yn |Y − a n | = k 1 , |Y r − a n | = k 2 P xn |Y − a n | = k 1 , |Y r − a n | = k 2 ≤ C 1 n −1/2 log n.
(2.15) Furthermore,
since each of these conditions holds if and only if the binomial random variables Y and Y r associated with x satisfy the condition of (2.13). Finally, (2.7) and (2.14) give that upon increasing C 1 if necessary,
The bounds in the preceding paragraph are expressed in term of measures on 4-partial traces. We now transfer these bounds to the final traces. Let µ 1 := ν 1 (S p ) · ∆ p (w) for w ∼ ν 1 (S p ) −1 ν 1 . Define µ 2 , µ 3 , µ 2 , and µ 3 similarly from the measures ν 2 , ν 3 , ν 2 , and ν 3 . Then ∆ xn = µ 1 + µ 2 + µ 3 and ∆ yn = µ 1 + µ 2 + µ 3 .
(2.18) By (2.14) and (2.17), we have µ 3 (S) = µ 3 (S) ≤ n −10 and µ 2 (S) = µ 2 (S) ≤ C 1 n −1/2 .
(2.19) Furthermore, by (2.16),
(2.20)
Finally, by Lemma A.2 and (2.15), with ν A := 1 A ν = ν 1 + ν 2 and ν A := 1 A ν = ν 1 + ν 2 , and for all x such that ( µ 1 + µ 2 )(x) = 0, we have
The preceding paragraph provides a coupling of ∆ xn and ∆ yn such that the traces are identical with probability µ 1 (S) > 1 − C 1 n −1/2 √ log n − n −10 . To obtain (2.4), we construct a better coupling by making a second attempt to couple the traces on the event that the first coupling fails.
Let σ := µ 2 (S) −1 µ 2 and σ := µ 2 (S) −1 µ 2 denote the laws of the traces on the event that the first coupling attempt failed and that the event A occurs. We will argue that for an appropriate constant C 2 , 
Defining µ 1 := µ 1 + µ 2 , µ 3 := µ 3 , and µ 3 := µ 3 , all the requirements of Lemma 2.1 are satisfied because of (2.18), (2.19), (2.20), (2.21), and (2.23). Note in particular that (2.2) is satisfied because for any x ∈ S for which µ 1 (x) + µ 2 (x) = 0,
We will now prove (2.22). Let w denote the 4-partial trace associated with x n . Let w ∈ S p be identical in law to w except that the 10-block (i.e., the defect) is replaced by a 0101-block, and denote by σ the law of ∆ p (w ). Because the distributions of the lengths of w are the same whether associated to x n or to y n , we have symmetry in x n and y n and may apply the triangle inequality for d TV . Because the lengths of the 4-partial traces associated to x n or to y n have the same law, we have symmetry in x n and y n and may apply the triangle inequality for d TV . That is, it suffices to show the following in order to prove (2.22):
(2.24)
When proving (2.24), we condition on Y and Y r , so these random variables are viewed as constants. In particular, we will take the lengths of w and w to be the same, i.e., the number of blocks in the two 4-partial traces is the same. We will construct a coupling of ∆ p (w) and ∆ p (w ) by sampling these random variables stepwise.
Assume first that Y and Y r are both even, namely, 2j and 2j r , respectively, for j , j r ∈ N 0 .
For each block u ∈ B 0101 , let p u denote the probability that a 0101-block reduces to u in the definition of ∆ p . The trace ∆ p (w ) may be sampled in the following four steps:
• Sample the block u d ∈ {10, 1, 0} that replaces the defect in w, using probabilities as in the third bullet point of (III) above. • Let (a j ) j∈{−j ,...,jr} be an i.i.d. sequence such that a j ∈ {α, β, γ} for each j, and such that
(2.25)
• Let the jth block in w reduce to ∅ (resp., u d ) if a j = α (resp., a j = β).
• If a j = γ, then the jth block in w reduces to any given block u ∈ B 0101 \ {∅, u d } with probability p u / P[a j = γ], independently of what the other blocks reduce to. The trace ∆ p (w) may be sampled in the exact same way, except that we condition on the event that a 0 = β. Recall the function R defined preceding the statement of Lemma 2.4. Let ρ denote the law of R (a j ) j∈{−j ,...,jr} , where the a j s are i.i.d. given by (2.25), and let ρ denote ρ conditioned on a 0 = β. By (A.5),
By Lemma 2.4, we have d TV (ρ, ρ ) ≤ C 2 n −1/4 for some constant C 2 , which gives (2.22).
To conclude the proof, we briefly explain which modifications are needed to the above proof in the case where Y or Y r is odd. In this case, the 4-partial traces w and w will contain one or two 01-blocks. The total variation distance between ∆ p (w) and ∆ p (w ) will be the same in this case as before since we simply couple the 01-blocks of w and w together so that they always reduce to the same block in {01, 0, 1, ∅}.
Upper bound: Proof of Proposition 1.2
In this section we prove the lower bound of Proposition 1.3, which implies immediately Proposition 1.2.
The idea in the proof of Proposition 1.3 is to define an integer-valued random variable Z( x) that is a function of the trace x, and such that d TV Z( x), Z( y) can be bounded from below.
For n ∈ N, x ∈ S 4n , and x = ( x 1 , . . . , x ) the trace of x, define Z( x) as
We will use several lemmas in the proof of Proposition 1.3.
Lemma 3.1. We have E yn Z( y n ) −E xn Z( x n ) = Θ(n −1/2 ) and E yn Z( y n ) > E xn Z( x n ) for all sufficiently large n.
Proof. Let E(j, k) be the event that bit j in the input string is copied to position k in the trace. If one or both of the positions are not well defined (i.e., if j ∈ {1, . . . , 4n} or if k is smaller than 1 or larger than the length of the trace), then let E(j, k) be the empty event. If j, k ∈ {1, . . . , 4n}, then
Let x k (resp., y k ) denote bit number k of x n (resp., y n ). Assume we send the strings x n and y n through the deletion channel, and that the indices of the deleted bits are exactly the same for the two strings. Then the events [ x k = x k+1 = 1] and [ y k = y k+1 = 1] may differ only due to occurrence of the events E(2n + 1, k) or E(2n − 1, k) (which give y k = 1 and x k = 1, respectively), or due to occurrence of the events E(2n + 1, k + 1) or E(2n − 1, k + 1) (which give y k+1 = 1 and x k+1 = 1, respectively). Therefore,
First we estimate the sum in (3.3) restricted to only the first two terms in each summand. Notice that since x n restricted to bits {2n − 1, 2n, . . . , 4n − 2} is identical to y n restricted to bits {2n + 1, 2n + 2, . . . , 4n},
This and (3.2) give, with ξ := k − 2np ∈ [1, √ npq],
and that the ratio on the left side is greater than 1 for sufficiently large n. This implies
4)
and that the left side is positive for all large n.
Now we bound the sum in (3.3) restricted to only the third and the fourth term in each summand, i.e., we bound the sum
First we notice that the contribution in (3.5) from the terms for which |j − 2n| > √ npq is
, since all the bits whose position is in {j + 2, . . . , 2n − 2} are deleted on this event, whence
and a similar bound holds for y n . Therefore, in the remainder of the proof, we will consider only the terms of (3.5) for which |j − 2n| ≤ √ npq. Notice that this condition implies
By the definition of the events E(·, ·), we have for j < 2n,
Using this and that |jp − k| ≤ 2 √ npq, writing X ∼ Bin(j − 2, p) and Y ∼ Bin(j, p), we have
where we apply (2.5) in the second-to-last step. Furthermore, by (2.8) and the fact that
, so the left side of (3.6) is greater than 1. Now we get that the right side of (3.5) is positive for large n and bounded above by
Combining this with (3.4) gives the lemma.
Lemma 3.2. There is a constant c > 0 depending only on q such that for all r > 0 and n ∈ N,
Proof. We will only prove the result for x n since the proof for y n is identical, and we write Z instead of Z(x n ) to simplify notation. Recall from Notation 1.5 that all constants c 1 , c 2 , . . . may depend on q but on no other parameters. First we prove a concentration result for a random variable V that is closely related to Z. Let w := (w 1 , w 2 , . . . ) = (01) N be a half-infinite bit string with period 01, and let w := ( w 1 , w 2 , . . . ) denote the trace obtained by sending w through the deletion channel with deletion probability q. Then set
For j ∈ N, let u j ∼ Bernoulli(p) be the indicator that bit j of w is not deleted. Let E be the event that at least √ npq bits are not deleted among the first m := 2 √ npq/p bits of the trace, i.e.,
Then P[E c ] ≤ exp(−c 1 √ n) for some constant c 1 > 0 by a large-deviations bound. Notice that V 1 E can be written as a function of u 1 , . . . , u m . Furthermore, changing one u j changes V 1 E by at most 2. By McDiarmid's inequality, for some constant c 2 > 0,
Now we return to the string x n . Let u j be the indicator that the bit in position j of x n is not deleted. Let J be the random variable describing the position of the bit copied to position 2np of x n , i.e.,
Let E be the event that at least √ npq bits are not deleted among the bits in position {J + 1, J + 2, . . . , J + m}, i.e.,
Then P[E ] = P[E]. If the event E := [J + m < 4n] occurs, then V 1 E and Z1 E can be coupled so they differ by at most 2, e.g., by taking u j = u J+j for all j. For some constant c 3 , P (E ) c ≤ exp(−c 3 n). Combining these observations with the fact that V and Z are bounded by √ npq, we obtain that for all sufficiently large n,
Combining the above, we obtain that for all sufficiently large n,
≤ 2 exp(−c 2 r) + exp(−c 1 n 1/2 ) + exp(−c 3 n).
(3.8)
The first term on the right side dominates for r = o(n 1/2 ). Since Z is bounded by √ npq, the left side of (3.8) is zero for r > √ pqn 1/4 . Combining these two observations yields the lemma.
Lemma 3.3. Let X and Y be discrete, real-valued random variables such that ∀r > 0 P |X| > r ∨ P |Y | > r ≤ 2 exp(−r).
Then
Proof. We let δ := d TV (X, Y ) to simplify notation. Letting µ X and µ Y denote the law of X and Y , respectively, write
We have
Inserting this estimate and similar estimates for µ − Y and µ + Y into (3.9), we obtain the lemma, Recall the reconstruction problem for random strings described in Section 1.2. Proposition 4.1 below transfers lower bounds for deterministic strings to lower bounds for random strings, yielding almost exponentially small success probability. Proposition 4.1 is proved by adapting the method of [MPV14, Theorem 1]. Proposition 1.4 follows from Theorem 1.1 and Proposition 4.1 applied with the function f (n) = cn 5/4 / √ log n . The lower bound of Ω(log 2 n) from [MPV14, Theorem 1] may be obtained from the proposition with f (n) = cn .
In order to state the proposition, we need to describe the trace reconstruction problem with random G. We say that all n-bit strings can be reconstructed with probability at least 1 − ε from T traces with additional randomness if there is a Borel function G : S T × [0, 1] → {0, 1} n such that for all x ∈ S n ,
(4.1)
For the purpose of distinguishing between two input strings, reconstruction with extra randomness is equivalent to reconstruction without extra randomness, at least if we are willing to change ε by a factor of 2: As noted in Appendix A.2,
Therefore, for any G :
Since the maximum error probability is at most this sum of error probabilities and also is at least half the same sum, our claim follows. In particular, the lower bound Ω log(1/ε)n 5/4 / √ log n in Theorem 1.1 also holds if we consider reconstruction with extra randomness. A similar definition holds for reconstructing random strings with extra randomness when the random string is chosen according to a probability measure, ρ: one simply takes the expectation of the left side of (4.1) with x ∼ ρ.
Proposition 4.1. Suppose that for all n ∈ N, the probability that all n-bit strings can be reconstructed with f (n) · n traces is at most 1 − e −n , even with extra randomness. Then for all large n ∈ N, the probability of reconstructing random n-bit strings with 1 2 f ( 1 2 log n) · log n traces is at most exp(−n 0.15 ), even with extra randomness.
Proof. Let r := 1 2 log n and T := f (r)r. It was observed by Yao [Yao77] that by von Neumann's minimax theorem,
where we take the minima over functions G : S T × [0, 1] → {0, 1} r and G : S T → {0, 1} r , and the second maximum is over probability measures ρ on S r . By assumption, the left side is at least equal to e −r . Therefore, there is some probability measure ρ on r-bit strings such that x∈Sr P x G(X) = x · ρ(x) ≥ e −r for all G, i.e., the probability of reconstructing an r-bit string chosen according to ρ with T traces is at most 1 − e −r . Furthermore, this result for r-bit strings sampled from ρ holds also for reconstruction with additional randomness, since for any G :
Sample the random uniform string x ∈ S n in the following manner. Denote z j := (x (j−1)r+1 , x (j−1)r+2 , . . . , x jr ) for 1 ≤ j ≤ n/r and w := (x n/r r+1 , x n/r r+2 , . . . , x n ). Write λ for the uniform distribution on strings of length r and define σ := (λ − 2 −r ρ)/(1 − 2 −r ), which is a probability measure. Let (Q j ) j≥1 be a Bernoulli(2 −r ) process. For each j, choose z j from σ if Q j = 0 and from ρ if Q j = 1, independently for different j. Let w be uniform (independent of the preceding). Let X be the T traces obtained from x; it is the trace-wise concatenation of the traces Z j ∈ S T obtained from z j and W ∈ S T obtained from w. The probability of reconstructing x from X is at most the probability of reconstructing x from 2 Z 1 , . . . , Z n/r r , W (because we could simply ignore the additional information in the separate traces Z i and W that is not inherent in X). Conditional on Q j = 1, the probability of reconstructing z j with T traces is at most 1 − e −r by assumption. Therefore, the unconditional probability of reconstructing z j from Z j is at most 1 − 2 −r e −r . Since these events are independent in j, we obtain that the probability of reconstructing x from X is at most 1 − 2 −r e −r n/r ≤ exp(−0.9 · 2 −r e −r n/r) for n/r ≥ 10. Inserting the definition of r gives the result.
Proof. Since |a − 1| ≤ |a 2 − 1| for all a ≥ 0, we have
, which is (A.3).
One way to bound this ∞ -norm is to use the following observation. .
(A.4)
A.2. Distinguishing between measures by independent sampling. In this section, we consider two probability measures µ and ν, and for m ∈ N, we consider m independent samples from one of the measures. We are interested in how large we need to choose m in order to determine whether our samples are from µ or ν. Our bounds are expressed in terms of the Hellinger distance and the total variation distance between the measures. Consider first the case where m = 1. Let G : X → {µ, ν} be a function that (roughly speaking) says whether some element x ∈ X is more likely to be sampled from µ or ν. We are interested in the sum of the error probabilities µ G(x) = ν + ν G(x) = µ for x ∈ X. By (A.1), the error probability sum is minimized by taking
in which case we get that the error probability sum equals 1 − d TV (µ, ν). Replacing µ, ν by µ m , ν m in this discussion, we get that for general m, the number of samples required to distinguish between samples from µ and ν is determined precisely by d TV (µ m , ν m ). Now we derive a lower bound for the number of required samples, expressed in terms of d TV (µ, ν). It is well known that total variation distance can be expressed via coupling:
where the minimum is taken over all couplings of X and Y . By using couplings of the pairs (µ i , ν i ) that are independent in i, it follows that for probability measures µ 1 , . . . , µ n , ν 1 , . . . , ν n , 1 − d TV (µ 1 × · · · × µ n , ν 1 × · · · × ν n ) ≥ Note that α(µ, ν) approaches 1 as d TV (µ, ν) → 0, and that, e.g., α(µ, ν) is at most 3/2 when d TV (µ, ν) ≤ 1/2. We can interpret (A.8) as saying that in order to distinguish µ from ν when given m i.i.d. samples from an unknown choice from {µ, ν}, we need at least m = Ω 1/d TV (µ, ν) (A.9) samples. Alternatively, we can say that if r samples yield an error probability at least 1/e, then r log(1/ε) samples yield an error probability at least ε. Next we derive an upper bound for the number of required samples, also expressed in terms of d TV (µ, ν). Namely, we will prove the well-known result that we need at most 
