Abstract. We give a new formulation and proof of a theorem of Halmos and Wallen on the structure of power partial isometries on Hilbert space. We then use this theorem to give a structure theorem for a finite set of partial isometries which star-commute: each operator commutes with the others and with their adjoints.
Introduction
The Wold-von Neumann theorem says that every isometry on a Hilbert space is a direct sum of a unitary operator and unilateral shifts. Halmos and Wallen [6] proved a similar result for power partial isometries: operators such that all positive powers are partial isometries. Their theorem says that every power partial isometry is a direct sum of a unitary operator, some unilateral (forward) shifts, some backward shifts and some truncated shifts on finite-dimensional spaces.
There has been recurring interest in analogues of the Wold-von Neumann theorem for families of commuting isometries [14, 13, 1, 9] . It has been known for many years that the most satisfactory results are those for families which star-commute, in the sense that each isometry commutes with the other isometries and with their adjoints (see [13, 3, 12] , and the extensive references in [12] ). There have been similar results for pairs of starcommuting power partial isometries based on the Halmos-Wallen theorem [4, 2] .
Here we give a modern formulation of the Halmos-Wallen theorem in terms of tensor products, and use it to prove a structure theorem for finite families of star-commuting power partial isometries. This last result seems to be new, perhaps even for operators on a finite-dimensional space, and for isometries it looks quite different from the existing versions. For pairs of power partial isometries, it also looks quite different from the decomposition in [2] , and the tensor-product decompositions obtained in [4, §3] , which are for special cases where the individual Halmos-Wallen decompositions have a single summand, follow from our result.
The Halmos-Wallen theorem
We use the basic properties of partial isometries, as discussed in [10, §A.1], for example. We also need to know that if V and W are partial isometries, then V W is a partial isometry if and only the initial projection V * V commutes with the range projection W W * [6, Lemma 2] . An operator T is a power partial isometry if T n is a partial isometry for all n ≥ 0, and then {T n T * n } ∪ {T * n T n } is a commuting family of projections. (We have just established a notational convention: T * n means (T * ) n , and we allow also T * n−m for (T * ) n−m for n ≥ m.)
Examples of power partial isometries include unitary operators, the unilateral shift S on ℓ 2 , the backward shift S * , and the truncated shifts J p defined in terms of the usual basis for C p by J p e n = e n+1 for n < p and J p e p = 0. (Notice that p ≥ 1, and we include J 1 = 0.) The Halmos-Wallen theorem says that every power partial isometry can be constructed from these examples.
Our models involve tensor products of Hilbert spaces and bounded operators on them. All we need for the present theorem are the relatively elementary properties covered in [8, §2.6 T n H and ∞ n=1 T * n H respectively. Then P Q = QP and the subspaces H u := P QH, H s := (1 − P )QH, H b := (1 − Q)P H and
are all reducing for T , and satisfy
This formulation of the Halmos-Wallen result was previously made informally in the proof of [7, Theorem 1.3] . At the time, it apparently did not merit proof, though the intention in [7] was to deduce it from the original version of [6] . Here we give a direct proof, which will occupy the rest of the section. So throughout the section, T is a power partial isometry.
The multiplicity spaces M * are only unique up to isomorphism, and hence are determined by their dimension. But in our proof it is convenient to take them to be the subspaces
and
We begin by looking at some properties of the projections P and Q. The projections T n T * n onto the subspaces T n H form a decreasing sequence, and hence converge in the strong-operator topology to the projection P onto
, for example). For similar reasons we also have T * n T n → Q in the strong-operator topology. Since composition is jointly strong-operator continuous on norm-bounded sets [8, Remark 2.5.10], we have (T n T * n )(T * n T n ) → P Q in the strong-operator topology. Since the range and source projections all commute with each other, this implies in particular that P Q = QP . Thus all the products P Q, (1 − P )Q etc. are projections, and all the subspaces H * are closed.
Next we tackle the assertion that the subspaces are reducing for T .
n H is reducing for T and T | P H is a co-isometry.
Proof. Since T : T n H → T n+1 H, P H is invariant for T . To see it is invariant for T * , take h ∈ P H, and n ≥ 1. Since h ∈ T n+1 H, we can write h = T n+1 k. Then
Applying this lemma to the power partial isometry T * shows that QH is reducing for T and that T | QH is an isometry. Thus the complements (1 − P )H = (P H) ⊥ and (1 − Q)H are reducing, and so are the intersections P QH = P H ∩ QH, (1 − P )QH, (1 − Q)P H and (1 − P )(1 − Q)H. Now we see that both T and T * are isometric on H u = P QH, and hence T | Hu is unitary, as claimed in part (a).
For the other three parts, we recall some useful identities. First, we compute
and similarly
Proof of Theorem 2.1(b). From (2.1) and its adjoint we get
Thus with P n := T n T * n − T n+1 T * n+1 , we have P m P n = δ m,n P m . For h ∈ H, the series ∞ n=0 P n h telescopes and converges in norm with sum (1−P )h, and hence H s = (1−P )QH has a direct sum decomposition H s = ∞ n=0 P n QH. Since T | QH is an isometry, we have
Since T n T * n P n Q = P n Q, we deduce that T n is an isomorphism of M s = P 0 QH onto P n QH for all n ≥ 1. Thus there is a unitary isomorphism U of ℓ 2 ⊗ M s onto ∞ n=0 P n QH = H s such that U(e n ⊗ h) = T n h for n ≥ 0 and h ∈ M s . This isomorphism satisfies
and hence U(S ⊗ 1)U * = T | Hs .
For part (c) we apply part (b) to the power partial isometry T * , and then take adjoints. It remains to prove part (d). For later use, we prove a little more than we need: Lemma 2.3. For p ≥ 2, we have
viewed as an internal direct sum inside H. Each H p is reducing for T , and there is a unitary isomorphism
Proof. We set
Several applications of (2.1) and (2.2) show that for n < p, we have
We set
and then we have P m P n = δ m,n P m and T n−1 P 1 = P n T n−1 for 1 ≤ n < p. Taking adjoints gives T * n−1 P n = P 1 T * n−1 . Since
P n H is a reducing subspace for T . Since
we have T * n−1 T n−1 P 1 = P 1 . A similar calculation shows that T n−1 T * n−1 P n = P n , and hence T n−1 is an isomorphism of M p = P 1 H onto P n H. Since the P n are mutually orthogonal projections there is a unitary isomorphism U p of
and for n = p we have U(J p ⊗ 1)(e n ⊗ h) = 0 and
End of the proof of Theorem 2.1. We consider the projections
These projections are mutually orthogonal. The partial sums M m=0 N n=0 Q m,n telescope, and hence
converges in the strong-operator topology to (1−P )(1−Q) as M → ∞ and N → ∞. Thus we have a direct-sum decomposition (1 − P )(1 − Q)H = ∞ m,n=0 Q m,n H. The subspaces H p of Lemma 2.3 are finite direct sums of the Q m,n H, and every Q m,n H is a summand of some
This completes the proof of Theorem 2.1.
Star-commuting power partial isometries
We now consider a finite family {T m : 1 ≤ m ≤ M} of power partial isometries, and we assume that they star-commute: we have T m T n = T n T m for all m, n and T * m T n = T n T * m for m = n. Such families have also been described as doubly commuting. We say that two such families {T m } ⊂ B(H) and {S m } ⊂ B(K) are simultaneously unitarily equivalent if there is a unitary isomorphism U of H onto K such that UT m U * = S m for all m. 
We prove by induction on M that the theorem holds for M-tuples of power partial isometries, augmented to say that all the subspaces H i are reducing for every operator R that star-commutes with all the T m . For M = 1, the sets i are singletons, and the subspaces H i are the subspaces H u , H s , H b and H p in Theorem 2.1. Now suppose that R star-commutes with T . Since the projections P and Q in Theorem 2.1 are strong-operator limits of the sequences {T n T * n } and {T * n T n }, respectively, we deduce that P and Q starcommute with R. The formula (2.3) shows that the projection onto H p is also built from range and source projections of the T n , so it star-commutes with R too. Thus the ranges of these projections are reducing for R.
So we suppose the augmented theorem is true for M, and that we have star-commuting partial isometries {T m : 1 ≤ m ≤ M + 1}. To simplify the formulas and reduce the number of cases, we write S s := S, S b := S * and S p := J p for p ≥ 1. We apply the inductive hypothesis to {T m : 1 ≤ m ≤ M}. Since we are working up to simultaneous unitary equivalence, we can conjugate by a unitary and suppose that there exist spaces N i with
and that for every 1
The partial isometry T M +1 star-commutes with all the other T m , and hence by the augmentation in the induction hypothesis leaves all the summands H i invariant. Thus T M +1 | H i star-commutes with all the operators n∈Σ i ,n =m 1 K i,n ⊗S im ⊗1 N i arising as summands of the T m | H i . Hence it star-commutes with all the operators of the form T ⊗ 1 for which T is in the C * -subalgebra of B j∈Σ i K i,j generated by the operators
, and for i m = s or i m = b, C * (S im ) = C * (S) contains the algebra of compact operators on ℓ 2 . Hence for all m ∈ Σ i , the algebra C * (S im ) acts irreducibly on K i,m . Thus the spatial tensor product m∈Σ i C * (S im ) acts irreducibly on m∈Σ i K i,m , and the operator T M +1 | H i has the form 1 ⊗ R i for some R i ∈ B(N i ) (see [11, Lemma B.36 ], for example). Since T M +1 | H i is a power partial isometry, so is R i , and since the T m star-commute with T M +1 , the unitaries V i,m star-commute with R i .
We now apply Theorem 2.1 to the power partial isometry R i on N i , yielding a direct sum decomposition of N i . Again we can conjugate by a unitary isomorphism, and assume that p) ) , and (3.1) p) ) with U i,u = R i | M (i,u) unitary. Now for i ′ = (i, i M +1 ) ∈ I M × I = I M +1 , we take
It follows from (3.1) and (3.2) that H i = j∈I H (i,j) for each i ∈ I M , so the H i ′ give a direct-sum decomposition of H. Since all the V i,m star-commute with R i , the augmentation in the case M = 1 implies that they star-commute with U i,u and that all the direct summands in (3.1) are reducing for them; we take V i ′ ,m to be V i,m if i M +1 = u, and if i M +1 = u, we take V i ′ ,m to be the operator on
