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Abstract
This paper investigates the asymptotic properties of the likelihood ratio statistic for testing homo-
geneity in a bivariate normal mixture model with known covariance. The asymptotic null distributions
of the likelihood ratio statistic and amodiﬁed likelihood ratio statistic are obtained in explicit form.The
distributions are identical. The results of a small simulation study to approximate the null distribution
are presented.
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1. Introduction
There has been substantial recent theoretical interest in mixture models [1,4–7,12–15].
Much of this resurgence of interest is motivated by problems in genetics, and the underlying
statistical question is often whether the observed data have arisen from a ﬁnite mixture.
As an example, consider the situation in which a major gene is thought to underly a quan-
titative phenotypic trait. For the moment, suppose that the trait is scalar valued. Examples
might be the height of a tree, the weight of a ﬁsh, or the serum concentration of a partic-
ular enzyme. Until a gene governing the trait is identiﬁed, the genotype is unobservable.
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Consider the case of a major gene with two possible alleles (say A and a), and suppose
that the genotype aa occurs in a population with frequency . Suppose that A is dominant
over a, that genotype aa confers an average effect size 1, and that one or more copies of
A confers an average effect size 2. If the phenotypic trait is assumed normally distributed
with mean 1 or 2 (depending on the genotype) and variance 2, the phenotypic distri-
bution for a randomly sampled individual follows a two-component mixture distribution
(x; 1, 2)+ (1−)(x; 2, 2). A test for the presence of a major gene is a test that the
phenotypic distribution is a single normal distribution. What is of primary interest are the
mean effect sizes 1, 2, and so the hypothesis of interest is that the effect sizes are equal,
in which case the underlying gene contributes nothing to the phenotypic trait. This points
out the non-standard nature of the problem. The null hypothesis, that there is no major
gene underlying the trait, is speciﬁed by setting  equal to 1 or 0 (on the boundary of the
parameter space), or by setting 1 = 2. Furthermore, if  = 1 under the null hypothesis,
then 2 is non-identiﬁable.
Where multivariate traits are considered, the distributions in question are multivariate
mixtures.
An example from forestry focuses on wood volume, which is generally modeled as
a known function of two measurements, the height of a tree, and the diameter of the tree
(measured at a standard “breast height”). If these twoaspects of size are governedby the same
major gene, then it may be reasonable to model their joint distribution by (x; 1,) +
(1 − )(x; 2,), where X = (X1, X2), with X1 = height, X2 = diameter at breast
height.
As an example of higher dimensional mixtures, consider the case of routine blood chem-
istry measurements, in which a large number of variables are assayed from a single blood
sample. For example, sodium, potassium, chloride, calcium, phosphate, and magnesium are
commonly measured inorganic ions. It is conceivable that several of the variables measured
are associated in the samemetabolic pathway or the same physiologicalmechanism, and that
a single major gene might be associated with the measurements of multiple variables. For
example, an heritable defect in the “sodium–potassium pump” is known to simultaneously
affect the levels of at least two of these variables [9].
In general, one anticipates the need to address the question of whether or not data arise
from a mixture of multivariate distributions, or from a single multivariate distribution.
There has been much recent work devoted to assessing the asymptotic distribution of
the likelihood ratio test (LRT) statistic for testing homogeneity vs. a mixture, or more
generally, for testing nested mixture models. Lindsay [14] is a key reference for this and
other aspects of mixture modeling. Chen and Chen [2] investigate the large sample behavior
of the likelihood ratio statistic for testing homogeneity vs. a mixture of univariate normals
with one unknown structural parameter, and their methodology forms the basis for the
approach taken in this paper. Dachuna-Castelle andGassiat [7,8] provide a general approach
to deal with non-identiﬁability under the null hypothesis. Their approach utilizes a locally
conic parameterization which leads to identiﬁability of that part of the model necessary for
testing the null hypothesis, while simultaneously standardizing the Fisher information for
the remaining model parameters. Under general conditions they show that the LRT statistic
converges in distribution to the supremum of the square of a Gaussian process. When it is
possible to evaluate the distribution of the supremum, this will be the method of choice.
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However, the supremum is taken over a function space, and determining its distribution will
be very difﬁcult in most cases. Lindsay [14] gives a bound on the limiting distribution using
Hotelling’s method of tubes [11].
In this paper we study the asymptotic properties of the likelihood ratio statistic for testing
homogeneity in a bivariate normal mixture. We have been unsuccessful in applying the
general theory of Dachuna-Castelle and Gassiat, and we have instead utilized the approach
of Chen and Chen [2]. Where the conditions of the various approaches are satisﬁed, the
limit distributions must agree, and so in the present case we are led to an explicit form
for the limiting distribution of Dachuna-Castelle and Gassiat. We also investigate a new
approach to mixture testing, the modiﬁed likelihood ratio test of Chen et al. [4], which
often leads to simpliﬁed distributional properties. Although we have chosen a particularly
simple bivariate mixture for analysis, our motivation is frommore complicated problems in
genetics, and our hope is that the methods presented in this paper will provide some clues
as to how to address more general bivariate or multivariate mixtures.
The principal contribution of the paper is the derivation of the null limiting distribution
of the ordinary likelihood ratio test under the assumption min{1, 2} for some 1/2 >
 > 0, where 1 and 2 are the mixing coefﬁcients of the mixture. In addition, we show that
without this assumption, the same limiting distribution ensues for the modiﬁed likelihood
ratio test. Evaluation of the limiting distribution requires numerical methods, although these
are restricted to straightforward integral approximations using quadrature.
Let X1, . . . , Xn be a random sample of size n from a mixture population with the prob-
ability density function (pdf)
f (x; 1, 2, 1, 2, 1, 2) = 1(x; 1, 2) + 2(x; 1, 2), (1.1)
where 1, 20, 1+2 = 1, and(x; 1, 2) is the pdf of bivariate normal random vector
with mean (1, 2) and covariance I2, the identity.
We wish to test
H0 : N((10, 20)T , I2), (1.2)
versus the full model (1.1), which means that there is no mixture in the data.
To avoid non-identiﬁability of this model, we adopt the restriction 12. As noted by
Hartigan [10], a bounded assumption on the mean parameters is necessary. We therefore
assume that |i |M < ∞ for i = 1, 2 and |i |M < ∞ for i = 1, 2.
The remainder of the paper is organized as follows. Section 2 presents the asymp-
totic theory of the ordinary likelihood ratio test under the null hypothesis, assuming that
min{1, 2}. In Section 3, we give the null limiting distribution of the modiﬁed likeli-
hood ratio test. Some simulation results concerning the approximation of percentiles of the
null distribution are given in Section 4, and proofs of lemmas used in Sections 2 and 3 are
given in Section 5.
2. Ordinary likelihood ratio test
We proceed to derive the asymptotic distribution of the ordinary likelihood ratio test
when H0 : N((10, 20)T , I2) is the true distribution. In this section, we assume that
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min{1, 2} for some 1/2 >  > 0. Let n(1, 2, 1, 2, 1, 2) be the log-likelihood
function, i.e.
n(1, 2, 1, 2, 1, 2) =
n∑
i=1
log{1(Xi; 1, 2) + 2(Xi; 1, 2)}. (2.1)
Let ˆ1, ˆ2, ˆ1, ˆ2, ˆ1 and ˆ2 be the MLEs of the parameters under the full model (1.1), and
ˆ10, ˆ20 be the MLEs of the parameters under the null model. Deﬁne the likelihood ratio
test statistics as
Rn = rn(ˆ1, ˆ2, ˆ1, ˆ2, ˆ1, ˆ2, ˆ10, ˆ20) = 2{n(ˆ1, ˆ2, ˆ1, ˆ2, ˆ1, ˆ2)
−n(1, 0, ˆ10, ˆ20, ˆ10, ˆ20)}. (2.2)
Then the likelihood ratio test is to reject H0 if Rn is large. The asymptotic null distribution
of Rn is used to determine a critical value of the test or a P-value.
To ﬁnd the asymptotic distribution of Rn, it is convenient to partition it into two parts as
follows:
Rn = 2{n(ˆ1, ˆ2, ˆ1, ˆ2, ˆ1, ˆ2) − n(1, 0, 10, 20, 10, 20)}
+ 2{n(1, 0, 10, 20, 10, 20) − n(1, 0, ˆ10, ˆ20, ˆ10, ˆ20)}
=ˆ R1n + R2n. (2.3)
Note that −R2n is an ordinary likelihood ratio (no mixture involved) and hence an ap-
proximation is immediate. The main task is thus to analyze R1n.
As the derivations are lengthly, we outline the main process here. Under the restriction
that min{1, 2} > 0, Lemma 1 shows that ˆi and ˆi are weakly consistent estimates
of the true parameters. A Taylor expansion is then employed to express R1n as a function
of Si, i = 1, . . . , S5. Some reduction follows from Lemma 3, which shows that S5 can be
expressed, to close approximation, by a function of Si, i = 1, . . . , 4. We then ﬁnd an upper
bound forR1n in (2.21), and inLemma6,we show that the upper bound is achievable. Finally
we obtain representation (2.23) for Rn, together its asymptotic distribution in Theorem 1.
To pass from (2.14) to (2.21), some tedious analytic treatments are required, with the results
being stated as Lemmas 4 and 5. These are needed because the leading order term on the
right-hand side of (2.14) is not a quadratic form of Si, i = 1, . . . , S4, which differs from
the case of univariate mixtures (e.g. [4]).
We make frequent use of the following consistency result, which is proven in Redner
[15].
Lemma 1. Suppose that min{1, 2} for some  > 0. As n → ∞, ˆi − i0 → 0 and
ˆi − i0 → 0, for i = 1, 2 in probability when N((10, 20)T , I2) is the true distribution
of X1.
We are now in the position to investigate the asymptotic distribution of R1n under H0 :
N((10, 20)T , I2). Without loss of generality, we assume that 10 = 0 and 20 = 0.
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Therefore, we can write
R1n = 2
n∑
i=1
log(1 + i ), (2.4)
where
i = ˆ1(X
(1)
i ; ˆ1)(X(2)i ; ˆ2) − (X(1)i ; 0)(X(2)i ; 0)
(X(1)i ; 0)(X(2)i ; 0)
+ˆ2(X
(1)
i ; ˆ1)(X(2)i ; ˆ2) − (X(1)i ; 0)(X(2)i ; 0)
(X(1)i ; 0)(X(2)i ; 0)
, (2.5)
where Xi = (X(1)i , X(2)i )T and (x; ) is the pdf of N(, 1).
Denote mˆ(l)k = ˆ1ˆ
k
l + ˆ2ˆkl for k, l = 1, 2. Using similar notations as in [4], put
Y (Ui; ) =
⎧⎨
⎩
(Ui; ) − (Ui; 0)
(Ui; 0) ,  = 0,
Ui,  = 0,
Z(Ui; ) =
⎧⎨
⎩
Y (Ui; ) − Y (Ui; 0)

,  = 0,
1
2 (−1 + U2i ),  = 0.
Expanding i at (1, 2) = (0, 0), it can be shown that
i = mˆ(1)1 X(1)i + mˆ(2)1 X(2)i + mˆ(1)2 · 12 {−1 + (X(1)i )2}
+ mˆ(2)2 · 12 {−1 + (X(2)i )2} + (ˆ1ˆ1ˆ2 + ˆ2ˆ1ˆ2)X(1)i X(2)i + e˜in
=ˆ S1 · X(1)i + S2 · X(2)i + (mˆ(1)2 − S21 ) · 12 {−1 + (X(1)i )2}
+ (mˆ(2)2 − S22 ) · 12 {−1 + (X(2)i )2} + S5 · X(1)i X(2)i + ein
=ˆ S1 · X(1)i + S2 · X(2)i + S3 · 12 {−1 + (X(1)i )2}
+S4 · 12 {−1 + (X(2)i )2} + S5 · X(1)i X(2)i + ein, (2.6)
where S1 = mˆ(1)1 , S2 = mˆ(2)1 , S5 = ˆ1ˆ1ˆ2 + ˆ2ˆ1ˆ2, S3 = mˆ(1)2 − S21 , S4 = mˆ(2)2 − S22 ,
ein = e˜in + 12S21 {−1 + (X(1)i )2} + 12S22 {−1 + (X(2)i )2}, and
e˜in = ˆ1ˆ21{Z(X(1)i ; ˆ1) − Z(X(1)i ; 0)} + ˆ2ˆ21{Z(X(1)i ; ˆ1) − Z(X(1)i ; 0)}
+ˆ1ˆ22{Z(X(2)i ; ˆ2) − Z(X(2)i ; 0)} + ˆ2ˆ22{Z(X(2)i ; ˆ2) − Z(X(2)i ; 0)}
+ˆ1ˆ1ˆ2{Y (X(1)i ; ˆ1)Y (X(2)i ; ˆ2) − Y (X(1)i ; 0)Y (X(2)i ; 0)}
+ˆ2ˆ1ˆ2{Y (X(1)i ; ˆ1)Y (X(2)i ; ˆ2) − Y (X(1)i ; 0)Y (X(2)i ; 0)}. (2.7)
Denote |S| = ∑4i=1 |Si |. From the deﬁnition of Si (i = 1, 2, 3, 4), we have the following
result concerning the convergence rates of the MLEs.
Lemma 2. Suppose that min{1, 2}. Then under H0, ˆ1 = Op(|S|1/2), ˆ2 =
Op(|S|1/2), ˆ1 = Op(|S|1/2), and ˆ2 = Op(|S|1/2).
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Similar to the proof of Proposition 1 in Chen and Chen [2], it can be shown that the
process n−1/2
∑n
i=1{Z(X(1)i ; 1) − Z(X(1)i ; 0)}/1 is tight. It follows that
n∑
i=1
ˆ1ˆ
2
1{Z(X(1)i ; 1) − Z(X(1)i ; 0)} = n1/2ˆ1|ˆ1|3Op(1).
The other terms in
∑n
i=1 ein can be treated similarly. Therefore,
n∑
i=1
ein = n1/2{ˆ1|ˆ1|3 + ˆ2|ˆ1|3 + ˆ1|ˆ2|3 + ˆ2|ˆ2|3
+ ˆ1|ˆ1||ˆ2|(|ˆ1| + |ˆ2|) + ˆ2|ˆ1||ˆ2|(|ˆ1| + |ˆ2|) + S21 + S22 }Op(1).
By Lemma 2 and n1/2|S|1 + nS2,
n∑
i=1
ein = op(1) + op(nS2). (2.8)
Similarly, it can be shown that
n∑
i=1
e2in = op(nS2) (2.9)
and that
n∑
i=1
3i = op(nS2). (2.10)
It follows that
R1n  2
n∑
i=1
i −
n∑
i=1
2i +
2
3
n∑
i=1
3i
= 2
n∑
i=1
[
S1 · X(1)i + S2 · X(2)i + S3 ·
1
2
{−1 + (X(1)i )2}
+ S4 · 12 {−1 + (X
(2)
i )
2} + S5 · X(1)i X(2)i
]
−
n∑
i=1
[
S1 · X(1)i + S2 · X(2)i
+ S3 · 12 {−1 + (X
(1)
i )
2} + S4 · 12 {−1 + (X
(2)
i )
2} + S5 · X(1)i X(2)i
]2
+ op(1) + op(nS2)
= 2
n∑
i=1
[
S1 · X(1)i + S2 · X(2)i + S3 ·
1
2
{−1 + (X(1)i )2}
+ S4 · 12 {−1 + (X
(2)
i )
2} + S5 · X(1)i X(2)i
]
−
n∑
i=1
[
S21 · {X(1)i }2
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+ S22 · {X(2)i }2 + S23 ·
{
1
2
(−1 + (X(1)i )2)
}2
+S24 ·
{
1
2
(−1 + (X(2)i )2
}2
+ S25 · {X(1)i X(2)i }2
]
+ op(1) + op(nS2). (2.11)
Lemma 3. Suppose that min{1, 2} for some  > 0. Then, under H0, S30, S40
and
S5 = ±
√
S3S4 + op(S). (2.12)
The proof of Lemma 3 is given in Section 5.
From (2.11) and Lemma 3, under H0,
R1n  2S1
n∑
i=1
X
(1)
i + 2S2
n∑
i=1
X
(2)
i + 2S3
n∑
i=1
1
2
{−1 + (X(1)i )2}
+ 2S4
n∑
i=1
1
2
{−1 + (X(2)i )2} + 2
√
S3S4
∣∣∣∣∣
n∑
i=1
X
(1)
i X
(2)
i
∣∣∣∣∣− S21
n∑
i=1
{X(1)i }2
− S22
n∑
i=1
{X(2)i }2 − S23
n∑
i=1
[
1
2
{−1 + (X(1)i )2}
]2
−S24
n∑
i=1
[
1
2
{−1 + (X(2)i )2}
]2
− S3S4
n∑
i=1
{X(1)i X(2)i }2 + op(1) + op(nS2)
= 2S1
n∑
i=1
X
(1)
i + 2S2
n∑
i=1
X
(2)
i + 2S3
n∑
i=1
1
2
{−1 + (X(1)i )2}
+ 2S4
n∑
i=1
1
2
{−1 + (X(2)i )2} + 2
√
S3S4
∣∣∣∣∣
n∑
i=1
X
(1)
i X
(2)
i
∣∣∣∣∣− S21
n∑
i=1
{X(1)i }2
− S22
n∑
i=1
{X(2)i }2 − S23 ·
n
2
− S24 ·
n
2
− S3S4 · n + op(1) + op(nS2). (2.13)
From S3S40 and the law of large numbers,∣∣∣∣∣ n
−1 · nS2
n−1[S21
∑n
i=1 {X(1)i }2 + S22
∑n
i=1 {X(2)i }2 + S23 · n2 + S24 · n2 + S3S4 · n]
∣∣∣∣∣

4
∑4
j=1 S2j
S21 {1 + op(1)} + S22 {1 + op(1)} + 12S23 + 12S24

4
∑4
j=1 S2j∑4
j=1 S2j { 12 + op(1)}
= Op(1).
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It follows that op(nS2) can be absorbed into the quadratic sum. That is
op(nS
2) =
[
S21
n∑
i=1
{X(1)i }2 + S22
n∑
i=1
{X(2)i }2 + S23 ·
n
2
+ S24 ·
n
2
+ S3S4 · n
]
op(1).
So
R1n  2S1
n∑
i=1
X
(1)
i + 2S2
n∑
i=1
X
(2)
i + 2S3
n∑
i=1
1
2
{−1 + (X(1)i )2}
+ 2S4
n∑
i=1
1
2
{−1 + (X(2)i )2} + 2
√
S3S4
∣∣∣∣∣
n∑
i=1
X
(1)
i X
(2)
i
∣∣∣∣∣
−
[
S21
n∑
i=1
{X(1)i }2 + S22
n∑
i=1
{X(2)i }2 + S23 ·
n
2
+ S24 ·
n
2
+ S3S4 · n
]
{1 + op(1)} + op(1). (2.14)
Put
Yn1 =
n∑
i=1
1
2
{−1 + (X(1)i )2}, Yn2 =
n∑
i=1
1
2
{−1 + (X(2)i )2},
Yn3 =
n∑
i=1
X
(1)
i X
(2)
i . (2.15)
We have the following result.
Lemma 4. UnderH0, the possible singularities of the random functionf (u, v) = (2Yn1u−
n
2u
2 + 2Yn2v − n2v2 + 2|Yn3|
√
uv − nuv)I(u0,v0), are⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u1 = 12n
{
2Yn1 +
√
(Yn1 − Yn2)2 + Y 2n3 + Y
2
n1−Y 2n2√
(Yn1−Yn2)2+Y 2n3
}
, a.s.,
v1 = 12n
{
2Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3 − Y
2
n1−Y 2n2√
(Yn1−Yn2)2+Y 2n3
}
, a.s.,
(2.16)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u2 = 12n
{
2Yn1 −
√
(Yn1 − Yn2)2 + Y 2n3 − Y
2
n1−Y 2n2√
(Yn1−Yn2)2+Y 2n3
}
, a.s.,
v2 = 12n
{
2Yn2 −
√
(Yn1 − Yn2)2 + Y 2n3 + Y
2
n1−Y 2n2√
(Yn1−Yn2)2+Y 2n3
}
, a.s.,
(2.17)
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where I is the indicator. If u10, v10, a.s., then (u1, v1) is a singularity of f (u, v),while
if u20, v20, a.s., then (u2, v2) is a singularity of f (u, v).
The Proof of Lemma 4 is given in Section 5.
Let x+ = xIx>0. In Section 5 we shall prove the following result using Lemma 4.
Lemma 5. Under H0,
sup
u0,v0
f (u, v) = f (u1, v1)I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2)
= 1
2n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2), a.s.
From Lemma 5, it follows that the leading order term on the right of (2.14) is maximized
when
S1 =
∑n
i=1 X
(1)
i∑n
i=1(X
(1)
i )
2
, S2 =
∑n
i=1 X
(2)
i∑n
i=1(X
(2)
i )
2
,
(
S3
S4
)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(
u1
v1
)
if (Yn1 > 0, Yn2 > 0) or (Yn1Yn2 < 0) or (Yn1 < 0, Yn2 < 0,
|Yn3| > 2√Yn1Yn2),(
0
0
)
if (Yn1 < 0, Yn2 < 0, |Yn3|2√Yn1Yn2).
(2.18)
Therefore,
R1n 
{∑ni=1 X(1)i }2∑n
i=1(X
(1)
i )
2
+ {
∑n
i=1 X
(2)
i }2∑n
i=1(X
(2)
i )
2
+ 1
2n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2) + op(1). (2.19)
It can be shown that
− R2n = {
∑n
i=1 X
(1)
i }2∑n
i=1(X
(1)
i )
2
+ {
∑n
i=1 X
(2)
i }2∑n
i=1(X
(2)
i )
2
+ op(1). (2.20)
It follows that
Rn 
1
2n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2) + op(1). (2.21)
It can be shown that the upper bound in (2.21) is achievable. That is
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Lemma 6. Suppose that min{1, 2} for some  > 0. Then there exist ˜1, ˜2, ˜1, ˜2,
˜1, ˜2 in the parameter space such that
R˜1n = {
∑n
i=1 X
(1)
i }2∑n
i=1(X
(1)
i )
2
+ {
∑n
i=1 X
(2)
i }2∑n
i=1(X
(2)
i )
2
+ 1
2n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2) + op(1), (2.22)
where R˜1n is R1n with ˆ1, ˆ2, ˆ1, ˆ2, ˆ1, ˆ2 replaced by ˜1, ˜2, ˜1, ˜2, ˜1, ˜2.
The proof of Lemma 6 is given in Section 5.
Therefore,
Rn = 12n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2) + op(1). (2.23)
By the central limit theorem,
n−1/2
n∑
i=1
(Yn1, Yn2, Yn3)
T d−→ N(0,), (2.24)
where
 =
⎛
⎝ 12 0 00 12 0
0 0 1
⎞
⎠ .
Let (Y1, Y2, Y3) denote themultinormal randomvectorwithmean (0, 0, 0) and covariance⎛
⎝ 1 0 00 1 0
0 0 2
⎞
⎠ ,
and let g(y1, y2, y3) denote the pdf of (Y1, Y2, Y3). Put
p0 = 2
∫ 0
−∞
[∫ 0
−∞
{∫ 2√y1y2
0
g(y1, y2, y3)dy3
}
dy2
]
dy1,
F1(y) =
⎧⎪⎪⎨
⎪⎪⎩
8
∫ √y
0
[∫ √y
0
{∫ 2√(√y−y1)(√y−y2)
0
×g(y1, y2, y3)dy3} dy2] dy1, y0,
0, y < 0,
F2(y) =
⎧⎪⎪⎨
⎪⎪⎩
8
∫ √y
0
[∫ 0
−∞
{∫ 2√(√y−y1)(√y−y2)
0
×g(y1, y2, y3)dy3} dy2] dy1, y0,
0, y < 0,
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F3(y) =
⎧⎪⎪⎨
⎪⎪⎩
8/(1 − 4p0)
∫ 0
−∞
[∫ 0
−∞
{∫ 2√(√y−y1)(√y−y2)
2√y1y2
×g(y1, y2, y3)dy3} dy2] dy1, y0,
0, y < 0,
F0(y) =
{
0, y < 0,
1, y0.
Use ≡ to denote ‘is equivalent to’. For any y0, a ∈ R, b ∈ R, c ∈ R,⎧⎨
⎩
a > 0
b > 0
{a + b +√(a − b)2 + c2}24y ≡
⎧⎨
⎩
0 < a < √y
0 < b < √y
|c|2√(√y − a)(√y − b), (2.25)⎧⎨
⎩
a > 0
b < 0
{a + b +√(a − b)2 + c2}24y ≡
⎧⎨
⎩
0 < a < √y
b < 0
|c|2√(√y − a)(√y − b), (2.26)⎧⎪⎪⎨
⎪⎪⎩
a < 0
b < 0
|c| > 2√ab
{a + b +√(a − b)2 + c2}24y
≡
⎧⎪⎪⎨
⎪⎪⎩
a < 0
b < 0
2
√
ac < |c|
2
√
(
√
y − a)(√y − b).
(2.27)
Let U and U0 denote the random variables with distribution functions F(y) =
1
1−p0 { 14F1(y) + 12F2(y) + ( 14 − p0)F3(y)} and F0(y), respectively. From (2.23) through(2.27),
Rn
d−→ (1 − p0)U + p0U0. (2.28)
The ﬁrst main result of this paper is
Theorem 1. Suppose that min{1, 2} for some  > 0. Then, under H0, Rn d−→
(1 − p0)U + p0U0 as n → ∞.
In practice, the distribution of the random variable (1 − p0)U + p0U0 must be found
using numerical methods. An approximation to the distribution is described in Section 4.
3. The modiﬁed likelihood ratio test
In this section, all conditions in the previous section are kept except that we no longer
require min{1, 2} for some 1/2 >  > 0.
As in Chen et al. [3], we deﬁne a modiﬁed likelihood function as follows:
pn(1, 2, 1, 2, 1, 2)
=
n∑
i=1
log{1(Xi; 1, 2) + 2(Xi; 1, 2)} + C log(412). (3.1)
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A positive constant C is used here to determine the level of modiﬁcation to the likelihood
ratio.
Let ˆ1, ˆ2, ˆ1, ˆ2, ˆ1 and ˆ2 be the MLEs of the parameters of the modiﬁed likelihood
function under the full model (1.1), and ˆ10, ˆ20 be the MLEs of the parameters under the
null model. Deﬁne the modiﬁed likelihood ratio test as
Mn = 2{pn(ˆ1, ˆ2, ˆ1, ˆ2, ˆ1, ˆ2) − pn( 12 , 12 , ˆ10, ˆ20, ˆ10, ˆ20)}. (3.2)
Then the modiﬁed likelihood ratio test is to reject H0 if Mn is large. The asymptotic null
distribution of Mn is used to determine a critical value of the test or a P-value.
Use Rn to denote the ordinary likelihood ratio test statistic without the restriction that
min{1, 2} for some 1/2 >  > 0. For a proof of the following initial result, refer to
Theorem 4.1 and Remark 4.2 in [7].
Lemma 7. Under the null hypothesis H0, Rn = Op(1).
Using the result of Lemma 7, the following lemma can be proven using a proof similar
to Lemma 1 in Chen et al. [3].
Lemma 8. Under the null hypothesis H0, log(4ˆ1ˆ2) = Op(1).
In light of Lemma 8, we can restrict ˆ2 within the interval [0, 1/2]. Thus, in a similar
manner to the proof of Theorem 1, we are led to our second principal result.
Theorem 2. Under H0, Mn
d−→ (1 − p0)U + p0U0 as n → ∞, where p0, U0 and U are
deﬁned in Section 2.
Choice of C. According to Chen et al. [4], an appropriate choice ofC isC = log(M)where
M is the value such that |i |, |i |M for i = 1, 2.
4. Simulation results
In this section we give the results of a small simulation experiment on estimation of the
percentiles of the distribution of the likelihood ratio test statistic under the null hypothesis
N((0, 0)T , I2).
Two sample sizes, n = 64 and n = 100, were used, and 11 percentiles (denoted as p)
were estimated.
To begin, we need some further notation. From (2.23),
Rn = 12n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2) + op(1). (4.1)
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The leading term of this expression is denoted by
R˜n = 12n
{
Yn1 + Yn2 +
√
(Yn1 − Yn2)2 + Y 2n3
}2
×I(Yn1>0,Yn2>0)∪(Yn1Yn2<0)∪(Yn1<0,Yn2<0,|Yn3|>2√Yn1Yn2). (4.2)
We intend to compare how close, in some sense, the two random variablesRn and R˜n are.
The percentiles of Rn were estimated using 5000 samples of size n, randomly generated
underH0. The tabulated percentiles ofRn (denoted by 	Rn(p)) are the empirical percentiles
based on the 5000 randomly generated values of Rn. The empirical percentiles of the 5000
randomly generated values of R˜n are denoted by 	R˜n(p), and the closeness of the two sets
of percentiles indicates the small sample adequacy of approximating the distribution of Rn
by that of R˜n.
The results are reported in Table 1, where it is seen that the simulated percentiles are
quite close, with better agreement as n increases.
A second simulation was carried out to assess rejection rates when the estimated distri-
bution of R˜n was used to specify critical values, but testing was done on the basis of Rn.
Five thousand values of Rn were simulated under H0, and in each case the simulated value
was compared to the estimated percentiles of 	
R˜n
(p) in order to determine whether H0
should be rejected. Table 2 presents the empirical rejection rates (RR), using samples of
size 64 and 100. In general, substitution of the percentiles of Rn by the percentiles of the
approximating random variable R˜n does not substantially change the rejection rate, and the
rates are generally close to the nominal.
These results suggest that, from the testing standpoint, the substitution of the null distri-
bution of Rn by the distribution of R˜n has little effect.
The results for the modiﬁed likelihood ratio statistics Mn were similar to those for Rn,
but have not been reported here in order to save space.
5. Proofs
In the following proofs, some statements are true almost surely. We often omit almost
surely for brevity.
Proof of Lemma 3. ˆ1ˆ1 + ˆ2ˆ1 = S1 and ˆ1ˆ
2
1 + ˆ2ˆ21 = mˆ(1)2 imply ˆ1ˆ1 + ˆ2ˆ1 = S1,
ˆ1ˆ2(ˆ1 − ˆ1)2 = mˆ(1)2 − S21 = S3, which imply S30 and ˆ1 = S1 ±
√
ˆ2
ˆ1
√
S3 and
ˆ1 = S1 ∓
√
ˆ1
ˆ2
√
S3. Similarly, S40, ˆ2 = S2 ±
√
ˆ2
ˆ1
√
S4 and ˆ2 = S2 ∓
√
ˆ1
ˆ2
√
S4.
Based on the signs after S1, S2 in the expressions of ˆi and ˆi for i = 1, 2, there could be
four possibilities for S5. We can show that only two different results appear as in (2.12).
For the purpose of illustration, we look at the case that the signs are taken as +,−,−,+ in
ˆ1, ˆ1, ˆ2 and ˆ2, respectively. In this case,
S5 = ˆ1ˆ1ˆ2 + ˆ2ˆ1ˆ2
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Table 2
Rejection rates under H0
SL 90% 80% 70% 60% 50% 40% 30% 20% 10% 5% 1%
RR (%, n = 64) 83.7 77.94 70.4 62.64 53.6 42.8 32.34 20.28 9.76 4.16 0.38
RR (%, n = 100) 86.8 79.6 71.58 62.96 53 43 32.12 21.32 8.92 4.38 0.66
= ˆ1
⎧⎨
⎩S1 +
√
ˆ2
ˆ1
√
S3
⎫⎬
⎭
⎧⎨
⎩S2 −
√
ˆ2
ˆ1
√
S4
⎫⎬
⎭
+ˆ2
⎧⎨
⎩S1 −
√
ˆ1
ˆ2
√
S3
⎫⎬
⎭
⎧⎨
⎩S2 +
√
ˆ1
ˆ2
√
S4
⎫⎬
⎭
= op(S) − ˆ1
⎛
⎝
√
ˆ2
ˆ1
⎞
⎠
2√
S3S4 − ˆ2
⎛
⎝
√
ˆ1
ˆ2
⎞
⎠
2√
S3S4 = op(S) −
√
S3S4,
in which, we used the results in Lemma 1 (i.e. ˆi = op(1), ˆi = op(1) for i = 1, 2).
Other three cases can be treated similarly. Thus (2.12) holds. This completes the proof of
Lemma 3. 
Proof of Lemma 4. Denote s = √u, t = √v. Consider the following function:
g(s, t) = 2Yn1s2 − n2 s
4 + 2Yn2t2 − n2 t
4 + 2|Yn3|st − ns2t2.
Let b = n/2. Let
g(s, t)
s
= 4Yn1s − 4bs3 + 2|Yn3|t − 4bst2 = 0, (5.1)
g(s, t)
t
= 4Yn2t − 4bt3 + 2|Yn3|s − 4bs2t = 0. (5.2)
Eqs. (5.1) and (5.2) imply
t (2|Yn3| − 4bst) = −4(Yn1s − bs3), s(2|Yn3| − 4bst) = −4(Yn2t − bt3). (5.3)
Eq. (5.3) implies t/s = (Yn1s − bs3)/(Yn2t − bt3), i.e.
(
s2 + t2 − Yn1 + Yn2
2b
)(
s2 − t2 − Yn1 − Yn2
2b
)
= Y
2
n1 − Y 2n2
4b2
. (5.4)
Let
s1 = s2 + t2 − Yn1 + Yn22b , t1 = s
2 − t2 − Yn1 − Yn2
2b
. (5.5)
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Then
s2 = 1
2
(s1 + t1) + Yn12b , t
2 = 1
2
(s1 − t1) + Yn22b , (5.6)
s1t1 = Y
2
n1 − Y 2n2
4b2
. (5.7)
Eqs. (5.1) and (5.2) imply
t/s = (2bs2 − 2Yn1 + 2bt2)/|Yn3|, s/t = (2bs2 − 2Yn2 + 2bt2)/|Yn3|. (5.8)
Therefore,
Y 2n3 = 4(bs2 − Yn1 + bt2)(bs2 − Yn2 + bt2). (5.9)
Eqs. (5.6) and (5.9) imply
4b2s21 = Y 2n3 + (Yn1 − Yn2)2. (5.10)
Using (5.7) and (5.10), we can express s1 and t1 as functions of Ynj , j = 1, 2, 3. Combining
with (5.6), we can see Lemma 4 holds. 
Proof of Lemma 5. Put
a = Yn1, b = n/2, c = Yn2, d = Yn3, h =
√
(a − c)2 + d2/(a + c).
It follows that |h| > |a − c|/|a + c|, and that⎧⎪⎨
⎪⎩
u1 = 14b
h + 1
h
{h(a + c) + (a − c)},
v1 = 14b
h + 1
h
{h(a + c) + (c − a)}.
(5.11)
⎧⎪⎨
⎪⎩
u2 = 14b
−h + 1
−h {−h(a + c) + (a − c)},
v2 = 14b
−h + 1
−h {−h(a + c) + (c − a)}.
(5.12)
Deﬁne f1(u, v) = 2au − bu2 + 2cv − bv2 + 2|d|√uv − 2buv. It can be shown that
f1(u1, v1) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
4b
{(1 + h)(a + c)}2 if (h + 1)/h0,
1
4b
{(1 + h)(1 − 3h)(a + c)2
+4(1 + h)(a − c)2/h} if (h + 1)/h < 0,
(5.13)
f1(u2, v2) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
4b
{(1 − h)(a + c)}2 if − (−h + 1)/h0,
1
4b
{(1 − h)(1 + 3h)(a + c)2
−4(1 − h)(a − c)2/h} if − (−h + 1)/h < 0.
(5.14)
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It can be shown, along with the condition |h| > |a − c|/|a + c|, that
(a > 0, c > 0, u1 > 0, v1 > 0, u2 > 0, v2 > 0) ≡ (a > 0, c > 0, 0 < h < 1),
(a > 0, c > 0, u1 > 0, v1 > 0, one of u2 and v2 less than 0)
≡ (a > 0, c > 0, h > 1),
(a>0, c<0, u1>0, v1>0, u2>0, v2>0) ≡ (a>0, c<0, 0<h < 1),
(a>0, c<0, u1>0, v1>0, one of u2 and v2 less than 0) ≡ (a>0, c<0, |h|>1),
(a > 0, c < 0,−1 < h < 0, |h| > |a − c|/|a + c|) = empty set,
(a < 0, c > 0, u1 > 0, v1 > 0, u2 > 0, v2 > 0) ≡ (a < 0, c > 0, 0 < h < 1),
(a<0, c>0, u1>0, v1>0, one of u2 and v2 less than 0) ≡ (a<0, c>0, |h|>1),
(a < 0, c > 0,−1 < h < 0, |h| > |a − c|/|a + c|) = empty set,
(a<0, c<0, u1>0, v1>0, one of u2 and v2 less than 0) ≡ (a<0, c<0, h< − 1),
(a < 0, c < 0, one of u1 and v1 less than 0, one of u2 and v2 less than 0)
≡ (a < 0, c < 0,−1 < h < 0) ≡ (a < 0, c < 0, |d| < 2ac).
Notice that
sup
u0,v0
f (u, v) = max{0, (a+)2/b, (c+)2/b, f (u1, v1)Iu10,v10,
f (u2, v2)Iu20,v20}.
Combining with above derivations, it can be shown that Lemma 5 holds. 
Proof of Lemma 6. Let S1, S2, S3 and S4 be given in (2.18). Denote m˜(l)k = ˜1˜
k
l + ˜2˜kl
for k, l = 1, 2. At ﬁrst, we show that there are ˜1, ˜2, ˜1, ˜2, ˜1 and ˜2 such that S1 = m˜(1)1 ,
S2 = m˜(2)1 , S3 = m˜(1)2 − S21 , S4 = m˜(2)2 − S22 . Let ˜1 = ˜2 = 1/2, ˜1(˜1 − ˜1) =
√
S3 and
˜1˜1 + ˜2˜1 = S1. If Yn30, let ˜1(˜2 − ˜2) =
√
S4 and ˜1˜2 + ˜2˜2 = S2; If Yn3 < 0,
let ˜1(˜2 − ˜2) = −
√
S4 and ˜1˜2 + ˜2˜2 = S2. Since n−1/2Yn3 = Op(1), it follows that
(˜1˜1˜2 + ˜2˜1˜2)Yn3 =
√
S3S4|Yn3| + S1S2Yn3 = √S3S4|Yn3| + op(1). Consider
R˜1n =ˆ 2
n∑
i=1
log(1 + ˜i ) = 2
n∑
i=1
˜i −
n∑
i=1
˜
2
i (1 + 
˜i )−2, (5.15)
where |
˜i | < |˜i |,
˜i = ˜1(X
(1)
i ; ˜1)(X(2)i ; ˜2) − (X(1)i ; 0)(X(2)i ; 0)
(X(1)i ; 0)(X(2)i ; 0)
+ ˜2(X
(1)
i ; ˜1)(X(2)i ; ˜2) − (X(1)i ; 0)(X(2)i ; 0)
(X(1)i ; 0)(X(2)i ; 0)
. (5.16)
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Expanding ˜i in a similar form as (2.6), it can be shown that max1 in |˜i | = op(1).
Therefore,
R˜1n = 2
n∑
i=1
˜i −
n∑
i=1
˜
2
i {1 + op(1)}. (5.17)
Applying the argument leading to the upper bound (2.21), we can show that Lemma 6 holds.

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