Abstract
I. INTRODUCTION
One of the most important tasks in a study of dynamical systems is the numerical calculation of the trajectories. Thus far we have considered the integration method to be a black box into which we pop the system, initial conditions, method and time range and out pops a plot of the trajectories. Although this approach is common in courses on dynamical systems it obscures many of the pitfalls of numerical integration.
It is not possible at the present state of the art to choose a 'best' algorithm for the calculation of trajectories. There are several types of numerical algorithm, each with their own advantages and disadvantages. We shall consider a class of methods known as discrete variable methods. These methods approximate the continuous time dynamical system by a discrete time system. This means that we are not really simulating the continuous system but a discrete system which may have different dynamical properties. This is an extremely important point. [1] [2] [3] 5] He's Variational Iteration Method can have a significant impact on what is considered a practical approach and on the types of problems that can be solved. S. Sekar and B. Venkatachalam alias Ravikumar [6, 7] introduced the He's Variational Iteration Method to study the first and second order linear singular systems of time-invariant and timevarying cases. In this paper, we consider the second order linear systems with singular -A to solve by using the He's Variational Iteration Method. The results are compared with Leapfrog method [4] and with exact solution of the problem.
Hence, we use this He's Variational Iteration Method in the present paper to study second order linear systems with singular -A with initial conditions. The organized paper is as follows: In Section 2 presents general form of second order linear systems with singular -A. In Section 3, the He's Variational Iteration Method for solving second order linear systems with singular -A is introduced. In Section 4, the He's Variational Iteration Method and Leapfrog [4] method for solving second order linear systems with singular -A is solved.
II. SECOND ORDER LINEAR SYSTEMS WITH
SINGULAR -A In this section, a second order linear systems with singular -A is of the form
x is an n-state vector and   t u is the p-input control vector and C is an p n  matrix.
III. HE'S VARIATIONAL ITERATION METHOD
In this section, we briefly review the main points of the powerful method, known as the He's variational iteration method [6, 7] . This method is a modification of a general Lagrange multiplier method proposed by [6, 7] . In the variational iteration method, the differential equation
is considered, where L and N are linear and nonlinear operators, respectively and g(t) is an inhomogeneous term. Using the method, the correction functional
is considered, where  is a general Lagrange multiplier, n u is the nth approximate solution and n ũ is a restricted variation which means 0  n u  [6, 7] .
In this method, first we determine the Lagrange multiplier  that can be identified via variational theory, i.e. the multiplier should be chosen such that the correction functional is stationary, i.e. . It means that, by the correction functional (3) several approximations will be obtained and therefore, the exact solution emerges at the limit of the resulting successive approximations. In the next section, this method is successfully applied for solving the second order linear systems with singular-A. 
 

IV. EXAMPLE FOR SECOND ORDER LINEAR SYSTEMS WITH SINGULAR -A
VII. SECOND ORDER MULTIVARIABLE LINEAR SYSTEM WITH SINGULAR -A INVOLVING THREE VARIABLES
When a second order linear multivariable system with singular-A of the form (1) 
