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Abstract
We prove that k-th singular cohomology group of the complement of
the theta divisor in a hyperelliptic Jacobian is isomorphic to the k-th
fundamental representation of the symplectic group Sp(2g,C). This is
one of the conjectures in the paper [11].
1 Introduction
In our previous paper [11] the integrable system associated with the family of
hyperelliptic curves is studied. The space of functions on the phase space modulo
the action of commuting integrals of motion is interpreted as some cohomology
group. Making extensive use of the character method several conjectures are
proposed on the structure of certain cohomology groups. Among them is the
following conjecture on the dimension of the singular cohomology groups of the
complement of the theta divisor in a hyperelliptic Jacobian variety:
dim Hk(J(X)−Θ,C) =
(
2g
k
)
−
(
2g
k − 2
)
, k ≤ g,
where g is the genus of the hyperelliptic curve X . In this note we shall prove
this formula. More precisely the singular cohomology group Hk(J(X)−Θ,C) is
shown to be isomorphic to the k-th fundamental representation of the symplectic
group Sp(2g,C) (see Corollary 6) which is also conjectured in [11].
In section 2 we determine the topological Euler characteristic of the theta
divisor of a hyperelliptic Jacobian. Then we study the singular cohomology
groups of the theta divisor and the complement of the theta divisor in section 3.
We use the result of Bressler and Brylinski [2] which says that the singular coho-
mology groups and the intersection cohomology groups of the theta divisor of a
hyperelliptic Jacobian are isomorphic. For the intersection cohomology groups
Poincare´ duality holds. Since lower cohomology gropus of the theta divisor are
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known from the Lefschetz theorem on hyperplane sections, other cohomology
groups except that of the middle dimension are calculated using the Poincare´
duality. Finally the cohomology group of half degree is determined using the Eu-
ler characteristic calculated in section 2. The calculation of cohomology groups
of the complement of the theta divisor needs a bit more arguments.
Acknowledgement. I would like to thank K. Cho for stimulating discussions
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2 Topological Euler Characteristic of Theta Di-
visor
In this section we shall prove
Theorem 1 Let X be a hyperelliptic curve of genus g ≥ 1, J(X) the Jacobian
variety of X and Θ the theta divisor. Then, the topological Euler characteristic
of Θ is given by
χ(Θ) = (−1)g−1
((
2g
g
)
−
(
2g
g − 1
))
. (1)
We can assume that X is determined by an equation y2 = f(x) with f(x)
being a monic polynomial of degree 2g+1 without multiple zeros. The curve X
has one point at infinity which we denote by ∞. The hyperelliptic involution σ
is defined by σ(x, y) = (x,−y) and σ(∞) =∞. Let SnX be the n-th symmetric
products of X and pin : X
n −→ SnX the projection map. For the sake of
convenience we set S0X = {∞} and SnX = ∅ for n < 0. We use the bracket
symbol to denote a point of SnX : pin(p1, · · · , pn) = [p1, · · · , pn].
The Jacobian variety J(X) can be considered as the group of linear equiva-
lence classes of divisors of degree zero. Let ϕn be the Abel-Jacobi map
ϕn : S
nX −→ J(X)
[p1, · · · , pn] 7→ p1 + · · ·+ pn − n∞
andWn the image of ϕn, Wn = ϕn(S
nX) for n ≥ 1. We set W0 = ϕ0(∞) = {0}
and Wn = ∅ for n < 0. By Riemann’s theorem Θ = Wg−1 + κ, where κ is
Riemann’s constant with respect to the choice of the base point ∞.
For a hyperelliptic curve the structure of Wk is well understood. To see it
we recall some notations on special divisors from [1]. Define
Crd = {D ∈ SdX | dimH0(X,O(D)) ≥ r + 1}, W rd = ϕd(Crd).
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In particular C0d = S
dX , W 0d = Wd.
A linear system D = PV , V ⊂ H0(X,O(D)), is called grd if degD = d and
dimV = r + 1. Here PV means the projectivization of the vector space V .
We refer the following fact about grd on a hyperelliptic curve ([1], p13).
Theorem 2 Any complete grd on X is of the form
rg12 + p1 + · · ·+ pd−2r,
where p1, · · · , pd−2r ∈ X and pi 6= σ(pj) for any i 6= j.
The only g12 on X is the complete linear system
|2∞| = {p+ σ(p) | p ∈ X}.
Thus, by Theorem 2,
Crd = {[p1, σ(p1), · · · , pr, σ(pr), pr+1, · · · , pd−r]|p1, · · · , pd−r ∈ X}.
This means, in particular, that W rd = Wd−2r and C
r
d = ϕ
−1
d (W
r
d ). Thus Wd−2
is exactly the singular locus of Wd by Riemann-Kempf’s singularity theorem
([10], p56). Notice that Crd = ∅ for d− 2r < 0.
We have the diagram
SkX
ϕk−→ Wk
∪ ∪
C1k −→ Wk−2.
By Theorem 2 and Riemann-Kempf’s singularity theorem, the isomorphism
SkX − C1k ≃Wk −Wk−2
holds. Since SkX , C1k , Wk, Wk−2 are all algebraic varieties, we have (cf.[3],
p95)
χ(SkX)− χ(C1k) = χ(Wk)− χ(Wk−2). (2)
We set χ(∅) = 0. Then this equation is valid for all k ≥ 0. We sum up (2) over
k and get
χ(Θ) = χ(Wg−1) =
∑
k≥0
χ(Sg−1−2kX)−
∑
k≥0
χ(C1g−1−2k). (3)
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Proposition 1
χ(C1n) = 2χ(S
n−2X)− χ(Sn−4X). (4)
Proof. Notice that
C12 = {[p, σ(p)]|p ∈ X} ≃ X/{1, σ} ≃ P1.
We identify P1 with C12 by this isomorphism. We define the map τ
(n)
k by
τ
(n)
k : S
kP1 × Sn−2kX −→ Ckn,
τ
(n)
k (
[
[p1, σ(p1)], · · · , [pk, σ(pk)]
]
, [pk+1, · · · , pn−k]) =
[p1, σ(p1), · · · , pk, σ(pk), pk+1, · · · , pn−k].
Then
(τ
(n)
k )
−1(Ck+1n ) = S
kP1 × C1n−2k,
and
(SkP1 × Sn−2kX)− (τ (n)k )−1(Ck+1n ) ≃ Ckn − Ck+1n ,
by Theorem 2. Thus
χ(SkP1)
(
χ(Sn−2kX)− χ(C1n−2k)
)
= χ(Ckn)− χ(Ck+1n ). (5)
Notice that χ(SkP1) = k + 1. Summing up (5) over k we have
χ(C1n) =
∑
k≥1
(k + 1)
(
χ(Sn−2kX)− χ(C1n−2k)
)
.
The proposition can be easily proved by the induction on n using this equation.
✷
It follows from (3), (4) that
χ(Θ) = χ(Sg−1X)− χ(Sg−3X).
The Euler characteristic of the symmetric products of curves of g ≥ 1 is known
([9]):
χ(SnX) = (−1)n
(
2g − 2
n
)
. (6)
The claim of the theorem follows from this. ✷
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Corollary 1 Suppose that X is hyperelliptic and d ≤ g − 1. Then
χ(Crd) = (−1)d
(
(r + 1)
(
2g − 2
d− 2r
)
− r
(
2g − 2
d− 2r − 2
))
.
Proof. From (5)
χ(Crd) =
∑
k≥r
(k + 1)
(
χ(Sd−2kX)− χ(C1d−2k)
)
. (7)
Substituting (4) to (7) we get
χ(Crd) = (r + 1)χ(S
d−2rX)− rχ(Sd−2r−2X).
Then the corollary follows from (6). ✷
Corollary 2 Suppose that X is hyperelliptic and d ≤ g − 1. Then
χ(Wd) = (−1)d
(( 2g − 2
d
)
−
(
2g − 2
d− 2
))
.
The proof of Corollary 2 is similar to that of Theorem 1 and we leave it to
the reader.
3 Cohomologies of the theta divisor and the com-
plement of the theta divisor
In this section we assume that (J,Θ) is any principally polarized abelian variety
such that Θ is irreducible unless otherwise stated. By the Poincare´-Lefschetz
duality
Hk(J,Θ,C) ≃ H2g−k(J −Θ,C).
Since J −Θ is an affine algebraic variety,
Hk(J −Θ,C) = 0, k > g.
Then from the long exact sequence of homologies for the triple Θ ⊂ J ⊂ (J,Θ)
we have
Hk(Θ,C) ≃ Hk(J,C), 0 ≤ k ≤ g − 2, (8)
and the exact sequence
0 −→ H1(J,C) −→ H1(J −Θ,C) −→ H2g−2(Θ,C) −→ H2(J,C) −→(9)
· · · −→ H2g−k(Θ,C) −→ Hk(J,C) −→ Hk(J −Θ,C) −→ · · · .
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Let us study the kernel of the restriction map
ιk : H
k(J,C) −→ Hk(J −Θ,C),
for 1 ≤ k ≤ g. To this end we shall use the analytic description of Hk(J,C).
Consider the exact sequence of sheaves:
0 −→ C −→ OJ (∗Θ) d−→ d
(OJ(∗Θ)) −→ 0, (10)
where OJ(∗Θ) is the sheaf of meromorphic functions with poles only on Θ and
d is the holomorphic exterior differentiation map. Since Hk(J,OJ(∗Θ)) = 0 for
k > 0, we have
H1(J,C) ≃ H
0(J, d
(OJ(∗Θ)))
dH0(J,OJ(∗Θ)) , (11)
by the long cohomology exact sequence of (10).
Write J as
J(X) = Cg/Zg +ΩZg,
where Ω is a point on the Siegel upper half space, that is, Ω is a g × g matrix
with positive definite imaginary part. We denote the coordinate system of Cg
by (z1, · · · , zg). Let θ(z) be Riemann’s theta function
θ(z) =
∑
n∈Zg
exp(piitnΩn+ 2piitnz).
The divisor Θ is, by definition, the zero set of θ(z). Define ζi(z) by
ζi(z) =
∂
∂zi
log θ(z).
It is obvious that
dzi, dζi ∈ H0(J, d
(OJ (∗Θ))).
The following proposition is easily proved by calculating periods.
Proposition 2 The forms dzi, dζj , (1 ≤ i, j ≤ g) form a basis of H1(J,C).
This proposition is stated for hyperelliptic Jacobian in [11]. But it is true
for any principally polarized abelian variety (J,Θ) such that Θ is irreducible.
It is known that Hk(J,C) is isomorphic to the k-th exterior products of
H1(J,C),
Hk(J,C) ≃ ∧kH1(J,C).
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We set
ω =
g∑
i=1
dzi ∧ dζi ∈ ∧2H1(J,C).
This form is related with the fundamental class [Θ] of Θ in H2(J,C) ([5], Ch.0,
§4) by
[Θ] =
1
2pi
√−1ω.
Proposition 3 ω ∧Hk−2(J,C) ⊂ Ker ιk, 2 ≤ k ≤ g.
Proof. Let Ωk(∗Θ) be the sheaf of meromorphic k-forms on J which have poles
only on Θ. By the algebraic de Rham theorem (cf. [5])
Hk(J −Θ,C) ≃ Ker
(
H0(J,Ωk(∗Θ)) −→ H0(J,Ωk+1(∗Θ)))
dH0(J,Ωk−1(∗Θ)) .
In terms of this description ofHk(J−Θ,C) and the description (11) ofH1(J,C),
the map ιk has a simple meaning.
We set dzI = dzi1 ∧ · · · ∧ dzik and l(I) = k for I = (i1, · · · , ik) etc. Then for
dzI1 ∧ dζI2 ∈ Hk(J,C), which means l(I1) + l(I2) = k in particular, the image
ιk(dzI1 ∧ dζI2) is nothing but the meromorphic differential form on J obtained
as the exterior products of the meromorphic one forms dzi1 , ..., dζjr , where
I1 = (i1, · · · , ik), I2 = (j1, · · · , jr). Since
ω =
g∑
i,j=1
∂2
∂zi∂zj
log θ(z)dzi ∧ dzj = 0
as a meromorphic differential form on J , the proposition is proved. ✷
Since Θ is irreducible,
H2g−2(Θ,C) = CµΘ, (12)
where µΘ is the fundamental class of Θ ([8], Ch V, Theorem 3.4). It follows
from (9), (12) and Proposition 3 that the map
H2g−2(Θ,C) −→ H2(J,C)
is injective and
H1(J,C) ≃ H1(J −Θ,C).
This isomorphism is proved in [11] in another way.
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Corollary 3 dim
(
Kerιk
) ≥
(
2g
k − 2
)
, 2 ≤ k ≤ g.
Proof. Since the map
ω∧ : ∧kH1(J,C) −→ ∧k+2H1(J,C)
is injective for 0 ≤ k ≤ g − 1 by the hard Lefschetz theorem, we have the
assertion of the corollary. ✷
Corollary 4 If
dim Hk(Θ) ≤
(
2g
k + 2
)
(13)
for some g ≤ k ≤ 2g − 2, the map Hk(Θ,C) −→ H2g−k(J,C) is injective and
the equality holds in (13).
Corollary 5 If
dim Hk(Θ) ≤
(
2g
k + 2
)
, (14)
for all g ≤ k ≤ 2g − 2, then we have the exact sequences
0 −→ H2g−l(Θ,C) −→ H l(J,C) −→ H l(J −Θ,C) −→ 0, l ≤ g − 1,
0 −→ Hg(Θ,C) −→ Hg(J,C) −→ Hg(J −Θ,C) −→
−→ Hg−1(Θ,C) −→ Hg+1(J,C) −→ 0.
Theorem 3 Let X be a hyperelliptic curve and (J(X),Θ) the Jacobian variety
of X and its theta divisor. Then
dim Hk(Θ,C) =


(
2g
k
)
, 0 ≤ k ≤ g − 2(
2g
k + 2
)
, g − 1 ≤ k ≤ 2g − 2.
Proof. For 0 ≤ k ≤ g − 2 the claim is already established by (8). To prove the
remaining part we use the following result of [2] (Proposition 3.2.1 (2)).
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Theorem 4 ([2]) If X is hyperelliptic
Hk(Θ,C) ≃ IHk(Θ),
where IHk(Θ) is the intersection cohomology group of Θ with middle perversity
([7]).
Since the Poincare´ duality holds for the intersection cohomology groups ([6,
7]), so is for the singular cohomology groups of Θ if X is hyperelliptic. Thus
dim Hk(Θ,C) = dim H2g−2−k(Θ,C) =
(
2g
k + 2
)
, g ≤ k ≤ 2g − 2.
Finally
dim Hg−1(Θ,C) = (−1)g−1(χ(Θ)− ∑
k 6=g−1
(−1)k dim Hk(Θ,C))
=
(
2g
g + 1
)
.
Thus Theorem 3 is proved. ✷
Corollary 6 If X is hyperelliptic,
Hk(J(X)−Θ,C) ≃ ∧
kH1(J(X),C)
ω ∧k−2 H1(J(X),C) , 0 ≤ k ≤ g. (15)
In particular
dim Hk(J(X)−Θ,C) =
(
2g
k
)
−
(
2g
k − 2
)
.
With the intersection form, H1(J(X),C) is a symplectic vector space of
dimension 2g. It is isomorphic to the first fundamental representation of the
symplectic group Sp(2g,C). Then it is well known that the right hand side of
(15) is isomorphic to the k-th fundamental representation of Sp(2g,C) (see [4]
for example).
Corollary 6 is one of conjectures in [11].
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