Abstract. We consider the derivative nonlinear Schrödinger equations
LARGE TIME BEHAVIOR OF SMALL SOLUTIONS TO SUBCRITICAL DERIVATIVE NONLINEAR SCHRÖDINGER EQUATIONS
where the coefficient a (t) satisfies the time growth condition
is a sufficiently small constant and the nonlinear interaction term F consists of cubic nonlinearities of derivative type
where λ 1 , λ 6 ∈ R, λ 2 , λ 3 , λ 4 , λ 5 ∈ C, λ 2 − λ 3 ∈ R, and λ 4 − λ 5 ∈ R. We suppose that the initial data satifsfy the exponential decay conditions. Then we prove the sharp decay estimate u(t) L p ≤ C t
2 , for all t ≥ 1, where 2 ≤ p ≤ ∞. Furthermore we show that for
Introduction
We consider the Cauchy problem for the cubic derivative nonlinear Schrödinger equation (1.1) where the coefficient a (t) satisfies the time growth condition |a (t)| ≤ C (1 + |t|) 1−δ , 0 < δ < 1, is a sufficiently small constant and the nonlinear interaction term F consists of the cubic nonlinearities of derivative type
where the coefficients λ 1 , λ 6 ∈ R, λ 2 , λ 3 , λ 4 , λ 5 ∈ C, λ 2 − λ 3 ∈ R, and λ 4 − λ 5 ∈ R. We propose to classify the nonlinearities in a nonlinear Schrödinger equation as follows. If the usual scattering states exist in L 2 , we call the nonlinearity super critical. If the usual scattering states do not exist and the L 2 norm of the nonlinear term decays like O t −δ , we call it critical if δ = 1, and subcritical if δ < 1. Our main result in the present paper says that nonlinearity (1.2) is super critical if b (ξ) = 0 and 1/2 < δ ≤ 1, where
it is critical if b(ξ) = 0 and δ = 1, and it is subcritical if b(ξ) = 0 and δ ∈ (0, 1). In the case of power nonlinearity |u| p−1 u, it appears to be super critical for p > 3, critical for p = 3, and subcritical for 1 < p < 3. A nonlocal nonlinear Schrödinger equation with nonlinearity |x − y| −δ |u| 2 dy u, δ ∈ (0, 1), is also classified as subcritical (see paper [12] ). Note that a cubic nonlinearity is not necessarily critical; for example, the nonlinearity ∂ x (u 3 ) is super critical due to its oscillating structure (see [13] ). Also note that the quadratic nonlinearity (u x ) 2 is super critical (see [22] ) and we do not know when a quadratic nonlinearity is critical or subcritical. There are many works concerning the nonlinear Schrödinger equations with power nonlinearities. In the super critical case the scattering problem was studied in papers [3] , [4] , [8] , [17] , [19] , [23] , [24] , [25] and in the critical case it was treated in [2] , [11] , [15] , [20] , [21] . The existence of modified scattering states was shown in papers [11] , [15] , [20] and modified wave operators were constructed in [2] , [21] . In our previous paper [15] we considered the Cauchy problem (1.1) with cubic derivative nonlinearity (1.2), when the coefficient δ = 1. We proved that the solution of (1.1) with (1.2) and δ = 1 exists and satisfies the sharp time decay estimate u (t) L p ≤ C t 
Moreover we showed that there exists a unique final state u + ∈ L 2 such that
for all t ≥ 1, where 0 < α < 1/4,φ denotes the Fourier transform of φ, and
x /2 is the free Schrödinger evolution group. The aim of the present work is to prove the results of paper [15] for the more difficult subcritical cases. As far as we know there are no results for the scattering problem in subcritical cases except the case of the nonlinear Schrödinger equation without derivatives of unknown function in the nonlinear term (see [5] , [6] , [7] , [9] , [10] , [12] ). The main point in the proof of our results is the application of the transformation for the solution u (t) = M (t) D (t) v (t) (see [16] ), where
The idea of the transformation can be understood from the large time asymptotic expansion of the solution of the linear Schrödinger equation. But the miracle property of the transformation is that the nonlinearity can also be easily transformed and in the resulting equation for the new unknown function v (t) we can extract the divergent nonlinear terms explicitly. To cancel these divergent terms we represent the solution v (t) in the rapidly oscillating form v = we ig with slowly varying amplitude w (t) and growing with time phase function g (t). However the system of equations for w and g has the so-called difficulty of the derivative loss. In order to prove the existence of the solution (w, g) we apply the estimates in the analytic function
. Analytic function spaces were used by many authors to overcome the derivative loss in the nonlinear evolution equations (e.g., see [1] , [10] , [9] , [18] ). In what follows we consider the positive time t only, since for the negative one the results are analogous. We use the following notation and function spaces. Let F φ orφ be the Fourier transform of φ defined by
We introduce some function spaces. The usual Lebesgue space is L p = {φ ∈ S ; φ p < ∞} where the norm 
, which can be expressed in x-representation in terms of the analyticity in the strip −σ ≤ z ≤ σ via the following norm:
The free Schrödinger evolution group U (t) gives us the solution of the linear Cauchy problem (1.1) (with F = 0). It can be represented explicitly in the following manner:
. By C (I; B) we denote the space of continuous functions from an interval I to a Banach space B. Different positive constants might be denoted by the same letter C.
We now state our results. 
β/2 ), and the decay estimate
is valid for all t ≥ 1, where 2 ≤ p ≤ ∞. Moreover there exists a unique final statê
β/2 such that the asymptotics
is true for t → ∞ uniformly with respect to x ∈ R, where b is defined in (1.3).
For the values δ ∈ (1/2, 1) we obtain the existence of the modified scattering states. 
is valid for t → ∞ uniformly with respect to x ∈ R and the estimate
is true for all t ≥ 1.
The results similar to that of Theorems 1.1-1.2 in the particular case λ 2 = λ 3 = λ 4 = λ 5 = λ 6 = 0 were obtained in papers [9] , [12] .
We organize our paper as follows. In Section 2 we derive the system of equations for the amplitude w and the phase g. Then in Theorem 2.1 we prove the existence and estimates of the solution (w, g) in the analytic function space H 5/2,3 σ(t) . Section 3 is devoted to the proof of Theorems 1.1-1.2.
Preliminary estimates
In the same way as in [16] we see that v (τ ) satisfies the equation
Time decay of the first summand in the right-hand side of equation (2.1) is not sufficient for obtaining the existence of global solutions with sharp decay estimate. In order to remove this term we introduce a phase function, putting v = we ig , where a real-valued function g will be determined later. Then we get
and the coefficients ν j = ν j (g ξ ) , j = 2, ..., 5, are defined as follows:
and ν 5 = µ 5 + λ 6 g ξ /τ. Multiplying both sides of equation (2.1) by e −ig , we obtain
We now define the function g as a solution of the Cauchy problem
with initial condition g(1) = 0. From (2.2) it follows that
Thus we get the following system of equations:
Note that via the conditions of Theorem 1.1 as in [14] we can see that the norm w(1) H 
β/2 ) to the Cauchy problem (2.3) and the estimates
Proof. We consider the linearized version of system (2.3),
We denote the function space
We denote by X ρ the closed ball in X with a center at the origin and a radius ρ > 0. We define the mapping A by
and w, g are the solutions of the Cauchy problem (2.4). Denote
where
Taking the Fourier transform of (2.5), multiplying the equations of the resulting
tively, where E (τ, ξ) = ξ 5/2 e σ(τ )|ξ| , integrating over ξ ∈ R, taking the real part of the result and using the Schwarz inequality, we obtain
. Writing an analytic continuation w (τ, z) w (τ,z) of the nonlinearity |w (τ, ξ) | 2 for the complex values z of the independent variable ξ in the strip −σ ≤ z ≤ σ, we obtain Q
).
In the same manner we have
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we get from system (2.6)
whence integrating with respect to τ , we get
therefore A is a mapping from X Cε into itself. In the same way we can show that the operator A is a contraction mapping from X Cε into itself. Thus there exists a unique solution of system (2.4) in X. From (2.4) and Sobolev's embedding inequality we have the continuity in time
≤ Cε|τ − s| and 
In the same way as in the proof of Lemma 3.1, we can find that there exists a unique solution u of (1.1) and a time T ≥ 1 such that 
where τ = t + 1, whence we easily get 
uniformly with respect to x ∈ R since for all 2 ≤ p ≤ ∞ we have
For the phase g we obtain
uniformly with respect to x ∈ R. Then we write the identity
From these estimates asymptotics (1.4) follows withû + = W + . 
Proof of Theorem 1.2. Denote
Φ (t) = −b t 0 a (τ ) |w (τ + 1) | 2 / (τ + 1) dτ + b|w (t + 1) | 2 t 0 a (τ ) / (τ + 1) dτ + t 0 (g ξ ) 2 / 2 (τ + 1) 2 dτ.
