Abstract-Modern antenna design for communication systems revolves around two extremes: devices, where only a small region is dedicated to antenna design, and base stations, where design space is not shared with other components. Both imply different restrictions on what performance is realizable. In this paper properties of both ends of the spectrum in terms of MIMO performance is investigated. For small antennas the size restriction dominates the performance parameters. The regions dedicated to antenna design induce currents on the rest of the device. Here a method for studying fundamental bound on spectral efficiency of such configurations is presented. For larger structures the number of degrees of freedom available per unit area is investigated for different shapes. Both of these are achieved by formulating a convex optimization problem for maximum spectral efficiency in the current density on the antenna. A closed form solution for this problem is formulated and investigated in relation to constraining parameters, such as size and efficiency.
I. INTRODUCTION
In modern communication technology the use of several antennas organized in multiple-input-multiple-output (MIMO) systems have become ubiquitous. This enables much greater bit rate (capacity) to be sent through the link between device and base station [1] , [2] . Within smaller devices, such as handheld electronics, the space allotted for antenna design is extremely limited. Here, both space and power efficiency needs to be utilized as effectively as possible. It is therefore of interest to investigate fundamental bounds on performance of MIMO systems, both in terms of size and efficiency. Previously, bounds on capacity has been investigated for spherical geometries [3] , [4] , and through information theoretical approaches [5] , [6] , [7] , [8] . Characteristic modes have been utilized to design antennas for maximum capacity and diversity [9] , [10] . However, this does not solve the issue of predicting the optimal performance available through antenna design in an arbitrary geometry. A method for calculating optimal spectral efficiency available in an arbitrary volume was presented in [11] . However, in most applications it is effective to use only a small region of the device volume to excite currents over the entire device [12] . Therefore bounding the performance of such sub-regions and finding their optimal placement is of interest.
Current optimization has been utilized to construct fundamental bounds on many different antenna parameters previously, such as, Q, directivity, and efficiency [11] , [13] , [14] , [15] , [16] . By controlling the current density in the full design space of the antenna an optimal solution can be reached for that configuration. The power of this method comes from the ability to formulate these optimization problems as convex optimization problems. This means that all local minima of the problem are also global minima [17] . Therefore there is no risk of getting caught in local minima and the optimality of the solution can be guaranteed [17] . This method works very well for single feed, single resonance antennas where their performance, in e.g., Q-factor, can be calculated as simple quadratic forms [15] . Such expressions can be evaluated very efficiently using eigenvalue expressions that enables their optimization [18] . The performance of MIMO antennas on the other hand is usually quantified in terms of capacity, which is not calculated through a quadratic form in the current density, but through a log-determinant of the covariance of the current density. Such an optimization problem is a semi-definite optimization program in the covariance of the current distribution, which has, in general, one more order of unknowns [17] . To solve such optimization problems the number of unknowns need to be reduced [11] .
In this paper the method presented in [11] is reformulated in order to find a closed form expression of its solution. A convex optimization problem to maximize the spectral efficiency of an arbitrary transmitter antenna in an ideal channel is formulated in the current density on the antenna. The problem is restricted by the allowed ohmic loss in the structure and normalized by the radiated or dissipated power. This problem is solved by utilizing the good properties of the matrices calculating radiated power and ohmic losses. The solution to this problem is dependent on the radiation modes, which are modes that maximize the fraction between the radiated power and the power dissipated in ohmic losses [19] . These modes are dependent on the geometrical structure of the object they are induced over, therefore the designer has control over how well they can be induced. The relative strength of these modes is investigated for a sphere, a cylinder, a disc, and a plate and its sub-regions. This information is used to analyze how many sub-regions are required to fully utilize the potential of a plate design region. The optimal spectral efficiency of the sub-region configurations is compared to optimizing the currents over the plate and sphere. Larger structures and their number of viable radiation modes are also investigated. The paper is organized in the following way. In Sec. II the MIMO system studied in this paper is introduced and its convex optimization problem is stated. The dual of that problem is formulated and solved in Sec. III, creating a lower bound for the original problem. In Sec. IV the results of the optimization problem is illustrated in several examples split into the following sub-sections: Sec. IV-A where the radiation modes of different shapes are studied, Sec. IV-B where the radiation modes of a plate are excited by subregions, Sec. IV-C where the optimal spectral efficiency of several structures is investigated, and Sec. IV-D where the mode availability of larger structures is calculated. The paper is concluded in Sec. V.
II. MIMO
The received signals in a MIMO system is described by the expression,
where y is a vector containing the received signals, x is a vector containing the input signals, H is a matrix describing the propagation channel, and n contains the noise perturbing the system. In communication theory what is typically optimized is the power distribution in x in order to send the maximum number of bits through a channel. However, in that configuration the antennas in the system are assumed fixed [2] , see Fig. 1 . Here, we are interested in how much performance can be attained from optimizing those antennas for the specific application of transmitting the highest capacity. In order to calculate that performance, the problem must be reformulated slightly. First, the system in (1) concerns two sets of antennas. However, in most cases we are not designing both the antennas in the system simultaneously, such as the base station and the mobile phone. Therefore, we reformulate the problem to optimizing a single device with regards to a general situation. In order to create such conditions, one set of antennas is idealized; here we choose the receiving antennas. Consider a receiving antenna completely circumscribing the transmitting antenna. This is similar to massive MIMO and the intelligent surfaces discussed in [20] , covering all surfaces of a room.
In such a configuration all radiated energy would be absorbed by the receivers on the walls. This can be characterized by using the spherical modes in the far-field as the receiving antennas [3] , [4] , [11] , which will be used in this paper, see Fig. 2 . The second issue lies in the method of calculating optimal performance for the antennas. Since we do not know what shape an optimal antenna design would take, we want to incorporate every possible antenna in our solution space. To accomplish this we optimize the currents in the design space of the antenna, as these have the ability to represent every possible antenna within it. Normally a MIMO system is optimized through controlling the input signals to the antennas. These input signals generate the currents on the antenna, that are connected by a fixed mapping. However, since we are controlling the currents directly we simply utilize this map in order to calculate the performance quantities, such as capacity, from the currents [11] . For example, instead of optimizing over the covariance of the input signals, we optimize over the covariance of the currents,
Essentially, each current element becomes an input signal to the system, whereas for actual antennas the number of inputs is restricted by the number of antenna feeds. The antenna region is modeled with a method of moments (MoM) code, where each basis function corresponds to an element in I. We call the matrix mapping the current distribution on the plate to spherical modes S [21] , see App. A, which gives a new formulation of (1),
In this formulation the received signals y are the radiated spherical modes, see Fig. 2 . The average transmitted power of the system is calculated as,
where we have utilized the cyclic properties of the trace. The capacity of this channel, expressed as spectral efficiency, is calculated as [2] C = max
where 1 is the identity matrix, and N 0 is the noise spectral power density. The noise is modeled as white complex Gaussian noise. Maximum capacity and optimal energy allocation for (5) can be calculated by the water filling algorithm [2] . However, it can also be written as an optimization problem solved by semidefinite programming,
where the radiated power is normalized to one, and γ = P r /N 0 is the total signal-to-noise ratio (SNR). If the SNR is scaled with the number of included channels, in this case mesh discritization and number of spherical modes, the spectral efficiency is unbounded [2] , [11] . However, if the SNR is fixed the problem converges as mesh discretization and number of spherical modes is increased. This problem formulation has the advantage that additional constraints can be added in order to gain a more realistic solution. Here, we can, for example, limit the losses in the structure. Loss is modeled as a uniform impedance sheet with surface resistance R s in Ω/ and calculated as,
where R Ω = R s Ψ is the loss matrix of the antenna [15] , and Ψ is the Gramian matrix of the MoM basis functions on the antenna. Adding this constraint to (6) gives the formulation
where δ = P Ω /P r is the dissipation factor of the antenna, which is related to radiation efficiency as,
This problem is bounded and converges as the mesh discretization is refined, and the included number of spherical modes is increased [11] . However, it contains many unknowns and is cumbersome to solve numerically. Because it is a semidefinite programming problem the number of unknowns scale as the square of the number of mesh cells, necessitating model order reductions or other clever numerical tricks to run the optimization [11] .
III. DUAL PROBLEM
One way of bounding the solution to (8) is to construct a problem that will always have a solution greater than or equal to that of the initial problem. This problem is known as the dual to (8) . The infimum of the dual problem provides an upper bound to the maximum of (8) and they coincide when the duality gap is zero [17] .
To construct a dual problem to (8) we can combine the two constraints in (8) into one, as a convex optimization problem with less constraints will always have a greater solution than the same problem with more constraints [17] .
A linear combination of the two constraints can be taken to restrict the dual problem
where ν is a real scalar. Dividing the right-hand side to the left allows the introduction of a new matrix
The dual to (8) can now be written as
This problem is valid and convex for all values of ν for which R ν is positive semi-definite.
To solve the dual problem, we rewrite it on such a form that it can be solved by water filling. This can be done by simplifying the condition restricting it. R ν is positive semi-definite by construction and can therefore be Cholesky factorized as 17] . By utilizing the cyclic invariance of the trace the condition can be rewritten as Tr(B H BP) = Tr(BPB H ). The matrix B can be seen as a coordinate change for P. This allows the introduction of a new variable ‹ P = BPB H to write the optimization problem as,
where the new channel is ‹ H = SB −1 . The maximum of this problem can be found by water filling [2] . To perform water filling it is a simple matter of following the same methodology outlined in [2] , i.e., find the singular value decomposition (SVD) of the channel matrix ‹ H and iteratively fill the feeding vector ‹ P such that the lowest loss channels are utilized the most. With the singular values of the channel matrix, (13) can be written more simply as
where σ n , n = 1 . . . N are the singular values of ‹ H. These singular values σ n can be expressed as, see Appendix B,
where n are known as radiation modes [19] and are calculated through the eigenvalue problem,
These modes maximize the fraction between radiated power and power dissipated in ohmic losses, and have orthogonal currents and far-fields. It is evident from (15) that these modes are a dominating factor in the singular values of the optimized channel. With this expression, water filling can be performed fast and efficiently with minimal numerical calculations. The minimization over ν, which can be calculated using conventional minimizers such as fminbnd in MATLAB, finally provides an upper bound to the initial problem (8) .
IV. RESULTS
The solution to the optimization problem (8) provides an upper bound on the spectral efficiency available for different structures. This bound has been verified by optimizing the same problems in CVX [17] for several of the considered cases confirming that the duality gap is zero for these cases. However, it is also interesting to investigate the radiation modes that contribute to the spectral efficiency in (15) . To illustrate both of these results this section is divided into four sub-sections. First, the mode strength of different shapes is studied in Sec. IV-A, then feeding a plate through sub-regions is investigated in Sec. IV-B. The optimal spectral efficiency of the same plate is discussed in Sec. IV-C, and finally the mode availability of larger shapes is shown in Sec. IV-D.
A. Mode strength
In the derivation of the optimized channels singular values (15), the radiation modes (16) are the only contributing factors that depend on the geometry of the structure. All other parameters are either material parameters or design specifications. The influence of antenna design and geometry on the problem is therefore fully described by these radiation modes. Their relative strength can be calculated for different geometries in order to evaluate the availability of these modes. This can serve as a measure of how many orthogonal modes are available to provide diversity for those structures. In Fig. 3 the relative strength of the radiation and characteristic modes [22] , [10] of a ka = 0.06, × /2 plate, and the radiation modes of the circumscribing disc and sphere are shown normalized to the first radiation mode of the plate. We see that the two first radiation modes have the same strength and the third and higher order modes are significantly weaker. This means that inducing the first two modes of this plate are enough to harness most of its available diversity. The higher order modes are significantly weaker and require more input power to be utilized, or an increase in the plates size to be effective. The characteristic modes of the plate have been evaluated in the same metric, cf., (16), i.e.,
where I c,n are the characteristic mode currents, as a comparison. We can see that the characteristic modes preform slightly worse than the radiation modes, and have different radiation patterns for higher order modes. The relative strength of radiation modes for the circumscribing disc and sphere, normalized to the first radiation mode of the plate, have been included as a reference. We see that the disc has slightly higher mode strengths than the plate, whereas the sphere's modes are much stronger and grouped into a set of three for the first modes, rather than two.
B. Plate sub-regions
In wireless communication only a small part of the device is typically dedicated to antenna design. It is therefore interesting to see how well small sub-regions can excite the diversity available from the plate in Fig. 3 . The optimization problem in Sec. III can be reformulated for a sub-region of a geometry with the rest of the volume acting as a ground plane, see App. E. In Fig. 4 , the sub-region problem has been solved for several different orientations of sub-regions on the plate in Fig. 3 , where each region covers 1 % of the plate's total area. Here, we can see how well different configurations of sub-regions are able to induce the diversity available in the plate when fed optimally. It is clear that a single subregion, in case A, is only able to effectively induce the first radiation mode. However, two diagonally situated subregions, as in case B, are only marginally better at inducing the second mode. This is due to that the first two radiation and characteristic modes are induced diagonally across the plate [9] . Therefore, the diagonally opposite regions do not effectively induce the second diagonal mode. However, if the two regions are placed on the same side of the plate, as in case C, the second order mode is induced effectively. The radiation mode strengths are very similar if these two regions are placed on the long side of the plate. When going to higher order modes, this configuration is no longer as effective, here, the diagonal regions in case B dominate. If three or four subregions are utilized, as in cases D and E, we can get both of these properties. However, adding the fourth sub-region only marginally increases the strength of the three first radiation modes.
The values in Fig. 4 have a negligible dependence on the surface resistance R s . However, the calculation to produce the sub-region problem is dependent on the full impedance matrix Z and thus the surface resistance, see App. E. This marginally Fig. 3 when controlling only the current on sub regions of the ka = 0.06, × / plate with Rs = 0.01 Ω/ . The sub-regions each cover 1% of the plates total area. The current is controlled in the blue regions on the plate and only induced currents live on the yellow part of the plate. The black curve without marks is the strength of each mode for the full plate normalized to the first mode, all other curves have been normalized to the same quantity. changes the relation between the mode strength. However, the surface resistance plays an important role in which modes are utilized when feeding the structure for optimal spectral efficiency. Fig. 5 illustrates the water-filling procedure for two plates with different surface resistance. When the surface resistance is increased the loss in the higher order modes is increased. This pushes the third order mode out of viability for the signal strength P available in this example. Therefore the number of modes utilized decreases with greater losses.
C. Optimal spectral efficiency
The optimization problem in (8) is normalized to the radiated power. However, this is only one way of normalizing the power fed to the structure. In App. D the derivation is carried out for the problem normalized to the dissipated power, i.e., changing R r in (8) to R r + R Ω , see [11] . The resulting optimized channel is described by (15) , but with a more complex dependence on the material parameters. This includes the losses in the structure in the normalization and therefore shifts the results. Notably this normalization shifts the dependence on the SNR γ. When the problem is normalized to radiated power all considered permutations of the same structure produces the same spectral efficiency for low SNR values. This is due to the fact that the power lost in resistive losses is not limited as long as the power radiated to the far-field is the same. In Fig. 6 the problem normalized to dissipated power has been solved for a ka = 0.06, × /2 plate and its circumscribing sphere. Here, the difference between the different sub-regions is visible. The differences in spectral efficiency corresponds to the difference in mode strength shown in Fig. 4 . In the inset we can see the point where case B (diagonally opposed sub-regions) and case C (sub-regions on the same side of the plate) cross, around γ dB = 3.5. This corresponds to the point where the second order mode, more effectively induced by case C, see Fig. 4 , starts to be profitable to excite. For high SNR values we see that the curves from the plate converge to two distinct groups, one containing the configurations that effectively induce the two first modes, and one with cases A and B which only effectively induce the first mode. The optimal spectral efficiency of the circumscribing sphere has been plotted as a reference. The number of modes that the different cases induce is plotted in Fig. 7 . It can be seen that cases C, D, and E induce the second order mode at much lower SNR values than cases A and B. Interestingly, case C starts to induce the second mode around 8 dB before its spectral efficiency passes case B in Fig. 6 .
The restriction in (8) can equivalently be expressed as a requirement on the radiation efficiency η, see (9) , of the antenna. In Fig. 8 , the optimization problem (8) has been solved normalized to radiated power for different required radiation efficiencies. It can be seen that all sub-region orientations except for cases A and B almost fulfill the maximum spectral efficiencies for all radiation efficiencies before their cut-offs. The cut-offs correspond to radiation efficiencies where a solution is no longer feasible. From this it is possible to infer that two or three cleverly placed regions is enough to induce all available spectral efficiency for a ka = 0.06 plate. Interestingly case C (two regions on the same side of the plate) has an earlier cut-off than case B (two diagonally opposed A E B Plate C Sphere D Fig. 8 . The optimal spectral efficiency with a normalized radiated power for a ka = 0.06, × /2 plate, its circumscribing sphere, and the sub-region cases in Fig. 4 for different required radiation efficiencies. regions) even though case C outperforms B for lower radiation efficiency requirements. This most likely corresponds to the slightly higher mode strength of the first mode for case B seen in Fig. 4 . For this plate the optimal spectral efficiency of the sphere illustrates that the plate bound is much tighter for planar structures than that of the circumscribing sphere. In Fig. 9 the same optimization problem has been solved for a slightly larger ka = 0.56 plate. Here it can be seen that the different sub-region configurations start to seperate in terms of performance. It is no longer possible to induce the maximal spectral efficiency of the plate with just a few sub-regions.
D. Mode availability
The examples in Sec. IV-A, IV-B, IV-C have concerned small structures. The smaller sizes accentuate the availability of the lower order modes. When the size of the structure starts to grow in terms of wavelength a plethora of modes becomes effective, i.e., have high associated eigenvalues. Through solving the eigenvalue problem (16) the number of viable modes, eff , can be defined as those with an eigenvalue greater than A E B Plate C Sphere D Fig. 9 . The optimal spectral efficiency with a normalized radiated power for a ka = 0.56, × /2 plate, its circumscribing sphere, and the sub-region cases in Fig. 4 for different required radiation efficiencies.
1. This is seen as when the excitation of the mode does not accrue more losses. Since (16) depends on the geometry of the structure it is possible to analyze different shapes and study how many modes they have available. However, it is intuitive that shapes with greater surface area will induce more modes. To understand if these shapes are actually inducing these extra modes efficiently per area the number of modes can be normalized to the natural number of degrees of freedom for that area [5] , [20] . That number is defined as
for a sphere [22] . This term can be rewritten in terms of the area of the sphere A,
For the analysis of different shapes presented in Fig. 10 the degrees of freedom for each shape has been calculated by (19) using the surface area of each geometry. We can see that the curves are divided into two distinct groups, the three dimensional shapes A, B, and C, and the two dimensional D and E. This metric shows that a shape such as a cylinder induces modes almost as efficiently per area as a sphere. By arbitrarily permuting the surface of a shape to increase its area, such as for the cylinder F, we can see that the efficiency does not increase with increased area. In fact the efficiency of this shape is much lower. It is reasonable to conclude that convex shapes with maximum area, such as the sphere, will be able to induce the greatest number of modes efficiently. The jagged jumps in the curves are due to the fact that the efficiency of modes is not continuously distributed, e.g., see Fig. 3 where there is a significant jump from the first two modes of the plate to the higher order modes. The consequences of this is that the number of efficient modes is monotonically increasing with frequency, but when it is normalized with the wavelength, as in Fig. 10 , discrete jumps will occur when new groups of modes become available. For closed shapes, such as the sphere, the internal resonances also reduce the number of efficient radiation modes for certain sizes. 10 . The number of viable modes, eff , normalized to their natural number of degrees of freedom for different shapes. This is plotted against the surface area normalized to wavelength, see (19) . The surface resistance of the shapes is Rs = 0.01 Ω/ .
V. CONCLUSIONS
In this paper a closed form expression based on water-filling and radiation modes for calculating an upper bound on the optimal spectral efficiency for an arbitrary shape, constrained by the radiation efficiency, was presented. It was illustrated that the radiation modes play an important part in the optimal channel distribution. The strength and availability of the radiation modes were studied for several shapes including a plate, disc, cylinder, and sphere. Through this analysis it was shown that it is possible to excite currents producing optimal spectral efficiency for a plate using only a few small sub-regions. The number of effective modes for large shapes was investigated, and it was illustrated that cylindrical shapes produce roughly as many effective modes per surface area as a sphere.
It remains as an interesting future prospect to formulate similar solutions for different constraining quantities, such as the Q-factor.
APPENDIX A THE S MATRIX
The elements of the lossless impedance matrix are calculated by the integral
where Z 0 is the free wave impedance, Ω is the source region, ψ p and ψ q are the basis and test functions on the antenna, and dA denotes the area element integrated over [23] . The Greens dyadic inside of this expression can be written as a product between out-going and regular spherical vector waves. The radiation matrix can be found by taking R = Re(Z). By taking the real value of (20) both of the spherical vector waves become regular and it is possible to split the double integral into two identical integrals,
where u (1) α are the regular spherical vector waves [21] . Those integrals produce a matrix denoted as S which is the matrix connecting the basis functions in Ω to the spherical modes in the far-field. The radiation matrix can thus be decomposed as
The singular values of a matrix can be calculated by taking the positive square root of the eigenvalues of the matrix times itself, (eig( ‹ H ‹ H H )) 1/2 . By expanding the channel matrix to its component matrices,
it can be seen that R
−1 needs to be determined independent of ν. Due to their good properties, it is possible to decompose both R Ω and R r into more manageable matrices. Let's start with R r , this matrix is the real valued part of the MoM impedance matrix Z. It is possible to decompose R r as a multiplication between two instances of the S matrix, R r = S H S, see Appendix A. The loss matrix can be decomposed using a Cholesky factorization R Ω = Υ H Υ.Multiplying the two decomposed matrices together, C = SΥ −1 , the expression in (22) can be written as
where an SVD has been taken on C = UΣV H . Putting this back into the eigenvalue problem (22) a closed form expression can be formed for its solution,
where n are the eigenvalues of the generalized eigenvalue problem,
The solutions to this eigenvalue problem are known as radiation modes [19] . These are related to the singular values of the matrix C as,
It is evident that one of the main contributions to the singular values of the optimal channel are these radiation modes. In fact, the only other part of (24) is a requirement on dissipation factor δ. This is a parameter which the designer does not, in general, have control over. However, the strength of the radiation modes n depend on the geometry of the structure, which is controllable.
APPENDIX C ν INTERVAL
The linear combination of the two conditions in (8) are valid for values of ν that ensure that the resulting matrix R ν is positive semidefinite. Since both of its constituent matrices are positive definite this implies that ν > ν 0 . The lower bound can be established by studying the eigenvalue problem in (15) ,
n is always positive since it is a generalized eigenvalue of two positive semi-definite matrices, therefore the numerator is positive as long as ν > −1. δ and R s are positive constants. Therefore we can study the sign of the denominator
which provides two lower limits to the interval. The greatest of the two will provide the limit, i.e., ν 0 = max {−1, −1/(δ n )}.
APPENDIX D DISSIPATED POWER NORMALIZATION
We can alternatively choose to normalize (8) to dissipated power instead of radiated power. This gives the following optimization problem maximize log 2 det(1 + γ SPS H ) subject to Tr(R Ω P) ≤ 1 − η Tr((R r + R Ω )P) = 1 P 0.
Combining the two conditions gives,
which can be simplified by the introduction of a new matrix, as in (11),
In this case the eigenvalue problem is calculated as in (24) but replacing δ with
The lower limit on ν is thus calculated as 1 + ν(1 − η)
where we can multiply by the denominator since 0 ≤ (1 − η) ≤ 1 because the radiation efficiency exists in the interval 0 ≤ η ≤ 1. This gives, after simplification,
which provides a lower limit for ν,
or ν > −1 as concluded in App. C.
APPENDIX E SUB-REGIONS
In order to simulate embedded antennas the antenna problem must be reformulated in the currents that are controlled [13] . Consider the MoM matrix formulation ZI = V, divide it into sub-matrices related to the controlled currents, denoted to subscript a, and induced currents, denoted by subscript g,
where Z ag connects the controlled region to the induced region, and Z ga connects the induced region to the controlled region. The right hand side is only non-zero for the controlled region. The second equation is used to express the induced currents in terms of the controlled ones,
