Tuning of PI control algorithms for coupled multi input multi output (MIMO) systems is a challenging problem. This paper extends a previously developed model-based 
Introduction
Most control problems encountered in the chemical industries are of multivariable nature and known as Multi-input Multi-output (MIMO) systems. High interaction may also exist between the control loops making their controller tuning a challenging task. Most of the tuning efforts proposed for the multi-loop PID controllers were based on de-coupled single input single output (SISO) systems, i.e. each loop is tuned independently of the others. The multi-loop controller is then implemented in a decentralized structure in which a single input affects only one output. This de-coupled control structure has its merit of being simple, easy to maintain and having fewer tuning parameters than the cross-coupled controllers.
However, when strong interaction is inevitable, the performance of a decentralized controller may degrade substantially.
For this reason, some tuning design methods that provide suppression of interaction have been reported in the literature. In these cases, the controller is still implemented in a decentralized form, but its tuning parameters are adjusted to account for interaction brought in by the other loops. Among these methods is the Biggest Log Modulus (BLT) proposed by Luyben (1986) . The attractive feature of this procedure is simplicity since it includes designing only one parameter used as a de-tuning factor for all control loops. However, the resulted controller performance is conservative since the de-tuning factor is determined such that it provides tradeoff between stability and performance. Another design method is the Sequential Loop Closing (SLC) (Maciehowski, 1986) . In this case, the loops are tuned individually but closed one after another so that interaction caused by closing a previous loop is accounted for during tuning the current loop. One drawback of such method is that interaction is taken care of in one direction only. This means that interaction brought by closing a current loop into all previous loops is not accounted for. Recently Wang et al. (1998) proposed a novel procedure to design multivariable PID systems based on the Modified Ziegler-Nichols method (MMZN). The method handles the loop interactions in more rigorous way than the others do. However, the design procedure is iterative and its extension to high order systems is very computationally involved. [183] [184] [185] [186] [187] [188] [189] [190] [191] [192] [193] [194] [195] [196] [197] [198] 2002 .
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The paper is organized as follows. In the following section, the proposed tuning algorithm is presented. Modification of the original algorithm to handle MIMO systems is also discussed in the same section. Next section demonstrates the simulated application of the proposed algorithm to a linear 2x2 example and to a non-linear 2x2 example. Performance comparison with other methods such as BLT, SLC and MMZN is also given in that section. Conclusions are drawn in the last section.
Online adaptive tuning algorithm
In this section, a summary of the proposed adaptive tuning (ATN) procedure, which was developed elsewhere (Ali, 1999a) , is presented. Modification of the algorithm to handle MIMO systems is addressed in the end of the section. The algorithm is based on online adjustment of the PI settings so that the resulted closedloop response satisfies a predefined performance specification. This is achieved through direct utilization of the closed-response sensitivity to the controller parameters. We consider the process model is given by the following differential equations:
And we assume the following decentralized PI control law: Where K c and K I are diagonal matrices with their diagonal elements being the controller gain (k ci ) and the reciprocal integral time (τ Ii ) for each control loop respectively. Solution of equations (1-2) along with (3) (4) gives the closed-loop simulation of the process under a standard PI control structure. Since the controller is implemented in decentralized framework, the sensitivity of the closed-loop response to the PI settings can be then computed from the numerical solution of the following , , 1 ; 1
where n y represents the number of controlled variables and n x is the number of state variables. The sensitivity of the measured output to the PI settings can then be extracted from Eqns. (5) and (6) according to equation (2) . The gradients of the manipulated variables with respect to the PI settings are given as follows: (8) Step 1: at time, k, solve equations (1) to (4) numerically up to k+P w to obtain the closed-loop prediction of the output responses and their sensitivity to k c and τ I .
1. Journal of King Saud University, 14, Eng. Sci. (2) , 183-198, 2002. Step 2: Determine the maximum bound violation, Δy, over all outputs and the horizon P w .
Step 3: Solve the following least squared problem:
where Δφ is the change in the PI parameter space and y φ ∇ is the sensitivity of the most active output to the parameter space at the maximum violation point.
Step 4: update the current parameter space:
Step 5: compute the new controller output and implement it. Set k=k+1 and go back to step 1.
When the sampling time exceeds the window size of the bounds, the tuner is disabled and switched back to the observation phase. The least squares problem in step 3 is cast as Quadratic programming and solved by MATLAB software. It should be noted that the performance specifications can be determined by prudent plant experience and P w can be used as an adjustable parameter. It should be emphasized here that the above algorithm is repeated every sampling time and that the control law and its tuning parameters are assumed to be step-wise continuous functions. More detailed information related to the proposed tuner such as derivation of the algorithm and automatic scaling of the nominal bounds can be found elsewhere (Ali, 1999a) .
Elaboration on the effect and selection of P w is given in previous work (Ali, 1999a and 1999b).
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According to the algorithm described above, loop interactions is been taken care of by simply tuning the PI parameters for all loops simultaneously to force the response of the most active output lies inside its desired specification (step 3).
Moreover, additional linear constraints can be imposed on the least squares problem to ensure that the new parameters also satisfy the desired specification of the other outputs. The cost function (Eq. 9) is actually derived from the linear approximation of the relationship between process output and the PI parameters (Ali, 1999a):
for the most active output, say j, at the time instant at which the maximum violation of the performance occurs, say k+m,
. H e r e , denotes the expected output at the new value of φ. Based on equation (10), the new value of the parameter space should also satisfy the following constraints:
ŷ For the j th output:
And for the other outputs:
The above two inequalities can be written in a matrix form:
P z is the window size for the linear constraints. In this paper it is taken equal to P w . 
Simulation Examples
In the following, the proposed tuning algorithm is applied to two simulated examples. The resulted performance is also compared to those obtained by other exiting methods.
Example 1:
Consider the well-known Wood/Berry Binary distillation column (Wood and Berry, 1973 ) which was also used by Luyben (1986) and Wang et al. (1998) to test their tuning algorithms: In this paper, the above transfer function is realized into state space formulation using MATLAB software. In this case, the dead time is approximated by first-order Pade approximation. This transformation introduces inverse response Table 1 .
The RZN parameters, given in 183-198, 2002. considering interaction. Table 1 also includes the SLC settings. The latter is obtained by carrying out the regular ZN method to the second loop with the first loop being closed using its corresponding PI parameters. The performance of the BLT, SLC and MMZN for a unit set point change in y 1 and a zero set point change in y 2 is shown in figure 1(a,b) . A sampling time of 0.5 minutes is used in the simulation hereafter.
Obviously, the BLT provided smoother response due to its conservative PI settings.
However, this conservative settings lead to slow recovery of y 2 response to its set point. The feedback response using the RZN settings is shown in figure 1 (c,d) figure 1(c,d ) is designed such that it limits the overshoot to 10% for the set point change case and 20% for the disturbance case and gradually brings the response to within 1% of its steady state value. The window size of the envelope is 56 samples (equivalent to time interval of 28 minutes) and its threshold value is ±1% of the output steady state value. P w = 10 is used in the simulations. According to figure 1(c,d) , the ATN method managed successfully to improve the feedback performance starting from somewhat aggressive PI settings, i.e., RZN. When compared to BLT performance, the ATN delivered less overshoot and faster response.
Although the obtained performance does not lie completely inside the desired performance envelope, the latter was the main driving force to fire the tuning algorithm and to consequently improve the performance. Figure 2 illustrates that both integral times should be increased and k c2 be decreased to eliminate aggressiveness. k c1 , however, was decreased initially and then returned back to its initial value.
Smaller simulation time interval is intentionally used for Figure 2 183-198, 2002. feedback response is demonstrated in Figure 3 . As expected, the BLT performance is sluggish compared to the others due to its conservative tuning parameter values. On the other hand, the RZN had the worst performance. Although the ATN method started with the unreasonable RZN settings, it was able to dramatically improve the closed-loop response of both outputs as shown in figure 3(c,d) Iterative closed-loop simulations were used to determine the RZN, BLT, and SLC settings. Their numerical values are given in Table 2 . For the BLT method a detuning factor of magnitude of 5 is used. In fact, the maximum closed-loop log modulus for the process before de-tuning is much less than 4, a reference value suggested by Luyben (1986) as a decision criteria for his tuning method.
Nevertheless, the value used for the de-tuning factor in this paper is chosen such that it further reduces the log modulus value. A sampling time of 0.1 minute is used in all the following simulations. indicated by the persistent oscillation (Fig. 5) . A better response can be obtained using the SLC settings as shown by Figure 6(a,b) . Moreover, much smoother response, but at the expense of higher overshoot, can be achieved when using the BLT settings ( Fig.   6(a,b) ).
The result of testing the ATN method to the same set point change is shown in Figure 6(c,d) . The nominal performance envelopes are designed such that they limit the overshoot to 5% for servo problem and 7% for regulatory problem and eventually bring the response to within 1% of its final steady state value. The window size of the envelope is 56 samples, i.e. 5.6 minutes, and the threshold value is ±2% of the output steady state value. P w = 42 is used. The tuner is fired twice. First at the beginning due to the set point change and secondly at time = 5.6 minute because the first output, i.e., w, predicted response violated its specifications. Although the response of w lies inside the envelope for t > 5 minute, its future predicted values by the model (not shown) violate the performance specifications. In this simulation the RZN settings are used as the initial guess. Despite the output initial oscillation as shown in Figure   6 (c,d), the tuner succeeded in steering the PI settings (Fig. 7) in such a way to smooth out the feedback response.
To investigate the robustness of the tuning methods, their feedback performance was tested for the rejection of disturbance on x 2 in the presence of modeling error. Specifically, -10% step change in x 2 is introduced into the plant and the value of C v in the model is assumed to be 10% larger than that in the plant. The BLT and SLC will be only affected by the disturbance since they operate on the error signal coming form the plant. On the other hand, the ATN will be affected by both the disturbance and modeling error since it operates on the error signal coming from the plant and on the future predictions produced by the model. The simulation result is depicted in Figure 8 . The shape and size of performance envelopes used are the same as those described in the previous paragraph for regulatory problem. P w = 10 is employed in this case. The ATN algorithm is triggered twice at which the envelopes were sized and oriented automatically. Obviously, the ATN method delivered slightly inferior performance compared to those obtained by the BLT and SLC. This is attributed to the effect of modeling error associated with the model prediction of the output and its sensitivity to the tuning parameters. In fact, as shown by Figure 9 , the 1. Journal of King Saud University, 14, Eng. Sci. (2) , [183] [184] [185] [186] [187] [188] [189] [190] [191] [192] [193] [194] [195] [196] [197] [198] 2002 .
modeling error influenced the adaptation of the PI settings for the first loop. This is because the parametric error affects directly the first output, i.e. w, dynamics.
Nevertheless, the ATN was still able to provide somewhat good performance knowing the fact that it started from bad initial guess such as the RZN settings.
On the other hand, SLC outperformed the BLT in the regulatory control problem, but this is not the case in the servo control problem. This phenomenon is also observed in example 1. This can be attributed to the more aggressive tuning parameters (larger controller gains) used by SLC, which is desirable for disturbance rejection. The trade-off between good tuning for load-disturbance and for set point change responses is not surprising. It is well known that good tuning for loaddisturbance response may often give too oscillatory response for set point changes (Astrom, et al., 1993, Sung and Lee, 1996) . For this reason most of the available PID tuning formulas provide two set of settings, one for load-disturbance and another for set point change. This situation highlights another advantage of the proposed tuning algorithm, which is being independent of the source of process dynamics.
In the entire ATN simulations, the controller gains were constrained between The main advantage of the proposed technique is its online adaptation feature.
This makes it more suitable for process with time varying dynamics (Ali, 1999b ).
However, the method provides only nominal stability guarantees, but not robust stability. Robust stability conditions can be formulated as nonlinear constraints and introduced to the least squares problem, however, the algorithm will loose its simplicity as online tuner. 
