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Abstract
This paper considers estimation of factor-augmented panel data regression models
with homogenous slope coefficients. One of the most popular approaches towards this
end is the pooled common correlated effects (CCE) estimator of Pesaran (Estimation and
inference in large heterogeneous panels with a multifactor error structure. Econometrica
74, 967–1012, 2006). For this estimator to be consistent at the usual
√
NT rate, where N
and T denote the number of cross-section and time series observations, respectively, the
number of factors cannot be larger than the number of observables. This is a problem
in the typical application involving only a small number of regressors. The current pa-
per proposes a simple extension to the CCE procedure by which the requirement can be
relaxed. The CCE approach is based on taking the cross-section average of the observ-
ables as an estimator of the common factors. The idea put forth in the current paper is to
consider not only the average but also other cross-section combinations. The asymptotic
properties of the resulting combination-augmented CCE (C3E) estimator are provided
and verified in small samples using Monte Carlo simulation.
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1 Introduction
Consider the scalar and m× 1 vector of observable panel data variables yi,t and xi,t, where i =
1, ..., N and t = 1, ..., T indexes the cross-sectional and time series dimensions, respectively.
The data generating process (DGP) of the T × 1 vector yi = (yi,1, ..., yi,T)′ is similar to the
DGP of Pesaran (2006), and is given by
yi = xiβ+ ei, (1)
ei = Fλi + ei, (2)
where xi = (x′i,1, ..., x
′
i,T)
′ is T ×m, β is a m× 1 vector of slope coefficients, F = (F′1, ..., F′T)′ is
a T× r matrix of common factors with λi being the associated r× 1 vector of factor loadings,
and ei = (ei,1, ..., ei,T)′ is a T × 1 vector of idiosyncratic errors. If the model includes unit-
specific fixed effects, then yi, xi, ei, F and ei are simply the correspondingly (time) demeaned
variables.
The above model is the prototypical pooled panel regression with a factor error structure,
in which ei is independent of xi.1 If F is also independent of xi, then (1) is nothing but a static
panel data regression with exogenous regressors, which can be estimated consistently using
least squares (LS). If, however, xi is correlated with F, then consistency will be lost. To allow
for this possibility, we follow Pesaran (2006) and assume that
xi = FΛ′i + ηi, (3)
where Λi is a m× r loading matrix and ηi = (ηi,1, ..., ηi,T)′ is a T ×m matrix of idiosyncratic
errors. By combining (1)–(3),
wi = FCi + ui, (4)
where wi = (yi, xi) = (wi,1, ..., wi,T)′ is T × (m + 1), wi,t = (yi,t, x′i,t)′ is (m + 1) × 1, Ci =
(Λ′iβ+ λi,Λ
′
i) is r× (m+ 1), and ui = (u′i,1, ..., u′i,T)′ = (ηiβ+ ei, ηi) is T× (m+ 1). Thus, (1)–
(3) can be rewritten equivalently as a static factor model for wi, which is convenient because
it means that the common component of the data can be estimated using existing methods
for such models (see Chudik and Pesaran, 2013, for a recent survey).2 In this paper, however,
1One difference between the above DGP and the one considered by Pesaran (2006) is that here β is assumed
to be homogenous; see Section 2 for a more detailed discussion.
2In Section 4 of the present paper we present some Monte Carlo result that enable comparison with the prin-
cipal components-based estimator of Bai (2009), which is arguably the closest competitor of the CCE approach.
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we focus on the CCE approach of Pesaran (2006), which has become very popular in the
empirical literature with a large number of applications. The approach has also attracted
much interest in the econometric literature where it has been shown to work under very
general conditions, including models with weak factors, dynamic models and even models
with non-stationary data (see, for example, Chudik et al., 2011; Chudik and Pesaran, 2013;
Kapetanios et al., 2011; Pesaran et al., 2013).
As is well known from the classical common factor literature, F and Ci are not separately
identifiable, suggesting that the best that one can hope for is consistent estimation of the
space spanned by F. The idea of Pesaran (2006) is to make use of the cross-section variation
to estimate this space. A natural way to accomplish this is to take the cross-section average,
giving wt = C
′Ft + ut, where C, wt and ut are the cross-section averages of Ci, wi,t and ui,t,
respectively. Hence, since ut = op(1) (as N → ∞), we have that C′Ft = wt − ut = wt + op(1).
This suggests using wt as an estimator of C
′Ft, a strategy that would seem to require
rk(C′) = r ≤ m + 1, (5)
where rk(C′) denotes the rank of C′. Hence, the number of observables must be at least as
large as the number of factors. The idea behind the CCE approach is then to estimate β as
the LS slope on xi in a regression of yi onto xi and wt.
As Pesaran (2006) points out, the condition in (5) can actually be relaxed even within the
original CCE framework. However, as we explain in detail in Section 3 of the current paper,
this requires imposing additional restrictive conditions on λi and Λi, which, if false, may
well render the CCE estimator inconsistent. Hence, even if (5) can in principle be relaxed, in
most situations of practical relevance this is not the case.
The number of regressors, m, is usually a small number that is given by economic theory
(and/or previous empirical evidence). By contrast, economic theory is usually not very
informative regarding the number of factors, r (see, for example, Eberhardt et al., 2013).
Therefore, the theoretically implied value of m has typically little or nothing to do with
r. This is important because within the original CCE framework choosing m also means
restricting r, and in many applications there is little or no reason to believe that this number
should be less than or equal to m + 1. However, in practice this aspect is almost always
ignored.
In the current paper we take this shortcoming as our starting point. The purpose is to
provide a simple modification of the original CCE approach allowing (but not requiring)
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r > m + 1. The idea is to consider not only the equal-weighted average, but also other
combinations of w1,t, ..., wN,t. In particular, by considering k such combinations we can allow
for k(m + 1) ≥ m + 1 common factors. In addition to the larger number of factors that can
be allowed, the new approach also enables one to consider separately the selection of m and
r. The asymptotic properties of the proposed combination-augmented CCE (C3E) estimator
are studied under the assumption that N, T → ∞ with √T/N → 0, which is less restrictive
than the T/N → 0 condition of Pesaran (2006). Some Monte Carlo results are also provided
to suggest the asymptotic properties are borne out well in small samples.
The remainder of the paper is organized as follows. Section 2 gives the assumptions,
which are used in Section 3 to derive the asymptotic distribution of the proposed C3E es-
timator. When T/N → τ < ∞ but √T/N → 0 the estimator is biased. As a response to
this, we propose using bias correction, a procedure that is shown to be effective provided
that
√
T/N → 0 and √N/T → 0. As a solution to the practical problem of how to pick the
appropriate combinations, an information criterion (IC)-based selection rule is proposed.
Section 4 focuses on the finite-sample accuracy of the theory provided in Section 3. Section
5 offers a conclusion.
A word on notation. tr(A) and ||A|| = √tr(A′A) denote the trace and Frobenius (Eu-
clidean) norm, respectively, of the matrix A. Also, MA = IT − A(A′A)A′ for any T-rowed
matrix A. M < ∞ denotes a generic positive number. Finally, ∼ and→p signify asymptotic
equivalence and convergence in probability, respectively.
2 Assumptions
The assumptions placed on ei, ηi and F may be summarized in the following way.
Assumption 1.
(i) ei,t = φi(L)ε i,t, where ε i,t is independent and identically distributed (iid) with E(ε i,t) =
0, E(ε2i,t) = 1, E(ε
4
i,t) ≤ M, φi(L) = ∑∞j=0 φjiLj, σ2e,i = E(e2i,t) = ∑∞j=0 φ2ji > 0, and
∑∞j=0 j|φji| ≤ M;
(ii) ηi,t = Φi(L)vi,t, where vi,t is iid with E(vi,t) = 0, E(vi,tv′i,t) = Im, E(||vi,t||4) ≤ M,
Φi(L) = ∑∞j=0 ΦjiL
j, Ση,i = E(ηi,tη′i,t) = ∑
∞
j=0 ΦjiΦ
′
ji is positive definite, and ∑
∞
j=0 j||Φji||
≤ M;
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(iii) Ft is covariance stationary such that E(||Ft||4) ≤ M and E(FtF′t ) = ΣF is positive defi-
nite;
(iv) λi andΛi are either random such that E(||λi||) ≤ M and E(||Λi||) ≤ M, or non-random
such that ||λi|| < ∞ and ||Λi|| < ∞;
(v) ε i,t, vi,t and Ft are mutually independent.
Remark 1. Assumption 1 is very similar to Assumptions 1–3 in Pesaran (2006), and we
therefore refer to this paper for a discussion. The main difference is that while in Pesaran
(2006, Assumption 3) λi and Λi are assumed to be iid with mean λ and Λ, respectively,
and positive definite covariance matrices, here λi and Λi can be either random in a general
(non-iid) way or non-random.3 Another difference is that while we only consider the case
when β is homogenous, Pesaran (2006) also considers the more general case when β varies
randomly across the cross-section. However, as we explain in Section 3, while this random
specification of β is certainly more general when it comes to the types of slope behavior that
can be permitted, there is also a “cost” to this greater generality.
It is convenient to cast everything in terms of stacked N-dimensional vectors. Let us
therefore define the N(m + 1)× N(m + 1) matrix Σu = diag(Σu,1, ...,Σu,N), where
Σu,i = E(ui,tu′i,t) =
[
β′Ση,iβ+ σ2e,i β
′Ση,i
Ση,iβ Ση,i
]
.
For each column in wi, we consider k cross-section combinations, as given by the T × (m +
1)k matrix N−1 ∑Ni=1 wiZi, where Zi = (Im+1 ⊗ z′i) is (m + 1)× (m + 1)k and zi is k × 1. In
stacked form, we have Z = (Z′1, ..., Z
′
N)
′ = (z⊗ Im+1), a N(m + 1)× (m + 1)k matrix, where
z = (z1, ..., zN)′ is N × k. The columns of z will henceforth be referred to as “combinations”
with z being the “combination matrix”. The corresponding N(m + 1) × r matrix stacking
Ci is given by C = (C1, ..., CN)′. The columns of z can be deterministic and/or stochastic,
provided that Assumption 2 is satisfied, where H = N−1Z′C is (m + 1)k× r.
Assumption 2.
(i) rk(H) = r ≤ (m + 1)k for all N < ∞ and H →p H as N → ∞, where rk(H) = r and
||H|| < ∞;
3Either way, the type of cross-section dependence permitted is of the strong form. However, in analogy with
Chudik et al. (2011, Section 4) some of the factors can also be non-strong without affecting the results.
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(ii) Zi is either deterministic such that ||Zi|| ≤ M, or stochastic such that E(||Zi||2) ≤ M;
(iii) Z is independent of ui,t;
(iv) N−1Z′ΣuZ →p Θ as N → ∞, whereΘ is a (m+ 1)k× (m+ 1)k positive definite matrix.
Remark 2. In terms of the above notation, the original CCE approach is obtained by setting
k = 1, H = C′ and zi = 1, and in this case Assumption 2 is the same as in Pesaran (2006).
Note in particular how in this case Assumption 2 (i) reduces to rk(H) = rk(C′) = r ≤ m+ 1,
requiring that the number of observables must be as least as large as the number of factors.
By considering k ≥ 1 combinations we can accommodate (m + 1)k ≥ m + 1 factors.
Remark 3. The equal-weighted average is not the only way to combine the data. In fact,
as Pesaran (2006) points out, any weighting scheme satisfying granularity condition (14) in
his paper will do. However, while recognizing the fact that the weights does not have to be
equal, it is still just one combination/weighted average per observable that is being consid-
ered. The contribution of the present paper is the consideration of multiple combinations,
which is important, because it relaxes the requirement that m + 1 ≥ r.
3 Asymptotic results
3.1 The C3E estimator
As already mentioned, since F and Ci are not separately identifiable, F can only be estimated
up to a matrix rotation. The proposed estimator Fˆ of FH is given by
Fˆ =
1
N
N
∑
i=1
wiZi =
1
N
N
∑
i=1
(wi ⊗ z′i),
whose dimension is T × (m + 1)k. The resulting estimator of β is given by
βˆ =
(
N
∑
i=1
x′i MFˆxi
)−1 N
∑
i=1
x′i MFˆyi.
Theorem 1. Under Assumptions 1 and 2, as N, T → ∞ with √T/N → 0 and T/N → τ < ∞,
√
NT(βˆ− β) ∼ N(0,Σ−1η WΣ−1η ) + Σ−1η
√
τB,
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where ∼ signifies asymptotic equivalence, and
W =
1
N
N
∑
i=1
σ2e,iΣη,i,
B = B1 − B2 − B3,
B1 =
1
N
N
∑
i=1
Λi(H
′H)−1H′ΘH(H′H)−1λi,
B2 =
1
N
N
∑
i=1
Ση,i(β, Im)Zi H(H
′H)−1λi,
B3 =
1
N
N
∑
i=1
σ2e,iΛi(H
′H)−1H′Z′i(1, 0m)
′.
Remark 4. Note that if k = 1 and zi = 1, then Fˆ = N−1 ∑Ni=1(wi ⊗ z′i) = w, and we are back
in the original CCE approach of Pesaran (2006).
Remark 5. The fact that the C3E estimator is biased when T/N → τ > 0 is not covered by the
theory provided by Pesaran (2006), who assumes T/N → 0. Theorem 1 can therefore be seen
as a generalization of the results of Pesaran (2006, Theorem 4) to the case when T/N → 0
is violated, making it more relevant for applied work. The presence of bias is, however, not
unexpected given the results of Bai (2009, Theorem 3), and Westerlund and Urbain (2013a,
Theorem 1).
Remark 6. The C3E estimator considered here is based on “within” pooling, whereby the
data are summed over the cross-section before taking the ratio. Another approach is to
use “between” pooling, in which case the ratio is taken prior to summing over the cross-
section. Pesaran (2006) considers both types of pooling. However, since in his Monte Carlo
study within pooling generally leads to the best performing estimator, in this paper we only
consider this type.
The remainder of this subsection is devoted to a discussion of the necessity of the rank
condition in (5). While under Assumptions 1 and 2 original CCE requires m + 1 ≥ r, as is
made clear in Pesaran (2006), by strengthening the assumptions placed on λi it is actually
possible to allow m+ 1 < r (without the need for additional combinations). To illustrate this,
suppose that instead of (1) we have yi = xiβi + ei, where βi = β+ vi and vi is iid with mean
zero and positive definite covariance matrix Σv. Also, vi is independent of all other random
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elements of the DGP. Suppose first that F is known and that m + 1 = r, in which case
√
N(βˆ− β) =
(
1
NT
N
∑
i=1
x′i MFxi
)−1
1√
NT
N
∑
i=1
x′i MF(xivi + Fλi + ei)
=
(
1
NT
N
∑
i=1
η′i MFηi
)−1
1√
NT
N
∑
i=1
η′i MFηivi + op(1)
= Σ−1η
1√
N
N
∑
i=1
Ση,ivi + op(1)
∼
(
Σ−1η
1
N
N
∑
i=1
Ση,iΣvΣη,iΣ
−1
η
)1/2
N(0, Im),
where the last result follows from applying a central limit law to N−1/2 ∑Ni=1 Ση,ivi. Thus,
in this case normality is a direct consequence of the assumed randomness of βi. A similar
result applies in case m + 1 < r, but then normality requires that λi and Λi have similar
random coefficient representations as βi. In fact, as pointed out by Westerlund and Urbain
(2013b), in this case one also has to assume that Λi and λi are mutually independent, which
seems like a rather restrictive assumption. For example, when regressing investments on
savings, as is commonly done in the literature on the so-called “Feldstein–Horioka puzzle”,
a common shock that increases savings is going to push interest rates down and investments
up, suggesting that Λi and λi should be negatively correlated. Thus, while the requirement
that m + 1 ≥ r can be relaxed also within the original CCE framework, this does not come
free of charge. Then there is also the dependence of the asymptotic distribution of
√
N(βˆ− β)
on Σv, which makes for relatively complicated covariance estimation. Finally, if βi is allowed
to vary, the rate of convergence is reduced, from
√
NT to
√
N, which is true also in case of a
violation of m + 1 ≥ r.
One may think that the above mentioned reduction in the rate of consistency is due to the
fact that βi is allowed to vary, and that imposing β1 = ... = βN = β would prevent this from
happening, regardless of whether m + 1 ≥ r or m + 1 < r.4 However, this is not the case.
The reason for this is easily appreciated by replacing F in the above expansion of
√
N(βˆ− β)
with Fˆ = w. By imposing v1 = ... = vN = 0 and noting that (NT)−1/2 ∑Ni=1 x′i Mwei = Op(1),
the numerator
√
NT(βˆ− β) reduces to
1√
NT
N
∑
i=1
x′i Mw(xivi + Fλi + ei) =
1√
NT
N
∑
i=1
x′i MwFλi +Op(1).
4It is not clear from Pesaran (2006) whether one can have β1 = ... = βN = β, while at the same time permitting
m + 1 < r.
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On the one hand, if m+ 1 ≥ r, then, since in such cases Fˆ = FC+ op(1), x′i MwF = x′i MFCF =
0, and so we obtain
√
NT(βˆ − β) = Op(1). Hence, provided that m + 1 ≥ r, imposing
β1 = ... = βN = β restores
√
NT-consistency. On the other hand, if m + 1 < r, then
x′i MwF = Op(T), and therefore
√
NT(βˆ− β) =
√
T
(
1
NT
N
∑
i=1
x′i Mwxi
)−1
1√
N
N
∑
i=1
T−1x′i MwFλi +Op(1),
whose order is determined by the order of the first term on the right, which in turn depends
on λi and Λi. If λi is iid independently of Λi, then the first term is Op(
√
T ), whereas if λi
is non-iid and/or correlated with Λi, then the same term is Op(
√
NT ). Thus, the rate of
consistency is
√
N, at best, and if λi is non-iid and/or correlated with Λi, then βˆ is even
inconsistent. The proposed estimator is not only very simple, but is also
√
NT-consistent
regardless of the specification of λi and Λi, provided that Assumptions 1 and 2 are satisfied.
3.2 Bias correction
As pointed out by Bai (2009), an obvious solution to the problem with bias in the case when
T/N → τ > 0 is to use bias correction. Let us therefore define the following bias-adjusted
version of βˆ:
βˆBA = βˆ− N−1Σˆ−1η Bˆ.
Here Bˆ is B with β, Ση,i and σ2e,i replaced by βˆ, Σˆη,i and σˆ
2
e,i, respectively, where Σˆη,i and
σˆ2e,i are the usual heteroskedasticity and autocorrelation consistent (HAC) covariance matrix
estimators based on MFˆxi and (yi− xi βˆ− Fˆλˆi), respectively, and Σˆη = N−1 ∑Ni=1 Σˆη,i. The es-
timators λˆi and Λˆi of λi and Λi, respectively, are obtained by simply picking the appropriate
elements in Cˆi, which can be obtained from a LS regression of wi,t onto Fˆt.
Proposition 1. Under Assumptions 1 and 2, as N, T → ∞ with √T/N → 0 and √N/T → 0,
√
NT(βˆBA − β) ∼ N(0,Σ−1η WΣ−1η ).
According to Proposition 1, asymptotically the bias correction is successful. Moreover,
the correction does not contribute to the limiting variance, which is the same as in Theorem
1.
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3.3 Selecting the combinations
A problem in applications is how to pick the combinations, z. The most obvious approach
is to exploit if there are natural candidates. z is ideally chosen to be uncorrelated with ei,t,
but highly correlated with C, measuring the exposure of each individual unit to the common
shocks. As such, natural candidates for z are actually not difficult to find. For example, if
wi,t includes GDP and/or inflation, then z might be a vector of trade shares, or, if wi,t in-
cludes stock prices, then z might be the book-to-market ratio and/or the earnings-price ratio
(aggregated over the whole time period). In fact, z can even include preliminary consistent
estimates of (the space spanned by) C. The only requirement is that the rate of consistency
must be at least
√
N, which is sufficiently relaxed to enable estimation by, for example, prin-
cipal components (see Bai, 2003, Theorem 2). Deterministic instruments are even simpler
to come by. Again, if wi,t includes GDP, then Z might be a vector of distance rankings, or,
if wi,t includes stock prices, then z might be industrial classification. Also, as Chudik et al.
(2011) show, the cross-sectional average can be quite effective in mopping up cross-section
dependence. Thus, a vector of ones is always a good starting point when constructing z.
Even if candidates for z are easy to find, in practice there will most likely be uncertainty
regarding which candidates to use. If this is the case, then z can be estimated by an IC of the
form
IC(s) = V(s, Fˆs) + sg(N), (6)
where Fˆs is Fˆ based on s combinations, V(s, Fˆs) = (NT)−1 ∑Ni=1(y′i Mxi MFˆs Mxi yi) is the sum
of squared residuals, and g(N) is a penalty function. To fix ideas, suppose for sake of argu-
ment that m is known and that the columns of z are ordered according to relevance, as mea-
sured by the (cross-section) correlation with (the unobserved) columns of C. The problem of
determining z therefore reduces to the problem of consistent estimation of k, the dimension
of z. The IC estimator kˆ of k is given by
kˆ = arg min
s=0,...,kmax
IC(s),
where kmax ≥ k. By Assumption 2, k ≥ br/(m + 1)c, where bxc is the largest integer less
than x. Hence, we do not propose to use kˆ as an estimator of the number of factors, r, but as
an estimator of the minimal number of columns of z required to approximate the underlying
factor structure.
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Proposition 2. Under Assumptions 1 and 2, if g(N)→ 0 and Ng(N)→ ∞, as N → ∞,
P(kˆ = k)→ 1.
Remark 7. Bai and Ng (2002) proposes several IC that are appropriate in the context of
principal components estimation approximate common factor models. The class of IC con-
sidered here is very similar. The only difference is the penalty, which is here assumed not
to depend on T. The reason for this difference is that while the rate of consistency of the
principal components estimator of F depends on both N and T, the rate of consistency of Fˆ
only depends on N.
Remark 8. In order to appreciate the implications of Proposition 2 for the asymptotic distri-
bution of
√
NT(βˆ− β) it is useful to treat βˆ as a function k. Let us therefore write βˆk for βˆ.
Clearly,
P[
√
NT(βˆkˆ − β) ≤ δ] = P[
√
NT(βˆkˆ − β) ≤ δ|kˆ = k]P(kˆ = k)
+ P[
√
NT(βˆkˆ − β) ≤ δ|kˆ 6= k]P(kˆ 6= k),
where δ > 0. Because P(kˆ = k) → 1 and P(kˆ 6= k) → 0, the second term on the right-hand
side converges to zero, and P[
√
NT(βˆkˆ− β) ≤ δ] = 1+ o(1). Moreover, conditional on kˆ = k,
βˆkˆ = βˆk. Thus,
|P[
√
NT(βˆkˆ − β) ≤ δ]− P[
√
NT(βˆk − β) ≤ δ]| → 0,
suggesting that Theorem 1 is unaffected by the estimation of k.
The minimization can be done via gird search over all possible combinations of columns
of z; however, given that the large number of potential candidates, a computationally less
demanding procedure seems preferable. To implement the minimization, the following two-
step approach may be used:
1. We begin by ordering the candidates. This can be done by considering the cross-section
correlation between each element of zi and each element of Ci. But since the latter is not
observed, we propose to using wi = T−1 ∑Tt=1 wi,t = C′i F+ ui = C
′
i F+ op(1) to estimate
the space spanned by Ci. This practice leads to a (m + 1) × k matrix of correlations,
and hence (m + 1) potentially different orderings. As a way of summarizing these we
propose to take the average of the correlations for each candidate over the elements of
wi.
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2. Once an ordering of the candidates is obtained, the problem of selecting which com-
binations to use reduces to the relatively simple problem of selecting the number of
combinations, which can be done by using an IC. The specific IC used in this paper can
be seen as a version of the ICp1 criterion of Bai and Ng (2002) and is given by
IC(s) = ln(V(s, Fˆs)) + sN−1 ln(N).
Proposition 2 implies that kˆ based on this criterion is consistent for k.
4 Monte Carlo results
In this section we evaluate briefly the small sample properties of the C3E estimator. The
DGP used for this purpose can be seen as a restricted version of (1)–(3), and sets m = 1,
β = −2 and (F′t , ηi,t, ei,t) ∼ N(0, Ir+2).5 The difference between the experiments considered
lies in how we generate λi, Λi and zi. Seven experiments, denoted E1–E7, are considered.
In E1–E3, the rank condition in (5) is satisfied, whereas in E4–E7, the condition is violated.
In E4 and E5, λi and Λi are iid and independent of each other, as required in original CCE,
whereas in E6 and E7, λi and Λi are non-iid. Exactly how λi, Λi and zi are generated is
described in Table A. For each experiment, 19 (N, T) pairs are considered. In the first 16,
N, T = 30, 50, 100, 200, whereas in last three, N = bT4/3c. The motivation behind the last
three pairs is to asses the performance when the conditions of Theorem 1 and Proposition 1
(that is,
√
N/T → 0 and √T/N → 0) are met. We report the bias and the size of a nominal
5% level t-test. The reported results are based on 5, 000 replications and the parameters of
the models are kept constant across replications.
The performance of C3E is compared with that of the naive LS estimator where the cross-
sectional dependence is ignored, original CCE, and the principal components (PC) estimator
of Bai (2009). Four versions of C3E is considered; (i) C3E based on the combinations reported
in Table A, (ii) C3E|1 based on the Table A-combinations plus the cross-sectional average of
the obsevables, (iii) C3ES, which is C3E based on IC selection of the Table A-combinations
and, (iv) C3ES|1, which is C3E based on IC selection among the combinations reported in
Table A plus the cross-sectional averages. The reason for the special treatment of the cross-
section averages is that we would like to be able to study separately a violation of the CCE
5We also conducted some experiments while allowing for unit-specific fixed effect. As expected, this change
did not affect the conclusions. The results are not reported but can be made available upon request.
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rank condition in (5) and the one in Assumption 2. As explained in Section 3.3 C3E|1 and
C3ES|1 are obtained by simply including in z a vector of ones. There estimators therefore nest
original CCE. The selection of the combinations (in C3ES and C3ES|1) is done as explained
in Section 3.3. We begin by ordering the combinations according to their cross-section corre-
lation with the time averages of the observables. Once an ordering is obtained, starting with
the full set of combinations, the proposed IC is used to select the appropriate combinations
to use.
The results for each experiment are reported in Tables E1–E7. The conclusions that can
be drawn from from these tables are summarized as follows.
E1. The aim of this experiment is to evaluate the accuracy of the theoretically predicted bias
(as given in Theorem 1) and also to evaluate the performance of the bias-adjusted C3E
estimator.6 The results reported in Table E1 suggest that if N < T, then the bias of the
C3E estimator is slightly smaller than expected, whereas if N ≥ T, then the empirical
bias is generally very close to the one predicted by theory. As expected, bias correction
leads to a considerable improvement for all estimators. The overall best performance
is obtained by using bias-adjusted C3E, followed by CCE and PC.
E2. The aim of this experiment is to compare the performance of original CCE and C3E
when all the conditions required for both methods to be valid, including (5), are met.
All the combinations are highly correlated with the loadings. Under these conditions
both CCE and (the versions of) C3E should perform equally well, which is also reflected
in Table E2. CCE tend to perform slightly better, but the difference is not very large,
and it gets smaller as N and T increases. As expected given Proposition 2, in large
samples C3ES and C3ES|1 do just as well as C3E and C3E|1, respectively.
E3. In this experiment the combinations are generated independently of the loadings, such
that Assumption 2 is violated. The expectation is that this should cause C3E to break
down. However, (5) is still satisfied, and therefore CCE is still expected to perform
well. Interestingly, this is not what we see in Table E3. Specifically, while the perfor-
mance of the C3E estimators is generally worse than in Table E2, the other estimators
also perform worse than in E2. In fact, in most of the cases C3E outperforms the compe-
6The theoretical bias of the CCE and C3E estimators are obtained from Theorem 1. In case of the PC estimator
the theoretical prediction is taken from Bai (2009).
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tition, including CCE. A comparison of C3E and C3E|1 shows that when the loadings
are generated independently of the combinations, including a vector of ones to the
combination matrix decreases the bias for most of the N and T combinations. We also
experimented with a subset of invalid combinations and obtained very similar results7.
E4. This experiment is conducted to compare the performance of CCE and the versions of
C3E when (5) is not satisfied, as in this case
E(Ci) =
[
1.5 0.5
0 0
]
(see Table A). But the factor loadings are still iid. The theory suggests that in this
case the rate of consistency of CCE should be reduced from
√
NT to
√
N. The results
reported in Table E4 are quite suggestive of this; while decreasing in N, the bias is
roughly constant in T. We also see that the size of the bias of the CCE is substantially
higher when compared to E3. But while the bias is constant, the size distortions of the
CCE are actually increasing in T. Moreover, although the bias is generally decreasing
in N, the size distortions remain or even increase with increases in N. This is unex-
pected, because inference based on the CCE t-statistic should be asymptotically valid
regardless of the relative expansion rate of N and T (see Pesaran, 2006, Theorem 3).
By contrast, the C3E t-statistic maintains the nominal level well and the accuracy in-
creases with increases in N and/or T. The
√
NT-consistency of the C3E estimator is
also clearly visible; increasing N and/or T leads a reduction in bias. Furthermore in-
cluding a vector of ones to the combination matrix (so that C3E nests original CCE)
leads to a decrease in the bias.
E5. In this experiment (5) is again violated; however, this time the violation is due to the
presence of too many factors; m + 1 = 2 < r = 3. Also, the loadings are independent
of the combinations. The results reported in Table E5 show that while the conclusions
regarding the CCE bias are roughly the same as in E4, the size distortions of this esti-
mator are now markedly smaller. However, there is still a tendency for the distortions
to increase with T. As expected, since there are now even more invalid combinations
than in E3, the C3E results reported in Table E5 are worse than those reported in Table
E3. However, in most of the cases, performance is still better than for CCE.
7These unreported results can be made available upon request.
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E6. In Table E6,
E(Ci) =
[
1.7 0.2
0 0
]
and therefore (5) is violated. Also, λ2i and Λ1i are correlated with each other, so the
factor loadings are non-iid. As expected, CCE breaks down completely. However,
since the combinations are still correlated with the loadings, C3E still performs well.
E7. All loadings are mean zero and non-iid in this experiment. The CCE estimator is now
even more biased than in E7. The C3E estimator still performs well, as does C3ES.
5 Conclusion
This paper considers the problem of consistent estimation of a factor-augmented panel re-
gression model in which the number of factors, r, is potentially larger than the number of
observables, m + 1. The estimator that we propose can be viewed as an extension of the
CCE estimator of Pesaran (2006), which is based on using the cross-section averages of the
observables as proxies for the latent factors. While CCE does allow r > m + 1, it does so
at a cost. In particular, it is required that the factor loadings are iid, which in most cases of
practical relevance is likely to be violated. Also, even if the assumption is met, the rate of
consistency is only
√
N, as opposed to the usual
√
NT-rate. In this paper we take this feature
of CCE as our starting point. The purpose is to provide a simple extension that preserves
√
NT-consistency without for that matter requiring iid loadings.
The idea behind the proposed C3E estimator is to use not only the cross-section average
but also other (cross-section) combinations of the observables. By taking k ≥ 1 such combi-
nations we can allow k(m + 1) ≥ m + 1 common factors. The new estimator is shown to be
√
NT-consistent and asymptotically normal under the condition that T/N → τ < ∞. This
condition is more genal than the T/N → 0 condition of Pesaran (2006), whose relaxation is
shown to have important consequences. In particular, it is shown that the estimator is biased
whenever τ > 0. As a response to this, a bias-adjusted C3E estimator is proposed, which is
shown to support asymptotically normal inference under
√
T/N → 0 and√N/T → 0. This
is true if the combinations are known. If there is uncertainty over which combinations to use
an IC can be used to select the appropriate combinations.
The small-sample performance of the C3E estimator is examined through a series of
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Monte Carlo experiments. The results suggest that whenever the assumptions of Pesaran
(2006) are satisfied, the performance of the CCE and C3E estimators are comparable. If,
however, the assumptions are not met, then the C3E estimator continues to work well while
the CCE estimator breaks down. We also find that the proposed bias-adjustment and IC-
based combination selection procedures seem to work well, leading to estimators with good
small-sample properties.
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Appendix: Proofs
We start with some notation. The model for wi,t = (yi,t, x′i,t)
′ can be written in matrix notation
as
wi = FCi + ui, (A1)
where wi = (yi, xi) = (wi,1, ..., wi,T)′ is T × (m + 1), F = (F1, ..., FT)′ is T × r, Ci = (Λ′iβ +
λi,Λ′i) is r× (m+ 1) and ui = (ui,1, ..., ui,T)′ = (ηiβ+ ei, ηi) is T× (m+ 1). Alternatively, the
model for wi,t can be written as the following N-dimensional system:
wt = CFt + ut, (A2)
where wt = (w′1,t, ..., w
′
N,t)
′ and ut = (u′1,t, ..., u
′
N,t)
′ are N(m + 1)× 1, and C = (C1, ..., CN)′ is
N(m + 1)× r. The matrix notation
w = FC′ + u (A3)
will also be used, where w = (w1, ..., wN) and u = (u1, ..., uN) are T × N(m + 1). In what
follows the representations in (A1)–(A3) will be used interchangeably.
Many of the results can be expressed in terms of (Fˆ − FH′). It is therefore going to be
convenient to introduce some special notation to simplify such expressions. It is therefore
useful to define
d = Fˆ− FH′ = 1
N
N
∑
i=1
uiZi, (A4)
whose dimension is given by T × (m + 1)k. It is further convenient to write d = (d1, ..., dT)′,
where
dt = Fˆt − HFt = 1N
N
∑
i=1
Z′i ui,t (A5)
is (m + 1)k× 1.
Before we come to the proof of Theorem 1 we state some useful lemmas.
Lemma A.1. Under Assumptions 1 and 2,
1
T
T
∑
t=1
||dt||2 = Op(N−1).
Proof of Lemma A.1.
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The proof of Lemma 1 is a simple consequence of the fact that ||N−1/2 ∑Ni=1 Z′i ui,t|| = Op(1),
as seen by writing
N
T
T
∑
t=1
||dt||2 ≤ 1T
T
∑
t=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
Z′i ui,t
∣∣∣∣∣
∣∣∣∣∣
2
= Op(1).

Lemma A.2. Under the conditions of Lemma A.1,
||
√
NT−1/2F′d|| = Op(1).
Proof of Lemma A.2.
The proof is completed by noting that,
√
NT−1/2F′d =
√
N√
T
T
∑
t=1
Ftd′t =
1√
T
T
∑
t=1
Ft
1√
N
N
∑
i=1
u′i,tZi = Op(1). (A6)

Lemma A.3. Under the conditions of Lemma A.1,
NT−1d′d = Θ+Op(T−1/2)
where Θ = limN→∞ N−1Z′ΣuZ.
Proof of Lemma A.3.
A direct calculation reveals that
NT−1d′d =
N
T
T
∑
t=1
dtd′t =
1
NT
T
∑
t=1
N
∑
i=1
N
∑
j=1
Z′i ui,tu
′
j,tZj
=
1
NT
T
∑
t=1
N
∑
i=1
Z′i ui,tu
′
i,tZi +
1√
T
1
N
√
T
T
∑
t=1
N
∑
i=1
N
∑
j 6=i
Z′i ui,tu
′
j,tZj
=
1
NT
T
∑
t=1
N
∑
i=1
Z′i ui,tu
′
i,tZi +Op(T
−1/2)
= Θ+
1
NT
T
∑
t=1
N
∑
i=1
(Z′i ui,tu
′
i,tZi −Θ) +Op(T−1/2)
= Θ+Op(T−1/2), (A7)
as was to be shown. 
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Lemma A.4. Under the conditions of Lemma A.1,
1
T
N
∑
i=1
η′i d =
1
N
N
∑
i=1
Ση,i(β, Im)Zi +Op(T−1/2).
Proof of Lemma A.4.
By using the fact that E(ηi,tu′i,t) = E[ηi,t(ei,t + η
′
i,tβ, η
′
i,t)] = (Ση,iβ,Ση,i) = Ση,i(β, Im), we
obtain
1
T
N
∑
i=1
η′i d =
1
T
N
∑
i=1
T
∑
t=1
ηi,td′t =
1
T
N
∑
i=1
T
∑
t=1
ηi,t
1
N
N
∑
j=1
u′j,tZj =
1
NT
N
∑
i=1
T
∑
t=1
N
∑
j=1
ηi,tu′j,tZj
=
1
NT
N
∑
i=1
T
∑
t=1
ηi,tu′i,tZi +
1
NT
N
∑
i=1
T
∑
t=1
N
∑
j 6=i
ηi,tu′j,tZj
=
1
N
N
∑
i=1
Ση,i(β, Im)Zi +
1√
NT
1√
NT
N
∑
i=1
T
∑
t=1
[ηi,tu′i,tZi − Ση,i(β, Im)Zi]
+
1√
T
1
N
√
T
N
∑
i=1
T
∑
t=1
N
∑
j 6=i
ηi,tu′j,tZj
=
1
N
N
∑
i=1
Ση,i(β, Im)Zi +Op(T−1/2), (A8)
as required for the proof. 
Lemma A.5. Under the conditions of Lemma A.1,
NT−1e′id = σ
2
e,i(1, 0m)Zi +Op(T
−1/2).
Proof of Lemma A.5.
The proof is implied by E(ei,tu′i,t) = E[ei,t(ei,t + η
′
i,tβ, η
′
i,t)] = (σ
2
e,i, 0) and
E
[(
1√
T
T
∑
t=1
N
∑
j 6=i
ei,tu′j,tZj
)′(
1√
T
T
∑
t=1
N
∑
j 6=i
ei,tu′j,tZj
)]
=
1
T
T
∑
t=1
T
∑
s=1
N
∑
k 6=i
N
∑
j 6=i
E(Z′juj,tei,tei,su
′
k,sZk)
=
1
T
T
∑
t=1
N
∑
k 6=i
N
∑
j 6=i
E(Z′juj,tei,tei,tu
′
k,tZk) +
1
T
T
∑
t 6=s
T
∑
s=1
N
∑
k 6=i
N
∑
j 6=i
E(Z′juj,tei,tei,su
′
k,sZk)
=
1
T
T
∑
t=1
σ2e,iE(Z
′
juj,tu
′
j,tZj) +
1
T
T
∑
t=1
N
∑
k 6=i
N
∑
j 6=i,j 6=k
σ2e,iE(Z
′
juj,tu
′
k,tZk) = σ
2
e,iΘj,
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where Θj = E(Z′jΣu,jZj). Since, ||Θj|| < ∞, we have ||T−1/2 ∑Tt=1 ∑Nj 6=i ei,tu′j,tZj|| = Op(1), as
is clear from
NT−1e′id =
1
T
T
∑
t=1
ei,t
1
N
N
∑
j=1
u′i,tZi =
1
T
T
∑
t=1
N
∑
j=1
ei,tu′j,tZj =
1
T
T
∑
t=1
ei,tu′i,tZi +
1
T
T
∑
t=1
N
∑
j 6=i
ei,tu′j,tZj
= σ2e,i(1, 0)Zi +
1√
T
1√
T
T
∑
t=1
[ei,tu′i,tZi − σ2e,i(1, 0)Zi] +
1√
T
1√
T
T
∑
t=1
N
∑
j 6=i
ei,tu′j,tZj
= σ2e,i(1, 0m)Zi +Op(T
−1/2). (A9)

Proof of Theorem 1.
Since H is k(m + 1)× r with rk(H) = r ≤ k(m + 1), the r× r matrix H′H is nonsingular. We
may therefore define H− = H(H′H)−1, such that H′H− = Ir. The equation for yi can now
be written as
yi = xiβ+ FˆH
−
λi − dH−λi + ei, (A10)
where d = Fˆ− FH′ is as before. The estimator of β is given by
βˆ =
(
N
∑
i=1
x′i MFˆxi
)−1 N
∑
i=1
x′i MFˆyi,
suggesting that
√
NT(βˆ− β) =
(
1
NT
N
∑
i=1
x′i MFˆxi
)−1
1√
NT
N
∑
i=1
x′i MFˆ(ei − dH
−
λi). (A11)
We begin by considering the second term in the numerator. Clearly, MFˆdH
−
= MFˆ(Fˆ−
FH′)H− = −MFˆF, and therefore
− 1√
NT
N
∑
i=1
x′i MFˆdH
−
λi =
1√
NT
N
∑
i=1
x′i MFˆFλi
=
1√
NT
N
∑
i=1
ΛiF′MFˆFλi +
1√
NT
N
∑
i=1
η′i MFˆFλi
= K1 + K2. (A12)
Consider K1. Using A+ to denote the Moore-Penrose inverse A, we define MFH′ = IT −
FH′(HF′FH′)+HF′. It is necessary to use the Moore-Penrose inverse in the definition, since
(HF′FH′) is k(m + 1)× k(m + 1) whereas its rank is r. From
HF′MFˆFH
′
= d′MFˆd = d
′MFH′d− d′(MFH′ −MFˆ)d,
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we obtain
K1 =
1√
NT
N
∑
i=1
ΛiF′MFˆFλi
=
1√
NT
N
∑
i=1
Λi(H
−
)′HF′MFˆFH
′H−λi
=
1√
NT
N
∑
i=1
Λi(H
−
)′d′MFH′dH
−
λi +
1√
NT
N
∑
i=1
Λi(H
−
)′d′(MFH′ −MFˆ)dH
−
λi
= K11 + K12. (A13)
Consider K12, from the definitions of MFH′ and MFˆ he have
MFH′ −MFˆ = d(Fˆ′ Fˆ)−1d′ + d(Fˆ′ Fˆ)−1HF′
+ FH′(Fˆ′ Fˆ)−1d′ + FH′[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′,
suggesting that
d′(MFH′ −MFˆ)d = d′d(Fˆ′ Fˆ)−1d′d + d′d(Fˆ′ Fˆ)−1HF′d
+ d′FH′(Fˆ′ Fˆ)−1d′d + d′FH′[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′d. (A14)
Consider the fourth term. Using the properties of generalized inverses,
(HF′FH′)(HF′FH′)+(HF′FH′) = (HF′FH′).
Multiplying the equation above by (F′F)−1(H′H)−1H′ from the left and H(H′H)−1(F′F)−1
from the right,
H′(HF′FH′)+H = (F′F)−1. (A15)
Insertion into FH′[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′ yields
FH′[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′ = F[H′(Fˆ′ Fˆ)−1H − (F′F)−1]F′
= FH′[(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ]HF′
= FH′(Fˆ′ Fˆ)−1[HF′FH′ − Fˆ′ Fˆ]H−(F′F)−1H−′HF′
= FH′(Fˆ′ Fˆ)−1[d′FH′ − Fˆ′d]H−(F′F)−1H−′HF′.
By Lemmas A.1 and A.2,
||
√
NT−1/2d′ Fˆ|| ≤
√
TN−1/2||NT−1d′d||+ ||
√
NT−1/2d′F||||H||
= Op(
√
TN−1/2) +Op(1), (A16)
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giving
T||(Fˆ′ Fˆ)−1 − (HF′FH′)+||
≤ ||(T−1Fˆ′ Fˆ)−1||T−1||d′ Fˆ + HF′d||||H−||||(T−1F′F)−1||||H−′ ||
= Op(N−1) +Op((NT)−1/2), (A17)
and therefore
||T−1d′(MFH′ −MFˆ)d||
≤ ||T−1d′d||2 ||(T−1Fˆ′ Fˆ)−1||+ 2||H||||T−1d′d|| ||(T−1Fˆ′ Fˆ)−1|| ||T−1F′d||
+ ||H||2||T−1d′F||2T||(Fˆ′ Fˆ)−1 − (HF′FH′)+||
= Op(N−2) +Op(N−1)Op((NT)−1/2) + [Op(N−1) +Op((NT)−1/2)]Op((NT)−1)
= Op(N−2) +Op(N−3/2T−1/2). (A18)
Hence,∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
Λi(H
−
)′d′(MFH′ −MFˆ)dH
−
λi
∣∣∣∣∣
∣∣∣∣∣
≤
√
NT||H−||2||T−1d′(MFH′ −MFˆ)d||
1
N
N
∑
i=1
||Λi||||λi||
= Op(
√
TN−3/2) +Op(N−1). (A19)
Consider K12. Since d′MFH′d = d
′d− d′FH(HF′FH′)+HF′d, and using the result in (A15),
we have d′MFH′d = d
′d− d′F(F′F)−1F′d with∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
Λi(H
−
)′d′F(F′F)−1F′dH−λi
∣∣∣∣∣
∣∣∣∣∣
≤ 1√
NT
||H−||2||H||2||
√
NT−1/2d′F||2 ||(T−1F′F)−1|| 1
N
N
∑
i=1
||Λi|| ||λi||
= Op((NT)−1/2),
we obtain
K1 =
√
T√
N
1
N
N
∑
i=1
Λi(H
−
)′NT−1d′dH−λi +Op(
√
TN−3/2) +Op(N−1) +Op((NT)−1/2).
Application of Lemma A.3 now yields
K1 =
√
TN−1/2B1 +Op(
√
TN−3/2) +Op(N−1/2), (A20)
23
where, via H− = H(H′H)−1,
B1 =
1
N
N
∑
i=1
Λi(H
−
)′ΘH−λi =
1
N
N
∑
i=1
Λi(H
′H)−1H′ΘH(H′H)−1λi. (A21)
Next, consider K2. By using MFH′Fλi = MFH′FH
′H−λi = 0, and then substitution for
(MFH′ −MFˆ),
K2 =
1√
NT
N
∑
i=1
η′i MFˆFλi
= − 1√
NT
N
∑
i=1
η′i(MFH′ −MFˆ)Fλi
= − 1√
NT
N
∑
i=1
η′i d(Fˆ
′ Fˆ)−1d′Fλi − 1√
NT
N
∑
i=1
η′i d(Fˆ
′ Fˆ)−1HF′Fλi
− 1√
NT
N
∑
i=1
η′i FH
′
(Fˆ′ Fˆ)−1d′Fλi − 1√
NT
N
∑
i=1
η′i FH
′
[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′Fλi
= −K21 − ...− K24.
Since d′t(Fˆ′ Fˆ)−1ds and F′t (Fˆ′ Fˆ)−1d′Fλi are just scalars, the orders of K21 and K23 can be in-
ferred as follows:
||K21|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i d(Fˆ
′ Fˆ)−1d′Fλi
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
T
∑
t=1
ηi,td′t(Fˆ′ Fˆ)−1
T
∑
s=1
dsF′sλi
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
T
∑
t=1
T
∑
s=1
d′t(Fˆ′ Fˆ)−1ds
N
∑
i=1
ηi,tF′sλi
∣∣∣∣∣
∣∣∣∣∣
≤
√
T||(T−1Fˆ′ Fˆ)−1|| 1
T
T
∑
t=1
||dt||2
 1
T2
T
∑
t=1
T
∑
s=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
ηi,tF′sλi
∣∣∣∣∣
∣∣∣∣∣
2
1/2
= Op(
√
TN−1),
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and
||K23|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i FH
′
(Fˆ′ Fˆ)−1d′Fλi
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
T
∑
t=1
ηi,tF′t H
′
(Fˆ′ Fˆ)−1d′Fλi
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
T
∑
t=1
F′t H
′
(Fˆ′ Fˆ)−1d′F
N
∑
i=1
λiηi,t
∣∣∣∣∣
∣∣∣∣∣
≤ 1√
N
|||H||
(
1
T
T
∑
t=1
||Ft||2
)1/2
||(T−1Fˆ′ Fˆ)−1|| ||
√
NT−1/2d′F||
×
 1
T
T
∑
t=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
λiηi,t
∣∣∣∣∣
∣∣∣∣∣
2
1/2
= Op(N−1/2).
Similarly, since F′t H
′
[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′Fλi is a scalar,
||K24|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i FH
′T[(Fˆ′ Fˆ)−1 − (HF′FH′)+]T−1HF′Fλi
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
T
∑
t=1
F′t H
′
[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′F
N
∑
i=1
λiηi,t
∣∣∣∣∣
∣∣∣∣∣
≤
√
T||H||2
(
1
T
T
∑
t=1
||Ft||2
)1/2
T||(Fˆ′ Fˆ)−1 − (HF′FH′)+|| ||T−1F′F||
×
 1
T
T
∑
t=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
λiηi,t
∣∣∣∣∣
∣∣∣∣∣
2
1/2
= Op(
√
TN−1) +Op(N−1/2).
K22 can be expanded as follows, by adding and subtracting H
−
(T−1F′F)−1H−
′
:
K22 =
1√
NT
N
∑
i=1
η′i d(Fˆ
′ Fˆ)−1HF′Fλi
=
1√
NT
N
∑
i=1
η′i d(T
−1Fˆ′ Fˆ)−1T−1HF′FH′H−λi
=
1√
NT
N
∑
i=1
η′i dH
−
λi
+
√
NT
1
N
N
∑
i=1
T−1η′i d[(T
−1Fˆ′ Fˆ)−1 − H−(T−1F′F)−1H−′ ]T−1HF′Fλi,
25
where the summand in last term on the right is
T−1||η′i d[(T−1Fˆ′ Fˆ)−1 − H−(T−1F′F)−1H−
′
]T−1HF′FH′H−λi||
≤
(
1
T
T
∑
t=1
||ηi,t||2
)1/2(
1
T
T
∑
t=1
||dt||2
)1/2
||(T−1Fˆ′ Fˆ)−1 − H−(T−1F′F)−1H−′ ||
× ||T−1HF′FH′||||H−||||λi||
= Op(N−1/2)[Op(N−1) +Op((NT)−1/2)]
= Op(T−1/2N−1) +Op(N−3/2).
The order of the second term in K22 is
√
NT times this, which is Op(N−1/2) +Op(
√
TN−1).
The first term is, via Lemma A.4,
1√
NT
N
∑
i=1
η′i dH
−
λi =
√
T√
N
1
T
N
∑
i=1
η′i dH
−
λi
=
√
T√
N
1
N
N
∑
i=1
Ση,i(β, Im)Zi H
−
λi +Op(N−1/2)
By using this we obtain
K22 =
√
TN−1/2B2 +Op(
√
TN−1) +Op(N−1/2), (A22)
where B2 = N−1 ∑Ni=1 Ση,i(β, Im)Zi H(H
′H)−1λi. Thus, by adding the results,
− 1√
NT
N
∑
i=1
x′i MFˆdH
−
λi = K1 + K2
=
√
TN−1/2(B1 − B2) +Op(N−1/2) +Op(
√
TN−1). (A23)
Next, consider (NT)−1/2 ∑Ni=1 x′i MFˆei, the first term in the numerator of
√
NT(βˆ − β).
Clearly,
1√
NT
N
∑
i=1
x′i MFˆei =
1√
NT
N
∑
i=1
x′i MFH′ei −
1√
NT
N
∑
i=1
x′i(MFH′ −MFˆ)ei, (A24)
where
1√
NT
N
∑
i=1
x′i(MFH′ −MFˆ)ei
=
1√
NT
N
∑
i=1
x′id(Fˆ
′ Fˆ)−1d′ei +
1√
NT
N
∑
i=1
x′id(Fˆ
′ Fˆ)−1HF′ei
+
1√
NT
N
∑
i=1
x′i FH
′
(Fˆ′ Fˆ)−1d′ei +
1√
NT
N
∑
i=1
x′i FH
′
[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′ei
= L1 + ...+ L4. (A25)
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The order of L1, ..., L4 can be obtained by using the same steps as when analyzing K2. For L1,
we use the fact that xi,t = ΛiFt + ηi,t, giving∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
xi,tei,s
∣∣∣∣∣
∣∣∣∣∣ ≤
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
Λiei,s
∣∣∣∣∣
∣∣∣∣∣||Ft||+
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
ηi,tei,s
∣∣∣∣∣
∣∣∣∣∣ = Op(1),
which in turn implies
||L1|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
x′id(Fˆ
′ Fˆ)−1d′ei
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
T
∑
t=1
T
∑
s=1
d′t(Fˆ′ Fˆ)−1ds
N
∑
i=1
xi,tei,s
∣∣∣∣∣
∣∣∣∣∣
≤
√
T
1
T
T
∑
t=1
||dt||2||(T−1Fˆ′ Fˆ)−1||
 1
T2
T
∑
t=1
T
∑
s=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
xi,tei,s
∣∣∣∣∣
∣∣∣∣∣
2
1/2
= Op(
√
TN−1). (A26)
Similarly,
||L4|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
x′i FH
′
[(Fˆ′ Fˆ)−1 − (HF′FH′)+]HF′ei
∣∣∣∣∣
∣∣∣∣∣
≤
√
N||H||2
(
1
N
N
∑
i=1
||T−1x′i F||2
)1/2
T||(Fˆ′ Fˆ)−1 − (HF′FH′)+||
×
(
1
N
N
∑
i=1
||T−1/2F′ei||2
)1/2
= Op(N−1/2) +Op(T−1/2). (A27)
Consider L2. Adding and subtracting H
−
(F′F)−1H−
′
give
L2 =
1√
NT
N
∑
i=1
x′id(Fˆ
′ Fˆ)−1HF′ei
=
1√
NT
N
∑
i=1
x′idH
−
(F′F)−1F′ei +
1√
NT
N
∑
i=1
x′id[(Fˆ
′ Fˆ)−1 − H−(F′F)−1H−′ ]HF′ei
= L21 + L22,
27
where
||L22|| =
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
x′id[(Fˆ
′ Fˆ)−1 − H−(F′F)−1H−′ ]HF′ei
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
T
∑
t=1
T
∑
s=1
xi,td′t[(Fˆ′ Fˆ)−1 − H−(F′F)−1H−
′
]HFsei,s
∣∣∣∣∣
∣∣∣∣∣
=
√
T||H||
(
1
T
T
∑
t=1
||dt||2
)1/2
T||(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ||
×
(
1
T
T
∑
s=1
||Fs||2
)1/2 1
T2
T
∑
t=1
T
∑
s=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
ei,sxi,t
∣∣∣∣∣
∣∣∣∣∣
2
1/2
=
√
TOp(N−1/2)[Op(N−1) +Op((NT)−1/2)]
= Op(N−1) +Op(
√
TN−3/2).
Also, from xi = FΛ′i + ηi,
L21 =
1√
NT
N
∑
i=1
x′idH
−
(F′F)−1F′ei
=
1√
NT
N
∑
i=1
ΛiF′dH
−
(F′F)−1F′ei +
1√
NT
N
∑
i=1
η′i dH
−
(F′F)−1F′ei.
Lemma A.4 implies ||NT−1η′i d|| = Op(1), from which it follows that∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i dH
−
(F′F)−1F′ei
∣∣∣∣∣
∣∣∣∣∣
≤ 1√
N
1
N
N
∑
i=1
||NT−1η′i d||||H−||||(T−1F′F)−1||||T−1/2F′ei|| = Op(N−1/2),
and by further use of Lemma A.2,∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
ΛiF′dH
−
(F′F)−1F′ei
∣∣∣∣∣
∣∣∣∣∣
≤ 1√
T
1
N
N
∑
i=1
||Λi||||
√
NT−1/2F′d||||H−||||(T−1F′F)−1||||T−1/2F′ei||
= OP(T−1/2).
Consequently,
||L21|| ≤
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
ΛiF′dH
−
(F′F)−1F′ei
∣∣∣∣∣
∣∣∣∣∣+
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i dH
−
(F′F)−1F′ei
∣∣∣∣∣
∣∣∣∣∣
= Op(N−1/2) +Op(T−1/2),
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leading to the following result for ||L2||:
||L2|| ≤ ||L21||+ ||L22|| = Op(N−1/2) +Op(T−1/2) +Op(
√
TN−3/2). (A28)
Consider L3. As when evaluatingL2, we begin by adding and subtracting H
−
(F′F)−1H−
′
;
L3 =
1√
NT
N
∑
i=1
x′i FH
′
(Fˆ′ Fˆ)−1d′ei
=
1√
NT
N
∑
i=1
x′i F(F
′F)−1H−
′
d′ei +
1√
NT
N
∑
i=1
x′i FH
′
[(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ]d′ei,
where, in analogy to ||L22||,∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
x′i FH
′
[(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ]d′ei
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
T
∑
t=1
T
∑
s=1
xi,tF′t H
′
[(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ]dsei,s
∣∣∣∣∣
∣∣∣∣∣
≤
√
T
(
1
T
T
∑
t=1
||Ft||2
)1/2
||H||T||(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ ||
(
1
T
T
∑
s=1
||ds||2
)1/2
×
 1
T2
T
∑
t=1
T
∑
s=1
∣∣∣∣∣
∣∣∣∣∣ 1√N
N
∑
i=1
xi,tei,s
∣∣∣∣∣
∣∣∣∣∣
2
1/2
=
√
T[Op(N−1) +Op((NT)−1/2)]Op(N−1/2)
= Op(N−1) +Op(
√
TN−3/2).
and, by substituting for xi, via Lemma A.5 the first term in L3 can be written
1√
NT
N
∑
i=1
x′i F(F
′F)−1H−
′
d′ei
=
1√
NT
N
∑
i=1
ΛiF′F(F′F)−1H
−′d′ei +
1√
NT
N
∑
i=1
η′i F(F
′F)−1H−
′
d′ei
=
√
T√
N
1
N
N
∑
i=1
Λi(H
−
)′NT−1d′ei +
1√
N
1
N
N
∑
i=1
T−1/2η′i F(F
′F)−1H−
′
d′ei
=
√
T√
N
1
N
N
∑
i=1
σ2e,iΛi(H
−
)′Z′i(1, 0m)
′ +Op(N−1/2).
Hence, letting B3 = N−1 ∑Ni=1 σ2e,iΛi(H
′H)−1H′Z′i(1, 0m)
′, we obtain
L3 =
√
TN−1/2B3 +Op(N−1/2) +Op(
√
TN−3/2). (A29)
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The results for L1, ..., L4 imply
1√
NT
N
∑
i=1
x′i(MFH′ −MFˆ)ei
= L1 + ...+ L4
=
√
TN−1/2B3 +Op(
√
TN−1) +Op(T−1/2) +Op(N−1/2). (A30)
which in turn implies
1√
NT
N
∑
i=1
x′i MFˆei =
1√
NT
N
∑
i=1
x′i MFH′ei −
√
TN−1/2B3 +Op(
√
TN−1)
+ Op(T−1/2) +Op(N−1/2). (A31)
Consider the first term in (A44). By using the cross-section independence of ei, the serial
independence of ηi,t, E(eie′i) = σ
2
e,i IT and E(ηi,tη
′
i,t) = Ση,i and the result in (A15), we can
sow that
E
[(
1√
NT
N
∑
i=1
η′i FH
′
(HF′FH′)+HF′ei
)(
1√
NT
N
∑
i=1
η′i FH
′
(HF′FH′)+HF′ei
)′]
=
1
NT
N
∑
i=1
N
∑
j=1
E[η′i F(F
′F)−1F′E(eie′j|ηi, ηj, F)F(F′F)−1F′ηj]
=
1
NT
N
∑
i=1
σ2e,iE[η
′
i F(F
′F)−1F′F(F′F)−1F′ηi]
=
1
NT
N
∑
i=1
σ2e,iE[η
′
i F(F
′F)−1F′ηi]
=
1
NT
N
∑
i=1
σ2e,i
T
∑
t=1
T
∑
s=1
E[F′t (F′F)−1FsE(ηi,tη′i,s|F)]
=
1
NT
N
∑
i=1
σ2e,i
T
∑
t=1
E[F′t (F′F)−1FtΣη,i]
=
1
T
r
N
N
∑
i=1
σ2e,iΣη,i = Op(T
−1),
where last equality holds because
T
∑
t=1
F′t (F′F)−1Ft =
T
∑
t=1
tr(F′t (F′F)−1Ft) = tr
(
T
∑
t=1
FtF′t (F′F′)−1
)
= tr(Ir) = r.
Thus, since the variance is Op(T−1), we have∣∣∣∣∣
∣∣∣∣∣ 1√NT
N
∑
i=1
η′i FH
′
(HF′FH′)+HF′ei
∣∣∣∣∣
∣∣∣∣∣ = Op(T−1/2). (A32)
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This result, together with the fact that MFH′xi = MFH′ηi, implies
1√
NT
N
∑
i=1
x′i MFH′ei =
1√
NT
N
∑
i=1
η′i MFH′ei
=
1√
NT
N
∑
i=1
η′iei −
1√
NT
N
∑
i=1
η′i FH(H
′F′FH)+H′F′ei
=
1√
NT
N
∑
i=1
η′iei +Op(T
−1/2). (A33)
Consider the variance of 1√
NT ∑
N
i=1 η
′
iei. We have
E(ei,tei,t−s) = E[φi(L)ε i,tφi(L)ε i,t−s] =
∞
∑
j=0
∞
∑
k=0
φj,iφk,iE(ε i,t−jε i,t−s−k)
=
∞
∑
k=0
φs+k,iφk,iE(ε2i,t−s−k) =
∞
∑
k=0
φs+k,iφk,i = γs,i,
E(ηi,tη′i,t−s) = E[Φi(L)vi,t(φi(L)vi,t−s)
′] =
∞
∑
j=0
∞
∑
k=0
Φj,iE(vi,t−jvi,t−s−k)Φ′k,i
=
∞
∑
k=0
Φs+k,iE(vi,t−s−kv′i,t−s−k)Φ
′
k,i =
∞
∑
k=0
Φs+k,iΦ′k,i = Γs,i
for any s = −(T − t), ..., t − 1. Hence, letting Wi = T−1 ∑Tt=1 ∑t−1s=−(T−t) γs,iΓs,i and W =
N−1 ∑Ni=1 Wi,
E
[(
1√
NT
N
∑
i=1
η′iei
)(
1√
NT
N
∑
i=1
η′iei
)′]
=
1
NT
N
∑
i=1
N
∑
j=1
E[η′i E(eie
′
j|ηi, ηj)ηj] =
1
NT
N
∑
i=1
T
∑
t=1
T
∑
s=1
E(ei,tei,s)E(ηi,tη′i,s)
=
1
NT
N
∑
i=1
T
∑
t=1
E(e2i,t)E(ηi,tη
′
i,t) +
1
NT
N
∑
i=1
T
∑
t=1
t−1
∑
s=1
E(ei,tei,t−s)E(ηi,tη′i,t−s)
+
1
NT
N
∑
i=1
T
∑
t=1
T−t
∑
s=1
E(ei,tei,t+s)E(ηi,tη′i,t+s)
=
1
NT
N
∑
i=1
T
∑
t=1
γ0,iΓ0,i +
1
NT
N
∑
i=1
T
∑
t=1
t−1
∑
s=1
γs,iΓs,i +
1
NT
N
∑
i=1
T
∑
t=1
T−t
∑
s=1
γ−s,iΓ−s,i
=
1
NT
N
∑
i=1
T
∑
t=1
t−1
∑
s=−(T−t)
γs,iΓs,i = W.
Moreover, since the forth-order moments of ηi,t and ei,t are bounded by assumption, by
a central limit law for iid variates,
1√
NT
N
∑
i=1
η′iei ∼ N(0, W) (A34)
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as N, T → ∞, where ∼ signifies asymptotic equivalence. Thus, provided that √TN−1 =
o(1),
1√
NT
N
∑
i=1
x′i MFˆei =
1√
NT
N
∑
i=1
η′iei −
√
TN−1/2B3 +Op(
√
TN−1)
+ Op(T−1/2) +Op(N−1/2)
∼ N(0, W)−
√
TN−1/2B3. (A35)
Let B = B1 − B2 − B3. The above results suggest the following limit for the numerator of√
NT(βˆ− β):
1√
NT
N
∑
i=1
(x′i MFˆei − x′i MFˆdH
−
λi)
=
1√
NT
N
∑
i=1
η′iei +
√
TN−1/2B +Op(
√
TN−1) +Op(N−1/2) +Op(T−1/2)
∼ N(0, W) +
√
TN−1/2B, (A36)
which holds as N, T → ∞ with √TN−1 → 0.
Next, consider the denominator of
√
NT(βˆ− β), which we expand as
1
NT
N
∑
i=1
x′i MFˆxi =
1
NT
N
∑
i=1
x′i MFH′xi −
1
NT
N
∑
i=1
x′i(MFH′ −MFˆ)xi. (A37)
By Lemma A.3, NT−1||d||2 = Op(1), implying
√
NT−1/2||d|| = Op(1). Similarly, since
T−1||F||2 = T−1 ∑Tt=1 ||Ft||2 = Op(1), we have T−1/2||F|| = Op(1). Hence,
||MFH′ −MFˆ|| ≤ T−1||d||2||(T−1Fˆ′ Fˆ)−1||+ 2T−1||H||||d|| ||F|| ||(T−1Fˆ′ Fˆ)−1||
+ T−1||H||2||F||2T||(Fˆ′ Fˆ)−1 − (HF′FH′)+||
= Op(N−1/2).
implying∣∣∣∣∣
∣∣∣∣∣ 1NT N∑i=1 x′i(MFH′ −MFˆ)xi
∣∣∣∣∣
∣∣∣∣∣ ≤ ||MFH′ −MFˆ|| 1NT N∑i=1 ||xi||2 = Op(N−1/2).
By using this and
x′i MFH′xi = η
′
i MFH′ηi = η
′
iηi − T−1/2η′i F(T−1F′F)−1T−1/2F′ηi = η′iηi +Op(1),
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we obtain
1
NT
N
∑
i=1
x′i MFˆxi =
1
NT
N
∑
i=1
x′i MFH′xi +Op(N
−1/2)
= Ση +
1
N
N
∑
i=1
(T−1η′iηi − Ση,i) +Op(N−1/2)
= Ση +Op(N−1/2). (A38)
By adding all the results, as N, T → ∞ with √TN−1 → 0,
√
NT(βˆ− β)
=
(
1
NT
N
∑
i=1
x′i MFˆxi
)−1
1√
NT
N
∑
i=1
(x′i MFˆei − x′i MFˆdH
−
λi)
= Σ−1η
(
1√
NT
N
∑
i=1
η′iei +
√
TN−1/2B
)
+Op(
√
TN−1) +Op(N−1/2) +Op(T−1/2)
∼ N(0,Σ−1η WΣ−1η ) + Σ−1η
√
TN−1/2B.
This completes the proof. 
Proof of Proposition 1.
Write
√
NT(βˆBA − β) =
√
NT(βˆ− β)−
√
TN−1/2Σˆ−1η Bˆ
=
√
NT(βˆ− β)−
√
TN−1/2Σ−1η B−
√
TN−1/2Σˆ−1η (Bˆ− B)
−
√
TN−1/2(Σˆ−1η − Σ−1η )B. (A39)
Consider
√
TN−1/2Σˆ−1η (Bˆ− B). From Theorem 1, we have that (βˆ− β) = Op((NT)−1/2) +
Op(N−1). Cˆi is given by
Cˆi = (T−1Fˆ′ Fˆ)−1T−1Fˆ′wi,
where
T−1Fˆ′wi = T−1Fˆ′FCi + T−1Fˆ′ui
= T−1HF′FCi + T−1d′FCi + T−1Fˆ′ui
= T−1HF′FCi + T−1HF′ui + T−1d′FCi + T−1d′ui.
Clearly, ||T−1F′ui|| = Op(T−1/2), and by Lemmas A.2, A.4 and A.5, ||T−1d′F|| and ||T−1d′ui||
are Op((NT)−1/2). Moreover, from the proof of Theorem 1,
T||(Fˆ′ Fˆ)−1 − H−(F′F)−1H−′ || = Op(N−1) +Op((NT)−1/2).
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It follows that, with H− = H(H′H)−1,
Cˆi = (T−1Fˆ′ Fˆ)−1T−1Fˆ′wi
= H−(T−1F′F)−1H−
′
(T−1HF′FCi + T−1HF′ui + T−1d′FCi + T−1d′ui) +Op(N−1)
+ Op((NT)−1/2)
= H−(T−1F′F)−1H−
′
T−1HF′FCi +Op(N−1) +Op(T−1/2)
= H−Ci +Op(N−1) +Op(T−1/2) (A40)
(Σˆη −Ση), (Σˆη,i −Ση,i) and (σˆ2e,i − σ2e,i) are all Op(T−1/2) (details are available upon request).
This implies that
||Bˆ− B|| = Op(T−1/2) +Op(N−1),
and therefore, with ||Σˆ−1η || = Op(1),
||
√
TN−1/2Σˆ−1η (Bˆ− B)|| ≤
√
TN−1/2||Σˆ−1η ||||Bˆ− B|| = Op(N−1/2) +Op(
√
TN−3/2), (A41)
which is op(1) under our assumption that
√
TN−1 = o(1). Similarly, since ||B|| = Op(1)
and, by Taylor expansion, ||Σˆ−1η − Σ−1η || = Op(T−1/2),
||
√
TN−1/2(Σˆ−1η − Σ−1η )B|| ≤
√
TN−1/2||Σˆ−1η − Σ−1η ||||B|| = Op(N−1/2). (A42)
Together with Theorem 1 these results imply
√
NT(βˆBA − β) =
√
NT(βˆ− β)−√τΣ−1η B + op(1)→d N(0,Σ−1η WΣ−1η )
as N, T → ∞ with √TN−1 → 0 and √NT−1 → 0. 
Proof of Proposition 2.
Theorem 2 of Bai and Ng (2002) states the consistency of the IC when applied to the PC
estimator. According to Corollary 2 of Bai and Ng (2002) this result holds also when the
method of estimation for the factors differs from PC, provided that the rate of consistency of
the factor estimator is not greater than the rate that applies to PC, which is min{√N,√T}.
In our case, ||dt|| = Op(N−1/2), which means that the condition of Corollary 2 is not satisfied
when N < T. Hence, since we cannot rely on Corollary 2 of Bai and Ng (2002), we adapt the
proof of their Theorem 2 to the current setup.
We need to prove that
P[IC(s) < IC(k)] = P[V(s, Fˆs)−V(k, Fˆk) < (k− s)g(N)]→ 0 (A43)
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as N, T → ∞. Consider first the case when s < k. Under the condition that g(N) → 0 as
N → ∞, it is sufficient to show that V(s, Fˆs)−V(k, Fˆk) has a positive limit for each 1 ≤ s < k.
For this purpose, we use the identity
V(s, Fˆs)−V(k, Fˆk) = [V(s, Fˆs)−V(s, FHs)] + [V(s, FHs)−V(k, FHk)]
+ [V(k, FHk)−V(k, Fˆk)]. (A44)
It can be established that
V(s, Fˆs)−V(s, FHs) = Op(N−1/2).
The first and the third terms of (A44) are of this form, so they are Op(N−1/2). The proof of
this result is completely analogous to the proof of Lemma 2 in Bai and Ng (2002). For the
second term of (A44), we can show that, for any s with 1 ≤ s ≤ k, there exists a κs > 0, such
that
V(s, FHs)−V(k, FHk)→ κs
as N, T → ∞. The proof of this result is completely analogous to the proof of Lemma 3 in
Bai and Ng (2002). It follows that, if s < k, then V(s, Fˆs)−V(k, Fˆk) = κs + op(1), as required.
Next, consider the case when s ≥ k. The rank condition in Assumption 2 is satisfied in
this case. Using this we now show that
|V(k, Fˆk)−V(s, Fˆs)| = Op(N−1).
We begin by noting that when s ≥ k,
|V(k, Fˆk)−V(s, Fˆs)| ≤ 2 max
k≤s≤kmax
|V(k, F)−V(s, Fˆs)|.
Hence, if we can show that |V(k, F)−V(s, Fˆs)| = Op(N−1), then we are done. Considering
(A10) and assuming that β = 0 to simplify things, we have
V(s, Fˆs)−V(k, F) = 1
NT
N
∑
i=1
(ei − dH−λi)′MFˆs(ei − dH
−
λi)− 1NT
N
∑
i=1
e′i MFei
=
1
NT
N
∑
i=1
e′i(MFˆs −MF)ei −
1
NT
N
∑
i=1
λ′i H
−′d′MFˆsei
− 1
NT
N
∑
i=1
e′i MFˆs dH
−
λi +
1
NT
N
∑
i=1
λ′i H
−′d′MFˆs dH
−
λi.
Since the rank condition is satisfied, MF = MFHs′ . The fourth term on the right-hand side
of the above expansion is (NT)−1/2 times the order of K1 in the proof of Theorem 1. Hence,
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this term is Op(N−1), and so are second and the third terms. To find the order of the first
term we write
e′i(MFˆ −MF)ei = e′id(Fˆs
′
Fˆs)−1d′ei + e′id(Fˆ
s′ Fˆs)−1HsF′ei
+ e′i FH
s′
(Fˆs
′
Fˆs)−1d′ei + e′i FH
s′
[(Fˆs
′
Fˆs)−1 − (HsF′FHs′)+]HsF′ei.
Using Lemma A.5, we know that e′id = Op(TN
−1), and it is straightforward to show that
F′ei = Op(
√
T). These results imply
1
NT
N
∑
i=1
e′i(MFˆs −MF)ei = Op(N−1),
Using this result and the condition that Ng(N) → ∞ it is obvious that (A43) holds for the
case with s ≥ k. This completes the proof. 
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A Monte Carlo results
Table A: Description of experiments.
Experiment r Observables Factor loadings Combinations
E1 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i = z1i + z2i + τλ1i z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i = z1i + z2i + τλ2i z2i ∼ N(0.2, 0.5)
Λ1i = z1i + τΛ1i
Λ2i = z2i + τΛ2i
E2 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i = z1i + z2i + τλ1i z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i = z1i + z3i + τλ2i z2i ∼ N(0.2, 0.5)
Λ1i = z1i + z3iτΛ1i z3i ∼ N(0.5, 0.5)
Λ2i = z4i + τΛ2i z4i ∼ N(0.5, 0.5)
E3 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i ∼ N(1.0, 0.2) z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i ∼ N(0.5, 0.5) z2i ∼ N(0.2, 0.5)
Λ1i ∼ N(0.5, 0.5) z3i ∼ N(0.5, 0.5)
Λ2i = 0 z4i ∼ N(0.5, 0.5)
E4 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i = z1i + 0.5τλ1i z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i = z2i + 0.5τλ2i z2i ∼ N(0, 0.5)
Λ1i = z3i + 0.5τΛ1i z3i ∼ N(0.5, 0.5)
Λ2i = z4i + 0.5τΛ2i z4i ∼ N(0, 0.5)
E5 3 yi,t = βxi,t + λ1i f1t + λ2i f2t + λ3i f3t + ei,t λ1i ∼ N(1.0, 0.2) z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t +Λ3i f3t + ηi,t λ2i ∼ N(0.5, 0.5) z2i ∼ N(0.2, 0.5)
λ3i ∼ N(0, 0.5) z3i ∼ N(0.5, 0.5)
Λ1i ∼ N(0.5, 0.5) z4i ∼ N(0.5, 0.5)
Λ2i ∼ N(0.2, 0.5)
Λ3i = 0
E6 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i = z1i + z4i + τλ1i z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i = z1i − 5z3i + τλ2i z2i ∼ N(0.5, 0.5)
Λ1i = z3i + τΛ1i z3i ∼ N(0.2, 0.5)
Λ2i = z3i − z4i + τΛ2i z4i ∼ N(0.2, 0.5)
E7 2 yi,t = βxi,t + λ1i f1t + λ2i f2t + ei,t λ1i = z1i − 5z2i + τλ1i z1i ∼ N(1.0, 0.5)
xi,t = Λ1i f1t +Λ2i f2t + ηi,t λ2i = z1i − 2z3i + τλ2i z2i ∼ N(0.2, 0.5)
Λ1i = z1i − 2z3i + τΛ1i z3i ∼ N(0.5, 0.5)
Λ2i = z4i + τΛ2i z4i ∼ N(0, 0.5)
Notes: (τλ1i, τλ2i, τΛ1i, τΛ2i)′ ∼ N(14, I4), where 14 = (1, 1, 1, 1)′.
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