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Quantum repeaters represent one possible way to achieve long-distance quantum key distribution.
Collins et al. in [Phys. Rev. Lett. 98, 060502 (2007)] proposed multiplexing as method to increase
the repeater rate and to decrease the requirement in memory coherence time. Motivated by the
experimental fact that long-range connections are practically demanding, in this paper we extend the
original quantum repeater multiplexing protocol to the case of short-range connection. We derive
analytical formulas for the repeater rate and we show that for short connection lengths it is possible
to have most of the benefits of a full-range multiplexing protocol. Then we incorporate decoherence
of quantum memories and we study the optimal matching for the Bell-state measurement protocol
permitting to minimize memory requirements. Finally, we calculate the secret key rate and we
show that the improvement via finite-range multiplexing is of the same order of magnitude as via
full-range multiplexing.
I. INTRODUCTION
Quantum key distribution (QKD) [1–3] allows two par-
ties to share a secret key which might be used for applica-
tions in cryptography. The preferred quantum systems
used for transmitting information are photons. These
can be generated, distributed and measured fairly easily
with standard technology. However, photons are usu-
ally transmitted through optical fibers and due to ab-
sorption the maximal distance where QKD is feasible is
around 150 km [3]. In order to overcome this problem
the concept of quantum repeaters can be used [4, 5]. For
increasing the final repeater rate and the final fidelity
many variations of the original protocol have been inves-
tigated [6–8], where one of the influential generalizations
is multiplexing [9].
In fig. 1 we show a typical set-up of a quantum re-
peater with multiplexing. Alice and Bob have many
single-photon sources which are connected to a quantum
memory in the repeater station. Optical fibers are lossy,
therefore after one attempt some quantum memories are
filled up (red spheres in the picture) and some are empty
(gray spheres). One possibility is to perform Bell-state
measurements (BSMs) only between parallel quantum
memories; the second possibility, which is called mul-
tiplexing is to allow BSMs between two arbitrary quan-
tum memories of the two arrays. In Ref. [9] the authors
give an analytical formula for the entanglement produc-
tion rate with multiplexing when quantum repeaters with
two segments are considered. The conclusion of [9] was
that multiplexing gives only a modest improvement on
the rate w.r.t. the case of parallel connections. How-
ever, it improves significantly the requirements on mem-
ory decoherence. In Ref. [10] a new protocol based on
the Duan-Lukin-Cirac-Zoller protocol [6] has been stud-
ied and it has been found numerically that RM ≈ R
1.12
P
where RM is the rate using multiplexing and RP is the
rate using parallel connections. Other works concerning
multiplexing include Ref. [11] which studied the repeater
rate and the final fidelity in the limit of large number of
quantum memories, Ref. [12] which derived an analytical
FIG. 1. (Color online) Alice and Bob are equipped with
single-photon sources. Each source is connected through an
optical fiber to a quantum memory in the repeater station.
Red spheres represent filled quantum memories whereas gray
spheres represent empty quantum memories. In this example
the maximal connection length is one, therefore the connec-
tions indicated in blue are allowed and the magenta one is
forbidden.
formula for the average number of attempts necessary for
performing the first connection and Ref. [13] where a new
protocol based on multiplexing has been proposed.
In this paper we assume a set-up with one repeater
station, i.e. two segments (see fig. 1). We consider mul-
tiplexing when few quantum memories are used. We in-
troduce the finite-range multiplexing protocol (FIRMP),
which is motivated by the fact that long-range connec-
tions are experimentally demanding [14–16]. We provide
analytical formulas for the repeater rate using the full-
range multiplexing protocol (FURMP) and the FIRMP.
Then we investigate quantum memory decoherence, and
we study numerically the optimal algorithm such that
the memory requirements for QKD are minimized.
The manuscript is organized as follows. In sec. II we
introduce quantum key distribution and the quantum re-
2FIG. 2. (Color online) Description of our notation of time.
Refer to the main text for the meaning of ti. Bold verti-
cal lines which are proportional to ν−1 represent the instant
where sources produce new photons. The quantity ν is the
frequency of the source measured in pairs per second.
peater protocol with finite-range multiplexing. Moreover,
we describe different Bell-state measurement strategies.
In sec. III we derive analytical formulas for the repeater
rate in the case of deterministic and probabilistic Bell-
state measurements. In sec. IV we show how to min-
imize the memory requirement such that quantum key
distribution is still possible and in sec. V we calculate
the secret key rate. Finally, in sec. VI we summarize the
results and outline possible future developments.
II. THE PROTOCOL
A. General description
Alice and Bob are two parties at a distance D who
want to create a secret key using QKD. Throughout the
present paper we consider that they use a quantum re-
peater with two segments, i.e. one repeater station. This
set-up is particularly important because Alice and Bob
do not necessarily need entanglement sources or quan-
tum memories. Instead, single-photon sources or weak
coherent pulse sources are sufficient. This set-up resem-
bles the measurement-device independent QKD protocol
proposed in [17, 18]. This protocol has been extended
to the quantum repeater scenario with quantum memo-
ries in [19]. In this paper, the sources are supposed to
be single-photon sources. However, the analysis for weak
coherent pulse sources can be done following the methods
developed in [17, 19]. We assume that the repeater sta-
tion contains two arrays of m quantum memories, where
one side receives the photons sent from Alice and the
other one receives the photons sent from Bob (see fig. 1).
In the following we give the steps of the multiplexing
protocol with finite-range connection. We define time
variables denoted by ti with integers t ∈ [1,∞) and i =
0, 1, 2, 3 interpreted as follows. The value of t denotes the
attempts of the sources to produce photons. As shown in
fig. 2 the variable ti can be always related to the elapsed
time in seconds from the beginning of the experiment
by using the repetition frequency ν of the source which
is measured in pairs per second. Therefore 10 ≡ ν
−1,
20 ≡ 2ν
−1, etc. We will call the interval between t0 and
FIG. 3. (Color online) Representation of the repeater station,
performing FIRMP: Steps performed in the repeater proto-
col in one time-bin. A red (gray) sphere indicates that the
quantum memory is filled (empty). We have m = 6 quantum
memories for each array and the connection length is w = 1.
In t2 it is not possible to perform all possible connections due
to the limited connection length. In the case of FURMP
in t2 three BSMs would be possible and in t3 all quantum
memories would be empty.
(t + 1)0 a time-bin. The subindex i permits to describe
instants contained in a time-bin. At time t0 = 00 all
quantum memories are empty and the protocol is just
starting. The steps are the following (see fig. 3):
at t0 : Alice and Bob prepare randomly and indepen-
dently m random states each according to a cho-
sen QKD protocol1. They store the information
regarding the preparation and they send the states
to the repeater station.
at t1 : Arriving photons are stored and heralded in the
corresponding quantum memory.
at t2 : The repeater station performs the maximal num-
ber of Bell-state measurements ℓ compatible with
the maximal connection length w. For w = 0 only
BSMs in parallel are allowed and for w = m − 1
any connection is possible.
at t3 : The measured quantum memories are again
empty. Restart from i = 0, i.e. t3 ≡ (t+ 1)0.
The repeater station communicates to Alice and Bob
which pairs of quantum memories were used for the
BSMs, as well as the measurements result. The protocol
ends after a given number of rounds. After that, Alice
and Bob will execute the standard QKD protocol which
consists of sifting, parameter estimation, error correction
and privacy amplification [3].
The advantage of a multiplexing protocol occurs at
time t2 where BSMs are performed such that the num-
ber of connections is maximized. In the case of FURMP
1 For example, in the case of BB84 they prepare one of the
four qubit states |ψ〉 ∈ {|0〉 , |1〉 , |+〉 , |−〉} where |±〉 := (|0〉 ±
|1〉)/√2.
3this corresponds to performing as many BSMs such that
one array of quantum memories is completely empty. In
the case of FIRMP the maximal number of connections
can be found using the maximum cardinality bipartite
matching [20, 21], i.e. the maximum number of edges in
a given bipartite graph such that each vertex has at most
one neighbor. This problem can be explicitly formulated
as follows: There is a list of filled quantum memories
on the left. Each quantum memory on the left may be
connected to several quantum memories on the right, de-
pending on the maximal connection length. This defines
a bipartite graph. By solving the maximum cardinality
bipartite matching algorithm we find the maximal num-
ber of possible connections. In the case of full-range mul-
tiplexing the optimal matching will always leave one of
the two arrays completely empty. This is not the case
with finite-range multiplexing. However, it remains true
that at least one of two involved quantum memories has
been filled in the same time-bin when the connection is
done. Obviously, there could be several possible match-
ings which maximize the number of connections. The
chosen matching can have an influence on the final state
fidelity due to memory decoherence. Possible strategies
for choosing a matching are discussed in the following.
B. Multiplexing strategies
We can view the set-up in a repeater station as a bipar-
tite weighted graph where the filled quantum memories
are the vertices and the possible connections restricted
by the maximal connection length are edges. To each
vertex is assigned an integer value given by the arrival
time of the stored photon. If the quantum memory is
empty it does not represent a vertex.
A protocol for the BSMs matching consists of the fol-
lowing steps:
1. Identify all possible connections between the ver-
tices. Assign to each edge a weight ∆ given by the
absolute value of the difference between the arrival
times. This quantity identifies the amount of de-
coherence that has been experienced by the older
quantum memory. This is a meaningful quantity
because one of the two involved quantum memo-
ries is always fresh. The resulting data structure is
a weighted bipartite graph A = {(ej,∆j)}, i.e. a
set of edges (vertex-pairs) and edge weights.
2. For each weighted bipartite graph A solve the max-
imum cardinality bipartite matching problem. We
denote by M the subset of A containing graphs
with exactly ℓ edges, where ℓ is the highest match-
ing cardinality obtained over all graphs. This sub-
set contains all graphs which maximize the number
of connections, and thus the repeater rate.
3. Select one element Ai ∈M by the following strate-
gies:
FIG. 4. (Color online) A red (gray) sphere indicates that the
quantum memory is filled (empty). The number in the sphere
represents the arrival time of the corresponding photon. On
the left we have the situation at time 21 (see fig. 3). We con-
sider w = 1. On the right three possible matching strategies
are shown. Blue lines indicate the difference between the ar-
rival times of the photons. It is possible to see the schemes on
the right side as weighted bipartite graphs: red spheres are
vertices and blue edges have indicated weights.
Strategy 0 : choose with equal probability an arbitrary
Ai from M
Strategy 1 : minimize the sum of the weights
∑l
j=1 ∆j
Strategy 2 : maximize the sum of the weights
∑l
j=1 ∆j
The optimization involved in strategy 1 and 2 is known
in literature as maximum weighted bipartite match-
ing[20] and the optimization algorithm has complexity
O(m3 logm) [22] where m is the number of quantum
memories on one side.
Strategy 1 connects pairs which arrived with a short
time difference giving as a result the highest correlations
which are possible to produce at a certain time. The
disadvantage is that older pairs remain in the memories
and therefore are used at a later time, having experi-
enced decoherence for a long time. Strategy 2 resolves
this mentioned problem, connecting pairs with the largest
time difference. This strategy removes from the quan-
tum memories older pairs as soon as possible, leaving
only quantum memories which suffered decoherence for
a short time. The disadvantage is that poor correlations
are produced even when perfect correlations could be ob-
tained. We have seen therefore, that both strategies have
advantages and disadvantages. In sec. IV we will discuss
which strategy minimizes the memory requirements for
QKD. However, note that the repeater rate is indepen-
dent of the matching strategies.
4III. REPEATER RATE AS FUNCTION OF
CONNECTION LENGTH
In this section we derive analytical formulas for the
repeater rate for the FURMP and FIRMP. Let TC be
the current time (measured in time-bins as defined in the
previous section), then the repeater rate is the fraction
of successful BSMs per memory per time-bin calculated
over the whole running time of the quantum repeater
protocol, i.e.
R(TC) :=
1
TC
TC∑
t=1
< ℓ > (t2)
m
, (1)
where < ℓ(t2) > is the average number of successful
BSMs at time t2. Many quantum repeater protocols are
based on a probabilistic Bell-state measurement [6, 8].
The BSM is probabilistic when implemented with linear
optics [23] or with detectors of finite efficiency [8]. When
a measurement fails, the involved quantum memories are
supposed to be emptied and this attempt is marked as
unsuccessful. Let PBSM be the success probability of the
BSM. The probability that ℓ BSMs are successful is given
by
Prob[Σ = ℓ](t2) :=
m∑
i=ℓ
(
i
ℓ
)
Prob[Λ = i](t2)P
ℓ
BSM (1 − PBSM )
i−ℓ, (2)
where Σ and Λ are random variables that can assume val-
ues 0,1, ..., m. The random variable Σ denotes the num-
ber of successful BSM and Λ the number of performed
BSMs. The factor P ℓBSM (1 − PBSM )
i−ℓ represents the
probability that ℓ BSM are successful and i − ℓ are not
successful. This event can happen in
(
i
ℓ
)
different ways.
The average number of successful BSM at time t2 is
given by
〈ℓ〉 (t2) :=
m∑
ℓ=0
ℓ Prob[Σ = ℓ](t2) (3)
In the following we will focus on Prob[Λ].
We denote as c = (a,b) one possible configuration of
the quantum memories in the repeater station. The vec-
tors a and b of lengthm represent the status of the quan-
tum memories on Alice’s and Bob’s side, respectively (see
fig. 1). Each component takes the value 0 if the corre-
sponding quantummemory is empty and 1 otherwise. We
define as Hmw (ℓ) the set of all configurations leading to
ℓ BSMs where w is the maximal connection length. For
example, let a = (0, 1, 0, 1, 1, 0) and b = (1, 1, 0, 0, 0, 1)
be the configurations of the quantum memories as seen
in fig. 3 at t2, then (a,b) ∈ H
6
1(2) and (a,b) ∈ H
6
5(3) but
(a,b) 6∈ H61(3) because when w = 1 the maximal number
of connections is ℓ = 2. Moreover, the set of all possible
configurations is Hmw := ∪
m
ℓ=0H
m
w (ℓ) .
We model the whole process consisting of storage and
measurement with two maps. The storage map σℓ :
Hmw (0)→ H
m
w (ℓ) connects configurations at time t0, i.e.,
before photons are received, to configurations at time
t1, i.e., after photons are received and stored. Given
c ∈ Hmw (0), the probability to have the configuration
c
′ ∈ Hmw (ℓ) is given by
Prob[σℓ(c) = c
′] := Prob[c′|c] (4)
:=
m∏
i=1
Prob[c′i|ci] (5)
:=
m∏
i=1
Prob[a′i|ai]Prob[b
′
i|bi], (6)
with
Prob[a′i|ai] := (1− p)(1− a
′
i)(1− ai)
+ pa′i(1− ai) + a
′
iai, (7)
where p is the probability that a photon has not been
absorbed by the quantum channel. The probability
Prob[b′i|bi] is defined analogously. Equation (6) holds be-
cause the channels connecting each source to each quan-
tum memory are independent. Equation (7) gives the
conditional probability to have a final configuration a′i
starting from an initial configuration ai. The three ad-
dends on the right-hand side of eq. (7) are mutually ex-
clusive, i.e. given a certain configuration at most one is
not zero.
The measurement map µℓ : H
m
w (ℓ) → H
m
w (0) relates
configurations at time t1 and (t+1)0, i.e., after the quan-
tum memories have been used for the BSMs. This map is
deterministic, as the configuration c′ ∈ Hmw (ℓ) after the
measurement is uniquely determined by the matching al-
gorithm.
Coming back to the probability Prob[Λ = ℓ](t2) to have
ℓ BSMs we get
Prob[Λ = ℓ](t2) :=
∑
c′∈Hm
w
(ℓ)
Prob[c′](t1) (8)
=
∑
c′∈Hm
w
(ℓ)
∑
c∈Hm
w
(0)
Prob[σℓ(c) = c
′]Prob[c](t0),
(9)
which is the sum over all possible initial configurations c
and configurations c′ at time t2 of the probability that
c leads to c′ weighted with the probability that the con-
figuration c was realized at time t0. The probability
Prob[c](t0) is given by
5Prob[c](t0) =
∑
c′∈Hm
w
(0)
m∑
l=0
Prob[µℓ ◦ σℓ(c
′) = c]Prob[c′]((t− 1)0), (10)
i.e., given a state c′ ∈ Hmw (0) at time (t − 1)0, we cal-
culate the probability that photon storage and measure-
ment will lead to c ∈ Hmw (0) at time t0. This last proba-
bility can be rewritten as
Prob[µℓ◦σℓ(c) = c
′] =
∑
c′′∈Hm
w
(ℓ)
δµℓ(c′′),c′Prob[σℓ(c) = c
′′],
(11)
where δa,b is the Kronecker delta such that δa,b = 1 iff
a = b and δa,b = 0 otherwise. Using the previous formu-
las and the initial condition Prob[(a,b)](00) = δa,0δb,0
we have now all elements for calculating the repeater rate
in eq. (1). In order to do that one inserts eq. (11) into
eq. (10) which is then inserted in eq. (8) which is finally
used for calculating eq. (3) through eq. (2). The calcula-
tion was performed in C++. The measurement map has
been implemented using the library provided at Ref. [24].
The complexity of the calculation is proportional to the
number of time steps because for calculating < l > (t) it
is sufficient to know quantities at time t−1. However, the
set Hmw (ℓ) grows quite fast as function ofm and therefore
reasonable time considerations restricted the calculation
to a maximal of m ≤ 7. Regarding fig. 5 the calcula-
tion ran for two days on a cluster of 10 nodes, cpu with
four-cores and eight GB of RAM.
In the following and for the rest of the paper we con-
sider p = 0.001 which represents the transmission prob-
ability of a single photon over an optical fiber of length
D = 150 km and for an absorption coefficient α = 0.2
dB/km. The relation between p and the distance be-
tween Alice and the repeater station D is p = 10−
αD
10
[25].
As seen in fig. 5 the repeater rate increases as function
of the time reaching a plateau at time t ≈ 104. We see
that this behavior persists when changing the maximal
connection length w. Analyzing the dependence on the
maximal connection length, we observe in fig. 5 that the
gap between w = 0 and w = 1 is almost the same than
the gap between w = 0 and w = 4 which represents full-
range multiplexing. This shows that in an experimental
implementation in order to profit of multiplexing it is
not necessary to have long-range connection. Moreover,
for our set-up with a source at 1 kHz, the loading time
is 10 s long. This result could give a hint that in more
complex quantum repeater protocols with many repeater
stations, using distillation and classical communication,
the loading time could play a significant role in the total
time of the execution of the quantum repeater protocol.
Finally, we give an analytical formula for the rate when
the plateau is reached. The time evolution of our system
is specified in eq. (10). For t → ∞, the rate becomes
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FIG. 5. (Color online) Repeater rate per memory as function
of the time for m = 5 and various maximal connection length
w (see eq. (1)). Parameters: p = 0.001, PBSM = 1.
time-independent:
Prob[c] =
∑
c′∈Hm
w
(0)
m∑
l=0
Prob[µℓ ◦ σℓ(c
′) = c]Prob[c′].
(12)
Here Prob[c] is the unknown to be determined. We derive
an analytical form of Prob[c] in App. A. Here, we use
this formula (eq. (A2)) for calculating the asymptotic
repeater rate as function of the BSM success probability.
As shown in fig. 6 the largest improvement is possible to
have with full-range multiplexing, but already a similar
improvement is reached with maximal connection length
w = 1, instead of w = 4. Moreover, the linear behavior
can be justified as follows. In the case of p = 0.001 and for
w = 1 we obtain Prob[Λ = 1] = 3.9 ·10−3, Prob[Λ = 2] =
5.5 · 10−6 and Prob[Λ > 2] ≪ Prob[Λ = 2]. Therefore,
eq. (3) becomes 〈ℓ〉 ≈ PBSMProb[Λ = 1] which is linear
in PBSM . For other values of the maximal connection
length the order of magnitude of the probabilities is the
same.
IV. DECOHERENCE OF THE QUANTUM
MEMORIES
In case of multiplexing, even when the rate is maxi-
mized it is possible to connect pairs in different ways. In
this section, we study the optimal matching algorithm for
the BSM in relation to memory decoherence. For simplic-
ity we will stick to deterministic entanglement swapping,
i.e. PBSM = 1 in eq. (3).
Our figure of merit for optimizing the matching algo-
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FIG. 6. (Color online) Repeater rate per memory per time-bin
(eq. (1), eq. (3), eq. (A2)) as a function of the BSM success
probability. Parameters: p = 0.001, m = 5.
rithm will be the secret fraction, which in QKD charac-
terizes the fraction of secret bits that can be extracted
the from measured qubits [3]. In the case of the BB84
protocol the secret fraction is given by [3]
r∞ := 1− h(eX)− h(eZ), (13)
where eX , eZ are the quantum bit error rates (QBER) in
base X and Z and h(p) := −p log2 p−(1−p) log2(1−p) is
the binary Shannon entropy. For simplicity, we consider
a symmetric error model such that eX = eZ =: e. The
QBER resulting from measurements performed at time
t2 is
e(t2) :=
t2∑
δ=0
e˜(δ)Prob[∆ = δ](t2), (14)
where Prob[∆ = δ](t2) is the fraction of measurements
of quantum memories which have experienced decoher-
ence for a time ∆ = δ. This probability depends on the
BSM strategy (see sec. II). The QBER after these mea-
surements is given by e˜(δ). This quantity depends on
the decoherence mechanism of the quantum memories.
In this paper we consider depolarization. Given ρ0, the
state of the quantum memory at time t0, after depolar-
ization it becomes
ρ(t− t0) := p(t− t0)ρ0 +
1− p(t− t0)
2
1l, (15)
where p(t) := e−
t
τ and τ is the decoherence time of the
quantum memory.
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FIG. 7. (Color online) Minimal necessary coherence time τ
(see eq. (15)) as function of the time t for different strategies.
Strategy 0 (solid lines), strategy 1 (dashed lines with squares),
strategy 2 (dotted lines with reversed triangles). Parameters:
p = 0.001, m = 5, w = 1, 4.
For the BB84 it holds2
e˜(δ) :=
2
3
(1− p(δ)). (16)
The total QBER is calculated between all outcomes
that Alice and Bob get from the beginning of the protocol
until time TC which is equal to
e(TC) :=
∑TC
t=0 〈ℓ〉 (t2)
∑t2
δ=0 e˜(δ)Prob[∆ = δ](t2)∑TC
t=0 〈ℓ〉 (t2)
. (17)
Here, the denominator is the total number of BSMs from
the beginning of the protocol until time TC. The numer-
ator is the average QBER for each time-bin weighted
with the total number of successful measurements for
each time-bin. The secret key rate is not zero whenever
e(TC) ≤ 0.11. This will be used to obtain a lower bound
on the necessary coherence time τ .
We have calculated eq. (17) using numerical simula-
tions. It is also possible to proceed analytically as ex-
plained in sec. III. However, the space of the configura-
tions is so large that the analytical computation becomes
unfeasible. We have performed numerical simulations by
repeating many times the protocol, and from the ob-
tained connections we have calculated the averages. The
number of used experiments is about 109 which permits
to have a variance of the mean smaller than 0.001. The
simulations were performed for the strategies 0, 1, and 2,
which were introduced in sec. II.
2 The reason is that entanglement swapping between two depolar-
ized states with fidelities F0 and F1, respectively, will result in
a depolarized state of fidelity F2 =
1
3
(1− F1 − F0 + 4F0F1). In-
serting F1 = 1 and F0 = p and using the fact that e =
2
3
(1−F2)
[25] the result follows.
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FIG. 8. (Color online) Minimal coherence time τ (see eq. (15))
as function of the time t for different maximal connection
length. Parameters: p = 0.001, m = 5.
As shown in fig. 7 the minimal necessary coherence
time is given by strategy 1. We see that strategy 0 is
between strategy 1 and 2 and that the ordering between
the strategy remains the same by changing the maximal
connection length.
We then studied how the minimal coherence time
scales as function of w. As seen in fig. 8 even a max-
imal connection length of w = 1 has a significant impact
on the minimal coherence time, compared to w = 0. In
particular we observe that for t = 12000 the improvement
from w = 0 to w = 1 is roughly 60%.
V. SECRET KEY RATE
In this section we will sum up the results of the pre-
vious two sections and we will calculate the secret key
rate. The secret key rate at time TC is calculated as the
product of the repeater rate and the secret fraction 3, i.e.
[3, 27]
K(TC) := R(TC) · r∞(e(TC)), (18)
where the repeater rate or raw key rate R(TC) was de-
fined in eq. (1) and the QBER was given in eq. (17). For
our calculation we have used the minimal coherence time
calculated in the previous section. In particular we have
chosen
τ = 5τmin(12800). (19)
We use t = 12800 because it is the highest achievable
with our simulation (see fig. 8). In tab. I we report the
3 The sifting rate is not explicitly written because we assume that
a biased choice of the bases is done [26]. Therefore the sifting
rate in the asymptotic case is 1.
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FIG. 9. (Color online) Secret key rate as function of the
time t. for different maximal connection length. Parameters:
p = 0.001, m = 5. The coherence time is shown in tab. I.
used coherence time for each value of w. As shown in
fig. 9 the finite-range multiplexing with w = 1 leads to a
similar improvement as with w = 4. Interestingly, we see
that the secret key rate has a maximum for t < 1000 and
then it slowly decreases. This fact can be explained by
observing that there are two competing behaviors: the
repeater rate increases with the time and the secret frac-
tion decreases with the time, as the QBER increases with
time, due to the fact that the probability that poor con-
nections happen increases. An improvement may be to
remove very old pairs which are known not to contribute
to the final secret key. This method will certainly de-
crease the QBER at the expense to decrease also the
repeater rate. We postpone to future investigations new
possible schemes which could permit to have a secret key
rate which has a monotonic behavior.
w τ (time-bin)
0 12133.02
1 8989.75
2 7997.70
3 7631.75
4 7533.51
TABLE I. Value of the coherence time τ used for calculating
the secret key rate. In order to obtain the value in seconds it
is sufficient to divide by the frequency of the source.
VI. CONCLUSIONS
Quantum repeaters offer the possibility to enlarge the
distance where quantum key distribution becomes fea-
sible. In this paper we have considered the scenario
with one repeater station in the middle, containing sev-
eral pairs of quantum memories. This is a generalization
of measurement-device independent QKD with quantum
memories and single-photon sources. We have consid-
8ered multiplexing as a scheme for performing the Bell-
state measurement. We introduced the concept of finite-
range multiplexing which originates from the experimen-
tal constraint that long range connections are demand-
ing. We have characterized analytically the repeater rate
for the case of probabilistic and deterministic Bell-state
measurement. We found that in a multiplexing proto-
col already short-range connections cover most of the
improvement over a standard protocol. Decoherence of
the quantum memories and different strategies for con-
necting the pairs were also studied. We found that it is
always optimal to connect pairs with the shortest time
difference in arrival time: this strategy minimizes the
necessary coherence time required by the quantum mem-
ories in order to extract a secret key. Moreover, we have
shown that also for the figure of merit “minimal coher-
ence time” short-range multiplexing is almost as good
as general multiplexing. Finally, we have studied the
secret key rate which characterizes the performance of
quantum key distribution, finding results analogous to
the previous sections. Future questions may include the
case of Alice and Bob using weak coherent pulses. This
can be done by following [19]. The analysis of finite-size
effects for QKD can be performed by following [28–30].
The techniques derived in our paper may also be used
for addressing more complicated multiplexing protocols
involving distillation and classical communication. Our
work suggests that in more complex protocols the load-
ing time may play a significant role, thus reducing the
repeater rate w.r.t. asymptotic formulas.
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Appendix A: Derivation of the repeater rate in the
asymptotic case
In order to determine the left-hand side of eq. (12),
we define a function γ : 0, 1, ..., N → Hmw (0) where N =
|Hmw (0)| is the cardinality of H
m
w (0). We rewrite eq. (12)
in the following way
f(x) =
N∑
x′=0
q(x′, x)f(x′), (A1)
where f(x) := Prob[γ(x)] and q(x′, x) :=
∑m
l=0 Prob[µℓ ◦
σℓ(γ(x
′)) = γ(x)]. The solution is the following
f(x) =
KN(N, x)∑N
x′=0KN (N, x
′)
, (A2)
with
KN (x
′, x) :=
KN−1(N − 1, x)
1−KN−1(N − 1, N − 1)
KN−1(x
′, N − 1) +KN−1(x
′, x), (A3)
K0(x
′, x) := q(x′, x). (A4)
In order to see that observe that eq. (A1) can
be seen as a system of equations of the unknowns
{f(0), f(1), ..., f(N)}, with the additional condition∑N
x=0 f(x) = 1 which comes from the fact that f(x) is a
probability and we sum over the whole space. Therefore
we have
f(0) = q(0, 0)f(0) +
N∑
x′=1
q(x′, 0)f(x′) (A5)
⇒ f(x) =
N∑
x′=1
K1(x
′, x)f(x′), (A6)
with K1(x
′, x) given in eq. (A3). Repeating the proce-
dure, the function f(x) can be expressed as
f(x) := KN (N, x)f(N). (A7)
The form in eq. (A2) is obtained by using the additional
constraint
∑N
x=0 f(x) = 1.
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