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Abstract
Fluid simulation is an important topic in computer graphics in the pursuit of adding
realism to films, video games and virtual environments. The results of a fluid
simulation are hard to edit in a way that provide a physically plausible solution.
Edits need to preserve the incompressibility condition in order to create natural
looking water and smoke simulations.
In this thesis we present an approach that allows a simple artist-friendly
interface for designing and editing complex fluid-like flows that are guaranteed to
be incompressible in two and three dimensions. Key to our method is a formulation
for the design of flows using jet particles.
Jet particles are Lagrangian solutions to a regularised form of Euler’s
equations, and their velocity fields are divergence-free which motivates their use in
computer graphics. We constrain their dynamics to design divergence-free flows
and utilise them effectively in a modern visual effects pipeline. Using just a handful
of jet particles we produce visually convincing flows that implicitly satisfy the
incompressibility condition. We demonstrate an interactive tool in two dimensions
for designing a range of divergence-free deformations.
Further we describe methods to couple these flows with existing simulations
in order to give the artist creative control beyond the initial outcome. We present
examples of local temporal edits to smoke simulations in 2D and 3D. The resulting
methods provide promising new ways to design and edit fluid-like deformations and
to create general deformations in 3D modelling.
We show how to represent existing divergence-free velocity fields using jet
particles, and design new vector fields for use in fluid control applications.
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Finally we provide an efficient implementation for deforming grids, meshes,
volumes, level sets, vectors and tensors, given a jet particle flow.
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Since the introduction of grid-based fluid solvers to the graphics community by Fos-
ter and Metaxas 1996 and Stam 1999, fluid simulations have been used extensively
to create content for virtual worlds. Mathematical models generate physically plau-
sible results and can add a level of realism that would otherwise be hard to achieve.
However, fluid simulations are hard to predict and control, and are expensive
to compute.
If an artist needs to make a small change to some aspect of a fluid simulation,
this typically requires the adjustment of constraints and the re-computation of the
equations of motion, which can cause substantial delays. In this thesis we propose
techniques that allow the artist to edit existing fluid simulations by enabling the user
to design and incorporate new volume preserving flows.
The principal contributions of this thesis are:
1. Finding a natural and computationally efficient way to generate volume pre-
serving flows that “behave like a fluid”
2. Coupling the new flow with an existing off-line simulation for fluid editing
3. Creating control rigs for designing and editing divergence-free velocity fields
for fluid control
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4. Implementation of deformations given by jet particle flow on sets of points,
vectors, volumes, meshes and frames
Our solution to (1) is obtained by using Lagrangian methods based upon ma-
chinery from the world of diffeomorphic medical image registration, in order to
create time-dependent deformations which are “fluid-like”. By using jet particles
we are able to give the user direct control over the deformation gradient at the par-
ticle positions.
We provide a solution to editing existing fluid flows (2) by advecting jet par-
ticles and their momenta with a divergence-free velocity field. The source of this
velocity field can be an existing off-line flow or a live fluid simulation.
In order to address (3) we propose methods for designing static divergence-
free velocity fields using jet particles that satisfy constraints on their gradients at
the particle positions. We outline how this may be useful for fluid control and
compression of existing divergence-free velocity fields.
Finally we identify as contribution (4) the development of efficient solutions
for implementing the above deformations given by the jet particle flow. These meth-
ods take advantage of the Hamiltonian nature of the flow to create large deforma-
tions without loss in accuracy.
As a secondary aim, this thesis also brings jet particle dynamics to the graphics
community.
1.2 Jet Particles
In mathematics, the k-jet of a function is a polynomial that matches the function up
to order k, found by truncating its Taylor series. On the other hand, jet particles are
Hamiltonian particles that carry higher order information about the flow with them.
Each particle carries information describing the local deformation of the flow up to
order k, and so they are named k-jet particles.
The dynamics of these particles serves as a model for generating regularised
incompressible fluid flow. The flows generated by these particles can be evaluated
without a velocity projection step, and the particles generate divergence-free veloc-
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ity fields, hence they create incompressible flows by definition.
Jet particles are a promising area to explore in computer graphics, and we
hope to demonstrate this by identifying and implementing natural and beneficial
examples of their use in fluid sketching and editing.
Although the main application of this thesis is to design and edit incompress-
ible fluid flow, the deformation techniques we describe are also well suited for shape
deformation, and may have a substantial role to play in other areas of computer
graphics.
We outline our first three contributions as Hypotheses 1,2 and 3 in the follow-
ing section.
1.3 Hypotheses
Hypothesis 1. Sketching Flows
We assert that jet particles can be used in a natural and efficient way to sketch
realistic flows. By constraining jet particles to move with an artist’s brush stroke,
new fluid-like flows can be designed easily and intuitively.
We demonstrate our system in Chapter 4 by creating a real-time application
for sketching fluid-like deformations. Further, we describe how to constrain simu-
lations of multiple jet particles in order to create more complex flows.
Hypothesis 2. Editing Simulations
We assert that jet particles bring a natural way to edit and augment existing
flows. By creating sketch-based edit flows at key frames in an off-line fluid sim-
ulation, new physically plausible fluid states can be created using jet particle flow.
Natural variations in the original fluid simulation can be produced by composing
the original flow with the sketched edit flow.
In Chapter 5 we propose different methods for coupling our designer flows
given by jet particles with cached simulated flows. Firstly we show how to de-
form the flow by deforming the simulation space directly. Then we show how to
track the coordinate system of the sketched flow with the cached flow using advec-
tion. Finally we develop a deeper coupling method where we generate a family of
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deformations linked with the original flow, including a method for retracting the
deformation over time.
We show examples by means of smoke simulations including the use of scenes
generated from real visual effects shots in production.
Hypothesis 3. Designing Divergence-free Vector Fields
We assert that jet particles provide an intuitive system for designing and editing
divergence-free vector fields, that allows us direct control over the deformation gra-
dient at key positions in the fluid. Configurations of static jet particles create an in-
terpolated vector field over the surrounding space at arbitrary resolutions, and their
momenta can be manipulated to edit the vector field. Further, existing divergence-
free vector fields can be represented by jet particles.
In Chapter 6 we show how to project an existing divergence-free velocity field
onto arrangements of jet particles. We show how to modify the vector field around
the particles using the extra degrees of freedom provided by the 1-jet particles. In
this sense we create a flow control rig using jet particles for use in animation and
fluid control systems.
We note the difference between divergence-free vector fields and incompress-
ible flows and refer the reader to Definition 3.5 to make clear the links between the
two. Although controlling each has its own challenges, they are both valuable edit-
ing tools for use in fluid control and editing. We must design incompressible flows
in order to edit an existing fluid simulation over time. But static divergence-free
vector fields can be used as velocity constraints as well.
1.4 Chapter Overview
After we present the relevant background work in Chapter 2, this thesis begins with
an introduction to matrix kernels and jet particle dynamics in Chapter 3. The Sec-
tions therein introduce the mathematics that we shall use in the following chapters,
and are included here since we have not seen their use in computer graphics appli-
cations to date.
1.4. Chapter Overview 21
The substantive contributions from his thesis are presented in Chapters 4, 5, 6
and 7.
1. In Chapter 4 we introduce methods for designing smooth divergence-free
flows by using curves sketched by the user, in order to constrain jet particle
to create realistic flows.
2. In Chapter 5 we provide methods for editing fluid simulations with our
sketched flows, by propagating the jet particle’s deformation into existing
off-line flows.
3. In Chapter 6 we show how to use jet particles to design vector fields for
fluid control, by solving for configurations of jet particles that have prescribed
velocities and velocity gradients at given particle positions.
4. In Chapter 7 we present algorithms for implementing the deformations that
are required in the earlier chapters. This includes direct evaluation techniques,
as well as techniques for approximating the deformation on coarser grids,
point clouds and a higher order technique using splines.
We present the conclusions in Chapter 8 and we also suggest directions for
future research that builds on the work in this thesis.
Finally in Appendix A, we give details of the tools we have developed and how
they were used in practice in order to create our examples.
Chapter 2
Background
Fluid simulation was introduced to the graphics community by Foster and
Metaxas [1] and further popularised with the stable semi-Lagrangian advection
algorithm of Stam [2]. Complementary to these Eulerian, grid based approaches to
fluid simulation are the Lagrangian particle based methods such as Smooth Particle
Hydrodynamics [3] (see below). Both of these methods are effective in generating
realistic solutions for the purposes of computer graphics simulation.
Additionally there are hybrid schemes such as the Particle In Cell method,
which add a grid for use in the particles’ velocity projection step, and FLIP methods
that improve on this technique by reducing dissipation. See Zhu and Bridson [4] for
their introduction to computer graphics and references therein.
2.1 Grid Based Solvers
Foster and Metaxas [1] introduced a grid based solver for simulating liquids based
on the Navier-Stokes equations. The domain and boundaries are discretised into a
regular grid, and an iterative finite difference method is required to find new veloc-
ities at each time step that satisfy the divergence-free condition.
Stam [2] improve the stability of the advection with a technique known as
the method of characteristics, using a semi-Lagrangian scheme where the ad-
vected quantities are calculated by tracing back the properties of fluid parcels up-
stream using the velocity field. Additionally they solve the Poisson equation when
calculating the velocity projection, improving the accuracy of this step. How-
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ever these improvements come at the expense of increasing numerical dissipation.
Lentine, Gre´tarsson, and Fedkiw [5] improve the accuracy and stability of the semi-
Lagrangian method by combining the scheme with an additional forwards advection
step, to guarantee the conservation of mass and momentum in incompressible flows.
Fluid flows on surfaces were introduced to the graphics community by Stam [6]
who created a stable Navier-Stokes solver on subdivision surfaces. Still in the dis-
crete surface setting, fluid flow is simulated on arbitrary simplicial complexes [7].
The action of flows on differential 1-forms can be calculated on regular grids [8].
This relates to our work as we seek to deform grids carrying density and vector
information with the flows designed in this thesis.
Solvers are not required to store velocities directly on the grid. As an example,
De Witt, Lessig, and Fiume [9] introduce a spectral method for solving the Navier-
Stokes equations using a spectral basis for the velocity calculated using eigenfunc-
tions of the Laplacian operator. In another direction, Azencot et al. demonstrate a
method for modelling fluid flow on triangle meshes using a variational integrator
storing vorticity, which conserves vorticity by construction.
2.2 Smooth Particle Hydrodynamics
Smooth Particle Hydrodynamics (SPH) is a Lagrangian approach to simulating flu-
ids which conserves mass that is carried on a discrete set of particles. The particles
carry additional physical values which are interpolated through the domain together
with their gradients, using a scalar smoothing kernel. See Ihmsen et al. [11] for a
recent STAR report.
SPH was initially developed in the astrophysics community by Monaghan [3].
It was first introduced into the animation community by Desbrun and Gascuel [12],
who demonstrate the technique by generating the flow of highly deformable objects.
The authors Mu¨ller, Charypar, and Gross [13] showed how the technique can be
used to simulate water with a free surface, whilst Aldua´n and Otaduy [14] show
how to apply SPH to the simulation of granular solids such as sand.
Using volume fractions to model multiphase flow allows for the mixing of
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different fluids [15], and this approach is later extended to incorporate the coupling
between liquids and solids [16].
Recent advances in SPH include the use of a novel unified particle type, in-
troduced for representing fluids and liquid boundaries, and enabling phase change
effects to be implemented easily in the solver [17]. Further, a recent step forwards
in SPH simulation has brought speed improvements of up to two orders of magni-
tude by avoiding the simulation of ambient air particles [18]. Moreover an adaptive
SPH solver utilising a continuous distribution of particle sizes has been proposed,
allowing the efficient simulation of liquids using a range of resolutions [19].
Typically the SPH kernels should be close to Gaussian [3], although there are a
number of other properties that are desirable in the kernel function. These properties
are unity, compact support, positivity, decay, delta function property, symmetry and
smoothness [20].
The pressure at each particle is calculated based on the local change in den-
sity from the original, and the gradient of this pressure drives the advection of the
particles in a way that acts to restore the original density, and thus enforces incom-
pressibility.
The velocities calculated in an SPH solver are not divergence-free without tak-
ing additional steps, and so the flow generated will be compressible as the fluid
oscillates in a way to target its original density [11].
One issue with SPH is that its accuracy is proportional to the gradient in the
velocity field, and this in turn is sensitive to the spacing of the particles. Further,
SPH simulations can experience bunching of particles, so the accuracy is bound to
drift during simulation.
2.3 Particle in Cell Methods and FLIP
Particle in Cell (PIC) methods involve seeding the fluid domain with particles, by
adding around 8 to 12 particles placed randomly within each cell [21]. See Zhu and
Bridson [4] for their introduction to computer graphics.
At each time step the particle velocities are transferred to a grid using linear
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interpolation. The forces are integrated on this grid into velocities, and the veloc-
ity field is made divergence-free. Finally the velocities are then interpolated back
onto the particles. This process of moving data back and forth between the parti-
cles and the grid each time step creates extra numerical viscosity which is mostly
undesirable.
This decoupling of the particles from the grid is an example of a hybrid solver.
The particles take on the task of the advection term, and the grid is responsible for
the pressure projection.
The FLIP solver improves on PIC by mostly eliminating the loss of accuracy
that occurs during the transfer of data between the particles and the grid. To achieve
this, it is the difference between the original velocities that is interpolated back onto
the particles and used in the velocity update. In this way the loss of accuracy occurs
in the velocity deltas, and there is no smoothing of the original component of the
velocity.
Zhu and Bridson [4] suggest calculating both the PIC and the FLIP velocity on
the particles and allowing the user to interpolate between them in order to be able
to control the amount of numerical viscosity for artistic effect.
Hybrid solvers also exist where the FLIP particles velocities are transferred
to a particle grid consisting of SPH particles, and so the pressure calculation is
performed on a Lagrangian grid [22]. For liquid simulations the number of particles
required in the simulation can be significantly reduced if the particles are restricted
to a narrow band around the surface [23].
2.4 Fluid Control
In this section we review existing methods for controlling fluids and see how jet
particles can offer a novel approach.
Flow primitives such as sources, sinks and vortices are combined in two di-
mensions to design arbitrary divergence-free flows [24]. We can also use stationary
jet particles as flow primitives in two and three dimensions to create divergence-free
flows. Additionally we can use jet particles to control fluid flow during a simulation
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by using them as velocity constraints.
Flows can be created easily and quickly by generating low resolution simula-
tions. However there is no easy way to map the parameters used to the higher res-
olution grids in order to get the same quantitative results. One approach for smoke
is to couple the simulation with the low frequencies of a coarse or art directed flow,
whilst adding new higher frequencies during the simulation [25].
Instead of using the entire coarse flow to drive a new simulation, only the most
significant topological structures may first be extracted from the flow field. The
Lagrangian Coherent Structure field, representing the dynamic fluid skeleton of a
flow, can be used to create a force that targets the simulated smoke velocity to a low
resolution flow, but only in this critical region [26]. For liquid simulations, volumes
carrying velocity information can be extracted from a low resolution simulation
to guide the flow, whilst simulating the finer details [27]. Alternatively artists may
control fluid simulations more directly, using a technique to control the flux through
boundaries given by an animated surface [28].
Von Funck, Theisel, and Seidel [29] construct divergence-free vector fields in
three dimensions which they use to create an application for sculpting and editing
shapes, but they do not construct fluid-like flows for editing.
We will show how to sketch fluid-like flows with jet particles in Section 4.4,
and how to add turbulence-like effects to existing flows whilst implicitly enforcing
the incompressibility condition in Section 5.4.
2.5 Model Reduction
The degrees of freedom of the solution to an incompressible fluid solver can be
significantly reduced by calculating only the most significant bases for the velocities
in the domain. This is an example of model reduction, a technique to find solutions
on the full space of a system using a lower dimensional basis.
Using dimension reduction, Treuille, Lewis, and Popovic´ [30] create a lower
dimensional space to represent the velocity vectors in the fluid domain, and use
Galerkin projection to find reduced operators for the fluid evolution equations. This
2.5. Model Reduction 27
allows a real-time interactive fluid simulation system, albeit at the cost of a loss of
accuracy.
The authors first create a set of example velocity vectors in a matrix U from
snapshots of off-line simulations. By construction these velocities are divergence-
free and satisfy the no-slip boundary conditions, as constraints of the simulation.
To construct the basis velocity vectors, only the most significant eigenvectors are
retained from UUT , corresponding to a principal component analysis. This gives
velocity vectors which satisfy the same velocity constraints as above.
Moving objects through the fluid domain represents a useful method of user
interaction with the flow. This is made possible in this setting by calculating a
reduced basis for the space of velocities that may be observed due to the presence
of a boundary object, and adding forces that enforce the boundary conditions at the
surface.
De Witt, Lessig, and Fiume [9] develop another method for the Galerkin pro-
jection of the Navier-Stokes equations using a spectral basis for the velocity. This
basis is calculated using eigenfunctions of the Laplacian operator on the fluid do-
main.
These eigenvectors are orthogonal, and larger eigenvalues correspond to veloc-
ity fields with smaller vortices. By truncating the range of eigenfunctions used, it is
possible to make a trade off between accuracy and efficiency by discarding the ve-
locity fields containing smaller vortices. Further, the structure coefficients used for
performing the advection are pre-calculated for efficiency. Moving obstacles may
be incorporated into this system without calculating an additional reduced basis for
the boundary velocities as in the previous method proposed by Treuille, Lewis, and
Popovic´ [30]. This method works on regular grids or arbitrary meshes, and does not
require example velocity fields from simulation data to create its basis vectors.
Liu et al. [31] present a variational fluid integrator that extends the work of De
Witt, Lessig, and Fiume [9]. This method works with arbitrary embedded bound-
aries even when the domain is a regular grid [31] and gives improved numerical
results. The proposed variational integrator preserves energy and displays Kelvin’s
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circulation theorem.
The above approaches use basis vectors that are global and cover the whole
domain, but model reduction can also be implemented using a more local ap-
proach. By creating areas which capture local fluid behaviour, Wicke, Stanton,
and Treuille [32] cover the fluid domain with tiles, each one containing their own
velocity bases. They introduce constraint reduction to modify the basis vectors so
that velocities match between adjacent tiles. However their constraints do not guar-
antee smooth velocity fields across boundaries, and allow discontinuities tangential
to the boundaries.
Kim and Delaney [33] develop a subspace integration method that is able to
provide variations of previously calculated simulations. This allows efficient re-
simulations of the flow with modified parameters from the original. It uses a cu-
bature approach to compute the advection in the reduced space, requiring the pre-
computation of cubature points based on previous simulations.
Weißmann, Pinkall, and Schro¨der [34] propose a method for extracting vortex
filaments from existing flows. This method has applications for representing the
fluid as a sparse data set, and for providing an input for hybrid solvers that track
vortex filaments. Improving on this technique, a hierarchical representation of a
flow using vortex filaments can be calculated which represents the flow at multiple
scales [35].
Later we shall see that the flow by jet particles approximates Euler-α flow
under the assumption that the particle spacing remains close to the kernel size of
the particle [36]. So jet particle flow can also be viewed as a model reduction since
the high dimensional solution space is reduced and instead represented with a low
dimensional basis given by the particles and their state.




Incorporating turbulence effects into fluid dynamics solvers is important in creating
convincing and realistic simulations.
Bridson, Houriham, and Nordenstam [37] show how to create procedural
divergence-free noise by calculating the curl of a vector-valued 3D noise func-
tion [37]. Any continuous function can be used as input, and Perlin noise [38]
is a good candidate as it is easy to compute and to control the frequencies in the
noise.
Jet particle simulations also create divergence-free velocity fields. Given any
random configuration of jet particles and momenta that we choose, the jet particle
velocity field can similarly be interpreted as divergence-free noise. However as we
shall see in Section 3.6 they can also provide a time varying noise function, by
adding the dynamics given by their equations of motion.
Regions of vorticity advected in the fluid contribute to the dynamics of the
flow, and have a major role to play in turbulence effects. The numerical dissipation
of vorticity in the Euler equations leads to artefacts in its solution. This dissipation
is addressed using vorticity confinement [39], by adding a new confinement term to
the Euler equations. The modification allows the preservation of vortical regions in
the flow even when diffusion is present, but it can lead to the unstable amplification
of vorticity in some cases.
Vorticity confinement is improved by coupling the flow with vortex parti-
cles [40]. Each vortex particle stores a vorticity value, and a vorticity field is in-
terpolated from them by summing the contributions from nearby particles. These
particles incorporate back the vorticity at larger scales than the vorticity confine-
ment, and are used to generate turbulence effects in smoke simulations.
In order to enhance the fluid re-scaling process, Kim et al. [41] add divergence-
free wavelet noise during the re-simulation of a lower resolution flow. The noise is
modelled according to the Kolmogorov turbulence spectrum [42], which presents a
model of how the energy behaves as it diffuses into smaller wavelengths. This ap-
proach generates physically plausible turbulence at the sub-grid level that is missing
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from the input flow. The corresponding divergence-free noise field is advected with
the flow in order to augment the velocity field. This technique attracted a Techni-
cal Achievement Award from the Academy of Motion Picture Arts and Sciences in
2012.
Wavelet turbulence can be also be attached to particles [43] in order to augment
lower resolution fluid simulations. In this work the Launder and Sharma [44] energy
and dissipation model tracks the turbulence on the particles, which are advected
with the flow in order to synthesise additional turbulent noise, which is used as a
displacement offset during rendering.
Turbulence effects can also be added to existing water simulations by creating
wave simulations on liquid surfaces [45]. This idea was further extended to work
directly with particle based simulations without requiring a level set [46].
Jet particles may also have a significant role in adding turbulent detail at finer
scales to fluid simulations.
2.7 Fluid Editing
The ability to edit and manipulate a fluid simulation in visual effects is important to
animators and supervisors trying to achieve a precise vision of their ideas. This is
a hard problem to solve due to the infinite solution space and the chaotic nature of
fluid dynamics.
Editing a flow given by particles is addressed in Pighin, Cohen, and Shah [47]
using a deformation defined with radial basis functions that is advected with the
fluid. This method allows local edits to be propagated to nearby particles for a win-
dow in time using hierarchical B-splines, although the method used for interpolation
of the edits is not physically based.
Smoke simulations that hit predefined keyframes can be generated using con-
trol forces and non-linear optimisation methods [48], but this involves an expensive
forward gradient computation.
Editing incompressible fluids often requires the design of local control forces
or velocity fields that are divergence-free for use in constraints. Treuille et al. [48]
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provide a method to create Gaussian wind and vortex forces that target the fluid to-
wards specific key frames. However these vector fields have to be made divergence-
free in an additional projection step. We will use divergence-free matrix kernels that
are intrinsically divergence-and free to generate our flows.
The simulation targeting method of Treuille et al. [48] is later improved by us-
ing the adjoint method, and applied to liquid and smoke simulations [49]. However
the method proposed requires a global optimisation which needs to be iterated over
the sequence, and they do not address how to create the target keyframes for the
simulation.
An alternative method for guiding liquid simulations uses proportional deriva-
tive (PD) control based on user input shapes. This produces good results without
requiring expensive non-linear optimisations [50]. Instead a divergence-free exter-
nal force field and a the gradient of a potential field drive the fluid towards the target
shape.
Raveendran et al. [22] propose a similar method for controlling liquids by pro-
viding a sparse sequence of control meshes. The meshes are first used to interpolate
a volume preserving flow from the input meshes. The velocities calculated from
this deformation are then used as boundary condtions on the grid during simulation
in order to achieve the constrained flow without using PD control.
Zhang et al. [51] describe a technique for controlling particle-based fluid sim-
ulations without requiring a grid based solver. Their method firstly generates a par-
ticle representation of the input shapes, and then creates a corresponding skeleton
motion using joints and weights for each particle. However the system requires the
user to provide the joint information as an input, which may not always be available.
A method for interactive editing of liquid simulations is described by Pan et
al. [52] that involves sketching an edit and propagating this into the flow whilst
simulating the new result. The input to the editing system is a set of points and
their edited positions. From this a divergence-free flow is generated by non-linear
optimisation of an objective function. This deformation is applied incrementally
over previous frames before the edit is incorporated as a constraint during a re-
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simulation.
Our editing application differs from this approach as it allows realistic varia-
tions to be produced without a re-simulation. Moreover our edits do not need to be
made divergence-free using an optimisation step.
The hierarchical vorticity skeletons calculated by Eberhardt et al. [35] can be
used for editing the flow field of a single frame. They demonstrate this by means of
a spline that translates and rotates all neighbouring filaments, from which a new ve-
locity field can be calculated. However this technique does not guarantee temporal
coherence of the vortex filament structures, and so is not well suited for edits over
time. In contrast, our technique for editing the fluid flow allows edits to propagate
to neighbouring frames.
2.8 Space-time Methods
Space-time methods for fluids have become popular in recent years, taking advan-
tage of the fact that patterns reoccur at different times and positions within the fluid.
Raveendran et al. [53] use space-time interpolation to create blends between
pre-calculated liquid simulations using mesh surfaces extracted from the flow. How-
ever, the system relies on blending qualitatively similar features that have been
picked from each flow by hand. This technique is improved by performing match-
ing automatically using a five-dimensional optical flow technique [54]. The method
targets signed distance functions in order to interpolate between both liquid and
smoke simulations in space time.
Pan and Manocha [55] combine a space-time approach with optimal control
forces in an improved technique for guiding smoke simulations between keyframes
of density and velocity fields.
A system for sculpting liquid animations given a number of input meshes [56]
provides editing tools for combining space-time features. Liquid droplets are
spliced into an existing simulation after applying basic linear transformations.
Chu and Thuerey [57] adapt an algorithm developed from machine learning to
synthesise high resolution flow based on repositories of space-time simulation data
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using convolutional neural networks.
2.9 LDDMM
The problem of finding correspondences between shapes occurs frequently in the
fields of computer vision, for example in optical flow and medical imaging. How-
ever a complication in finding a registration between image data using displacement
fields is its failure when the deformation required is large.
The large deformation diffeomorphic metric mapping framework (LDDMM)
approaches the non-linearity of this deformation space by generating the flow us-
ing particle methods [58]. These methods generate a deformation by combin-
ing linear combinations of basis functions defined around each particle. A vari-
ation of this framework, the large deformation diffeomorphic kernel bundle map-
ping (LDDKBM) framework [59], provide a registration algorithm that allows de-
formation at multiple scales by varying the particle kernel size, and the authors
provide an optimised implementation using the fast multipole method [60].
The related problem of finding a flow that transforms N particles or landmarks
from one configuration into another [61] gives rise to a Hamiltonian which is a
function of the particle’s momenta and a choice of kernel [62]. The equations of
motion for this Hamiltonian can be used to create incompressible fluid flows if the
kernel is chosen to be divergence-free.
By defining a metric given by particle’s flow, distances between shapes can
be calculated by finding the geodesic flow that transforms one set of points, or one
surface, onto another [63]. We use this metric to provide an estimate of the size of
the flows we sketch with our fluid editing tools.
The translation and rotation invariant (TRI) matrix kernels define a family of
localised vector fields that can vary smoothly between scalar Gaussian, divergence-
free or curl-free [62]. These matrix kernels provide the basis for our editing tools
by enforcing incompressibility easily, and the ability to soften the incompressibility
constraint as required is useful for more creative control.
2.10. Jet Particles 34
2.10 Jet Particles
An alternative description of incompressible fluid flow is given by Arnold [64] in
his famous paper in 1966. Arnold [64] shows that the flow of an ideal incompress-
ible fluid is equivalent to motion along a geodesic curve in the Lie group SDiff of
smooth volume preserving diffeomorphisms on the fluid domain. This is a fascinat-
ing viewpoint which links the physics of the fluid to the geometry of the flow.
The Lie algebra sl, defined as the tangent space to the group SDiff at the iden-
tity, consists of the vector space of divergence-free vector fields. These vector fields
are the infinitesimal generators of the group SDiff. Although SDiff is infinite, its
discretisation [65] leads to an Eulerian integrator for incompressible fluid flow [66]
that preserves energy, is unconditionally stable, has no numerical viscosity, and for
which Kelvin’s circulation theorem holds.
On the other hand, Lagrangian descriptions of Eulerian flow may be derived
using Lagrange-Poincare´ reduction, where the particle relabelling symmetry allows
the equations of motion of an ideal fluid to be projected onto a finite set of particles
[67]. Cotter et al. [68] derive jet particles as one such reduction, yielding Hamilto-
nian particles which carry extra information about the deformation gradient of the
flow with them. Further, these jet particles represent a Lagrangian discretisation of
the diffeomorphism group SDiff [69], and induce a divergence-free vector field in
which the particles are carried.
We will see in Section 3.6 that jet particles move in velocity fields that are
intrinsically divergence-free, without requiring a pressure solve. The link between
the particles momenta and the vector field that generates the flow is established
using matrix-valued kernels [36, 62]. The vector fields they induce are divergence-
free, and hence generate incompressible flow. This contrasts for example with SPH
simulations, where the velocity fields are not divergence-free and the simulations
generate compressible flow.
Using ideas from geometric mechanics [70], Sommer and Jacobs [71] exam-
ine how jet particle flow and LDDMM methods for geometry matching are both
examples of the use of reduction by Lie group symmetry to generate particle meth-
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ods. Moreover, jet particles that carry second order information can also be used to
construct flows that match images to higher order spatial accuracy [72].
The Euler-Poincare´ equations (EPDiff) [70] are used in medical imaging to
estimate the geodesic distance of the flow that matches templates between different
medical scans [73]. See Miller, Trouve´, and Younes [74] for an approach to finding
such optimal deformations in computational anatomy using geodesic shooting. In
fact Euler’s equations of incompressible flow may be recognised as EPDiffVol , the
incompressible version of EPDiff [36]. Since jet particles are singular solutions to
the EPDiff equations, they are well suited to our application of sketching and editing
incompressible flows.
The connection between jet particle flow and the regularised Euler equations is
further explored in Cotter et al. [69]. They show simulations of collisions between
two 0-jet particles that result in the creation of a new 1-jet particle, and they provide
illustrations of the vector fields given by 2-jet particles. Jet particle simulations
have an issue with stability when the particles become too close [36]. We discuss
this later and show some stabilising constraints in Sections 4.3 and 4.5.
We are guaranteed the existence of geodesics connecting nearby diffeomor-
phisms for EPDiff [75], a theorem from Riemannian geometry. So in particular we
can connect edited flows to the original ones with a minimal smooth flow. We will
construct such deformations with jet particles.
It has been suggested that jet particles can be used to approximate velocity
fields that interpolate known velocities at their point positions for metrology [76]
but a method for doing so is not provided. We describe an implementation for this
in the case of divergence-free velocity fields in Chapter 6.
2.11 Vector Field Design
Designing vector fields is a problem that occurs frequently in computer graphics in
two and three dimensional spaces. The applications include fluid dynamics, texture
synthesis and non-photorealistic rendering.
For example Zhang, Mischaikow, and Turk [77] create a system for designing
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vector fields by placing singularities on surfaces.
In the vector field interpolation problem, vectors are specified at a sparse set
of vertices, and these vectors are interpolated over the mesh. This is addressed
for tangent fields by interactively specifying tangent vectors at sparse vertices on a
triangle mesh using discrete external calculus [78].
Generalising vector fields to n-rosy fields [79] and n-direction fields [80] on
surfaces is also important, in particular when n is 4 for re-meshing and parame-
terisation. Direction fields can also be constructed on discrete surfaces by placing
isolated singularities and constructing a trivial connection [81] by solving a sparse
linear system.
These are relevant since we can interpolate vector fields given by a set of jet
particles at sparse positions in two and three dimensions to create divergence-free
vector fields. This is of particular interest in fluid sketching, simulation and editing.
Chapter 3
Technical Background
In this chapter we introduce the technical background used in this thesis, including
matrix kernels, hamiltonian dynamics and jet particles.
3.1 Nomenclature
Table 3.1 shows a list of common symbols used in this thesis and their meaning.
Symbol Meaning Representation
d Dimension of domain d ∈ N
n Number or particles n ∈ N
M Domain of motion Manifold M ⊂ Rd
N Number of time steps N ∈ N
i, j,k, l,m Tensor indices i, j,k, l,m ∈ {1, . . . ,d}
α,β Particle labels α,β ∈ {1, . . . ,n}
Id Identity matrix Identity matrix of size d×d
δ i j Kronecker delta δ i j := [i= j]
Ki j Matrix kernel tensor Rank 2 tensor in d dimensions
SDiff(Rd) Ideal fluid configuration space Group of volume preserving flows
Xdiv(Rd) Divergence-free vector fields Vector u ∈ Rd
SL(d;R) Special linear group in Rd Matrix of size d×d with det 1
sld(R) Lie algebra to SL(d;R) Matrix of size d×d with trace 0
ϕ(x, t) Flow function Function ϕ(x, t) : Rd×R→ Rd
Xi Discrete grid coordinate Position Xi ∈ Rd
D Density grid Function D : Xi→ R
U Velocity grid FunctionU : Xi→ Rd
Φ Deform grid Function Φ : Xi→ Rd×Rdxd
Table 3.1: An explanation of the symbols used throughout this document
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We will use the Einstein summation convention, where repeated indices imply
summation over the index range.
3.2 Basic Definitions
It is assumed that the reader is familiar with the basic concept of manifolds. How-
ever in this thesis it is sufficient to consider a manifold M to be the same as the
space Rd , where the dimension d is either two or three. The interested reader who
would like to know more should refer to Abraham, Marsden, and Ratiu [82] for a
good introduction into the theory.
We use the following definitions frequently in this thesis:
Definition 3.1. Let M1 and M2 be two manifolds. A diffeomorphism is a continu-
ous bijective map ϕ :M1→M2 whose inverse ϕ−1 is also continuous.
Definition 3.2. Let ϕ :M1→M2 be a map between manifolds with f :M2→ R a
function on M2. Then the pull-back of f by ϕ is a function ϕ∗ f :M1→ R on M1
given by
ϕ∗ f = f ◦ϕ
Definition 3.3. Let f :M1→M2 be a C1 continuous maps between two manifolds.
The tangent T f of f is the map
T f ([c]x) = [ f ◦ c] f (x)
where [c]x is the equivalence class of curves c : [a,b]→M1 that have the same
tangent at x ∈M1.
Definition 3.4. Let ϕ :M1→M2 be a diffeomorphism map between manifolds and
U ∈ X(M1) a vector field in M1. Then the push-forward of U is a vector field
ϕ∗U ∈ X(M2) in M2 defined by
ϕ∗U = Tϕ ◦U ◦ϕ−1
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We shall use the push-forward of vectors later in order to calculate the image
of velocity vectors under a deformation.
Definition 3.5. Let X(Rd) denote the space of vector fields on Rd and let u(t) ∈
X(Rd) be a time-dependent vector field where t ∈ [0,1]. Then the flow of u is the
time-dependent diffeomorphism ϕut : Rd → Rd defined by
ϕut (x0) = x(t)
where x(t) denotes the solution to the initial value problem
dx
dt
= u(x) x(0) = x0
If we restrict Xdiv(Rd) to the space of divergence-free vector fields then the flow ϕut
is volume preserving.
We denote the space of volume preserving diffeomorphisms by SDiff(Rd),
which under reasonable circumstances is a smooth infinite dimensional manifold.
Definition 3.6. The Lie derivative of a tensor field defines the change in the tensor
along the flow of a given vector field. Let X be a vector field, Y be a tensor field and
ϕXt be the flow of X . Then the Lie derivative of Y with respect to X is
LXY (p) = lim
t→0
(ϕX−t)∗Y (ϕXt (p))−Y (p)
t
3.3 Introduction
Key to our method is the use of particles to design incompressible flows. In addition,
we seek deformations that are “fluid-like” in some sense.
It was shown by Arnold [64] that the solutions to the ideal fluid equations
are in fact geodesics on SDiff, the group of volume preserving diffeomorphisms,
for the right invariant L2 metric. Motivated by this, a number of regularised fluid
models have been proposed by giving SDiff stronger Riemannian metrics induced
by Sobelev norms [83, 36]. These models have a regularisation parameter σ , such
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that its solutions converge to the ideal fluid equations in the limit, as σ tends towards
zero. Therefore when σ is small, their solutions will appear fluid-like over short
time-scales.
Most importantly, these regularised models exhibit “particle-like solutions”,
i.e. solutions obtained by solving a finite-dimensional ODE for the dynamics of the
particles. This is a massive reduction, as SDiff is an infinite dimensional Fre´chet
manifold. The use of such solutions is our primary tool in obtaining deformations
which appear to be fluid-like. It is natural to ask how to link the dynamics of finitely
many particles with a full diffeomorphism, and matrix-valued kernels provide a key
link in this relationship.
3.4 Matrix-valued Kernels
Matrix-valued kernels are well studied in mathematics but have not yet been applied
in computer graphics to our knowledge, so we include some relevant technical back-
ground in this section.
A matrix-valued kernel is a mapping K : Rd×Rd → Rd×d such that K(x,y) is
positive-semidefinite symmetric, and K(x,x) is the identity matrix for all x,y ∈ Rd .
We can use matrix-valued kernels to generate vector fields, given a particle and its
momentum.
A particle with position q ∈ Rd and momentum p ∈ Rd has the state (q, p),
and moves in a phase space given by T ∗Rd ≡ Rd ×Rd . A particle at position q
then induces a matrix field K(·,q) over Rd . By multiplying the matrix at a point x
by the momentum p we produce a vector, and hence we define a vector field u(x)
over Rd when considering all points x. Hence there is a linear map (q, p) 7→ u(·)
from the particle’s phase space T ∗Rd to the space of vector fields X(Rd), given by
u(x) = K(x,q) · p.
This is important for us because there are matrix kernels available that are
easy to compute and that generate divergence-free vector fields. In particular if
K generates divergence-free vector fields, then any curve (q(t), p(t)) ∈ T ∗Rd will
generate a time-dependent divergence-free vector field u(x, t) = K(x,q(t)) · p(t).
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The flow of u is then a volume preserving diffeomorphism (see Definition 3.5).
In this section we will introduce a family of matrix kernels following Micheli
and Glauns [62], please refer to the paper for more details. This family of matrix
kernels is equipped with a parameter which allows interpolation between a scalar
kernel and either a divergence-free or curl-free matrix kernel.
In our application we are interested particularly in kernels which are
divergence-free since we are dealing with incompressible flow. However, we men-
tion the family of kernels here since the ability to relax this condition will be useful
in our sketching application in Chapter 4.
We will consider here translation and rotation invariant kernels (also called
TRI kernels). A matrix-valued kernel is called translation invariant if K(x+ τ,y+
τ) = K(x,y) for any τ ∈ Rd . If K is translation invariant, we may write it using
an auxiliary function k : Rd → Rd×d which is related to K via K(x,y) = k(x− y).
Moreover, we say k is rotationally invariant if k(Rx) = RTK(x)R for any rotation
matrix R ∈ SO(R,d). In this case it can be shown [62] there must exist functions
k‖ : R+→ R and k⊥ : R+→ R which relate to k via








for ‖x‖ > 0. Usually the extension to the origin x = 0 is achievable by enforcing
continuity [62, §3].
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Figure 3.1: The vector fields of the matrix kernel from Equation (3.2) for a = 0,0.5,1.0
with momenta (1,0) inserted, showing the Gaussian, interpolated and
divergence-free kernels from left to right







where d is the dimension [62]. Values in D such that
b= (d−1) a
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is a divergence-free kernel with kernel size σ [62]. Here i and j are tensor indices
taking values in the range [1,d], and we are using the Einstein convention to indicate
that repeated indices are summed over the index range automatically.















which gives the usual Gaussian kernel when a= 0, the divergence-free kernel when
a = 1, and interpolated versions for a ∈ (0,1) [62]. These kernels are useful for
relaxing the condition that the vector field is divergence-free. See Figure 3.1 for an
illustration of the vector field given values of a= 0,0.5,1.
See also Mumford and Michor [36] for a similar divergence-free matrix kernel
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and a discussion of its links with Eulerian flow.
3.5 Hamiltonian Dynamics
D’Arcy Thompson’s landmark book “On Growth and Form” [84] elegantly demon-
strates the link between mathematics and biological processes. It can be argued
that the application of the field of computational anatomy to medical imaging is a
realisation of the key ideas in this book. It is the use of Hamiltonian control that is
fundamental in deriving geodesic flows which drive image registration techniques.
See Miller, Trouve´, and Younes [85] for a review of this viewpoint and its applica-
tion to shape space.
The matrix-valued kernels from the previous section generalise scalar valued
kernels that are used to invert differential operators on scalar functions. Specifically,
these matrix-valued kernels are used to invert differential operators on vector fields.
Let A be a pseudo-differential operator and m be the momentum operator
given by so that m = A u(x) such that K is the Green’s function for the operator
A [68].
Then u= K ∗m where ∗ denotes the convolution operation




and this equation provides the link between the velocity vector field and the mo-
mentum of the fluid.
Consider the evolution equation for a divergence-free vector field u given by
∂tm+£um= 0 , m=A u(x) (3.3)
where £u is the Lie-derivative operator [86].
In the case thatA is the identity transformation, these equations of motion are
identical to Euler’s equations for an ideal fluid [64, 87].
However in the case that A = (1− α∆) for α > 0 we obtain the Euler-α
model of fluid turbulence [88, 83]. And in the case that A = (1− ηk ∆)k we obtain
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the model of Mumford and Michor [36].
In any case, the above evolution equation acts as a generalised model for fluid





is the Hamiltonian function for this evolution equation [68].
IfA admits aCk kernel, then Equation (3.3) admits particle like solutions [67].
This represents a key source of computational efficiency, since we can reduce a high
dimensional flow to a flow given by finitely many particles. We make use of this
observation in Chapter 4 by creating an application for sketching fluid-like flows
using constrained particles.
In particular we consider the Hamiltonian function defined on n particles H :




Ki j(qα ,qβ )pαipβ j (3.4)
where the Hamiltonian is a function of the n particles indexed by particle labels
α,β , with each particle having position qα and momentum pα , and where K is a
matrix-valued kernel. Here i and j are the indices of the matrix K and the momen-
tum p. Note that the term is also summed over α and β , so all particle interactions
are included in the Hamiltonian.






and so for this Hamiltonian the equations of motion are
q˙iα = K
i j(qα ,qβ )pβ j
p˙αi =−pα j∂iK jk(qα ,qβ )pβk
(3.5)
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where ∂i is the partial derivative ∂/∂xi.
The key point here is that if the particle motion (q(t), p(t)) is a solution of
Equation (3.5), then the velocity field u(x, t) =K(x,q(t)) · p(t) is a solution to Equa-
tion (3.3) on the full manifold M [36, 67, 68]. Note that q˙(t) = u(q(t)), so that if
ϕ(x, t) is the flow of u, then q(t) = ϕ(q(0), t) and the particles are carried by this
flow.
The velocity field generated by the particles is given by
ui(x) = Ki j(qα ,x)pαi (3.6)
If K is a divergence-free matrix-kernel such as the one given in Equation (3.1) [68],
then the vector field u is divergence-free for all time, by nature of its being a sum of
divergence-free vector fields.
The velocity field generated by a single particle using a divergence-free matrix
kernel is shown in Figure 3.1 (right).
Figure 3.2: Hamiltonian particles. The arrows represent the momenta of the particles.
A collection of particles will interact using the equations of motion in Equation
(3.5), and each particle will move in the velocity field implied by the sum of the
contributions from all the particles. Figure 3.2 shows the velocity field generated
by a number of randomly placed particles with varying momenta.
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3.6 Jet Particles
Jet particles extend the dynamics given by the particles seen in the previous section,
by carrying extra information that describes the local change to the deformation
gradient. To our knowledge they have not been used in computer graphics appli-
cations at this time and we give a brief introduction to them here, following Cotter
et al. [68].
In particular, jet particles carry information from the truncation of the Taylor
series describing the local deformation gradient [68]. Here the term jet refers to
the jet of a function; a jet is an equivalence class of functions that match a given
function up to polynomial order k (see for example Kola´r, Slova´k, and Michor [89]).
And particles that carry information matching the deformation gradient up to order
k are named k-jetlets.
Jet particles interact with one another showing dynamics which conserve linear
and angular momentum. Their equations of motion are derived using Hamilton’s
principle [68, 69], and under a suitable choice of Lagrangian the solutions converge
to Euler’s equations given certain assumptions.
3.6.1 Basic Definitions
The Lagrangian description of an incompressible fluid is given by a time dependent
volume preserving map ϕ : Rd×R→ Rd describing the flow of particles, where d
is two or three in this thesis. In particular, the location of a particle at time t with
initial position x0 ∈ Rd is given by ϕ(x0, t).
The deformation gradient at x0 is the matrix





and higher order deformation gradients are defined in a similar way.
In our case Q i j must lie in SL(d,R) since the flow is incompressible, where
SL(d,R) is the special linear group of matrices acting on Rd with unit determinant.
Just as one can obtain solutions to Equation (3.3) by solving for particle trajec-
tories q(t), one can obtain richer solutions of Equations (3.3) by solving for systems
3.6. Jet Particles 47
which involve q(t) and the deformation gradient Q(t) [68].
These are jet particles, Hamiltonian particles that carry higher order informa-
tion about the deformation gradient of the flow with them. In the case of n jet
particles, the q(t) are in the space (Rd)n and the deformation gradients Q(t) are in
the space SL(d,R)n.
3.6.2 Equations of Motion
The phase space is then T ∗(Rd ×SL(d,R))n with canonical coordinates given by
(q,Q, p,P) where q denotes particle position, Q denotes the Jacobian matrices, and
p and P are their respective conjugate momenta.
Cotter et al. [68] show that the equations of motion for (q,Q, p,P) are Hamil-





pαi pβ j K
i j(qα ,qβ )















i j(qα ,qβ )
(3.7)
They show that the equations of motion can be simplified by writing them in terms
of the variables




α k ∈ sl(d;R)∗ (3.8)
ξ iα j :=
∂uiα
∂x j
= pβk ∂ jKik(qα ,qβ )−µ kβ` ∂ jkKi`(qα ,qβ ) (3.9)
The variable µ is called the right-trivialised matrix momenta, because it is the
right trivialisation of the covector (Q,P) ∈ T ∗SL(d;R)n over the Lie group
SL(d;R) [68].
Using these new variables, the equations of motion may now be written in
terms of (qα , pα ,µα) [68] as
q˙iα = pβ jK
i j(qα ,qβ )−µ kβ j ∂kKi j(qα ,qβ ) (3.10)
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p˙αi =−pαkpβ j∂iKk j(qα ,qβ )










α k −µ jαk ξ kα i (3.12)
and we can reconstruct the deformation gradient Qα using the formula
Q˙ iα j = ξ iα kQ
k
α j (3.13)
Note that the vector field u(x) induced by the set of 1-jet particles is given by
ui(x) = Ki j(qα ,x)pαi−µ kα j ∂kKi j(qα ,x) (3.14)
and this is also divergence-free [68].
3.6.3 Simulation Example
To illustrate the variety of vector fields that may be produced by 1-jet particles in
















This is not a unique basis for sl2(R), but it is useful to illustrate the behaviour of
the vector fields the jet particles can produce.
The velocity field generated by a 1-jet particle with zero momentum p, and µ
taking the each of the values spin, stretch and shear are shown in Figure 3.3.
The spin particle rotates the fluid locally, the stretch particle compresses the
particle in the y direction whilst expanding in the x direction, and the shear particle
creates a velocity field with a shearing flow along the x-axis. Each of these vector
fields is divergence-free by construction, and moreover any linear combination of
these µ values will generate divergence-free vector fields.
Hence jet particles with varying momentum p and varying µ may be arranged
arbitrarily to create divergence-free vector fields. And further, these particles will
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Figure 3.3: A single 1-jet particle in 2D with momentum p = 0, and µ taking the values
spin, stretch and shear, illustrated from left to right
interact with each other according to the equations of motion (3.10), (3.11) and
(3.12), as each particle moves in the summed velocity field given by all the particles
given by Equation (3.14).
We demonstrate this with a simple example in two dimensions. We initialise
the particles at random positions, and taking random values for p and µ . At each
time step the particles state is updated using forwards Euler integration. The al-
gorithm for simulating 1-jet particles using forward Euler integration is shown in
Algorithm 1.
Algorithm 1 Jet Particle Simulation
1: procedure INTEGRATE PARTICLES
2: q0← Initial position of particles
3: p0← Initial momentum of particles
4: µ0← Initial shape particles
5: t← 0
6: loop t < tmax:
7: qi+1← qi+ q˙i dt Using Equation (3.10)
8: pi+1← pi+ p˙i dt Using Equation (3.11)
9: µi+1← µi+ µ˙i dt Using Equation (3.12)
10: t← t+dt.
Figure 3.4 shows the velocity field generated by a number of randomly placed
particles (qα , pα ,µα) with varying momenta p and varying µ . The full simulation
is shown in Video 4.6.
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Figure 3.4: The velocity field generated by several 1-Jet particles. The colours of the par-
ticles represent the vorticity of the particles, with red and blue being positive
and negative vorticity.
3.7 Relationship with Eulerian Flow
In this section we motivate the use of jet particles for the sketching of fluid-like
motion by reviewing their links with Eulerian flow.
Using the Lagrangian given by the kinetic energy of the fluid
L (u) = ‖u‖2L2 =
∫
|u|2dnx
then by Hamilton’s principle
δ
∫
L (u)dt = 0
it can be shown that the equations of motions correspond to Euler’s equations
ut +(u ·∇)u+∇p= 0∇ ·u= 0
See Cotter and Holm [90] for the derivation of Euler’s equations using the Clebsch
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variational principle.



















then it can be shown that the application of Hamilton’s principle gives the EPDiff
equations
∂tm+u ·∇m+(∇u)
T ·m+m(divu) = 0
u= K ∗m
(3.15)
where u is the convolution of the Green’s function K for the operatorA andm(x) :=
A u(x) is the momentum operator [68]. See Cotter et al. [68] and references therein
for more details.
In fact, the Euler equations are recovered in the limit of these more regularised
EPDiff equations [36]. In particular, in the limit as ε and σ go to zero, the solution
to these equations converge to the incompressible Euler equations [68]. Moreover,
when ε = 0 and k= 1 we recover the regularised Euler-α equations [87] for incom-
pressible fluids, where the activity is filtered below a length scale α .
Hence under certain assumptions, jet particle solutions can be considered so-
lutions of Euler’s fluid equations. However, instabilities are observed in jet particle
simulations that lead to particle collisions [36], which mean they cannot be used
reliably to simulate fluid flow without modification.
Despite the presence of these instabilities, jet particles are suitable for gener-
ating divergence-free fluid flows and are natural for controlling fluid simulations,
as we will demonstrate in this thesis. We go on to demonstrate their use in the
generation of flows via sketching in the next chapter.
Chapter 4
Sketching Flows with Jet Particles
Fluid simulations are hard to control, show chaotic behaviour with sensitivity to
initial conditions and are expensive to compute. It is for these reasons that designing
a fluid simulation is a difficult problem. As such, the ability to sketch flows easily
is an important technique in computer graphics. One relevant application of this is
the rapid prototyping of low resolution flows to be used as input for high resolution
fluid simulations [41].
Transforming a hand movement into a stable and realistic flow in an efficient
manner is a non-trivial problem. In this chapter we describe how to sketch such
flows in a simple fashion, using jet particles that are constrained to curves created by
an artist. We demonstrate the sketching technique in two dimensions and describe
how to extend it to three dimensions.
4.1 Sketching Flows Interactively
We seek to design a deformation that could have been the result of a fluid flow, and
to do this efficiently without resorting to the use of a fluid simulator. A natural way
to proceed is to take the artist’s mouse movement as the input to this system, or
equivalently a set of parameterised curves that have been designed for the purpose.
An important feature in our sketching application is that there should be a
minimal and sufficient number of controls to achieve the desired effect. Since the
space of possible output configurations of a fluid simulation is infinite, reducing the
parameter space to a finite number of particles gives a more practical and intuitive
4.2. Deformation with Constrained Particles 53
way to achieve our goal.
In our method we propose using a constrained Hamiltonian system to design a
deformation that is smooth, divergence-free and globally injective (so it is guaran-
teed not to fold). By recording a path of the artist’s input we define a space curve
representing her brush stroke, and in this section we use this as a constraint for a jet
particle system.
As we have seen in Chapter 3.5, jet particle systems defines a vector field which
is divergence-free, and that can be integrated to generate a deformation which will
have a fluid-like motion. We show how to propagate this deformation into the flow
and how to apply it to a fluid cache in Chapter 5.
4.2 Deformation with Constrained Particles
We first consider how to create a constrained flow using 0-jet particle dynamics in
two dimensions, and we show that the generalisation to three dimensions is trivial.
In our system, the artist selects a brush size for the edit by specifying a value
for σ to be used in the matrix kernel. We will interpret the brush stroke as a space
curve γ : I→Rd given by s 7→ (x(s),y(s)), where γ(s) is parameterised over an edit
time interval I = [0,S].
We will consider this curve to represent the dynamics of a reference particle
with state (q¯(s), p¯(s)) := (γ(s), dγds ). Of course a single particle without constraints
will travel in a straight line conserving momentum, but in contrast the artist’s brush
stroke is an arbitrary curve. Hence instead we may view the motion of q¯(s) to be the
constrained motion of a particle under external forces F(s) that provide the change
in its momentum.
By applying a constraint implied by the artists input, we can override the dy-
namics of the Hamiltonian to force q onto q¯. However we can also relax this con-
straint by providing a maximal force Fmax that is allowed. In this sense, the brush
stroke becomes a guide for the particle, and the motion of the particle is now viewed
as a constrained Hamiltonian system.
To proceed we will first update the particle with the equations of motion and
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then apply the impulse from the constraint.
4.3 Constrained 0-Jet Particles
As the artist paints with their input device, we record the positions of the brush,
sampling at intervals of δ s at times si := iδ s. We store these positions as a discrete
curve Γ= {X1, . . . ,XN} with points Xi = γ(si) = (x(si),y(si)).
To initialise the dynamics of the particles we define the initial conditions to
be q0 = X0 and p0 = 0. In order to implement a hard constraint where the jet
particle q is exactly constrained to the brush particle q¯, we add an impulse Ji to the
system which acts over the edit time interval [si,si+1]. An impulse is a change of
momentum, and here it is precisely the change of momentum required to match the
velocity of the artist’s curve.
To achieve this constraint, we modify the integration steps as shown in Algo-
rithm 2 with the addition of the impulse Ji at each time step. This ensures that the
simulated particle q will exactly match the brush particle q¯.
Algorithm 2 Constrained Particle Simulation
1: procedure INTEGRATE PARTICLES
2: q0← initial brush position q¯0
3: p0← initial brush momentum p¯0
4: s← 0
5: loop s< smax:
6: qi+1← qi+ q˙iδ s
7: pi+1← pi+ p˙iδ s+ Ji
8: s← s+δ s
To achieve the full constraint we set Ji = p¯i− p¯i−1, while in order to relax the
constraint we clamp Ji such that Ji/δ s< Fmax.
To provide an interface for the artist where we do not need to specify Fmax,
we choose to interpolate linearly between the pi and p¯i at each time step using a
blending parameter b ∈ [0,1]. This has the effect of specifying how much to blend
the target particle’s momentum into the simulated particle:
pi+1← (1−b)(pi+ p˙iδ s)+bp¯i
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From this point onwards we use this latter approach of blending the momenta, since
the blending parameter is more intuitive than the maximal force parameter, being
a scale independent parameter in the range [0,1]. We use this technique in Section
4.7 in order to stabilise the dynamics of multiple jet particles.
4.4 Fluid Sketching Application
We have created a fluid sketching application to allow the creation of flows with a
0-jet particle using the above techniques. To illustrate the sketching algorithm we
show how our application uses a constrained 0-jet particle to distort a grid.
The results are shown in Videos 4.1, 4.2 and 4.3.
Video 4.1 (Sketching with a scalar kernel). This shows the baseline flow that results
in Figure 4.1 using the scalar kernel. This flow is not incompressible and does not
use the matrix kernel.
Video 4.2 (Sketching with a divergence-free matrix kernel). Our application gener-
ates an incompressible flow that results in Figure 4.2, by constraining a 0-jet particle
to a user-generated curve sketched with a mouse.
Video 4.3 (Sketching with an interpolated matrix kernel). The result of using an
interpolated matrix kernel with a value of a= 0.5 is shown in Figure 4.3. The flow
is not incompressible, but may useful for stylistic effect.
In each case the deformation is designed using a mouse, by sketching an arc in
a simple clockwise movement from top to bottom.
Note that by using Equation (3.2) and retaining the parameter a ∈ [0,1]
when evaluating our matrix kernel, we are able to interpolate between scalar and
divergence-free deformations which will give the artist more creative control. The
result of using a value of a= 0.5 is shown in Figure 4.3.
We believe that this parameter will allow the user to change the stylistic effect
of the flow by altering the incompressibility in this way.
This application is a key component of our fluid editing system and we will
also use it later in Chapter 5 to generate keyframes for editing existing simulations.
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Figure 4.1: A constrained particle with a scalar kernel sketching a flow deforming a grid
Figure 4.2: A constrained 0-jet particle sketching a flow deforming a grid
Figure 4.3: A constrained 0-jet particle sketching a flow deforming a grid with a= 0.5
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This technique is easily extended to three dimensions without complications.
If we now evaluate the velocity field with the same matrix kernel
ui(x) = Ki j(qα ,x)pαi (3.6 revisited)
in three dimensions, we still generate a divergence-free velocity. And as above we
can choose a brush size σ , and now constrain a 0-jet particle to an artist’s curve
defined in 3D.
The velocity field for a 0-jet particle in 3D is shown in Figure 4.4, with the
streamlines illustrated in three orthogonal views.
Figure 4.4: Streamlines of 0-jet particles in 3D with momenta along the x, y and z axes,
from left to right.
We use jet particle flow using these 3D matrix kernels in Chapter 5 to deform
existing flows.
4.5 Constrained 1-Jet Particles
If we want to design a flow which can locally rotate and scale the fluid as well as
translate it, we can use 1-jet particles to modify the deformation gradient at each
particle location. We will specify a target µ¯ ∈ sld(R) as a constraint for the 1-jet
particle dynamics to control the deformation. In this section we will either choose
our target µ¯ to be constant, or we may choose to align its matrix with the brush
stroke direction for more intuitive control.
In order to align a particular brush shape with the painting direction, we choose
a rest shape µ¯0 ∈ sld(R), which we choose in a local coordinate system. Then
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we find a rotation matrix R which aligns it to the direction given by the particle’s
momentum p, so that R(ex) = p where ex is the unit vector in the x direction.
Now if we define our target µ¯i such that
µ¯i = Rµ¯0RT
then µ¯i will be oriented correctly with respect to the brush direction. The matrix µ¯i
is still in sld(R) since R ∈ SOd(R) is an orthogonal matrix, and so Tr(Rµ¯0RT ) =
Tr(RTRµ¯0) = Tr(µ¯0) = 0. Note that in three dimensions we will need to specify
another constraint on R in order to orient it uniquely with the brush direction, for
example R(ey) = r for some vector r orthogonal to p.
Now we apply an impulseMi to µ . Again we may either override the dynamics
of µi entirely, clamp it to a maximum value, or linearly interpolate between µi and
µ¯i. The modification to Algorithm 2 is
µi+1← µi+ µ˙iδ s+Mi
for applying the impulse and
µi+1← (1− c)(µi+ µ˙iδ s)+ cµ¯i
for applying the control µ¯i with a blending parameter c ∈ (0,1).
As in Section 4.3 we choose the latter interpolation method over the impulse
method for a more intuitive control parameter.
Our fluid sketching application is extended to allow editing with 1-jet parti-
cles. We demonstrate the results by sketching with 1-jet particles, with Figure 4.5
showing a rotating flow, Figure 4.6 showing a scaling flow and Figure 4.7 showing
a shearing flow. In the last two images, the orientation of µ¯ has been linked with
the brush stroke direction to allow the user to align the vector field intuitively.
As with the 0-jet particle sketching, this technique is easily extended to three
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Figure 4.5: A constrained 1-jet Spin particle sketching a flow deforming a grid
Figure 4.6: A constrained 1-jet Scale particle sketching a flow deforming a grid
Figure 4.7: A constrained 1-jet Shear particle sketching a flow deforming a grid
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dimensions. If we evaluate the velocity field with the same matrix kernel
ui(x) = Ki j(qα ,x)pαi−µ kα j ∂kKi j(qα ,x) (3.14 revisited)
but now evaluated in three dimensions, we still generate a divergence-free velocity
that is now parameterised additionally by µ . And as above we can choose a brush
size σ , and constrain a 1-jet particle to the artist’s 3D curve.
In R3 we can choose a basis for sl3(R) using matrices that represent scale,

















































Table 4.1: A basis for the Lie Algebra sl3(R). Note we mark Syz as red since we must omit
one element to form a basis.
Note that the dimension of sl(R3) is 8 since it corresponds to the sub lie algebra
of trace free matrices in gl(R3). Hence to strictly define a basis for sl(R3) we must
omit one element. We choose arbitrarily to remove Sxy as it can be generated from
Sxz and Sxy since Syz := Sxz−Sxy. For this reason we have marked it in red in Table
4.1. However all of the matrices in the table are useful to picture the space of vector
fields spanned by the matrix kernels.
The vector fields generated in 3D by the 1-jet particles with µ taking the ma-
trices defined above are shown in Figure 4.8. We use 1-jet particle flow in Chapter
5 to deform existing flows.
4.6 Keyframe Generation
We now show how we use the application we developed in Sections 4.3 and 4.5 for
sketching fluid flows in order to generate keyframe edits of fluid simulations.
To demonstrate sketching of flows with jet particles with real simulation data,
we extend our sketching application to allow editing of densities and velocities di-
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Figure 4.8: 1-Jet Particles in 3D. Top row Scale Sxy,Sxz,Syz, middle row Rotation Rx,Ry,Rz
and bottom row Shear Sh1,Sh2,Sh3.
rectly using a jet particle that is constrained to the users mouse. We have integrated
our application into the research simulation framework mantaflow [91] in order to
allow sculpting of the current simulation state with jet particles. The deformation
applies to the density and velocity fields stored at the frame being edited. It may
also act on level sets and so is suitable for deforming water simulations.
The following video show a smoke simulation and a demonstration of sculpting
edits interactively using our application.
Video 4.4 (2D smoke editing application). A movie showing example edits applied
to a 2D smoke simulation using 0-jet and 1-jet particles constrained to the mouse.
Figure 4.9 shows a single frame taken from the smoke simulation shown in
Video 5.3. This frame is firstly sculpted with a 0-jet particle on the right and left
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Figure 4.9: Smoke density and velocity field edited with 0-jet and 1-jet particle
side of the plume, before finally a 1-jet spin particle is used on the left side. The
brush is displayed as a purple circle and its size defines the radius of the jet particle
used. The size of the brush and the matrix µ¯ can be varied to sculpt the smoke as
desired.
In Video 4.4, examples of creating edits to frames from a paused smoke simu-
lation are shown. After each edit the simulation is restarted in its deformed state.
We believe that the ease with which this application enables us to sketch flows
supports our Hypothesis 1 concerning the sketching of realistic flows. Moreover,
once we have a jet particle simulation, we may define an edit to it by choosing a
frame and then changing their momentum or simply moving the particles. Further
particle constraints as discussed previously will give more sophisticated edits to the
flow.
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4.7 Dynamics of Jet Particles
In the previous sections, we have used the equations of motion for jet particles in
our constrained simulations for sketching with a single particle. We now seek to
create more complex interactions by leveraging the interaction between particles.
By solving the equations of motion given by Equations (3.10), (3.11) and
(3.12) at each frame, jet particle simulations create complex flows and interac-
tions. However, the dynamics are known to be unstable as we show in the following
videos.
Video 4.5 (0-Jet particle simulation). A video showing the simulation of several 0-
jet particles with random initial momenta. The dynamics show complex interactions
followed by particles coalescing as they become too close. The arrows represent the
particle momenta. See Figure 4.10 for a clip from this movie.
Video 4.6 (1-Jet particle simulation). A video showing the simulation of several 1-
jet particles with random initial momenta. The dynamics show complex interactions
followed by particles coalescing as they become too close. See Figure 4.11 for a
clip from this movie. The arrows represent the particle momenta and the colours
of the particles represent the vorticity of the particles, with red and blue indicating
positive and negative vorticity, found by taking the anti-symmetric part of µ .
See Videos 4.5 and 4.6 for a demonstration of their instabilities that arise after
a few seconds of simulation time. We have already seen clips from these videos as
Figures 3.2 and 3.4 from Chapter 3 to illustrate their velocity fields. Those clips
were taken from shortly after the start of the simulation.
In Figures 4.10 and 4.11 however, we show similar clips from the videos a few
seconds later, and we can see that the momenta are beginning to blow up for pairs
of particles that have become close.
When the particles get too close together they may become attracted to one
another. In the limit they collide together, whilst their individual momenta become
arbitrarily large [36] and this process can be seen in the videos. Moreover when the
particles are too close with respect to the kernel size σ , their solutions are no longer
close to Euler’s equations.
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Figure 4.10: 0-Jet particle instabilities. A simulation of several 0-jet particles displaying
instabilities.
Figure 4.11: 1-Jet particle simulation. A simulation of several 1-jet particles displaying
instabilities.
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Figure 4.12: Initial conditions for the 0-jet particles
Figure 4.13: Unconstrained (left) vs constrained (right) 0-jet simulation after identical ini-
tial conditions. The constraint targets the particle momenta towards (1,0).
However we show here that by adding constraints, we may keep the particle
stable for longer and maintain the particle separation. This will keep the flow given
by the particles closer to incompressible flow [36].
Video 4.7 (Jet particle constraints). Simulation of 0-jet particles without con-
straints, and then with constraints on the momenta. The constraints blend the p
towards the constant momenta of p0 = (1,0) in the x-direction, with a blend factor
of b= 0.1.
Two frames from the associated Video 4.7 are displayed in Figure 4.13. They
begin with the same initial conditions, shown in Figure 4.12. The images display
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two 0-jet simulations at a fixed time interval following identical these conditions.
All the particles start with constant momentum pα = (1,0), but the simulation
on the right has a constraint which blends in 0.1 of the constant momentum (1,0)
per time step as described in Section 4.3. This blending represents the constraint
of the simulated particles to a reference particle, using the momenta implied by the
brush’s motion.
The images show the progression of the simulation after a short interval, and
we conclude that the constrained simulation shows less variation in the particles
momenta and spacing because of our constraint.
Hence we can design flows with multiple particles in the following way. In-
stead of initialising one particle at the brush stroke position q¯0, we create N particles
qα scattered evenly within its radius. As before we solve the equations of motion
for the particles and add the impulses from the brush q¯ as a constraint. This time
however, the interactions between the particles due to the Hamiltonian come into
play as the velocity field of one particle affects another.
Multiple particles can also be used in three dimensions to create simulations
for fluid generation. Figure 4.14 shows 30 interacting 0-jet particles with random
momenta interacting in 3D, rendered with a trail to give an indication of their ve-
locity. The simulation was created in Houdini, with the velocity fields evaluated as
described in Appendix A.3.5.
This demonstrates that we can generate complex flows from a sparse represen-
tation of the fluid as jet particles. Further we can evaluate the velocity at arbitrary
resolutions, and the velocity field will always be divergence-free.
4.8 Conclusions and Future Work
It is an open question as to whether this system is completely sufficient for artists.
However, we have demonstrated a method to sketch fluid-like fluids in real-time at
arbitrary resolutions, independent of the number of particles, and without requiring
a simulation. Further, the velocity fields produced by Equation (3.5) is divergence-
free so will guarantee incompressible flow. Hence the flows designed with this
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Figure 4.14: The velocity field from a simulation of 30 0-jet particles interacting in 3D.
method can provide an input to a fluid simulation engine at a higher resolution or
can be combined with many existing techniques for adding turbulent detail [41].
Despite the fact that the jet particles become unstable as particles begin to
collide and stick, efforts to keep the particles well placed may be successful in cre-
ating real-time simulators. Adding separation forces, or periodically reseeding the
particles using techniques from Chapter 6.1 may allow the simulation to continue
without instabilities. Moving the particles to the center of their voronoi diagrams
[92] every few time-steps may be enough to keep the particle simulation stable and
hence keep the solutions close to Euler-α .
Compound brushes may also be defined to create more interesting flows. We
can constrain several jet particles to one brush stroke with different sizes and mo-
menta, for example we can combine a large 0-jet particle surrounded by smaller
1-jet satellite particles. This is similar to a method for combining several particles
to create a module as defined by Gris, Durrleman, and Trouve´ [93] for building
deformations within the LDDMM framework.
Finally, if we sketch a flow with a multiple series of brush strokes, it would
useful to represent this composition of diffeomorphisms into a single flow given by
multiple particles in series instead of in parallel.
The next chapter goes on to find methods for editing existing flows, and we
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will use the fluid sketching approach developed in this chapter to augment existing
flows in a natural way.
Chapter 5
Editing Fluids with Jet Particles
Editing fluid simulations in a way that keeps the fluid-like appearance of the flow is
a hard problem to solve. We intend to show that jet particles bring a natural way to
edit flows, and we will demonstrate this by means of some concrete examples. To
this end, we take the techniques from the previous chapter for designing fluid flows
with jet particles, and couple them with existing fluid simulations to provide a fluid
editing system in a production environment.
In Section 5.1 we describe how to modify an existing flow with a jet parti-
cle flow acting on the left as a post deformation, and we give simple examples in
two and three dimensions. We compare the technique with the skeletal subspace
deformation method commonly used in computer graphics.
Section 5.2 describes a simple method for coupling jet particle flow with an
existing flow through a rigid transformation. Section 5.3 describes a natural way to
advect a flow given by jet particles using an existing simulation. And in Section 5.4
we generalise this idea by providing a method for pushing forward the jet particles
with a flow.
In Section 5.5 we show a way of treating the edit as a deformation keyframe,
which only affects the fluid cache locally in time. Finally in Section 5.6 we show
how this technique is used in a production environment to create variations of smoke
simulations.
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5.1 Editing Existing Flows
In this section we take a single jet particle and sketch a fluid flow as in Chapter
4. We will now couple this flow with an off-line, or cached simulation to create a
simple edited flow.
The cached simulation may include grids storing densities and scalar fields
such as temperature and heat, as well as vector fields such as velocities. The most
natural way to achieve this coupling is to apply the sketched flow as a deformation
acting on the fluid’s domain. In Sections 5.2 to 5.5 we also require that the cached
input simulation should define a flow field. We will assume that this is provided as
velocity vectors for each frame, which we will use for advecting and coupling our
edits with the cached flow.
The application of the edit to the cached simulation is achieved by composing
the two flows. In particular the jet particle flow is composed on the left with the
original simulation: we flow with the cache, and then apply our edit as a secondary
flow. So for each frame of our cached simulation, we apply a deformation given by
the jet particle edit flow. At each subsequent frame of the cached simulation, we ap-
ply the whole edit again whilst adding a new frame from the jet particle simulation,
so that the effect of the edit will increase visibly over time. In this way we couple
the two times together, since the edit time is linked with the simulation time.
Any velocity field u(x, t) will create a flow over time given by the function
ϕ(x, t). The relationship between the flow and the velocity field is




and since in our case u(·, t) is a divergence-free vector field we have that ϕ(·, t) ∈
Diffvol(Rd) is in the space of volume preserving diffeomorphisms. So we can think
of our cached fluid simulation as defining a flow ϕ(x, t).
In the same way, the velocities from a jet particle flow also create a flow which
we call ψ(x, t) : Rd×R→ Rd . This is another incompressible flow in Diffvol(Rd).
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We now take the composition of the two flows ϕ ′(x, t) given by
ϕ ′(x, t) := ψ ◦ϕ(x, t) = ψ(ϕ(x, t), t)
to give our new edited flow, which is also volume preserving by construcution.
5.1.1 Comparison with Skinning
We propose to use jet particle flow to edit existing fluid simulations. To our knowl-
edge, jet particles have not been used to edit fluid simulations to date. However it
is our opinion that they give natural deformations for the purpose, as their flow is
strongly linked to Euler’s equations, as outlined in Section 3.7.
The most common technique in today’s animation pipelines for deforming ge-
ometry is skeleton-subspace deformation, also know as skinning. The skinning al-
gorithm is widely used and has not been published in the literature, but see Lewis,
Cordner, and Fong [94] for a review of skinning techniques and references therein.
The skinning method describes a deformation based on the transformation of a num-
ber of matrices often called bones and scalar blend weights that are assigned to each
point. Each matrix typically contains a translation, rotation and scaling element
only.
The videos that follow show a comparison of a simple translational and rota-
tional flow given by a single jet particle (marked by a circle) with the same corre-
sponding deformations achieved with skinning by a bone (marked with a square).
Video 5.1 (Comparison of 0-Jet flow with skinning by translation). This video
shows the baseline deformation given by skinning using one translating bone, and
compares it with the corresponding flow given by a 0-jet particle with the same
momentum as the bone. A clip from the video is shown in Figure 5.1.
Video 5.2 (Comparison of 1-jet flow with skinning by rotation). This video shows
the baseline deformation given by skinning using one rotating bone, and compares
it with the corresponding flow given by a 1-jet particle with a µ representing the
rotation. A clip from the video is shown in Figure 5.2.
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Figure 5.1: Comparison of a 0-jet flow with skinning by translation. The skinning defor-
mation is on the left and the 0-jet particle flow is on the right.
Figure 5.2: Comparison of a 1-jet flowwith skinning by rotation. The skinning deformation
is on the left and the 1-jet particle flow is on the right.
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We can see from Videos 5.1 and 5.2 how the translating or rotating bone will
generate a similar flow to the jet particle flow initially.
However it is clear that the skinning deformation is not volume preserving, and
the mapping also fails to be injective after a short time, whereas the jet particle flow
stays injective and is incompressible. Hence we believe that jet particle flow repre-
sents a natural solution for creating deformations that are fluid-like, and is a good
candidate for editing existing flows compared to the existing skinning technique.
5.1.2 Deformation Metric
We can quantify the edit by calculating a length given by the flow using the reduced




where the Hamiltonian for the 0-jet particles is given by Equation (3.4) and for 1-jet
particles by Equation (3.7).
So for example, in the case that we are only considering one 0-jet particle for






which in this case is just
∫ (
pT p
)1/2 dt = ∫ |p|dt, which follows since K(0) = Id in
the case where we have only one particle.
This can be used to quantify the size of the deformation. As the brush stroke
is being recorded we can now indicate the size of the edit for the user by displaying
this length.
We now show examples of deforming some fluid flows in two and three dimen-
sions using this approach.
5.1.3 Deforming 2D Smoke Simulations
Here we show the result of deforming a frame from a 2D smoke simulation with the
Hamiltonian flow given by a single jet particle. In each example the upper image is
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the original and the lower image is the deformed version.
Video 5.3 (Original 2D Smoke Simulation). This video shows a 2D smoke simu-
lation generated from a buoyant source at the bottom of the grid. A clip from the
video is shown in Figure 5.4a.
Video 5.4 (Deformation of 2D Smoke with Static 0-jet particle). This video shows
the previous 2D smoke simulation which has now been deformed with an edit given
by the flow of a 0-jet particle. A clip from the video is shown in Figure 5.3b.
The first example, shown in Video 5.4 shows a deformation that moves a vi-
sually significant feature of the smoke plume to the right, and our second example
rotates the same feature.
Figure 5.3 shows a frame from the original 2D smoke simulation and the result
of deforming it with the flow given by a 0-jet particle propagating along the x-axis.
Figure 5.4 shows the second example of a frame from a 2D smoke simulation and
the result of deforming it with the flow given by a 1-jet Spin particle with zero
momentum p.
These figures have been generated in a version of mantaflow[91] that we have
modified to use the forwards deformation techniqued described by Algorithm 7 in
Section 7.1. This includes the push-forward of the original velocity by the defor-
mation.
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(a) Original smoke density, with the jet particle motion edit path indicated
with dots, and its momentum indicated with arrows
(b) Deformed smoke density with the 0-jet particle flow, with the jet par-
ticle edit path indicated with dots
Figure 5.3: Editing of the 2D smoke simulation with a 0-jet particle flow
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(a) Original smoke density from the simulation
(b) Deformed smoke density with the 1-jet particle flow, given by a jet
particle at the position marked by the dot
Figure 5.4: Editing of the 2D smoke simulation with a 1-jet particle flow
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5.1.4 Deforming 3D Smoke Simulations
We show a 3D smoke simulation in Video 5.5, and edited versions where it is de-
formed by the flow given by a 0-jet and a 1-jet particle simulation in Videos 5.6 and
5.7.
Video 5.5 (Original 3D smoke simulation). A video of a 3D smoke simulation sim-
ulated in Houdini. A clip from the video is shown in Figure 5.5a.
Video 5.6 (3D smoke deformed with 0-jet particle). The 3D smoke simulation with
the 0-jet flow applied as an edit. A clip from the video is shown in Figure 5.5b.
Video 5.7 (3D smoke deformed with 1-jet particle). The 3D smoke simulation with
the 1-jet flow applied as an edit. A clip from the video is shown in Figure 5.6b.
These videos illustrate how the jet particle flow can be coupled with the origi-
nal flow. The deformations are implemented using the technique described in Sec-
tion 7.3 where the edit flow is calculated on a sparse grid and then interpolated into
the rest of the grid.
Although we have demonstrated the editing of a fluid simulation, it is clear
from these videos that this basic application of the edit flow from the jet particles to
the original flow does not give physically plausible results. Recognising this fact,
we propose a method to track the edit flow with the off-line simulation in order to
link the fluid flows together in a physically significant way. We expand on this in
the next section.
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(a) Original smoke density
(b) Deformed smoke density
Figure 5.5: Deformation of a 3D smoke simulation with a 0-jet particle flow
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(a) Original smoke density
(b) Deformed smoke density
Figure 5.6: Deformation of a 3D smoke simulation with 1-jet particle flow
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5.2 Tracking Jet Particles
In Section 5.1 we created a new flow by composing the cached flow with one that
we designed using jet particles. However the results do not seem physically realistic
because there is no coupling between the two flows.
We can couple the original fluid flow with the sketched flow in a simple way,
by moving the coordinate frame of the sketched flow with the fluid. To this end, we
take the initial position of the sketched particle and advect it with the fluid.
The action of the sketched flow can be faded out over time, by retracting the
deformation over some simulation time interval. Alternatively the size of the par-
ticle kernel can be reduced to zero during simulation time although this leads to
sharper features, so we favour the first approach which we describe below.
The following method will simply pick up the deformation given by the jet
particles and pin it to the fluid:
• Choose an edit time for the deformation and call this time t = 0
• Sketch a flow with jet particles Jα(s) = (qα(s), pα(s),µα(s)) at time t
• Take the initial position of the jet particles qα(0) and advect it with flow
ϕ(x, t) to give the tracked position ϕt(qα(0)) where ϕt(x) := ϕ(x, t)
• Create a new 1-parameter family of jet particle flows, where s is the edit time
and t is the new parameter given by the flow:
Lα(s, t) = (qα(s)+dqα(t), pα(s),µα(s)) (5.2)
where
dqα(t) = ϕt(qα(0))−qα(0)
is the displacement vector, constant for each jet particle α at time t.
• Now for each time t we have a different jet particle edit which is tracked to
the fluid
• Write ψt(x,s) to be the flow induced by the jet particles Lα(s, t) at time t
• We now combine the flows by composition to give the new flow ψs ◦ϕt :=
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Figure 5.7: The new jet particles Lα(s) are created by offsetting the jet particles Jα(s) with
the displacement vector dqα(t), given by the flow ϕt applied at qα(0)
ψ(ϕ(x, t),s)
• This is a 2-parameter family of flows: flow by ϕ for simulation time t then
flow by ψ for edit time s.
• We can pick an edit by setting s := t and consider the flow ψt ◦ϕt
• This will simply take the particles J(s) tracked with the flow ϕ and incremen-
tally apply their deformation over time t.
Figure 5.7 shows a jet particle flow Jα moving rigidly as its base point is carried
with the flow. Note that the two curves Jα(s) and Lα(s) are deliberately drawn
as parallel, with fixed offset dqα(t). This is in order to indicate that the entire jet
particle flow is tracking rigidly with the off-line fluid cache.
We can choose a regularised velocity field to advect the edit simulation frame
to avoid picking up the high frequencies in the simulation velocity field. To do this
we can use the smoothing kernel described in Holm, Nitsche, and Putkaradze [95],
choosing a kernel size that is of the order brush size used for the edit. Alternatively
we can simply create a low resolution version of the flow using resampling in order
to advect the simulation frame, as we have done here.
The following Videos 5.8, 5.9 and 5.10 show examples of coupling edit flows
defined by jet particles with the 3D smoke simulation shown in Video 5.5.
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Video 5.8 (3D smoke deformed with an advected 0-jet particle). The 3D smoke
simulation with the 0-jet flow applied as an edit, which is tracked with the off-line
simulation to couple it with the flow. A clip from the video is shown in Figure 5.8b.
Video 5.9 (3D smoke deformed with an advected 1-jet particle). The 3D smoke
simulation with the 1-jet flow applied as an edit, which is tracked with the off-line
simulation to couple it with the flow. A clip from the video is shown in Figure 5.8c.
Video 5.10 (3D smoke deformed with multiple advected 1-jet particles). The 3D
smoke simulation with the multiple 1-jet flow applied as an edit, which is tracked
with the off-line simulation to couple it with the flow. A clip from the video is
shown in Figure 5.8d.
See Figure 5.8 for clips from these videos showing examples of coupling the
original smoke simulation with advected edits given by jet particle flow.
These figures show the original simulation in Figure 5.8a, the simulation cou-
pled with a 0-jet edit flow in Figure 5.8b, the simulation coupled with a rotating
1-jet edit flow in Figure 5.8c, and finally the simulation coupled with 64 random
rotating 1-jet particles in Figure 5.8d in order to model the effect of turbulence.
We believe that the coupling of a realistic sketched flow with an existing off-
line cache in this way supports our Hypothesis 2 concerning the realistic editing of
fluid flows.
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(a) Original simulation
(b) Simulation deformed with an advected 0-jet particle
(c) Simulation deformed with an advected 1-jet particle
(d) Simulation deformed with 64 advected 1-jet particles
Figure 5.8: Deformation of a 3D smoke simulation using advected jet particle flow, show-
ing 8 selected frames in increasing time in left-right minor and top-bottom ma-
jor order.
5.3 Advecting Jet Particles
In Section 5.2 we achieved our aim of coupling our jet particle flow with the cached
flow, by moving its coordinate frame rigidly with the flow. Now, in order to have
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a deeper coupling between the jet particles and the flow, we will advect the jet
particles for all edit times s.
The idea here is to start with an artist designed deformation from Chapter 4
and extrapolate it into the flow using advection.
When we advect the jet particle path with the input fluid simulation, the brush
stroke will become stretched and noisy due to turbulence. Neither of these prop-
erties is useful when designing a local deformation. We choose to minimise this
effect by using a regularised version of the flow: we use a low resolution version of
the velocities to remove frequencies smaller than the order of the kernel size used
for the edit.
In our implementation, we resample the space curve given by the artist’s brush
stroke X at equal intervals of edit time δ r to give m points Yi. We now advect the
points forwards and backwards into the flow to give m new points Yi(t) for each
time t ∈ (T − ε,T + ε). These points Yi(t) are hence functions of simulation cache
time t.
Now that we have a brush stroke defined for each time t, we can find an in-
compressible flow for each time t using the flow sketching method described in
Chapter 4.
The points Yi(t) are sufficient input for a constrained 0-jet simulation since the
positions Yi(t) provide a reference particle path (q¯(s, t), p¯(s, t)) := (Y (s, t),
dY (s,t)
ds )
as before. Here the curve Y (s, t) interpolates the points Yi(t) for a time t held fixed,
and s ∈ (0,smax) as before.
In the case of a 1-jet constrained simulation we need to also provide a reference
µ¯(s, t) by the same method. Lastly if we are simulating multiple jet particles we
advect just their start positions with the flow and proceed as before to integrate the
vector fields into a flow but this time at time t 6= T .
5.4 Push-forward of Jet Particles
The method from the Section 5.3 can be generalised in a similar way to Section 5.2
by modifying Equation (5.2) with the advection of the jet particles J(s) flow ϕ .
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If we record the jet particles’ initial conditions, we can push them forward with
the flow before simulating the particle at the next frame.
We can push forward the momentum pwith the deformation gradientQ to give
Qp. Note that µα has one-up index and one-down index, i.e. µ jαi , so it transforms
like µ˜ ji = µ
`
k ∂iφ
k(q)∂`φ j(q). Hence the push forward of µ by the flow is QµQᵀ.
So now we create a new jet particle flow L(s) defined by
Lα(s, t) = (ϕ(qα(s), t), ϕ∗(qα(s), t)◦ pα(s), ϕ∗(qα(s), t)µα(s)ϕ∗(qα(s), t)ᵀ)
= (ϕt(qα(s)), ϕt∗(qα(s))◦ pα(s), ϕt∗(qα(s))µα(s)ϕt∗(qα(s))ᵀ)
where we have pushed forward the entire jet particle flow Jα by ϕt . Now the whole
jet particle path is stretched by the flow.
In this way the momentum pα is calculated directly with the push-forward
rather than using the approximation given the next particle position pα+1. Also the
transformation of µα now takes the flow into account directly. In fact this is the
continuous formulation of the advection problem from Section 5.3 where we used
a discretised approach.
Figure 5.9 illustrates a jet particle path Jα deforming with the flow ϕt . Note
that the two curves Jα(s) and Lα(s) are no longer parallel due to the flow ϕt being
applied at each point.
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Figure 5.9: The new jet particle flow Lα(s) is calculated by deforming the jet particle flow
Jα(s) with the cached flow ϕt
Video 5.11 (Deforming an existing smoke simulation with a coupled 1-jet particle
flow). We deform an existing smoke simulation with 32 turbulent 1-jet particles that
are advected with the flow. The original flow is on the right, and the deformed flow
is on the left. An image from the movie is shown in Figure 5.10.
Figure 5.10 shows a frame from Video 5.11 demonstrating an example from
production where an off-line smoke simulation has been deformed by 32 1-jet parti-
cles, seeded with random momenta and advected with the flow. This illustrates how
we can generate turbulence-like effects by the composition of an existing flow with
a jet particle flow.
5.5 Deformation Keyframes
In Sections 5.3 and 5.4 we advected jet particles that describe a deformation into an
existing flow ϕ .
In order to localise our modification to the flow in time, we suggest a method
for coupling the retraction of the jet particle deformation. To achieve this, after a
small window of time the edit is removed and we return to the original undeformed
fluid simulation.
Specifically if the artist designs a flow at time T , we would like to extrapolate
the deformation so that it acts over the interval (T −ε1,T +ε2) for some small time
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Figure 5.10: Deformation of an existing flow with turbulent 1-jet particles. The original
simulation density at a frame is shown on the right, with the resulting de-
formed density displayed on the left.
deltas ε1,ε2 > 0. We will assume for simplicity that ε = ε1 = ε2 although this need
not be the case.
We seek a deformation that retracts while it is extrapolated into the flow, so
that at times T − ε and T + ε the original undeformed flow is restored.
In order to choose a way of blending in the deformation over time, we must first
specify a smooth curve β : [−ε,ε]→ [0,1] such that β (−ε) = β (ε) = 0, β (0) = 1
and β˙ (−ε) = β˙ (0) = β˙ (ε) = 0. We use a quadratic B-spline that satisfies the above
properties, shown in Figure 5.11.
We use this function to scale down the distance travelled by the jet particle
along the curve Y (s, t). In this way, the deformation is retracted over time ε .
Hence the retracting jet particle reference path at time t is given by the curve
Y (β (t−T )s, t)
at time t. In this way the deformation retracts as the curve is advected back and
forward in time from T .
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Figure 5.11: The spline function β used for retracting the deformation.
Figure 5.12: Retracting the edit flow ψ(s) around time T , by applying the curve β to the
edit time s in the jet particle flow Lα(s, t).
We can formulate this edited flow in the language of Section 5.4 by defining
our new flow as
ψβ (t) ◦ϕt = ψ(ϕ(x, t),β (t))
where the function β (t) applies the jet particle flow L(s, t) only in a neighbourhood
of t = T .
See Figure 5.12 for an example of four different interpolated flows shown by
dotted lines, each generated in the neighbourhood of the edit at time T .
In order to demonstrate the retraction of the jet particle flow, we take the orig-
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inal 2D smoke simulation from Video 5.3. By applying the edits shown in Figures
5.3 and 5.4 and retracting them into the flow, we create the following videos:
Video 5.12 (2D smoke 0-jet deformation keyframe edit). The 2D smoke simulation
with the 0-jet flow applied as an edit, which is advected and retracted with the off-
line simulation to define a localised keyframe edit of the flow. Some representative
frames from the video are shown in Figure 5.13.
Video 5.13 (2D smoke 1-jet deformation keyframe edit). The 2D smoke simulation
with the 1-jet flow applied as an edit, which is advected and retracted with the off-
line simulation to define a localised keyframe edit of the flow. Some representative
frames from the video are shown in Figure 5.14.
We extend and then retract the 0-jet and 1-jet edit flows into the off-line smoke
simulation, and show the results in Videos 5.12 and 5.13. See a sequential selection
of stills from these videos in Figures 5.13 and 5.14.
In the next section we show how to create edited flows in 3D using a curve rig.
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Figure 5.13: A 2D smoke simulation deformed by a retracted 0-jet edit flow. The advected
jet particle flow path before retraction is indicated by dots. Frames are in
left-right minor and top-bottom major order.
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Figure 5.14: A 2D smoke simulation deformed by a retracted 1-jet edit flow. The advected
jet particle flow path is indicated with a dot. Frames are in left-right minor
and top-bottom major order.
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5.6 Jet Particle Rigs in Maya
In order to be able to deform fluid caches easily for shot production, we designed a
simple work flow in Autodesk Maya 2016 for designing flows with jet particles.
To prepare the scene, the artist simply creates a curve representing the path of a
jet particle’s motion. Using the Maya representation of a motion path, the start and
end frame of the motion are configured easily. Additionally the µ parameter for the
1-jet particle can be set to be a combination of scale, rotate and shear as described
in Section 4.5.
In order to preview the effect of the deformation at interactive rates, a low res-
olution proxy version of the fluid cache is calculated automatically after simulation.
This is then deformed inside Maya as described in Section A.3.3. Finally the high
resolution deformed smoke grids are calculated directly on the artists machine or
sent to the render farm for remote processing.
In this section we show an example of a shot from a real world production,
from effects work on Independence Day 2 at Cinesite Studios. An image rendered
from the simulation is show in Figure 5.15. After the shot had been included in a
viewing session, feedback from the client was given that the smoke stack should
lean over as if being blown by a wind.
To address this, the simulation was run again with a wind force included. These
simulations were taking 9 hours to complete on an Intel i7, and creating density
grids of size 500×1000×500 voxels.
A realistic alternative to re-simulation is to apply a post deformation to the
fluid cache. By composing the flow with a simple deformation derived from 0-jet
particle flow, we are able to simulate the effect of the wind and generate a suitable
result for the shot. An advantage to this technique is that the results can be reviewed
and tweaked in low resolution efficiently, before calculating the final high quality
version.
See Figure 5.16 for a frame from the sequence with the deformation applied.
The deformation was designed such that the smoke, which was previously rising
almost vertically, would appear to be driven by a wind blowing from screen left.
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Figure 5.15: Smoke densities from a simulated smoke stack used in a shot in production.
Figure 5.16: The deformed smoke densities found by applying the jet particle flow.
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Figure 5.17: The jet particle rig in Maya, used to deform the smoke densities in the sim-
ulation. The jet particle is constrained to a curve which is placed and edited
interactively. A deformed version of the densities is shown in the viewport.
The curve rig for this deformation, shown in Figure 5.17, requires a motion
path in Maya defining the path of a jet particle. A deformation rig is created for
easy interaction, in order to create a divergence-free flow to shape the smoke. The
curve rig allows the size, particle path and momenta to be tweaked to find the ideal
deformation.
By using a lower resolution proxy for the density field and OpenGL shaders,
the rig updates at interactive rates enabling rapid feedback. See Section A.3.3 for
more details on how the deformation rig is setup in Maya.
Although this particular deformation could have been achieved with similar
results using skinning applied to volumetric data, the results of the skinning do
not give incompressible flow. Moreover our setup can produce complex fluid-like
deformations without painting weights or requiring bone assignments.
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5.7 Conclusions and Future Work
We have proposed a method for using jet particles to edit off-line fluid simulations.
We have demonstrated a system for deforming the fluid, for propagating the edit into
neighbouring frames using advection, and for retracting the deformation over time
for a localised effect. Smaller particles can be used to approximate turbulence-like
effects and larger particles are suitable for editing the bulk flow.
Further applications and research are suggested in the following sections.
5.7.1 Coupling Rigid Bodies with Fluids
It would be interesting to use 1-jet particles as a way to couple a rigid body simula-
tion with a fluid that had no previous interaction.
Given an off-line rigid body simulation, we can convert the positions, velocity
and angular velocity of each rigid body to a constrained 1-jet particle given by
(q, p,µ). This will require creating a particle with a µ that corresponds to a rigid
body’s angular velocity.
If we evaluate the corresponding divergence-free velocity field given by these
particles, we can either augment the fluid simulation as it progresses, or use it as a
post-process to deform the cached fluid flow. This latter may be useful to simulate
interactions with rigid bodies that were not coupled with the fluid simulation at the
time.
5.7.2 Up-Resing Existing Flows
The authors Kim et al. [41] perform an up-res process on an existing flow to add
missing turbulent detail. The use of divergence-free wavelet turbulence implies the
velocity projection step is not required.
The key idea here is that we can augment this framework by adding jet particles
to the low resolution flow during the up-res process. Again the velocity projection
step is not required since the additional velocities are divergence-free.
This extends our method of augmenting an existing flow described in Section
5.4 shown in Figure 5.10. Instead of deforming an off-line simulation with a jet
particle flow, we may use live jet particles for creating a higher resolution flow.
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The up-res process [41] is summarised as
• Simulate a fluid on a coarse resolution domain
• Calculate the kinetic energy of the fluid and use this to compute the wavelet
decomposition
• Create a uv coordinate system based on a regular grid and advect the uv co-
ordinates with the flow
• Create band limited, divergence-free velocity noise based on uv coordinates
• Re-simulate the fluid at higher resolution by upscaling the inflow condition,
velocity, and adding the divergence-free noise to the velocity field.
Our modification to this process would add velocities given by the jet particles,
which would themselves be advected with the flow. We may choose to add jet parti-




We have already seen in Chapter 4 how we can design flows by constraining a jet
particle’s motion to a curve, and in Chapter 5 how these flows can be used to edit
an existing fluid simulation. In this chapter we go on to investigate how jet particles
can be used to represent existing vector fields and to design new ones.
Section 6.1 describes how to solve for the momenta of jet particles given their
velocity field and its gradient. The next Section 6.2 describes how to represent
existing velocity fields with jet particles in a resolution independent way.
In Section 6.3 we use configurations of jet particles to design vector fields
using constraints and describe how to control the gradient of the velocity field. We
show how this technique can be used to design vector fields aligned with curves for
fluid control.
6.1 Projection
In this section we describe how to project a velocity field onto jet particle momenta
given the velocity field and its gradient at the particle positions.
We show how to recover the momenta pα for several 0-jet particles given their
velocity uα at their positions qα . And we implement an algorithm that solves for the
1-jet particles pα and µα given the velocity uα and its gradient duα at qα . Finally
we show examples of representing existing divergence-free velocity fields using this
technique.




Given a known velocity field, we seek to find a configuration of jet particles which
generate a velocity field that matches it.
If the given velocity field is known only at discrete points then we must take
these positions into account when we choose our set of approximating jet particles.
We may have an over constrained system where we have fewer jet particles
than velocity samples, and solve for the jet particles that minimise the error with
respect to the velocity field. Or we may have an under constrained system when
there are more jet particles than constraints if there are fewer velocity samples than
jet particles.
However we choose the positions of the jet particles to be the same as the
points on the known velocity grid, so we can find momenta for the jet particles that
reproduce the velocity field exactly.
If our known velocity field has a continuous representation then we are free to
choose a layout of jet particles. This can be a regular or a sparse set of points. How-
ever since our particles only represent frequencies at a given scale, it is important to
distribute the particles so they are spaced regularly at that frequency, such that their
kernels do not overlap significantly.
The obvious choices for grids are either a regular grid or an evenly spaced ir-
regular grid. An example of the latter is a random distribution of particles generated
with Poisson disk sampling [96], where new particles are added randomly using
dart throwing and rejected if they are too close to existing particles than a given
threshold.
A clear advantage of representing a velocity field with jet particles is that the
velocity field will be divergence-free at all points since we are using incompressible
matrix kernels.
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6.1.2 Project Velocity Field onto 0-Jet Particles
We seek to find momenta pα such that the velocity field u(x) given by Equation
(3.6)
ui(x) = Ki j(x,qα)pαi (3.6 revisited)
matches a known velocity field u¯ at points qα , and interpolates a divergence-free
velocity field at all other points.
Since we chose Ki j to be a divergence-free matrix kernel, so the vector field
it generates will also be divergence-free since it is a sum of divergence-free vector
fields.
We can see that the right hand side of Equation (3.6) for the velocity field u(x)
involves a square matrix M of size nd×nd
[u] = [M][p] (6.1)
and that by construction, this is a block matrix of positive semi-definite symmetric
d×d matrices given by each matrix kernel Ki j. And further, the block diagonal of
this block matrix is the identity matrix since K(x,x) = Id , which can be verified for
our kernel by setting r = 0 in Equation (3.1).
As long as this matrixM is invertible, we can solve for the momenta pα of the
particles given the uα at the particle positions since [p] = [M]−1[u].
When σ is zero, M is exactly the identity matrix and therfore pα = uα . As σ
increases M becomes less invertible as the condition number increases. This is due
to the increasing influence of each particle’s velocity field over its neighbours.
See Listing A.2 in Section A.3.4.1 for implementation details showing code
that generates the matrix M.
It is interesting to note that even if the known velocities u(qα) do not come
from a divergence-free velocity field, the resulting vector field u(x) will always
be divergence-free by construction, since it is defined as a sum of divergence-free
matrix kernels.
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6.1.3 Project Velocity Field onto 1-Jet Particles
We are given a velocity field u¯ that we would like to approximate using n jet parti-
cles. As mentioned above it is not necessary that u¯ ∈ Xdiv(Rd). We will use n jet
particles at positions qα ∈ Rd with momenta pα ∈ Rd and µα ∈ sld(R). The posi-
tions qα can be arbitrary particle positions or can be a regular grid but are assumed
to be unique. It is also assumed that we know the spatial derivatives of the velocity
field at qα .










µ kβ l (3.14 revisited)
and so the spatial derivative of the velocity is therefore








µ kβ l (6.2)
where each µα ∈ sld(R) is a matrix of size d×d as before.
We would like to invert this relationship. So given velocities u¯(qα) and their
spacial derivatives ∂ u¯(qα) given at particle positions qα , we will calculate the mo-
mentum pα and reduced shape momentum µβ that induce the same velocity and
velocity gradient at qi.
We can write Equations (3.14) and (6.2) in block matrix form as ui(qα)
∂ jui(qα)
=














In two dimensions the right hand side contains a 6n square matrix M and a 6n
column matrix contianing the unknowns pβ and µβ . In the general case this gives a
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linear system of equations with a square matrixM with nd+nd2 unknown variables,
where d is the dimension and n the number of particles.
When we first calculated this matrix M for a set of particles qα , we found
that the matrix had a very high condition number, even when the particles were
well placed with respect to the kernel size σ . Examining the matrix in the two
dimensional case, we found that the 1st and 4th row of the equations for each µβ
were linearly dependent. It became clear that the reason for this is that the matrix
kernel defines a divergence-free velocity field, and hence there is a redundancy in
the d2 unknown variables µβ . We need to include this information by modifying
the system of equations, and removing the redundancy to solve for p and µ .
We remark that since each matrix µβ is in sld(R), we know that it is trace
free. This implies that in two dimensions we can replace every 4th row (row nd+
4α) of the µ part of the matrix with the equation µii = 0. In two dimensions this
corresponds to setting µ11 + µ
2
2 = 0. This now creates a full rank matrix that can
be solved for pβ and µβ .





3 = 0. See Listing A.3 in Section A.3.4.2 for an algorithm that will
generate the matrix M in the general case of d dimensions.
We are not aware that any other author has solved for the momenta of 1-jet
particles given a velocity field and its gradient at the time of writing.
For a given sigma, we can see from Equation (3.1) that this kernel falls off
exponentially as e−r2/σ2 . So this block matrix will be sparse to the extent that
the kernel K dissipates. Block cells that correspond to interactions between more
distant particles will be much smaller, with the exact relationship depending on the
value of σ .
6.2 Vector Field Interpolation
We have seen how jet particles can be used to construct divergence-free vector fields
by summation of their matrix-valued kernels. In this section we investigate how we
can approximate existing vector fields with configurations of jet particles.
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6.2.1 Examples
In order to understand how jet particles can interpolate vector fields, we choose two
known vector fields and reconstruct them with both 0-jet and 1-jet particles placed
on a regular grid.
We choose a constant vector field in the x-direction shown in Figure 6.1a and
a rotational divergence-free vector field, shown in Figure 6.1b.
We project these vector fields on to a regular grid of sixteen jet particles using
the methods from Section 6.1 and we use the implementation from Section A.3.4 to
find the particle momenta.
To illustrate the importance of the kernel size in the reconstruction, we vary
the particle size σ used to evaluate the matrix kernel in the range [0.25,5].
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(a) Constant vector field
(b) Rotational velocity field
Figure 6.1: The known test velocity fields
6.2.2 Results
Here we show the results of projecting the known vector fields.
Figures 6.2 and 6.3 show the 0-jet projections of the constant vector field (Fig-
ure 6.1a) and rotational divergence-free vector field (Figure 6.1b) respectively.
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Figures 6.4 and 6.5 show the 1-jet projections of the constant vector field (Fig-
ure 6.1a) and rotational divergence-free vector field (Figure 6.1b) respectively. Each
of these images show the reconstruction of the interpolated vector fields using only
the jet particles’ velocity fields.
We choose the range of sigma for each figure to include the point at which the
reconstructed momenta become chaotic.
The particles are coloured so that red and blue indicate positive and negative
vorticity, found by taking the anti-symmetric part of the reduced momentum µ .
6.2.3 Conclusions
Note from the figures the relationship between the kernel size σ and the spacing
between the particles. It is clearly important to choose the size of σ carefully in
order to reproduce the original vector field accurately.
When σ tends to zero, the particle momenta are equal to the velocities as there
is no interaction between particles. If σ is too small then the vector field is only
represented sparsely and cannot interpolate the target velocities in between the par-
ticle positions. As σ increases the vector field becomes resolved well in between
the particles. But as σ becomes large, the condition number for the matrix to be
inverted becomes higher, and numerical solutions to the momenta become less ac-
curate as more particles begin to affect each other. This yields solutions where the
momenta do not correspond to the underlying velocity field well.
So when σ is too large compared to the the particle separation, all particles
interact significantly and the momenta start look random and disconnected from the
underlying velocity field.
Note that by taking a divergence-free vector field and representing it with jet
particles, we are able to edit the vector field by using the jet particles as handles. We
create a new edited version by moving the jet particles or changing their momenta.
The velocity fields produced will always be divergence-free since we use Equations
(3.14) to evaluate them. Hence this represents a system for editing vector fields.
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Figure 6.2: 0-Jet particles representing a constant field with σ ∈ [0.25,5]
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Figure 6.3: 0-Jet particles representing a divergence-free rotational field with σ ∈ [0.25,10]
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Figure 6.4: 1-Jet particles representing a constant field with σ ∈ [0.25,4]
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Figure 6.5: 1-Jet particles representing a divergence-free rotational field with σ ∈ [0.25,5]
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6.2.4 Future Work
It would be interesting to compare the interpolated velocity fields of the 0-jet and the
1-jet particles solved from the same underlying velocity fields with the same σ sized
particles. For example we could generate a random divergence-free vector fields
with curl noise in certain frequencies and then compare the interpolation schemes.
It seems intuitive that the 1-jet velocity field interpolation will have a higher order
accuracy since it is using a higher order approximation scheme.
A comparison with using scalar kernels would also be interesting, although the
interpolated vector field will not be divergence-free without the use of the matrix-
valued kernels, and both 0-jet and 1-jet particles should perform better.
This technique also has potential to offer compression of divergence-free ve-
locity fields. Given an existing divergence-free velocity field stored on a grid as
velocity vectors, it may be possible to represent the same velocity field to a given
error tolerance with less memory using jet particles.
However for the purposes of this chapter it is sufficient to have generated ve-
locity fields that are divergence-free, match a given velocity field at a set of points
when using 0-jet particles, and additionally match the velocity gradient when us-
ing 1-jet particles. Using this machinery we can proceed to Section 6.3 in order to
design useful velocity fields for use in fluid control and animation.
6.3 Vector Field Design
In computer graphics it is often useful to create vector fields for use in fluid control
and animation. We will show how to design vector fields that align with curves in
three dimensions using jet particles.
However, the projection method of Section 6.1 is agnostic to the positions of
the jet particles, and although we demonstrate this technique on points distributed
on a curve, it will work for points distributed on a regular grid in three dimensions.
Hence this technique may be suitable for controlling vector fields in volumes, in a
3D analogue of the examples in Section 6.2, but we do not demonstrate this here.
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Figure 6.6: Vector field matching curve tangents, σ = 0.8
6.3.1 Tangent Constraints
If we define a space curve with a function γ(s) : I → R3 where I ⊂ R, then its
velocity is given by γ ′(s) = dγ(s)dt . See Carmo [97] for an introduction to space
curves in differential geometry. We would like to define a smooth divergence-free
velocity field u(x) :R3→R3 such that its restriction to the image of the curve u|γ(I)
is γ ′(s), so that it matches the velocity of the curve γ ′(si) at qi.
We can now solve this problem using the technique from Section 6.1.2 by
discretising the curve γ(I) into n particles at positions qi which occur at parameter
values si, so that γ(si) = qi with i ∈ {1, . . . ,n}.
Figure 6.6 shows an example where a curve is discretised into seven points, and
a divergence-free vector field is generated which aligns with the tangent vectors
of the curve. This is achieved by solving for the momenta pi which match the
velocities γ ′(si) at qi using a σ of size 0.8.
Figure 6.7 shows another example where σ is 0.2, too small to generate a
visually smooth vector field away from the curve. Having the point separation scale
with the kernel size σ keeps the velocity field well resolved away from the points.
We show another example with a closed curve in Figure 6.8. Here the points
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Figure 6.7: Vector field matching curve tangents, σ = 0.2
Figure 6.8: Vector field matching velocities along a closed curve
are chosen to lie on a circle, with velocities along the tangent direction.
We summarise the method for matching the velocity field to the curve tangents
in Algorithm 3. Here the function TANGENTS evaluates the velocity field of the
curve γ at the point qα , while SOLVEMOMENTA solves Equation (6.1) for pα .
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Algorithm 3 Constraining velocity field
1: procedure CONSTRAINED VELOCITY FIELD
2: uα ← TANGENTS(γ,qα)
3: pα ← SOLVEMOMENTA(uα)
6.3.2 Deformation Gradient Constraints
If we use 1-jet particles to generate the vector field then we are free to specify
an extra parameter µ which gives us control over the deformation gradient. The
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µ kβ l (6.2 revisited)
as functions of pα and µα .
Note that if pαi = 0 and the kernel size σ is small enough such that each parti-
cle does not influence its neighbour, then we can control each ∂ jui(qα) directly with
the corresponding µ jαi since ∂k jK
il(0,0) = δ ilk j . Note that this does not require a
matrix solve since in this case ∂ jui(qα) =−µ iα j for each particle label α .
Just as in Section 4.5 where we align a matrix kernel with the brush stroke
input from an artist in two dimensions, we can now choose a matrix µ in sl3(R).
We may choose from the list of matrices in Table 4.1 representing rotation, scaling
or shear or take some linear combination thereof. The choice will be motivated by
the desire to rotate, scale or shear the flow along a particular axis.
Once we have chosen our µ value, we would like to align it with the curve.
To guide the alignment we require an orthonormal frame. Here we can choose
the Frenet frame consisting of the unit tangent, normal and binormal vectors
{t(s),n(s),b(s)} (see [97]). Alternatively we may use another frame defined along
the curve, for example the Bishop’s frame [98] or a user defined frame.
Since µ transforms like
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Figure 6.9: Vector field given by aligning µ = Ry with the Frenet frame
where φ is the change in coordinates, then if we choose a frame R for alignment
then the matrix
µ¯ = RµRT
will align the deformation gradient given by µ such that it sits with the frame R
and is tangent to the curve. We use this approach in Section 4.5 to align µ with the
brush stroke.
Figure 6.9 shows the vector field resulting from aligning a µ given by Ry with
the Frenet frame of the curve, in order that the vector field generates a rotation
around the axis of the curve. This is in contrast to Figure 6.6 where the velocity
field follows the curve, since there we are using 0-jet particles and so not able to
control the deformation gradient directly.
6.3.3 Controlling the Velocity and Gradient
It is clearly useful to control the velocity as we have done in Section 6.3.1 and the
deformation gradient as seen in Section 6.3.2. However if we need to do both of
these at the same time then we can proceed as follows.
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We calculate the momenta of 0-jet particles pα such that the velocity umatches
the space curve’s derivative as before. Now we calculate the deformation gradient
∂ jui of the velocity field of the particles with momenta pα . Finally we add the tar-
get deformation gradient given by our control parameters µα to give the combined
deformation gradient
∂ jui− µ¯ iα j
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µ kβ l (6.3)
As described in Section 6.1.3 we can view this equation as a square matrix of size
(nd+nd2)× (nd+nd2) as a block matrix of matrix kernels, and we now solve for
pα and µα given the left hand side.
As discussed previously we have to modify the system to make sure it is in-
vertible. Since we are in three dimensions and µ ∈ sl3(R) it will satisfy the trace
free condition µii = 0
µ11+µ22+µ33 = 0
so we replace every (3n+9α+8)th row (the row for µα33) with the above condition
for particle label α .
Now we can solve for a new set of jet particles that have the desired velocity
and user prescribed deformation gradient at the discretised points.
Figure 6.10 shows the vector field resulting from aligning µ = Ry with the
Frenet frame of the curve so that the vector field generates a rotation that twists
around the axis of the curve and its velocity vector matches the space curve γ(s).
It is also be natural to desire to control the local scaling perpendicular to the
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Figure 6.10: Vector field given by aligning µ with the Frenet frame and matching u on γ
tangent of the curve in order to flatten or expand the vector field along the curve.
The following Algorithm 4 summarises the steps required to create the con-
strained velocity field. The function DEFORMATIONGRADIENT evaluates the de-
formation gradient given by 0-jet particles with momenta pα at positions qα . The
frame along the curve is provided by the function FRAME, and the 1-jet momenta
are solved with the two parameter version of the SOLVEMOMENTA function that
takes the additional argument of the velocity gradient.
Algorithm 4 Constraining deformation gradient and velocity field
1: procedure CONSTRAINED VELOCITY FIELD
2: uα ← TANGENTS(γ,qα)
3: pα ← SOLVEMOMENTA(uα)
4: ∂uα ← DEFORMATIONGRADIENT(pα ,qα)
5: Rα ← FRAME(γ,qα)
6: µ¯α ← RαµαRTα
7: pα ,µα ← SOLVEMOMENTA(uα ,∂uα − µ¯α)
6.3.4 Varying the Kernel Size
We may want to vary the kernel size of each particle in order to generate more
interesting and varied velocity fields, similar to the vector fields used to create multi-
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Figure 6.11: Vector field generated by 0-jet particles with varying σβ
scale deformations in the LDDKBM framework [59]. Hence we may modify the
kernels to evaluate the velocity and its gradient with the matrix kernel Kσβ which
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µ kβ l (6.5)
Figure 6.11 shows a closed curve where 1-jet particles have been placed around a
circle to create a velocity field that rotates around its circumference and the particle
size σ has doubled on the opposite side of the circle.
Finally we show an image in Figure 6.12 of a vector field that has been created
to approximate the effect of a tornado. Using only eight particles with varying ker-
nel sizes, it has a core velocity field rising along a helix with an additional rotating
component given by a 1-jet particle with a rotation only µ .
Note that since we have varied the kernel size of the particles we do not have
jet particles any more, but we can still find matrix kernels that solve for the velocity
and its gradient that are divergence-free.
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Figure 6.12: Vector field generating a tornado effect using eight 1-jet particles with varying
σβ
We believe that the tools presented in this section support our Hypothesis 3
concerning the creation and control of divergence-free vector fields.
6.4 Conclusions and Future Work
6.4.1 Representing Existing Velocity Fields with Jet Particles
One application of the techniques explored in this chapter is to compress the veloc-
ity vector fields from a cached simulation with jet particles.
The reduction of existing flows to sparse data sets such as vortex filaments [34]
offers opportunities for compression and creating reduced solvers, and a hierarchi-
cal versions of this approach provides a method for editing velocity fields in a nat-
ural way [35].
We believe that representing existing time-varying velocity fields as jet parti-
cles can offer similar benefits. Given a velocity field from a incompressible fluid
simulation, we can represent the velocities using jet particles by projecting the ve-
locity field onto particles momenta. Farrell, Gillow, and Wendland [99] develop a
multi-level technique for interpolating divergence-free vector fields from scattered
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data points using divergence-free matrix kernels, so there is a precedence for this
approach.
We would like to investigate how to compress vector fields from produc-
tion fluid simulations with jet particles using the matrix kernels we have dis-
cussed [62] [36] in Chapter 3. We would seek to minimise the reconstruction er-
ror [30] of the full vector field given the jet particles at given positions.
The jet particles can be kept on a static grid which is simplest as it keeps a good
sampling resolution. Alternatively the particles may move due to their equations
of motion and at each time step we can project the velocity fields again onto the
particles. This may provide a natural temporal basis for fluid editing by using jet
particles as handles.
6.4.2 Designing Flows on Surfaces
Another interesting topic is designing flows on surfaces. Wemay scatter jet particles
on a surface and interpolate their velocity field anywhere on the surface, providing
that the points are well placed with respect to the kernel size. There is also the added
advantage that the velocities can be trivially extended into the volume in a similar
way that Bhattacharya, Nielsen, and Bridson [100] extrapolate flux velocities into
the interior of a surface.
6.4.3 Jet Particle Flow Rigs
In order to design flows easily for computer games or animation, it may prove useful
to cache an existing flow onto a curve rig or grid over a period of time. Having
recorded the dynamics of the fluid onto the rig for some time interval, we are free
to treat the curve as a skeletal rig and animate it in order to create a new flow. The
momenta of the jet particles may be pushed forward with the animation of the curve
rig, and the original simulation may be played back in a new pose.
The basic idea is summarised as:
1. Cache a fluid simulation u(x, t)
2. Project the simulation onto a 1-jet particle grid (pα ,µα)
3. Design a secondary edit flow ϕ e.g. with a jet particle curve rig or skeletal
6.4. Conclusions and Future Work 119
animation
4. Find the push forward of the jet particle rig (ϕ(qα),ϕ∗(pα),ϕ∗(µα))
5. Calculate the new deformed velocity field
Chapter 7
Deformations with Jet Particles
In this chapter we develop efficient methods for realising the coordinate change
given by the jet particle flow. Here we develop the machinery that allows us to
implement the deformations we require in Chapters 4 and 5.
The first algorithm we develop in Section 7.1 allows us to deform the density
and also evaluate the push-forwards of the velocity vector with the flow. This is
useful for example to calculate motion blur for use during rendering. We improve
on the accuracy of the Jacobian calculation in Section 7.2 by using the reverse jet
particle flow on the dense target grid.
In Section 7.3 we reduce computation times significantly by using a coarse
grid to accelerate the direct approach, ensuring we are able to process the large
grids produced by current simulators. The accuracy of this method is improved
further by using cubic bezier interpolation in Section 7.4, enabling the use of still
coarser deformation grids.
Finally in order to create deformations from jet particle simulations not ini-
tialised on a regular grid, we develop a gridless deformation algorithm in Section
7.5.
7.1 Forwards Deformation
The first method developed here to deform fluid densities and velocities based on jet
particle flow was implemented in two dimensions in the software mantaflow [91].
The fluid domain is discretised into a regular grid and its vertices are flowed
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forward using the velocities induced by the jet particles. The velocities for each grid
point are calculated using the function EVALUATEVELOCITY defined in Algorithm
5, by accumulating the velocities from each jet particle calculated using Equation
(3.14).
Algorithm 5 Evaluate velocity
1: function EVALUATEVELOCITY(J,x)
Input: Jet Particles J = { j1, . . . , jn}
Input: Position to evaluate x ∈ Rd
Output: Velocity u
2: u← 0
3: for α ∈ {1, . . . ,n} do:
4: (qα , pα ,µα)← Jet Particle jα
5: u← u+u(x,qα , pα ,µα) Equation (3.14)
The flow of the vertices are calculated by time-stepping using forwards Euler
integration. Higher order techniques can be used for more accuracy.
Algorithm 6 Advection with flow from jet particles
1: function FLOWFORWARDS
Input: Jet Particles J(t) = { j1(t), . . . , jn(t)} at times t ∈ {t1, . . . , tN}
Input: Position to flow x ∈ Rd
Output: Deformed position x
2: for t ∈ {t1, . . . , tN} do:
3: u← EVALUATEVELOCITY(J(t),x)
4: x← x+udt
See Figure 7.1 showing the deformation of a regular grid from its rest domain
into deformed elements via the flow of a single 0-jet particle with momentum in the
x direction.
In order to use these grids to find the deformed densities and velocities from
the rest grid we proceed as follows:
For each deformed position p we find its containing triangle element T and
calculate the barycentric coordinates λi of p within T . We then find the rest position
pR for p by using the barycentric coordinates λi within the rest triangle element TR.
In order to push forward the velocity vector uR from the rest grid, we calculate
the Jacobian of the deformation in the triangle. This is done by finding the unique
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(a) Rest grid of trianglulated elements
(b) Grid deformed with 0-jet particle flow
Figure 7.1: Deformation of rest grid with a 0-jet particle
d× d matrix M that transforms the rest triangle TR into T , after translating each
triangle such that a corresponding reference vertex is at the origin. See Figure 7.2
showing how we approximate the push forward ϕ∗ with M.
Then the push forward of the rest velocity is just
u=M ·uR
This method is summarised in Algorithm 7 as the function PUSHFORWARD.
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Figure 7.2: The Jacobian matrix maps the rest triangle TR to the triangle T deformed by the
flow ϕ
Algorithm 7 Deform Density and Velocity
1: function PUSHFORWARD
Input: Position p ∈ Rd in deformed state
Input: Rest grid R carrying density dR and velocity uR values
Input: Deformed grid G
Output: Deformed density d at p
Output: Deformed velocity vector u at p
2: T ← Triangle containing p
3: λi← Barycentric coordinates of p in T
4: vi← Vertices of rest triangle TR
5: pR← Rest point position ∑λivi
6: di← Density values at triangle vertices vi
7: d← Density ∑iλivi
8: M← Jacobian d×d matrix that maps TR to T without translation
9: ui← Rest velocity values at triangle vertices vi
10: uR← Interpolated rest velocity ∑iλiui
11: u← Push forward M ·uR
The draw back of this method is that it requires us to maintain an accelera-
tion data structure to track which deformed triangle element T contains each point
p. Moreover the interpolation is only piecewise linear for the density within each
triangle, and only piecewise constant for the velocity, since the Jacobian matrix is
fixed for each triangle.
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7.2 Backwards Flow
The idea here is to flow each point of interest back in time in order to find the pre-
image of the point under the flow, so we can look up the interpolated quantities in
the source grid directly.
To this end we create a new function EVALUATEDERIVATIVES in Algorithm
8 which allows us to calculate the change in the deformation gradient Q due to the
jet particles flow. Using this we create an updated function FLOWFORWARDS in
Algorithm 9 which integrates position and a frame describing how the fluid is being
deformed locally. We also create the corresponding function FLOWBACKWARDS
in Algorithm 10 which will solve for the reverse flow.
Algorithm 8 Evaluate derivatives
1: procedure EVALUATEDERIVATIVES(J,x)
Input: Jet Particles J = { j1, . . . , jn}
Input: Position evaluate x ∈ Rd
Output: Velocity u
Output: Time derivative of deformation gradient dQ
2: u← 0
3: dQ← 0d
4: for α ∈ {1, . . . ,n} do:
5: (qα , pα ,µα)← Jet Particle jα
6: u← u+u(x,qα , pα ,µα) Equation (3.14)
7: dQ← dQ+ ∂uiα∂x j Equation (3.9)
Note the gradient ∂u
i
α
∂x j is calculated using Equation (3.9).
Algorithm 9 Advection with flow from jet particles
1: procedure FLOWFORWARDS
Input: Jet Particles J(t) = { j1(t), . . . , jn(t)} at times t ∈ {t1, . . . , tN}
Input: Position to flow x ∈ Rd
Output: Deformed position x
Output: Deformation gradient Q
2: Q← Id
3: for t ∈ {t1, . . . , tn} do:
4: (u,dQ)← EVALUATEDERIVATIVES(J(t),x)
5: x← x+udt
6: Q← Q+dQ ·Qdt
The function FLOWBACKWARDS differs from FLOWFORWARDS in that that
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Figure 7.3: Flow by ϕ mapping x′ to x
the Euler integration step uses the negative velocity and gradient to integrate over
the time steps in reverse.
Algorithm 10 Reverse advection with flow from jet particles
1: procedure FLOWBACKWARDS
Input: Jet Particles J(t) = { j1(t), . . . , jn(t)} for t in t1, . . . , tN
Input: Position to flow x ∈ Rd
Output: Deformed position x
Output: Deformation gradient Q
2: Q← Id
3: for t ∈ {tn, . . . , t1} do:
4: (u,dQ)← EVALUATEDERIVATIVES(J(t),x)
5: x← x−udt
6: Q← Q−dQ ·Qdt
7: return x,Q
For each position in the deformed grid where we wish to calculate the deformed
density and velocity vector, we initialise a unit frame and flow it backwards in time
to find the corresponding rest position and frame. We then use this rest position to
look up the density, and we use the deformed frame to push-forward the velocity.
See Figure 7.3 for an illustration.
Note that since the jet particle system is Hamiltonian, the flow is reversible.
And since we are using the incompressible matrix kernels, the matrix Q′ will be in
SL(d;R) so it is volume preserving.
If the identity matrix (x,Id) has the pre-image (x′,Q′) under this flow, we can
look up scalar quantities such as density by evaluating the field DENSITY(x′) di-
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rectly and use Q′ to evaluate the deformed velocities of the original flow.
Note that the transformation law for densities requires that we scale the result
using the determinant of Jacobian. We can omit this step since the Jacobian will
have determinant 1 due to the incompressible nature of the flow. This will always
be the case when we have a flow from particles that use the incompressible matrix
kernels.
If we have a vector field that we seek to deform with our edit ϕ (such as the
velocity field from an off-line fluid simulation), we can push it forward with the
edit flow as follows. The pre-image Q of the identity frame Id is just the inverse of
the Jacobian of the flow ϕ at x′. So given J = Q′−1 we can calculate the deformed
velocity vector as J ·u. Since Q′ and J are both determinant 1, the push forward of
the velocity field is guaranteed to keep the deformed vector field incompressible.
The advantage of this method compared to the previous method in Section 7.1
is that the density can be looked up at the exact point it was flowed from, rather
than interpolating it within a deformed element. Also the deformed velocity is now
smooth.
7.3 Coarse Grid Optimisation
As an alternative to evaluating every point in the deformed space, we will instead
evaluate the deformation only on a coarse grid. Then the deformed position can be
calculated by taking a linear combination of the estimates from each frame.
Given that we have a deformed region D at time t given by some flow ϕ(·, t)
that we want to evaluate numerically, we discretise D into a regular deform grid
with points Xi j. We also define unit frames Id at each point Xi j. Using the function
FLOWBACKWARDS defined in Algorithm 10, we flow back the grid points Xi j and
their frames to rest time t = 0.
For each point q in D that we would like to evaluate, we find ourselves in a
cellC of the deform grid. At the vertices Xi of this cellC (where i ∈ {1, . . . ,2d}) we
also know how the unit frames are deformed, since we know their push forwards Qi
from above. Hence we can approximate the reverse flow ϕ(·, t)−1 by finding the 2d









Figure 7.4: Bilinear interpolation to estimate undeformed position q′ from q using frames
Qi j and positions Xi j
different approximations of the flow and blending between the results.
We calculate the blend weights using bilinear or trilinear interpolation (when
d is 2 or 3 dimensions respectively) since our deform grid is a regular axis aligned
grid.
Figure 7.4 shows how we find the bilinear coordinates in the deform grid to
estimate the undeformed position q′ using the frames Qi j. The local coordinates
(x,y) shown are normalised to lie in the range [0,1]× [0,1].
We transform q once for each vertex Xi j of the cell using the matrix Qi j to get
2d estimates qi j of ϕ(·, t)−1(q)
q′i j = X
′





We then use bilinear or trilinear interpolation of the q′i j using weights based on the
position of x in the cell C. So in two dimensions we approximate q with bilinear
interpolation using
q= (1− x)(1− y)q′00+ x(1− y)q′10+(1− x)yq′01+ xyq′11
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and with a similar result in three dimensions based on the interpolants (x,y,z), using
trilinear interpolation.
In order to calculate the deformed velocity at q, we push forward the velocity
in the source grid at each vertex with the frames Qi j to evaluate the velocity on the
deform grid. We then interpolate the deformed velocity with the same bilinear or
trilinear interpolation scheme. The interpolation of the velocity may result in the
deformed velocity not being divergence-free within each cell.
It is also possible to calculate an interpolated frame Q with the same interpo-
lation method in the source grid
Q= (1− x)(1− y)Q′00+ x(1− y)Q′10+(1− x)yQ′01+ xyQ′11
and use this frame to push forward an interpolated velocity vector. However this
interpolated matrix Q will not in general lie in SL(d;R). Hence the push forward
Q ·u may not be divergence-free in the interior of the cell.
These weights do not take any non-linearity of the deformation gradient into
account and so there may be better choices. However they give reasonable results,
are efficient to calculate, and are easy to implement.
This algorithm is summarised here in Algorithm 11 for the two dimensional
case.
7.4 Bezier Interpolation
A higher order approximation for deformation by the coarse deform grid is achieved
by using bezier spline interpolation. Since we know the deformation gradient at the
coarse grid points, we can use this information to generate control points for cubic
bezier interpolation that matches the deformation gradient.
The unit frames which have been deformed by the jet particle flow in Section
7.3 can be used to generate control points for a bezier cubic spline as in Figure 7.5.
It is natural to use a cubic spline since we have evaluated the deformation gradient
matrix at each point. This provides us with the information to create the tangents
that are the both necessary and sufficient to define the control points required for
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Algorithm 11 Evaluate deformed position and frame using bilinear interpolation
Input: Deform grid Φ
Input: Point position p
Output: Deformed position q
Output: Deformed frame Q
1: function SAMPLEDEFORMGRID(G, p)
2: c← Cell containing p
3: Xi j← Vertices of c
4: (x,y,z)← Normalised coordinates of p in c
5: X ′i j← Deformation points at Xi j
6: Q′i j← Deformation frames at Xi j




8: q← (1− x)(1− y)q′00+ x(1− y)q′10+(1− x)yq′01+ xyq′11





















Figure 7.5: Control points for a single bezier patch in 2D given the reverse flow ϕ(·, t)−1
the Bezier spline volume.
Each cell in the coarse grid defines a cubic Bezier volume patch, and together
they create a cubic Bezier volume spline for the whole deformation. The method of













Figure 7.6: B-Spline surface consisting of four surface patches Bi j constructed with frames
Qi j
construction guarantees that neighbouring patches have matching tangents, and the
B-Splines are guaranteed to have C2 continuity even where they join neighbouring
patches [101].
Figure 7.6 shows the a 2D cubic Bezier spline constructed from frames Qi j
calculated on a deform grid. We define the corner vertices of the Bezier patch






11 defined by the reverse flow of
the cellC respectively with ϕ(·, t)−1 as before.
Now we define the 16 vertices as follows (here we just define the lower two
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rows of the control points as the other rows are similar).































where ex,ey are unit vectors in the x and y directions. These define 4 parallelograms
based on each frame Qi j.
A similar calculation holds to compute the 64 control points pi jk required for
the Bezier volume patch in three dimensions for example






















and so on, where we are using the unit vectors ex,ey,ez to calculate parallelepipeds
based on each frame Qi jk.
The values of 1/3 are chosen since in the case where the corner points X ′i j lie
on a unit square and the framesQi j are identity matrices, then it can be shown easily
that the spline function corresponds to the identity map.
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See more discussion about calculating derivatives of bezier surfaces in Spitzmu¨ller [103].
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Note that by evaluating these partial derivatives at (0,0,0) we have
∂ p
∂x
(0,0,0) = 3(p100− p000)
∂ p
∂y
(0,0,0) = 3(p010− p000)
∂ p
∂ z
(0,0,0) = 3(p001− p000)
When we substitute for the control points with our definitions from Equation (7.9)
and (7.10) and so on, we have that
∂ p
∂x
(0,0,0) = Q000 ex
∂ p
∂y
(0,0,0) = Q000 ey
∂ p
∂ z
(0,0,0) = Q000 ez
and so we find that
Q(0,0,0) = Q000
So we recover the original frame as required at (0,0,0) and the same will hold at
the other corners, and so Q(x,y,z) will interpolate the frame consistently within the
volume patch.
This matrix Q may not lie in SL(d;R) in general, but we can use it to push
forward velocity vectors into the deformed volume from the rest grid.
This algorithm is summarised here in Algorithm 11 for the two dimensional
case.
Figure 7.7 shows control points for a bezier volume spline in 3D, constructed
from a deform grid based on the deformation by a 1-jet particle.
7.5 Point Cloud Deformation
In Section 7.3 it is a pre-requisite that the deform grid is a regular grid. However this
method can be easily modified to work for a point cloud with no grid structure. This
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Figure 7.7: Control points for a slice of a 3D bezier spline
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Algorithm 12 SampleDeformGridBezier
Input: Deform grid Φ
Input: Point position p
Output: Deformed delta dp
Output: Deformed frame Q
1: function SAMPLEDEFORMGRID(G, p)
2: c← Cell containing p
3: Xi j← Vertices of c
4: (x,y,z)← Normalised coordinates of p in c
5: X ′i j← Deformation points at Xi j
6: Q′i j← Deformation frames at Xi j
7: pi j← Control points using Equations (7.2)
8: qi← ∑3i=0∑3j=0 pi jB3,i(x)B3,i(y)
9: Q← ∂qi∂x j
10: return q,Q
is useful to calculate deformations between frames other than the initial deformation
frame, using the same jet particle flow data.
With this method, a jet particle flow is calculated from a regular grid and in-
tegrated with forwards flow as with the coarse grid, but now each deformed frame
need not evaluate the reverse flow for each frame.
To calculate the deformation of a point with respect to the flow of an ar-
bitrary point cloud, we proceed as follows. Consider a set of deform particles
αi := (Xi,Qi) ∈ Rd ×SL(d;R) initialised on a regular grid with an identity frame
and advected with some jet particle flow Ji over time steps ta, . . . , tb. The result is a
set of moving particles Xi that carry a deforming frame Qi over time.
We would like to apply the deformation implied by these particles over a subset
of the time steps t1, . . . , tn (where ta < t1 < tn < tb), but without running a new jet
particle simulation from a regular grid.
To proceed, for each point p to deform we find the set of K closest deform
particles and attach p to each deforming frame to estimate its new position. Finally
as in Section 7.3, we take a weighted linear combination of each estimate, using
blend weights based on a one over distance squared fall off. The process is described
in Algorithm 13 and illustrated in Figure 7.8.
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Figure 7.8: Deforming a point p with a flow of a point cloud given by closest deform par-
ticles αi := (Xi,Qi)




which is modified from Equation (7.1) to include the inverse of the initial matrix Qi,
not the identity matrix.
In a similar way that the skinning algorithm uses bones and blend weights (see
Section 5.1.1) to approximate a deformation, we use our frames Qi as bones and
calculate suitable weights. The difference is that our bones will not be orthogonal
matrices since they have been deformed with the flow, and are instead in SL(d;R).










Here the function CLOSESTPOINTS(x,{Xi}) returns k indices of up to K
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Algorithm 13 Deform with point cloud
1: procedure DEFORMPOINTCLOUD
Input: Deform Particles α(t) = {α1(t), . . . ,αn(t)} for t in t1, . . . , tN
Input: Position q ∈ Rd at time t1
Output: Deformed position q ∈ Rd at time tN
Output: Deformation gradient Q ∈ SL(d;R)
2: I = { j1, . . . , jk}← CLOSESTPOINTS(x,α(t1))
3: (Xi,Qi)← α ji(t1)
4: wi←WEIGHT(p−Xi)
5: (X ′i ,Q′i)← α ji(tN)
6: qi← Q′iQ−1i (p−Xi)+X ′i
7: q← ∑wiqi/∑wi
8: Q← ∑wiQ′iQ−1i /∑wi
closest points to x. The weights are calculated with the WEIGHT function w(x) =
1/x2, although different functions can be used to tune the resulting deformation for
example w(x) = x−γ for γ > 1.
7.6 Conclusions
In this chapter we have presented the algorithms we developed in the order they
were required during this thesis.
The forward deformation technique requires a triangle look up, and is only
piecewise linear for density and piecewise constant for velocity interpolation. How-
ever it was useful for the initial investigations and proof of concept.
The backwards deformation technique allows a simpler interpolation of data
on the initial regular grid, and allows us to find pre-images for exactly the points
we need in our deformed space. However the large data sets in today’s productions
make it prohibitive to evaluate the jet particle flow on each point of interest.
Calculating the deformation instead on a coarse grid allows the greater effi-
ciency. The most intensive part of the calculation, namely evaluating the Hamil-
tonian flow of each point, can be reduced significantly. A reduction of the grid
resolution by a factor of k reduces the number of points requiring simulation by kd
for dimension d.
Taking advantage of the fact that we know the deformation gradient of the flow
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at each deformed point as a by product of integrating the flow, we can use this to
calculate a bezier volume for the deformation. This takes full advantage of all the
data we have calculated and allows more accurate interpolation.
Finally, by removing the requirement for calculating the deformed points on a
regular grid and using an arbitrary point cloud to store the data, we can reuse the
deformation data for any frame. The jet particle flow can be calculated once and
stored off-line, after which the deformation between arbitrary frames can be calcu-
lated. This improves efficiently when calculating the deformation on a sequence of
frames sharing the same flow.
Without these techniques it would be prohibitively expensive to deform the
large data sets used in production today.
See the tools Section A.3.1 for the details of how we implement these algo-
rithms using the OpenVDB [104] toolkit. The implementation leverages and main-
tains the sparsity of the volume data which the OpenVDB library supports. The
ability to work directly with this toolkit allows us to integrate these methods easily
with current visual effects applications including SideFX HoudiniFX and Autodesk
Maya.
We are now able to create arbitrary deformations with jet particle flow which




Here we summarise the main contributions of this thesis outlined in Chapter 1.
1. To support Hypothesis 1 we have demonstrated a method for sketching real-
istic, incompressible and fluid-like flows in real-time using jet particles as a
natural interface for the artist.
Using jet particle dynamics with a sparse number of particles, we can create
complex flows whose divergence-free velocity fields can be evaluated at ar-
bitrary resolutions. The velocity field produced is divergence-free and can be
evaluated efficiently without a projection step to enforce this condition.
Unlike the shape sculpting system of Von Funck, Theisel, and Seidel [29],
our edits are naturally fluid-like due to their links to Euler’s equations.
We have demonstrated instabilities observed in the dynamics of interacting jet
particles. To counter these, we have shown that the use of velocity constraints
can be effective in delaying their onset. We suggest further avenues in order
to resolve these issues below.
2. We have provided methods for deforming flows using jet particles in support
of Hypothesis 2. To this end, we have created a system for designing new
variations of existing flows in a production environment.
By providing a method of coupling the jet particles with a given flow, we show
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how to create a local temporal edit to the fluid after which the fluid is allowed
to return its original configuration. In contrast to the liquid editing system
proposed by Pan et al. [52], our edits are incompressible without requiring an
optimisation step.
We have demonstrated fluid editing using smoke simulations in 3D from a
production environment, and we implement a solution for deforming fluid
caches in Maya using curve rigs to render new variations of the flow.
3. To support Hypothesis 3 we have demonstrated a method of using jet particles
to represent existing vector fields, and have shown how to design new ones
using constraints on the particle momenta. To achieve this aim we show a
method for solving the momenta of the jet particles given their velocity field
and the velocity gradient at the particle locations.
Using this method we show how to design vector fields that follow a given
curve, and we use the extra degrees of freedom of the 1-jet particles to con-
strain the deformation gradient around the curve to control the twisting of the
vector field’s flow.
The method does not require the points to lie on a curve however, and the jet
particles state can be used to edit the divergence-free vector field directly. In
this way the jet particles provide a more intuitive way to create divergence-
free vector fields than using curl-noise [37], since the input for that system
is a scalar field and it is not easy to control the direction of the vector field
directly.
4. In order to demonstrate the techniques in our sketching and editing applica-
tions for contributions (1-2) we have provided implementations for deforming
functions, densities, vector fields and tensors. This allows us to use the same
framework to transform meshes, fluid volumes, level sets and rigid bodies.
We have provided direct methods for calculating deformations and approxi-
mation methods for allowing the deformation to be evaluated efficiently on
sparse sets of points for use on large production data sets. These methods
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take advantage of a moving frame carried by the jet particle flow that shears
with the flow. Even large deformations are well represented without loss of
detail by the algorithms since the flow is Hamiltonian, and therefore energy
preserving, reversible and presents no numerical viscosity.
We think that there will be further uses of jet particles in computer graphics
and we outline ideas for future work in the next section.
8.2 Future Work
Ideas for future work are outlined below.
8.2.1 Deformation
A related work in shape deformation [29] constructs divergence-free vector fields
in 3D by taking the cross product of the gradient of two scalar functions ∇e×∇ f .
Solomon et al. [105] propose a method for sketching near-isometric deformations
by recording a brush stroke to accumulate a deformation, in similar way to our fluid
sketching application in Chapter 4.
Hence our work can have applications in shape modelling, since our edits have
the same desired properties: they are smooth, volume preserving, they do not gen-
erate self-intersections and they preserve high frequencies. Moreover the sketching
methods we have designed will work with surfaces defined by level sets, point cloud
data, meshes and volumes alike.
8.2.2 Jet Particle Simulations
We have demonstrated that we can use jet particles to model fluid-like flow, and we
have shown how to constrain the particles to increase stability and control the flow.
Further, jet particle simulations do not require a velocity projection step. For
other grid based fluid solvers, just this step alone can cost around one quarter of the
simulation time [106]. It would be fascinating to evaluate how suitable jet particles
are for fluid simulation in their own right, and whether they can be combined with
an SPH solver effectively.
We have seen that jet particle dynamics show instabilities and do not approxi-
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mate Eulerian flowwell when they are not evenly spaced. It is an open question as to
whether we can stabilise jet particles simulations, but one possible line is to try the
re-positioning of the particles when they get too close, using a momenta projection
step as described in Chapter 4. The particles could be reset back to a regular grid as
in the particle mesh method of Cotter, Frank, and Reich [107]. Alternatively they
may be allowed to move dynamically with policies in place to keep them well dis-
tributed. Possible methods include moving the particles to the center of their power
diagrams as with the power particles method [92], or adding separation forces to
keep the particles separate to prevent blow up.
Moreover it may be possible to increase the efficiency of the of the pair-wise
evaluation of the matrix kernels by using FMM (Fast Multipole Method), a method
used by Angelidis [108] to create a multi-scale Lagrangian smoke solver. The FMM
approach has also been applied successfully in the multi-scale LDDKBM frame-
work [60] to accelerate the particle flows and to parallelise the problem with a GPU
implementation.
It may also be possible to include viscosity in the particle interaction as done
in SPH, by considering the Lagrangian formulation of the Navier-Stokes equations.
Another possibility is to use an interpolated matrix kernel to relax the divergence-
free condition (as discussed in Section 3.4) to model diffusion.
Jet particles may also have a significant role to play in adding turbulent detail
at finer scales to fluid simulations.
We may also seek to couple jet particle flow with another jet particle simula-
tion at a different resolution. We discussed the advection of jet particles to model
turbulence within a flow in Chapter 5, and this is an example of the coupling of one
flow with another dynamically.
Holm and Tronci [109] create a coupled model for fluid flow, where one fluid
flow is the mean flow for dynamics at a finer scale. This approach may be useful as
it allows simulations with different sized particles to interact. This is not possible
within a jet particle simulation as it breaks the particle relabelling symmetry. Hence
we may consider a multi-level jet particle simulation where each level is a constraint
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or background velocity field for the next, and so the conservation of momentum is
still upheld within each level. This model can provide two way interaction between
levels, modelling both back-scattering and forwards-scattering.
Appendix A
Tools
In the sections that follow we review the tools that we have created and used in the
previous chapters.
A.1 Manta
We used manta [91] as a basis for our fluid paint application shown in Video 4.4
in Chapter 4. To make this possible we extended manta to allow the sketching of
deformations interactively with 1-jet particles. Manta is also used to generate the
2D smoke simulations shown in Chapter 5.
A.2 Tensor Library
When developing the sketching application from Chapter 4 and the editing applica-
tions described in Chapter 5, we needed to evaluate the jet particle’s velocity fields
and simulate their interaction.
Calculating the velocities and solving the equations of motion for the jet parti-
cles requires evaluation of the matrix kernel and their derivatives. This in turn calls
for a high order tensor maths library.
When programming in scientific python, the arbitrary dimensional tensor li-
brary einsum is available. However, evaluation in C++ is required for the integration
into SideFX Houdini FX and Autodesk Maya 2016, and for our custom sketching
application. In addition to evaluating the velocity fields, fifth order tensors are re-
quired for evaluating the equations of motion for 1-jet particles in Equations (3.10),
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(3.11) and (3.12).
We evaluated the C++ tensor library Einsum [110], but it did not have the
necessary performance, and its requirements for tracking tensor indices made it
prohibitive to use. However, the solution we generated for tensor evaluation was
validated against Einsum as a reference implementation.
The most interesting alternative LTensor [111] is a tensor library written in C++
that uses templates. Operations are reduced in-line by the compiler and therefore it
has much better runtime performance, although the use of the higher order tensors
requires an increase in compile time.
However LTensor only supports operations on tensors up to order four. The
author confirmed that no code was available to extend the library source code, so
we extended the library using custom python code. This generated the C++ template
functions we needed for the fifth order tensor calculations we required.
A.3 OpenVDB
In Chapter 7 we described the algorithm for evaluating the deformation given by
jet particle flow, including a method for pushing forward velocity vectors. In this
Section we describe the implementation of these methods for use with OpenVDB
grids.
OpenVDB [104] is an open source C++ library for storing volume data in three
dimensions. It uses sparse hierarchical structures for efficiency and also provides
useful tools for data manipulation. The Tree data structure is responsible for storing
data at each (i, j,k) index of space, where each index is a 32-bit integer. By default
the data structure uses Leaf nodes to store an 8×8×8 voxel grid. Each OpenVDB
file may contain multiple grids, each with its own Tree structure.
Figure A.1a shows a visualisation of the leaf nodes for a smoke density grid
from an OpenVDB file. In designing our deformation algorithm, we take care to
minimise the deformation calculations and storage requirements. We do this by
taking the Tree data structure into account for each field stored in the OpenVDB
file. We outline the algorithms in the sections that follow.
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A.3.1 Deformation of OpenVDB Files
In order to keep the deformed data structures sparse, and to reduce computation in
the case when we have many overlapping grids, we proceed as follows.
Firstly we create a sparse region in space that contains the image of the defor-
mation of the source grid. This region can be strictly larger and coarser than the
exact image, since it will be used to create an empty deform grid Φ as outlined in
Section 7.3. Secondly we fill the deform grid Φ with the position deltas and ma-
trices describing the deformation. Finally we evaluate the deformed grids at each
potential point in the deformed region by applying Φ to each of the input grids.
Algorithm 14 VDB Deform Region
Input: Grid to deform G
Input: Deform grid voxel size dx
Output: Deform grid Φ
1: procedure DEFORMREGION
2: for i in NUMLEAFNODES(G) do:
3: L← Leaf node i of G
4: p j← Bounding box vertices of L
5: for j in 1, . . . ,2d do:
6: p j← FLOWFORWARDS(p j)
7: Bi←Bounding box of p j
8: Φ←Deform grid CREATEGRID(∪iBi,dx)
9: for all Bi do
10: for all cells c in Bi do
11: ACTIVATECELL(Φ,c)
In DEFORMREGION in Algorithm 14 we created a deform grid with voxel
width dx. Cells are tagged as active with the function ACTIVATECELL(Φ,c) if they
are an image of any leaf bounding box region of a source grid under the jet particle
flow.
Here the function NUMLEAFNODES(G) returns the number of leaf nodes in
the grid G, and CREATEGRID(B,dx) creates a grid with voxel size dx and a trans-
form based on the bounding box of the region B. Usually we choose a voxel size
around five times larger than the grid in order to reduce computation. This results
in very little loss of visual quality.
This method requires evaluating the FLOWFORWARDS function on each vertex
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of the leaf bounding box vertex, this set being significantly smaller than the number
of voxels in the source grid. However if the number of leaf box vertices becomes
significant we can still optimise this process by creating a coarse grid for the forward
deformation as outlined in Section 7.3. In our implementation we use only the leaf
bounding box vertices.
Algorithm 15 Create Deform Grid
Input: Empty deform grid Φ
Input: Jet Particles J(t) = { j1(t), . . . , jn(t)} for t in t1, . . . , tN
Input: Deform grid Φ
1: procedure FILLDEFORMGRID
2: for all Active cell c in grid Φ do
3: p← Center of cell c
4: (x′,Q)← FLOWBACKWARDS(J(t),x)
5: Φ[c]← (x′− x,Q)
In FILLDEFORMGRID from Algorithm 15, we calculate the deltas dp and the
deformation frame Q based on the backwards flow of the jet particles. These are
calculated for each active cell and stored as vectors in the deform gridΦ. See Figure
A.2 for an image showing the delta vectors calculated from the sparse smoke grid
shown in Figure A.1a, with a deformation defined by a stationery 1-jet particle
representing a rotation.
Algorithm 16 Create Deformed Grid
Input: Source grid G
Output: Deformed grid H
1: function DEFORMGRID(G)
2: for all Deformed leaf Bounding box Bi of grid G do
3: for all cells c in Bi do
4: ACTIVATECELL(H,c)
5: for all Active cell c in grid H do
6: p← Center of cell c
7: (dp,Q′)← SAMPLEDEFORMGRID(Φ, p)
8: d,u′← SAMPLEGRID(G, p)
9: u← Q′ ·u′
10: H[c,D]← d
11: H[c,U ]← u
12: return H
Finally we apply the deformation stored in the deform grid Φ to each source
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grid in the OpenVDB file.
Using Algorithm 16, we find the set of cells that could be the image of cells
in the source grid under the flow, and trace each position back using the deform
grid Φ. This uses the function SAMPLEDEFORMGRID(Φ, p) which will return an
interpolated position delta and deformation frame, based on the trilinear or bezier
volume methods defined in Sections 7.3 and 7.4 respectively.
Figure A.1b shows a deformed version of the smoke density field from Figure
A.1a under the action of a 1-jet particle flow, calculated by applying the Φ shown
in A.2. Note how the leaf nodes have only been created where required to maintain
the sparse representation.
As a side, the functions defined above have been implemented to take advan-
tage of the multithreading using TBB [112]. Since the set of active voxels are
available, the OpenVDB framework will call our functions only with these voxels,
having split the work into blocks for multiple threads.
A.3. OpenVDB 149
(a) Leaf nodes for a smoke density field
(b) Leaf nodes for the deformed density field
Figure A.1: The deformation algorithm preserves the sparsity of the density field
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Figure A.2: The delta vectors used for the deformation. These are defined sparsely on a
coarser grid than the data set being deformed.
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A.3.2 Visualisation in Maya
In order to implement the Maya rigs described in Section 5.6, we implemented a
ray traced GLSL visualisation of the OpenVDB grids. The OpenVDB source code
provided a visualiser in Maya for OpenVDB files, but it did not use ray tracing and
so the results were hard to read.
In order to perform the fast evaluation of the volume deformation on the GPU,
the velocity field from the 1-jet particles must be evaluated. This requires calcu-
lating the first derivative of the matrix kernel and the contraction with µ , which
is a third order tensor operation. Although GLSL only supports matrix operations
natively, the use of a matrix array structure aids the writing of tensor arithmetic
functions.
Listing A.1 shows an example of GLSL code creating a third order tensor using
such a data structure.
Listing A.1: Momentum Matrix
s t r u c t t e n3 {
mat3 a [ 3 ] ;
} ;
t e n3 mi j vk ( mat3 m, vec3 v )
{
t e n3 r ;
f o r ( i n t k =0; k<3; k++) {
f o r ( i n t j =0 ; j<3; j ++) {
f o r ( i n t i =0 ; i<3; i ++) {




r e t u r n r ;
}
This allows the 1-jet velocity field to be calculated without extra complexity.
A.3.3 Deformation in Maya Rig
The steps required for implementing the deformer rig in Maya described in Section
5.6 are presented in this section.
The purpose of these tools is to allow a curve to be used to deform an openVDB
cache interactively with a low resolution proxy, since the production data set is very
large. Finally the deformation is calculated on the full resolution volume in software
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for rendering.
Firstly, OpenVDB proxy files are automatically computed as a post-process
after the fluid simulation is complete. Large grids are reduced to files no larger than
30×30×30 voxels so that it is still possible to visualise the files interactively over
the network.
Then the jet particle flow is loaded into memory, representing the edit flow. The
flow may be provided from the description of curves in the maya scene, or from a
network file. The jet particles are stored efficiently as a particle cache carrying extra
information. In particular we store an extra vector p, a matrix µ and a radius σ per
frame.
In order to carry out the deformation, we may use the C++ path described in
Section A.3.1. The GPU path is similar, except it is applied to proxy volume data
loaded as a 3D texture. The deformation is calculated using a compute shader in
GLSL that evaluates the velocity field sequentially, and integrates the jet particle
positions.
Finally to facilitate the rendering with Arnold, we wrote a volume translator
which deforms the OpenVDB file in software at render time.
A.3.4 Calculating the Projection Matrix
Here we show the C++ code used for calculating the block matricesM from Section
6.1.
We define the matrix eA and vector eB corresponding to the matrixM, and the
arrays v and dv representing the observed velocity data and gradient. We represent
the data structures using the Eigen C++ package [113].
A.3.4.1 Projection matrix for 0-Jet Particles
The code in Listing A.2 shows the algorithm for creating the matrixM from Section
6.1.2 used for projecting 0-jet particles.
Listing A.2: Momentum matrix for 0-jets
/ / F i l l Ma t r i x
f o r ( i n t a =0; a<n ; a ++) {
f o r ( i n t b =0; b<n ; b++) {
f o r ( i n t i =0 ; i<d ; i ++) {
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f o r ( i n t j =0 ; j<d ; j ++) {
/ / K{ i j } p{k} [UL]




f o r ( i n t a =0; a<n ; a ++) {
c o n s t Vector<d> &ve l = v [ a ] ;
f o r ( i n t i =0 ; i<d ; i ++) {





A.3.4.2 Projection matrix for 1-Jet Particles
The code in Listing A.3 shows the algorithm for creating the matrixM from Section
6.1.3 used for projecting 1-jet particles, including the application of the incompress-
ibility constraint.
Listing A.3: Momentum matrix for 1-jets
/ / F i l l Ma t r i x
f o r ( i n t a =0; a<n ; a ++) {
f o r ( i n t b =0; b<n ; b++) {
f o r ( i n t i =0 ; i<d ; i ++) {
f o r ( i n t j =0 ; j<d ; j ++) {
/ / K{ i j } p{k} [ Upper L e f t ]
eA ( a*d + i , b*d + j ) = K( i , j ) ;
f o r ( i n t k =0; k<d ; k++) {
/ / d{k}K{ i j } mu{ j k} [ Upper R igh t ]
eA ( a*d + i , n*d + b*d*d + j *d + k ) = −DK( i , j , k ) ;
/ / dv{ i}d{ j} = d{ j}K{ i k} p{k} [ Bottom Le f t ]
eA ( n*d + a*d*d + i *d + j , b*d + k ) = DK( i , k , j ) ;
f o r ( i n t l = 0 ; l < d ; l ++) {
/ / d{ j}u{ i} = −d{k j}K{ i l } mu{ l k} [ Bottom Righ t ]







/ / I n c om p r e s s i b i l i t y Cond i t i o n
f o r ( i n t a =0; a<n ; a ++) {
/ / upda t e row f o r t h e l a s t component o f mu a
f o r ( i n t b =0; b<d*n + d*d*n ; b++) {
/ / z e r o t h e whole d*d−1 row
eA ( n*d + a*d*d + ( d−1)*d + d−1, b ) = 0 ;
}
f o r ( i n t b =0; b<d ; b++) {
/ / upda t e each mu bb c o e f f i c i e n t




/ / u and du
f o r ( i n t a =0; a<n ; a ++) {
c o n s t Vector<d> &ve l = v [ a ] ;
c o n s t Matr ix<d> &dvdx = dv [ a ] ;
f o r ( i n t i =0 ; i<d ; i ++) {
eb ( a*d + i ) = v e l . d a t a ( ) [ i ] ;
f o r ( i n t j = 0 ; j < d ; j ++) {
eb ( n*d + a*d*d + i *d + j ) = dvdx ( i , j ) ;
}
}
/ / I n c om p r e s s i b i l i t y Cond i t i o n f o r mu a (RHS)
eb ( n*d + a*d*d + ( d−1)*d + d−1) = 0 . ;
}
A.3.5 Houdini Implementation
We use an Attribute Wrangle SOP node to evaluate the velocity field and its gradient
on the points. The code, which uses the custom VEX matrixKernel function, is
described in Listing A.4 below. It collects the summed contributions from all of jet
particles at each point.
Listing A.4: Velocity and gradient evaluation
v e c t o r dq , v = {0 ,0 ,0} ;
ma t r i x3 dv , dvdx = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0} ;
i n t h and l e = pcopen (@OpInput2 , ”P” , @P, max rad ius , max po i n t s ) ;
wh i l e ( p c i t e r a t e ( h and l e ) )
{
pc impo r t ( hand le , ”P” , p2 ) ;
p c impo r t ( hand le , ”mom” , mom2 ) ;
p c impo r t ( hand le , ”mu” , mu2 ) ;
ma t r i xKe r n e l (@P, p2 , mom2, mu2 , sigma , dq , dv ) ;
v += dq ;
dvdx += dv ;
}
v@v = v ;
3@dvdx = dvdx ;
In order to invert the matrix we implemented a custom Solve Momenta SOP
which builds the block matrices and inverts the linear system of equations using
Listing A.3.4.2 as described above in Section 6.3.3.
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