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Abstract
We generalize the adjunction between the functors Rf∗ and f ! of derived categories
of quasi-coherent sheaves for proper morphisms f : X −→ Y of Noetherian schemes
to the following situation: Let f be a finite type morphism and let Z ′ ⊆ X and
Z ⊆ Y be closed subsets such that f restricts to a proper morphism f ′ : Z ′ −→ Z
of f . Then the functor Rf∗ is left adjoint to RΓZ′f ! when considered as functors
between complexes supported on Z ′ or Z.
Introduction
Grothendieck’s generalization of Serre duality is formulated in terms of adjoint functors.
For a proper morphism f : X −→ Y of Noetherian schemes of finite dimension it consists
of the following quasi-isomorphism in the derived category of quasi-coherent sheaves on
Y :
Rf∗RHom•OX (F
•, f !G•) ∼−→ RHom•OY (Rf∗F
•,G•) (1)
for a bounded above complex F• and a bounded below complex G•, both having coher-
ent cohomology sheaves ([Har66, VII, 3.4(c)]). This isomorphism is known as coherent
duality. Taking 0-th cohomology of the global sections functor, this implies that Rf∗
is left adjoint to the twisted inverse image functor f !. The classical Serre duality for a
coherent sheaf F on a projective Cohen-Macaulay variety X can be written in the form
Homk(H
i(X,F), k) ∼= Hn−i(X,HomOX (F , ω)),
for instance. It is obtained by applying the above quasi-isomorphism (1) to the structure
morphism X −→ Speck.
In this paper we are concerned with morphisms f which are proper only over closed
subsets Z ′ and Z of X and Y , which appear as the supports of the considered ob-
jects. Moreover, we just require that the cohomology sheaves of these objects are quasi-
coherent. The main result is the following generalization of Grothendieck-Serre duality
involving the functors Rf∗ and RΓZ′f !, whereRΓZ′ denotes the derived local cohomology
functor:
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Theorem. Let f : X −→ Y be a separated and finite type morphism of Noetherian
schemes and let i : Z −→ Y and i′ : Z ′ −→ X be closed immersions with a proper mor-
phism f ′ : Z ′ −→ Z such that the diagram
Z ′
i′ //
f ′

X
f

Z
i // Y
commutes. Then there is a natural transformation trf : Rf∗RΓZ′f ! −→ id such that, for
all F• ∈ D−
qc
(OX )Z′ and G• ∈ D+qc(OY )Z , the composition
Rf∗RHom•OX (F
•, RΓZ′f !G•) // RHom•OY (Rf∗F
•, Rf∗RΓZ′f !G•)
trf

RHom•OY (Rf∗F
•,G•),
where the first arrow is the natural map, is an isomorphism. Here D−
qc
(OX)Z′ (and
D+
qc
(OY )Z) denote the full subcategories of bounded above (and bounded below) complexes
of the derived category of quasi-coherent sheaves on X (and on Y ) whose cohomology
sheaves are supported on Z ′ (and on Z). As a consequence, taking global sections, the
functor Rf∗ is left adjoint to the functor RΓZ′f ! between these categories.
For the proof we employ Nagata compactification for the morphism f , which yields a
factorization X
j
−→ X
f
−→ Y into an open immersion j and a proper morphism f . The
key step is then to define the map trf in this more general situation by using the trace for
the proper morphism f . This idea has its origin in [CR12], where Chatzistamatiou and
Rülling consider morphisms which are proper along a family of supports. In particular,
when working with residual complexes, trf is even a morphism of complexes.
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Notation and conventions
All schemes we consider are assumed to be Noetherian. In particular, all schemes and
all scheme morphisms are concentrated, i.e. quasi-compact and quasi-separated. For a
2
scheme X, we let D∗qc(X) or D
∗
coh(X) with ∗ ∈ {+,−,b} denote the derived category
of OX -modules with quasi-coherent or coherent cohomology. Here ∗ = + or ∗ = − or
∗ = b means that we require that the cohomology sheaves are bounded below or bounded
above or bounded in both directions.
1 Local cohomology
First, let us provide some basic facts about local cohomology which will be needed
due to working with objects supported on closed subsets. Unless otherwise stated, let
i : Z −→ X be a closed immersion of Noetherian schemes.
Definition 1.1. The local cohomology functor RΓZ : Dqc(X) −→ Dqc(X) is the derived
functor of the left exact functor
ΓZ := lim−→
n∈N
HomOX (OX/I
n, ),
where I is any sheaf of ideals defining Z.
A reference for local cohomology in this context is [ATJLL97]. For example, Definition 1.1
is equation (0.1) of ibid.
Definition 1.2. We say that a complex F• of OX -modules has support in or on Z or
that F• is supported in or on Z if j∗F• = 0 in D(X). We write D(X)Z , Dqc(X)Z etc.
for the subcategory of objects of D(X), Dqc(X) etc. whose cohomology is supported on
Z.
The natural inclusion ΓZ −→ id induces a transformation RΓZ −→ id. As pointed out
in the proof of [ATJLL97, Lemma (0.4.2)], one has the following triangle:
Proposition 1.3. For every F• ∈ Dqc(X), there is a fundamental distinguished triangle
RΓZF• −→ F• −→ Rj∗j∗F• −→ RΓZF•[1],
where the second map is the natural one from the adjunction of Rj∗ and j
∗. This triangle
restricts to the subcategories D+
qc
(X) and Db
qc
(X) because j∗ is exact and Rj∗ : D+qc(U) −→
D+
qc
(X) has finite cohomological amplitude.
In particular, RΓZ only depends on the closed subset i(Z) and not on the scheme
structure of Z. The fundamental triangle allows another characterization of Dqc(X)Z :
Corollary 1.4. The subcategory Dqc(X)Z consists of all complexes F• ∈ Dqc(X) such
that the natural map RΓZF• −→ F• is an isomorphism.
Lemma 1.5. If I is an injective quasi-coherent sheaf, then also the quasi-coherent sheaf
ΓZ(I) is injective.
Proof. It suffices to check the injectivity of ΓZ(I) locally. Thus the assertion follows
from ([BS13, Proposition 2.1.4]).
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As RΓZ ◦ RΓZ ∼= RΓZ , the image of RΓZ is exactly the subcategory Dqc(X)Z . Fur-
thermore, the functor RΓZ is right adjoint to the inclusion Dqc(X)Z −֒→ Dqc(X). This
is a consequence of the following proposition, see the proof of Theorem 3.2.
Proposition 1.6. Let G• be a complex in Dqc(X)Z . Then there is a functorial isomor-
phism
RHom•OX (G
•, RΓZF•) ∼= RHom•OX (G
•,F•)
for every F• ∈ Dqc(X).
Proof. This is [ATJLL97, Lemma (0.4.2)]. We even do not have to assume that the
cohomology sheaves of F• and G• are quasi-coherent.
Next we verify the compatibility of RΓZ with the derived functors Rf∗, f ! and
L
⊗. Let
us fix a notation for base change:
Definition 1.7. Let f : X −→ Y be a separated morphism of finite type and let u : Y ′ −→
Y be a flat morphism. Consider the cartesian square
X ×Y Y
′ v //
f ′

X
f

Y ′
u // Y,
where v and u are the projections. The base change morphism bc: u∗Rf∗
∼
−→ Rf ′∗v
∗ is
the adjoint of the composition
Rf∗
Rf∗ adv
−−−−−→ Rf∗Rv∗v
∗ ∼−→ Ru∗Rf
′
∗v
∗.
Here adv is the unit of the adjunction between Rv∗ and v∗.
The map bc is an isomorphism in several cases. For our purposes, we will need the
case of flat base change:
Lemma 1.8 ([Lip09, Proposition 3.9.5]). With the notation of the preceding definition,
the map bc is an isomorphism if u is flat.
Lemma 1.9. Let f : X −→ Y be a morphism of finite type and i : Z −→ Y a closed
immersion. Let Z ′ denote the fiber product Z ×Y X regarded as a closed subset of X via
the projection Z ×Y X −→ X.
(a) There is a natural isomorphism of functors
Rf∗RΓZ′ ∼= RΓZRf∗.
(b) If f is flat, then there is a natural isomorphism of functors
f∗RΓZ ∼= RΓZ′f
∗.
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Proof. First we show that Rf∗RΓZ′ is supported on Z. Let u : U −֒→ Y and v : V −֒→ X
be the open immersions of the complements of Z and Z ′ in Y and X. Let f ′ denote the
restriction of f to V . We obtain a cartesian square
V
v //
f ′

X
f

U
u // Y.
Hence u∗Rf∗RΓZ′ ∼= Rf ′∗v
∗RΓZ′ = 0. From Proposition 1.6 we know that the canonical
morphism Rf∗RΓZ′ −→ Rf∗ factors through RΓZRf∗. Let α denote the corresponding
morphism Rf∗RΓZ′ −→ RΓZRf∗.
The square
Ru∗u
∗Rf∗
Ru∗ bc // Ru∗Rf
′
∗v
∗
Rf∗
adu Rf∗
OO
Rf∗ adv
// Rf∗Rv∗v
∗
∼
OO
commutes because Ru∗ bc ◦ aduRf∗ is the adjoint of bc and hence equals the original
morphism Rf∗ −→ Ru∗Rf ′∗v
∗. Let β be the composition of the natural isomorphism
Rf∗Rv∗v
∗ ≃ Ru∗Rf
′
∗v
∗ with the inverse of Ru∗ bc. We have just seen that the right
square of the diagram
Rf∗RΓZ′
α

// Rf∗ // Rf∗Rv∗v
∗
∼ β

RΓZRf∗ // Rf∗ // Ru∗u∗Rf∗
commutes. The left square commutes by construction. As the lines are distinguished
triangles, α is an isomorphism. This shows (a).
For (b) we proceed similarly. The cartesian square above gives rise to the isomorphism
f∗RΓZ
∼

// f∗ // f∗Ru∗u
∗
∼

RΓZ′f∗ // f∗ // Rv∗v∗f∗
of distinguished triangles.
Remark 1.10. With the notation of part (b) of the preceding lemma, for every quasi-
coherent sheaf F , we even have a natural isomorphism
f∗ΓZF ∼= ΓZ′f
∗F ,
see [BS13, Lemma 4.3.1].
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Lemma 1.11. Let F• and G• be complexes in Db
qc
(X). There are natural isomorphisms
(RΓZF•)
L
⊗OX G
• ∼= F•
L
⊗OX (RΓZG
•) ∼= RΓZ(F•
L
⊗OX G
•)
in Dqc(X).
Proof. The natural map F•
L
⊗ RΓZG• −→ F•
L
⊗ G• factors through RΓZ(F•
L
⊗ RΓZG•)
because
j∗(F•
L
⊗RΓZG•) ∼= j∗F•
L
⊗ j∗RΓZG• ∼= 0.
Let ρ denote the composition of the natural isomorphism
Rj∗j
∗(F•
L
⊗OX G
•) ∼= Rj∗(j∗F•
L
⊗OX j
∗G•)
and the isomorphism from the projection formula
Rj∗(j∗F•
L
⊗OX j
∗G•) ∼= F•
L
⊗OX Rj∗j
∗G•.
We obtain a morphism of distinguished triangles
F•
L
⊗RΓZG•

// F•
L
⊗ G• // F•
L
⊗Rj∗j
∗G•
∼ ρ

RΓZ(F•
L
⊗ G•) // F•
L
⊗ G• // Rj∗j
∗(F•
L
⊗ G•).
Therefore, the left vertical arrow is an isomorphism. Analogously, one shows that
RΓZF•
L
⊗ G• ∼= RΓZ(F•
L
⊗ G•).
Finally, for an open immersion j : X −→ X, we study the connection between RΓZ
and RΓZ , where Z is the closure of Z in X.
Definition 1.12. Let Z and Z ′ be closed subsets of a scheme X. We let Dqc(X)Z
′
Z
denote the full subcategory of Dqc(X)Z of complexes F• with RΓZ′ ∼= 0.
Proposition 1.13. Let j : X −→ X be an open immersion of schemes, Z ⊆ X a closed
subset and Z the closure of Z in X. The functors Rj∗ and j
∗ restrict to inverse equiva-
lences
Dqc(X)Z
Rj∗
// Dqc(X)
Z\X
Z
.
j∗
oo
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Proof. Let u : U −→ X and u′ : U ′ −→ X denote the open immersions of the complements
U of Z in X and U ′ of Z in X. Let j′ be the restriction of j to U . We obtain a cartesian
square
U
u //
j′

X
j

U ′
u′ // X.
The natural isomorphism u′∗Rj∗
bc
−→ Rj′∗u
∗ shows that the essential image of Dqc(X)Z
under Rj∗ is a subcategory of Dqc(X)Z . The inclusion j factors through the open
immersions σ : X −→ U ′ ∪ X and τ : U ′ ∪ X −→ X. In particular, we have a natural
isomorphism Rj∗ ∼= Rτ∗Rσ∗. Since the composition
Rτ∗Rσ∗
id−→Rτ∗τ∗−−−−−−−→ Rτ∗τ
∗Rτ∗Rσ∗
τ∗Rτ∗−→id−−−−−−−→ Rτ∗Rσ∗
is the identity and the second morphism is an isomorphism, the first map is an isomor-
phism too. As τ is the open immersion of the complement of Z\X into X , it follows
from the distinguished triangle
RΓZ\X −→ id −→ Rτ∗τ
∗ −→ RΓZ\X [1]
that RΓZ\XRj∗j
∗ = 0.
The adjunction morphism j∗Rj∗ −→ id is always an isomorphism. It remains to show
that the natural map id −→ Rj∗j∗ is an isomorphism. For every F• in Dqc(X)
Z\X
Z
, we
have F• ∼= RΓZF
• and RΓZ\XF
• ∼= 0. It follows that
RΓX\XF
• ∼= RΓX\XRΓZF
•
∼= RΓZ\XF
•
∼= 0.
Thus the second morphism in the fundamental triangle
RΓX\XF
• −→ F• −→ Rj∗j
∗F• −→ RΓX\XF
•[1]
is an isomorphism.
Remark 1.14. In the standard reference [Har66, Corollary II.5.11], Hartshorne proves
that for a morphism f : X −→ Y of schemes, the functor Lf∗ from D−c (Y ) to D
−
c (X)
is left adjoint to the functor Rf∗ from D+(X) to D+(Y ). One the one hand, we can
relax the coherence assumption because in the case of an open immersion, which is a
flat morphism, f∗ is exact. On the other hand, Proposition (3.2.1) of the more recent
reference [Lip09] shows this adjunction generally for ringed spaces and without any
boundedness or (quasi-)coherence assumptions on the complexes.
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Corollary 1.15. If Z is a closed subset of a scheme X and j : X −→ X is an open
immersion such that the image of Z in X is closed, then there is a natural isomorphism
of functors
ε : RΓZ
∼
−→ Rj∗RΓZj∗.
Proof. We define ε as the composition of the natural map RΓZ −→ Rj∗j∗RΓZ , which
is an isomorphism by Proposition 1.13, and the natural isomorphism Rj∗j∗RΓZ
∼
−→
Rj∗RΓZj∗.
For example, the condition that Z is also closed in X is satisfied if j : X −→ X is
an open immersion of Y -schemes and i : Z −→ X is a closed immersion of Y -schemes
over some base scheme Y such that the structural morphisms Z −→ Y and X −→ Y
are proper, see Lemma 2.6. When constructing the generalized trace map, we will be
exactly in this situation.
Lemma 1.16. Let j : X −→ X be an open immersion. Let Z ⊂ X be a closed subset
such that j(Z) is closed in Z. Then for F• ∈ D−
qc
(X)Z and G• ∈ D+qc(X), the natural
transformation
τ : Rj∗RHom•OX (F
•,G•) −→ RHom•O
X
(Rj∗F•, Rj∗G•)
is a functorial isomorphism.
Proof. Consider the following diagram
Rj∗RHom•OX (F
•,G•) ∼ //
τ

Rj∗RHom•OX (j
∗Rj∗F
•,G•)
τ

RHom•O
X
(Rj∗F•, Rj∗G•)
∼ //
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
RHom•O
X
(Rj∗j∗Rj∗F•, Rj∗G•)

RHom•O
X
(Rj∗F•, Rj∗G•),
where the horizontal arrows are induced by the counit j∗Rj∗ −→ id of adjunction –
these maps are isomorphisms by Corollary 1.15 since F• is supported in Z – and the
arrow to the bottom right corner stems from the unit id −→ Rj∗j∗ of adjunction. The
upper square commutes because of the functoriality of τ . The triangle on the bottom
commutes because the composition of the unit and counit of an adjunction in the manner
of the diagram is canonically isomorphic to the identity. Hence the whole diagram is
commutative. Finally, the composition of the two vertical arrows on the right is an
isomorphism ([Lip09, Proposition (3.2.3)]. It follows that the vertical arrow on the left
is an isomorphism.
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2 Generalization of the trace map
The adjunction between Rf∗ and f ! for a proper morphism f : X −→ Y is based on the
trace map, which is a natural transformation of functors
trf : Rf∗f ! −→ id .
The first step of the classical way to construct the trace is to define it for residual
complexes. If Y is regular, the structure sheaf OY is a dualizing sheaf, and hence in
particular a pointwise dualizing complex. Its Cousin complexK• := E•(OY ), see [Har66,
IV.2], is an injective resolution of OY and an example for a residual complex. We recall
the basic facts from chapter 3.2 of [Con00].
For every morphism g : X −→ Y of finite type, one can construct a functor g∆ mapping
residual complexes on Y to residual complexes on X by gluing the functors g♭ for finite
g and g♯ for separated and smooth g. This gives rise to the twisted or exceptional inverse
image functor :
Definition 2.1. Let g : X −→ Y be a morphism of finite type. We define the functor
g! : D+coh(Y ) −→ D
+
coh(X) by
g! = Dg∆K• ◦ Lg
∗ ◦DK• ,
where D is the duality.
For proper f , we can define a map of complexes trf (K•) : f∗f∆K• −→ K• ([Har66,
VII, Theorem 2.1]), where f∆ is the functor f ! for residual complexes, see [Har66, VI.3.].
With this map in hand one defines the natural transformation trf : Rf∗f ! −→ id in the
category D+coh(Y ) as the unique map making the diagram
Rf∗f
!
trf

Rf∗RHom•OX (Lf
∗ ◦DK•( ), f∆K•)
∼

RHom•OY (DK•( ), f∗f
∆K•)
trf (K
•)

id ∼ // RHom•OY (DK•( ),K
•)
commutative. Here the first vertical isomorphism on the right is the natural isomorphism
from the adjunction of Rf∗ and Lf∗. Note that f∆(K•) is injective, hence f∗f∆(K•)
computes Rf∗f∆(K•).
Instead of constructing the twisted inverse image functor f ! by pasting it from special
situations such as smooth and proper maps, Lipman uses a more abstract method,
the Special Adjoint Functor Theorem, to obtain a right adjoint of Rf∗ under weak
assumptions on the morphism f . Then he extends this result to a “sheafified duality”,
i.e. for F• ∈ Dqc(X), G• ∈ D+qc(Y ) and quasi-proper f , a natural isomorphism
Rf∗RHom•OX (F
•, f !G•) −→ RHom•OY (Rf∗F
•,G•).
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The compatibility of the approaches of [Har66] and [Lip09] is involved, as pointed out
in the introduction of [Lip09].
Let us recall some results of the trace for proper morphisms.
Definition 2.2 ([Har66, VI. 5.]). A morphism f : X −→ Y of schemes is called residually
stable if it is flat, integral and the fibers of f are Gorenstein.
Lemma 2.3 ([Lip09, Corollary 4.4.3]). Let f : X −→ Y be proper and let g : Y ′ −→ Y be
flat. Let f ′ and g′ be the projections of X ×Y Y
′ such that the square
Y ′ ×Y X
f ′

g′
// X
f

Y ′
g
// Y
is cartesian. The morphism β : g′∗f ! ∼−→ f ′!g∗, defined as the adjoint of the composition
Rf ′∗g
′∗f !
bc−1 f !
−−−−→ g∗Rf∗f
! g
∗ trf
−−−→ g∗,
is an isomorphism. Here bc denotes the base change isomorphism (Definition 1.7).
Let us recall two compatibilities of the trace, which usually are known as “TRA 1”
and “TRA 4”.
Lemma 2.4. Let f : X −→ Y be a proper morphism of schemes.
(a) (TRA 1) If g : Y −→ Z is another proper morphism, then there is a commutative
diagram
R(gf)∗(gf)!
trg◦f
//
∼

id
Rg∗Rf∗f
!g!
trf
// Rg∗g
!
trg
OO
where the first vertical arrow is the natural isomorphism.
(b) (TRA 4) For a flat morphism g : Y ′ −→ Y , there is a commutative diagram
g∗Rf∗f
!
g∗ trf
//
bc∼

g∗
Rf ′∗g
′∗f !
Rf ′∗β
∼
// Rf ′∗f
′!g∗,
trf ′ g
∗
OO
where g′ and f ′ are the two projections of X ×Y Y
′.
Proof. (a) is [Har66, Corollary VII.3.4]. The diagram in (b) commutes by construction
of β: The composition trf ′ g∗ ◦ Rf ′∗β is the adjoint of the adjoint of the composition
u∗ trf ◦bc−1, see Lemma 2.3.
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Remark 2.5. Part (b) of the preceding lemma holds under the milder assumption that
f is of finite Tor-dimension, see [Lip09, Corollary 4.4.3]. In this more general case one
considers the left derived functors Lf∗ and Lf ′∗. However, we will need the compatibility
of the trace with pullback only for flat morphisms.
From now on we do not assume that f is proper. We are interested in the case where
f : X −→ Y is a separated morphism of finite type of Noetherian schemes and i : Z −→ Y
and i′ : Z ′ −→ X are closed immersions with a proper morphism f ′ : Z ′ −→ Z such that
f ◦ i′ = i ◦ f ′. The compactification theorem of Nagata ([Nag62], see also [Lüt93] for a
more recent proof) states that there exists a factorization of f into an open immersion
j : X −→ X and a proper morphism f : X −→ Y .
Lemma 2.6. Let f : X −→ Y be a morphism of schemes that factors through an open
immersion j : X −→ X followed by a proper morphism f : X −→ Y . Then for every
closed immersion i : Z −→ X such that f ◦ i is proper, the composition j ◦ i is also a
closed immersion.
Proof. We have to show that j(i(Z)) is closed in X (which is a special case of the first
part of exercise II.4.4 of [Har77]). By assumption the composition f ◦ j ◦ i = f ◦ i is
proper and f is proper, in particular f is separated. Hence by [Har77, Corollary II.4.8],
j ◦ i is proper, which implies that the image j(i(Z)) is closed.
The following generalization of the trace map stems from [CR12], where Chatzista-
matiou and Rülling define a trace for morphisms which are proper not only over a single
closed subset but along a family of supports. Our construction is similar to the morphism
Trf from Corollary 1.7.6 of ibid.
Definition 2.7. For a morphism f : X −→ Y of finite type and closed immersions
i : Z −→ Y and i′ : Z ′ −→ X with a proper morphism f ′ : Z ′ −→ Z such that f ◦ i′ = i◦f ′,
choose a compactification, i.e. an open immersion j : X −→ X and a proper morphism
f : X −→ X with f ◦ j = f . We obtain the following commutative diagram:
Z ′ 
 i′ /
f ′

X
j
//
f

X
f~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
Z 
 i / Y
We define the trace of f as the morphism of functors
trf,Z = trf : Rf∗RΓZ′f
! −→ id
on D+qc(OY ) given by the composition
Rf∗RΓZ′f
! ∼−→ Rf∗Rj∗RΓZ′j
∗f
! Rf∗ε
−1f
!
−−−−−−→ Rf∗RΓZ′f
! RΓZ′−→id−−−−−−−→ Rf∗f
! trf
−−→ id,
where ε is the isomorphism of Corollary 1.15 and the last morphism is the classical
Grothendieck-Serre trace for the proper map f .
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Because Rf∗RΓZ′f ! ∼= RΓZRf∗f ! (Lemma 1.9), the complex Rf∗RΓZ′f ! is supported
on Z. By Proposition 1.6, trf factors through RΓZ , i.e. there is a commutative diagram
Rf∗RΓZ′f !
trf
//
t˜rf %%▲
▲▲
▲▲
▲▲
▲▲
▲
id,
RΓZ
==③③③③③③③③
where t˜rf is induced by trf and the map RΓZ −→ id is the natural one. We will not
distinguish between t˜rf and trf . For a residual complex E•, the trace defined above
is a morphism of complexes because f∆E• and f
∆
E• are residual complexes and ΓZ
preserves injectives.
Of course we have to show that trf is well-defined, i.e. it does not depend on the choice
of a compactification. The next lemma prepares the proof of this independence.
Lemma 2.8. Let f : X −→ Y be an open immersion. Let Z ⊆ X be a closed subset such
that f(Z) is closed in Y . Then for every compactification X
j
−→ X
f
−→ Y , the map trf
equals the inverse Rf∗RΓZf∗ ∼= RΓZ of the isomorphism of Corollary 1.15 followed by
the natural morphism RΓZ −→ id.
Proof. Let α : RΓZ −→ id denote the canonical morphism of functors. The claim of the
lemma is the commutativity of the diagram
Rf∗RΓZf∗
∼ //
∼ ε−1

Rf∗Rj∗RΓZj
∗f
!
∼ Rf∗ε
−1f
!

RΓZ
α

Rf∗RΓZf
!
Rf∗αf
∗

ϕ
oo
id Rf∗f
!
,
tr
f
oo
where ε is the isomorphism of Corollary 1.15. The map ϕ can be constructed in the
following way: Let Z ′ be the closed subset f
−1
(Z), which contains Z. Then define ϕ as
the composition
Rf∗RΓZf
!
−→ Rf∗RΓZ′f
! ∼
−→ RΓZRf∗f
! trf
−−→ RΓZ
of canonical transformations obtained from the natural transformation RΓZ −→ RΓZ′,
the isomorphism of Lemma 1.9 and the trace.
The commutativity of the bottom square is easy to see. The upper square can be
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extracted from the following bigger diagram:
Rf∗RΓZf∗
∼ //
∼

Rf∗Rj∗RΓZj
∗f
!
∼

∼
))❘
❘❘❘
❘❘❘
❘❘
❘❘
❘❘
RΓZRf∗f∗
∼ // RΓZRf∗Rj∗j
∗f
!
Rf∗RΓZ′Rj∗j
∗f
!∼oo
RΓZ
adf∼
OO
RΓZRf∗f
!
adj∼
OO
troo Rf∗RΓZ′f
!
.
adj∼
OO
∼oo
Here adf and adj denote the units of adjunction as in the proof of Lemma 1.9. The only
part whose commutativity is not obvious is the bottom left square. For this it is enough
to show that the diagram
Rf∗f
! tr //
adf

adj
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇
id
adf

Rf∗f
∗Rf∗f
! Rf∗f
∗ tr
f
//
bc

Rf∗f
∗
Rf∗Rj∗j
∗f
!
∼

Rf∗Rf
′
∗j
∗f
!∼oo
∼

Rf∗Rj∗f
′∗f∗ Rf∗Rf
′
∗f
′∗f∗
∼oo
Rf∗ trf ′ f
∗
// Rf∗f
∗
(2)
commutes. Here the morphism bc is the base change morphism with respect to the
cartesian square
X ′
j
//
f ′

X
f

X
f
// Y.
The commutativity of the upper left triangle of the diagram (2) was part of the proof
of Lemma 1.9. The upper square of this diagram commutes by naturality of adf and
the commutativity of the square below follows from Lemma 2.3. Finally, the bottom left
square commutes by naturality of the transformation Rf∗Rf ′∗ −→ Rf∗Rj∗.
Lemma 2.9. The map trf is well-defined, i.e. it is independent of the choice of the
compactification j : X −֒→ X.
Proof. Let j1 : X −→ X1 and j2 : X −→ X2 be two open immersions with proper mor-
phisms f1 : X1 −→ Y and f2 : X2 −→ Y such that f = f1 ◦ j1 = f2 ◦ j2. By considering
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X1×Y X2 we can reduce to the case that there is a proper morphism g : X1 −→ X2 such
that g ◦ j1 = j2, i.e. the diagram
X
j1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ j2
  ❆
❆❆
❆❆
❆❆
❆
f

X1
f1
!!❈
❈❈
❈❈
❈❈
❈ g
// X2
f2
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Y
commutes. That trf is well-defined means exactly that the following diagram of functors
is commutative:
Rf∗RΓZf !
∼
tt✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
∼

∼
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
Rf1∗Rj1∗RΓZj
!
1f
!
1

Rf2∗Rg∗Rj1∗RΓZj
!
1g
!f !2
∼oo ∼ //

Rf2∗j2∗RΓZj
!
2f
!
2

Rf1∗RΓZf
!
1

Rf2∗Rg∗RΓZg
!f !2
∼oo

Rf2∗RΓZf
!
2

Rf1∗f
!
1
trf1
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
Rf2∗Rg∗g
!f !2
∼oo
Rf2∗ trg f
!
2 //
trf2◦g

Rf2∗Rf
!
2
trf2
tt✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
id .
Here the six vertical arrows in the middle are the natural maps occurring in the definition
of trf . The only part of which the commutativity is not obvious is the bigger rectangle
on the right hand side, which follows from Lemma 2.8 after canceling Rf2∗ and f
!
2 from
the edges of the terms.
Note that the independence of trf of the chosen compactification implies that trf
equals the classical trace map whenever f is proper.
Proposition 2.10. The map trf is compatible with residually stable base change: For
a residually stable morphism g : S −→ Y , let f ′ and g′ be the projections of S ×Y X.
Furthermore, let ZS and Z
′
S be the preimages of Z and Z
′ in S and S ×Y X. Then the
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diagram
g∗Rf∗RΓZ′f !
bc ∼

g∗ trf
// g∗
Rf ′∗g
′∗RΓZ′f !
∼

Rf ′∗RΓZ′Sg
′∗f !
Rf ′∗RΓZ′
S
β
// Rf ′∗RΓZ′Sf
′!g∗
trf ′ g
∗
OO
commutes. Here β is the isomorphism of Lemma 2.3.
Proof. First we treat the case of an open immersion u : U −→ Y . Let h : S −→ Y be a
residually stable morphism and let u′ and h′ denote the projections of S×Y U . Again, we
let adu, adu′ , adh′ and adh◦u′ denote the units of adjunction. The natural isomorphisms
Ru∗Rh
′
∗
∼= Rh∗Ru′∗ and h
′∗u∗ ∼= u′∗h∗ are compatible with the adjunction of (u ◦ h′)∗
and R(u ◦ h′)∗, i.e. the diagram
id
adh◦u′ //
adu

Rh∗Ru
′
∗u
′∗h∗
∼ // Rh∗Ru
′
∗h
′∗u∗
Ru∗u
∗
adh′ // Ru∗Rh
′
∗h
′∗u∗
∼ // Rh∗Ru
′
∗h
′∗u∗
of natural maps commutes. Passing to the adjoint maps we see that the square
h∗
adu′ //
adu

Ru′∗u
′∗h∗
h∗Ru∗u
∗ bc // Ru′∗h
′∗u∗
∼
OO
is commutative. Applying the derived local cohomology functor and taking the inverse
of the now invertible units of adjunction (Corollary 1.15), we obtain the commutative
diagram
h∗Ru∗RΓZ′u∗
h∗ tru
//
bc

d
((
h∗
Ru′∗h
′∗RΓZ′u∗
∼ // Ru′∗RΓZ′Uu
′∗h∗,
tru′ h
∗
OO
where d denote the composition h∗Ru∗RΓZ′u∗
bc
−→ Ru′∗h
′∗RΓZ′u∗
∼
−→ Ru′∗RΓZ′Uu
′∗h∗.
Now we choose a compactification X
j
−→ X
f
−→ Y of f . Then S×Y X
j′
−→ S×Y X
f ′
−→ S is
a compactification of f ′ where j′ := id×j and f ′ is the projection. Let g′ : S×Y X −→ X
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denote the projection onto X. The three squares in the commutative diagram
S ×Y X
g′
//
f ′
}}
X
f

S ×Y X
j′
88rrrrrrrrrr g′
//
f ′

X
j
??⑧⑧⑧⑧⑧⑧⑧⑧
f

S
g
// Y
are cartesian. It suffices to show the commutativity of
g∗f∗j∗ΓZ′j
∗f
! bc //
∼ trj

f ′∗g
′∗j∗ΓZ′j∗f
! d //
∼ trj

f ′∗j
′
∗ΓZ′Sj
′∗g′
∗
f
! β
//
∼ trj′

f ′∗j
′
∗ΓZ′Sj
′∗f ′
!
g∗
∼ trj′

g∗f∗ΓZ′f
! bc //
tr
f

f ′∗g
′∗ΓZ′f
! ∼ // f ′∗ΓZ′Sg
′∗f
! β
// f ′∗ΓZ′Sf
′!g∗
tr
f ′

g∗
id // g∗,
where we left out the R indicating derived functors to streamline the notation. The
first and the third upper square commute because of the naturality of trj and trj′. The
commutativity of the upper square in the middle is the case of an open immersion, which
we have already seen. Finally, the commutativity of the bottom rectangle is the case of
a proper morphism (Lemma 2.4).
Proposition 2.11. Let f : X −→ Y and g : Y −→ S be separated and finite type mor-
phisms of schemes. Assume that i : Z −→ S, i′ : Z ′ −→ Y and i′′ : Z ′′ −→ X are closed
immersions with proper morphisms f ′ : Z ′′ −→ Z ′ and g′ : Z ′ −→ Z making the diagram
Z ′′
i′′ //
f ′

X
f

Z ′
i′ //
g′

Y
g

Z
i // S
commutative. Then there is a commutative diagram:
R(g ◦ f)∗RΓZ′′(g ◦ f)!
∼

trg◦f
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
Rg∗Rf∗RΓZ′′f !g!
Rg∗ trf g
!
// Rg∗RΓZ′g! trg
// id .
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Proof. Choose a compactification Y
jY−→ Y
g
−→ S of g, then choose a compactification
X
jX−→ X
f ′
−→ Y of the composition jY ◦ f . The morphisms f and jX induce a morphism
h : X −→ Y ×Y X. The projection prY : Y ×Y X −→ Y is proper because it is the base
change of the proper morphism f ′. The projection prX : X ×Y X −→ X is a base change
of jY and hence an open immersion. We obtain the following commutative diagram:
X
f

h // Y ×Y X
prY
{{✇✇
✇✇
✇✇
✇✇
✇
pr
X // X
f ′
{{✇✇
✇✇
✇✇
✇✇
✇✇
Y
g

jY
// Y
g
zz✈✈
✈✈
✈✈
✈✈
✈✈
S.
Because prX ◦h equals the open immersion jX , it follows that h is an open immersion
too. The asserted compatibility of the trace map now follows from the compatibility
of the classical trace with compositions applied to the proper morphisms f ′ and g and
using Proposition 2.10 for f ′ and the open immersion jY . The details of the calculation
are left to the reader.
3 Adjunction for morphisms with proper support
With his approach to the functor f ! mentioned in the preceding section, Lipman proved
the following version of Grothendieck duality ([Lip09, Corollary 4.4.2]).
Theorem 3.1. Let f : X −→ Y be a proper morphism between Noetherian schemes. For
F• ∈ Dqc(X) and G• ∈ D+qc(Y ), the composition
Rf∗RHom•OX (F
•, f !G•) // RHom•OY (Rf∗F
•, Rf∗f
!G•)
trf

RHom•OY (Rf∗F
•,G•)
is an isomorphism. Here the first morphism is the canonical one and the second is the
trace map.
This generalizes the classical coherent duality ([Har66, VII, 3.4(c)]), where F• ∈
D−coh(X) and G
• ∈ D+coh(Y ) and Y is assumed to have a dualizing complex. In this
paper we relax the properness assumption and show the following:
Theorem 3.2. Let f : X −→ Y be a separated and finite type morphism of Noethe-
rian schemes and let i : Z −→ Y and i′ : Z ′ −→ X be closed immersions with a proper
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morphism f ′ : Z ′ −→ Z such that the diagram
Z ′
i′ //
f ′

X
f

Z
i // Y
commutes. Then for all F• ∈ D−
qc
(OX)Z and G• ∈ D+qc(OY )Z (see Definition 1.2), the
composition
Rf∗RHom•OX (F
•, RΓZ′f !G•) // RHom•OY (Rf∗F
•, Rf∗RΓZ′f !G•)
trf

RHom•OY (Rf∗F
•,G•)
is an isomorphism. Here trf : Rf∗RΓZ′f ! −→ id is the natural transformation of Definition 2.7.
In particular, taking global sections, the functor Rf∗ is left adjoint to the functor RΓZ′f !.
Note that the properness of f ′ is equivalent to the properness of i ◦ f ′.
Proof. Consider the commutative diagram
Rf∗RHom•OX (F
•, RΓZ′f !G•)
 ,,❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
Rf∗RHom
•
O
X
(Rj∗F•, Rj∗RΓZ′j∗f
!
G•) //
ε−1

RHom•OY (Rf∗F
•, Rf∗Rj∗RΓZ′j
∗f
!
G•)

Rf∗RHom
•
O
X
(Rj∗F•, RΓZ′f
!
G•) //

RHom•OY (Rf∗F
•, Rf∗RΓZ′f
!
G•)

Rf∗RHom
•
O
X
(Rj∗F•, f
!
G•)
,,❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳
// RHom•OY (Rf∗F
•, Rf∗f
!
G•)

RHom•OY (Rf∗F
•,G•)
of natural morphisms. The vertical arrows on the left are isomorphisms by Lemma 1.16,
Corollary 1.15 and Proposition 1.6. The diagonal map to the lower right corner is the
isomorphism from the duality of Theorem 3.1 for the proper morphism f . Hence the
composition of the first diagonal morphism and the vertical morphisms on the right is
an isomorphism.
Finally, for the adjunction of Rf∗ and RΓZ′f !, we apply the degree zero cohomology
of the right derived functor of global sections H0RΓ to both sides of the just proven
isomorphism
RHom•OY (Rf∗F
•,G•) ∼−→ Rf∗RHom•OX (F
•, RΓZ′f
!G•).
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Then we use the natural isomorphisms
H0RΓRHom•OY (Rf∗F
•,G•) ∼−→ H0RHom•OY (Rf∗F
•,G•)
∼
−→ HomD(OY )(Rf∗F
•,G•)
of Proposition II.5.3 and Theorem I.6.4 of [Har66] and similarly for
H0RΓRf∗RHom•OX (F
•, RΓZ′f !G•),
where we additionally use the isomorphism RΓ(X, ) ∼−→ RΓ(Y,Rf∗( )) of Proposition
II.5.2 of ibid.
We conclude with a statement which, under certain hypothesis, allows us to recover
the trace trf by its application to the structure sheaf OY .
Definition 3.3. For a separated morphism f : X −→ Y of finite type, a compactification
X
j
−→ X
f
−→ Y and F• ∈ D+qc(Y ), let
χfF• : f
!OY
L
⊗OX Lf
∗F• −→ f !F•
be the morphism j∗ϕ, where ϕ : f
!
OY
L
⊗OX Lf
∗
F• −→ f
!
F• is the adjoint of the compo-
sition
Rf∗(f
!
OY
L
⊗OX Lf
∗
F•)
ρ
−→ Rf∗(f
!
OY )
L
⊗OY F
•
tr
f
−−→ OY ⊗OY F
•.
Here ρ denotes the isomorphism of the projection formula. The morphism χfF• is in-
dependent of the choice of the compactification [Nay09, Proposition 5.8]. If χf is an
isomorphism of functors, then the morphism f is called essentially perfect.
Theorem 5.9 of [Nay09] Nayak gives various characterizations of essentially perfect
morphisms. For example, smooth morphisms are essentially perfect.
Proposition 3.4. Let f be an essentially perfect map fulfilling the assumptions and with
the notation of Theorem 3.2. For every F• ∈ D+
qc
(Y ), there is a commutative diagram
Rf∗RΓZ′(f !OY
L
⊗OX Lf
∗F•)
χf
F• //
ρ

Rf∗RΓZ′f !F•
trf

Rf∗RΓZ′f !OY
L
⊗OY F
•
trf ⊗ id
// F•.
Here ρ denotes the isomorphism of the projection formula and Lemma 1.11.
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Proof. We have to verify that the diagram
Rf∗RΓZ′(f !OY
L
⊗OX Lf
∗F•)
χf
F• //
∼

Rf∗RΓZ′f !F•
∼

Rf∗Rj∗RΓZ′(j
∗f
!
OY
L
⊗ j∗Lf
∗
F•)
ρ

Rf∗Rj∗RΓZ′j
∗f
!
F•
∼ ε−1

Rf∗(Rj∗RΓZ′j
∗f
!
OY
L
⊗ Lf
∗
F•)
ε−1 ∼

Rf∗(RΓZ′f
!
OY
L
⊗ Lf
∗
F•)
ρ

ϕ
// Rf∗RΓZ′f
!
F•
tr
f

Rf∗RΓZ′f !OY
L
⊗OY F
•
trf ⊗ id

OY ⊗F
• ∼ // F•
(3)
commutes. The upper rectangle commutes because the projection formula is compatible
with the unit id −→ Rj∗j∗ of adjunction, which we denote by adj . More precisely, it
follows from the commutativity of the diagram
f
!
OY
L
⊗ Lf
∗
F• //

Rj∗j
∗(f
!
OY
L
⊗ Lf
∗
F•)

(Rj∗j∗f
!
OY )
L
⊗ Lf
∗
F• //
proj

Rj∗j
∗((Rj∗j∗f
!
OY )
L
⊗ Lf
∗
F•)
∼

Rj∗(j∗f
!
OY
L
⊗ j∗Lf
∗
F•) Rj∗(j∗(Rj∗j∗f
!
OY )
L
⊗ j∗Lf
∗
F•),
a˜dj
oo
where the maps of the upper square stem from adj (this square commutes by the nat-
urality of the unit of adjunction), where proj is the isomorphism from the projection
formula and where the lower horizontal arrow is obtained from the counit of adjunc-
tion a˜dj : j∗Rj∗ −→ id. The lower rectangle commutes by construction of proj. The
composition
j∗
j∗ adj
−−−→ j∗Rj∗j
∗ a˜djj
∗
−−−→ j∗
is the identity. Therefore, the composition of the vertical arrows on the right hand side
and the lower horizontal arrow equals Rj∗ applied to the natural isomorphism
j∗(f
!
OY
L
⊗ Lf
∗
F•) −→ j∗f
!
OY
L
⊗ j∗Lf
∗
F•.
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The bottom rectangle of the diagram (3) commutes by construction of χfF• .
References
[ATJLL97] L. Alonso Tarrío, A. Jeremías López, and J. Lipman, Local homology and
cohomology on schemes, Ann. Sci. École Norm. Sup. (4) 30 (1997), no. 1,
1–39.
[BS13] M. P. Brodmann and R. Y. Sharp, Local Cohomology, second ed., Cambridge
Studies in Advanced Mathematics, vol. 136, Cambridge University Press,
Cambridge, 2013, An algebraic introduction with geometric applications.
[Con00] B. Conrad, Grothendieck Duality and Base Change, Lecture Notes in Math-
ematics, vol. 1750, Springer-Verlag, Berlin, 2000.
[CR12] A. Chatzistamatiou and K. Rülling, Hodge-Witt Cohomology and Witt-
Rational Singularities, Doc. Math. 17 (2012), 663–781.
[Har66] R. Hartshorne, Residues and Duality, Lecture notes of a seminar on the
work of A. Grothendieck, given at Harvard 1963/64. With an appendix by
P. Deligne. Lecture Notes in Mathematics, No. 20, Springer-Verlag, Berlin,
1966.
[Har77] , Algebraic Geometry, Springer-Verlag, New York, 1977, Graduate
Texts in Mathematics, No. 52.
[Lip09] J. Lipman, Notes on Derived Functors and Grothendieck Duality, Founda-
tions of Grothendieck duality for diagrams of schemes, Lecture Notes in
Math., vol. 1960, Springer, Berlin, 2009, pp. 1–259.
[Lüt93] W. Lütkebohmert, On compactification of schemes, Manuscripta Math. 80
(1993), no. 1, 95–111.
[Nag62] Masayoshi Nagata, Imbedding of an abstract variety in a complete variety,
J. Math. Kyoto Univ. 2 (1962), 1–10.
[Nay09] S. Nayak, Compactification for essentially finite-type maps, Adv. Math. 222
(2009), no. 2, 527–546.
21
