Abstract-Corobotics involves humans and robots working collaboratively as a team. This requires physical human-robot interaction (pHRI) systems that can adapt to the preferences of different humans and have good robustness and stability properties. In this brief, a new inner-loop/outer-loop robot controller formulation is developed that makes pHRI robust to changes in both corobot and human user. First, an innerloop controller with guaranteed robustness and stability causes a robot to behave like a prescribed admittance model. Second, an outer-loop controller tunes the admittance model so that the robot system assists humans with varying levels of skill to achieve task-specific objectives. This design technique cleanly separates robot-specific control from task performance objectives and allows formal inclusion in an outer design of both an ideal task model and unknown human operator dynamics. Experimental results with the controllers running on a PR2 robot demonstrate the effectiveness of this approach.
used to achieve this objective with great success [6] . A major challenge with the computed torque control is the need to have a good model of the robot dynamics, which is particularly problematic if less expensive hardware is employed. Techniques that overcome the need for high fidelity modeling include adaptive control, which estimates the model parameters, and robust control, which makes the controller resistant to unknown parameters [6] . Several methods have been proposed to overcome linear-in-the-parameter assumptions of adaptive controllers, including neural networks (NNs), support vector machines, Gaussian mixture models, and reinforcement learning. These learn the full nonlinear dynamics of the robot online [7] [8] [9] .
The use of NNs in feedback control systems was first proposed in [10] and [11] . Overviews of the initial work in NN control are provided in [12] and [13] . In closed-loop control applications, it is necessary to show the stability of the tracking error as well as boundedness of the NN weight estimation errors. Proofs for internal stability, bounded NN weights (e.g., bounded control signals), guaranteed tracking performance, and robustness were provided beginning in 1995 [14] . Nonlinear-in-the-parameter NNs were first used by Chen and Khalil [15] who used backprop with deadzone weight tuning, and Lewis et al. [16] , who used Narendra's e-mod term in backprop. Multilayer NNs were rigorously used for discrete-time control in [17] . Other rigorous work with stability proofs was done in [8] , [18] [19] [20] [21] , and so on. Books on NN feedback control include [7] , [8] , and [22] [23] [24] . All of these techniques were to ensure trajectory followed by the robot.
Stable interaction with rigid environments, specifically industrial robots handling rigid parts, was an important problem confronted in the 70s and 80s with the application of explicit force control [25] , [26] and impedance control methods [6] , [27] [28] [29] . The seminal work on impedance control in [27] allowed stable contact by the end effector of the robot and overcame many instability issues with explicit force control. This method requires an exact a priori or identified model of the robot as well as of the environmental contact dynamics [30] [31] [32] . Adaptive impedance control was studied in [32] [33] [34] [35] [36] [37] . In these methods, it is desired for the robot tracking error dynamics to follow a prescribed impedance model.
Virtually, all of this work in NN control and impedance control for robots is based on the task of tracking a reference trajectory. Moreover, the objective of making the tracking error dynamics follow a prescribed impedance model results in control torques that depend on the impedance model parameters.
These two facts make it difficult to adapt these techniques to human-robot interactive tasks, where the human is inside the task control loop and human intent is a major factor. Finally, more general tasks than trajectory tracking cannot be accommodated by these techniques.
Recent work [38] [39] [40] has used admittance control which is the dual of impedance control. Human forces were used to generate robot motions. Admittance control incorporates an inner-loop that causes the robot to follow a desired admittance model output that is generated in an outer-loop [27] , [39] . In general, admittance control does not specifically incorporate a model of the human dynamics or a model of ideal task performance. This brief generally used admittance control to allow the robot to perform a trajectory control objective. Recently, admittance control has been used in different forms in haptic devices [41] and exoskeletons [42] to allow compliant humanrobot interaction without a trajectory-following objective.
It has been observed in human factor studies that when a human learns to use a robot system, his/her learning has two components [43] , [44] . The first component consists of learning a model to compensate for the dynamics of the robot [44] . The second component is the learning of a taskspecific loop that makes the combined human-robot model successfully execute the task. This dual approach has been used for adaptive impedance control of human-robot interactions in task performance in [44] . These studies support the idea that a trajectory-following controller should not be closed around the robot alone. Instead, all task-specific objectives should be closed in an outer task-specific loop that also includes the human transfer characteristics and an ideal task performance model.
The objective of this brief is to develop a controller to make pHRI robust, simple to implement, and more intuitive for humans to use. Such a controller can be used in medical applications such as stroke rehabilitation, where following medically motivated trajectories combined with a force component are often used [45] . This is accomplished by developing a two-loop control structure motivated by human factor studies [43] , [44] . An inner-loop robot-specific controller makes the robotic system behave like a simplified prescribed robot admittance model. With this scheme, the human interacts with a given simplified robot response and does not need to learn a nonlinear robot compensation model during interaction. Then, an outer-loop task-specific controller is proposed that takes into account both the human dynamics and the ideal requirements for task performance to adapt the prescribed robot admittance model for different users and different tasks.
The contributions of this brief are as follows. 1) A robot-specific inner-loop model reference neuroadaptive controller is designed that does not have a trajectory-following objective and causes the robot to behave like a prescribed admittance model. This innerloop compensates for robot nonlinearities and disturbances. It requires no task performance information. 2) Next, a task-specific outer-loop controller based on adaptive inverse filtering techniques is designed. This outer-loop controller specifically takes into account both the unknown human dynamics and the idealized task performance specifications. This controller provides a robust interface for operator task performance and adapts to different human operator characteristics. 3) An overall stability analysis is given for the inner robot and outer task control loops that shows the combined stability and guaranteed performance of the two-loop design technique. 4) An experimental case study implementation of the proposed robot-loop/task-loop design technique is given based on interactions between a human operator and a PR2 robot in a point-to-point motion task. The method in this brief is compared with standard admittance control and seen to deliver superior experimental task performance as well as less human effort. The approach presented here has the additional advantage that if the same task is performed with the same human and a different robot, the inner-loop control automatically adjusts the robot controller so that the robot appears to the human as the same admittance model. Also, if the human operator changes, the outer-loop control automatically adapts the robot admittance model to the new human dynamics.
This brief is organized as follows. In Section II, an innerloop robot controller that causes a robot to behave like a prescribed admittance model is developed. In Section III, an outer-loop controller is developed. This controller adapts the parameters of the prescribed robot admittance model so that the robot system assists the human to achieve task-specific objectives. In Section IV, stability results of the two-loop controller are presented. Finally, the experimental results from an implementation case study of the proposed inner-loop and outer-loop controllers on a PR2 robot are discussed in Section V.
II. INNER-LOOP ROBOT CONTROLLER FOR ADMITTANCE MODEL FOLLOWING
In this section, an inner-loop robot controller that causes a robot to behave like a prescribed admittance model is developed. No task information is needed by this controller. This is in contrast to most standard work in robot impedance and NN control which is based on trajectory following [7] , [8] , and [27] . Since NN function approximation techniques [7] are used, this is called model reference neuroadaptive control. In the next section, an outer-loop controller is developed that contains all task-specific details.
A. Prescribed Robot Admittance Model and Error Dynamics
The general robot dynamic equation with actuator dynamics in Cartesian space is [6] 
where q ∈ R n are the joint positions, n is the DOF of the robot, M(q) is the Cartesian space inertia matrix, V (q,q) is the Cartesian space Coriolis/centripetal vector, G(q) is the Cartesian space gravity vector, and F(q) is the Cartesian space friction term. The disturbance force is f d ∈ R 6 and the force applied by a human operator is f h , where f h ∈ R 6 are forces generated by human interaction in Cartesian space, f c ∈ R 6 is the Cartesian space control force, and the joint control torque is τ = J T (q) f c .
Although the robot dynamics (1) is formulated in Cartesian space here, the following derivation also holds in joint space form with standard modifications involving the Jacobian [6] . Then f c , f h , and f d are considered as torques. The relation between torques and forces is τ = J T (q) f , with J (q) the robot Jacobian.
To change the behavior of the robotic system, a prescribed robot admittance model is selected, for example, in the following form:
where M m is a prescribed mass matrix, D m is a prescribed damping matrix, and K m is a prescribed spring constant matrix. The function of this admittance model is to generate the desired robot response x m (t), which is needed in the subsequent controller development. The specifics of M m , D m , and K m are not needed in this design.
Remark 1:
The admittance model (2) is the desired robot response from human input force f h to Cartesian space motion. This is not the same as standard robot control approaches, where it is desired for the trajectory tracking error dynamics to have a prescribed impedance model [7] , [8] , [35] , [36] .
To design a torque control to make the robot dynamics (1) behave like the prescribed admittance model (2), define the model-following error:
and the sliding mode error
where is a positive definite design parameter matrix.
Using (1), (3), and (4) yields
Therefore, the robot model-following error dynamics are:
where
is a nonlinear function of unmodeled robot parameters and
Note that the nonlinear function in (7) does not involve the prescribed robot admittance parameters in (2).
B. Neuroadaptive Controller for Model Following
Given this formulation for model-following robot control, an NN controller can now be designed using techniques similar to [7] (see Fig. 1 ). The details follow. Note that in contrast to standard work such as [7] and [8] , this controller does not have Let an approximation-based controller be
wheref (ϕ) is the approximation of the robot function f (ϕ) in (7), K v r is an outer PD tracking loop, and
Putting (8) in (6) yields
simplifying this equation, the closed-loop error dynamics is obtained as
The nonlinear function f (ϕ) in (7) is unknown. As in [7] , this function can be approximated by an NN
where W are ideal unknown weights,V are randomly initialized values to form a basis, and σ (.) is a vector of activation functions. The ideal weights W for the NN are unknown; therefore, the weight tuning algorithms of [7] and [14] are used to update the approximate NN weightsŴ . According to (7) , the input to the NN is ϕ = [ e TėT x T mẋ T mẍ T m q Tq T ] T . Take the control input as
select the NN weight update equatioṅ
where F is a positive definite matrix, σ (ξ ) = (dσ (ξ)/dξ), and κ > 0 is a small design parameter. It is shown in Theorem 1 in Section IV that this controller guarantees Uniformly Ultimately Bounded (UUB) of the model-following error (3) and the NN weight estimation errorsW = W −Ŵ . 
Remark 2:
Note that the unknown function f (ϕ) in (7) does not depend on the prescribed robot admittance parameters in (2) . This is in contrast to the other work in robot control based on trajectory error dynamics [35] , [36] . It means that the NN (11) does not need to learn the admittance model parameters, which are already known.
III. OUTER TASK LOOP FOR ADAPTATION
OF ROBOT ADMITTANCE MODEL In the previous section, it was shown how to design a neuroadaptive controller to make a robot behave like a prescribed admittance model. That design did not require any task or trajectory information. In this section, an outerloop task-specific controller is developed. This adapts the parameters of the prescribed robot admittance model (2) so that the robot system assists the human to achieve task-specific objectives. This separation of robot-specific design and taskspecific design follows human factor studies [43] , [44] and is facilitated by the fact that the admittance model parameters in (2) appear nowhere in the control design in Section II, e.g., (7) and (8) (see Remark 2) . This enables independent design of the inner-and outer-loop controllers.
The human-robot admittance model and task reference model are shown in Fig. 2 . The unknown human transfer function and admittance models are denoted as H (s) and M(s), respectively. Studies of the human neuromuscular system have shown that humans adapt to unknown dynamics and taskspecific objectives [43] , [44] . There is further evidence [44] that the skilled human operator achieves task-specific objectives by making the combined human-robot system behave like a linear system with wide bandwidth. This is called the crossover model. Motivated by this evidence, the prescribed (known) task reference model is denoted by D(s), which will be implemented as a linear system in subsequent experiments. Our design separation into an inner robot control loop and an outer task performance loop admits the performance of a broad range of tasks. For instance, in medical applications such as stroke rehabilitation repetitive motion tasks based on following medically motivated trajectories are often used [45] . Therefore, we consider here a broad class of tasks which require the human-robot combined system to follow a reference trajectory. In this case, x r (t) in Fig. 2 is the reference trajectory.
The adaptive inverse control approach pioneered by Widrow and Walach [46] is used to develop the outer-loop task-specific controller in Fig. 2 . The approach is to design a method for tuning the admittance model in (2), denoted here by M(s), so that the overall human-robot transfer characteristics are given by a prescribed task model D(s).
The derivation of the model-following robot control loop in the previous section is valid for either joint space or task space coordinates. To be compatible with these human performance observations, in this section, it is assumed that the robot dynamics (1) are given in Cartesian space and that the prescribed admittance model (2) is likewise given in Cartesian space. Then, the outer task loop design in Fig. 2 
this solution does not require knowledge of the transfer characteristics H (s) or D(s) in Fig. 2 .
It requires knowledge of the complete statistical properties of f h (t) and x d (t) to design M(s). Since these are not generally available in pHRI scenarios, an adaptive inverse filter is used to estimate M(s). This only requires measuring f h (t) and x d (t).
It is known that properly designed adaptive inverse filters converge to the Wiener solution in the mean [46] , [47] .
To design an adaptive inverse filter, the transfer function of the Wiener filter M(s) is taken as
where n θ is the degree of the denominator of M(s) and m θ −1 the degree of its numerator. M(s) is implemented as an adaptive autoregressive moving average (ARMA) filter using the D3 direct form state-space realization [48] defined as follows:χ
The ideal Wiener filter is written as
The robot admittance model output in Fig. 2 is generated by the Wiener filter M(s) written as
whereθ(t) is the estimated parameter vector of Wiener filter coefficients. This parameter vector is updated based on newly observed data x d (t) and f h (t) by using a Kalman filter [46] , [47] , [49] . This effectively computes the Wiener-Hopf solution (14) . The ideal filter coefficients are constant so thaṫ
To set up the Kalman filter, the desired output x d (t) from the prescribed task model and the input f h (t) to the adaptive filter are used as the input signals to (16) and (17) . Then, the coefficients θ(t) of the Wiener filter are estimated using the Kalman filter covariance and estimate update equations
P(t) = −K (t)h(t)P(t) (24)
where K (t) is the filter gain, P(t) is the covariance,θ(t) is the estimated Wiener filter parameter vector, and Nθ = n θ + m θ is the size ofθ(t). The Kalman filter is initialized by settingθ(0) = 0 and P(0) = δ −1 I Nθ , where I Nθ is the Nθ × Nθ identity matrix. The regularization parameter δ is chosen as a small positive constant for a high signal-to-noise ratio (SNR) and a large positive constant for a low SNR [50] .
The Kalman filter converges to the Wiener solution by driving the error residual (t) = x d (t) − x m (t) = h(t)[θ(t) −θ(t)] to zero.
It is shown in Theorem 1 in Section IV that the Kalman filter parameter vectorθ(t) converges to the ideal filter parameter vector θ(t) of the adaptive inverse filter M(s) which is effectively the prescribed robot admittance model (2) . Then, M(s) is used to generate the robot admittance model output x m (t) in (3) and its derivatives as required in the robot controller (8) 
IV. COMBINED SYSTEM STABILITY ANALYSIS
In this section, the overall closed-loop stability of the entire proposed two-loop system in Figs. 1 and 2 is studied. The following standard assumptions are needed.
Assumption 1:
The task model trajectory is bounded with q B a known scalar bound as follows:
Assumption 2: The NN approximation (11) holds with a given accuracy ε ≤ ε N on a compact set [7] , [14] .
Assumption 3: There exists W B , a scalar bound on the NN weights such that Ŵ F < W B , where . F is the Frobenius norm.
Assumption 4: The ARMA filter state h(t) is persistently exciting, that is, there exists T > 0, α > 0 such that
Define the inner-loop weight estimation error as
Define the outer-loop adaptive filter parameter estimation error asθ
The next theorem is the main result in this section. Theorem 1: Given that the Assumptions 1-4 hold. Let the control be designed as in (12) and (21) . Let the NN weight tuning be (13) , and letθ(t) in (21) be updated using (23)- (25) . Then, the sliding mode error (4), the NN weight estimation error (27) , and the adaptive filter parameter estimation error (28) are UUB.
Proof: The derivative of (28) iṡ
substituting (22) and (25) 
from (18) and (28)θ
Define the Lyapunov function for the combined inner-loop outer-loop system as
Taking the derivative of P(t)P −1 (t) [51] results in
rearranging and substituting (23) , (24) giveṡ
Differentiating (32) results iṅ
substituting from (10), (11), (13), (31), and (35) and simplifying results iṅ
where K v min is the minimum singular value of K v , d B is the bound of the disturbance, ε N is the bound on the NN reconstruction error, and ζ(t) the term inside the square brackets is guaranteed positive as long as
or
Now consider the dynamics (31) with output ζ(t) (31) and ζ(t) are uniformly completely observable. This occurs if ζ(t) is persistently exciting, which is a consequence of Assumption 4.
Therefore r , W F , andθ(t) are all Uniformly Ultimately Bounded (UUB) signals, andθ(t) → 0. This means that the inner loop sliding mode error r , the NN weight error W F , and the admittance parameter estimation errorθ(t) will decrease below a fixed threshold depending on b r and b W , after enough time has passed, regardless where they are initiated in state space. Thus, the two-loop controller is stable, and the admittance parameter estimate converges.
V. EXPERIMENTAL RESULTS
In this section, a case study of the inner-and outerloop controllers implemented on the 7-DOF right arm of the PR2 robot is presented.
The experiments were conducted on the UTA Research Institute PR2 robot, which is currently used in its Living Laboratory [see Fig. 3(a) ]. The controller was implemented using the real-time controller manager framework of the PR2 in Robot Operating System Groovy. The real-time loop on the PR2 runs at 1000 Hz and communicates with the sensors and actuators on an EtherCAT network. Human force is measured using an ATI Mini40 Force/Torque (FT) sensor attached between the gripper and forearm of the PR2.
The experiment design, in this section, was motivated by the rehabilitation exercises used in the medical field. These exercises generally use point-to-point type motions [45] . Teaching by demonstration is another activity that utilizes point-to-point motions [52] . Point-to-point tasks as opposed to continuous trajectories also allow for easy analysis of the controller performance. For the experiment, a person was asked to sit in front of the PR2 at a fixed distance as seen in Fig. 3(a) . They were asked to hold the gripper of the PR2 with their right hand and move between two points P1 (red) and P2 (blue), which are along the y-axis of the robot frame as seen in Fig. 3(a) and (b) . The controller used all seven joints of the right arm and used the FT sensor to detect human force input f h (t).
The controller parameters for the inner loop were K v = 5I 6 , = 20I 6 , F = 100I 6 , and κ = 0.3, where I 6 is the 6 × 6 identity matrix. A two-layer NN with 44 inputs including the bias input, ten hidden layer neurons, and six outputs was used. The sigmoid function σ (ξ) is the activation function. The weightsV of the NN are initialized to random values and the weightsŴ are initialized to zero. The outer-loop prescribed task reference signal x d is generated by a first-order model in accordance with human factor studies [44] . The specific model used in the experiments is D(s) = (10/s + 10).
In this experiment, the outer-loop task specific controller in Fig. 2 is enabled. This experiment demonstrates the ability of the outer-loop task-specific controller to adapt to different human dynamics. Two sets of experiments were conducted with three male human subjects between the ages of 20 and 30. In Set 1, the experiments were conducted with the outer-loop adaptation enabled. In Set 2, the outer-loop adaptation was disabled and the inverse filter parameters (20) were fixed to those tuned for subject S * 1 . The point-to-point reference task goal x r is sent to the user via voice commands. The PR2 says red when the goal is P 1 and blue when the goal is P 2 . Table I shows the experimental data where the mean μ and standard deviation σ per user per set are presented. Each of the three subjects performed the experiment six times, three times for Set 1 and three times for Set 2. The outer-loop error d e is calculated as d e = N k=1 e k 2 with e 2 , the 2-norm of the error (t) = x d (t) − x m (t). The data show that this error is lower in Set 1 for all subjects, where the adaptive filter is enabled. This indicates that the outer-loop adaptation assists the subject to perform the point-to-point task by adapting the robot admittance model. Fig. 4 shows the experimental results of the proposed controller in a point-to-point motion task. Fig. 4(a) shows that, using the two-loop adaptive controller designed herein, the robot and human combined motion x follow the prescribed task reference model output x d . Here, x r is the point-to-point reference task goal, x d is the desired task reference trajectory, x m is the output of the desired robot admittance model, and x is the robot motion. Fig. 4 clearly shows that this adaptive controller results in improved performance after each cycle of motion. Fig. 4(b) shows the performance when a fixed robot admittance model (2) is used. The performance is degraded in comparison to Fig. 4(a) . The plots of the humanapplied force f h (t) in Fig. 5 show that the proposed two-loop controller results in lower human force.
This experiment shows that the outer-and inner-loop controllers combined can successfully make the combined human and robot system behave like a prescribed task reference model adapted to the human user.
VI. CONCLUSION AND FUTURE WORK
In this brief, a new inner-loop/outer-loop controller is developed to make pHRI robust, simple to implement, and more intuitive for humans to use. An inner-loop robot-specific controller was developed which enables the user to interact with the robotic system so that it behaves like a prescribed robot admittance model. This formulation allowed the nonlinear robot dynamics to behave like any prescribed admittance model. This tunable controller enabled the design of an outer-loop task-specific controller to take into account the human dynamics and adapt the prescribed robot admittance model for different users. Experimental results of the innerand outer-loop controllers driving the interaction with the PR2 show the feasibility of the proposed scheme.
Future work will include experiments of the outer-loop adaptation with a more diverse group of human subjects, thus different human models H (s). Since the instantaneous human-applied forces are generally difficult to determine due to their multicontact and distributed nature, they will be measured using a full body robotic skin that is being developed. The effect of adapting to human abilities will be further expanded by considering how to select or adapt different task models D(s) into the controller. The user intent, or reference signals x r , will be included in further extensions and experimentally validated. Specifically, we will investigate eliminating this reference signal to the task-specific model by using reinforcement learning techniques.
