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SPECIALIZATION AND INTEGRAL CLOSURE
JOOYOUN HONG AND BERND ULRICH
Abstract. We prove that the integral closedness of any ideal of height at least two is com-
patible with specialization by a generic element. This opens the possibility for proofs using
induction on the height of an ideal. Also, with additional assumptions, we show that an ele-
ment is integral over a module if it is so modulo a generic element of the module. This turns
questions about integral closures of modules into problems about integral closures of ideals,
by means of a construction known as Bourbaki ideal.
In this paper we prove in a rather general setting that the integral closure of ideals and
modules is preserved under specialization modulo generic elements. Recall that the integral
closure I of an ideal I in a commutative ring R is the set of all elements y that are integral
over I, i.e., satisfy a polynomial equation of the form
ym + α1y
m−1 + · · ·+ αiym−i + · · ·+ αm = 0 ,
where αi ∈ Ii. Alternatively, one can consider the Rees algebra R(I) of I, which is the
subalgebra R[It] of the polynomial ring R[t]. The integral closure R(I) of R(I) in R[t] is again
a graded algebra, and its graded components recover the integral closures of all powers of I,
R(I) = R⊕ It⊕ I2t2 ⊕ · · · ⊕ Iiti ⊕ · · · .
In our main result, Theorem 2.1, we consider a Noetherian ring R such that the completion
(Rm/
√
0)̂ is reduced and equidimensional for every maximal ideal m of R; for instance, R
could be an equidimensional excellent local ring. For any R–ideal I = (a1, . . . , an) of height at
least 2, we prove that
I ′/(x) = I ′/(x) ,
where x =
∑n
i=1 ziai is a generic element for I defined over the polynomial ring R
′ =
R[z1, . . . , zn] and I
′ denotes the extension of I to R′. This result can be paraphrased by
saying that an element is integral over I if it is so modulo a generic element of the ideal.
Other, essentially unrelated, results about lifting integral dependence have been proved by
Teissier, Gaffney, and Gaffney and Kleiman ([6], [7], [25], [26]). They go by the name ‘Prin-
ciple of Specialization of Integral Dependence’ and play an important role in equisingularity
theory.
Our main result, Theorem 2.1, opens the possibility for proofs using induction on the height.
This yields, for instance, a quick proof of Huneke’s and Itoh’s celebrated result on integral
closures of powers of complete intersections ([11], [15]): If R is a ring as above and I an R–
ideal generated by a regular sequence, then In+1
⋂
In = IIn for every n ≥ 0 (see Theorem 2.4).
The proof of Theorem 2.1 is based on a vanishing theorem for local cohomology modules;
this is natural as the obstruction to the specialization of integral closure lies in a cohomology
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module. Thus in Theorem 1.2 we consider a ring R as above, a proper R–ideal I of positive
height, the extended Rees algebra A = R[It, t−1], its integral closure A in R[t, t−1], and an
A–ideal J of height at least 3 generated by t−1 and homogeneous elements of positive degree;
in this setup we show that the second local cohomology moduleH2J(A) vanishes in non-positive
degrees. Theorem 2.1 about the specialization of I follows from the vanishing of this module
in degree zero; indeed, the algebra A recovers the integral closures of the powers of I as it
coincides with R(I) in non-negative degrees. The main idea in the proof of Theorem 1.2 is to
pass to the graded ring associated to the filtration of fractional powers {(In) 1e |n ≥ 0} and to
observe that this ring is reduced for suitable e (Lemma 1.1(b)). One can then use the fact that
the first local cohomology module of a non-negatively graded reduced ring vanishes in negative
degrees, which translates into the vanishing of the second local cohomology of A in non-positive
degrees. Theorem 1.2 and its proof essentially go back to Itoh ([15, Theorem 2 and Lemma 5]),
but special care must be exercised due to the fact that the various integral closures appearing
in the proof need not be Noetherian. Itoh uses this result to prove his theorem about integral
closures of powers of complete intersections ([15, Theorem 1]), described above as Theorem 2.4;
his paper [15] is devoted to that proof. Based on this theorem, he gives a proof of specialization
of integral closures in [16, Theorem 1], but only for parameter ideals in analytically unramified
local Cohen-Macaulay rings; thus our main theorem, Theorem 2.1, was known to Itoh for the
class of complete intersection ideals.
Another set of applications of Theorem 2.1 concerns integral closures of modules. Let R be a
Noetherian ring and E a finitely generated R–module having a rank, say e, by which we mean
that K ⊗R E is a free module of rank e over the total ring of quotients K of R. In this case
the Rees algebra R(E) is defined as the symmetric algebra S(E) modulo R–torsion. The Rees
algebra is a standard graded R–algebra whose nth graded component we denote by En. If E
is torsion-free, one can embed E into a free module F with basis {t1, . . . , tm}, and we obtain
R(E) as the image of the natural map S(E) → S(F ), or in other words, as the R-subalgebra
R[E] of the polynomial ring S(F ) = R[t1, . . . , tm]. In particular, for E = I ⊂ R an ideal, this
notion of Rees algebra coincides with the one given at the beginning of the introduction. If on
the other hand E fails to have a rank, then the definition needs to be modified considerably,
see [5].
Once the notion of Rees algebra is in place, one can easily introduce the concepts of reduction,
integral dependence, and integral closure of modules. Given two submodules U ⊂ V of E, we
say that V is integral over U in E if the inclusion of subalgebras of R(E),
R[U ] ⊂ R[V ]
is an integral ring extension. The module E is integral over U , or U is a reduction of E, if
E is integral over U in E, or equivalently, En+1 = UEn for some n = n0 and hence every
n ≥ n0. Finally, the integral closure UE of U in E is the unique largest submodule of E that
contains U and is integral over U in E; it can also be described as the degree one component
of the integral closure of the subring R[U ] in R(E). If UE = U we say that U is integrally
closed in E. Now let R be a Noetherian normal ring and U a finitely generated torsion-free
R–module having a rank e. We can embed U into a free module F = Re of the same rank e.
As R(U) →֒ R(F ) is a birational extension and R(F ) = S(F ) is a normal ring, we see that
the integral closure R(U) of R(U) in R(F ) coincides with the integral closure of R(U) in its
total ring of quotients, and hence does not depend on the embedding U →֒ F of U . Thus
we call U
F
the integral closure of U and write U = U
F
. We say that U is integrally closed
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provided U = U . As it turns out, Un coincides with the degree n component of R(U) for every
n ([22, (A), p.434]), and thus U is said to be normal if Un is integrally closed for every n, or
equivalently, if R(U) is a normal ring.
To state our main theorem about specialization of integral closures of modules, Theorem 4.4,
let R be a Noetherian normal ring such that for every maximal ideal m of R the completion
R̂m is reduced and equidimensional, and let E =
∑n
i=1Rai be a torsion-free R–module of rank
e ≥ 2 such that for every prime ideal p of R with depth Rp ≤ 2 either Ep has a nontrivial free
direct summand or Rp is regular. Under these hypotheses we prove that
E′/R′x = E′/R′x ,
where x =
∑n
i=1 ziai is a generic element for E defined over the polynomial ring R
′ =
R[z1, . . . , zn] and E
′ = R′ ⊗R E. The significance of this theorem is that it turns questions
about integral closures of modules into problems about integral closures of ideals, by means
of a construction known as Bourbaki ideal. In fact, factoring out the submodule generated by
e − 1 generic elements x1, . . . , xe−1 for E, one obtains an ideal I = I(E) called the generic
Bourbaki ideal of E. Here one assumes (R,m) is local and one works in the localized polynomial
ring R′′ = R[{zij}]mR[{zij}] and the module E′′ = R′′ ⊗R E. As an immediate consequence of
Theorem 4.4 we deduce that
I = E′′/
e−1∑
i=1
R′′xi ,
provided R is a ring as in the theorem and E is a finitely generated torsion-free R–module of
rank e > 0 such that for every prime ideal p of R with depth Rp ≤ 2 either Ep has a free direct
summand of rank e− 1 or Rp is regular, see Corollary 4.5.
Using this approach, one immediately deduces the results of Kodiyalam and of Katz and
Kodiyalam ([17], [18]) about integrally closed modules over two-dimensional regular local rings
from the corresponding classical theory for ideals, going back to Zariski ([12], [27]), see Corol-
lary 3.8. The proof of Theorem 4.4 requires an adaptation of Theorem 2.1 to modules, see
Theorem 4.3, as well as a separate treatment of the case of two-dimensional regular local rings,
see Theorem 3.6. To show the latter result we use aspects of Kodiyalam’s work, which we
summarize in Theorem 3.2. For the most part however, we recover his results through the
method of Bourbaki ideals.
1. A vanishing theorem for local cohomology modules
In this section we present the vanishing theorem that will be used in the proof of our main
result about specialization of integral closure.
Let R be a Noetherian ring and I an R–ideal. Denote the extended Rees ring of I by
A = R[It, t−1] and the integral closure of A in R[t, t−1] by A. Fix an integer e > 0. Let u be
a variable with ue = t and deg u = 1e . Thus the R–algebra R[u, u
−1] is graded by 1e Z and it
contains R[t, t−1] as a Veronese subring. Consider the finitely generated graded R–subalgebra
S = A[u−1] of R[u, u−1]. This ring is of the form
S = · · · ⊕Ru−1 ⊕R⊕ Iu⊕ Iu2 ⊕ · · · ⊕ Iue ⊕ I2ue+1 ⊕ I2ue+2 ⊕ · · · ⊕ I2u2e ⊕ · · · .
Notice that A is a Veronese subring of S. Denote the integral closure of S in R[u, u−1] by
S. The ring S is a graded R–subalgebra of R[u, u−1] and A is a Veronese subring of S ([24,
2.3.2]). Note that S and A need not be Noetherian though. Let a be an element of R and n
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an integer. Then aun ∈ S if and only if aetn ∈ A, or equivalently, ae ∈ In, where In = R if
n ≤ 0. Write (In) 1e = {a ∈ R | ae ∈ In}. Thus S is of the form
S =
⊕
n∈Z
(
In
) 1
e un .
Finally, for a ring R with nilradical
√
0, we denote R/
√
0 by Rred. We say that a Noetherian
local ring is analytically unramified if its completion R̂ is reduced and that a Noetherian ring
is locally analytically unramified if each of its localizations at a maximal ideal is analytically
unramified.
In the next lemma we prove that for a suitable choice of e, the associated graded ring
E = S/u−1S =
⊕
n∈Z≥0
(
(In)
1
e /(In+1)
1
e
)
is reduced. From this we deduce that E is Noetherian and that its integral closure in the total
ring of quotients is non-negatively graded, though not necessarily Noetherian.
Lemma 1.1. Let R be a Noetherian, equidimensional, universally catenary local ring of di-
mension d such that Rred is analytically unramified. Let I = (a1, . . . , an) be a proper R–ideal
with ht(I) > 0 and write A = R[It, t−1] for the extended Rees ring of I. Let υ1, . . . , υr be
the Rees valuations of I ([24, 10.1.1]), and let e be the least common multiple of the values
υ1(I), . . . , υr(I) of I. Let u be a variable with u
e = t and deg u = 1e . Write S = A[u−1] and
let S be the integral closure of S in R[u, u−1].
(a) Let Sred denote the integral closure of Sred in Rred[u, u−1]. Then the R–algebra Sred is
finitely generated and graded by 1e Z, has a unique maximal homogeneous ideal, which
is a maximal ideal, and is equidimensional of dimension d+ 1.
(b) One has the equality S/u−1S = Sred/u−1Sred . This R–algebra is finitely generated
and graded by 1e Z≥0, has a unique maximal homogeneous ideal, is equidimensional of
dimension d, and is reduced.
(c) Let R′ = R[z1, . . . , zn] be a polynomial ring in the variables z1, . . . , zn, I
′ = IR′, and
x =
∑n
i=1 ziai. Then t
−1, xt is a regular sequence on R′ ⊗R A. In particular, xt is
regular on R′ ⊗R (A/t−1A).
(d) Write E = S/u−1S and let E be the integral closure of E in its total ring of quotients.
Then E is a finite direct product of Krull domains that are graded by 1e Z≥0 . In partic-
ular, E is graded by 1e Z≥0.
Proof. (a) Let Ired be the image of I in Rred. We denote the degree m component by [ ]m.
Then
[Sred]n
e
· u−n = (Inred) 1e ⊂ (I⌊ne ⌋ered ) 1e = I⌊ne ⌋red ⊂ I⌊ne ⌋−kred ,
where the last containment holds for some fixed integer k ≥ 0 and every integer n because
Rred is analytically unramified ([21, 1.4]). On the other hand,
I
⌊n
e
⌋−k
red = [Sred](⌊ne ⌋−k) · u
−(⌊ne ⌋−k)e ⊂ [Sred](n
e
−(k+1)) · u−n+(k+1)e.
Therefore Sred ⊂ u(k+1)e Sred. Since Sred is a Noetherian ring, it follows that Sred is a finitely
generated Sred–module, hence a finitely generated Rred–algebra. We already argued that Sred
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is graded by 1e Z. Writing m for the maximal ideal of R, we have (I)
1
e ⊂ m. Therefore
(Sred)<0⊕m⊕ (Sred)>0 is a maximal ideal of Sred and the unique maximal homogeneous ideal.
Since Sred is torsion-free over Ared and both rings are Noetherian and reduced, for any
minimal prime ideal Q of Sred, the ideal q = Q ∩ Ared is a minimal prime ideal of Ared. The
extension Ared/q ⊂ Sred/Q is integral and the ring Ared is equidimensional of dimension d+1.
Therefore
dim(Sred/Q) = dim(Ared/q) = d+ 1 ,
from which we deduce that Sred is equidimensional of dimension d+ 1.
(b) We first show that u−1S is a radical ideal. Thus let aun ∈ S be a homogeneous element
such that (aun)m ∈ u−1S for some positive integer m. Then ame ∈ Inm+1. Hence for each
i = 1, . . . , r, we have
e
υi(I)
υi(a) ≥ n+ 1
m
. Since e/υi(I) is an integer for each i, we obtain
e
υi(I)
υi(a) ≥ n+ 1, which means ae ∈ In+1. Therefore aun+1 ∈ (In+1) 1eun+1 ⊂ S and hence
aun ∈ u−1S. Thus we have proved that u−1S is a radical ideal.
Therefore S/u−1S is reduced. Since moreover (S)red = Sred, we conclude that S/u−1S =
Sred/u−1Sred. The remaining assertions follow from part (a) because u−1 is a homogeneous
regular element on Sred and Sred is a catenary ring.
(c) Write E = S/u−1S. From part (b) we obtain
ht(E+) = dim(E)− dim(E/E+) = d− dim(R/I) > 0 .
It follows that grade E+ > 0 because E is reduced. We claim that E+ ⊂
√
I∗E , where I∗ denotes
the image of I in E1. Any homogeneous element in E+ is of the form α∗ ∈ E k
e
, where α∗ is the
image of an element α ∈ (Ik) 1e and k is a positive integer. Then αe ∈ Ik. For a sufficiently
large integer l, we obtain αel ∈ Ikl = IIkl−1. Notice that (αuk)el = αeluekl ∈ Skl, Iue ⊂ S1,
and Ikl−1ue(kl−1) ⊂ Skl−1. Hence α∗el ∈ I∗E , which proves the claim. From the claim we
obtain grade I∗E > 0.
Since the leading form x∗ of x in R′ ⊗R E is a generic element for I∗E , it then follows that
x∗ is regular on R′ ⊗R E . Therefore u−1, xue is a regular sequence on R′ ⊗R S. We conclude
that (u−1)e = t−1, xt is a regular sequence on R′ ⊗R A because R′ ⊗R A is a direct summand
of R′ ⊗R S. In particular, xt is a regular element on R′ ⊗R (A/t−1A).
(d) Since the ring E is Noetherian, it has only finitely many minimal prime ideals, say
Q1, . . . ,Qs. Notice that Q1, . . . ,Qs are all homogeneous. Let E/Qi denote the integral closure
of E/Qi in its quotient field for each i = 1, . . . , s. Since E is reduced, the integral closure
E equals E/Q1 × · · · × E/Qs. By [24, 4.10.5 and 2.3.6], the integral closures E/Qi are Krull
domains and are graded by 1e Z≥0. In particular, E is graded by 1e Z≥0. 
Here is the vanishing theorem that will be used in the next section.
Theorem 1.2. Let R be a Noetherian, locally equidimensional, universally catenary ring such
that Rred is locally analytically unramified. Let I be a proper R–ideal with ht(I) > 0, A =
R[It, t−1] the extended Rees ring of I, and A the integral closure of A in R[t, t−1]. Let J be
an A–ideal of height at least 3 generated by t−1 and homogenous elements of positive degree.
Then
[
H2J(A)
]
n
= 0 for all n ≤ 0, where [ ]n denotes the degree n component.
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Proof. By localizing, we may assume that Rred is an analytically unramified Noetherian local
ring. Let S = A[u−1], where u is a variable with ue = t and deg u = 1e and e is the least
common multiple of the values of I under its Rees valuations. Denote the integral closure of
S in R[u, u−1] by S. It suffices to show that [H2J(S)]n = 0 for any rational number n ≤ 0
because A is a Veronese subring of S. Let d = dimR. Write E = S/u−1S and let E be the
integral closure of E in its total ring of quotients. Then E is a finitely generated R–algebra and
E is graded by 1e Z≥0 (Lemma 1.1(b),(d)). Some of the technical difficulties in the following
proof stem from the fact that the ring E may be non-Noetherian.
First we show that ht(JF) ≥ 2 for any finitely generated graded R–subalgebra F of E
containing E . Since dim(A/J) ≤ d − 2, we have dim(F/JF) ≤ d − 2. Notice that JF
is a homogeneous ideal and that F is a catenary ring with a unique maximal homogeneous
ideal. Thus it remains to show that F is equidimensional of dimension d. Since F is a
torsion-free E–module and E is Noetherian and reduced (Lemma 1.1(b)), for any minimal
prime ideal Q of F , the ideal q = Q ∩ E is a minimal prime of E . The extension E/q ⊂ F/Q
is integral and the ring E is equidimensional of dimension d (Lemma 1.1(b)). Hence we obtain
dim(F/Q) = dim(E/q) = d, as asserted.
Next we claim that there exists an E–regular sequence of length 2 in JE . The integral
closure E is a direct product of finitely many Krull domains (Lemma 1.1(d)). Recall that
a principal ideal generated by a nonzero element in a Krull domain is a finite intersection
of primary ideals of height 1 ([24, 4.10.3]). Hence by Prime Avoidance it suffices to show
that ht(JE) ≥ 2. Suppose that ht(JE) ≤ 1. In this case, JE has a minimal prime P with
ht(P) = ht(JE) ≤ 1. Since JE is homogeneous, the prime ideal P is homogeneous ([3,
1.5.6(a),(b.i)]). We claim that there exists a homogenous element y ∈ JE such that P is a
minimal prime ideal of yE. If ht(P) = 0, this is obvious. If ht(P) = ht(JE) = 1, then JE is
not contained in any of the finitely many minimal prime ideals of E . As JE is generated by
homogeneous elements of positive degree, it follows that JE contains a homogeneous element
y not contained in any minimal prime of E ([3, 1.5.10]). Hence P is a minimal prime ideal of
yE because ht(P) = 1. Since the ideal J is finitely generated, yEP contains JnEP for some
n. Let Jn = (f1, . . . , fs), where fi are homogeneous. For each i, there exists a homogeneous
element ui ∈ E \ P such that fiui ∈ yE . Write fiui = yai for some homogeneous elements
ai ∈ E . Let F = E [u1, . . . , us, a1, . . . , as, y] and set p = P ∩ F . Then F is a finitely generated
graded R–subalgebra of E containing E . Hence we have ht(JF) ≥ 2 as shown in the preceding
paragraph. On the other hand, for every i, ui ∈ F \ p and y ∈ p. Since fiui ∈ yF , we obtain
fi ∈ yFp for every i. Therefore JnFp is contained in yFp. But yFp is a proper principal ideal
of Fp since y ∈ p, and the ring Fp is Noetherian. Hence ht(JF) ≤ 1, which is a contradiction.
Now we are ready to complete the proof. From the exact sequence of 1e Z–graded modules
0→ S(1e )
u−1−→ S → E → 0 ,
we obtain a long exact sequence
· · · −−−−→ H1J(E) −−−−→ H2J(S(1e ))
u−1−−−−→ H2J(S) −−−−→ · · · .
Suppose that a ∈ [H2J(S)]n = [H2J(S(1e ))]n− 1
e
for some rational number n ≤ 0 and that
a 6= 0. Let l be the smallest non-negative integer such that (u−1)la = 0. Such integer l
exists because u−1 belongs to
√
J , and clearly l > 0 because a 6= 0 . Therefore u−l+1a ∈
ker(· u−1) ∩ [H2J(S(1e ))]n− l
e
and n − le < 0. Now if we show that [ker(· u−1)]m = 0 for all
SPECIALIZATION AND INTEGRAL CLOSURE 7
rational numbers m < 0, then 0 = u−l+1a = (u−1)l−1a, which contradicts the minimality of l.
Hence it suffices to prove that
[
H1J(E)
]
m
= 0 for all rational numbers m < 0.
Since there exists an E–regular sequence of length at least 2 in JE , we get H0J(E) = H1J(E) =
0. The exact sequence 0→ E → E → E/E → 0 yields
0 = H0J(E) −−−−→ H0J(E/E)
∼=−−−−→ H1J(E) −−−−→ H1J(E) = 0 .
Since E is graded by 1e Z≥0, hence so is H0J(E/E) ⊂ E/E and we conclude that
[
H1J(E)
]
m
∼=[
H0J(E/E)
]
m
= 0 for all rational numbers m < 0. 
2. Specialization by generic elements of ideals
We show that the integral closure of any ideal of height at least 2 is compatible with special-
ization by generic elements. When the ideal is a complete intersection, this theorem is proved
in [16, Theorem 1].
Theorem 2.1. Let R be a Noetherian, locally equidimensional, universally catenary ring such
that Rred is locally analytically unramified. Let I = (a1, . . . , an) be an R–ideal of height at
least 2. Let R′ = R[z1, . . . , zn] be a polynomial ring in the variables z1, . . . , zn, I
′ = IR′, and
x =
∑n
i=1ziai. Then I
′/(x) = I ′/(x).
Proof. We may assume that R is a local ring of dimension d and I is a proper ideal. Let A
and B be the extended Rees rings of I ′ and I ′/(x), respectively. Denote R′/(x) by R. Let A
and B be the integral closures of A and B in R′[t, t−1] and R[t, t−1], respectively. Consider
the natural map ϕ : A/xtA −→ B. Let J be the A–ideal (t−1, I ′t), which is generated by t−1
and by linear forms. The ideal J has height at least 3. This holds because the R′–ideal I ′ has
height at least 2 and the ring A is catenary and equidimensional of dimension d + 1 with a
unique maximal homogeneous ideal, which is a maximal ideal.
First we claim that ϕp is an isomorphism for all p /∈ V (J). Suppose t−1 /∈ p. In this case
the claim follows because ϕt−1 factors through the natural isomorphisms(A/xtA)
t−1
∼= At−1/xtAt−1 ∼= R′[t, t−1]/xR′[t, t−1] ∼= R[t, t−1] ∼= Bt−1 .
Suppose I ′t 6⊂ p. We may assume that ant /∈ p. One has
A = R′[I ′t, t−1] = R[z1, . . . , zn][I ′t, t−1] ∼= R[It, t−1][z1, . . . , zn] ,
where R[It, t−1] is the integral closure of R[It, t−1] in R[t, t−1]. Therefore(A/xtA)
ant
∼=
(
R[It, t−1][z1, . . . , zn]/(xt)
)
ant
∼= R[It, t−1]ant[z1, . . . , zn]/
(
n−1∑
i=1
aizit
ant
+ zn
)
∼= R[It, t−1]ant[z1, . . . , zn−1] .
On the other hand, (B)ant ⊂ R[t, t−1]ant and
R[t, t−1]ant
∼=
(
R′[t, t−1]/(x)
)
ant
∼=
(
R′[t, t−1]/(xt)
)
ant
∼=
(
R[t, t−1]ant
)
[z1, . . . , zn−1] .
Now we have
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(A/xtA)
ant
//
∼=

(B)ant 

// R[t, t−1]ant
∼=
(
R[It, t−1]ant
)
[z1, . . . , zn−1]


//
(
R[t, t−1]ant
)
[z1, . . . , zn−1] .
Since
(
R[It, t−1]ant
)
[z1, . . . , zn−1] is integrally closed in
(
R[t, t−1]ant
)
[z1, . . . , zn−1], this proves
the claim.
Denote the kernel and cokernel of ϕ by K and C, respectively. Our goal is to prove that
C1 = 0, which we do by identifying C with a submodule of H
2
J(A)(−1). By the claim above,
we have K = H0J(K) and C = H
0
J(C). Moreover, H
0
J(B) = 0 because J contains the B–
regular element t−1. From the exact sequence 0 → K → A/xtA ϕ−→ Im(ϕ) → 0, we obtain
H iJ(A/xtA) ∼= H iJ(Im(ϕ)) for all i ≥ 1. Then, using the exact sequence 0 → Im(ϕ) → B →
C → 0, we get
0 = H0J(B) −−−−→ H0J(C) −−−−→ H1J(Im(ϕ)) ∼= H1J(A/xtA) .
Therefore C = H0J(C) →֒ H1J(A/xtA).
By Lemma 1.1(c), we have H1J(A) = 0. Hence 0→ xtA→ A → A/xtA → 0 gives the exact
sequence
0 = H1J(A) −−−−→ H1J(A/xtA) −−−−→ H2J(xtA) .
Therefore C →֒ H2J(xtA).
Let L = annA(xt). Notice that xt is a generic element of I
′t. Therefore L = H0I′t(L),
which implies H iI′t(L) = 0 for all i ≥ 1. It follows that H iI′t(Lt−1) = 0 for all i ≥ 1. Since
J = (t−1, I ′t), we have an exact sequence ([2, 8.1.2])
H1I′t(Lt−1) −→ H2J(L) −→ H2I′t(L) −→ H2I′t(Lt−1) −→ H3J(L) −→ H3I′t(L) .
Therefore H2J(L) = H
3
J(L) = 0. The exact sequence 0→ L→ A(−1)
xt−→ xtA→ 0 now yields
an exact sequence
0 = H2J(L) −−−−→ H2J(A(−1)) −−−−→ H2J(xtA) −−−−→ H3J(L) = 0 ,
from which we conclude that Cn →֒
[
H2J(xtA)
]
n
∼= [H2J(A)]n−1. By Theorem 1.2, we have[
H2J(A)
]
n−1
= 0 for all n− 1 ≤ 0. In particular C1 = 0, that is, I ′/(x) = I ′/(x). 
Corollary 2.2. Let R be a Noetherian, locally equidimensional, universally catenary ring such
that Rred is locally analytically unramified. Let I = (a1, . . . , an) be an R–ideal of height at least
2. Let R′ = R[z1, . . . , zn], I
′ = IR′, and x =
∑n
i=1ziai. Then
√
(x) ⊂ I ′.
Proof. Let y ∈ R′ such that ym ∈ (x) for somem. Then (y+(x))m = 0 in R′/(x). In particular,
y + (x) ∈ I ′/(x). Since I ′/(x) = I ′/(x) by Theorem 2.1, we get y ∈ I ′. 
The reader may want to compare the previous corollary to the known result that if R is a
Noetherian reduced ring, I an R–ideal of grade at least 2, and x a generic element for I as
above, then
√
(x) = (x) ([9, Theorem (b)]).
The next corollary is a variation and an immediate consequence of Theorem 2.1. We as-
sume (R,m) is local and we replace the polynomial ring R′ = R[z1, . . . , zn] by its localization
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R′′ = R(z1, . . . , zn) = R[z1, . . . , zn]mR[z1,...,zn]. In this case, the rings R and R
′′ have the same
dimension and the generic element x is part of a minimal generating set of the ideal IR′′.
Corollary 2.3. Let R be a Noetherian, equidimensional, universally catenary local ring such
that Rred is analytically unramified. Let I = (a1, . . . , an) be an R–ideal of height at least 2. Let
R′′ = R(z1, . . . , zn), I
′′ = IR′′, and x =
∑n
i=1ziai. Then I
′′/(x) = I ′′/(x).
So far we have shown that the integral closure of an ideal is preserved by specialization
modulo a generic element. One of the main applications of this result is in proofs using
induction on the height of an ideal. For example, under slightly modified assumptions, it yields
a direct proof of a well-known theorem on integral closures of ideal powers, due independently
to Huneke and Itoh ([11, 4.7], [15, Theorem 1]).
Theorem 2.4. Let R be a Noetherian, locally equidimensional, universally catenary ring such
that Rred is locally analytically unramified. Let I be a complete intersection R–ideal. Then
In+1
⋂
In = IIn for all n ≥ 0 .
Proof. We may assume that R is local and g = ht(I) > 0. Write G =
⊕
n≥0I
n/In+1 for the
associated graded ring of I and let G˜ =
⊕
n≥0I
n/In+1. Consider the exact sequence
0 −−−−→ K −−−−→ G⊗R R/I ϕ−−−−→ G˜ ,
where ϕ is the natural map and K is its kernel. Notice that the degree n component of K is
Kn =
In+1
⋂
In
IIn
. We want to show that K = 0.
We use induction on g. First let g = 1. In this case I is generated by a single regular element
a. Write R for the integral closure of R in its total ring of quotients. Since I = aR ∩ R and
In+1 = an+1R ∩R, we obtain
In+1 ∩ In = an+1R ∩ anR = an (aR ∩R) = IIn .
It follows that K = 0 in this case.
Suppose that g ≥ 2. Let I = (a1, . . . , ag), R′′ = R(z1, . . . , zg), and I ′′ = IR′′. Denote the
associated graded ring of I ′′ by G′′, set G˜′′ =
⊕
n≥0(I
′′)n/(I ′′)n+1, and consider the natural
exact sequence
0 −−−−→ K ′′ −−−−→ G′′ ⊗R′′ R′′/I ′′ ϕ
′′
−−−−→ G˜′′ .
Further we define x =
∑g
i=1 ziai ∈ I ′′, R = R′′/(x), and I = I ′′/(x). We wish to apply the
induction hypothesis to the ideal I of the ring R. Notice that I is a complete intersection ideal
of height g − 1.
We first argue that the condition concerning analytic unramifiedness passes from R to R.
For this part we may assume that R̂ is reduced and it suffices to show that R̂ is reduced as
well. But indeed, R̂ is the completion of the excellent local ring R̂(z1, . . . , zg)/(x), and the
latter ring is reduced because x is a generic element for Î, an ideal of grade at least 2 in the
reduced ring R̂ ([9, Theorem (b)]).
By Corollary 2.3, we have I = I ′′/(x). Let G be the associated graded ring of I. We observe
that G ∼= G′′/(x + (I ′′)2) because x is part of a regular sequence that generates the ideal I ′′.
Moreover, the element x + (I ′′)2 is regular on G˜′′, hence on Im(ϕ′′) (Lemma 1.1(c)). Write
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G˜ =⊕n≥0In/In+1. We obtain the following commutative diagram with exact rows,
0 −−−−→ G ⊗G′′ K ′′ −−−−→ G ⊗G′′ G′′ ⊗R′′ R′′/I ′′ −−−−→ G ⊗G′′ Im(ϕ′′) −−−−→ 0
∼=
y y
0 −−−−→ G ⊗R R/I −−−−→ G˜ ,
where the vertical isomorphism follows from the equality I = I ′′/(x), the exactness of the first
row from the fact that x + (I ′′)2 is regular on Im(ϕ′′), and the exactness of the second row
from the induction hypothesis. We conclude that G ⊗G′′ K ′′ = 0, which gives K ′′ = 0 by the
graded Nakayama Lemma. Therefore K = 0, as asserted. 
3. Modules over two dimensional regular local rings
Notation 3.1. Let (R,m) be a Noetherian local ring and E a finitely generated torsion-free
R–module such that Ep is free for every prime ideal p of R with depth Rp ≤ 1. In this case E
has a rank e, which we assume to be positive ([8, 2.1]). Let U =
∑n
j=1Raj be a submodule
of E so that E/U has grade at least 2, in other words, Up = Ep whenever depth Rp ≤ 1.
This condition is automatically satisfied if U is a reduction of E because in that case E/U is
supported on the non-free locus of E. Let Z = {zij | 1 ≤ i ≤ e − 1, 1 ≤ j ≤ n} be a set of
indeterminates over R. Set
R′′ = R[Z]mR[Z], U
′′ = R′′ ⊗R U, E′′ = R′′ ⊗R E, xi =
n∑
j=1
zijaj , and F =
e−1∑
i=1
R′′xi .
The module F is a free R′′–module of rank e−1 and E′′/F is torsion-free with rank 1, hence
isomorphic to an R′′–ideal ([23, 3.2]). An R′′–ideal I with I ∼= E′′/F is called a generic Bourbaki
ideal of E with respect to U ([23, 3.3]). We refer the reader to [23] for a general discussion of
generic Bourbaki ideals, including the fact that a generic Bourbaki ideal is essentially unique
([23, 3.4]). If E has finite projective dimension, then the ideal I ∼= E′′/F can be chosen to
have grade at least 2 ([23, 3.2]). This ideal is uniquely determined by E and the generators
a1, . . . , an of U ; we will call it a generic Bourbaki ideal of E with respect to U of grade at least
2. If U = E, we simply call it a generic Bourbaki ideal of E of grade at least 2.
Our objective is to study whether a generic Bourbaki ideal of the integral closure E with
respect to E is integrally closed. In this section we consider the case of two-dimensional
regular local rings. We prove that a generic Bourbaki ideal of grade at least 2 of an integrally
closed module is again integrally closed and we express this ideal as a Fitting ideal of the
module. Using these facts, we deduce the known results about integrally closed modules over
two-dimensional regular local rings from the corresponding classical theory for ideals.
Thus let (R,m) be a two-dimensional regular local ring. For an R–ideal I, the order o(I)
of I is defined to be the largest integer r such that I ⊂ mr. Let E be a finitely generated
torsion-free R–module with rank e and write E∗ = HomR(E,R). There is a natural embedding
E ⊂ E∗∗, where E∗∗ is a free module of rank e and E∗∗/E has finite length. One defines the
order o(E) of E to be the order of the zeroth Fitting ideal Fitt0(E
∗∗/E). We recall that for
a presentation Rm
ϕ−→ Rn → M → 0 of a module M , the i-th Fitting ideal Fitti(M) of M is
the R–ideal In−i(ϕ) generated by the (n − i) × (n − i)-minors of ϕ. This ideal only depends
on M and i.
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Suppose that the maximal ideal m is generated by a, b and let S = R
[
m
a
]
. Identifying E∗∗
with Re, which is contained in Se, we let ES denote the S–submodule of Se generated by
E. This module ES is called the transform of E in S. It is isomorphic to E ⊗R S modulo
S–torsion. The R–module E is said to be contracted if E = ES ∩ Re for some choice of a.
Finally, we denote the minimal number of generators of E by ν(E).
We will use these facts about transforms of modules and contracted modules that are proved
in [18]:
Theorem 3.2. Let R be a 2-dimensional regular local ring with maximal ideal m = (a, b) and
let E be a finitely generated torsion-free R–module.
(a) If E is integrally closed, then so is the transform ES in S = R
[
m
a
]
.
(b) If E is integrally closed, then E is contracted.
(c) The module E is contracted if and only if ν(E) = o(E) + rank(E).
Proof. Part (a) is proved in [18, 4.6], part (b) in [18, 4.3], and part (c) in [18, 2.5]. 
Lemma 3.3. Let R be a 2-dimensional regular local ring. Let E be a finitely generated torsion-
free R–module with rank e > 0 and let U be a submodule of E so that E/U has finite length.
Let I ∼= E′′/F be a generic Bourbaki ideal of E with respect to U of grade at least 2. Then
I = Fitt1(E
′′/F ) and this ideal is a reduction of Fitte(E)R
′′.
Proof. We may assume that the residue field of R is infinite. Consider an epimorphism R′′n ։
E′′ and decompose R′′n ∼= F ⊕G, where G is a free R′′–module generated by n− e+1 general
elements of R′′n. Let 0 → R′′n−e ϕ−→ F ⊕ G −→ E′′ → 0 be a presentation of E′′, and let
ψ be the n − e + 1 by n − e submatrix of ϕ consisting of the last rows of ϕ. Then ψ is a
presentation matrix for the module E′′/F ∼= I. Since I is an ideal of projective dimension
at most 1 and grade at least 2, the Hilbert-Burch Theorem gives that I = In−e(ψ). Clearly
Fitt1(E
′′/F ) = In−e(ψ) ⊂ In−e(ϕ) = Fitte(E)R′′.
It remains to prove that In−e(ϕ) is integral over In−e(ψ). Let −∗ denote dualizing into R′′.
We consider the map F ∗⊕G∗ ϕ
∗
−→ (R′′n−e)∗. Its image Im(ϕ∗) has rank n−e as a module over
R′′, a 2-dimensional local ring with infinite residue field. Therefore (n− e) + 2− 1 = n− e+1
general elements of this module generate a reduction ([23, 2.3]). Thus ϕ∗(G∗) is a reduction of
Im(ϕ∗). In other words, the colums of the matrix ϕ∗ are integral over the module generated
by the colums of ψ∗. Now the valuative criterion for integral dependence shows that In−e(ϕ
∗)
is integral over In−e(ψ
∗). Thus indeed In−e(ϕ) is integral over In−e(ψ). 
Lemma 3.4. Let R be a 2-dimensional regular local ring. Let E be a finitely generated torsion-
free R–module with rank e > 0 and let U be a submodule of E so that E/U has finite length.
Let I ∼= E′′/F be a generic Bourbaki ideal of E with respect to U of grade at least 2.
(a) The Fitting ideals Fitt0(E
∗∗/E) and Fitte(E) are equal. Hence o(E) = o(Fitte(E)).
(b) The order of E is equal to the order of I.
(c) If E is contracted, then I is contracted.
Proof. (a) SinceE∗∗ is free and E∗∗/E has projective dimension at most 2, the ideals Fitt0(E
∗∗/E)
and Fitte(E) are isomorphic ([4, 3.1]). But both have grade at least 2, which implies that they
are equal.
(b) One has o(E) = o(Fitte(E)) = o(Fitte(E)R
′′) = o(I). The first equality holds by part (a)
and the second equality is obvious. The third equality follows from Lemma 3.3; indeed, the
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lemma shows that Fitte(E)R
′′ is integral over I, and any ideal of a regular local ring has the
same order as its integral closure because the powers of the maximal ideal are integrally closed.
(c) Suppose E is contracted. Then E′′ is contracted so that ν(E′′) = o(E′′) + e by Theo-
rem 3.2(c). Hence we obtain
ν(I) ≤ o(I) + 1 = o(E′′) + 1 = ν(E′′)− e+ 1 ≤ ν(I),
where the first inequality holds by the Hilbert-Burch Theorem, the first equality follows from
part (b), the second equality is explained above, and the last inequality is obvious from the
isomorphism I ∼= E′′/F . Therefore I is contracted according to Theorem 3.2(c). 
Let R be a 2-dimensional regular local ring with maximal ideal m = (a, b) and write S =
R
[
m
a
]
. Let N be a maximal ideal of S containing mS. Then T = SN is a 2-dimensional regular
local ring and is called a first quadratic transformation of R. For an R–ideal I of grade at least
2, we can write IS = arI♯ for some S–ideal I♯, where r = o(I). We call the localization (I♯)N a
first quadratic transform of I and denote it by I˜. This ideal has grade at least 2 ([24, 14.3.2]).
Let E be a finitely generated torsion-free R–module. We call the module ET = (ES)N the
transform of E in T . The next lemma explains how a generic Bourbaki ideal of grade at least
2 behaves under a first quadratic transformation.
Lemma 3.5. Let (R,m) be a 2-dimensional regular local ring and let T = R
[
m
a
]
N
be a first
quadratic transformation of R. Let E be a finitely generated torsion-free R–module and U a
reduction of E. Let I ⊂ R′′ be a generic Bourbaki ideal of E with respect to U of grade at least
2 and write T ′′ = R′′
[
m
a
]
NR′′[ma ]
. Then the first quadratic transform of I in T ′′ is a generic
Bourbaki ideal of ET with respect to UT of grade at least 2.
Proof. We use the notation of 3.1; in particular, R′′ = R[Z]mR[Z] and I ∼= E′′/F . Notice that
T ′′ = T [Z]NT [Z], the module UT is a reduction of ET , and FT
′′ is a generic (e− 1)-generated
submodule of UT ′′. Therefore E′′T ′′/FT ′′ is a torsion-free T ′′–module of rank 1. There are
surjective homomorphisms of T ′′–modules of rank 1,
E′′T ′′/FT ′′և
(
E′′/F
) ⊗R′′ T ′′։IT ′′.
Since the outer two modules are torsion-free, one obtains an isomorphism E′′T ′′/FT ′′ ∼= IT ′′.
As IT ′′ ∼= I˜ and the latter ideal has grade at least 2, it follows that I˜ is a generic Bourbaki
ideal of ET with respect to UT of grade at least 2. 
Theorem 3.6. Let R be a 2-dimensional regular local ring. Let E be a finitely generated
torsion-free R–module with rank e > 0 and let U be a reduction of E. Then E is integrally
closed if and only if any generic Bourbaki ideal of E with respect to U is integrally closed.
Proof. It will follow from Proposition 4.6 that E is integrally closed if some generic Bourbaki
ideal of E with respect to U is integrally closed. To prove the converse suppose that E is
integrally closed. We may assume that the residue field of R is infinite. We use the notation
of 3.1 and we write n = mR′′ = (a, b) for the maximal ideal of R′′. Furthermore, let I ∼= E′′/F
be a generic Bourbaki ideal of E with respect to U of grade at least 2.
In order to prove that any generic Bourbaki ideal of E with respect to U is integrally
closed, it suffices to show that I is integrally closed ([23, 3.4(a)]). We use induction on the
multiplicity e(I) of I. If e(I) = 0, then I = R′′ and we are done. Suppose e(I) ≥ 1. Since E is
integrally closed, E is contracted according to Theorem 3.2(b). Therefore I is contracted by
Lemma 3.4(c). Hence we have I = IS′′ ∩ R′′ for some S′′ = R′′ [ na]. Since R/m is infinite, we
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may choose a to be a general element of m ([24, 14.2.2]), in particular, a ∈ m and S′′ = R′′[ma ].
As I is contracted from IS′′, it suffices to prove that IS′′ is integrally closed. Write I♯ = 1ar IS
′′,
where r = o(I). We need to show that (I♯)N′′ is integrally closed for every maximal ideal N
′′
containing I♯. Notice that any such N′′ contains m. For simplicity, write T ′′ = S′′N′′ , I˜ = (I
♯)N′′ ,
S = R
[
m
a
]
, N = N′′ ∩ S, and T = SN.
First assume that dimT ≥ 2 = dimT ′′. Since S′′ is a ring of fractions of the polynomial
ring S[Z], it follows that N′′ is extended from N in this case, hence T ′′ = S′′NS′′ . Thus
Lemma 3.5 shows that I˜ is a generic Bourbaki ideal of ET with respect to UT of grade at least
2. The transform ET of the integrally closed module E is again integrally closed according to
Theorem 3.2(a). Moreover, [12, 3.6] gives e(I˜) < e(I). Now our induction hypothesis implies
that I˜ is integrally closed, as asserted.
Next suppose that dimT ≤ 1. We will show that the T ′′–module ET ′′/FT ′′ is cyclic in this
case. Since this module maps onto I˜, it will follow that I˜ is principal, hence integrally closed.
Now, since m ⊂ N, we see that dimT = 1. Thus T is a discrete valuation ring. In particular,
the local map T → T ′′ = T [Z]M is flat with a one-dimensional closed fiber K[Z]MK[Z], where
M is a prime ideal of T [Z] andK stands for the residue field of T . Moreover, the T–module ET
is free of rank e and therefore UT = ET . After changing the generating sequence a1, . . . , an
of the module UT = ET and applying a linear change of variables of the polynomial ring
T [Z], we may assume that a1, . . . , ae form a basis of ET and ae+1 = . . . = an = 0. Thus
Fitt1(ET
′′/FT ′′) = Ie−1(ϕ)T
′′, where ϕ is the e − 1 by e matrix consisting of the first e
columns of the matrix of variables (zij). This ideal has height at least two when extended to
K[Z]MK[Z], a ring of dimension one. We conclude that the extended ideal is the unit ideal and
hence so is Fitt1(ET
′′/FT ′′). Thus the T ′′–module ET ′′/FT ′′ is cyclic, as asserted. 
Corollary 3.7. Let R be a 2-dimensional regular local ring. Let E be a finitely generated
torsion-free R–module with rank e > 0 and let U be a reduction of E. Let I ⊂ R′′ be a
generic Bourbaki ideal of E with respect to U of grade at least 2. If E is integrally closed, then
I = Fitte(E)R
′′ and Fitte(E) is integrally closed.
Proof. The assertion follows from Lemma 3.3 and Theorem 3.6. 
That the ideal Fitte(E) in the corollary above is integrally closed can also be seen from
[18, 5.4] by way of Lemma 3.4(a). The next result about integrally closed modules over 2-
dimensional regular local rings has been proved in [18, 5.2] and [17, 4.1]. Here we deduce it
from the corresponding statements for ideals, using Theorem 3.6.
Corollary 3.8. Let R be a 2-dimensional regular local ring. Let E be a finitely generated
torsion-free R–module. Suppose E is integrally closed. Then
(a) The module E is normal.
(b) E2 = UE for every reduction U of E.
(c) The Rees algebra R(E) is Cohen-Macaulay.
(d) Let G be a finitely generated torsion-free integrally closed R–module. Then EG =
(E ⊗R G)/τ(E ⊗R G) is integrally closed, where τ(−) denotes R–torsion.
Proof. Let U be any reduction of E. By Theorem 3.6, a generic Bourbaki ideal of E with
respect to U of grade at least 2 is integrally closed. Now part (a) follows from [24, 14.4.4] and
[23, 3.5(a)(ii)], part (b) from [19, 5.5] and [23, 3.5(b),(c)], and part (c) from [14, 3.2] and [23,
3.5(a)(i)]. Finally for part (d), notice that (E ⊕ G)2 is integrally closed by part (a). Since
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EG is a direct summand of (E ⊕G)2 = E2 ⊕EG⊕G2, the module EG is integrally closed as
well. 
4. Specialization by generic elements of modules
In this section we are going to show, under fairly general assumptions, that integral closures
of modules are compatible with factoring out generic elements. Some of the proofs here will
rely on the results for 2-dimensional regular local rings that were obtained in the previous
section.
Lemma 4.1. Let R be a Noetherian ring and E a finitely generated torsion-free R–module
having a rank e. Suppose that Ep is free whenever depth Rp ≤ 1. Then there exists an
embedding E ⊂ Re such that (Re/E)p is cyclic whenever depth Rp ≤ 1.
Proof. We write −∗ = HomR(−, R). There is an epimorphism (Rm)∗ ։ E∗, which induces
an embedding E∗∗ →֒ Rm. Since the natural homomorphism E → E∗∗ is injective, we obtain
an exact sequence 0 → E → Rm → C → 0. For every prime ideal p with depth Rp ≤ 1, the
Rp–modules Ep and E
∗
p are free of rank e, hence Cp is free of rank m − e. By basic element
theory there exists a basis α1, . . . , αm of R
m such that for the R–modules G ⊂ F generated by
the images in C of α1, . . . , αm−e−1 and of α1, . . . , αm−e, the R–module C/F has rank 0 and
(C/G)p ∼= Rp whenever depth Rp ≤ 1 ([20, 1.1]). In particular, F is a free R–module of rank
m− e. Thus we obtain the following commutative diagram with exact rows and columns,
0 0y y
0 −−−−→ F −−−−→ F −−−−→ 0y y y
0 −−−−→ E −−−−→ Rm −−−−→ C −−−−→ 0 .
Since F is a free direct summand of Rm of rank m − e, the Snake Lemma yields an exact
sequence 0→ E → Re → C/F → 0. For any prime ideal p with depth Rp ≤ 1, we have
ν((Re/E)p) = ν((C/F )p) ≤ ν((C/G)p) = 1 .

Let R be a Noetherian ring and E a finitely generated R–module having a rank. Recall that
E is said to be of linear type if the natural map from the symmetric algebra S(E) onto the
Rees algebra R(E) is an isomorphism, or equivalently, if S(E) is R–torsion-free.
Lemma 4.2. Let R be a Noetherian ring and let E =
∑n
i=1Rai be an R–module having a rank
e ≥ 2. Let E ⊂ Re be an embedding such that ν((Re/E)p) ≤ e − 1 whenever depth Rp ≤ 1.
Let R′ = R[z1, . . . , zn], E
′ = R′ ⊗R E, and x =
∑n
i=1ziai. Then R
′e/R′x is of linear type.
Proof. The embedding E ⊂ Re and the chosen generators a1, . . . , an of E induce an exact
sequence Rn
ψ−→ Re → Re/E → 0. Notice that grade I1(ψ) ≥ 2 because ν((Re/E)p) ≤ e − 1
for every p ∈ Spec(R) with depth Rp ≤ 1. Consider the column vector Φ = ψ
 z1...
zn
. Since
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grade I1(Φ) ≥ 1 we have an exact sequence 0→ R′ Φ−→ R′e −→ R′e/R′x→ 0. As R′e/R′x has
projective dimension at most 1, in order to prove that this module is of linear type, it suffices
to show that grade I1(Φ) ≥ 2 ([1, Proposition 4]).
Suppose there exists a prime ideal P ∈ Spec(R′) containing I1(Φ) such that depth R′P ≤ 1.
Let p = P ∩ R. We have depth Rp ≤ 1. Then since grade I1(ψ) ≥ 2, we get I1(ψ)p = Rp.
After elementary row and column operations on the matrix ψp and a linear change of variables
of the polynomial ring Rp[z1, . . . , zn], we may assume that
ψp =

1 0 · · · 0
0 b22 · · · b2n
0
... · · · ...
0 be2 · · · ben
 and ΦP =

z1
b22z2 + · · · + b2nzn
...
be2z2 + · · · + benzn
 .
Since E = Im(ψ) has rank e ≥ 2, we have grade I2(ψ) ≥ 1. Therefore the ideal
(b22z2 + · · · + b2nzn, . . . , be2z2 + · · ·+ benzn)
in Rp[z2, . . . , zn] has grade at least 1. It follows that the R
′
P–ideal I1(ΦP) has grade at least
2, which is impossible since this ideal is contained in PR′P and depth R
′
P ≤ 1. 
Lemma 4.2 and the next Theorem 4.3 require an embedding E ⊂ Re such that ν((Re/E)p) ≤
e − 1 for any p ∈ Spec(R) with depth Rp ≤ 1. Such an embedding exists by Lemma 4.1 if
e ≥ 2 and the assumptions of the lemma are satisfied. Now we are ready to prove the module
analogue of Theorem 2.1.
Theorem 4.3. Let R be a Noetherian, locally equidimensional, universally catenary ring such
that Rred is locally analytically unramified. Let E =
∑n
i=1Rai be an R–module having a rank
e ≥ 2. Let E ⊂ Re be an embedding such that ν((Re/E)p) ≤ e − 1 whenever depth Rp ≤ 1.
Let R′ = R[z1, . . . , zn], E
′ = R′ ⊗R E, and x =
∑n
i=1ziai. Let E
′ and E′/R′x
R′e/R′x
denote
the integral closure of E′ in R′e and that of E′/R′x in R′e/R′x. Then
E′/R′x
R′e/R′x
= E′/R′x .
Proof. We may assume that (R,m) is a local ring of dimension d. The embedding E ⊂ Re
identifies E with a set of linear forms in the polynomial ring S = S(Re) = R[t1, . . . , te]. Let
I be the S–ideal generated by E. The symmetric algebra S(Re/E) of Re/E is S/I, and from
[13, 2.6] we obtain
ht(I) = d+ e− dim(S(Re/E)) = min
p∈Spec(R)
{ e+ ht(p)− ν((Re/E)p) } .
For any p ∈ Spec(R), we have
e+ ht(p)− ν((Re/E)p) ≥

ht(p) ≥ 2 if ht(p) ≥ 2
ht(p) + 1 = 2 if ht(p) = 1
e ≥ 2 if ht(p) = 0 .
Therefore the S–ideal I generated by E has height at least 2. Let S′ = S[z1, . . . , zn], I
′ = IS′,
and x =
∑n
i=1 ziai. We have I
′/(x) = I ′/(x) ⊂ S′/(x) by Theorem 2.1. The theorem applies
because Sred is locally analytically unramified; in fact, since I is a homogeneous ideal, it suffices
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that the localization (Sred)(m,t1,...,te) is analytically unramified; but the completion of this ring
is R̂red[[t1, . . . , te]], which is reduced.
The embedding E′ ⊂ R′e defines the Rees algebra R(E′) as a subalgebra of the polynomial
ring S′ = S(R′e) = R′[t1, . . . , te]. Notice that I ′ is the S′ ideal generated by E′. By [10, 1.2],
we have E′ =
[
I ′
]
1
. Therefore we obtain[
I ′/(x)
]
1
=
[
I ′/(x)
]
1
= E′/R′x ⊂ E′/R′xR
′e/R′x ⊂ R′e/R′x .
It remains to show that E′/R′x
R′e/R′x ⊂
[
I ′/(x)
]
1
. Since the module R′e/R′x is of linear
type (Lemma 4.2), we have
R(R′e/R′x) ∼= S(R′e/R′x) Φ−→ S′/(x) ,
where Φ is the natural map induced by the identity on R′e/R′x. Let u ∈ E′/R′xR
′e/R′x ⊂
R′e/R′x. Then there is an equation in R(R′e/R′x) of the form
um + a1u
m−1 + · · ·+ am = 0, ai ∈ (E′/R′x)i.
Applying Φ to this equation, it converts into an equation of integrality of u ∈ S′/(x) over the
ideal I ′/(x). Therefore we obtain u ∈
[
I ′/(x)
]
1
. 
In the remainder of this section, we are going to strengthen Theorem 4.3 under more stringent
hypotheses, in that we replace E′/R′x
R′e/R′x
by E′/R′x, the integral closure of E′/R′x in a
free module of the same rank. Recall that this integral closure does not depend on the choice
of embedding into a free module (of arbitrary rank even) if the ring is normal.
Theorem 4.4. Let R be a Noetherian, universally catenary, normal ring that is locally ana-
lytically unramified. Let E =
∑n
i=1Rai be a torsion-free R–module having a rank e ≥ 2. Let
R′ = R[z1, . . . , zn], E
′ = R′ ⊗R E, and x =
∑n
i=1 ziai. Suppose that for every p ∈ Spec(R)
with depth Rp ≤ 2 either Ep has a nontrivial free direct summand or Rp is regular. Then the
R′–module E′/R′x is torsion-free and E′/R′x = E′/R′x.
Proof. By Lemma 4.1, there exists an embedding E →֒ Re such that ν((Re/E)p) ≤ e − 1
whenever depth Rp ≤ 1. By Lemma 4.2, R′e/R′x is a torsion-free module of rank e − 1.
Therefore E′/R′x is torsion-free and there exists an embedding R′e/R′x →֒ R′e−1. Consider
the following diagram,
E′/R′x 

//
 r
$$■
■■
■■
■■
■■
R′e/R′x 

// R′e−1
E′/R′x 

//
,

::tttttttttt
E′/R′x .
,

::✉✉✉✉✉✉✉✉✉
Let E denote E′/R′x. By Theorem 4.3, we have
E = E ∩ (R′e/R′x) .
Therefore we obtain
E/E ⊂ R′e−1/(R′e/R′x) .
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Since the projective dimension of R′e−1/(R′e/R′x) is at most 2, we have depth R′P ≤ 2 for
every associated prime P ∈ AssR′(E/E). Hence it suffices to show that EP is integrally closed
for every prime ideal P with depth R′P ≤ 2. Let p = P ∩R.
We first notice that we may replace the generating sequence a1, . . . , an of Ep by any other
generating sequence of the same length. Indeed, any two such sequences are related by an
invertible matrix with entries in Rp and the inverse of such a matrix defines a linear change of
variables of the polynomial ring Rp[z1, . . . , zn].
Now suppose that depth Rp ≤ 1. Then Ep is free and we may choose a1, . . . , ae to be a basis
and ae+1 = . . . = an = 0. The freeness also gives Ep = Ep. If z1, . . . , ze are not all in P, then
EP =
(
E′/R′x
)
P
=
(
R′Pa1 ⊕ · · · ⊕R′Pae
)
/R′P(z1a1 + · · ·+ zeae) ∼=
(
R′P
)e−1
.
Thus EP is free in this case, hence integrally closed. Otherwise, since e ≥ 2 and depth R′P ≤ 2,
we conclude that e = 2 and (z1, z2)R
′
P = PR
′
P. Therefore
EP =
(
R′Pa1 ⊕R′Pa2
)
/R′P(z1a1 + z2a2)
∼= (z1, z2)R′P ,
which is the maximal ideal. Hence again EP is integrally closed.
Next consider the case depth Rp = 2. We have depth R
′
P ≤ 2 = depth Rp. Since R′ is a
polynomial ring over R, we see that P = pR′, hence R′P = Rp(z1, . . . , zn). Now suppose Ep
has a nontrivial free summand. In this case we may assume that a1 = (1, 0) in Rp ⊕ L = Ep
and that a2, . . . , an generate L. Since z1 is a unit in R
′
P, we obtain
EP =
(
R′P ⊕R′P ⊗Rp L
)
/R′P(z1, z2a2 + · · ·+ znan) ∼= R′P ⊗Rp L .
Therefore EP is integrally closed. Next suppose Rp is regular, necessarily of dimension 2.
In this case R′P = Rp(z1, . . . , zn) is a 2-dimensional regular local ring as well. Since R
′
P =
Rp(z1, . . . , zn), it follows that a generic Bourbaki ideal of EP with respect to (E
′/R′x)P is also
a generic Bourbaki ideal of Ep with respect to Ep. Applying Theorem 3.6 twice, now shows
that EP is integrally closed, as asserted. 
Corollary 4.5. Let R be a Noetherian, universally catenary, normal local ring that is analyti-
cally unramified. Let E be a finitely generated torsion-free R–module with rank e > 0. Suppose
that for every p ∈ Spec(R) with depth Rp ≤ 2 either Ep has a free direct summand of rank
e−1 or Rp is regular. Then a generic Bourbaki ideal of E with respect to E is integrally closed.
Proof. We may assume that e ≥ 2. Let E = ∑ni=1Rai, R′′ = R(z1, . . . , zn), E′′ = R′′ ⊗R E,
and x =
∑n
i=1 ziai. By Theorem 4.4, E
′′/R′′x is torsion-free. Let P ∈ Spec(R′′) such that
depth R′′P ≤ 2. Once we show that either (E′′/R′′x)P has a free summand of rank e − 2 or
R′′P is regular, then the assertion of the corollary follows from Theorem 4.4 and induction on
e. Let p = P ∩ R. By assumption either Ep has a free summand of rank e − 1 or Rp is
regular. It is clear that R′′P is regular if Rp is regular. Moreover, Rp is regular if depth Rp ≤ 1.
Hence we may assume that depth Rp = 2 and Ep has a free summand of rank e− 1. We write
Ep = Rp ⊕ L, where L has a free summand of rank e − 2. Now the argument of the previous
proof shows that (E′′/R′′x)P ∼= R′′P ⊗Rp L, which has a free summand of rank e− 2. 
Under suitable hypotheses, the previous theorem and corollary say that if a module is
integrally closed then the specialization by a generic element of a reduction is integrally closed
and so is the generic Bourbaki ideal with respect to a reduction. We finish by proving the
converse in a very general setting.
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Proposition 4.6. Let R be a Noetherian normal local ring and let E be a finitely generated
torsion-free R–module with rank e ≥ 2. Let U = ∑ni=1Rai be a reduction of E. Let R′′ =
R(z1, . . . , zn), E
′′ = R′′⊗RE, and x =
∑n
i=1ziai. The R
′′–module E′′/R′′x is torsion-free, and
if this module is integrally closed, then E is integrally closed.
Proof. By Lemma 4.1, there exists an embedding E ⊂ Re such that ν((Re/E)p) ≤ e− 1 when-
ever depth Rp ≤ 1. This embedding induces an embedding U ⊂ Re such that ν((Re/U)p) ≤
e − 1 whenever depth Rp ≤ 1 because Up = Ep. It follows from Lemma 4.2 that R′′e/R′′x
is torsion-free of rank e − 1. Hence there are embeddings E′′/R′′x ⊂ R′′e/R′′x ⊂ R′′e−1, by
which we obtain E′′/R′′x ⊂ E′′/R′′x ⊂ E′′/R′′x ⊂ R′′e−1. Hence if E′′/R′′x = E′′/R′′x, then
E′′ = E′′ and therefore E = E. 
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