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A USE OF GEOMETRIC CALCULUS TO REDUCE BEREZIN
INTEGRAL TO THE LIMIT OF A RIEMANN SUM
ROMAN SVERDLOV
Abstract. Berezin integration of functions of anticommuting Grassmann vari-
ables is usually seen as a formal operation, sometimes even defined via differ-
entiation. Using the formalism of geometric algebra and geometric calculus in
which the Grassmann numbers are endowed with a second associative product
coming from a Clifford algebra structure, we show how Berezin integrals can
be realized in the high dimensional limit as integrals in the sense of geometric
calculus. We then show how the concepts of spinors and superspace transform
into this framework.
1. Introduction
Berezin integration of functions of noncommuting variables is usually defined
formally. The behavior of this operator is determined by general properties one
wishes it to have. For example, it should be translation invariant
(1)
∫
dθf(θ + η) =
∫
dθf(θ)
where f is a function of the anticommuting variable θ and η is an anticommuting
constant. This in particular implies
(2)
∫
dθ(θ + η) =
∫
dθθ
and therefore
(3)
∫
dθη = 0
which, in light of the fact that η is a constant, implies
(4)
∫
dθ = 0
Since θ ∧ θ = 0 a general analytic function is f(θ) = a+ bθ so since the integral of
a constant is zero, the only way to avoid all integrals being zero is to make integral
of θ non-zero. The standard normalization convention is
(5)
∫
dθθ = 1 .
It follows that the Berezin integral behaves like a differential operator. In particular,
for a Grassmann variable θ and complex numbers a and b, one has
(6)
∫
dθ(a+ bθ) = b
This paper had begun as a joint project with Thomas Scanlon to put the ideas of the author’s
preprints [9] and [10] on a firm mathematical basis. The author thanks Scanlon for his ideas and
help in the preparation of this paper .
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This implies a strange change of variables formula for integrals of exponentials.
Since θ ∧ θ = 0, for any complex number k we have the finite Taylor expansion
(7) ekθ =
∞∑
n=0
1
n!
knθn = 1 + kθ
so that
(8)
∫
dθekθ = k
rather than 1k as one might expect.
The differential nature of the Berezin integral is sometimes taken as its definition.
For a function f(θ) of the anticommuting variable θ we write ∂f∂θ for the right
derivative defined by the rule that
(9) f(θ + η) = f(θ) +
∂f
∂θ
η + o(|η|)
where η is a small Grassmann-valued increment to θ. Then the Berezin integral
may be expressed as a derivative
(10)
∫
dθf(θ) =
df
dθ
Berezin integration plays a central role in theories of path integration in quantum
field theory [7, Section 9.5], the theories of supersymmetry [4, Part 2] and even
statistical mechanics [47, 48], but the warning appears throughout the literature
that this operator is merely formal and should not (even, cannot) be regarded as a
genuine integral.
There have, however, been some attempts to relate Berezin integrals to what we
are familiar with in calculus. A lot of it is based on proving theorems within more
familiar contexts, and then extrapolating them to Berezin integrals [41, 42, 43, 44]
which might still leave one wondering whether Berezin integrals can be reduced to
Riemann sum in an explicit way, without appeals to extrapolation. One attempt
to do so was carried out by Jeffrey Rabin [1]. He proposed to model it as a contour
integral. However, he ran into a few problems that he acknowledged in that paper.
For one thing, the product of anticommutting numbers, despite being commutting,
θ3(θ1θ2) = (θ1θ2)θ3 is not real: (θ1θ2)
2 = 0. So, in order for the integral to
be real, despite θdθ looking like a product, he claimed that Berezin integral and
corresponding Riemann integral are not the same: rather, the former is some type
of projection of the latter. The other problem that he encounterd is the one with
normalization, where he merely postulated that the normalization is 1. In this paper
we propose to make those two steps more natural in the following way. We appeal
to the idea of geometric calculus (see [5, 6] for an introduction) that combines two
distinct products (Clifford algebra and anticommuting product) into a single space.
In this framework, Clifford product would allow us to do the kind of projection that
Jeffrey Rabin was looking for. In particular, the Clifford product is used between
“infinitesimal” and “finite” parts of the integral, while the wedge product is used
within the finite part. We then use the geometric calculus versio of divergence
theorem [5, 6] to prove the relation between Berezin integral and a derivative. As
far as normalization, we don’t view it as convention but, instead, we view it as
a consequence of a specific domain of integration and its measure. In particular,
the integrals we assume to be 1 will no longer be 1 over rescaled domain. This,
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in particular, explains why the integral of ekθ is k, despite the fact that scaling
properties would seem to suggest otherwise (see Eq 36). While the work of Jeffrey
Rabin is focused on contour integration, this paper is instead focused on integrals
over closed surfaces (Section 3.1) and directed volume (Section 3.7). Nevertheless,
as hinted earlier, the concept can be applied to the contour integration as well
and, indeed, the author of this paper wrote a separate paper that is focused on the
contour integrals [39].
Our comparison between Berezin integrals and these integrals of geometric cal-
culus is made through this fundamental theorem. We introduce the notation and
conventions we require in the body of this paper, but let us express the main theo-
rem here. Let e1, e2, e3, . . . be a standard sequence of generators for the Grassmann
numbers.
Our main theorem is as follows.
Theorem 1.1. If f(θ1, . . . , θn) is an analytic function of the anticommuting vari-
ables θ1, . . . , θn and for each natural number D, XD ⊆ (
⊕D
i=1 Rei)
n is a region of
volume 1D having a smooth boundary ∂XD, then
∫ Ber
dθ1 · · · dθnf(θ1, . . . , θn) = lim
D→∞
∫
∂XD
dθ1∗· · ·∗dθn∗f = lim
D→∞
∫
∂XD
(dθ1∧· · ·∧dθn)∗f =
(11) = lim
D→∞
∫
dµDθ1 ∗ · · · ∗ dµDθn ∗ f = lim
D→∞
∫
(dµDθ1 ∧ · · · ∧ dµDθn) ∗ f
The integral on the left of the first line is the Berezin integral. The other two
integrals on the first line are the directed integrals in the sense of geometric calculus
(see Section 3.1). In the integral on the middle of the first line the product between
differentials is Clifford and for the integral at the right of the first line the product
between differentials is anticommutting wedge product. The integrals on the second
line are volume integrals where volume measure, µD, has a direction (see Section
3.7) and, again, two different products are used in the infinitesimal parts in those
two integrals.
As one can see from the above theorem, we are trying to compare and contrast
different ways of introducing Riemann sums, instead of focusing on just one ap-
proach. Our two main approaches are surface integrals (Sections 3.1 – 3.4) and
directed volume integral (Sec 3.7). The approaches introduced in 3.5 and 3.6 are
not in line with the rest of the paper and can be skipped. In Section 4 the Grass-
mann numbers are extended to include complex numbers as well as spinors, and it
was shown how the expected symmetries can be accommodated in the context of
our model. Then in Section 5 it was shown how the superspace can be constructed
within our model.
In both of those sections we separately used volume integrals (Sections 4.2 and
5.2) and surface integrals ( Sections 4.3 and 5.3). As it turns out, surface integration
leads to the integration over a higher dimensional torus-like shape, while volume
integration remains an integral over the full space. Volume integral is the only one
that respects the symmetry transformations and, in this sense, it is preferable. On
the other hand, in volume integrals we had to attach direction to volume elements
which is a bit unusual, and that is what motivated us to introduce surface integrals
since direction attached to area elements is something we are more used to. Due to
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those pros and cons, we chose to have both kinds of integrals and leave it up to the
reader to choose between them. In any case, the actual superspace is the full vector
space – not the torus, and its definition (sec 5.1) remains the same regardless of
the integrals we choose. Our choice is whether to integrate over the full superspace
(volume case) or its subset (surface case).
Finally, in Section 6.1 we briefly describe how supermathematics can be extended
to include non-analytic functions within the framework of the models we introduce
and how some of those non-analytic functions can be integrated. Then, in Section
6.2 we explore how non-analytic functions can be used in some of the physics models
that the author of the current paper is working on.
2. Some background information
2.1. Notation and conventions. In this section we establish our notation and
conventions. The reader may wish to consult [8, 45] for an introduction to the
theory of supermanifolds and [6, 3, 5] for introductions to the theory of geometric
algebra. As the notation is not uniform in the literature, we must make some
choices.
For a natural number D, let
(12) VD =
D⊕
i=1
Rei
where ei are unit vectors, under the norm that will be defined in terms of Clifford
algebra (not to be confused with Grassmann product) described below. We will
work with variables θ ranging over VD. Such variable may be decomposed with
respect to the standard basis of VD as
(13) θ =
D∑
i=1
xiei
where the variables xi are real valued. Thus, if we have a function f : VD → VD
which we may see as a function of the variable θ, we may also regard f as a function
of the D variables x1, . . . , xD.
From VD we may form the Grassmann algebra GD as the exterior algebra of VD:
(14) GD = Λ∗(VD)
There is a second associative product on GD coming from the Clifford algebra
C(VD, 〈 , 〉) generated by VD with the standard inner product defined by
(15) 〈ei, ej〉 = δi,j
There is a standard isomorphism of vector spaces between GD = Λ∗(VD) and
C(VD, 〈 , 〉) from which by transport of structure we may regard GD as having
the Clifford product, ∗, as well as the usual wedge product. These products are
related.
For a1, . . . , an ∈ VD, we have
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(16) a1 ∧ · · · ∧ an = 1
n!
∑
σ∈Sym(n)
sgn(σ)aσ(1) ∗ · · · ∗ aσ(n)
Similarly, we can define a symmetric product as
(17) 〈a1 · · · an〉 = 1
n!
∑
σ∈Sym(n)
aσ(1) ∗ · · · ∗ aσ(n)
which, in particular, means
(18) 〈a, b〉 = 1
2
(a ∗ b+ b ∗ a)
Combining these identities, we have
(19) a ∗ b = a ∧ b+ 〈a, b〉
For D ≤ D′ there is a natural inclusion VD →֒ VD′ which induces an inclusion
GD →֒ GD′ which is compatible with the Grassmann, Clifford and inner products.
While we do not specifically use it ourselves, the direct limit G := lim−→D→∞ GD may
be seen as the algebra of all Grassmann numbers.
2.2. Notational remarks regarding product signs. It is important to note
that the notation of the Clifford product is different in different papers, including
the papers by the same author. This is due to the fact that, within the conventional
context of Berezin integral, there is only one type of product, anticommuting one,
which is written as θ1θ2 without wedge. On the other hand, in the context of
geometric calculus, the notation θ1θ2 is reserved for Clifford product. In earlier
arXiv versions of the current paper, the author was using the dot-product, θ1 · θ2,
for Clifford product; but, as it turns out, this notation is used for the commuting
inner product in geometric calculus (the product that the author of the current
paper denotes by 〈θ1|θ2〉). In light of those things, it seems most convenient to
use θ1 ∗ θ2 for Clifford product; but, unfortunately, when the author of the current
paper wrote earlier papers he was unaware of the above issues and used θ1 ∗ θ2 as
a notation for a general product – which can be either Clifford or wedge. But now
that we are made aware of those other papers, we propose to change notation and
use θ1 ∗ θ2 strictly for Clifford product. On the other hand, for the situation where
a product can be either Clifford or wedge we will write θ1θ2. This convention is
still not perfect, since θ1θ2 was used in the other ways as described earlier, but this
is what we choose to stick to in this paper.
2.3. Some saddle differences between variable vectors and basis vectors.
It is important to stress that, while θi are variables (in particular, general vectors),
ei are constants (in particular, unit vectors with pre-assigned directions). This,
in particular, means that we can only integrate with respect to θi-s, but not with
respect to ei-s. This is an important contrast to the conventional superanalysis
where θi were used both as variables and as basis vectors at the same time. On the
other hand, in multivariable calculus, there is a clear distinction between vector
variables, ~v1, ~v2, · · · and basis vectors, eˆ1, eˆ2, · · · . One of the main goals of this
paper is to bring superanalysis closer to multivariable calculus, and this includes
drawing a fundamental distinction between θk and ek. In multivariable calculus
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there is, indeed, such a thing as change of variables: for example, one can change
variables between ~v1, ~v2, · · · and variables ~u1, ~u2, · · · ; but the letters e are never
used for variables, since they are already been reserved for basis vectors. Similarly,
in our case, we can change variables from θ1, θ2, · · · to θ′1, θ′2, · · · , or we can change
them from η1, η2, · · · and ξ1, ξ2, · · · ; but we would never use ei to denote them since
this notation is reserved for constant unit vectors.
This difference between conventional superanalysis (where θ-s and e-s are put
on the same level) and our version of it (where they aren’t) is connected to the
other areas we are proposing to reinterpret. In conventional superanalysis, θk is
not viewed as an element of a set but, instead, it is viewed as a symbol (this, in
turn, is connected to the fact that Berezin integral is viewed as symbolic operation
as opposed to limit of a Riemann sum). Consequently, a polynomial is identified
with an n-tuple,
(20) (a1, · · · , an) = a1θ1 + · · ·+ anθn
and, within this context, it logically follows that θ1, · · · , θn are basis vectors. On
the other hand, in the approach we are proposing, we would like to view θ as a
literal element of a set – namely, a vector – so that its values are distinguishable
from each other. Consequently,
(21) fa1···an(θ1, · · · , θn) = a1θ1 + · · ·+ anθn
is no longer an n-tuple but, instead, it is a literal function on a literal set. Of
course, we might say that the set of linear functions could be generated by the
basis functions {f1, f2, · · · },
(22) fi(θ1, · · · , θn) = θi
but fi is distinct from θi; in particular, f1 is a single function, while θ1 is a variable
that can take different values distinguishable from each other. In order to define the
set of values θ1 can take, we need to define a space VD which, in turn, is generated
by basis vectors e1, · · · , eD; as any basis vectors, they are not subject to change, in
sharp contrast to θk.
Another source of this difference can be seen in the way we treat the expression
(23) θ = X1e1 + · · ·+XDeD
where e1, · · · , eD are anticommuting while X1, · · · , XD are commuting. Conven-
tionally, one would be inclined to assume that e1, · · · , eD are variables whileX1, · · · , XD
are constants; we propose to do the opposite: we view X1, · · · , XD as variables
and e1, · · · , eD as constants. This difference in views is due to the fact that, if
X1, · · · , XD are to be variables, one would expect to express the integral over anti-
commuting variable θ in terms of the integrals over commuting variablesX1, · · · , XD
which, conventionally, is unthinkable. But, in the context of this paper, our goal is
to be able to do just that. In particular, we define directed volume dµθ, as
(24) dµθ =
X1e1 + · · ·+XDeD√
X21 + · · ·+X2D
µ
(√
X21 + · · ·+X2D
)
dX1 · · · dXD
and then express Berezin integral as
(25)
∫
f(θ) ∗ dµθ =
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=
∫
f(x1e1+ · · ·+xDeD) ∗ X1e1 + · · ·+XDeD√
X21 + · · ·+X2D
µ
(√
X21 + · · ·+X2D
)
dX1 · · · dXD
This allows for X1, · · · , XD to take upon the role of variables, which would allow
for e1, · · · , eD to be unambiguously constants. In particular, in contrast to conven-
tionanl superanalysis, we can integrate over X1, · · · , XD, but we can not integrate
over e1, · · · , eD.
As stated before, we do have such a thing as change in variables where both
sets of variables are anticommuting. For example, we can express the value of a
Grassmann variable ξ, in terms of different bases, {e1, · · · , eD} and {e′1, · · · , e′D}
(26) ξ =
D∑
k=1
Xkek =
D∑
k=1
X ′ke
′
k , X
′
k =
D∑
l=1
MklXl , e
′
k =
D∑
l=1
(M−1)klel
or we can define a new variables, θ′1, · · · , θ′n, as a linear combinations of the old
ones, θ1, · · · , θn:
(27) θ′k =
n∑
l=1
Aklθl ⇐⇒
D∑
j=1
X ′kjej =
n∑
l=1
(
Akl
D∑
j=1
Xljej
)
⇐⇒ X ′kj =
n∑
l=1
AklXlj
This, however, doesn’t change what we said a bit earlier. In the above expressions,
{ek} and {e′k} are anticommuting constants, {Xkl} and X ′kl are commuting vari-
ables, while ξ, {θk} and {θ′k} are anticommuting variables. As a rule, letter e is
reserved for anticommuting constants; letters θ, η and ξ are reserved for anticom-
muting variables; the last letters of the latin alphabet are referring to commuting
variables, and the first letters in latin alphabet are referring to commuting con-
stants.
3. Integration
In this section we consider various integration theories and then show how to
interpret the Berezin integral as a genuine geometric integral.
3.1. Single integrals over the closed surface. In the theory of directed integrals
in the sense of geometric calculus (see [6, Chapter 7] or [3, Chapter 4]), we may
make sense of integrals of G-valued functions on manifolds embedded in VD. For
us, the most important result in this theory is its version of the divergence theorem
(see [3, Equation 6.150]).
We take M ⊆ VD to be an open region with smooth boundary ∂M and f : M →
C(VD, 〈, 〉) a smooth function. We define
(28) ∇ · f =
D∑
k=1
ek
∂f
∂xk
We then have
(29)
∫
M
∇ · f |dX | =
∫
∂M
n ∗ f |dS|
where n is a unit normal vector (where its norm, which happens to be 1, is
defined with respect to Clifford product) that is normal to ∂M pointing outward
and nf is the Clifford product between that vector and f . While the above equation
is written in the notation of geometric calculus, for our purposes, we would like to
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denote the variables of integration by dθ. Notably, the integral on the left hand side
is a volume integral while the integral on the right hand side is a surface integral.
Thus, dθ changes its meaning depending on whether the integral is being taken
over the surface or over the volume. In neither case dθ is a scalar. If the integral
is taken over the surface, then dθ is an infinitesimal VD-valued element, and if it
is being taken over a volume, then it is infinitesimal V DD -valued element. However,
|dθ| is an infinitesimal scalar: in one case it is a scalar area element, in the other
case it is a scalar volume element. With this new notation, we rewrite the above
equation as
(30)
∫
M
∇ · f |dθ| =
∫
∂M
n ∗ f |dθ|
For such a function f we define the average directional derivative by
(31)
〈
df
dθ
〉
=
1
D
D∑
i=1
ei ∗ ∂f
∂xk
=
1
D
∇ · f
From the definition we have
(32)
〈
dθ
dθ
〉
=
1
D
D∑
i=1
ei ∗ ∂θ
∂xi
=
1
D
D∑
i=1
ei ∗ ei = 1
D
D = 1
Let us define
(33)
〈
df
dθ
〉
M
=
1
vol(M)
∫
M
|dθ|
〈
df
dθ
〉
,
where dθ is D-volume element with values in V DD and |dθ| is a real-valued volume
element defined in terms of a norm of dθ where norm is defined in terms of Clifford
product. Then we obtain
(34)
∫
∂M
dθ ∗ f(θ) =
∫
M
|dθ|∇ · f =
∫
M
|dθ|D
〈
df
dθ
〉
=
= D vol(M)
1
vol(M)
∫
M
|dθ|
〈
df
dθ
〉
= D vol(M)
〈
df
dθ
〉
M
where dθ changes its meaning depending on the domain of integration: in case of
the surface interal over ∂M it refers to a VD-valued area element ndS, whereas
in case of integration over M it refers to V DD -valued volume element. If we take
vol(M) = 1D , then Equation 34 reduces to
(35)
∫
∂M
dθ ∗ f(θ) =
〈
df
dθ
〉
M
For analytic functions f , the expression
〈
df
dθ
〉
M
matches the Berezin integral of
f .
With this we complete the proof of Theorem 1.1 in the case where n = 1 and f
is analytic.
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It is noteworthy that the condition vol(M) = 1D is the reason why the usual
reparametrization properties do not apply: the scaled region kM no longer meets
that condition. Thus, we get
(36)
∫
∂M
ekθ ∗ dθ = 1
kD−1
∫
∂(kM)
eθ ∗ dθ = 1
kD−1
kD = k
The coefficient 1kD−1 is what we would expect for a surface integral, but the coeffi-
cient kD is due to the fact that kM does not meet the volume condition, so instead
of 1 we have kD, and as a result the region that does meet the volume condition
produce an integral of k, as expected.
3.2. Sign convention for multiple integrals. Before we proceed with multiple
integrals, it is important to make a note of sign convention we will be using. Most
books, including [7], use the sign convention
(37)
∫
dθ1dθ2θ1θ2 = +1
(38)
∫
dθ1dθ2θ2θ1 = −1
(where we have skipped ∗ and ∧ because the books in question aren’t using it). On
the other hand, the book [2, page 20] uses a different convention; namely,
(39)
∫
dθ1dθ2θ1θ2 = −1
(40)
∫
dθ1dθ2θ2θ1 = +1
Even though the former convention is more commonly used, we regard the latter
convention as more logical:
(41)
∫
dθ1dθ2θ2θ1 =
∫ (
dθ1
(∫
dθ2θ2
)
θ1
)
=
∫
(dθ11θ1) =
∫
dθ1θ1 = 1
and, for that reason, in this paper we will stick with the latter sign convention.
3.3. Equivalence between different types of multiple integrals over the
closed surface. As one sees in Equation 11 multiple integrals come in two different
forms, one in which the product between the differentials is the Clifford product
and a second in which the product between the differentials is the usual wedge
product. On the one hand, from the point of view of iterated integrals, the Clifford
product is more appealing and, on the other hand, from the point of view of area
elements the Grassmann product is more appealing. The main result of this section
is that for analytic integrands, it is not necessary for us to choose between these
two forms since the integrals are equal.
As in Section 3.1, we take M ⊆ VD an open region with finite volume and a
smooth boundary ∂M .
Theorem 3.1. Let f(θ1, . . . , θn) be an analytic function of the noncommuting vari-
ables θ1, . . . , θn we have the equalities
∫
∂(M)n
(dθ1 ∧ . . . ∧ dθn) ∗ f(θ1, . . . , θn) =
∫
∂(M)n
dθ1 ∗ . . . ∗ dθn ∗ f(θ1, . . . , θn) =
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(42) =
∫
∂(M)
(
dθ1 ∗
∫
∂(M)
(
dθ2 ∗
(
· · · ∗
∫
∂(M)
dθn ∗ f(θ1, . . . , θn)
)
· · ·
))
Proof. We start by computing the integrals with respect to Clifford products of
differentials.
Before doing so, we need to extend our notation for average directional deriva-
tives to the situation of functions of several variables. If g(θ1, . . . , θn) is a function
of n noncommuting variables and 1 ≤ k ≤ n, then we write
〈
∂θkg
〉
for the average
directional derivative of g regarded as a function of θk alone.
Consider the case of F (θ1, θ2) a function of two variables.
Note that∫
∂M×∂M
dθ1∗dθ2∗F (θ1, θ2) =
∫
∂M
(
dθ1∗
∫
∂M
dθ2∗F (θ1, θ2)
)
= vol(M)D
〈
∂θ1
∫
∂M
dθ2∗F (θ1, θ2)
〉
M
(43)
= (vol(M)D)2
〈
∂θ1
〈
∂θ2F (θ1, θ2)
〉
M
〉
M
= (vol(M)D)2
〈
∂θ1∂θ2F (θ1, θ2)
〉
M×M
By proceeding in the same way n times for F (θ1, . . . , θn) a function of n variables,
we obtain
(44)
∫
dθ1 ∗ . . . ∗ dθn ∗ F (θ1, . . . , θn) = (vol(M)D)n〈∂θ1 . . . ∂θnF (θ1, . . . , θn)〉Mn
We shall now compare this calculation the result of computing the integral with
respect to wedge products of the differentials.
Recall our formula for computing wedge products from Clifford products.
(45) a1 ∧ . . . ∧ an = 1
n!
∑
σ
sgn(σ)aσ(1) ∗ . . . ∗ aσ(n)
From this we obtain the following identity.∫
(dθ1∧. . .∧dθn)∗F (θ1, . . . , θn) = (vol(M)D)
n
n!
∑
σ
(
sgn(σ)
∫
dθσ(1)∗. . .∗dθσ(n)∗F (θ1, . . . , θn)
)
=
(46) =
(vol(M)D)n
n!
∑
σ
(
sgn(σ)〈∂θσ(1) . . . ∂θσ(n)F 〉Mn
)
Thus, from Equations 44 and 46, we see that to establish this theorem, we need
to show that the two kinds of derivative expressions are equal. That is, we must
prove the following identity.
(47)
〈∂θ1 . . . ∂θnF (θ1, . . . , θn)〉Mn =
1
n!
∑
σ
sgn(σ)〈∂θσ(1) . . . ∂θσ(n)F (θ1, . . . , θn)〉Mn
We proceed now to show that Equation 47 holds.
To do so we need to make use of the fact that F is analytic, that is, it may be
expressed as a power series in ∧-monomials of the the variables θ1, . . . , θn. Since
these variables anticommute, for each θk and integer p ≥ 2 we have θpk = 0 if the
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power is defined in terms of wedge-product. Thus, to say that F is analytic is to
say we may write
F (θ1, . . . , θn) =
n∑
l=0
∑
1≤j1<···<jℓ≤n
cj1,...,jℓθj1 ∧ · · · ∧ θjℓ
for suitable constants cj1,...,jℓ .
Since the expressions on each side of Equation 47 are linear, it suffices to consider
the case that F is a basic monomial of the form θj1 ∧ · · · ∧ θjℓ with 1 ≤ j1 < · · · <
jℓ ≤ n. Note that if ℓ < n, then for some k the variable θk does not appear in
F but on each side of Equation 47 we apply the operator ∂k. Thus, in this case,
Equation 47 reverts to the tautology 0 = 0.
Otherwise, F is fully antisymmetric in the sense that for any permutation σ of
{1, . . . , n} we have
F (θσ(1), . . . , θσ(n)) = sgn(σ)F (θ1, . . . , θn)
provided that F is a monomial. Since in Equation 47 we are averaging on each
side of the equality and because each of the θk is averaged over the same region,
we may freely permute them. Thus, we obtain for any permutation σ of {1, . . . , n}
the following equality.
(48) 〈∂θσ(1) . . . ∂θσ(n)F (θ1, . . . , θn)〉Mn = 〈∂θ1 . . . ∂θnF (θσ−1(1), . . . , θσ−1(n))〉Mn
Therefore,∑
σ
sgn(σ)〈∂θσ(1) . . . ∂θσ(n)F (θ1, . . . , θn)〉Mn =
∑
σ
sgn(σ)〈∂θ1 . . . ∂θnF (θσ−1(1), . . . , θσ−1(n))〉Mn
(49) =
∑
σ
sgn(σ)2〈∂θ1 . . . ∂θnF (θ1, . . . , θn)〉Mn = n!〈∂θ1 . . . ∂θnF (θ1, . . . , θn)〉Mn
where we used the fact that sgn(σ) = sgn(σ−1) for the second equality, we replaced
σ−1 with σ for the fourth term since summing over all σ is the same as summing
over all σ−1, and used the fact that F is fully antisymmetric for the fourth equality.
With this case established, we have completed the proof of Equation 47 and thereby
the proof of this theorem. 
3.4. Emergence of Berezin multiple integrals from surface integrals as
D →∞. Now that we have shown the equivalence between the two types of multiple
integrals, let us use Equation 44 to evaluate their common value. Once again, our
only concern is with analytic function, or, in other words, multilinear functions of
the noncommuting variables θ!, . . . , θn. Using the multilinearity and Equation 44,
we see that it suffices to carry out the calculation of
∫
dθ1 ∗ · · · ∗dθn ∗ (θ1∧· · ·∧θn).
We compute:〈
∂θ1 · · · ∂θnθ1 ∧ · · · ∧ θn
〉
=
1
Dn
D∑
ℓ1=1,...,ℓn=1
eℓ1 ∗ · · · ∗ eℓn ∗ (eℓ1 ∧ · · · ∧ eℓn)
=
1
Dn
D∑
ℓ1=1,...,ℓn=1,ℓj 6=ℓk for j 6= k
eℓ1 ∗ · · · ∗ eℓn ∗ (eℓ1 ∧ · · · ∧ℓn)
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=
1
Dn
∑
σ∈Sn
∑
1≤ℓ1<···<ℓn≤D
sgn(σ)eℓ1 ∗ · · · ∗ eℓn ∗ (sgn(σ)eℓ1 ∧ · · · ∧ eℓn)
=
n!
Dn
∑
1≤1≤ℓ1<···<ℓn≤D
eℓ1 ∗ · · · ∗ eℓn ∗ eℓ1 ∗ · · · ∗ eℓn
=
n!
Dn
(
D
n
)
(−1)n+1 = (−1)n+1
∏n−1
j=0 (D − j)
Dn
Using this calculation and specializing Equation 44 to the case of F = θ1∧· · ·∧θn,
we conclude that for any choice of a region of integration M ⊆ VD we have the
following.
(50)
∫
∂Mn
dθ1∗· · · d∗θn∗(θ1∧· · ·∧θn) = (vol(M)D)n
〈
∂θ1 · · · ∂θnθ1∧· · ·∧θn
〉
Mn
= (vol(M)D)n(−1)n+1
∏n−1
j=0 (D − j)
Dn
= (−1)n+1 vol(M)n
n−1∏
j=0
(D − j)
Thus, if we take M ⊆ VD to have vol(M) = 1D , and let D tend to infinity, we
obtain the following.
(51) lim
D→∞,vol(M)= 1D
∫
∂Mn
dθ1 ∗ · · · ∗ dθn ∗ (θ1 ∧ · · · ∧ θn) = (−1)n+1
With the sign conventions of [2], this limit matches the formal computations of
iterated Berezin integrals.
3.5. Minimalist (D = n) approach. In Section 3.4, we realized iterated Berezin
integrals as high dimensional limits of geometric integrals. Intuitively, the purpose
of moving to these high dimensional spaces was to ensure that n randomly selected
vectors be statistically orthogonal. If we were willing to simply enforce orthogo-
nality by suitably restricting the domain of integration, then we may also see the
Berezin integrals as geometric integrals.
For this to work, we still need D ≥ n, but the computation may be completed
with D = n. We constrain θk to the line segment
Mk := {rek : −1
2
≤ r ≤ 1
2
}
so that now the boundary of Mk is the set
∂Mk = {−1
2
ek,
1
2
ek} .
We compute immediately that∫
∂Mk
dθk = −ek + ek = 0
and ∫
∂Mk
dθk ∗ θk = (−ek) ∗ −ek
2
+ ek ∗ ek
2
= 1
Working with multiple integrals, we compute
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∫
∂M1×...×∂Mn
(dθ1 ∧ . . . ∧ dθn) ∗ (θ1 ∧ . . . ∧ θn)
=
2∑
s1=1
. . .
2∑
sn=1
(((−1)s1e1)∧. . .∧((−1)snen))∗
((
(−1)s1
2
e1
)
∧. . .∧
(
(−1)sn
2
en
))
=
(52) =
2∑
s1=1
. . .
2∑
sn=1
1
2n
e1 ∗ · · · ∗ en ∗ e1 · · · ∗ en = 2n 1
2n
(−1)n+1 = (−1)n+1
More generally, for f(θ1, . . . , θn) an analytic function of the noncommuting vari-
ables θ1, . . . , θn, using multilinearity and the fact that our constraints enforce or-
thogonality so that dθ1 · · · dθn = dθ1 ∧ · · · ∧ dθn, we see that
∫
∂M1×···×∂Mn
dθ1∗· · ·∗dθ1∗f(θ1, . . . , θn) =
∫
∂M1×···×∂Mn
(dθ1∧· · ·∧dθ1)∗f(θ1, . . . , θn) =
(53) =
∫ Ber
dθ1 · · · dθnf(θ1, . . . , θn)
3.6. Enforcing orthogonality with intermediate values of D > n. In the
previous section we saw that, if we set a constraint that the vectors are orthogonal,
we no longer have to set D to infinity and, in fact, D = n can suffice. However,
if there are other reasons for which we want D to be larger than n, this is also
allowed. For example, if we wish for θ to have continuous spectrum, we would set
D = 2n. That would result in any given variable θk being confinded to a curve
Ck, which would be “1-dimensional hypersurface”. Its “area element” would be the
length, yet it would be perpendicular to the direction of a curve. This, of course, is
rather odd. A situation that would have looked a lot more usual would of been if
instead of having one-dimensional hypersurface embedded in 2-dimensional space
we had 2-dimensional hypersurface embedded into 3 dimensional space. For that,
we would have to setD = 3n and confine θk to a closed surface in (3k−2, 3k−1, 3k)-
hyperplane that encloses the volume 1/3. And, finally, we for the sake of generality,
we may leave D ≥ n, or D ≥ 2n or D ≥ 3n undefined via having greater or equal
signs rather than equal signs.
3.7. Directed volume measure. One problem that the above approaches have is
the one of rotational invariance. One can show that if θ1 and θ2 are both confined
to D− 1 dimensional hypersurface then (θ1 + θ2)/
√
2 would span a D-dimensional
region, which would put it into a different footing from θ1 and θ2. If we take
minimalist approach, then θ1 and θ2 would each take two values, while (θ1+θ2)/
√
2
would take four values, which again puts it in a different footing. We propose to
resolve this issue by saying that each θ1 and θ2 spans D dimensional space rather
than D − 1, which would put it on the same footing as θ1 + θ2. In case of area
element, a crucial point was that it is vector-valued. Thus, we need the volume
element to be vector-valued as well. In particular, we define a function µ : VD 7→ R
and then define volume element to be
(54) dµθ =
θ
|θ|µ(θ)dV
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From this we obtain
(55)
∫
dµθ =
∫
θ
|θ|µ(θ)dV
(56)
∫
θ ∗ dµθ =
∫
θ ∗ θ
|θ| µ(θ)dV =
∫ |θ|2
|θ| µ(θ)dV =
∫
|θ|µ(θ)dV
If, in particular, we make µ symmetric,
(57) µ(θ) = µ(|θ|)
then from rotational symmetry
(58)
∫
dµθ =
∫
θ
|θ|µ(|θ|)dV = 0
and, if we denote the area of the unit sphere in D dimensions by aD, we get
(59)
∫
θ ∗ dµθ =
∫
|θ|µ(|θ|)dV = aD
∫ ∞
0
rDµ(r)dr
The above can be made 1 by normalizing µ in the following way:
(60) µ(r) =
µ0(r)
aD
∫∞
0 r
Dµ0(r)dr
As it turns out, if ρ is symmetric, there is a relation between volume integral and
surface integral. First of all, we can split volume integral into the surface integrals
by confining each θk to its own sphere of radius rk, evaluating the surface integral,
and then taking the integral of our answer over all possible r1, · · · , rn:
(61)
∫
(dρθ1 · · · dρθn) ∗ f(θ1, · · · , θn) =
=
∫ (
dr1 · · · drnρ(r1) · · · ρ(rn)
∫
S(r1)×···×S(rn)
(dθ1 · · · dθn) ∗ f(θ1, · · · , θn)
)
where we skipped product sings in dθ1 · · · dθn to designate that this reasoning will
go through regardless of which product sign is inserted. We then note that∫
S(r1)×···×S(rn)
(dθ1 · · · dθn) ∗ f(θ1, · · · , θn) =
(62) = rD−11 · · · rD−1n
∫
S(1)×···×S(1)
(dθ1 · · · dθn) ∗ f(r1θ1, · · · , rnθn)
If we assume f is analytic with respect to ∧-product, then the only term of f that
won’t drop out of the integral would be the one proportional to θ1 ∧ · · · ∧ θn which
would provide an extra coefficient of r1 · · · rn, leading to
(63) (r1 · · · rn)(rD−11 · · · rD−1n ) = rD1 · · · rDn
Thus,
(64)
∫
S(r1)×···×S(rn)
(dθ1 · · · dθn) ∗ f(θ1, · · · θn) =
= rD1 · · · rDn
∫
S(1)×···×S(1)
(dθ1 · · · dθn) ∗ (θ1 ∧ · · · ∧ θn)
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By substituting this into Eq 61, we obtain
(65)
∫
(dρθ1 · · · dρθn) ∗ f(θ1, · · · , θn) =
∫ (
dr1 · · · drnρ(r1) · · · ρ(rn)rD1 · · · rDn
∫
S(1)×···×S(1)
(dθ1 · · · dθn)∗f(θ1∧· · ·∧θn)
)
=
=
(∫
dr1 · · · drnρ(r1) · · · ρ(rn)rD1 · · · rDn
)(∫
S(1)∧···∧S(1)
(dθ1∧· · ·∧θn)f(θ1, · · · , θn)
)
=
=
(∫
drρ(r)rD
)n(∫
S(1)∧···∧S(1)
(dθ1 ∧ · · · ∧ θn)
)
=
This result implies that the equations for surface integrals can be carried over for
volume integrals. For example, from Eq 50 for a surface integral, we obtain the
volume integral expression∫
dµθ1 ∗ . . . ∗ dµθn ∗ (θ1 ∧ . . . ∧ θn) =
(66) =
∫
(dµθ1 ∧ . . . ∧ dµθn) ∗ (θ1 ∧ . . . ∧ θn) = (−1)n+1
∏n−1
j=0 (D − j)
Dn
∫
dµθ ∗ θ
which also becomes 1, provided we normalize µ via Eq 60 and take limit of D →∞.
Let us see which choices of µ would result in the rotational invariance. Consider
n variables θ1, . . . , θn, each living in the same space VD (thus, there are total of nD
real coordinates). Consider the change of variables
(67) θ′i =
n∑
j=1
Aijθj
The criteria for rotational invariance can be stated as follows:
(68) Rotational Invariance⇐⇒ dµθ′1 ∧ . . . ∧ dµθ′n = (detA)dµθ1 ∧ . . . ∧ dµθn
Now, the left and right hand side of the above evaluate to
(69) LHS = dµθ
′
1 ∧ . . . ∧ dµθ′n =
n∏
i=1
θ′i
|θ′i|
µ(|θ′i|) = (detA)
n∏
i=1
θi
|θ′i|
µ(|θ′i|)
(70) RHS = (detA)dµθ1 ∧ . . . ∧ dµθn = (detA)
n∏
i=1
θi
|θi|µ(|θi|)
From this, we have
(71) Rotational Invariance⇐⇒
n∏
i=1
µ(|θ′i|)
|θ′i|
=
n∏
i=1
µ(|θi|)
|θi|
That is being satisfied by
(72)
µ(|θ|)
|θ| = kDe
−α|θ|2/2
which corresponds to
(73) dµθ = kDθe
−α|θ|2/2dV
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where the product sign after θ was skipped in light of the fact that e−α|θ|
2/2 is a
real number. To find coefficient kD, we compute the integral of θ ∗ dµθ and then
find the value of kD that would set it to 1:
(74)
∫
θ∗dµθ = kD
∫
|θ|2e−α|θ|2/2dV = kD
D∑
i=1
∫
x2i e
−α2 (x
2
1+···+x
2
D)dx1 · · · dxD =
= kD
D∑
i=1
(∫
x2i e
−αx2i/2dxi
)(∏
j 6=i
∫
e−αx
2
j/2dxj
)
=
=
kD
α1+
D
2
D∑
i=1
(∫
y2i e
−y2i /2dyi
)(∏
j 6=i
∫
e−y
2
j/2dyj
)
=
=
kD
α1+
D
2
D∑
i=1
(
√
2π)(
√
2π)D−1 =
kD
α1+
D
2
D∑
i=1
(2π)D/2 =
kDD(2π)
D/2
α1+
D
2
If we set the above integral to 1, we get
(75) kD =
α1+
D
2
D(2π)D/2
It should be noted, however, that the above was done for the measure dµθ1 ∧ . . . ∧
dµθn, as opposed to dµθ1 . . . dµθn. In the latter case, we simply point to the fact
proven earlier that integration with respect to either measure gives the same result
due to the fact that the difference between two measures integrates to zero.
4. Complex Grassmann numbers and spinors
4.1. Complex conjugation and Clifford product. One important question
about complex spinors that needs to be addressed is that complex conjugation
operation seems to violate SU(2) symmetry. For example, a spin in +y and −y
directions can be expressed in terms of the basis of spins in +z and −z direction as
(1/
√
2, i/
√
2) and (1/
√
2,−i/√2), respectively. If we agree that complex conjugate
of spin in +z and −z direction are pointing in the same direction as themselves,
then we would have to conclude that complex conjugates of spins in +y and −y
directions point to the opposite directions to themselves. We propose to resolve this
issue by proposing multiple complex conjugations,that are related to each other by
symmetries. We do that by defining complex conjugation in an axiomatic way and
then showing that, given any specific conjugation relation that satisfy those axioms,
there is a way of defining new conjugation relations that satisfy those axioms as
well. If we like, we could then define real and imaginary parts based on those con-
jugation relations, and that would simply imply that there are multiple definitions
of real and imaginary parts, as well.
We propose to do this in the following way. First, we claim that D is even and
VD (and, by extension, GD) is a complex vector space rather than real. This, in
itself, does not require the definition of complex conjugation: we simply claim that
there is addition and multiplication by complex numbers (without conjugation) that
satisfies familiar set of axioms. Since we have assumed that D is even, we can break
VD into two parts, UD/2 and WD/2, which we will later interpret as spin +z and
spin −z:
(76) VD = UD/2 ⊕WD/2
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thus, the whole space G can be expressed as
(77) GD =
⊕
k,l
UkD/2 ∧W lD/2
where
(78) UkD/2 ∧W lD/2 = {u1 ∧ · · · ∧ uk ∧ w1 ∧ · · · ∧ wl|∀a, b(ua ∈ UD/2, wl ∈WD/2}
and we define a projection operation
(79) πUD/2WD/2;mn
(∑
k,l
gkl
)
= gmn , gkl ∈ UkD/2 ∧W lD/2
We then say that g 7→ gC is a conjugation operation on GD if
a) It satisfies familiar axioms of C∗-algebras
b) For any z ∈ C, zC = z∗
c) For any θ ∈ VD, θC ∈ VD.
For any conjugation operation C and any α ∈ R and β ∈ R, we define a new
conjugation operation CUD/2WD/2;α,β as
(80) g
CUD/2WD/2;α,β =
∑
k,l
ei(kα+lβ)
(
πUD/2WD/2;kl(g)
)C
One can check that if C satisfies the axioms of conjugation operation, so does
CUD/2WD/2;α,β. Furthermore, one can check that
(81) C = (CUD/2WD/2;α,β)UD/2WD/2;−α,−β
which shows that the two operations are equivalent. However, there is still one
way in which they aren’t quite as equivalent yet: if the Clifford product of e1
with itself is 1, then Clifford product of eiαe1 with itself is e
2iα. We address this
question by claiming that, just like there are multiple definitions of conjugation
relation, there are also multiple definitions of Clifford product. Furthermore, there
is a correspondence between Clifford product ∗ and conjugation relation C∗
(82) ∗ ↔ C∗
that satisfies the property
(83) ∀θ ∈ VD
(
(θ ∗ θ ∈ R)⇔ (θC∗ = θ)
)
We will use the same trick for ∗ as we used for C in such a way that the diagram
would close. For any relation ∗ we define a new relation ∗UD/2WD/2;α,β in the
following way:
(84) g1 ∗UD/2WD/2;α,β g2 =
∑
k,l
e−i(αk+βl)πUD/2k(g1)πWD/2l(g2)
where
(85) πUD/2n
(∑
k,l
gkl
)
= gn0 , gkl ∈ UkD/2 ∧W lD/2
(86) πWD/2n
(∑
k,l
gkl
)
= g0n , gkl ∈ UkD/2 ∧W lD/2
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The other direction of the argument is this. If we have a Clifford algebra C and
some non-matching Clifford product ∗, one can come up with a matching Clifford
product ∗C on VD defined as
(87) θ1 ∗C θ2 = θ1 + θ
C
1
2
∗ θ2 + θ
C
2
2
− θ1 − θ
C
1
2i
∗ θ2 − θ
C
2
2i
=
θ1 ∗ θ2 + θC1 ∗ θC2
2
and then extend it from VD to GD. Conversely, if one knows Clifford product ∗
and some non-matching conjugation relation C, one can come up with matching
conjugation relation C∗ given by
(88) θC∗ =
|θ ∗ θ|
θ ∗ θ θ
One can show that the combination of Eq 84 and 88 would produce the same result
as a combination of Eq 80 and 87; in other words, the diagram closes. Also, either
of those routs would imply that if the old (C, ∗) are compatible then the new (C, ∗)
would be compatible as well.
Let us now go back to the question of spins. We address this question by saying
that the original (C, ∗) is designed for spin +z and spin −z, and then we use α = 0,
β = π/2 in order to find (C, ∗) designed for spin +y and spin −y. Of course, we
could have went in the opposite direction if instead of starting from UD/2 andWD/2
we were to start from U ′D/2 and W
′
D/2 defined as
(89) U ′D/2 = {θ + iI(θ)|θ ∈ UD/2}
(90) V ′D/2 = {θ − iI(θ)|θ ∈ UD/2}
for some agreed upon isomorphism I : UD/2 7→ VD/2. A series of exercizes for the
reader will show that all those transformations are consistent.
Despite the fact that there are different definitions of Clifford algebra, we would
like to have a consistent definition of norm. We will do so by introducing a tensor
hαβ and defining a product between spinors to be
(91) η ∗ ξ = hαβ(ηα)C ∗ ξβ
Thus, hαβ for Clifford product is analogous to ǫαβ for wedge product,
(92) η ∧ ξ = ǫαβηα ∧ ξβ
with two differences: one difference is that h is symmetric and ǫ is antisymmetric,
(93) h11 = h22 = 1 , h12 = h21 = 0
(94) ǫ12 = ǫ21 = 1 , ǫ11 = ǫ22 = 0
and the other difference is that Eq 91 has complex conjugation and Eq 92 does not.
This difference is needed for the following reason: if the rules for both products were
the same, then the combination of two different metrics would single out “preferred
frame”, which we don’t want. But if we have complex conjugation, we can no longer
use that system of equation to find a preferred frame since the complex conjugation
itself is frame dependent, which makes the whole thing circular.
A USE OF GEOMETRIC CALCULUS TO REDUCE BEREZIN INTEGRAL TO THE LIMIT OF A RIEMANN SUM19
4.2. Ingegration with respect to directed volume. Now that we defined the
complex conjugation operation, let us talk about the integration. We would like to
address two questions:
1) How can one separate θ and θ in path integral if, whenever we fix θ, the value
of θ becomes fixed as well?
2) How is it possible to obtain conventional answers
(95)
∫
θ ∗ dθ =
∫
θ ∗ dθ = 1
(96)
∫
θ ∗ dθ =
∫
θ ∗ dθ = 0
if the following calculations seem to suggest the opposite:
(97)
∫
θ ∗ dθ =
∫
θ1 + iθ2√
2
∗ dθ1 + idθ2√
2
=
=
1
2
(∫
θ1∗dθ1−
∫
θ2∗dθ2+i
∫
θ1∗dθ2+i
∫
θ2∗dθ1
)
=
1
2
(1−1+i∗0+i∗0) = 0
(98)
∫
θ ∗ dθ =
∫
θ1 − iθ2√
2
∗ dθ1 + idθ2√
2
=
=
1
2
(∫
θ1∗dθ1+
∫
θ2∗dθ2+i
∫
θ1∗dθ2−i
∫
θ2∗dθ1
)
=
1
2
(1+1+i∗0−i∗0) = 1
In order to answer the first question, we will distinguish between θC and θ: while
θC is, indeed, a function of θ, the variable θ is completely independent of θ; thus,
(99) θC 6= θ
This is also confirmed by the fact that η has undotted indixes, ηα, while η has
dotted indexes, ηα˙ which again suggests they are totall separate variables. On the
first glance, this might lead one to ask a question what about the Dirac Lagrangian
(100) L = ψ ∧ (ihµ∂µ +m)ψ
If ψ is totally separate from ψ, does it mean that the former is non-propagating?
The answer is no. Indeed, let us go ahead and replace ψ with ξ. The new Lagrangian
(101) L = ξ ∧ (ihµ∂µ +m)ψ
would lead to an action
(102) S =
∫
Ld4x =
∫
d4k(hµkµ +m)ξ˜(−k)ψ˜(k)
where ξ˜ and ψ˜ are Fourier transforms of ξ and ψ, respectively. Since this action
treats ξ and ψ on the same grounds; so if ψ is propagating, so is ξ, despite the fact
that different letters were used.
The reason for the notation (ψ, ψ) instead of (ξ, ψ) is that the change of coordi-
nate θ 7→ cθ+ η is coupled to the change of coordinate θ 7→ c∗θ+ η. This, however,
does not imply any relation between the value of θ and a value of θ. For example,
in case of rotation on a plane, there is a relation between the way x changes and
the way y changes, yet there is no relation between the value x takes and the value
y takes at a given point. The notation θ just serves the purpose of a reminder of a
spacific way in which the changes of coordinates are coupled to each other.
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Once it is established that θ is a completely separate variable from θ, it immedi-
ately makes sense why Eq 96 returns 0. The fact that (θ, θ) transforms in the way
described above does not interfere with this:
(θ′, θ
′
) = (cθ + η, c∗θ + η∗) =⇒
(103) =⇒
∫
θ′ ∗ dθ′ =
∫
(cθ + η) ∗ (c∗dθ) = cc∗
∫
θ ∗ dθ + ηc∗
∫
dθ = 0 + 0 = 0
However, dealing with Eq 95 is a bit tougher since, in this case, we clearly do
have the same variable under finite and infinitesimal part of any given integral. In
order to address this issue, we remind ourselves that the complete way of writing
differential is dµθ rather than dθ. We then introduce a new measure µ
C defined as
(104) µC(θ) = µ(θC)
and write
(105)
∫
θ ∗ dµC θ =
∫
θ ∗ dµθC =
∫
ηC ∗ dµη =
∫
θC ∗ dµθ
where on the second equal sign we used η = θC and on the third equal sign we
renamed the variables. Similarly,
(106)
∫
θC ∗ dµCθ =
∫
θC ∗ dµθC =
∫
η ∗ dµη =
∫
θ ∗ dµθ
Then we perform the same calculations we did at Eq 97 and 98 while replacing
“wrong” notation θ with “correct” notation θC and obtain
(107)
∫
θC ∗ dµθ = 1
(108)
∫
θ ∗ dµθ = 0
which, on the first glance, looks backward. But then we replace dµ with dµC and
then Eq 105 and 106 tell us
(109)
∫
θ ∗ dµCθ = 1
(110)
∫
θC ∗ dµCθ = 0
which looks like what we expect if we identify dθ with dµCθ as opposed to dµθ.
Incidentally, in a hypothetical scenario if we were to identify θ with θC , the above
could have been the other explanation of Eq 96; but since there are other reasons
that prevent us from identifying θ with θC (see earlier discussion) this point is
irrelevant.
Let us now discuss the measure. We assume that spinor has a “real” components
(where by “real” in quotes we mean Grassmann version of real as contrasted with
Grassmann version of complex). This, in itself, implies two possibilities. One
possibility is that the spinor had a/2 “complex” components, and in this case a has
to be even; the other possibility is that the spinor was “real” to begin with, and
had a components; in this case, a can be either even or odd. THe case of a = 1
corresponds to a single Grassmann number, the case of a = 2 corresponds to its
complexified version, the case of a = 4 corresponds to either complex 2-spinor or
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real 4-spinor, and the case of a = 8 corresponds to a complex 4-spinor. Therefore,
in d = 4 case, the typical situation is a ∈ {1, 2, 4, 8}. In other dimensions, a takes
other values. We typically have a iterated integrals. Each integral has a measure
given byD-dimensional volume times a unit vector – and a vector is a rank-1 object,
an element of VD. Therefore, the measure of a iterated integrals is aD dimensional
volume times rank-a object, that is, an element of V aD. This is not to be confused
with tensor since a tensor is a product of a distinct co-vectors whereas in our case
we have a product of a distinct vectors.
4.3. Surface integration. So far, for a single Grassmann number, we have defined
the integral both in terms of surface area and in terms of directed volume. In
previous section we generalized directed volume integral to a spinor. Let us now
generalize surface area integral to a spinor. For a single Grassmann number, we
integrate over D dimensional space in case of directed volume integral and we
integrate over D− 1 dimensional space in case of surface integral. Therefore, for a
spinor with a “real” components, we integrate over aD dimensional space in case
of directed volume integral and we integrate over aD− a dimensional space in case
of surface integral. In a = 1 case, we claim that D− 1 dimensional surface is closed
and we obtain the integral that we want by saying that the volume of the space
enclosed by the surface is 1/D. In case of a ≥ 2 this is not as simple since we can
no longer speak of the region enclosed by that surface. Let us see, therefore, what
geometric constructions we can have.
The first thing that comes to mind is to take a product of D − 1 dimensional
surfaces. If we assume that each of them is topologically equivalent to D − 1
sphere, then the product of a different spaces of those kind would be topologically
equivalent to (a;D − 1)-torus. In order for this to work, we would have to define
hyperplanes
(111) Pb =
{ D∑
k=1
xD(b−1)+keD(b−1)+k
}
so that
(112) VaD =
a⊕
b=1
Pb
if the spinors are “real” and
(113) VaD =
a⊕
b=1
i(1−(−1)
b)/2Pb
if they are “complex”. Then, inside each Pb we can define a closed region
(114) Mb ⊂ Pb , V ol(Mb) = 1
D
and then we can define our torus to be
(115) T =
a⊕
b=1
∂PbMb
where the boundary ∂PbMb is well defined because it is taken with respect to a
hyperplane Pb as opposed to the full space VaD.
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One bothersome thing about this approach is that it singles out a preferred
coordinate system. One way to make oneself feel better about it is to point out
that we can make similar construction with respect to rotated coordinates. Thus,
we have uncountably large set of tori that are all rotated relative to each other.
One might still feel uncomfortable about the fact that each given torus would still
have a preferred coordinates of its own. To address this issue we propose to extend
the set of surfaces into even bigger set, and say that most of them don’t have to be
tori altogether. But this brings back a question: how would we then incorprorate
the notion of closed surface? We have three ways of addressing this situation:
1) One way we could answer this dillema is refer back to Section 3.7 where we
have argued that linear transformation of hypersurface would lead toD dimensional
object, which means that we need to stick to a “preferred frame” where that object
is, indeed, a hypersurface. Since we have a preferred frame anyway, we might as well
use that frame to define the torus. As long as all functions are analytic, the effects
of preferred frame aren’t reflected in the actual answers. If, however, we want to
work with non-analytic functions (Sections 6.1 and 6.2) or have other reasons to
want things to be invariant under rotation, we still have directed volume measure
approach as an option. The philosophy of this paper is to have different options
and then leave it up to the reader to choose between them.
2) Another way of addressing this question is by simply making a general state-
ment that the surface is chosen in such a way that the Riemann integrals coincide
with Berezin integrals. This statement is rather taughtological, but at the same
time we know that there are examples of such surfaces (the tori) and, therefore, we
aren’t faced with an existence question. That would also be “better” than simply
postulating the values of the integral the way Berezin did, since at least we have
satisfied ourselves that the integral does reduce to the limit of a Riemann sum over
“some” hypersurfaces, we simply haven’t specified which ones we happened to be
dealing with. Similar to what we said about option 1, this option would not work
if we attempt to utilize non-analytic functions (Sections 6.1 and 6.2)
3) We could attempt to investigate the geometric properties of surfaces we men-
tioned in option 2. That would be a difficult problem for the reasons we stated a
bit earlier, and it is postponned for the future research.
5. Glimpse of supersymmetry
5.1. Orbit of R4 under supersymmetric transformations. It is not our in-
tention to provide a full supersymmetric theory (which deserves a separate paper);
our only goal here is to show the principle in which its key aspects translate into
our framework.
The supersymmetry transformation is generated through infinitesimal transfor-
mation of the form
(116) θα′ = θα − iǫα , θα′ = θα + iǫα , xµ′ = xµ + ǫασµ
αβ˙
∧ θβ˙ − ǫα˙ ∧ θβσµβα˙
where σ-matrices are given by
σ0 =
(
1 0
0 1
)
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
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and Einsten summation convention is used; that is, repeated indexes are summed
over. They are generated by the operators
(117) Qα = −i(∂α + iσµαβ˙θ
β˙
∂µ)
(118) Qα˙ = i(∂α˙ + iθ
βσµβα˙∂µ)
which are called supercharges. In light of the fact that we have more than one
product, we define commutators and anticommutators for each product. First, we
define the products of operators. For an operator A, define operators θ ∧A, θ ∗A,
∂θ ∧A and ∂θ ∗A as
(119) (θ∧A)F = θ∧(AF) , (θ∗A)F = θ∗(AF) , (∂θ∧A)F = (∂θ∗A)F = ∂θ(AF)
where F is some test superfield those operators are acting on. We then define
commuation relations as
(120) [A,B]∗ = A ∗B −B ∗A , [A,B]∧ = A ∧B −B ∧ A
(121) {A,B}∗ = A ∗B +B ∗A , {A,B}∧ = A ∧B +B ∧ A
With this notation, the supercharges satisfy anticommutation relations
(122) {Qα, Qβ}∧ = {Qα, Qβ}∧ = 0
(123) {Qα, Qβ˙}∧ = 2iσµαβ˙∂µ
The inspection of the equations for Q and Q tells us two things. On the one
hand, commutting components can’t be confined to R4 since Q and Q produce
elements of VD ∧ VD that would also be commutting, although not real. On the
other hand, however, commutting components do stay inside of R4+CVD ∧VD. So
our next question is what subset of R4 + CVD ∧ VD would be generated by Q and
Q. And then there is a related question: when we will be integrating Lagrangian
to get an action, what set would we be taking integral over and what would be its
measure?
Theorem 5.1. The orbit of any given g ∈ (R + CVD ∧ VD)4 + CVD ⊗C H4 is
(g + CVD ∧ VD)4 + CVD ⊗C H4
Proof. In order to prove the statement of the theorem, we simply need to show that
the space generated by ξα∧Qα, ηα˙∧Qα˙ and their commutators is (R+VD∧VD)4+
VD ⊗ H, where ξα and ηα˙ are elements of VD. First note that the multiplication
by anticommutting elements turns anticommutator into a commutator
(124) [ξα ∧Qα, ηβ˙ ∧Qβ˙]∧ = ξα ∧ ηβ{Qα, Qβ˙}∧
Therefore,
(125) [ξα ∧Qα, ηβ˙ ∧Qβ˙]∧ = 2iξασµαβ˙ ∧ η
β˙∂µ
By trying out different ways of substituting +ei, −ei, +iei and −iei into ξ and η
we obtain
(126)
[ei∧(Q1+Q2), ej∧(Q1˙+Q2˙)]∧ = 2iei∧ej(σµ11˙+σ
µ
12˙
+σµ
21˙
+σµ
22˙
)∂µ = 4iei∧ej(∂0+∂1)
(127)
[ei∧(Q1−Q2), ej∧(Q1˙−Q2˙)]∧ = 2iei∧ej(σµ11˙−σ
µ
12˙
−σµ
21˙
+σµ
22˙
)∂µ = 4iei∧ej(∂0−∂1)
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(128)
[ei∧(Q1−iQ2), ej∧(Q1˙+iQ2˙)]∧ = 2iei∧ej(σµ11˙+iσ
µ
12˙
−iσµ
21˙
+σµ
22˙
)∂µ = 4iei∧ej(∂0+∂2)
(129)
[ei∧(Q1+iQ2), ej∧(Q1˙−iQ2˙)]∧ = 2iei∧ej(σµ11˙−iσ
µ
12˙
+iσµ
21˙
+σµ
22˙
)∂µ = 4iei∧ej(∂0−∂2)
(130) [ei ∧Q1, ej ∧Q1˙]∧ = 2iei ∧ ejσµ11˙∂µ = 2iei ∧ ej(∂0 + ∂3)
(131) [ei ∧Q2, ej ∧Q2˙]∧ = 2iei ∧ ejσµ22˙∂µ = 2iei ∧ ej(∂0 − ∂3)
The linear combinations of the above equations give us
(132) ei ∧ ej∂0 = − i
4
[ei ∧Q1, ej ∧Q1˙]∧ −
i
4
[ei ∧Q2, ej ∧Q2˙]∧
(133) ei ∧ ej∂1 = − i
4
[ei ∧Q1, ej ∧Q2˙]∧ −
i
4
[ei ∧Q2, ej ∧Q1˙]∧
(134) ei ∧ ej∂2 = 1
4
[ei ∧Q1, ej ∧Q2˙]∧ −
1
4
[ei ∧Q2, ej ∧Q1˙]∧
(135) ei ∧ ej∂3 = − i
4
[ei ∧Q1, ej ∧Q1˙]∧ +
i
4
[ei ∧Q2, ej ∧Q2˙]∧
Now, if we denote by zi and zi the real components of θ and θ,
(136) θ = ziei
(137) θ = ziei
we can then do the following calculation
(138) ei∂α = ei ∧ (iQα − iσµαβ˙θ
β˙
∂µ) = iei ∧Qα − iσµαβ˙z
β˙jei ∧ ej∂µ =
= iei ∧Qα − iσ0αβ˙zβ˙j
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ −
i
4
[ei ∧Q2, ej ∧Q2˙]∧
)
−
− iσ1
αβ˙
zβ˙j
(
− i
4
[ei ∧Q1, ej ∧Q2˙]∧ −
i
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ2
αβ˙
zβ˙j
(
1
4
[ei ∧Q1, ej ∧Q2˙]∧ −
1
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ3
αβ˙
zβ˙j
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ +
i
4
[ei ∧Q2, ej ∧Q2˙]∧
)
(139) ei∂α˙ = ei ∧ (−iQα − iσµαβ˙θ
β∂µ) = iei ∧Qα − iσµαβ˙z
β˙jei ∧ ej∂µ =
= −iei ∧Qα − iσ0αβ˙zβj
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ −
i
4
[ei ∧Q2, ej ∧Q2˙]∧
)
−
− iσ1
αβ˙
zβj
(
− i
4
[ei ∧Q1, ej ∧Q2˙]∧ −
i
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ2
αβ˙
zβj
(
1
4
[ei ∧Q1, ej ∧Q2˙]∧ −
1
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ3
αβ˙
zβj
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ +
i
4
[ei ∧Q2, ej ∧Q2˙]∧
)
This generates (g + CVD ∧ VD)4 + CVD ⊗H4 
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Theorem 5.2. The general supersymmetric transformation takes the form θ′ =
θ + ξ, θ
′
= θ + ξ, x′ = x+ ηα ∧ σµ
αβ˙
θ
β˙
+ θβ ∧ σµβα˙ηα˙ + c where c ∈ VD × VD.
Proof. The set of the above transformations is closed under Q and Q. This im-
mediately tells us that the set generated by those operator is some subset of the
above. We would now like to show that said subset is, in fact, equal to that set. We
already proven in the previous theorem that the translations by c ∈ VD × VD are
generated by those transformations. It remains to show that the “rotation” terms
ηα ∧ σµ
αβ˙
θ
β˙
and θβ ∧ σµβα˙ηα˙ are generated by them as well. We will show this by
the following calculation
(140) ηα ∧ σµ
αβ˙
θ
β˙
∂µ = η
α ∧Qα − iηα ∧ ∂α = ηα ∧Qα − izαi ei ∧ ∂α =
= ηα∧Qα−izαi
(
iei∧Qα−iσ0αβ˙zβ˙j
(
− i
4
[ei∧Q1, ej∧Q1˙]∧−
i
4
[ei∧Q2, ej∧Q2˙]∧
)
−
− iσ1
αβ˙
zβ˙j
(
− i
4
[ei ∧Q1, ej ∧Q2˙]∧ −
i
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ2
αβ˙
zβ˙j
(
1
4
[ei ∧Q1, ej ∧Q2˙]∧ −
1
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ3
αβ˙
zβ˙j
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ +
i
4
[ei ∧Q2, ej ∧Q2˙]∧
))
(141) θβ ∧ σµβα˙ηα˙∂µ = iQα˙ − iηα˙ ∧ ∂α˙ =
= iQα˙− izα˙i
(
− iei∧Qα− iσ0αβ˙zβj
(
− i
4
[ei∧Q1, ej ∧Q1˙]∧−
i
4
[ei∧Q2, ej∧Q2˙]∧
)
−
− iσ1
αβ˙
zβj
(
− i
4
[ei ∧Q1, ej ∧Q2˙]∧ −
i
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ2
αβ˙
zβj
(
1
4
[ei ∧Q1, ej ∧Q2˙]∧ −
1
4
[ei ∧Q2, ej ∧Q1˙]∧
)
−
− iσ3
αβ˙
zβj
(
− i
4
[ei ∧Q1, ej ∧Q1˙]∧ +
i
4
[ei ∧Q2, ej ∧Q2˙]∧
))
where the long equations were produced by the substitutions of Eq 138 and 139. 
5.2. Directed volume measure on a superspace. Before we proceed, we have
to agree on the product signs we will be using. We know from Theorem 3.1 that
(142)
∫
(dθ1 ∧ . . . ∧ dθn) ∗ f(θ1, . . . , θn) =
∫
dθ1 ∗ . . . ∗ dθn ∗ f(θ1, . . . , θn)
We recall from Section 2.2 that we agreed to use θ1θ2 for the cases when the product
can be either ∧ or ∗. Therefore, we can write the above integral as
(143)
∫
(dθ1 . . . dθn) ∗ f(θ1, . . . , θn)
However, despite the fact that
(144) ǫαβξ
α ∗ ηβ = ǫαβξα ∧ ηβ
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we can not equate ξ ∗ η with ξ ∧ η since ξ ∗ η is defined as hαβξα ∗ ηβ as opposed
to ǫαβξ
α ∗ ηβ :
(145) hαβξ
α ∗ ηβ = ξ ∗ η 6= ǫαβξα ∗ ηβ
We can streamline the notation by agreeing that when η2 is written, ǫαβ is meant,
in contrast to |η|2 that involves hαβ :
(146) η2 = ǫαβη
αηβ , |η|2 = hαβηα ∗ ηβ
where the product sign is skipped at the left in light of Eq 144. In light of this
notation, we can write supersymmetric action as
(147) S =
∫
(d4xd2θd2θ) ∗ (Φ ∧ Φ) +
∫
d4xd2θ ∗W(Φ) +
∫
d4xd2θ ∗W(Φ)
where W(Φ) and W(Φ) are both expressed in terms of wedge-products:
(148) W(Φ) = m
2
Φ ∧Φ− λ
3
Φ ∧Φ ∧ Φ
(149) W(Φ) = m
2
Φ ∧Φ− λ
3
Φ ∧Φ ∧ Φ
The expressions for Φ and Φ in terms of familiar fields together with θ-s and θ-s
can be written with either product due to the ǫ factors and Eq 144.
Let us now discuss the measure. In light of the fact that the superspace has even
and odd part, we would introduce a product measure,
(150) dµ = dµevendµodd
where the product sign is skipped in light of Eq 142. As far as dµeven goes, we have
to ask ourselves: should it contain only real (rank 0) part or should it contain rank
2 part? Should the volume part of the measure be a four-dimensional, or higher
dimensional? To answer those question, we inspect the following formula:
(151)
∫
(d4xd2θd2θ) ∗ (Φ ∧ Φ) =
∫
d4x(∂µφ∂
µφ+ iψ
α˙ ∧ σµα˙βψβ + F ∧ F )
Since we want d4x on the right hand side to be four dimensional scalar, this seem
to suggest that d4x on the left hand side should be the same. But then we have to
face the fact that Φ(x, θ, θ) does vary if we alter rank-2 part of x keeping rank-0
part fixed. Thus, we can not simply define a measure on higher dimensional volume
based on the projections onto x. What we can do, however, is to say that we are
integrating over a hyperplane
(152) (π2(x))
µ = a(π0(x))
µ +Aµ
αβ˙
θα ∧ θβ˙
where πa(g) are projections of g on i-th sector,
(153) πµn
( ∞∑
k=0
∑
j1,··· ,jk
aj1···jkej1 ∧ · · · ∧ ejk
)
=
∑
j1,··· ,jn
aµj1···jnej1 ∧ · · · ∧ ejn
That hyperplane has 4 even dimensions which means that the even measure will,
indeed, be four dimensional. We then define it in terms of a pullback measure,
(154) dπ0;µ(g) = µ(π0(g))dπ0V
where dπ0V is a scalar Lebesgue pullback measure. The inspection of Eq 116 shows
that while x is affected by those transformation, π0(x) does not. Furthermore,
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Theorem 5.1 implies that all elements of an orbit of an element whose rank-0
component is real will have real rank-0 components as well which means that the
four rank-0 dimensions are, indeed, real dimensions rather than complex.
Let us now talk about the odd part of the measure. We have seen in Sec 3.7 that
the directed volume measure is θ-dependant; this implies that it is not invariant
under the transformation θ′ = θ+ ξ, x′ = x, despite the fact that, in this particular
case, it maps a hyperplane to itself. We address this issue by replacing in Eq 73
the origin θ = 0 with some other point it would map to under the supersymmetric
transformation, θ = θ0. Apart from that, we also modify Eq 73 to include complex
numbers and take complex conjugates the way described in Sec 4.2. Those two
modifications produce
(155) µC1 = kD(θ
C − θC0 )e−
α
2 hαβ(θ
Cα−θCα0 )(θ
β−θβ0 )
(156) µC1 = kD(θ
C − θC0 )e−
α
2 hαβ(θ
Cα˙
−θ
Cα˙
0 )(θ
β˙
−θ
β˙
0 )
where the index 1 stands for rank-1 part and the value of θ0 is unknown. Those
measures should be multiplied by scalar volume element. To define it, we express
Grassmann variables in terms of its real components,
(157) θα = X1;αe1α + · · ·+XD;αeDα
(158) θα˙ = X1;α˙e1α˙ + · · ·+XD;α˙eDα˙
and define volume elements to be
(159) dV α1 = dX
α
1 · · · dXαD
(160) dV
α˙
1 = dX
α
1 · · · dX
α
D
(161) d2V1 = hα1β1 · · ·hαDβDdXα11 dXβ11 · · · dXαDD dXβDD
(162) d2V 1 = hα˙1β˙1 · · ·hα˙D β˙DdX
α˙1
1 dX
β˙1
1 · · · dX
α˙D
D dX
β˙D
D
where 1 on the left hand side indicates rank 1 sector. We then define the measures
(163) dµC1 θ = µ
C
1 (θ)dV1
(164) dµC1 θ = µ
C
1 (θ)dV 1
One bothersome thing about Eq 147 is that the volume dimensions of those three
integrals are different. In order to make them the same, we introduce another set
of measures,
(165) dµC ;ρθ
α = ρ(θ)dµCθ
αdV 1 = ρ(θ)µ
Cα(θ)dV1dV 1
(166) dµC ;ρθ
α˙
= ρ(θ)dµCθ
α˙
dV1 = ρ(θ)µ
Cα˙(θ)dV1dV 1
where ρ(θ), ρ(θ), dV 1 and dV1 are all real numbers, and the functions ρ and ρ are
decaying at infinity; for example, they can be defined as
(167) ρ(θ) = e−
α
2 hαβ(θ
Cα−θCα0 )∗(θ
β−θβ0 )
(168) ρ(θ) = e−
α
2 hα˙β˙(θ
Cα˙
−θ
Cα˙
0 )∗(θ
β˙
−θ
β˙
0 )
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Consequently, we have two things at the same time. On the one hand, dµC1 ;ρθ and
dµC1 ;ρ have different ranks yet they have the same volume dimension, which allows
us to write S in terms of a single integral, with terms of different ranks:
(169) S =
∫
(d4xd2µCθd
2
µCθ)∗(Φ∧Φ)+
∫
d4xd2µCρθ∗W(Φ)+
∫
d4xd2µCρθ∗W(Φ) =
=
∫
d4xd2V1d
2V 1
(
ǫαβǫγ˙δ˙(µ
Cα(θ)µCβ(θ)µCγ˙(θ)µCδ˙(θ)) ∗ (Φ ∧ Φ)+
+ (ρ(θ))2(ǫαβ(µ
CαµCβ) ∗W(Φ) + (ρ(θ))2(ǫα˙β˙(µCα˙µCβ˙) ∗W(Φ)
)
The specific way we have defined µ and ρ leads to simplifications via observing
(170) µ(θ) =
θ − θ0
|θ − θ0|ρ(θ) , µ =
θ − θ0
|θ − θ0|
ρ(θ)
(171) ρ(θ) = ρ∗(θ) , ρ(θ) = ρ∗(θ)
which leads to
S =
∫
d4xd2V1d
2V 1ρ
2(θ)ρ2(θ)
(
ǫαβǫγ˙δ˙(θ
α − θα0 )(θβ − θβ0 )(θ
γ˙ − θγ˙0 )(θ
δ˙ − θδ˙0)
|θ − θ0|2|θ − θ0|2
∗(Φ∧Φ)+
(172) +
ǫαβ(θ
α − θα0 )(θβ − θβ0 )
|θ − θ0|2 ∗W(Φ) +
ǫα˙β˙(θ
α˙ − θα˙0 )(θβ˙ − θβ˙0 )
|θ − θ0|2 ∗W(Φ)
)
By substitutting expressions for volume elements and for ρ and ρ, we obtain
(173) S =
∫ [
dXα11 dX
β1
1 · · · dXαDD dXβDD dX
α˙1
1 dX
β˙1
1 · · · dX
α˙D
D dX
β˙D
D ×
× hα1β1 · · ·hαDβDhα˙1β˙1 · · ·hα˙D β˙De−α|θ−θ0|
2−α|θ−θ0|
2×
×
(
ǫαβǫγ˙δ˙(θ
α − θα0 )(θβ − θβ0 )(θ
γ˙ − θγ˙0 )(θ
δ˙ − θδ˙0)
|θ − θ0|2|θ − θ0|2
∗ (Φ ∧ Φ)+
+
ǫαβ(θ
α − θα0 )(θβ − θβ0 )
|θ − θ0|2 ∗W(Φ) +
ǫα˙β˙(θ
α˙ − θα˙0 )(θβ˙ − θβ˙0 )
|θ − θ0|2 ∗W(Φ)
)]
5.3. Surface integral. Let us now describe supersymmetric integral from the
point of view of surface integrals. As explained in Sec 4.3, we have aD − a di-
mensional torus in aD dimensional space. The only difference is that we will take
the product with R4 at the end. As in the previous section, we are interested in
modeling
(174) S =
∫
d4xd2θd2θΦΦ +
∫
d4xd2θW(Φ) +
∫
d4xd2θ W(Φ)
Now, from the point of view of surface integral,
(175) dθ = ndσ
where n is a unit normal vector and dσ is a scalar area element. Therefore,
(176) d2θ = ǫαβdθ
αdθβ = ǫαβn
αnβd2σ
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Similarly,
(177) d2θ = ǫα˙β˙n
α˙nβ˙d2σ
Let A be the aD − a area of the region we are integrating over. Then
(178)
∫
d4xd2θW(Φ) =
∫
d2σ
A
∫
d4xd2θW(Φ) =
=
1
A
∫
d4xd2θd2σW(Φ) = 1
A
∫
d4xd2σd2σǫαβn
αnβW(Φ)
Similarly,
(179)
∫
d4xd2θ W(Φ) =
∫
d2σ
A
∫
d4xd2θ W(Φ) =
=
1
A
∫
d4xd2θd2σW(Φ) = 1
A
∫
d4xd2σd2σǫα˙β˙n
α˙nβ˙W(Φ)
On the other hand,
(180)
∫
d4xd2θd2θΦΦ =
∫
d4xd2σd2σǫαβǫγ˙δ˙nαnβnγ˙nδ˙ΦΦ
Substitutting those equations into Eq 174, we obtain
(181)
S =
∫
d4xd2σd2σ
(
ǫαβǫγ˙δ˙n
αnβnγ˙nδ˙ΦΦ+
1
A
ǫαβn
αnβW(Φ) + 1
A
ǫα˙β˙n
α˙nβ˙W(Φ)
)
where d2σ and d2σ has 2D − 2 dimensions each and, therefore, the total integral
has dimension of
(182) 4 + 2(2D − 2) = 4D
At the same time, the total dimension of spin 0 and spin 1 sector is 4D + 4. It is
important to note that, even though the integral is taken over aD− a dimensional
hypersurface, the supersymmetry transformations described in Sec 5.1 still stand
and, therefore, involve all aD dimensions. In other words, the supersymmetry
transformations pertain to bigger space, while we are integrating over hypersurface
in that space.
6. Extension of superanalysis to non-analytic functions
6.1. Examples of non-analytic functions. One thing that we have accom-
plished in this paper is that we can both define and integrate non-analytic functions.
Since the specific choice of set of measures (or choice of set closed surfaces) was de-
signed for analytic functions, its not a big surprise that it might not work as nicely
for non-analytic ones. To be sure, if one describes a specific surface, both analytic
and non-analytic functions can be integrated over it. But if, on the other hand,
the only information that is given is that the surface encloses a volume of 1/D,
then it is possible that different surfaces that meet that description would result in
vastly different values an integral of non-analytic function can take. Nevertheless,
there are some types of non-analytic functions for which we can get a well defined
integrals. Let us discuss some of them.
One example is if we use Clifford product, instead of wedge product, in Taylor
series. In this case, we can use Theorem 34 to show that the integral would approach
a linear coefficient in the limit of D → ∞. However, the function doesn’t have to
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be analytic with respect to Clifford product either. A radically different example
of a function that can be integrated is
(183) f
(∑
k∈N
xkek
)
=
∑
k∈S
xkek
)
In this case one can show that, provided the limit on the right hand side below
exists, the integral evaluates to
(184) lim
D→∞
∫
dµDθ f(θ) = lim
D→∞
(
1
D
♯{k ∈ S, k < D}
)
where ♯ stands for the number of elements. One could also extend our definition of
integral to include Lebesgue integrals, and define f(θ) in such a way that f(x1e1 +
· · · + xDeD) is 1 if all values of xk are rational and 0 otherwise. One can show
that the integral of this function is zero. Obviously, the list of a few non-analytic
functions we just provided is by no means exclusive but, hopefully, it can convince
the reader that one can obtain well defined results with those functions.
6.2. Physics applications of non-analytic functions. The present author is
undertaking companion projects where non-analytic functions are applied to physics.
The non-analytic functions have several physics applications that the author of this
paper is currently working on. One application is the theory of quantum mea-
surement. According to deBroglie [11] Bohm [12, 13] of quantum mechanics, a
particle and a wave exist at the same time as a separate entities, and the wave
guides a particle through an expression of the form dx/dt = −∇S/m. If by ρ one
means the classical probability of finding the particle, and ψ is a guiding wave,
then ρ = |ψ|2 was shown to arize as an equilibrium probability distribution. This
approach was then generalized to fields by replacing ψ(x) with ψ(φ) and dx/dt with
dψ/dt [14, 15, 16, 17] Since fermionic fields are Grassmann-valued, most approaches
evade them. For example, Bell [18] modeled bosons as fields and fermions as par-
ticle numbers at the lattice points. Struyve and Westmann [14] on the other hand
proposed a model with bosons being the only observables (for example, we don’t
observe an electron hitting the screen, we observe the photons it emits). Valentini,
on the other hand, attempted to include fermionic feables (see Sec 4.2 of [17]) and
he shown that both guidence equation and continuity equation can be formally
written down. However, those equations lose their physical meaning since, for one
thing, Grassmann numbers can’t take distinguishable values. Apart from that, the
function ρ(ψ) would have to be linear, which would force us to say that ψ would
take infinitely large values with infinite probability, in contradiction to anything
we would expect. However, in light of the proposal presented in the current paper,
there is a way to address those issues. We now say that fermionic field takes well
defined values that live in D-dimensional space we described. Furthermore, since
we have a concept of non-analytic functions, we no longer have to assume that
probability distribution is linear and, instead, we can use continuity equation (that
now regains its meaning) to investigate various non-linear probability distributions
we might have. That might be especially useful if we attempt to couple those fields
to gravity [26].
Another set of approaches to quantum measurement that might also benefit from
this paper are Ghirardi Rimini Weber (GRW) models [19, 20] and weighted path
integrals [21, 22, 23, 24]. The quantum mechanics version of GRW model [19, 20]
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is that we have a wave function that evolves according to Schrodinger equation
and that evolution is being interrupted by so-called “hits” when the wave function
is being multiplied by Gaussians, and those Gaussians account for why classical
objects remain on well defined locations instead of diffusing due to Schrodinger
equation. This idea can be then extended to quantum field theory by replacing
ψ(x) with ψ(φ) [25]. On the other hand, the concept of weighted path integral [21,
22, 23, 24] is that, instead of having hits at random points in time, the measurement
takes place continuously. Its outcome is a classical trajectory φ = φcl, and the
probability of that trajectory is given by
(185) ρ(φcl) =
∫
[Dφ]w(φ, φcl)eiS(φ)
where w(φ, φcl) is a weight function, typically given as
(186) w(φ, φcl) = exp
(
− α
2
∫
(φ − φcl)2d4x
)
It has been shown that continuous measurement model can, in fact, arize out of
GRW in a limit of very large time or very frequent hits [25]. Be it as it may,
applying this to fermionic field raises a lot of questions. Whether we use hits
or weight function, in both cases those are Gaussians. However, Gaussians on
anticommuting space are either constants or linear functions and, therefore, they
lose their purpose. Nevertheless, within the context of our current paper, we have
much better verion of Gaussians: the ones that are based on Clifford product. This
would, in turn, allow us to explore the fermionic version of those models.
The other application is the causeal set theory [27, 28, 29, 30]. A causal set is
based on the observation that the metric of spacetime up to scaling can be inferred
from lightcone causal relations [31, 32]. Consequently, it was suggested to view
spacetime as a partially ordered set, or causal set, where partial ordering is identi-
fied with the lightcone causal structure. One appealing feature of this is that partial
ordering, as defined, is manifestly Lorentz invariant – in sharp contrast with other
discrete structures such as cubic lattice that have preferred directions. To keep in
line with this, it is assumed that points are distributted randomly via Poisson pro-
cess, which seems to be the most relativistic version of discrete spacetime one can
find. This, however, creates locality problems. Lorentzian neighborhood is a vicin-
ity of light cone. That, in turn, stretches arbitrarily far coordinate-wise and has
infinite volume. If there was a preferred frame (such as the case in a cubic lattice)
one could argue that the edges of the light cone – despite small Lorentzian distance
– won’t be connected to the origin. This can no longer be said if we have a truly
random distribution of points. In [33, 34, 35, 36] it was suggested to use the actual
field trajectory as a means of violating relativity and restoring locality. Thus, there
is no afore-given preferred frame but, instead, preferred frame is a function of a spe-
cific field trajectory and, if we take path integral over all possible field trajectories,
we would go over all possible preferred frames. However, this statement amounts
to saying that the coefficients that are responsible for coupling of fields between the
neighboring points are, themselves, functions of the field trajectory. This implies
that the Lagrangian is no longer truly quadratic: the “coefficients” in what “looks
like” a quadratic function are, themselves, functions! This, in turn, raises a ques-
tion: how can a fermionic field be modeled this way? The only fermionic model
that was proposed [37] was a toy model where fermionic fields are commutting.
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However, in light of the paper at hand, one no longer needs to stick to a toy model
and, instead, introduce actual fermionic fields on a causal set. This paper allows
us to introduce a non-analytic function on anticommutting set and, in particular,
we could search for the type of non-analytic Lagrangian for fermions that would
accomplish the above goals.
One should not become too optimistic, however, since we have a brand new
problem to deal with: the fact that the values of fermionic field live inD dimensional
space and its not clear how to project it back into a smaller space in such a way
that would preserve the physics. However, in light of the motivations we just gave,
this is something worth looking into.
7. Conclusion
In this paper we have shown that Berezin integral can, in fact, be represented as
a limit of a Riemann sum if we view it as a geometric integral over a closed surface
that encloses a volume of 1/D, taken in the limit of D → ∞. If D is finite, then
the deviation between the geometric integral and Berezin integral will be small if
D is much larger than the number of iterations of integral sign.
However, the closed surface interpretation of the integral doesn’t respect change
of variables. Thus, an alternative model is proposed where, instead of surface
integral, we have a volume integral, but the volume element carries a direction.
The direction of a volume element plays the same role as a direction of a surface
element which results in the integral having expected properties, with an added
bonus that it respects change of variables. The price to pay for this, however,
is that directed volume isn’t a usual occurence in multivariable calculus the way
directed area is.
One application is that the concept of supermanifolds can be interpreted as
a usual continuous manifold. In particular, a supermanifold with m commuting
dimensions and n anticommuting ones will be re-interpreted as an ordinary manifold
withm+nD dimensions. The integration over all of the coordinates of the manifold
will be reinterpreted as an integral that has m+n(D−1) dimensional hypersurface.
Even though m + n(D − 1) 6= (m + nD) − 1 for n 6= 1, the normal vector will be
well defined: in particular, it would be a sum of the normal vectors to D − 1
dimensional hypersurfaces inside corresponding D dimensional submanifolds. This
kind of reinterpretation would be particularly helpful for students trying to study
supermanifolds since they would look more geometrically similar to the manifolds
they are used to.
Another application of what we have done is that the definition of Berezin in-
tegral has been extended to non-analytic functions. Since we have a coordinate
system, we can write down non-analytic function for each D. If we also specify
our choice of a surface for each D, we can use geometric calculus to evaluate the
integral, ID, over that surface. If it happens that ID approaches a specific value as
D → ∞, we can think of that as the ultimate value of the integral we are looking
for.
The use of non-analytic functions have some physics applications that this author
is currently working on (see Sec 6.2) but those are controversial on their own right,
and, as of now, not fully developed, so they are beyond the scope of this paper.
Last but not least, representation of Berezin integral as a limit of Riemann sum
presents foundational interest, akin to the definition of real numbers via Dedikind
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cuts. It also might be helpful for students who might otherwise resist the definition
of Berezin integral that looks too abstract.
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