The single-particle reconstruction problem of electron cryo-microscopy (cryo-EM) is to find the three-dimensional structure of a macromolecule given its two-dimensional noisy projection images at unknown random directions. Ab initio estimates of the 3D structure are often obtained by the "Angular Reconstitution" method, in which a coordinate system is established from three projections, and the orientation of the particle giving rise to each image is deduced from common lines among the images. However, a reliable detection of common lines is difficult due to the low signal-to-noise ratio of the images. In this paper we describe a global self-correcting voting procedure in which all projection images participate to decide the identity of the consistent common lines. The algorithm determines which common line pairs were detected correctly and which are spurious. We show that the voting procedure succeeds at relatively low detection rates and that its performance improves as the number of projection images increases. We demonstrate the algorithm for both simulative and experimental images of the 50S ribosomal subunit.
Introduction
"Three-dimensional electron microscopy" [Frank, 2006] is the name commonly given to methods in which the 3D structures of macromolecular complexes are obtained from sets of images taken in an electron microscope. The most widespread and general of these methods is single-particle reconstruction (SPR). In SPR the 3D structure is determined from images of randomly oriented and positioned, identical macromolecular "particles", typically complexes 200 kDa or larger in size. The SPR method has been applied to images of negatively stained specimens, and to images obtained from frozenhydrated, unstained specimens [Wang and Sigworth, 2006] . In the latter technique, Email addresses: amits@math.princeton.edu (Amit Singer), coifman-ronald@yale.edu (Ronald R. Coifman), fred.sigworth@yale.edu (Fred J. Sigworth), david.chester@yale.edu (David W. Chester), yoel.shkolnisky@yale.edu (Yoel Shkolnisky) called cryo-EM, samples are rapidly frozen and maintained at a holding temperature around −180
• C throughout image acquisition. SPR from cryo-EM images is of particular interest because it promises to be an entirely general technique. It does not require crystallization or other special preparation of the complexes to be imaged, and is beginning [Henderson, 2004] to reach sufficient resolution (∼ 0.4 nm) to allow the polypeptide chain to be traced and residues identified in protein molecules [Ludtke, S. J. et al., 2008; Zhang, X. et al., 2008] . Even at the resolutions of 0.6-0.9 nm, many important features of protein molecules can be determined [Chiu et al., 2005] .
Much progress has been made in algorithms that, given a starting 3D structure, are able to refine that structure on the basis of a set of negative-stain or cryo-EM images, which are taken to be projections of the 3D object. Data sets typically range from 10 4 to 10 5 particle images, and refinements require tens to thousands of CPU-hours. As the starting point for the refinement process, however, some sort of ab initio estimate of the 3D structure must be made. There are two known solutions to the ab initio estimation problem of the 3D structure that do not involve tilting. The first solution is based on the method of moments [Salzman, 1990; Goncharov, 1988] that exploits the known analytical relation between the second order moments of the 2D projection images and the second order moments of the (unknown) 3D volume in order to reveal the unknown orientations of the particles. However, the method of moments is very sensitive to errors in the data and is of rather academic interest [Penczek et al., 1994, section 2.1, p. 251] . The second solution, on which present algorithms are based on, is the "Angular Reconstitution" method of van Heel [van Heel, 1987] in which a coordinate system is established from three projections, and the orientation of the particle giving rise to each image is deduced from common lines among the images. However, although more robust to noise, the angular reconstitution method fails with particles that are too small, with images that are too noisy, or at resolutions where the signal-to-noise ratio becomes too small.
The common lines between three projections uniquely determine their relative orientations up to handedness (chirality). This is the basis of the angular reconstitution method of Van Heel [van Heel, 1987] , which was also developed independently by Vainshtein and Goncharov [Vainshtein, B. and Goncharov, A., 1986] . Other historical aspects of the method can be found in [Van Heel et al., 1997] . Farrow and Ottensmeyer [Farrow, M. and Ottensmeyer, P., 1992] used quaternions to obtain the relative orientation of a new projection in a least squares sense. The main problem with such sequential approaches is that they are sensitive to false detection of common lines which leads to the accumulation of errors. Penczek et al. [Penczek et al., 1996] tried to obtain the rotations corresponding to all projections simultaneously by minimizing a global energy functional. Unfortunately, minimization of the energy functional requires a brute force search in a huge parametric space of all possible orientations for all projections. Mallick et al. [Mallick, S. P. et al., 2006] suggested an alternative Bayesian approach, in which the common line between a pair of projections can be inferred from their common lines with different projection triplets. The problem with this particular approach is that it requires too many (at least seven) common lines to be correctly identified simultaneously. Therefore, it is not suitable in cases where the true detection rate of common lines is small.
In this paper we introduce a Bayesian approach, based on a global voting procedure, that requires only a small fraction of the common lines to be correctly identified. Without knowing which common lines are correct and which are false, our method is able to separate the good from the bad by boosting the good information and averaging out the bad.
Ideally one would want to do the 3D reconstruction directly from projections in the form of raw images. However, the determination of common lines from the very noisy raw images is typically too error-prone. The determination of common lines instead is performed on pairs of class averages, that is averages of particle images that have been classified into similar groups. To reduce variability, class averages are typically computed from particle images that have already been rotationally and translationally aligned. The choice of reference images for the alignment is however arbitrary and can represent a source of bias in the classification process. The voting algorithm described here has the advantage that it can be used for ab initio 3D reconstructions even from an initial classification of cryo-EM particle images that have only undergone a rudimentary translational alignment.
The paper is organized in the following way. In Section 2 we revisit the Fourier projection-slice theorem and the concept of common lines. In Section 3 we describe the global voting procedure and the way it distinguishes the good common line pairs from the bad pairs. During the voting procedure many "votes" are disqualified, as explained in Section 4. Section 5 details the results of numerous numerical experiments using simulative artificial images and real electron microscope images of the E. coli 50S ribosomal subunit. The running times of our numerical experiments are also provided. Using the voting procedure we were able to recover directly the 3D structure of the subunit from 750, 1500, and 3000 class averages, generated from a data set of 27,121 projections. Simulation results provide quantitative measures for the ability of the voting procedure to find consistent common lines from low SNR images, for which many of the common lines are incorrect. The computational complexity of the voting algorithm as well as possible ways for accelerating it are discussed in Section 6. Finally, Section 7 is a summary and discussion.
Fourier projection-slice theorem and common lines
The cryo-EM reconstruction problem is to find the three-dimensional structure of a molecule given a finite set of its two-dimensional projection images at unknown random directions. The intensity of pixels in a given projection image corresponds to line integrals of the Coulomb potential φ(x, y, z) induced by the charge density of the molecule along the path of the imaging electrons (Radon transform). The highly intense electron beam destroys the molecule and it is therefore impractical to take projection images of the same molecule at known different directions, as in the case of classical computerized tomography. In other words, a single molecule can be imaged only once. All molecules are assumed to have the exact same structure; they differ only by their spatial orientation. Thus, every image is a projection of the same molecule but at an unknown random orientation. The cryo-EM problem is thus stated as follows: find φ(x, y, z) given a collection of projection images.
One of the cornerstones of tomography is the Fourier projection-slice theorem, which states that the two-dimensional Fourier transform of a projection image is a planar slice (perpendicular to the beaming direction) of the three-dimensional Fourier transform of the molecule (see, e.g., [Natterer, 2001, p. 11] ). The geometry induced by the Fourier projection-slice theorem is illustrated in Figure 1 . Any two slices share a common line, i.e., the intersection line of the two planes. Every radial line in the two-dimensional Fourier transform of a projection image is also a radial line in the three-dimensional Fourier transform of the molecule (see for example Λ k 1 ,l 1 in Figure 1 ). Moreover, there is a 1-to-1 correspondence between each radial line in the three-dimensional Fourier space and its direction vector in R 3 (see for example Λ k 1 ,l 1 and β k 1 ,l 1 in Figure 1 ). The set of all direction vectors (unit vectors in R 3 ) is known as the unit sphere. The radial lines of a single projection image correspond to a great geodesic circle on the unit sphere. The common line property can now be restated as follows: any two different geodesic circles over the unit sphere intersect at exactly two antipodal points. This is demonstrated at the bottom right part of Figure 1 .
Common lines between pairs of projections are usually found using normalized cross correlation [van Heel, 1987] . Given a data set of N projection images P 1 (x, y), . . . , P N (x, y), one first computes the polar Fourier transform of the imageŝ
where 0 ≤ ρ < ∞ and 0 ≤ α < 2π. In practice, this is done by fixing an angular resolution L, and sampling the Fourier transform (1) along L radial lines, at n equispaced points along each radial line. This results in L vectors
where 1 ≤ k ≤ N, 0 ≤ l ≤ L − 1 and B is the band limit. The DC term (ρ = 0) does not distinguish between lines, because it is shared by all lines independently of the image, and is therefore excluded. To determine the common line between two images P i and P j , normalized cross correlations between all L radial lines Λ i,l 1 from the first image with all L radial lines Λ j,l 2 from the second image are computed (overall L 2 comparisons). However, as the correlation between Λ i,l 1 and Λ j,l 2 has the same value as the correlation between their antipodal lines Λ i,l 1 +L/2 and Λ j,l 2 +L/2 (where addition of indices is taken modulo L), it follows that the number of distinct correlation values that need to be computed is L 2 /2, obtained by restricting the index l 1 to take values between 0 and L/2 and letting l 2 take any of the L possibilities (see also [van Heel,
Figure 1: Fourier projection-slice theorem and its induced geometry. The Fourier transform of each projectionP k corresponds to a planar slice through the three-dimensional Fourier transformφ of the molecule. The Fourier transforms of any two projectionŝ P k 1 andP k 2 share a common line (Λ k 1 ,l 1 and Λ k 2 ,l 2 ), which is also a ray of the threedimensional Fourier transformφ. Each Fourier ray Λ k 1 ,l 1 can be mapped to its direction vector β k 1 ,l 1 . The direction vectors of the Fourier rays Λ k 1 ,l 1 and Λ k 2 ,l 2 that correspond to the common line between P k 1 and P k 2 must coincide, that is,
1987] and [Penczek et al., 1994, p. 255] ). Equivalently, it is possible to compare real valued 1D line projections of the 2D projection images, instead of comparing radial Fourier lines which are complex valued; these 1D projection lines can be displayed as a 2D image known as a "sinogram" (see [van Heel, 1987; Serysheva et al., 1995] ).
The pair of radial lines (or sinogram lines) that has the maximum normalized cross correlation is declared as the common line. In practice, a weighted correlation, which is equivalent to applying a combination of high-pass and low-pass filters is used to determine proximity. As noted in [van Heel, 1987] , the normalization is performed so that the correlation coefficient becomes a more reliable measure of similarity between radial lines. The "common lines matrix" C is an N-by-N array whose (i, j) and (j, i) entries store the indices l 1 and l 2 , respectively, for which the maximum normalized cross correlation is attained
In other words, C(i, j) is a discrete estimate for where the j'th image intersects with the i'th image. Even with clean images, this estimate will have a small deviation from its ground truth (unknown) value due to discretization errors. With noisy images, large deviations of the estimates from their true values (say, errors of more than 10 • ) are frequent, and their frequency increases with the level of noise. We refer to common lines that their C(i, j) and C(j, i) values were estimated accurately (up to a given discretization error tolerance) as "correctly detected" common lines, and to the remaining common lines as "falsely detected". Obviously, we do not know a priori which common lines were correctly detected and which were falsely detected. In the following section we describe a particular voting procedure that attempts to discover the correct common lines.
Voting procedure
Suppose that the probability of detecting the correct common line between a pair of images is p. We assume that detection of common lines is very difficult, but not impossible. In other words, p ≪ 1, but at the same time p ≫ 2/L 2 (2/L 2 can be achieved by choosing the common lines at random). For example, for p = 1/5 only 20% of the entries in the common lines matrix C in (3) are correct, while the overwhelming majority of 80% of the entries are false. We now describe a simple voting procedure that discovers the correct common lines.
Consider a pair of projection images P i and P j . The common line between projections i and j is insufficient to determine the angle α ij (Figure 2 ) between their corresponding three-dimensional planes. However, the common lines between three projections i, j and k uniquely determines the relative orientation of the three projections up to handedness (chirality). This is the basis of the angular reconstitution method [van Heel, 1987] .
Figure 2: Angular Reconstitution: the common lines between P 1 , P 2 , P 3 uniquely determine the angle α 12 between P 1 and P 2 as well as the three intersection points Q 12 , Q 13 and Q 23 ("triangle") of their corresponding great circles on the unit sphere (up to some three-dimensional rotation and possibly a reflection).
First, let us consider the case where the common line between projections i and j was correctly identified. Given the pair (i, j), we consider all N − 2 different triplets of the form (i, j, k) (k = 1, 2, . . . , N, k = i, j). Each projection k can vote only once and all votes have equal weight. By the angular reconstitution method, the triplet (i, j, k) determines the angle α ij between projections i and j. With probability p 2 the common lines between projections i and k and between projections j and k are correct. For all such "good" k's, the resulting angle α ij is the same. With probability 1 − p 2 one of the common lines (either (i, k) or (j, k)) is wrong and the resulting angle α ij is random or non-physical (non-physical common lines are explained in Section 4). There are p 2 (N − 2) "good" third projections on average that all give the same angle. The resulting histogram of the angle α ij is therefore a mixture of a flat distribution (random angles) and a delta-spike at the correct angle. This is demonstrated using simulated data in Section 5, and is illustrated in Figure 5 . On the other hand, if the common line between i and j is incorrect, then triplets of the form (i, j, k) give rise to random (or non-physical) angles α ij . The histogram of the angle in this case is flat without spikes.
We can distinguish between the two typical histograms (completely random versus random+spike) if the spike is significantly high. In other words, we are able to tell that a common line was correctly identified whenever enough projections voted in the same way. That is, to be able to tell the "good" from the "bad", the spike must consist of enough votes, which happens if the condition
is satisfied. This shows that even at low detection rates, the larger the data set the better. For example, when p = 1/5 and N = 10000 we expect a spike of size ≈ 400. In practice, we have no estimate for the value of p. Instead, we plot for each pair of projections its angle histogram, and record the height of its peak. Following the discussion above, even though we do not know p, the angle histogram for pairs for which the common line was correctly identified will exhibit a higher peak than for pairs for which the common line was misidentified. This is true as long as p is not too small. Thus, once we compute the peak of the angle histogram for each pair of projections, we plot the histogram of the peaks. Pairs of projections that correspond to the righthand-side of the peaks histogram are those for which the peak of their angle histogram was highest. It is thus more likely that the common line between those projections was correctly identified. We demonstrate this in Section 5. For explanatory purposes, we assume in the simulations in Section 5 that p is known, to demonstrate quantitatively the performance of the algorithm.
This assumption is not required when processing experimental data. In the experimental setup we first plot the histogram of the modes as shown in If two modes are not clearly visible in the histogram of the modes, then we try a few different threshold values using the following consideration. Equation (4) gives a necessary condition for the voting procedure to succeed, from which it follows that if (the unknown) p is below 1/ √ N then the method has no chance to succeed. The threshold value should therefore be one of the top 100%/ √ N highest histogram modes. As there are N(N − 1)/2 possible threshold values, the threshold must be one of the O(N 3/2 ) highest modes. We therefore try a few different threshold values corresponding to thresholding at the top γ 100% √ N percentile, with γ = 2, 4, 8, 16. For example, for N = 3000 the threshold is varied from as high as the top 3.6% percentile to as low as the top 29.2% percentile.
Disqualified votes and angular assignment
Not all triplets of common lines can be realized as planes whose common lines are the given triplet. Such inconsistent triplets lead to non-physical angles, as we now explain. As illustrated in Figure 2 , the three great circles corresponding to projections 1, 2 and 3 intersect on the unit sphere at Q 12 , Q 13 and Q 23 (Q ij is the intersection of the two circles corresponding to projections i and j; there are also three antipodal intersection points). The three common lines determine the distances between the three intersection points. Those distances are always between 0 and 2 (the largest distance between points on the unit sphere).
Clearly, three points Q 12 , Q 13 , Q 23 in the unit sphere that are not collinear will always form a unique triangle. In practice, however, we have no access to the coordinates of Q 12 , Q 13 , Q 23 . Instead, the common lines data translates (as we explain below) to distances between the three points. These observed distances are noisy realizations of the true distances, as is the case when the estimation of the common lines is incorrect. With noisy distances it is not always the case that three distances define a triangle on the unit sphere. We proceed to verify the exact condition that guarantees for three input distances between 0 to 2 to form a triangle that can be lay in the unit sphere.
For three distances to form a triangle, they must satisfy the triangle inequality. It turns out that the triangle inequality is not sufficient to determine the triangle, because the three points must lie on the unit sphere as well. For example, the distances 2, 2, 2 satisfy the triangle inequality, but the corresponding triangle is too big to be placed on the unit sphere. The exact condition that guarantees a successful triangulation is obtained by using either linear algebra or geometry. We first give the linear algebra derivation.
The three dot products between the three points Q ij , Q ik , and Q jk are obtained from the common lines between projections i, j, and k by
where C(i, j) is the index of the common line between projections i and j at the plane of projection i. Since the points are on the unit sphere, we have Q ij , Q ij = 1. The Gram matrix of Q 12 , Q 13 , Q 23 is the 3-by-3 matrix of their dot products given by
where
We define
Note that the matrix G in (8) can always be formed by combining the common lines information with (7). We want to find a condition under which there exist coordinates Q 12 , Q 13 , Q 23 such that (6) holds. A necessary and sufficient condition in that the matrix (8) is positive definite. To see this, suppose that we can write G in (8) as a matrix of dot products as in (6). Then, G = Q T Q where Q = (Q 23 , Q 13 , Q 12 ) is the matrix having the coordinates of Q 23 , Q 13 , and Q 12 as its columns, which immediately shows that G is positive definite. Conversely, if G is positive definite, then the Cholesky decomposition [Golub and Van Loan, 1984] of G is in the form of G = Q T Q and so (6) holds. We proceed to derive the condition for G to be positive definite.
We begin with examining the trace of G
where λ 1 ≥ λ 2 ≥ λ 3 are the sorted eigenvalues of G, which immediately implies λ 1 > 0. Since |a|, |b|, |c| ≤ 1 it follows that the sums of the absolute values of the rows of G are bounded by 3: 1 + |a| + |b| ≤ 3, 1 + |a| + |c| ≤ 3 and 1 + |b| + |c| ≤ 3. By the Gershgorin circle theorem [Golub and Van Loan, 1984] it follows that λ 1 ≤ 3. Combining this with (9) we obtain that λ 2 + λ 3 ≥ 0. Therefore, λ 2 ≥ 0 (because 2λ 2 ≥ λ 2 + λ 3 ≥ 0). A necessary and sufficient condition for positive definiteness is that all eigenvalues are positive. Since we have already established that λ 1 ≥ λ 2 ≥ 0, it remains to require that the smallest eigenvalue is positive, that is, to require that λ 3 > 0. To that end, we use the determinant of G which equals the product of the eigenvalues: det(G) = λ 1 λ 2 λ 3 . In our case, the determinant is given by
We conclude that the condition for positive definiteness is
The condition (11) explains for example why the distances 2, 2, 2 corresponding to a = b = c = −1 are not realizable on the sphere. Only triplets (i, j, k) that satisfy the condition (11) are physical and eligible to vote. All other votes are disqualified. Though it may be tempting to think that condition (11) is violated only when projections are nearby and their common lines lie very close to each other and therefore are not informative anyway, even moderate angles, such as a = b = c = −1/2 lead to violations. An alternative approach for deriving condition (11) uses the geometry of the sphere. We may assume that the circle corresponding to projection 1 lies in the xy-plane, so it has the parametrization (cos θ 1 , sin θ 1 , 0) (0 ≤ θ 1 < 2π). By an arbitrary choice of the coordinate system, the intersection point of projections 1 and 2 is Q 12 = (1, 0, 0), and the intersection point of projections 1 and 3 is
Since the great circle that corresponds to projection 2 goes through Q 12 = (1, 0, 0), it follows that its parametrization is given by (cos θ 2 , cos α 12 sin θ 2 , sin α 12 sin θ 2 ) (0 ≤ θ 2 < 2π), where α 12 is the angle between projections 1 and 2 (see Figure 2 ). In particular, from Q 12 , Q 23 = b, we get
Taking the dot product between Q 13 and Q 23 we obtain
from which cos α 12 is extracted
The condition cos 2 α 12 ≤ 1 is equivalent to (11). The voting algorithm is outlined in Algorithm 1.
Algorithm 1 Voting algorithm
Require: N × N common lines matrix C defined in (3).
1: Define T equally spaced angles between 0 • and 180
for k 2 = k 1 + 1 to N do
4:
Initialize the histogram vector h of length T to zero.
5:
for k 3 = 1 to N do
6:
Compute a, b, and c using (7) and the values C(
if condition (11) is satisfied then
8:
Compute α 12 using (12).
9:
Update the histogram h using Gaussian smoothing Find and store the mode of the histogram: P (k 1 , k 2 ) = max t h(t)
13:
end for 14: end for 15: Declare pairs (k 1 , k 2 ) with large values of P (k 1 , k 2 ) as good common lines.
As stated, Algorithm 1 returns pairs of projection images (k 1 , k 2 ) for which the common lines between them are suspected to be identified correctly, but the algorithm does not assign Euler angles to the projections. The latter has to be done separately, after termination of the voting algorithm. The main issue here is that although the voting procedure finds the correct common lines, it may happen that it wrongly detects false common lines as being correct. Such outliers may be post-identified using the energy minimization procedure of [Penczek et al., 1996] . Another possibility is to squeeze out more information out of the voting algorithm, by noting that for good common lines, the location of the mode of the histogram gives the angle between the planes and this information can be incorporated into the energy minimization framework. A different method that we use in this paper to solve the angular assignment problem is described in the technical report [Coifman et al., 2007] . Briefly speaking, this method uses the good common lines reported by the voting algorithm to construct an N × N sparse matrix whose top three eigenvectors provide an estimate for the Euler angles. We are currently developing an alternative spectral and semidefinite programming relaxation methods that show potential of handling a larger percentage of outliers. These relaxation techniques will be reported in a separate publication [Singer and Shkolnisky, 2009] .
The voting algorithm may also be useful in detecting non-particle images, which is a problem often encountered in practice, as automatic particle picking is known to pick a large number (up to 20-25%) of non-particles. All these images will smear the average classes or will cluster into some non-particle classes which will be compared to the rest of good-particle classes during the voting procedure. The voting algorithm is expected to find that such bad non-particle classes have a relatively small number of good common lines with the remaining particle classes. This provides a way to identify non-particle classes, and later reconstruction procedures should only use classes whose number of good common lines exceeds a certain threshold.
Results
We conducted several numerical experiments to test the performance of the voting procedure. In Section 5.1 we apply the algorithm on simulated electron-microscope projections. This allows us to demonstrate quantitatively the performance of the algorithm. Then, in Section 5.2, we apply the algorithm on a real electron microscope data set, obtaining three-dimensional models directly from a large number of class averages.
Simulations
We applied the voting algorithm on sets of simulated projections of a ribosomal subunit, containing N = 100, 500, 1000, and 5000 projections. For each N, we generated N noise-free centered projections of the particle at uniformly distributed random orientations. Specifically, the projection orientations were obtained by sampling the set of all three-dimensional rotations, known as the rotation group SO(3), uniformly at random. Each projection was of size 129 × 129 pixels. Next, we fixed a signal-to-noise ratio (SNR), and added to each clean projection additive Gaussian white noise of the prescribed SNR. The SNR in all our experiments is defined by where Var is the variance (energy), Signal is the clean projection image and Noise is the noise realization of that image. Figure 3 shows one of the projections at different SNR levels. The SNR values used throughout this experiment were 2 −k with k = 0, . . . , 9. Clean projections were generated by setting SNR = 2 20 . The first step of the experiment was to determine the values of the angular resolution L and the radial discretization n of the radial Fourier lines. Computing the normalized correlation between a single pair of radial lines takes the order of n operations. As mentioned earlier, the number of correlations that need to be computed in order to detect the common line between two images is L 2 /2. It follows that the complexity of finding a single common line is of the order of nL 2 , and clearly the algorithm is faster with smaller values of L and n. On the other hand, choosing L and n to be too small will prevent common line routines from detecting a good approximation of the true common line due to poor resolution in either the angular or radial directions. In all subsequent experiments we use L = 72 and n = 100, which corresponds to an angular resolution of 5
• . Once L and n has been fixed, we took sets of noisy projections with a given SNR, and constructed for each set its corresponding common lines matrix. The percentage of correctly identified common lines in each matrix is plotted against the SNR for various values of N in Figures 4a-4d , using the curve designated by "no filtering". Each such curve gives the probability p of detecting common lines between projections as a function of the SNR. In all experiments we consider the common lines between two projections as correctly identified, if the estimated common lines deviate from the true ones by up to 10
• . We then applied "correlation filtering" to the common lines matrices, that is, we retained only common lines whose correlations are among the highest p percentile of correlations. Specifically, we retained a common line (Λ i,l 1 , Λ j,l 2 ) only if the normalized correlation between rays Λ i,l 1 and Λ j,l 2 is one of the top pN(N − 1)/2 correlation values. We then plotted the percentage of correct common lines among the retained common lines. This is shown in Figures 4a-4d using the curve designated by "correlation filtering". Obviously, this filtering improves the detection rate of common lines. Note that since there are only pN(N − 1)/2 correct common lines, there is no point in retaining more than that, as any larger number would necessarily increase the number of errors.
Finally, we filtered the original common lines matrices using the voting procedure, which we also refer to as "histogram filtering". The histogram filtering consists of several steps. The first step is to compute for each pair of projections (P i , P j ) the angle induced between them by all third projections. This gives a series of N − 2 estimates for the angle α ij between P i and P j . If the common line between projections P i and P j was correctly identified, we expect these estimates to be centered around the true angle between P i and P j . That is, we expect the histogram of the estimates to exhibit a peak at the correct angle.
To find this peak, we use a Gaussian kernel to obtain a smooth density estimation for the angle between P i and P j , followed by mode seeking over a discrete set of T = 60 equally spaced angles between 0
• to 180
• . We choose the width of the Gaussian kernel as σ = 3
• (see also steps 1 and 9 in Algorithm 1). The Gaussian smoothing serves as a simple way for binning the histogram such that close-by angle estimates are combined into a single peak. In Figure 5 we show several examples for the smoothed histogram of the angle between pairs of projections. These histograms were obtained from the experiment that corresponds to N = 1000 and SNR = 1/16. Figures 5a-5d show smoothed histograms for pairs of projections where the common lines were correctly identified. Figures 5e-5h correspond to pairs of projections for which the common lines were misidentified. Note the different scaling of the y-axis between the cases of correct and incorrect identification of common lines.
As explained at the end of Section 3, we record for each angle histogram the height of its peak (step 12 in Algorithm 1), and compute the histogram of the peaks. We then retain only common lines whose peaks are among the p percentile of highest peaks (p is the probability of detecting a correct common line, obtained from the curve designated by "no filtering" in Figures 4a-4d) . The resulting percentage of correct common lines is shown in Figures 4a-4d using the curve designated by "histogram filtering". As evident from Figures 6a-6c, increasing N improves the performance the histogram filtering, but not of the correlation filtering. However, as Figures 4a-4d show, histogram filtering is consistently superior to correlation filtering.
All experiments in this subsection were executed on a Linux machine with 16 Xeon 2.93GHz cores and 48GB of RAM. The algorithm for detecting common lines between projections was implemented in MATLAB, thus taking partial advantage of multiprocessing in computations that use the Basic Linear Algebra Subroutines (BLAS) library. This gives some degree of parallelization in computing cross-correlations, but our experience shows that the current implementation never exceeds 200% utilization (that is, The plots were generated using N = 1000 projections with SNR=1/16. Top row corresponds to pairs of projections whose common lines were correctly identified. Bottom row corresponds to pairs of projections whose common lines were misidentified. Note the different scale of the y-axis in the two cases, indicating much higher peaks for correctly identified common-lines.
cannot use more than 2 cores at any given time). The running times for computing the common lines matrices were 12.12 seconds for N = 100, 169.34 seconds for N = 500, 658.38 seconds for N = 1000, and 15907.43 seconds for N = 5000. The voting procedure was parallelized in C to take advantage of all computing cores, and its speed scales linearly with the number of CPUs. Though it is an O(N 3 ) procedure, the constant associated with it is very small, and thus the algorithm is practical for rather large N (like N = 5000). The reason for the small constant is that given a pair of projections, the first step of the voting checks all third projections and disqualifies non-physical angles. This test requires computing a simple formula for checking condition (11) and is very fast. In the noise levels typically present in class averages of real microscope images, only a few projections pass that test. Thus, updating the histogram never involves O(N) angles but rather much less. Figure 7 shows the running times required for histogram filtering as a function of the SNR. It is clear that histogram filtering gets faster as the SNR decreases, since more triplets are being disqualified, as explained in Section 4.
Figures 8a-8j show the histograms of peaks for N = 1000 projections and various levels of SNR. As can be seen from the figures, for lower noise levels (see for example Figures 8d and 8e) , the histograms consist of two well-separated distributions (bumps) -the right peak corresponds to the average peak height of histograms of correctly identified common lines; the left peak corresponds to the average peak height of histograms of misidentified common lines. As the noise level increases, the two distributions start As N increases, it becomes possible to resolve the peak that corresponds to misidentified common lines from the peak that corresponds to correctly identified common lines.
Reconstruction from ribosome images
A set of micrographs of E. coli 50S ribosomal subunits was provided by M. van Heel. These images were acquired with a Philips CM20 at defocus values between 1.37 and 2.06 µm; they were scanned at 3.36Å/pixel, and particles were picked using the automated particle picking algorithm in EMAN Boxer. All subsequent image processing was performed with the IMAGIC software package [Stark, H. et al., 2002; van Heel, M. et al., 1996] . The particle images were phase-flipped to remove the phase-reversals in the CTF and bandpass filtered at 1/150Å and 1/8.4Å. The variance-normalized images were translationally aligned with the rotationally-averaged total sum.
Without rotational alignment, the 27,121 particle images were classified using the MSA function into sets of 750, 1500 and 3000 classes, and the class means were used for the voting algorithm. In parallel, the IMAGIC routines were used to perform multiple cycles of multireference alignment and classification, reconstruction using angular reconstitution, and model refinement.
A comparison of the refined model and the three models obtained directly from the sets of 3000, 1500 and 750 class averages is shown in Figure 10 . Each class aver- Comparison of a refined model of the 50S ribosomal subunit with direct reconstructions from N = 750, 1500 and 3000 class averages. The refined model is from an Imagic reference-based alignment of the 27,000 particle data set used in this study and refined to 11.7Å resolution (3σ criterion). The remaining structures were generated directly from the voting-derived common line assignments following classification into the given numbers of input classes. The voting-based structures, for the sake of comparison, were soft masked and filtered to 15Å resolution. The structures were also flipped about the z-axis such that their handedness is consistent with the X-ray structure [Ban N. et al., 2000] and shown as the Imagic-generated 3D volumes.
age is formed from ≈ 9, 18 or 36 particle images, respectively. The set of 750 class averages yielded the lowest-quality reconstruction; this is to be expected because the number of classes does not sufficiently sample the three Euler angles of orientation. Nevertheless this and the other two models computed directly from the common-lines assignments represent excellent ab initio models. Figure 11 evaluates the model agreement by Fourier shell correlations (FSCs). The FSC of the refined model, obtained from reconstructions of two halves of the data set, shows a nominal resolution of about 15Å at the 0.5 threshold criterion and 11.7Å using the 3-sigma criterion. FSCs were also computed between the refined model and the models obtained directly from the voting algorithm. The ab initio models agree with the refined model up to 25Å , with the 1500 and 3000-class reconstructions being slightly better than the 750-class reconstruction. Reconstructions failed when using 500 class averages due to excessive averaging, and for sets of 5000 and 7000 class averages due to the low detection rate of common lines.
Computational complexity
As stated, Algorithm 1 has a computational complexity of O(N 3 ), which may be computationally prohibitive with datasets as large as N = 10 5 . In fact, already the computation of the N × N common lines matrix is quadratic in N and may be too time consuming for large N, as it requires the computation of O(L 2 ) normalized correlations for each pair of images, and the computation of each normalized correlation is O(n), where n is the number of discretization points of the radial Fourier lines, so the overall complexity of computing the common lines matrix is O(N 2 L 2 n). There are at least three possible ways in which the voting algorithm may be accelerated. First, since the number of good common lines needed for assigning the Euler angles of N projections is O(N), it follows that if p is the detection rate, then the expected number of projection pairs (k 1 , k 2 ) that need to be examined until O(N) good common lines are collected is O(N/p) (here, the enumeration over the pairs (k 1 , k 2 ) should not progress sequentially like (1, 2), (1, 3), (1, 4) , . . . , as currently done in Algorithm 1, but rather in a random fashion). Since p is at least as large as 1/ √ N , for otherwise condition (4) is violated, it follows that N/p is bounded by N 1.5 . Thus, the number of pairs (k 1 , k 2 ) for which we need to make a histogram is only O(N 1.5 ), and since histogram preparation takes O(N), it follows that the overall complexity of a careful implementation of the voting procedure would be O(N 2.5 ), saving a factor of √ N on the naïve implementation. Second, the histogram updating can be stopped once enough votes had been cast. Put in another way, from equation (4) it follows that the number of votes needed, denoted K, should satisfy K = O(1/p 2 ). The overall complexity would be the number of pairs (k 1 , k 2 ) times K, or the number of pairs times 1/p 2 . Since the number of pairs needed is O(N/p), the overall complexity of the algorithm is O(N/p 3 ). The maximum complexity is obtained when p = 1/ √ N and then N/p 3 = N 2.5 , but at the other extreme (p = 1) we get a linear algorithm (which is not that surprising, as in this case one can simply use a sequential implementation of van Heel's angular reconstitution method to assign all angles). In practice, however, we do not know the value of p, so the very careful implementation would also need to estimate p "on the fly", for example, by noting after how many pairs (k 1 , k 2 ) a first spiky histogram was obtained.
Third, in order to obtain an ab initio coarse structure, it is usually not necessary to find the angular assignment of all N projections. A coarse structure can be obtained from a fewer number N ′ of projections (N ′ < N) and can be later refined using the entire image collection. While the number of votes for each histogram can still be as large as N, the number of pairs (k 1 , k 2 ) can be limited to N ′ (N ′ − 1)/2 instead of N(N − 1)/2. For example, if the number of projections is N = 10 5 , and we choose N ′ = 10 2 , we get a computational savings factor of 10 6 . At the moment, our implementation follows the description of Algorithm 1 without the computational savings discussed above.
Summary and discussion
We presented a simple and efficient voting procedure that makes use of the geometry rendered by the Fourier projection-slice theorem to identify the correct common lines even in the presence of many other falsely detected common lines. The quality of a common line is determined by all other images. Our method succeeds even at a low detection rate of common lines and would therefore allow common lines-based methods to succeed in lower SNR. It would allow, for example, to use noisier class averages, where each class consists of fewer projections.
The voting procedure can be easily adjusted to handle cases in which there are several common line candidates: for each candidate we produce a histogram and choose the one (if any) that shows an identifiable spike.
We note that the method may also be useful for the heterogeneity problem. In theory, if we pick a pair of projections corresponding to different types, then all triplets containing the pair should be incoherent and produce random angles. In practice, however, the problem of heterogeneity is more difficult. Projections of different types are very similar and can easily fool the common line test. This is especially true when dealing with class averages that may contain projections from different types.
Our experience with simulative data shows that the detection rate of common lines between a fixed pair of images exhibits a phase transition behavior. Once the SNR goes below a certain threshold, the detection rate decays exponentially quickly. This is in agreement with the threshold phenomenon in non-linear estimation theory that was developed originally for radar range estimation Ziv, J. and Zakai, M., 1969] . In our case, the threshold is different from one pair of images to the other, and so some common lines may be correctly detected while others are not. In other words, although the detection of common lines between a fixed pair of images exhibits a sharp threshold phenomenon as a function of the SNR, the threshold region is much wider and smoother for the entire data set since we are comparing many different pairs with different thresholds.
Improved filters and correlation tests for common line detection can push the detection threshold lower and therefore significantly improve the performance of any common lines based algorithm like the one presented in this paper. We believe that constructing improved comparison tests, such as developing tests based on some clever feature selection to replace simple correlation, is a research direction that should be strongly pursued.
