Abstract. We improve the preceding results obtained by the first and the second authors in [3] . They concern the stability issue of the inverse problem that consists in determining the potential and the damping coefficient in a wave equation from an initial-to-boundary operator. We partially modify the arguments in [3] to show that actually we have Hölder stability instead of logarithmic stability.
Introduction
Let M " pM, gq be a compact n-dimensional Riemannian manifold with boundary. Recall that, in local coordinates x " px 1 , . . . , x n q, g " g ij dx i b dx j .
Here and henceforth, we adopt the Einstein convention summation for repeated indices. For two vector fields X and Y over M ,
when X " X i B i and Y " Y j B j , where pB 1 , . . . , B n q is the dual basis to px 1 , . . . , x n q. Set then |X| " a xX, Xy. Recall that the gradient of u P C 8 pM q is the vector field given by ∇u " g ij B i uB j and the Laplace-Beltrami operator is the operator acting as follows ∆u " |g|´1 {2 B i´| g| 1{2 g ij B j u¯, where pg ij q is the inverse of the metric g and |g| is the determinant of g.
Consider the following initial-boundary value problem, abbreviated to IBVP in the sequel, for the wave equation:
(1.1)
t u´∆u`qpxqu`apxqB t u " 0 in Q " 8 Mˆp0, τ q, u " 0 on B " BMˆp0, τ q, up¨, 0q " u 0 , B t up¨, 0q " u 1 .
The analysis carried out in [10, sections 5 and 6, Chapter XVIII] (see also [8, Chapter 2] ) enables us to deduce that, for any q, a P L 8 pΩq, τ ą 0 and pu 0 , u 1 q P H, the IBVP (1.1) has a unique solution u :" S q,a pu 0 , u 1 q P Cpr0, τ s, H 
where c M is a constant depending only on M . A combination of (1.2) and (1.3) yields
with a constant C of the same form as in (1.2). Pick Γ, a non empty open subset of BM , and τ ą 0. In all of this paper, we assume that pΓ, τ q geometrically control M . We refer to [14] for a precise definition of this assumption. It is worth mentioning that the notion of geometric control was introduced by Bardos, Lebeau and Rauch in [7] .
In light of [14, theorem page 169] (which remains valid for the wave operator plus an operator involving space derivatives of first order) and bearing in mind that controllability is equivalent to observability, we can state the following inequality
for some constant κ ą 0. By the perturbation argument in [18, Proposition 6.3.3, page 189], we assert that there exists β ą 0 so that, for any pq, aq " pq 0 , a 0 q`pr q, r aq, with pr q, r aq P
Here κ ą 0 is the constant in (1.5). Set
Remark 1.1. The constant κ in (1.5) is obtained in an abstract way from the HUM method and therefore it is not possible to derive how it depends on q 0 and a 0 . This explains why we used a perturbation argument in order to get that the observability constant in (1.6) is uniform in pq, aq P D.
Define the initial-to-boundary operator Λ q,a as follows
In light of the fact that
one can easily obtain that Λ q,a P BpH 1 , H 1 pp0, τ q, L 2 pΓqq. Additionally, as a consequence of (1.4),
Here C " Cp}q} 8`} a} 8 q is a nondecreasing function. Our main purpose is the stability issue for the inverse problem of recovering pq, aq from the initial-toboundary operator Λ q,a . We provide a method based on the spectral analysis of the unbounded operator defined on
When q ě 0 and a " 0,´iA q,0 is self-adjoint and A´1 q,0 is compact and therefore A q,0 is diagonalizable. In that case, under the assumption that the Hardy inequality holds in M , we prove in Theorem 2.1 below Hölder stability estimate with exponent 1{2. In the general case´iA q,a is no longer self-adjoint but it is a "nice" perturbation of the self-adjoint operator´iA 0,0 . This observation enables us to show that A q,a possesses Riesz basis consisting of eigenfunctions. This result, combined with a fine analysis of the behavior of an eigenfunction near its zeroes, enables us to obtain in Theorem 3.1 below Hölder stability estimate with some indefinite exponent.
These kind of inverse problems were initiated by the first and the second authors in [3] . The main idea in [3] combine both the stability estimate for inverse source problems by [2] and the spectral decomposition of the unbounded operator associated with the IBVP under consideration. In the present work we improve the logarithmic stability estimates presented in [3] . We actually prove that the stability is of Hölder type. The new ingredient we used consists, roughly speaking, in quantifying globally, the property saying that a non zero solution of an elliptic equation can not have a zero of infinite order.
It is worth mentioning that the geometric control condition on Γ can be removed. But it that case the stability is of (at most) logarithmic type. We refer to the recent paper [6] by authors for more details.
A neighbor inverse problem which is much harder to tackle is the one consisting in the determination of the damping boundary coefficient from the corresponding initial-to-boundary operator. First results for this problem was obtained by the first and the second authors in [4] and [5] .
Stability around a zero damping coefficient
In the present section we assume that M is embedded in a n-dimensional complete manifold without boundary N " pN, gq and the following Hardy's inequality is fulfilled (2.1)
for some constant c ą 0, where dV is the volume form on M , d is the geodesic distance and dp¨, BM q is the distance to BM . Define r x pvq " inft|t|; γ x,v ptq R 8 M u, where γ x,v is the geodesic satisfying the initial condition γ x,v " x and 9 γ x,v " v. As it is observed in [17] , the hardy inequality holds for M whenever M has the following uniform interior cone property: there are an angle α ą 0 and a constant c 0 ą 0 so that, for any x P M , there exists an α-angled cone C x Ă T x with the property that r x pvq ď c 0 dpx, BM q, for all v P C x . The proof of this result follows the method by Davies [11, page 25] for the flat case. We mention that Hardy's inequality holds for any bounded Lipschitz domain of R n with constant c ď 1 4 , with equality when Ω is convex.
Mq ď mu. Let m 0 be sufficiently large so that D m ‰ H, for all m ě m 0 . In the sequel m ě m 0 will be fixed. Theorem 2.1. Let pq, 0q P D m with q P C 1 pM q and q ě 0. Then there exists a constant C ą 0, that can depend on the data and q, so that, for any pr q, r aq P D m , we have
Here }Λ r q,r a´Λq,0 } denotes the norm of Λ r q,r a´Λq,0 in
We firstly establish a weighted interpolation inequality. To do so, we will use Hopf's maximum principle that we recall in the sequel. Proposition 2.1. Let q P CpM q and u P C 1 pM q X C 2 p 8 M q X H 1 0 pM q satisfying q ď 0 and ∆u`qu ď 0. If u is non identically equal to zero, then upxq ě c u dpx, BM q, x P M, where c u is a constant that can depend on u and M .
Proof. Let 0 ă ǫ to be specified later. Let x P M so that dpx, BM q ď ǫ and y P BM satisfying dpx, BM q " dpx, yq. Since N is complete, there exist a unit speed minimizing geodesic γ : r0, rs Ñ M such that γp0q " y, γprq " x and 9
γp0q " νpyq, where we set r " dpx, BM q (see for instance [15, 
with 2η " min yPΓ B ν upyq ą 0 (by the compactness of Γ). Consequently, φprq ě rη provided that ǫ ď η{c. In other words, we proved
On the other hand, an elementary compactness argument yields, where M ǫ " tx P M ; dpx, Γq ě ǫu,
In light of (2.2) and (2.3), we end up getting upxq ě c u dpx, BM q, x P M.
As a consequence of Proposition 2.1 and Hardy's inequality, we have Corollary 2.1. (Weighted interpolation inequality) Let q P CpM q, q ď 0, and u P C 2 pM q X H 1 0 pM q non identically equal to zero satisfying ∆u`qu ď 0. There exists a constant c u , that can depend only on u and M so that, for any
Proof. By Proposition 2.1, upxq ě c u dpx, BM q. Therefore ż
Combined with Hardy's inequality (2.1), this estimate gives (2.4)
But, from usual interpolation inequalities,
where the constant C depends only on M .
which is the expected inequality Fix 0 ď q P C 1 pM q and consider the unbounded operator A "´∆`q, with domain DpAq "
An extension of [12, Theorem 8.38, page 214] to a compact Riemannian manifold with boundary shows that the first eigenvalue of A, denoted by λ 1 is simple and has a positive eigenfunction. Let then φ 1 P C 2 pM q (by elliptic regularity) be the unique first eigenfunction satisfying φ 1 ą 0 and normalized by }φ 1 } L 2 p 8
Mq " 1. Since ∆φ 1´q u "´λ 1 φ 1 , the Hopf's maximum principle is applicable for φ 1 . Therefore, a particular weight in the preceding corollary is obtained by taking u " φ 1 .
Corollary 2.2. There exists a constant c ą 0, that can depend on φ 1 , so that, for any
Completion of the proof of Theorem 2.1. Let pq, 0q, pr q, r aq P D m with q P C 1 pM q and q ě 0. Denote by 0 ď φ 1 the first eigenfunction of´∆`q under Dirichlet boundary condition, normalized by
λ1t φ 1 and r u " S r q,r a pφ 1 , i ?
is the solution of the following IBVP (2.5)
,τ q,L 2 pΓqq ď c β }Λ r q,r a´Λq,0 }. This inequality, combined with Corollary 2.2, yields
The proof is then complete.
Stability for the general case
We aim to establish the following theorem.
Theorem 3.1. Let pq, aq P D. There exist C ą 0 and 0 ă α ă 1, that can depend on pq, aq, so that for any pr q, r aq P D, we have }r q´q}
Here }Λ r q,r a´Λq,a } denotes the norm of Λ r q,r a´Λq,a in
Prior to proving this theorem, we make the spectral analysis of the operator A q,a . Denote the sequence of eigenvalues, counted according to their multiplicity, of A "´∆, with domain DpAq "
Consider the unbounded operators defined, on H "
and A q,a " A 0`Bq,a with DpA q,a q " DpA 0 q, where
BpHq.
According to [18, Proposition 3.7.6, page 100], we know that A 0 is skew-adjoint operator with 0 P ρpA 0 q and
We note that, since A´1 0 : H Ñ H 1 is bounded and the embedding H 1 ãÑ H is compact, A´1 0 : H Ñ H is compact. Also, from [18, Proposition 3.7.6, page 100], A 0 is diagonalizable and its spectrum consists in the sequence pi ? λ k q. Consider the bounded operator C q,a " piA´1 0 qp´iB q,a qpiA´1 0 q. Let s k pC q,a q be the singular values of C q,a , that is the eigenvalues of pCq ,a C q,a q 1{2 . In light of [13, formulas (2.2) and (2.3), page 27], we have
where }B q,a } denote the norm of B q,a in BpHq.
On the other hand, referring to Weyl's asymptotic formula, we have λ k " Opk´2 {n q. Consequently, C q,a belongs to the Shatten class S p for any p ą n{2, that is ÿ kě1 rs k pC q,a qs p ă 8.
We apply [13, Theorem 10.1, page 276] in order to get that the spectrum of A q,a consists in a sequence of eigenvalues pµ q,a,k q, counted according to their multiplicity, and the corresponding eigenfunctions pφ q,a,k q form a Riesz basis of H. Fix pq, a, kq and set µ " µ q,a,k and φ " φ q,a,k " pϕ, ψq P H 1 be an eigenfunction associated to µ. Then it is straightforward to check that ψ " µϕ and p´∆`q`aµ`µ 2 qϕ " 0 in 8 M q X C 0 pM q. This property of ϕ will be used in the proof of Proposition 3.1 below.
The following result enters in an essential way in the proof of the weighted interpolation inequality that we will use to prove Theorem 3.1.
The proof of this proposition is given in the end of this section.
Lemma 3.1. (Weighted interpolation inequality) There exists a constant C, that can depend on ϕ, so that for any
Here δ is as in Proposition 3.1.
2`δ . Therefore, the exponent conjugate to p, p˚"
2`δ 2 and αp˚" δ. We get by applying Hölder's inequality ż
On the other hand
A combination of (3.1) and (3.2) yields
Mq which is the expected inequality.
We are now ready to complete the proof of Theorem 3.1. Similarly as in the proof of the completion of Theorem 2.1, we have, by taking pu 0 , u 1 q " φ q,a,k , }ϕpr q´qq} L 2 p 8
Mq`} ϕpr a´aq} L 2 p 8 M q ď C}Λ r q,r a´Λq,a }. According to the weighted interpolation inequality in Lemma 3.1, this inequality entails
Proof of Proposition 3.1. First step. Denote by B the unit ball of R n and let B`" B X R ǹ , with R ǹ " tx " px 1 , x n q P R n ; x n ą 0u. Let L be a second order differential operator acting as follows
Assume that pa ij q is a symmetric matrix with entries in C 1 p2B`q, C P L 8 p2B`q n is real valued and d P L 8 p2B`q is complex valued. Assume moreover that
for some κ 0 ą 0. Let u P W 2,n p2B`q X C 0 p2B`q be a weak solution of Lu " 0 satisfying u " 0 on Bp2B`q X R ǹ and |u| 2 P W 2,n p2B`q X C 0 p2B`q. From [1, Theorem 1.1, page 942], there exists a constant C, that can depend on u, so that the following doubling inequality at the boundary ż
holds for any ball B 2r , of radius 2r, contained in 2B.
On the other hand simple calculations yield, where v " ℜu and w " ℑu,
nd |u| 2 " 0 on Bp2B`q X R ǹ .
Harnak's inequality at the boundary (see [12, Theorem 9.26 for any ball B 2r , of radius 2r, contained in 2B.
Inequalities (3.3) and (3.4) at hand, we mimic the proof of [9, Theorem 4.2, page 1784] in order to obtain that r u´δ P L 1 pBq for some δ ą 0, that can depend on u. Whence u´δ P L 1 pB`q.
Second step. As BM is compact, there exists a finite cover pU α q of BM and C 8 -diffeomorphisms f α : U α Ñ 2B so that f α pU α X 8 M q " 2B`, f α pU α X BM q " 2B X R ǹ and, for any x P BM , x P V α " f´1 α pBq, for some α. Then u α " ϕ˝f´1 α satisfies L α u α " 0 in 2B and u " 0 on Bp2B`q X R ǹ for some L " L α obeying to the conditions of the first step. Hence u´δ α α P L 1 pB`q and then ϕ´δ α P L 1 pV α q. Let V the union of V α 's. Since u P L 8 pV q, which is a consequence of (3.4), u´δ 0 P L 1 pV q with δ 0 " min δ α . Next, let ǫ sufficiently small in such a way that M zM ǫ Ă V , where M " tx P M ; distpx, BM q ą ǫu. Proceeding as previously it is not hard to get that there exists δ 1 so that ϕ´δ 1 P L 1 pM ǫ{2 q. Finally, as it is expected, we derive that ϕ´δ P L 1 p 8 M q with δ " minpδ 0 , δ 1 q.
