Abstract-The geometric mean of the eigenvalues of multipleinput multiple-output (MIMO) channels is a parameter occurring in a variety of instances, including MIMO transceiver design based on the so-called geometric mean decomposition (GMD), and MIMO mutual information at high SNR. In this paper, we derive the asymptotic geometric mean of MIMO channel eigenvalues in the case where the entries of the channel matrix are independent and identically distributed. We demonstrate that the result can be easily extended to channels with an exponential correlation model. As an application of the result, we provide an analytical expression for the asymptotic system capacity of GMD-based transceivers.
I. INTRODUCTION
The emergence and potential of multiple-input multipleoutput (MIMO) transmission techniques have forced engineers to re-evaluate their traditional approaches to the classical problem of point-to-point communication. In recent years, a number of interesting MIMO techniques have been devised to improve the data throughput and reliability. Yet, despite the great many advances [1] , there remain open problems not only in the characterization of the fundamental capacity limits of MIMO channels, but also in the analysis of various MIMO transmission techniques.
Recently, several performance characterization problems revolving around the geometric mean of the MIMO channel eigenvalues have surfaced [2] - [5] . In [2] a transceiver design based on the so-called geometric mean decomposition (GMD) has been proposed. The capacity of the GMD-based design proposed therein depends on the geometric mean of the MIMO channel eigenvalues. A closely related application can be found in [3] . The geometric mean also appears in the analysis of the vector perturbation technique introduced in [4] . In [5] , it is shown that the ratio of geometric and arithmetic means is a natural measure for characterizing the capacity degradation due to dispersion of the eigenvalues. It is also well-known that the logarithm of the geometric mean of the MIMO channel eigenvalues provides a simple approximation to the high-SNR channel capacity with uniform transmit power allocation [6] .
Let H denote a K × L matrix whose zero-mean entries are independent and identically distributed (iid) random variables with unit variance. The asymptotic (K → ∞) geometric mean of the positive eigenvalues of 1
L HH
H has been derived in [7] for arbitrary ratio parameter β = L K by direct integration over the Marčenko-Pastur distribution [8] . The case of square H (β = 1) was derived for Gaussian H in [9] using a limit argument. The result therein however coincides with the asymptotic geometric mean of a larger class of random matrices whose empirical eigenvalue distribution converges to the Marčenko-Pastur law. For certain distributions the exact expected value of logarithm of the geometric mean is known for finite matrix sizes. For example, if H is matrix variate Gaussian, i.e.,
1

L HH
H is Wishart, the expected logdeterminant of
1
L HH
H is well-known to be given by a sum of digamma functions [6] . This result, while exact, provides little insight on how the geometric mean behaves as the ratio L/K varies.
In this paper we derive the asymptotic geometric mean of the eigenvalues of the matrix quadratic form 
H by a method different from [7] . The proof is based on a simple limiting argument and avoids integration over the Marčenko-Pastur law. The case of exponentially correlated matrix entries is also briefly discussed.
As an application, we analyze the system capacity of the recently proposed GMD-based transceivers [2] .
The paper is organized as follows. Section II gives the main result with two proofs. The application of the main result to the capacity of GMD-based transceivers can be found in Section III. Numerical experiments in Section IV confirm the validity of our analytical results. Section V concludes the paper.
Notation: A matrix, vector, and scalar are denoted with A, a, and a, respectively. Conjugate transpose of A is denoted with A H , and the n × n identity matrix with I n . Determinant of a square matrix A is denoted with |A|. E[X] stands for the expected value of the random variable X. The 'Big Oh' notation f (n) = O(g(n)) means that there exists some constant c such that, for large enough n, cg(n) is an upper bound on f (n).
II. ASYMPTOTIC GEOMETRIC MEAN
Consider a real or complex K × L matrix H, whose entries are iid random variables with zero-mean and unit variance. We are interested in the asymptotic limit, i.e. K → ∞ while
is held constant, of the geometric mean of the eigenvalues
We stress that m g denotes the asymptotic geometric mean. As a technical side condition, we also assume that the fourth moments of the entries of H decay as O(L −2 ).
A. Main result Result 1:
With the assumptions made above, the asymptotic geometric mean of the eigenvalues of the matrix G = 
It follows that m g varies between m g = 1/e (for β → 1) and
This result generalizes the case β = 1 in [9] , where it was shown that for square H one obtains
Note that (1) is the asymptotic geometric mean of the eigenvalues of
B. Direct proof
It is known that, as K → ∞, the empirical distribution of the eigenvalues of G converges to the Marčenko-Pastur law [8] 
where
In the sequel, it will be more convenient to work with the logarithm of m g , i.e. ln m g , since this allows us to convert a finite summation to a definite integral at the large-K limit, and then exploit the Marčenko-Pastur law.
Towards this end, we write
where (6) follows from (5) because, by the assumptions on the statistics of H, at the large-K limit the average converges to the Marčenko-Pastur law given in (3). Thus, the integral we need to evaluate is
where a and b were defined in (4) .
which has been evaluated in the Appendix of [10] and in [7] using a shorter Poisson integral approach. Using the results therein, the logarithm of the asymptotic geometric mean is then
which gives (1).
C. Indirect (probabilistic) proof
The direct proof given above hinges on the non-obvious substitution x, and on the subsequent integration of (9), given in [7] and [10] . In what follows, we present an alternative proof which is based on a totally different approach. The idea is to examine the limit of the logarithm of the geometric mean of eigenvalues of G =
1
L HH
H in the case where the entries of H are iid complex Gaussian random variables with zero-mean and unit variance, i.e, the distribution of G is complex Wishart. As K → ∞, the empirical distribution of the eigenvalues of G converges almost surely to the Marčenko-Pastur law, and hence from standard convergence theorems [11] it follows that the expected value of 1 K ln |G| will coincide with (7) in the large-K limit. For finite K we can write [6] , [8] 
where, for positive integer n,
is the digamma function, γ ≈ 0.5772 is the Euler-Mascheroni constant, and
is the kth harmonic number. The main obstacle is to evaluate the sum of digamma functions in (10) . We can assume without loss in generality that L ≥ K. From (11) and (12) we can write
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where we used the easily proven sum [12] n−1 k=1
From (13)- (15) it is clear that
Therefore, with L = βK,
For large n,
Using (17), for large K, (16) becomes
Combining (18) and (10) with − ln L = − ln(βK), we obtain the final result as
which again gives (1). We have therefore proved Result 1 indirectly as the limiting value of the Wishart distributed G. The proof bypasses the cumbersome definite integral over the Marčenko-Pastur distribution. The idea of the proof may be applicable to H with dependent entries to obtain asymptotic results that would be difficult to derive directly.
D. Impact of Correlation
In general, one-sided correlation adds to ln m g a penalty term that depends on the asymptotic correlation structure of the channel. As an example, if H c = √ RH, where the (i, j)th entry of R is µ |i−j| , µ ∈ (0, 1), it can be shown that the asymptotic geometric mean of the eigenvalues of
Here, H c = √ RH could correspond to a MIMO channel modeled by the popular exponential correlation model at the receiver side. The effect of this correlation is captured by (19) in a very simple way. To prove (19), one can first write ln |G c | 1
K , and then evaluate the large-K limit of the first term based on the asymptotic eigenvalue distribution of Toeplitz matrices [14] . If the correlation is modelled in a more general way (in the sense that the geometric means of the correlation and the iid terms cannot be separated), the idea of the probabilistic proof could still be helpful.
III. CAPACITY OF GMD-BASED MIMO TRANSMISSION
A. MIMO System Model
We consider a MIMO communications systems, where K and L now refer to the number of receive and transmit antennas, respectively. For a frequency-flat communication channel, the channel input x ∈ C L×1 and channel output y ∈ C K×1 are related as
where n ∈ C K×1 denotes additive noise. We assume that n and x have multivariate circularly symmetric complex Gaussian distribution with per-dimension variances of σ 
B. GMD-Based Transmission
In conventional MIMO systems employing V-BLAST (i.e. decision-feedback) detection (e.g. [15] ) or TomlinsonHarashima (TH) precoding (e.g. [16] ), the overall error performance is usually dominated by the equivalent subchannel that has the lowest SNR. This worst subchannel SNR can be maximized using GMD-based transceiver design [2] , which can be seen as a generalized QR-type decomposition of the channel matrix. In combination with V-BLAST detection or TH precoding, the MIMO channel is transformed into equal power parallel subchannels; the gain of each subchannel is given by the geometric mean of the eigenvalues of the matrix HH H . This reduces the degrading effect of low-SNR subchannels, and improves the overall error performance.
C. Asymptotic System Capacity of GMD-Based Transmission
With (1) we are now able to provide an analytic expression for the asymptotic system capacity of GMD-based transmission.
The system capacity for GMD-based transceiver design is given by [2] 
where m g,K refers to the geometric mean of the eigenvalues of the K × K matrix HH H , i.e.
Here, we assume that K ≤ L and that the K ×L channel matrix H has full rank (almost surely). The channel H is random, and so are m g,K and C GMD . However, as K → ∞ while β = L/K is held constant, m g,K /L (i.e. the geometric mean of the eigenvalues of G = 1 L HH H ) tends almost surely to m g defined in (1), and hence the system capacity per subchannel C GMD /K tends almost surely to
Here m g can be seen simply as a β-dependent SNR gain that varies between 1/e (for β → 1) and 1 (for β → ∞).
Evidently, if we replace m g with m g,c = (
we immediately obtain the asymptotic system capacity for GMD-based transeiver design with exponential correlation at the receiver side. Via the factor 1 − µ 2 , the correlation parameter µ directly determines the associated capacity loss compared to the iid case.
It is readily shown that in the case when there are more receive than transmit antennas (i.e. K > L), (20) holds for C ∞ GMD /L if we replace β with β = 1/β = K/L and SNR with β SNR.
IV. NUMERICAL EXAMPLES AND DISCUSSION
A. Asymptotic Geometric Mean
To test the validity of Result 1 we generated a large number of K × L matrices whose entries were iid zero-mean Gaussian with unit variance. We then computed the geometric mean of the eigenvalues of the K × K matrix G for all realizations, and averaged the result. Sample standard deviation from the average was also computed. The procedure was repeated for several values of L. The result for K = 8 is shown in Fig. 1 . It can be seen that the asymptotic result provides an excellent approximation to the average geometric mean results even for the moderately small K = 8. Moreover, the asymptotic geometric mean is also a good approximation for any given realization, as evidenced by the fairly small standard deviation. This is an expected result since the empirical distribution of the eigenvalues of G converges to the limiting case rather quickly as K increases [8] . Fig. 2 compares the analytical result (20) to capacity simulated using finite dimensional channel matrices. Samples of H were generated according to the iid Gaussian MIMO channel model described in Subsection III-A with K = 8. The standard deviation from the average capacity is also shown. It can be seen that the asymptotic result serves as an accurate, yet simple approximation even for moderate number of antennas. We now compare the GMD capacity with the channel capacity for uniform power loading (when no channel state information is available at the transmitter), defined as [1]
B. Capacity of GMD-Based Transmission
where the expectation is with respect to the channel distribution. The analytic result for the corresponding asymptotic capacity C ∞ /K can be found in [10] , [13] . Note that the result for C ∞ /K therein has a much more complicated form than the GMD capacity in (20). Figure 3 (a) and (b) show the asymptotic capacity results C ∞ /K and C ∞ GMD /K versus SNR (for β = 2) and versus β (for SNR = 5 dB), respectively. It is seen that GMD-based transmission is inferior especially at low SNR and small β. On the other hand, for large β or high SNR we obtain the following.
• High SNR, fixed β: Evidently, for high SNR we can approximate
where the approximation error vanishes as SNR → ∞.
It is easy to show that, for large number of antennas, this coincides with the high-SNR approximation of (21). It follows that GMD-based transceivers are capacity optimal for high SNR (cf. Figure 3 (a) ). This has been discussed also in [2] .
• Large β, fixed SNR: For β → ∞ we have from (2) m g → 1, and thus
This is the capacity of a single-input single-output AWGN channel, and also, as is well-known [10] , the large-β limit of the asymptotic per-dimension channel capacity associated with (21). Thus, we can conclude that, as expected, GMD-based transceivers are asymptotically capacity optimal for large β (cf. Figure 3 (b) ).
V. CONCLUSION
Using a simple limiting approach, we derived the large-K limit of the geometric mean of the eigenvalues of 1 L HH in the case where the K × L matrix H has zero-mean iid elements with unit variance and L K is fixed. We pointed out how the result can be directly extended to an exponetially correlated case. As an application, we obtained a simple expression for the asymptotic capacity of transceivers based on the geometric mean decomposition. 
