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Abstract—This paper describes ongoing work on a system using 
spatial descriptions to construct abstract maps that can be used 
for goal-directed exploration in an unfamiliar office environment. 
Abstract maps contain membership, connectivity, and spatial 
layout information extracted from symbolic spatial information. 
In goal-directed exploration, the robot would then link this 
information with observed symbolic information and its 
grounded world representation. We demonstrate the ability of 
the system to extract and represent membership, connectivity, 
and spatial layout information from spatial descriptions of an 
office environment. In the planned study, the robot will navigate 
to the goal location using the abstract map to inform the best 
direction to explore in. 
Keywords-mobile robot; navigation; semantic map 
I.  INTRODUCTION 
Humans navigate through the world with ease in most 
situations. This is particularly true in built environments such 
as shopping centers, airports, and university campuses. These 
environments are often designed to provide navigational cues 
for people who have never been there before, including labels, 
signs, maps, and obvious landmarks. 
Robots, however, typically use information from their 
sensors (range sensors, cameras, odometers) to construct and 
use maps of their explored environment. Few robots use any of 
the extensive information available for humans navigating 
through unfamiliar built environments. Robots have difficulties 
interpreting natural language directions and signs due to 
ambiguity in descriptions, changing frames of reference, and 
identifying cues in the built environment. 
Some robotic navigation systems integrate symbolic spatial 
information to guide navigation [1-5]. Typically, the 
environment has been altered in some way to enable the robot 
to navigate through it, for example, using simulated 
environments or adding tags to identify locations. In our work, 
we aim to construct a robotic system that can use the symbolic 
cues available for humans in real-world environments, 
including floor plans, campus maps, sketch maps, and natural 
language descriptions. In previous work [6] we demonstrated a 
robotic system that used symbolic cues to perform successful 
goal-directed navigation, restricted to floor plans for symbolic 
spatial information and door labels for symbolic observations. 
The key contribution of this paper is the construction of an 
abstract map from spatial descriptions in structured natural 
language, rather than the metric floor plans used in our 
previous work. The abstract map uses the provided semantic 
knowledge to infer membership, connectivity, and spatial 
layout. We demonstrate the ability of the system to construct an 
abstract map of a section of two floors in a university building. 
II. RELATED WORK 
This section reviews related work on symbolic spatial 
information from natural language and existing robot 
navigation systems that use natural language. 
A. Symbolic spatial information from natural language 
There are many forms of symbolic spatial information, 
including natural language, route directions, gestures, signs, 
and pictorial representations. In previous work [6] we used 
floor plans, a form of pictorial representation. Here we use 
natural language, specifically phrases of spatial information 
describing an office environment. A natural language phrase of 
spatial information contains specific elements that combine to 
provide information about relationships between places and 
objects. We focus on locations, for which the central concept is 
a toponym. A toponym is a noun used to refer to a specific 
place [7], namely points, one dimensional paths, two 
dimensional planes or three dimensional volumes [8]. There are 
usually two toponyms in a phrase, the figure, which is the 
space being described, and the reference object, which provides 
context for understanding the phrase. Sometimes the phrase 
also refers to a third toponym providing additional context. The 
spatial relationship between the toponyms is described with a 
spatial preposition [9]. The frame of reference [10] then 
determines how to interpret the spatial relationship.  
B. Robot navigation from spatial directions 
Symbolic navigation systems use symbolic spatial 
information to guide navigation. The autonomous city explorer 
project [2] was an early example of a symbol based navigation 
system, using pointing gestures to guide a mobile robot through 
a city. In other work, rudimentary language was used to build 
labelled navigation maps of an environment [1]. Natural 
language has also been used for providing route directions to 
robots [3-5]. These projects have typically achieved success by 
restricting or adding to the existing environment. 
III. APPROACH 
Our system aims to navigate through an unfamiliar built 
environment to a goal using only information that is available 
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in the environment. In this paper, the provided semantic 
knowledge is a structured natural language description of the 
environment. The system infers membership, connectivity, and 
spatial layout from this knowledge. The robot then uses this 
information together with its grounded map and symbols 
observed in the world to perform goal-directed exploration 
through the unfamiliar environment. We use a section of Level 
4 and Level 11 of S Block on QUT Gardens Point Campus to 
demonstrate how the abstract map captures the semantic 
knowledge in connectivity graphs and spatial layouts. 
A. Semantic knowledge 
The semantic knowledge is a set of structured natural 
language phrases of spatial information, answering the 
questions “Where am I?, “Where is the goal?”, and “How do I 
get to the goal?”. Three types of information are found in the 
phrases: membership, connectivity, and spatial relationships. 
Membership phrases like “S1100 is on level 11” facilitate 
general navigation tasks. Spatial prepositions can imply 
connectivity or spatial relationship information. The phrase 
“S1103A is through S1105” implies that there is a navigable 
connection between S1103A and the context location through 
S1105. The phrase “S1104A is past S1104” implies that S1104 
will be found before S1104A. In the current work, connections 
are made manually using a set of pre-defined rules. The 
semantic knowledge can be displayed using a graph (see Figure 
1), where nodes represent toponyms and edges represent a 
piece of spatial information, with the figure at the arrow head 
and the reference object at the tail. 
B. Membership and Connectivity 
Membership and connectivity information can be displayed 
in a graph of connectedness of spaces and their organization 
within parent spaces (see Figure 2). An edge means that there is 
a navigable connection between the two spaces. 
C. Spatial Layout 
Spatial layouts depict what the robot can expect to see in its 
immediate surroundings. A spatial layout for a given space 
contains a reference point (RP), which corresponds to the 
entrance to the space, and additional labelled points, which 
correspond to entries to connected spaces. No consistent scale 
is used with the focus on the general layout and order of 
connected spaces. A consistent frame of reference is used for 
each layout. Each piece of spatial information implies a spatial 
constraint: the distance between two points or the angle 
between three points. Springs are used to represent the spatial 
constraints with a desired value and a ‘springiness’ 
corresponding to the strength of that constraint. Once the 
spatial layout is defined, the forces in the spring system act on 
the points until a stable configuration is found (see Figure 3). 
D. Goal-directed exploration using an abstract map 
For goal-directed exploration in an unexplored space, the 
membership and connectivity graph is first generated from the 
semantic knowledge. The robot finds the sequence of spaces in 
a path to the goal from its current position through basic graph 
search techniques. The spatial layouts for each space in this 
sequence are generated. The current spatial layout is used in 
conjunction with the grounded map (the robot’s map of the 
explored environment, for example an occupancy grid) and 
relevant symbol observations (for example door labels), to 
physically move from space ‘a’ to ‘b’. The links between the 
abstract and grounded map are used to determine the best 
direction to explore in to find ‘b’. 
IV. CONCLUSIONS AND FUTURE WORK 
In future work, we will use the constructed abstract map to 
aid the navigation of the robot to a goal, as described in the 
previous sections. There will be uncertainty in the semantic 
knowledge and in the symbol observations in the world. The 
system is not expected to provide the optimal route, but will 
indicate good directions for exploration, in a manner similar to 
how humans navigate to goals in unfamiliar environments. 
 
Figure 1 Semantic knowledge graph 
 
Figure 2 Membership and Connectivity Graph 
 
Figure 3 Spatial layouts for corridors S1100 (top) and S1105 (bottom) 
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