Introduction
In this paper, we develop a universal way of obtaining Gaussian upper bounds of the heat kernel on Riemannian manifolds. By the word "Gaussian" we mean those estimates which contain a Gaussian exponential factor similar to one which enters the explicit formula for the heat kernel of the conventional Laplace operator in R n :
p(x; y; t) = 1 (4 t) n=2 exp The history of the heat kernel Gaussian estimates started with the works of Nash 25] and Aronson 2] where the double-sided Gaussian estimates were obtained for the heat kernel of a uniformly parabolic equation in R n in a divergence form (see also 15] for the improvement of the original Nash's argument and 26] for a consistent account of the Aronson's results and related topics). In particular, the Aronson's upper bound for the case of time-independent coe cients which is of interest for us reads as follows:
p(x; y; t) const t n=2 exp where C is a large enough constant.
In a series of works of Gushin 22] , 21] he extended the Gaussian upper bounds to parabolic equations in unbounded domains in R n with the Neumann boundary condition. As far as Riemannian manifolds are concerned, the heat kernel Gaussian upper bound rst appeared in the work of Cheng, Li and Yau 7] for the case of complete manifolds of a bounded sectional curvature, and was extended soon by a di erent method in 6] to manifolds with bounded geometry. The most advanced and sharp results under the curvature assumptions were obtained by Li and Yau 24] by using their famous gradient estimates.
Given a Riemannian manifold M; one considers the associated Laplace operator ; its (minimal) heat kernel p(x; y; t); and expects to have a Gaussian upper bound as follows p(x; y; t) const f(t) exp where r = dist(x; y) is a geodesic distance between x; y; and f(t) is some increasing function. In the works, cited above, such estimate was shown to be true on certain manifolds subject to curvature restrictions, with the constant C arbitrarily close to the ideal value 4:
The next crucial step was done by B. Davies who developed in a series of his works 11], 12], 9], 10] a powerful abstract method which enabled him to deduce the heat kernel Gaussian upper bounds from the log-Sobolev inequality. This method is robust in contrast to those based on Riemannian curvature. For example, it is invariant under a quasi-isometric transformation of the metric.
An alternative robust method based on a Faber-Krahn type inequalities was introduced by the author in 18] (see also 19] , 20]). In particular, it was shown in 18] that any complete manifolds admits the estimate p(x; y; t) '(x; t)'(y; t) exp (where the function '(x; t) is expressed in geometric terms) which suggests that the Gaussian exponential factor has a non-geometric nature.
The common achievement of the cited above works is understanding that the Gaussian upper bound (1.1) is virtually equivalent to a (logically) weaker on-diagonal bound p(x; y; t) const f(t) ; (1.2) which does not take into account the distance between x; y. Indeed, rst let f(t) = t n=2 ; where n = dim M: Then the fact that (1.2) is true for all x; y 2 M, and for all t > 0 is equivalent to each of the following The fact that an on-diagonal upper bound implies a Gaussian one was extended to more general class of functions f(t) (including those of superpolynomial growth) by Davies 10] and by the author 18], again by using a bridging functional inequality. At the same time, there is a direct way of deducing a Gaussian upper bound from an on-diagonal one which appeared rst in the work of Ushakov 27] for the case of a polynomial function f(t) and for the parabolic equation in the Euclidean space. This method was adapted later for manifolds in 16] but still within a polynomial setting.
The main purpose of the present paper is to extend this method to a wider class of the functions f(t) including sub-and superpolynomially growing functions. The main result is the following theorem. (1.5) where r = dist(x; y):
Let us emphasize the fact that unlike the functional-theoretic methods cited above, this theorem assumes the on-diagonal upper bounds only at two points x; y rather than at any point. The regularity condition is wide enough to include such functions as log a t; t b ; exp t c and their combinations.
Needless to say that Theorem 1.1 recovers all Gaussian upper bounds obtained previously, and provides a simple way to produce such bounds automatically whenever one has proved a (much simpler) on-diagonal estimate.
Integral estimates of solutions
Let M denote any smooth connected Riemannian manifold (not necessarily complete), and let be a pre-compact region on M with a smooth boundary. We allow M to have a boundary. If this is the case, then part of the boundary of may be located on @M: In fact, will be treated as a compact manifold with a boundary.
We consider a function u(x; t) de ned on (0; +1) which is smooth enough and satis es the following conditions:
u(u t ? u) 0; u @u @ x2@ ;t>0 0; uj x6 2K;t=0 = 0;
where is the outward normal vector eld on the boundary @ ; K is a compact in (the initial condition is understood in the sense that u(x; t) ! 0 as t ! 0+ locally uniformly in x 2 n K).
For example, u may be a solution to the Dirichlet or Neumann problem for the heat equation in (0; +1) (with an initial condition having a support on K) or a positive subsolution, or a negative supersolution.
We will consider two integrals of u :
where D is a positive number. Of course, we have always
The main result to be proved here is that to some extend there is a reverse inequality. But before we are able to state that, we have to introduce a technical regularity hypothesis on a function of a single variable.
De nition. We say that a function f(t) de Proof of the theorem. The proof will consist of three steps. In the rst step, we will estimate the integral I R (t) = After we have shown (2.8),we will arrange sequences fR k g; ft k g (where k = 0; 1; 2; :::) which start with R and t respectively and are decreasing so that R k ! R=2 and t k ! 0 as k ! 1: Applying (2.8) to the consecutive pairs (R k ; t k ) and (R k+1 ; t k+1 ) and summing up all those inequalities, we obtain an upper bound for I R (t) in terms of a series which can be dealt with by taking speci c sequences R k ; t k :
We will nish this argument later but rst we turn to the proof of (2.8). We apply the integral maximum principle, which states the following. q.e.d. Let us note that we have used here at full strength the hypotheses (2.9) and (2.11) on the functions u and respectively. Moreover, this is the only place where we need (2.9) and (2.11). In the proof of Theorem 2.1 which follows, we will apply the two rst conditions from (2.1) (\the equation" and \the boundary condition") only via Proposition 2.3. On the contrary, we will use the initial condition of (2.1) explicitly.
We will be applying (2.11) with di erent functions : Let 
Multiplying all them we derive f(t 0 ) f(t k+1 ) (2. 14)
The main idea of the proof is that the numerator k+1 grows in k much faster than the denominator (k + 3) 4 Remark. The theorem is applicable also if the inequalities (3.1) and (3.2) hold only on a bounded time interval (0; T) as stated in Theorem 1.1 in the Introduction (with an obvious modi cation of the notion of regularity for a bounded interval). Indeed, the on-diagonal heat kernel p(x; x; t) is known to a decreasing function of t: Therefore, if we extend the functions f(t) and g(t) beyond the point T as constants, then (1.3) and (3.2) will be valid for all t > 0: Moreover, it is evident that the extended functions will preserve regularity, so that we can apply Theorem Combinig together the inequalities (3.8), (3.7) and (3.6), we obtain the following statement. Similar estimates can be proved also for the higher order time derivatives of the heat kernel.
