In this paper we give an overview of the NLP and dialog component in the Waxholm spoken dialog system. We will discuss how the dialog and the natural laaguage component are modeled from a generic and a domain-specific point of view. Dialog management based on grammar rules and lexical semantic features is implemented in our paner. The notation to describe the syntactic rules has ban expanded to cover some of our special needs to model the dialog. The parser is running w i t h two different time scales comsponding to the words in each utt~dncc and to the turns in the dialog. Topic selection is accomplished based on probabilities calculated from user initiatives. Results 6rom paner performance and topic prediction are included in the presentation.
Background
Our rwearch group at KTH has. for some years, bem building a generic system in which speech synthesis and speech recognition can be studied in a man-machine dialog framework. The &mo-application, Waxholm, gives information on boat traffic in the Stockholm archipelago. It refereaces time tables for a flea of some twenty boats from the Waxholm company which connects about two hundred ports. The system has bcm pnsented on several occasions, for example [1,23,41.
In our contribution we will desaibe in some detail the current effort to model the NLP and dialog processing in the Waxholm spoken dialog system. Our objective is to develop a dialog management module which can handle the type of inreraction that can occur in our chosen domain. The Waxholm system should allow user initiatives, without any specific instructions to the user, complemented by system questions to achieve the uscr's pal. We will d i s w s how the dialog and the natural language component are modeled from a generic and a domain-specific point of view.
Natural language modeling
In this section we will give a short review of the natural language component, !iTINA. 
General grammar to subgrammar
It has been an ambition in our work to create a general grammar which at least covers the type of dialog found in our domain. After an utterance initially has been pas&, we have a hypothesis in terms of grammar nodes and generic terminals such as nouns. In the next step the ttnninals are replaced by more domain specific labels. A domain specific list of possible terminals is processed by the paner during initialization and each such terminal is associated a generic terminal node. The domain specific nodes an typically constrained by domain specific semautic features in addition to the basic syntactic ones. In our case we have defined a number of terminals, such as port, hotel, boat and time-table.
These are all part of the noun class and will replace the "noun"
terminal whenever appropriate according to the semantic features of the lexical entry. In our application, then, the lexicon defines that there are nouns with a specific semantic feature, PORT, and is able to separate them from other nouns. In Example 1 the simple phrase is turned into the phrase TO port" since the terminal port is part of the noun clw, Example 2.
With this approach we can formulate a general grammar and make it domain specific with the help of the feature system and lexical
The described method has some amactive side effects. Since the network speafied by the ATN has generic taminals, the number of nodes and transitions are less than if the grammar were more specific. This makes the parsing faster since fewer hypotheses have to be evaluated. However, the probability calculation is less informative based on broad categories and has to be reconsidered
In our case this is done with the help of N-gram models.
specifications. 
N-gram models
p(T0 I "VP+v+TO-PLACE") and p ( port I "VP+v+TO_PLA(=E").
We have expanded the calculation to ais0 include phrase level head node probabilities. However, they are based on phrase level head sequencies. p( SUBJ I 'TOP'), p( VP I 'TOP+SUBJ"), and p( TO-PLACE I 'TOP+SUBJ+VP'').
As an additional example we find that the utterance "I want to go from X to Y" is more probable in our application than "I want to go to X from Y" as reflected in the node N-gram probabilities.
Thus, this last step of hypothesis scoring is a powerful mtthod to adjust the g e n d grammar to the domain specific analysis that is needed. Certain phrases and phrase sequences will be well -bed in the N-gram sratistics.
Dialog modeling
Two major ideas have &en guiding the work on the dialog model.
First, the dialog should be described by a grammar. Second, the dialog should be probabilistic. In our system, dialog building blocks are described by nodes. Each node has specifications concerning, for example, dialog action, constraint evaluation and system response. A graphical interface to the system presents the dialog gammar graphically. Both the syntax and the dialog can be. modeled and edited graphically with this tool. 
Topic selection
The decision about which topic path to follow in the dialog is based on several factors such as the dialog history and the content of the specific utterance. The utterance is coded in the form of a "semantic framt" with slots corresponding to both the grammatical analysis and the specific application. The structure of the semantic fame is aUtomabcaUy created based on the rule system.
Each semantic feature found in the syntactic and semantic analysis is considered in the form of a conditional probability to decide on the topic. The probability for each topic is expressed as:
p(topiclF). w h m F is a feature vector including all semantic features used in the utterance. Thus, the BOAT feature can be a strong indication for the TIME- 
Introduction of a new topic
In this section we will give a simple example of how a new topic can be introduced. Suppose we want to create a topic called "out of domain." First a topic node is introduced in the rule system.
Some new words probably need to be included in the lexicon and labeled with a semantic feature showing that the system does not know how to deal with the subjects these words niate to. Then a synthesis node might be added with a text informing the user about the situation. Example sentences musf be created that illustrate the problem and the dialog parser must be &ed with these sentences labeled with the "out of domain" topic. Since the topic selection is done by a probabilistic appma& that needs application-specific mining. data collection is of great importance for the progress of the project.
Evaluation of the NLP and dialog mod&
Evaluation of the system has been performed using part of the Waxbolm database. In this database, speech and text data was collected using the Waxholm system. Initially, a 'Wizard of 03' nplaced the sp#ch recognition module. A full report on the data collection and data analysis can be found in [I].
The daWase was collected using preli"y versions of each module in the Waxbolm sysmn. This procedure has advantages and disadvantages for the contents of the database. System limitations will alnady from the beginning put constraints on the dialog, making it representative for a human-machiw interaaion. However, since the system was under development during the data collection, it was influenced by the system status at each recording time. After about half of the recording sessions. the system was reasonably stable. and the number of system " m i s~t a n d i n g s " had been reduced. In this section, we will discuss parser performance and topic selection. research on dialog systems develops. it becomes more important to develop new methods to evaluate human-madline interaction.
Test material
The test material used in the experiments includes 68 subjects and 1900 dialog utterances containing 9200 words. The total recording time amounts to 2 hours and 16 minutes. The most frequent 200 words out of the total of 720 words cover 92 percent of the c o l l d traasCribed dam About 700 utterances are simple answers to system questions while the rest, 1200, can be regarded as user initiatives.
We can find a few examples of restarts in the database due to hesitations or mistakes on the semantic. grammatical or phonetic leveL However, less than 3% of the utterances contain such disflucncics. Some of the restarts are exact repetitions of a word or a phrase. In some cases a pnposition, a question word or a content word is changed. The average utterance length was 5.6 words. The average len@ of the fist sentence in each scenario was 8.8
WO&.
Parser evaluation
The parser has been evaluated in several different ways. 
N-best FesoFting
The p~na has also been evaluated in an N-best list resOmng framework. Totally 290 N-best lists with about 10 a l t d i v e s each were generat&, using an early version of the speech recognition module of the Waxholm system 112). S i c several of the utterances were aaswers to simple questions the utterance length only averaged about 5 words. Tbe top choice using a bigram gammar as part of the recognition module gave a word accuracy of 76.0%. The mean worst and best possible acavacy in the lists were 48.046 and 86.1%. After resorting using the STINA parser the result improved to 78.6% corresponding to about 25% of the possible incrurse.
Evaluation of topic selection
We have performed a sequence of tests to evaluate the topic selection method. 
Summary
Lexical semantic information combined with the grammar rules describe the system constraints in our system. Thus, the choice of semantic features and terminal nodes will automaticaUy turn the generat grammar into a subgrammar based on the domain. The use of N-gram statistics improves the predictive power of the grammar on both terminal level and phrase srmcture. Topic prediction based on semantic features separates the surface fonn of an utterance from the intention of the subject The dialog design can be data driven io some extent with the proposed method. The rulebased, and to some extens probabilistic approach we ax^ exploring makes the addition of new topics relatively easy. However, much manual work still remains to be done when an application domain should be changed.
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