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Rsum
Deux nouvelles approches de synthsemultimodle dÕun rgulateur polynomial
 deux degrs de libert sont proposes : le placement de ples multimodle et
lÕoptimisation multiobjective. La prise en compte de plusieurs modles per-
met de tenir compte de variations paramtriques du systme  commander sans
introduire de conservatisme, que celles-ci soient dues  des erreurs de modli-
sation ou  des changements des conditions de fonctionnement. Le rgulateur
qui en rsulte est robuste  la fois en stabilit et en performances.
Le placement de ples multimodle consiste  spciÞer la position des ples
en boucle ferme correspondant  lÕensemble des modles. On montre que seul
un placement approximatif est possible. La distance entre les ples dsirs et les
ples effectifs est pondre aÞn de pnaliser davantage les erreurs associes aux
ples dterminants pour la stabilit et les performances, etminimise avec lam-
thode des moindres carrs. Une approche itrative est propose pour amliorer
les performances, et un programme de conception interactive est dvelopp
pour permettre  lÕutilisateur de dterminer facilement quels compromis entre
performances et robustesse sont possibles.
Dans lÕoptimisation multiobjective, base elle aussi sur plusieurs modles,
on considre un ensemble de mesures de performances que lÕon veut approcher
le plus possible de valeurs cibles. Il en rsulte un problme de type minimax. La
prise en compte de la norme H1 de la sensibilit assure la robustesse en stabilit.
Des objectifs trs varis peuvent tre inclus, tels que des bornes sur les rponses
harmoniques et temporelles. Le rsultat est un compromis entre toutes les sp-
ciÞcations, ce qui est souvent lÕobjectif vis. Suivant la mthode dÕoptimisation
utilise, des minima locaux risquent dÕempcher dÕatteindre lÕoptimum global ;
cependant, cette mthode peut amliorer substantiellement une solution exis-
tante.
Les deux approches sont appliques  la synthse dÕun rgulateur pour un
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bras souple. Ce systme prsente des modes mal amortis et de grandes varia-
tions paramtriques. Le cahier des charges inclut des spciÞcations de stabilit
et de performances robustes. Le placement de ples multimodle est utilis pour
obtenir un rgulateur qui satisfait toutes les exigences. LÕoptimisation multiob-
jective permet ensuite dÕamliorer les performances dans leur ensemble, puis
plus spciÞquement de rduire lÕeffort au niveau du signal de commande.
      
Abstract
Two new approaches are proposed for the multimodel synthesis of a two-
degrees-of-freedom polynomial controller : the multimodel pole placement and
the multiobjective optimisation. Using several models enables taking into ac-
count the parametric variations of the controlled system without introducing
conservativeness, be they due to modelling mismatch or changes in the oper-
ating conditions. The resulting controller is robust with respect to stability and
performances.
Multimodel pole placement consists in specifying the closed-loop pole po-
sition corresponding to the whole set of models. It is shown that only an ap-
proximate pole placement is possible. The distances between the desired and
the actual poles are weighted to penalize more the error on the poles which
have the most effect on the stability and the performances, and minimized with
the least-squares method. An iterative approach is proposed for improving the
performances, and an interactive computer-aided design program is developed
that enables the user Þnding easily which compromises are possible between
performances and robustness.
In multiobjective optimisation, one considers a set of performance criteria
which should be made as close as possible to goal values, also for several mod-
els. This results in a minimax problem. Taking into account the H1 norm of
the sensitivity guarantees robust stability. Many different objectives can be in-
cluded, such as limits on the time- and frequency-domain responses. The result
is a compromise between all the speciÞcations, which is often the purpose of
the design. Depending on the optimisation method used, local minima may pre-
vent from reaching the global optimum ; however, this method can signiÞcantly
improve an existing solution.
Both approaches are applied to the design of a controller for a ßexible arm.
This system exhibits poorly damped modes and large parametric variations.
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The speciÞcations concern robust stability and performances. Multimodel pole
placement is used to obtain a controller which satisÞes all of them. Then multi-
objective optimisation enables improving the whole set of performance criteria,
or more speciÞcally reducing the amplitude of the control signal.
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Chapitre 1
Introduction
1.1 Ides matresses du travail
Le but de ce travail est double. Pour un systme monovariable, linaire et inva-
riant, nous voulons montrer les points suivants :
 La reprsentation dÕun systme soumis  des variations paramtriques est
faite avantageusement par un ensemble Þni de modles. Des mthodes
de synthse qui exploitent directement ce formalisme vitent le conser-
vatisme li aux incertitudes non structures et  celles bornes par des
volumes convexes. De plus, la prise en compte des spciÞcations telles
quÕelles sont fournies par le cahier des charges autorise des performances
leves.
 LÕutilisation dÕoutils de conception assiste par ordinateur vritablement
interactifs, avec lesquels lÕutilisateur voit instantanment lÕeffet de ses
choix sur les rponses harmoniques et temporelles, facilite la synthse
de rgulateurs performants, mme pour des systmes rputs difÞciles 
commander.
1.2 Description gnrale
La suite du chapitre commence par dÞnir les termes essentiels utiliss dans ce
travail,  commencer par son titre. La section 1.4 situe le travail par rapport aux
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tendances actuelles de la commande robuste et en justiÞe lÕintrt. Pour Þnir,
le modle du systme, le rgulateur  deux degrs de libert et le placement de
ples standard sont prsents dans la section 1.5 ; ils permettent dÕintroduire les
notions de base sur lesquelles reposent les chapitres suivants.
Le chapitre 2 est consacr  la synthse multimodle de la contre-raction
par placement de ples. Un placement approximatif qui rsulte dÕun compro-
mis entre les modles est propos. Il est justiÞ par lÕimpossibilit de spciÞer
arbitrairement les ples de tous les modles. Une approche itrative est dcrite,
au cours de laquelle la robustesse et les performances sont amliores par le d-
placement des ples en boucle ferme. LÕutilisation de poids est introduite pour
pnaliser lÕerreur sur les ples dominants quant  leur effet sur les performances,
et leur importance est montre par des exemples.
Le chapitre 3 dcrit une procdure dÕoptimisation qui vise  amliorer les
performances selon des critres trs divers. Tous les critres sont amliors
simultanment par une procdure de type minimax, ce qui permet dÕaboutir
 un compromis quilibr. LÕoptimisation touche  la fois les paramtres de
la contre-raction et du Þltre de consigne. Dans le cas o lÕon ne dsire pas
modiÞer la contre-raction, une mthode simpliÞe est propose pour satisfaire
les spciÞcations sur lÕasservissement.
Dans le chapitre 4, le programme de conception assiste par ordinateur que
nous avons crit pour exploiter le placement de ples multimodle de faon
interactive est prsent. Ses apports vis--vis de programmes existants sont
exposs. En plus de son utilit pour la synthsemultimodle, un exemplemontre
son intrt dans le cadre de lÕautomatique classique.
Le chapitre 5montre lÕefÞcacit des mthodes proposes pour la commande
dÕun systmeoscillant  larges variations paramtriques et soumis  un cahier des
charges contraignant, en lÕoccurrence un bras souple. Quatre rgulateurs sont
proposs. Les deux premiers sont obtenus par placement de ples multimodle
et optimisation du prÞltre. Des simulations et des rsultats exprimentaux
sont prsents et discuts. Ensuite, pour amliorer les performances, le second
rgulateur est modiÞ par optimisation multiobjective. Les rsultats permettent
de comparer les deux mthodes entre elles et avec dÕautres rgulateurs proposs
pour le mme systme.
Pour Þnir, le chapitre 6 fournit des conclusions sur lÕapport de ce travail 
la commande robuste et donne quelques pistes pour des extensions possibles.
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1.3 DÞnitions
Par commande, nous entendrons les techniques qui permettent dÕlaborer un
ou plusieurs signaux de commande en fonction de consigne(s) et de mesure(s).
On rencontre deux types de problmes : la rgulation, qui consiste  rendre la
ou les sorties du systme insensibles par rapport  des perturbations ou  une
modlisation imparfaite, et lÕasservissement, o la sortie doit suivre la consigne.
Nous appellerons synthse les algorithmes qui permettent dÕobtenir des valeurs
numriques pour les paramtres du rgulateur, mme si une part dÕintervention
humaine est ncessaire, par exemple pour modiÞer une spciÞcation ; certains
automaticiens rservent ce terme pour un calcul purement mcanique [RM78].
Les deux buts essentiels que doit remplir un rgulateur sont dÕassurer la
stabilit et un certain niveau de performances, values selon des critres tels
que temps de monte, intgrale de la valeur absolue de lÕerreur aprs une pertur-
bation ou ampliÞcation  certaines frquences [YL96]. Ils sont le plus souvent
contradictoires : la stabilit est dÕautant plus facile  garantir que le rgulateur
impose une dynamique lente.
La synthse est le plus souvent base sur un modle du systme. Le modle
ne reprsente quÕimparfaitement le systme, pour les raisons suivantes :
 la structure du modle est toujours une simpliÞcation de la ralit ;
 les paramtres du modle sont entachs dÕerreurs de mesure ou
dÕestimation ;
 les paramtres peuvent varier au cours du temps ;
 si le modle est la reprsentation linarise dÕun systme non linaire,
le changement des conditions de fonctionnement modiÞe la valeur des
paramtres.
Le rgulateur est robuste sÕil garantit le niveau de performances spciÞ mme
lorsque le systme sÕcarte du modle. On parle de commande robuste si les
incertitudes sont explicitement prises en compte ; cÕest en cela quÕelle se dis-
tingue de lÕautomatique classique, qui assure elle aussi une certaine robustesse
value typiquement par les marges de gain et de phase. La robustesse peut
porter aussi bien sur la stabilit que sur les performances.
Dans ce travail, on considrera uniquement des systmes linaires, inva-
riants, au repos, SISO (Single-Input Single-Output,  une entre et une sortie),
et discrets. Ni la numrisation des signaux, ni celle des paramtres du rgulateur
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nÕest prise en compte. Les modles et les rgulateurs sont reprsents par des
fonctions de transfert en z. Les rgulateurs tudis sont  deux degrs de libert.
 Linarit et invariance La linarit rend lÕanalyse des systmes beau-
coup plus facile. On peut considrer sparment lÕeffet des diffrentes
entres, telles que la consigne et les perturbations, et appliquer le principe
de superposition. La linarit et lÕinvariance permettent la reprsentation
des systmes par des fonctions de transfert qui facilitent leur combinaison
et le calcul de leur rponse harmonique.
 SISO La restriction du nombre dÕentres et de sorties simpliÞe consid-
rablement les calculs et vite le recours  une reprsentation par modle
dÕtat. De nombreux systmes multivariables peuvent tre rduits  un
ensemble de systmes SISO, en considrant des sous-systmes dcou-
pls naturellement [Owe87], en dcouplant lÕeffet des entres sur les sor-
ties [May73, Mun87], ou par des boucles de contre-raction en cascade
[OR94].
 Discrtisation Les rgulateurs modernes sont pratiquement toujours
implants sur des microprocesseurs qui travaillent sur des suites de nom-
bres. LÕavantage des microprocesseurs est de permettre de changer les
coefÞcients du rgulateur, ou mme sa structure, beaucoup plus rapide-
ment quÕavec de lÕlectronique analogique cble ou des solutions m-
caniques, hydrauliques ou pneumatiques. De plus, une solution purement
informatique facilite la supervision et la tlmaintenance.
Certaines mthodes de synthse sont mieux adaptes aux processus et
aux rgulateurs continus. LÕimplantation sur un microprocesseur requiert
alors la numrisation du rgulateur, qui peut introduire des problmes
dus aux dformations des rponses harmoniques prs de la frquence
de Nyquist [SSH96]. Quand elle est possible, la prise en compte de
lÕchantillonnage durant la synthse est prfrable, surtout lorsque les
marges de robustesse sont faibles.
 Signaux rels Les effets de la quantiÞcation, qui rend le systme non
linaire, ne sont pas tudis dans ce travail. Nous veillerons  ne pas
exiger une prcision exagre pour les coefÞcients des rgulateurs que
nous obtiendrons [KB97]. Les simulations sont faites avec des nombres
 virgule ßottante dont la mantisse est code sur 53 bits.
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 Fonctions de transfert en z La restriction  des systmes SISO,
linaires, invariants, au repos et chantillonns rend possible lÕutilisation
de fonctions de transfert en z, plus simples  manipuler que la reprsen-
tation par modles dÕtat. Les fonctions de transfert seront gnralement
crites sous forme de fonctions rationnelles de polynmes en lÕoprateur
dÕavance q. On peut ainsi aisment crire la rponse dÕun signal Þltr
par une fonction de transfert, sans dÞnir la transforme en z des si-
gnaux. LÕoprateur dÕavance q est  notre avis plus naturel que lÕoprateur
de retard q−1 ; en effet, les ples et les zros dÕune fonction de trans-
fert se dÞnissent toujours par rapport  q (ou  z). La transforme
en  a lÕavantage de conduire  une reprsentation mieux conditionne
numriquement [MG90], mais elle est peu rpandue. Une fois la synthse
faite dans le domaine de la transforme en z, il est toujours possible, si des
problmes numriques se posent, de passer  une quation aux diffrences
en  pour lÕimplantation du rgulateur.
 Rgulateur  deux degrs de libert On distingue les rgulateurs qui
basent le calcul de la commande exclusivement sur lÕcart entre la sortie
et la consigne de ceux qui Þltrent diffremment ces deux signaux. Ces
derniers sont dits  deux degrs de libert. Ils offrent la possibilit de
spciÞer indpendamment les performances en rgulation (qui est base
sur la contre-raction et doit tenir compte des contraintes de stabilit) et
en asservissement.
1.4 Etat de lÕart
1.4.1 Commande robuste et multimodle
Pour mieux situer notre approche de synthse multimodle, il est judicieux de
rsumer les grandes tendances de la commande robuste.
LÕimportance de la robustesse nÕa pas chapp aux pres de lÕautomatique.
En 1927, Harold S. Black imagina lÕutilisation dÕune contre-raction de gain
important pour rduire la sensibilit aux perturbations. En 1932, H. Nyquist
prsenta le critre de stabilit qui porte son nom. H. W. Bode reprit ces rsul-
tats pour proposer en 1945 une mthode de synthse base sur les proprits
harmoniques de la fonction de transfert en boucle ouverte. Ces travaux sont  la
base de ce que lÕon appelle lÕautomatique classique. La Quantitative Feedback
Theory, ou QFT, est une mise en oeuvre plus volue de ces principes, dans
      
6 Synthse multimodle
laquelle les spciÞcations aussi bien que les incertitudes sont values dans
le domaine harmonique [Hor91b]. La Commande Robuste dÕOrdre Non Entier
(CRONE) utilise une drivation dÕordre fractionnaire (qui est ensuite approche
par un ensemble de ples et de zros) pour obtenir une variation de phase telle
que les incertitudes paramtriques du systme affectent aussi faiblement que
possible la rponse harmonique en boucle ouverte [OLM95].
LÕautomatique moderne, base sur une reprsentation par modle dÕtat,
ngligea longtemps les incertitudes sur le systme, qui sont pourtant la prin-
cipale raison dÕtre de la contre-raction [Hor91a]. Ce dfaut conduisit  des
rgulateurs peu robustes. La commande adaptative, qui a pour but de rem-
placer ce manque de robustesse par une identiÞcation en ligne du systme pour
pouvoir modiÞer les paramtres du rgulateur et conserver les proprits dy-
namiques souhaites, devait y remdier ; mais son caractre intrinsquement
non linaire en rend lÕanalyse dlicate et les garanties de stabilit difÞciles 
obtenir [ ûAW90, Lon95].
Depuis les annes quatre-vingt, la commande robuste sÕattache  exploiter
la connaissance des incertitudes pour garantir la stabilit et les performances du
systme command. La synthse H1 se base sur des incertitudes non structures
pour minimiser le module de lÕamplitude de diverses fonctions de transfert
[DFT92]. Elle permet notamment de garantir la stabilit robuste et demaximiser
les performances, et, en ce sens, est une forme dÕoptimisation multiobjective.
En 1978, Kharitonov donna une condition ncessaire et sufÞsante simple
pour tester la stabilit robuste dÕun polynme dont les coefÞcients varient dans
des plages connues [Bar94]. Le principe dÕexclusion des zros (Zero Exclu-
sion Principle), bas sur la continuit des zros dÕun polynme par rapport aux
variations de ses coefÞcients, donne lieu  des mthodes dÕanalyse de la ro-
bustesse pour diffrents types dÕincertitudes paramtriques. Lorsque celles-ci
sont bornes par un ellipsode, on peut calculer facilement un rayon de ro-
bustesse, gal au facteur maximal par lequel lÕellipsode peut tre multipli
tout en assurant la stabilit robuste. Il existe diverses mthodes de synthse qui
maximisent le rayon de robustesse. [RB91] propose de maximiser une borne
infrieure donne par une norme H1, et [HPB95] lÕapproximation dÕune borne
infrieure moins conservatrice. Une optimisation dans lÕespace des coefÞcients
du rgulateur est dcrite dans [Per94].
Pour viter le conservatisme caus par une surestimation des incertitudes,
on sÕest intress  des approches multimodles. La stabilisation simultane
consiste  dterminer le rgulateur qui stabilise un ensemble Þni de fonctions
de transfert. Mme sÕil existe des rsultats prometteurs sur lÕexistence de tels
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rgulateurs, le problme de la synthse nÕest rsolu que pour deux modles
[DFM92]. La stabilisation robuste des systmes intermdiaires, donns par
G.s;/ D .B1.s/ C .1 − /B2.s//=.A1.s/ C .1 − /A2.s//, 0    1,
est rsolue notamment dans [ADPD95]. Une approche plus interactive est pro-
pose par [ABKC94] ; pour chaquemodle, on dtermine la rgion dans lÕespace
des paramtres qui correspond  la rgion dsire pour les ples en boucle fer-
me dans le plan complexe. Le rgulateur est choisi dans lÕintersection de ces
rgions, si elle existe. Pratiquement, pour permettre une reprsentation gra-
phique, on se restreint  leur intersection avec un hyperplan dans lÕespace des
paramtres du rgulateur. Le choix des hyperplans, de mme que celui de la
rgion admise pour les ples, peut rendre la synthse difÞcile.
DÕautres mthodes sÕattachent  utiliser plusieurs modles dans des proc-
dures dÕoptimisation. [PT94] propose une optimisation mixte H2=H1 mul-
timodle avec descente de gradient. LÕutilit de cette approche a t mon-
tre notamment dans lÕaronautique [GBBL86, Miy90] et lÕindustrie chimique
[STsW91, TT90].
LÕide du placement de ples multimodle a dj t exploite par
[LvdW94], qui calcule le rgulateur par placement de ples multimodle et
utilise la mthode des moindres carrs en minimisant lÕerreur au niveau des
coefÞcients du rgulateur. Cela prsente un grave inconvnient : les
performances sont trs sensibles aux variations des coefÞcients. La synthse
dÕun bon rgulateur est le rsultat dÕun compromis. Ici, les seuls paramtres de
synthse sont les ples dsirs des diffrents modles en boucle ferme et un
ventuel poids diffrent pour chaque modle. Mais comme les coefÞcients des
polynmes sont une reprsentation mal conditionne des ples, une faible
variation risque de donner des rsultats trs diffrents de ceux attendus.
LÕoptimisation multiobjective consiste  amliorer simultanment plusieurs
mesures de performances. Introduite dans le domaine conomique par Vilfredo
Pareto1 en 1896, elle est reprise dans le contexte de lÕautomatique par L. A.
Zadeh [Zad63]. Elle dcoule de lÕobservation quÕil est impossible dÕtablir
un classement de toutes les solutions en fonctions de plusieurs critres ; cer-
taines solutions peuvent tre meilleures que dÕautres selon un certain critre
et moins bonnes selon un autre critre. Une solution est dite Pareto-optimale
si aucune autre solution nÕest meilleure selon au moins un critre et quiva-
lente selon les autres. De nombreuses mthodes de synthse de rgulateur peu-
vent tre bases sur ce principe. [Dor91] parle de conception multiobjective
robuste lorsquÕau moins un des critres concerne la stabilit robuste. Zadeh
1Economiste et sociologue italien, 1848Ð1923
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propose de considrer lÕensemble des rgulateurs Pareto-optimaux avant de
choisir celui qui ralise le compromis le plus acceptable ; mais cela pose des
problmes insolubles lorsquÕils sont nombreux ou difÞciles  obtenir. Une ap-
proche plus raliste consiste  remplacer lÕoptimisation multiobjective par un
objectif scalaire unique. La difÞcult consiste  ne pas retomber sur le dfaut
essentiel de lÕoptimisation dÕune valeur scalaire,  savoir le manque de contrle
sur le compromis obtenu. La minimisation dÕune somme pondre des objec-
tifs est  viter pour cette raison. On peut ne retenir que lÕun des objectifs et
considrer tous les autres comme des contraintes, par exemple en minimisant la
norme H1 pondre de la sensibilit complmentaire pour obtenir des perfor-
mances maximales avec une contrainte sur celle de la sensibilit pour assurer
la stabilit robuste [CS88]. EnÞn, il convient de noter quÕau-del des capacits
des mthodes de synthse dÕobtenir de bons rgulateurs, les performances sont
plafonnes par des limites thoriques [SBG97].
1.4.2 Conception assiste par ordinateur
Les systmes de conception assiste par ordinateur (CAO) pour lÕautomatique
sont souvent bass sur un langage de commande spcialis pour la manipulation
des objets mathmatiques propres  la commande (polynmes, matrices, suites
temporelles et harmoniques, etc.), avec des extensions pour gnrer des gra-
phiques. Leur avantage principal est une grande souplesse dÕutilisation [RJ96] ;
de nouvelles approches peuvent tre essayes facilement et rapidement, et de
nombreuses botes  outils, sous forme de collections de dÞnitions de nouvelles
commandes, couvrent un large domaine de lÕautomatique. Le plus rpandu des
logiciels de ce type est sans doute Matlab [Mat97].
Paralllement  ces systmes, dont lÕutilit est vidente, existe le besoin de
programmes davantage cibls. Le dsir dÕune plus grande interactivit a donn
lieu  des outils souvent programms avec Matlab ; par exemple la toolbox
QFT [YCB97], qui permet  lÕutilisateur de spciÞer facilement des gabarits
dans le diagramme de Black, et PARADISE [SAB97], bas sur la mthode
dÕAckermann [ABKC94]. Les logiciels qui permettent la manipulation directe
du rgulateur et lÕafÞchage des performances en temps rel semblent encore
peu rpandus.
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1.5 Rgulateur RST
La Þn de ce chapitre est consacre  la description de la synthse dÕun rgulateur
 deux degrs de libert de type RST. Elle permet entre autres dÕintroduire les
notations utilises dans la suite de ce travail.
1.5.1 Modle du systme
Le processus est un systme  une entre u.t/, appele signal de commande ou
simplement commande, et une sortie y.t/. Il est modlis par une fonction de
transfert H.q/ D B.q/=A.q/ strictement propre entre la commande et la sortie.
Le caractre strictement propre (deg A > deg B) assure un retard dÕaumoins une
priode dÕchantillonnage entre la commande et la sortie, ce qui sera ncessaire
pour permettre la synthse du rgulateur. Ce nÕest pas une limitation gnante, car
tout systme physique possde un retard strictement positif qui, vu  travers les
chantillonneurs, devient suprieur ou gal  une priode dÕchantillonnage.
Les polynmes A.q/ et B.q/ sont choisis premiers entre eux. A la sortie du
systme sÕajoute une perturbation d.t/ non mesurable directement. La sortie
complte est donc
y.t/ D B.q/
A.q/
u.t/C d.t/ (1.1)
Le modle peut tre obtenu de diffrentes faons [Lju87]. On peut soit
partir du modle physique du processus, tablir les quations diffrentielles,
remplacer les constantes physiques par leurs valeurs mesures, linariser le
modle autour dÕun point de fonctionnement et passer dans le domaine de la
transforme en z (modle de connaissance) ; soit Þxer lÕordre du modle et
identiÞer ses paramtres en procdant  une srie dÕexprimentations (modle
de reprsentation) ; soit utiliser un mlange des deux mthodes. Une partie
importante de la modlisation consiste  valuer la validit du modle, soit
par une quantiÞcation des incertitudes, soit par une dpendance par rapport 
certaines variations paramtriques. Les mthodes particulires pour modliser
le processus dpassent le cadre de ce travail.
Dans ce chapitre, nous nous baserons sur un modle unique, appel modle
nominal. Les chapitres suivants sont dvolus  la commande robuste et par
consquent prennent en compte explicitement les imperfections du modle.
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-
r.t/ u.t/ y.t/
d.t/
T .q/
S.q/
1
R.q/
B.q/
A.q/
Figure 1.1 Systme chantillonn et rgulateur RST.
1.5.2 Structure du rgulateur
Dans ce travail, on considre un rgulateur polynomial  deux degrs de libert
de la forme suivante (cf. Þg. 1.1) :
R.q/u.t/ D −S.q/y.t/C T .q/r.t/ (1.2)
Les degrs de libert se rfrent  la prise en compte diffrencie de la
sortie et de la consigne pour lÕlaboration du signal de commande. Dans un
rgulateur  un degr de libert, la commande se base sur le signal dÕerreur
e.t/ D r.t/ − y.t/, ce qui force  choisir un compromis entre la stabilit et
le rejet des perturbations dÕune part, et lÕasservissement  une grandeur de
consigne dÕautre part.
Sans perte de gnralit, on suppose R.q/ monique. Pour faciliter la syn-
thse, on factorise les polynmes R, S et T en une partie Þxe a priori (respec-
tivement R f , S f et T f ) et une partie que lÕon dsire synthtiser en se basant sur
des spciÞcations de stabilit et de performances en boucle ferme (R0, S0 et
T 0). Les parties Þxes permettent de garantir le rejet de certaines classes de per-
turbations ou dÕviter dÕexciter le signal de commande  certaines frquences ;
par exemple, un facteur .q − 1/ dans R f impose un intgrateur dans le rgu-
lateur, qui a la proprit bien connue [Lon95] dÕliminer le statisme d  une
perturbation constante mme si le systme nÕa pas dÕeffet intgrateur. On a ainsi
R.q/ D R f .q/R0.q/ (1.3)
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S.q/ D S f .q/S0.q/ (1.4)
T .q/ D T f .q/T 0.q/ (1.5)
avec R f .q/ et S f .q/ moniques et T f .1/ D 1 (sans perte de gnralit puisque
R0.q/ est monique et que les gains statiques de S0.q/ et T 0.q/ ne sont pas
spciÞs). On dÞnit aussi
A0.q/ D A.q/R f .q/ (1.6)
B 0.q/ D B.q/S f .q/ (1.7)
La faon de dterminer au mieux (nous verrons dans les prochains chapitres
ce quÕil faut entendre par l) la valeur des coefÞcients de R0, S0 et T 0 sera
le but essentiel de notre travail. Avec le systme et les parties Þxes du rgu-
lateur, les coefÞcients de R0 et S0 dterminent les proprits de la rgulation
(cÕest--dire de stabilisation, de rejet des perturbations et de dsensibilisation
par rapport aux incertitudes du modle). Le polynme T 0 nÕa dÕeffet que sur
lÕasservissement  une grandeur de consigne, qui est galement inßuenc par
R0 et S0. Les paramtres de la partie contre-raction, cÕest--dire les coefÞcients
de R0 (sans r 00 D 1) et S0, sont runis dans le vecteur-colonne x :
x D
h
r 01    r 0deg R0 s 00    s 0deg S0
iT
(1.8)
Pour que le rgulateur soit causal, les conditions suivantes doivent tre
remplies :
deg R  deg S
deg R  deg T (1.9)
En boucle ferme, la fonction de transfert Hc.q/ entre la consigne et la sortie
est
Hc.q/ D B.q/T .q/
A.q/R.q/C B.q/S.q/ (1.10)
et la fonction de transfert Hp.q/ entre la perturbation d.t/ et la sortie y.t/
Hp.q/ D A.q/R.q/
A.q/R.q/C B.q/S.q/ (1.11)
La sortie vaut alors
y.t/ D Hc.q/r.t/C Hp.q/d.t/ (1.12)
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Et la simpliÞcation zros-ples ?
Une faon rpandue [Lon95] de Þxer les polynmes dÕun rgulateur RST
consiste  imposer lÕgalit BT=.AR C BS/ D Bm=Am , o Bm=Am est la
fonction de transfert dsire en asservissement. On peut ds lors introduire
deux simpliÞcations entre les zros des diffrents polynmes. En imposant
un facteur commun A0 entre AR C BS et T (couramment appel polynme
observateur par analogie avec la commande dÕtat), on fait disparatre une
partie de la dynamique interne de la fonction de transfert en asservissement,
qui reste prsente en rgulation. En imposant un facteur commun BC entre
B et R, on obtient un effet similaire. Dans le cadre de ce travail, aucune de
ces simpliÞcations nÕest envisage. Elles ne sont en effet valables que lorsque
le systme est exactement identique au modle, hypothse difÞcilement justi-
Þable en commande robuste. DÕautre part, nous nous intressons explicitement
au comportement en rgulation et nous voulons prendre en compte le signal
de commande.
Le dnominateur C.q/ de Hc.q/ et de Hp.q/, identique, est le polynme
caractristique, dont les zros sont les ples en boucle ferme :
C.q;x/ D A.q/R f .q/R0.q/C B.q/S f .q/S0.q/ (1.13)
Le polynme caractristique dtermine la stabilit du systme en boucle
ferme et contribue largement  ses proprits dynamiques. Celles-ci dpen-
dent galement des zros des fonctions de transfert entre diffrents types de
perturbations et la commande ou la sortie, mais on ne peut pas les spciÞer
indpendamment du polynme caractristique (voir aussi lÕencadr ci-dessus).
1.5.3 Placement des ples
Une faon de Þxer la valeur des polynmes R0.q/ et S0.q/ est dÕimposer un cer-
tain polynme caractristiqueCD.q/2. On obtient ainsi lÕquation diophantine3
suivante :
A.q/R f .q/R
0.q/C B.q/S f .q/S0.q/ D CD.q/ (1.14)
2Nous distinguons C.q;x/ de CD.q/ non pas par pdantisme, mais parce que par la suite, nous
utiliserons la drive @C=@x . Comme CD.q/ ne dpend pas de x , sa drive est videmment nulle.
3Du nom du mathmaticien Diophante (IIIe sicle).
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Les inconnues sont les coefÞcients des polynmes R0.q/ et S0.q/. Le thorme
suivant donne les conditions dÕexistence dÕune solution.
Thorme 1.1 Soient les polynmes Þxs A.q/, B.q/ et CD.q/, et
deux polynmes inconnus X .q/ et Y .q/. LÕquation diophantine
A.q/X .q/C B.q/Y .q/ D CD.q/ admet au moins une solution si et seulement
si le plus grand commun diviseur de A.q/ et B.q/ est un facteur de CD.q/.
Dmonstration Voir [ ûAW90].
Parmi lÕinÞnit de solutions, le thorme suivant en donne une qui corres-
pond  un rgulateur causal :
Thorme 1.2 Soient le polynme caractristique (1.13), avec deg A > deg B,
et le polynme caractristique dsir CD.q/ de degr degCD  2 deg A C
deg R f C deg S f − 1. Si lÕquation diophantine (1.14) admet des solutions,
lÕune dÕentre elles correspond  un rgulateur causal avec les degrs suivants :
deg R0 D degCD − deg A − deg R f
deg S0  deg A C deg R f − 1 (1.15)
Dmonstration Soit la solution R00;S
0
0. Alors R
0 D R00 C QBS f ;S0 D S00 −
QAR f , o Q est un polynme arbitraire, en est aussi une. Si deg S00  deg AC
deg R f , on peut choisir Q de telle sorte que le terme de plus haut degr soit
annul, et ceci itrativement jusquÕ ce que deg S0  deg A C deg R f − 1.
On a donc deg.BS f S0/  deg A C deg B C deg R f C deg S f − 1 ; comme
degCD  2 deg A C deg R f C deg S f − 1 > deg A C deg B C deg R f C
deg S f − 1  deg.BS f S0/ et CD D AR f R0 C BS f S0, deg.AR f R0/ D degCD
et deg R0 D degCD−deg A−deg R f . Le retard pur du rgulateur vaut deg R−
deg S  degCD − deg A − .deg A C deg R f − 1C deg S f /, positif ou nul en
raison de lÕhypothse sur degCD . Le rgulateur est donc causal.
LÕingalit sur deg S0 dans (1.15) vient de ce que pour certaines valeurs des
polynmes AR f , BS f et CD , des termes de S0 peuvent sÕannuler. Par la suite,
on entendra par deg S ou deg S0 le degr maximum que peut prendre S ou S0.
Pour viter dÕintroduire un retard superßu dans la boucle de contre-raction,
ce qui a gnralement pour effet de diminuer la robustesse, il est prfrable de
choisir degCD de telle sorte que deg R D deg S, ou deg R D deg S C 1 si
le temps de calcul de la commande est signiÞcatif par rapport  la priode
dÕchantillonnage ; autrement dit, deg S f D deg R − deg S0 D degCD −
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2 deg A−deg R f C1. Le tableau 1.1 rsume les tapes que lÕon peut suivre pour
choisir le degr du polynme caractristique et lÕordre du rgulateur. On vriÞe
aisment que deg R0 Cdeg S0 C1 D degCD , condition ncessaire pour imposer
les degCD ples en boucle ferme. Il est important de noter que seul le choix
dÕun polynme caractristique arbitraire impose cette limite. Les mthodes de
synthse robuste que nous dvelopperons dans les prochains chapitres nÕont 
respecter que les contraintes de causalit (1.9).
LÕquation diophantine (1.14) est linaire par rapport aux coefÞcients de
R0.q/ et S0.q/. En imposant lÕgalit des coefÞcients des diffrentes puissances
de q, on obtient lÕquation matricielle suivante :266666666666664
1    0 0    0
a01
: : :
:::
:::
:::
::: 1 b00
:::
::: a01
:::
: : :
:::
a0deg A0
::: b0deg B 0 b
0
0
:::
: : :
:::
:::
: : :
:::
0    a0deg A0 0    b0deg B 0
377777777777775
x D
266666666666664
cD1 − a01
cD2 − a02
:::
cDdeg A − a0deg A0
cDdeg A0C1
cDdeg A0C2
:::
cDdegCD
377777777777775
| {z }
deg R0
| {z }
deg S0C1
(1.16)
La matrice de gauche est la matrice de Sylvester M dont les lments a0i et b
0
i
sont les coefÞcients des polynmes A.q/R f .q/ et B.q/S f .q/. Comme il existe
une solution quels que soient les coefÞcients de CD.q/ et A.q/, elle est de rang
plein, et la solution est unique.
Si les ples dsirs en boucle ferme pDi sont tous distincts, une autre faon
de calculer les coefÞcients de R0.q/ et S0.q/ consiste  valuer le polynme
caractristique pour chaque ple (nous laissons de ct le cas des ples mul-
tiples). On obtient un systme dÕquations linaires C.pDi / D 0 ayant une
solution unique, comme le montre le corollaire suivant.
Corollaire 1.1 Soit le polynme caractristique C.q/ D A.q/R f .q/R0.q/ C
B.q/S f .q/R0.q/ de degr degC o les degrs de R0.q/ et S0.q/ sont donns
par (1.15) et un ensemble de degC ples dsirs distincts pDi . Alors le systme
dÕquations C.pDi / D 0, i D 1; : : : ; degC, possde une solution unique R0.q/,
S0.q/.
                    
Introduction 15
Tableau 1.1 Choix du degr de la contre-raction pour le placement de ples
1. Choisir deg R f
2. Choisir deg S f
(augmenter deg S f si davantage de ples en b.f. sont dsirs)
3. Choisir d D deg R − deg S  0
(d = temps de calcul de la commande, typiquement 0 ou 1)
4. Fixer deg R0 D deg A C deg S f C d − 1
5. Fixer deg S0 D deg A C deg R f − 1
6. degCD D deg A C deg R0 C deg R f
Dmonstration Comme les ples pDi sont distincts, il nÕexiste quÕun seul
polynmemoniqueCD.q/ de degr degC qui possde degC zros pDi . DÕaprs
le thorme 1.2, une solution existe ; elle satisfait (1.16), donc elle est unique.
1.5.4 Filtrage de la consigne
En plus de la partie contre-raction, le rgulateur  deux degrs de libert
comporte un polynme T .q/ qui Þltre spciÞquement la consigne ; nous
lÕappellerons prÞltre. Par rapport aux rgulateurs classiques o seule la
diffrence entre la consigne et la sortie est prise en compte pour lÕlaboration
de la grandeur de commande, cela offre les avantages suivants :
 Le gain statique de la fonction de transfert en boucle ferme
BT=.AR C BS/ dpend directement de T . En Þxant
T .1/ D .A.1/R.1/ C B.1/S.1//=B.1/, on garantit lÕabsence de
statisme vis--vis dÕune consigne constante.
 De faon similaire, on peut imposer sans erreur permanente
lÕasservissement de consignes sinusodales de pulsation4 ! en Þxant
T .ej!/ D .A.ej!/R.ej!/C B.ej!/S.ej!//=B.ej!/.
 DÕautres types de trajectoires peuvent tre poursuivis sans erreur perma-
nente [EK91, Tun92].
4Sauf mention explicite, la priode dÕchantillonnage h est normalise  1.
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 Lorsque tous les ples sont rels, des bornes sur le nombre dÕextrema
peuvent tre dtermines en fonction de la position des zros, ce qui
permet dans certains cas de garantir lÕabsence de dpassement [EK91].
 Un comportement vicieux, o la rponse transitoire dmarre dans le sens
oppos  la consigne, peut tre attnu par lÕajout de zros supplmen-
taires au prix dÕun retard de la sortie ou dÕune anticipation de la consigne
[HMPL95].
 Plus gnralement, le Þltre de consigne permet dÕajuster le dpassement,
le dpassement ngatif, le temps de monte, le temps dÕtablissement et
les effets transitoires sur la commande.
La synthse de T .q/ pour un modle nominal unique (rgulateur non ro-
buste) nÕest pas discute davantage dans ce travail.
1.5.5 Fonctions de sensibilit
Une des multiples faons dÕanalyser la robustesse et les performances dÕun
systme rgul consiste  considrer lÕamplitude de la rponse harmonique de
diffrentes fonctions de transfert. On appelle couramment fonction de sensibilit
OS la fonction de transfert entre la perturbation en sortie d.t/ et la sortie y.t/ :
OS.q/ D A.q/R.q/
A.q/R.q/C B.q/S.q/ (1.17)
On peut remarquer quÕelle est lÕinverse de la distance entre le point critique
-1 et la fonction de transfert en boucle ouverte B.q/S.q/=A.q/R.q/. Le point
critique permet de dÞnir diffrentesmarges de robustesse, telles que lamarge de
gain et la marge de phase [Lon95]. Lamarge de module est la distance minimale
entre la rponse harmonique et le point critique dans le plan complexe. Ainsi,
la marge de module correspond  lÕinverse de la norme H1 de la fonction de
sensibilit. La marge de retard est le retard maximal que lÕon peut ajouter  la
boucle avant de la dstabiliser.
La fonction de sensibilit complmentaire est dÞnie par
OT .q/ D B.q/S.q/
A.q/R.q/C B.q/S.q/ (1.18)
Elle tire son nom du fait que OS.q/C OT .q/ D 1.
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LÕimportance des fonctions de sensibilit quant aux performances est vi-
dente. Elles permettent de caractriser les proprits de rejet de perturbations 
certaines frquences. En ce qui concerne la robustesse, elles garantissent la sta-
bilit robuste vis--vis dÕincertitudes additives oumultiplicatives sur le systme.
Elles sont utilises directement dans la synthse H1 [BA94].
La position des ples dtermine la frquence des pics de rsonance des
rponses harmoniques. Appelons pi les ples en boucle ferme ; le module deOS.ej!/ peut sÕcrire
j OS.ej!/j D jA.e
j!/R.ej!/jQ
i jej! − pi j
Le pic associ au ple pi est dÕautant plus prononc que pi est proche du
cercle unit, et sa pulsation dpend de arg pi . LÕusage veut que lÕon utilise
plutt la notion de frquence naturelle, ou pulsation naturelle !n [ABKC94],
qui correspond  la pulsation du mode en lÕabsence dÕamortissement. Au mode
de rsonance
e−i!ni t cos.!ni t
p
1− i /
correspond la paire de ples complexes conjugus
pi D e−!ni
(
iCj
p
1− 2i

Npi D e−!ni
(
i−j
p
1− 2i

LÕamplitude et le dphasage de lÕoscillation dpendent du numrateur de la
fonction de transfert considre. La pulsation naturelle correspond dÕautant
moins bien au pic de rsonance que lÕamortissement est grand, mais est utile
pour estimer le comportement harmonique asymptotique.
1.5.6 Conclusions
Dans cette section, nous avons pass en revue les bases ncessaires  la suite de
ce travail. La structure dumodle et du rgulateur ont t dÞnies. Les spciÞca-
tions que lÕon cherche  satisfaire ont pour certaines dÕentre elles une inßuence
directe sur le rgulateur, alors que dÕautres correspondent  des proprits du
systme rgul considr dans son ensemble. Cela se reßte dans la factorisation
des polynmes du rgulateur en parties Þxes a priori dÕune part, et en parties
dites libres dÕautre part. CÕest la synthse de ces parties libres qui fait lÕobjet
du reste de ce travail.
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Le rle des deux degrs de libert du rgulateur RST a t dtaill. La partie
contre-raction dtermine les capacits de rgulation, cÕest--dire de stabili-
sation et de rejet des perturbations ; la partie Þltrage de la consigne inßuence
uniquement les capacits dÕasservissement. Les performances en asservisse-
ment dpendent aussi de la contre-raction. On peut ainsi synthtiser la contre-
raction en se basant sur les spciÞcations sur la rgulation, puis ajuster les
performances en asservissement en jouant sur le prÞltre.
EnÞn, des conditions sur le degr des polynmes ont t dÞnies. Elles
permettent dÕassurer la causalit du rgulateur. Des conditions plus strictes sont
ncessaires pour permettre la synthse par placement de ples standard ; nous
ne les utiliserons pas pour les mthodes dveloppes dans les deux prochains
chapitres.
       
Chapitre 2
Placement de ples multimodle
2.1 Introduction
Nous avons vu au chapitre 1 lÕintrt de la synthse par placement de ples. Il
vaut la peine dÕen examiner les dfauts pour voir dans quelle mesure on peut y
remdier.
Contrairement aux mthodes classiques de synthse, dans lesquelles on im-
pose certaines marges de gain et de phase en manipulant la rponse harmonique
en boucle ouverte, le placement de ples ne donne aucune garantie de robustesse.
Dans le plan complexe des ples en boucle ferme, le fait de sÕloigner de la
limite entre les zones de stabilit et dÕinstabilit nÕaugmente pas la robustesse ;
au contraire, la rapidit de ples bien amortis correspond  un gain lev, sy-
nonyme de faibles marges de robustesse. Cela rend problmatique la synthse
dÕun rgulateur bas sur un modle nominal.
Pour lÕillustrer, considrons un systme dont les modes de rsonance, au
nombre de trois, varient fortement en fonction du changement dÕun paramtre
physique (il sÕagit du bras souple qui sera prsent au chapitre 5). On dsire
obtenir un rgulateur Þxe pour trois charges diffrentes. La synthse est faite par
placement de ples ; comme modle nominal, on choisit celui qui correspond
 la charge intermdiaire. En rpartissant rgulirement les ples en boucle
ferme sur lÕaxe rel entre 0 et 0;8 pour viter les problmes numriques causs
par des ples multiples, on sÕaperoit que les ples des autres modles sont trs
loigns (Þg. 2.1). Les caractristiques dynamiques en boucle ferme varient
donc trs fortement en fonction de la charge. Mme si le choix des ples en
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Figure 2.1
Ples en boucle ferme du modle nominal (croix) et des deux autres modles (4 et 5)
boucle ferme est arbitraire, le placement de ples bas sur un modle nominal
unique nÕest de toute vidence pas intrinsquement robuste. On voit ainsi la
ncessit de complter le placement de ples par une prise en compte de la
robustesse.
Ce comportement paradoxal, souvent droutant pour le dbutant, peut tre
pris en compte de diffrentes faons. [Oga96] prconise de complter la synthse
dans le plan des ples en boucle ferme par lÕanalyse des rponses harmoniques
et temporelles, qui donnent des indications claires quant  la robustesse du
rgulateur. Pour des systmes simples o le nombre de ples est faible, cela
peut donner de bons rsultats si les outils logiciels sont bien adapts. [LCR93]
propose dÕagir aussi bien sur les ples en boucle ferme quÕau niveau des parties
Þxes du rgulateur pour modiÞer lÕamplitude de la fonction de sensibilit.
Comme ce sont les gains de contre-raction levs qui diminuent la ro-
bustesse, on peut tenter de les viter en limitant le dplacement des ples du
systme :  un dplacement nul correspondrait une contre-raction nulle, et
une robustesse de stabilit totale si le systme est stable en boucle ouverte.
Ainsi, [dL93] propose de conserver les ples rapides du systme (ainsi que le
symtrique des ples instables par rapport  lÕaxe imaginaire dans le domaine
de Laplace) et de projeter les ples lents sur une droite Re s D −1=Tc, o Tc
permet de spciÞer la dynamique en boucle ferme. Les ples ajouts par le
rgulateur correspondent  la reconstruction de lÕtat du systme et sont placs
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de faon similaire.
EnÞn, on peut tenir compte des incertitudes sur le systme directement au
niveau des ples en boucle ferme. Lorsque les incertitudes sur les coefÞcients
de la fonction de transfert dumodle sont contenues dans des ellipsodes, on peut
dterminer le rgulateur quimaximise le facteur par lequel on peutmultiplier les
incertitudes tout en assurant la stabilit robuste [RB91, PKG92, HPB95]. Les
approches multimodles vitent le conservatisme li aux incertitudes bornes
par des ensembles convexes. Rappelons  ce propos les approches dÕAckermann
[ABKC94] et de Lhnberg [LvdW94] (cf. p. 7).
Notre placement de ples multimodle est proche de celui propos par
Lhnberg. Tout comme lui, il est bas sur un compromis entre plusieurs mo-
dles obtenu par la mthode des moindre carrs. Il en diffre par les termes de
la fonction-cot. Au lieu de considrer les coefÞcients du polynme caractris-
tique, qui ne reßtent quÕindirectement les proprits dynamiques du systme
en boucle ferme, on minimise lÕerreur entre les ples dsirs et les ples effec-
tifs [PHL97a]. Des poids sont spciÞs indpendamment pour chacun dÕentre
eux. Associ  un programme de CAO interactive, cela permet de dplacer les
ples de faon  amliorer les performances.
Ce chapitre est consacr exclusivement  la synthse de la contre-raction,
cÕest--dire des polynmes R0.q/ et S0.q/. Elle seule est dtermine par les
ples en boucle ferme. Les spciÞcations qui peuvent tre prises en compte
concernent les marges de robustesse et le rejet des perturbations.
La section 2.1 dmontre lÕimpossibilit de placer arbitrairement les ples
en boucle ferme de plusieurs modles. La section 2.2 prsente le placement
de ples multimodle approximatif, qui donne un compromis entre plusieurs
modles. La faon de pondrer les diffrents ples est traite dans la section 2.3.
La sensibilit des ples par rapport aux variations du rgulateur, ncessaire au
calcul du rgulateur, est tablie dans la section 2.4. Un algorithme de synthse
itratif est propos dans la section 2.5. EnÞn, la dernire section conclut le
chapitre en rappelant ses ides matresses.
2.2 Placement de ples multimodle exact
Supposons que le systme soit modlis par un ensemble de n fonctions de
transfert qui couvrent le domaine des incertitudes paramtriques, et que nous
voulions synthtiser un rgulateur Þxe. Est-il possible dÕtendre le placement
de ples dcrit au chapitre 1 pour imposer arbitrairement les ples en boucle
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ferme pour chacun des modles ? Le thorme suivant montre que la ncessit
dÕun rgulateur causal lÕinterdit.
Thorme 2.1 Soient n modles strictement causals Bk.q/=Ak.q/,
k D 1; : : : ;n dont les numrateurs et dnominateurs sont tous de degr deg B
et deg A. Soit la contre-raction causale S.q/=R.q/ dÞnie par (1.3-1.4). Il
est possible de choisir les degrs des polynmes du rgulateur de telle sorte
que les ples en boucle ferme associs  tous les modles puissent tre
spciÞs arbitrairement si et seulement si n D 1.
Dmonstration Le placement exact des ples en boucle ferme associs 
plusieurs modles ne peut se faire que si la partie contre-raction du rgula-
teur (qui seule affecte le polynme caractristique) possde au moins autant de
paramtres quÕil y a de ples  placer. DÕautre part, le degr du polynme carac-
tristique augmente avec celui de R0.q/. Pour n modles et degC D deg A C
deg R f Cdeg R0 ples, il faut donc que n degC D n.deg ACdeg R f Cdeg R0/ 
deg R0 C deg S0 C 1, ou
deg S0 − .n − 1/ deg R0  n.deg A C deg R f /− 1
Pour un ordre demodle donn, le degr de S0.q/ doit augmenter avec le nombre
demodles. En tenant compte de la condition de causalit 1.9 que lÕon peut crire
deg S0  deg R0 C deg R f − deg S f ,
deg R0 C deg R f − deg S f  deg S0  .n− 1/ deg R0 C n.deg AC deg R f /− 1
En liminant deg S0, on a Þnalement
.2− n/ deg R0  n deg A C .n − 1/ deg R f C deg S f − 1
Pour unmodle unique, le termedegauche, deg R0, peut tre choisi sufÞsamment
grand pour respecter cette condition. Pour un ensemble de deux modles, le
terme de droite doit tre ngatif ou nul. Comme tous les degrs sont non ngatifs,
sauf deg A qui est strictement positif (les modles sont strictement causals par
hypothse), il nÕexiste aucune solution. CÕest galement le cas si n > 2.
Si un placement de tous les ples est impossible, un placement partiel
pourrait sembler intressant : Þnalement, seuls les ples dominants ont de
lÕimportance. Le corollaire 1.1 peut facilement tre tendu au placement de
deg R0 C deg S0 C 1 ples associs  diffrents modles. Or, cette faon de
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procder conduit invitablement  une mauvaise solution, gnralement
instable. En effet, rien ne permet dÕimposer que les ples spciÞs soient
dominants. Les ples restants sont extrmement sensibles vis--vis des ples
spciÞs.
2.3 Compromis entre plusieurs modles
Le placement de ples multimodle exact tant impossible, il nous reste la
possibilit de spciÞer les ples dsirs en boucle ferme, et de faire en sorte
que les ples effectifs soient proches dÕeux pour obtenir les caractristiques
voulues. On obtient ainsi un compromis entre les diffrents modles, et une
pondration judicieuse permet de remplir des spciÞcations de manire robuste,
ou du moins de sÕen approcher.
La minimisation de la distance entre les ples dsirs et les ples effectifs
pose un certain nombre de problmes. Le premier dÕentre eux rside dans le fait
que les ples ne sont pas ordonns ; si les ples dsirs sont spciÞs en vrac,
on ne peut pas associer de faon unique chaque ple  lÕun dÕentre eux. A la
place, on spciÞe un dplacement dsir pour chaque ple. Cela implique une
synthse itrative, au cours de laquelle les ples sont dplacs progressivement
pour amliorer les performances du rgulateur. LÕapproche itrative se justiÞe
aussi par le fait que la position relative des ples entre les diffrents modles
est inconnue avant le dbut de la synthse. La spciÞcation a priori de ples
dsirs nÕaurait de sens que si ceux-ci taient les mmes pour tous les modles ;
or une dispersion des ples effectifs autour du ple dsir peut donner des
rsultats trs diffrents sÕils sont proches du cercle unit. Les performances
dpendent de la position des ples dans leur ensemble, et non seulement de
chaque ple considr sparment. Avec une approche itrative, on peut agir
indpendamment sur chaque ple de chaque modle.
Pour une certaine itration, nous partons du rgulateur x et le rsultat de
lÕoptimisation donne de nouveaux coefÞcients x C 1x . Nous pouvons dÞnir
trois ples (cf. Þg. 2.2) : le ple pi .x/ au dbut de lÕitration, le ple dsir pDi ,
et le ple pi .xC1x/  la Þn de lÕitration. On cherche  minimiser la longueur
(nous verrons dans la prochaine section ce quÕil faut entendre par l) de
"i .1x/ D pi .x C1x/− pDi (2.1)
La relation entre les ples et les coefÞcients du polynme caractristique
nÕest videmment pas linaire ; il en va demme entre les ples et les coefÞcients
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pDi
pi .x C1x/
"i .1x/
1pi .1x/
1pDi
pi .x/
Figure 2.2
Ples au dbut de lÕitration (pi .x/),  la Þn (pi .x C1x/), et dsir (pDi ).
du rgulateur. Pour pouvoir utiliser la mthode standard des moindres carrs
pour la minimisation, nous linarisons le dplacement des ples par rapport 
une variation des coefÞcients du rgulateur 1x . Nous obtenons ainsi
pi .x C1x/ D pi .x/C dpi
dx
.x/1x C O.1x2/ (2.2)
Nous dÞnissons le dplacement dsir
1pDi D pDi − pi .x/ (2.3)
En substituant pi .xC1x/ et pDi dans (2.1) et en ngligeant les termes de degr
suprieur  1, nous obtenons lÕapproximation linaire O"i .1x/ de "i .1x/
O"i .1x/ D dpi
dx
.x/1x −1pDi (2.4)
Le nouveau rgulateur est obtenu en minimisant une fonction-cot J :
1xopt D argmin
1x
J .O"i .1x// (2.5)
Il reste  dÞnir la forme exacte de J . Le gradient de la position des ples
par rapport aux coefÞcients du rgulateur sera tabli  la section 2.5.
2.4 Pondration
Le calcul de la sensibilit des ples en boucle ferme par rapport aux paramtres
du rgulateur permet de normaliser lÕeffet de spciÞcations sur les ples. On
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pDi
’i
pi .x C1x/
"i .1x/
Re[ej’i "i .1x/]
Im[ej’i "i .1x/]
Re
Im
Figure 2.3
Pondration de lÕerreur entre le ple dsir pDi et le nouveau ple en boucle ferme
pi .x C1x/ selon les directions ’i et ’i C =2.
peut trouver ainsi un compromis quiminimise la somme des carrs des distances
entre les ples dsirs et les ples rellement obtenus. En fait, la robustesse et
les performances du systme rgul dpendent essentiellement des ples do-
minants. Ceux-ci provoquent en effet des pics de rsonance sur lÕamplitude
des rponses harmoniques dÕautant plus marqus quÕils sont proches du cer-
cle unit ; les ples proches de lÕorigine, par contre, ont peu dÕinßuence sur
lÕamplitude.
Par ailleurs, le dplacement dÕun ple dominant peut avoir un effet trs
diffrent selon la direction ; par exemple, un faible dplacement en direction
du cercle unit peut faire apparatre ou ampliÞer un pic de rsonance. Un d-
placement perpendiculaire au rayon ne changera que la frquence  laquelle
apparat la rsonance, ce qui est souvent moins gnant1. Ces deux raisons ren-
dent souhaitable la pondration diffrencie de lÕerreur entre les ples dsirs
et les ples effectifs selon le ple et la direction.
Pour chaque paire constitue dÕun ple dsir pDi et dÕun ple en boucle
ferme pi .xC1x/, nous dÞnissons une rotation dÕangle ’i , puis pondrons les
parties relle et imaginaire de lÕerreur "i .1x/ respectivement par wi et w?i (cf.
Þg. 2.3). Nous utilisons lÕapproximation (2.4) aÞn dÕobtenir des termes linaires
par rapport  1x et minimiser la fonction-cot avec la mthode standard des
moindres carrs pondrs. Pour nmodles k D 1; : : : ;n et degC ples en boucle
1La prsence de zros peut changer lÕeffet du dplacement dÕun ple, mais ne remet pas en
cause notre conclusion.
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ferme par modle, la fonction-cot J .O"i .1x// vaut
J .O"i .1x// D
nX
kD1
degCX
iD1

wi
(
Re[ej’i O"i .1x/]
2 C w?i (Im[ej’i O"i .1x/]2
(2.6)
Pour que la solution soit relle, il faut bien entendu que les dplacements
dsirs et les poids soient symtriques par rapport  lÕaxe rel.
2.5 Sensibilit rgulateurÐples
Lorsque les paramtres du rgulateur varient, les ples en boucle ferme
changent de position. LÕtude de ces variations est ncessaire pour permettre
dÕaborder le problme inverse,  savoir la modiÞcation des paramtres du
rgulateur en fonction du dplacement des ples dans le but dÕamliorer la
dynamique du systme en boucle ferme.
LÕapproximation (2.2) requiert le calcul de la drive du ple pi .x/ par
rapport aux coefÞcients du rgulateur x . Il nÕexiste pas de relation explicite entre
un polynme de degr quelconque et ses zros, mais nous pouvons recourir au
thorme de la fonction implicite [MH93], dont le thorme suivant constitue
le corollaire.
Thorme 2.2 Soient C.q;x/ un polynme caractristique bas sur les coefÞ-
cients du rgulateur x, et pi .x/ un zro simple de C.q;x/. Alors
dpi
dx
.x/ D −
@C
@x .pi .x/;x/
@C
@q .pi .x/;x/
(2.7)
Dmonstration Comme pi .x/ est un zro de C.q;x/, C.pi .x/;x/ D 0. Soit
1x un petit changement des coefÞcients du rgulateur. Le ple se dplace en
pi .x C 1x/, et respecte lÕgalit C.pi .x C 1x/;x C 1x/ D 0. Le terme de
gauche peut tre dvelopp en srie de Taylor ; on obtient
0z }| {
C.pi .x C1x/;x C1x/ D
C.pi .x/;x/| {z }
0
C@C
@q
.pi ;x/ .pi .x C1x/− pi .x//
C @C
@x
.pi ;x/1x C O.1x2/
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@C
@q
.pi ;x/ .pi .x C1x/− pi .x//C @C
@x
.pi ;x/1x D O.1x2/
La drive @C
@q .pi ;x/ est non nulle. En effet, comme pi est un zro simple de
C.q;x/, on peut factoriser C.q;x/ en .q − pi /C 0.q/ ; alors @C@q .pi / D C 0.pi / 6D
0.
Le passage  la limite donne la drive recherche :
dpi
dx
.x/ D lim
1x!0
pi .x C1x/− pi .x/
1x
D − lim
1x!0
 
@C
@x .pi .x/;x/
@C
@q .pi .x/;x/
C O.1x2/
!
D −
@C
@x .pi .x/;x/
@C
@q .pi .x/;x/
Le terme @C=@x peut sÕexprimer sous la forme
@C
@x
.pi .x/;x/ D
h
pdegC−1i p
degC−2
i    1
i
M
o M est la matrice de Sylvester dÞnie par (1.16).
Exemple 2.1 Soit un systme du premier ordre avec intgrateur. Les deux mo-
dles considrs sont H1.q/ D 0;2q=.q − 0;9/.q − 1/ et H2.q/ D 0;4q=.q −
0;8/.q−1/. Un premier rgulateur de type proportionnel-drivateur numrique
a t synthtis ; sa fonction de transfert est S.q/=R.q/ D .2q−1/=q. En boucle
ferme, il engendre un ple  lÕorigine et deux ples complexes conjugus, par-
ticulirement mal amortis pour lÕun des modles (cf. Þg. 2.4). On dsire les
dplacer de 1pD2;3 D −0;1  0;1j en direction de lÕorigine. Dans un premier
temps, on utilise des poids identiques pour les trois ples des deux modles. Le
gradient des ples par rapport aux coefÞcients du rgulateur est donn par (2.7)
avec les valeurs suivantes :
x D  0 2 −1 T
@C1
@x
.pi / D

p21i p1i 1
24 1 0;4 0−1;9 0 0;4
0;9 0 0
35
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Figure 2.4
Effet de la pondration de lÕerreur entre les ples dsirs et les ples effectifs. A gauche,
situation initiale ; au centre, poids identique sur tous les ples (la direction nÕa aucune
inßuence) ;  droite, pondration plus forte dans la direction critique. Le centre des croix
reprsente les ples dsirs pDi , et leurs branches, les poids wi et w
?
i .
@C2
@x
.pi / D

p22i p2i 1
24 1 0;2 0−1;8 0 0;2
0;8 0 0
35
C1.q;x/ D q3 − 1;5q2 C 0;7q
C2.q;x/ D q3 − q2 C 0;4q
@C1
@q
.p1i ;x/ D 3p21i − 3p1i C 0;7
@C2
@q
.p2i ;x/ D 3p22i − 2p2i C 0;4
La fonction-cot  minimiser est
J D
2X
kD1
3X
iD1
(
Re2 O"ki .1x/C Im2 O"ki .1x/

o O"ki est donn par (2.4) ; lÕindice k identiÞe le modle.
Les ples mal amortis suivent relativement mal les ples dsirs. On aug-
mente alors dÕun facteur 10 leur poids dans la direction de lÕorigine, et lÕon
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diminue dÕun facteur 5 le poids des ples complexes dans la direction perpen-
diculaire  lÕorigine. La fonction-cot est remplace par
J D
2X
kD1
3X
iD1
(
wki Re[e
j’i O"ki .1x/]2 C w?ki Im[ej’i O"ki .1x/]2

On constate alors que les ples critiques sont nettementmieux amortis. Cette
amlioration se fait au dtriment de la position dsire pour les ples complexes
de lÕautre modle, ce qui nÕest pas gnant ici.
Si le ple est multiple, sa drive par rapport  une variation du rgulateur
est inÞnie. En effet, le polynme caractristique peut sÕcrire sous la forme
C.q/ D .q − pm/2C 0.q/, o pm reprsente le ple multiple ; alors
@C
@q
D 2.q − pm/C 0.q/C .q − pm/2 @C
0
@q
sÕannule pour q D pm . Lorsque deux ples sont proches lÕun de lÕautre, le terme
(2.4) est mal conditionn, ce qui peut provoquer des problmes numriques.
Lorsque les ples dsirs sont trop loigns des ples associs  x ,
lÕapproximation (2.2) est mauvaise. La minimisation de J tend  garder les
pi .x/ C dpi=dx1x proches de pDi , alors que ce qui nous intresse est de
positionner pi .x C1x/. Cette approximation est une seconde raison dÕutiliser
une approche itrative. Lorsque lÕattraction quÕexerce pDi sur pi .x C 1x/
diminue, on pose x  x C1x et on calcule les nouveaux gradients.
Exemple 2.2 Reprenons le systme et le rgulateur PD initial de lÕexemple 2.1.
On veut amortir davantage les ples en boucle ferme en les dplaant vers
lÕorigine. Les ples dsirs sont obtenus en multipliant les ples en boucle
ferme associs au rgulateur initial par un facteur . La Þgure 2.5 montre les
ples effectifs pi .x C1x/ et approxims pi .x/C dpi=dx 1x pour  D 0;8 et
0;5. On constate que plus les dplacements sont grands, plus les ples effectifs
sÕloignent de leur approximation.
Pour mieux comprendre les causes de lÕerreur, on dveloppe C.pi .x C
1x/;x C 1x/ en srie de Taylor jusquÕaux termes du deuxime degr (toutes
les drives sont values en pi et x) :
0z }| {
C.pi .x C1x/;x C1x/ D
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Figure 2.5
Effet de lÕapproximation du dplacement des ples. A gauche, les dplacements dsirs
valent 1pDi D −0;2pi ;  droite, 1pDi D −0;5pi . Les ples initiaux pi sont reprsen-
ts par , les ples dsirs pDi par C, les nouveaux ples pi .x C 1x/ par  et leurs
approximations par 4.
C.pi .x/;x/| {z }
0
C@C
@q
1pi C @C
@x
1x
C @
2C
@q2
1p2i C
@2C
@q@x
1pi1x C1xT @
@x

@C
@x
T
1x C O.1x3/
Comme C.q;x/ est linaire par rapport  x , lÕavant-dernier terme est nul. En
ngligeant les termes dÕordre suprieur, on a
1pi  −
@C
@x
@C
@q
1x −
@2C
@x@q
@C
@q
1pi1x −
@2C
@q2
@C
@q
1p2i
LÕapproximation linaire est dÕautant meilleure que les deux derniers termes
sont faibles. Ils deviennent inÞnis pour les ples multiples, pour la mme raison
que celle voque  la page 29. Par continuit, ils sont grands lorsque pi est
proche dÕun autre ple. Par contre, lÕaugmentation du nombre de modles nÕa
pas dÕinßuence ngative sur la qualit de lÕapproximation.
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2.6 Algorithme de synthse
Lesples enboucle fermedterminent la dynamiquedu systme rgul.Cepen-
dant, ds que le nombre de ples et de zros dpasse deux, il devient difÞcile
de prvoir lÕallure des rponses harmoniques et temporelles. DÕautre part, il est
relativement facile dÕidentiÞer visuellement les ples critiques, cÕest--dire les
ples en boucle ferme responsables de tel ou tel effet au niveau des perfor-
mances, tel que pics de rsonance, temps dÕtablissement ou dpassement. Cela
nous conduit  vouloir amliorer successivement le rgulateur en examinant
les rponses harmoniques et temporelles,  identiÞer les ples responsables des
effets non dsirs, et  dplacer ceux-ci pour amliorer les performances. Nous
obtenons lÕalgorithme suivant :
1) Calculer un rgulateur initial x
2) Tracer les rponses harmoniques et temporelles
3) SÕarrter si les performances sont satisfaisantes
4) Placer tous les ples dsirs aux mmes positions que les ples en boucle
ferme et leur donner un poids gal
5) IdentiÞer les ples critiques
6) Augmenter leur poids dans la direction qui inßuence les performances
7) Dplacer les ples critiques dans la direction qui tend  amliorer les
performances
8) Calculer 1xopt avec (2.5) et le nouveau rgulateur x C1xopt
9) Itrer  partir de lÕtape 6 ou 7 jusquÕ ce que lÕapproximation de lÕerreur
entre les ples dsirs et les ples obtenus devienne trop mauvaise pour
continuer  amliorer les performances
10) Remplacer x par x C1xopt
11) Itrer  partir de lÕtape 2.
Les tapes 2Ð9 peuvent tre rendues beaucoup plus commodes si lÕon dis-
pose dÕun logiciel qui les rend interactives. Le chapitre 4 dcrit un tel outil,
SysQuake, dvelopp dans le cadre de ce travail. Le rgulateur initial doit avoir
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les degrs et les parties Þxes voulus, mais ses coefÞcients peuvent tre quel-
conques. Cependant, il vaut mieux partir dÕun rgulateur proche dÕune solution
acceptable pour limiter le nombre dÕitrations de placement de ples multimo-
dle. Parmi toutes les mthodes de synthse qui pourraient tre utilises, nous
en retenons deux. La premire consiste  avoir un polynme S0.q/ D 0 (ce
qui est possible puisque S0.q/ nÕa pas besoin dÕtre monique) et  choisir pour
R0.q/ deg R0 ples distincts bien amortis et diffrents des zros de A.q/R f .q/.
Le systme rgul est instable si A.q/R f .q/ contient un intgrateur (ce qui est
souvent le cas), ou plus gnralement si le systme est instable, mais ce nÕest
pas gnant pour le placement de ples multimodle.
La seconde mthode est le placement de ples standard interactif. Un pro-
gramme qui permet de manipuler les ples correspondant  un modle tout en
observant le dplacement des autres ples peut tre trs efÞcace. On dplace
successivement chaque paire de ples instables dans la rgion de stabilit en
vitant dans la mesure du possible de dstabiliser dÕautres ples, sans se proc-
cuper de savoir  quel modle ils correspondent. SysQuake permet aussi ce
genre de manipulation.
2.7 Conclusions
Nous avons vu que le placement de ples bas sur un modle nominal ne per-
met pas dÕobtenir de bonnes performances lors de variations paramtriques
importantes. Pour y pallier, nous avons tudi lÕutilisation de plusieurs mo-
dles associs  diffrents points de fonctionnement. Le placement de ples
multimodle exact est impossible ; il faut recourir  un placement approximatif.
Unemthode permettant de spciÞer des dplacements dsirs pour les ples
en boucle ferme de tous les modles et dÕobtenir un rgulateur qui assure un
compromis acceptable a t dveloppe. La distance entre les ples dsirs et les
ples effectifs est linarise par rapport aux coefÞcients du rgulateur, pondre
selon des directions prfrentielles (les directions critiques), et minimise avec
la mthode des moindres carrs.
La mthode propose peut tre utilise dans le cadre dÕune synthse itra-
tive, au cours de laquelle les performances du systme rgul sont amliores
en fonction du cahier des charges. Comme lÕeffet des ples sur les rponses har-
moniques et temporelles est bien connu, des spciÞcations trs diverses peuvent
tre prises en compte.
       
Chapitre 3
Optimisation multiobjective
3.1 Introduction
Le placement de ples multimodle donne de bons rsultats, mais on peut lui
faire un reproche : ce qui nous intresse Þnalement est dÕobtenir un certain
niveau de performances, et celles-ci sont rarement spciÞes en termes de ples
en boucle ferme. Un cahier des charges typique inclut des contraintes sur les
rponses harmoniques pour garantir la stabilit robuste vis--vis dÕincertitudes
non structures et le rejet de perturbations  certaines frquences, ainsi que
sur les rponses temporelles pour obtenir le comportement transitoire dsir. Il
serait commode dÕagir non pas sur les ples, mais directement sur les rponses
harmoniques et temporelles, tout en conservant les avantages de lÕapproche
prsente au chapitre 2 :
 la synthse multimodle, qui fournit la robustesse par rapport  de larges
variations paramtriques ;
 la synthse itrative, qui permet dÕamliorer les performances jusquÕ un
compromis acceptable.
LÕide gnrale consiste  utiliser un indice de performances multiobjectif
unique qui prend une valeur infrieure  1 lorsque toutes les spciÞcations sont
remplies. Cet indice dpend dÕun certain nombre de valeurs scalaires, telles
que le dpassement de la rponse indicielle et les maxima de lÕamplitude de
fonctions de sensibilit. Sa minimisation conduit  un rgulateur qui ralise
         
34 Synthse multimodle
un compromis entre toutes les spciÞcations. Au lieu dÕun algorithme bas sur
la mthode des moindres carrs, analogue au placement de ples multimodle
[PHL97b], nous rsoudrons un problme de type minimax [PD77].
La suite de ce chapitre commence,  la section 3.2, par une description
gnrale de notre mthode dÕoptimisation multiobjective. La paramtrisation
du rgulateur sera expose  la section 3.3. Les expressions des gradients uti-
liss pour les spciÞcations sur les rponses temporelles et harmoniques sont
dveloppes respectivement dans les sections 3.4 et 3.5. LÕoptimisation multi-
objective peut tre utilise soit pour obtenir directement les coefÞcients des trois
polynmes du rgulateur RST, soit uniquement pour le prÞltre, ce qui simpliÞe
beaucoup lÕalgorithme ; ces deux approches sont dcrites dans les sections 3.6
et 3.7. La section 3.8 termine le chapitre par la conclusion.
3.2 Optimisation multiobjective
Le cahier des charges pour la conception dÕun rgulateur comprend typiquement
un certain nombre de spciÞcations sur des grandeurs lies  la robustesse et
aux performances. Ces grandeurs peuvent tre de trois types :
 fonctions continues, telles que le module des fonctions de sensibilit ;
 fonctions chantillonnes, telles que les signaux de sortie ou de com-
mande ;
 nombres scalaires, tels que lÕintgrale ie de la valeur absolue de lÕerreur.
Dnotons par j le numro de la spciÞcation, par k celui du modle et par
 la pulsation ou le temps si la spciÞcation ne porte pas sur une grandeur
scalaire. Nous utiliserons la variable  D f j; k; g pour reprsenter ces trois
valeurs. Les grandeurs considres associes au rgulateur RST paramtr par
x 0 sont dsignes par .;x 0/.
Les spciÞcations sont donnes sous la forme de bornes suprieures ou
infrieures ./ (cf. Þg. 3.1). Pour chaque spciÞcation, une valeur cible
N./ 6D ./ est dÞnie, mme si elle est au-del de ce quÕil est possible
dÕatteindre [SBG97] ; elle donne la direction dans laquelle les grandeurs con-
sidres doivent tendre. Ainsi  est une borne suprieure si  > N, et infrieure
si  < N. Le choix de N ne dpend que de  ; un croisement dÕ et N nÕa
aucune importance. Cette faon de dÞnir ,  et N permet de calculer, pour un
modle, une spciÞcation et ventuellement une pulsation ou un temps donns,
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Modle 1
! ! t t
Modle 2
! ! t t
Figure 3.1
Exemple de spciÞcations pour deux modles. Les grandeurs considrs .;x 0/ sont
en trait plein, les spciÞcation ./ en traitill et les valeurs cibles N./ en pointill.
Les ßches indiquent la direction de lÕoptimisation. Le cercle dsigne la violation dÕune
spciÞcation.
un indice .− N/=.− N/ qui est infrieur  1 si et seulement si la spciÞcation
est respecte.
Exemple 3.1 On dsire une marge de module suprieure  −6 dB et un d-
passement de la rponse indicielle infrieur  10% pour tous les modles
k D 1; : : : ;n. La marge de module est lÕinverse de la norme H1 de la sen-
sibilit OS.ej!/. La grandeur optimise est donc .f1;k;!g;x 0/ D j OS.ej!;x 0/j, et
la borne .f1;k;!g/ D 6 dB D 2 pour 0  !   . La valeur cible, qui donne
la direction de lÕoptimisation, est N.f1;k;!g/ D 0. Cela permet de changer
facilement la borne .f1;k;!g/ si lÕon veut par exemple attnuer davantage les
perturbations  basse frquence, sans risquer de provoquer le croisement de
.f1;k;!g/ et de N.f1;k;!g/.
Pour limiter le dpassement de la rponse indicielle, la grandeur optimise
est tout naturellement la rponse indicielle .f2;k;tg;x 0/ D Hck.q;x 0/s.t/, et
la borne .f2;k;tg/ D 1;1 pour t  0. Pour la valeur cible, le plus simple est
de poser N.f2;k;tg/ D 1. DÞnir N.f2;k;tg/ D 0 serait maladroit, car lÕindice
. − N/=. − N/ ne pourrait pas descendre au-dessous de 1=1;1 D 91% du
gain statique en asservissement ; comme nous allons le voir, cela limiterait
inutilement lÕoptimisation.
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Tableau 3.1
SpciÞcations pour lÕexemple 3.2. Les rfrences au modle k sont omises par manque
de place.
Grandeur  optimiser Borne Valeur cible
.f1;!g;x 0/ D j OS.j!/j .f1;!g/ D 2 N.f1;!g/ D 0
.f2;tg;x 0/ D BS
AR C BS s.t/ .f2;tg;t/ D

1;1 si t < 30
1;02 si t  30 N.f2;tg;t/ D 1
.f3;tg;x 0/ D BS
AR C BS s.t/ .f3;tg;t/ D

−1 si t < 30
0;98 si t  30 N.f3;tg;t/ D 1
Apartir de l, on dÞnit lÕindice de performancesmultiobjectif.x 0/ associ
au rgulateur x 0, qui est infrieur  1 si toutes les spciÞcations sont respectes :
.x 0/ D sup

.;x 0/− N./
./− N./ (3.1)
LÕindice de performances permet de modiÞer les spciÞcations de telle sorte
quÕelles soient toutes satisfaites et quÕaumoins lÕune dÕentre elles soit  la limite
des performances. Ces nouvelles spciÞcations  valent
./ D (1− .x 0/ N./C .x 0/./ (3.2)
Exemple 3.2 Reprenons le systme de lÕexemple 2.1 (p. 27) et son rgulateur
PD.Nous voulons que lÕamplitude de la fonction de sensibilit soit infrieure  2
 toutes les frquences (ce qui garantit des marges de robustesse raisonnables),
et que la rponse indicielle ait un dpassement infrieur  10% et un temps
dÕtablissement  2% infrieur  30. Avec les notations que nous avons in-
troduites, on obtient les spciÞcations du tableau 3.1. La Þgure 3.2 montre les
fonctions de sensibilit et les rponses indicielles associes aux deux modles,
les bornes ./ et les bornes modiÞes ./. LÕindice de performances vaut
.x 0/ D 3;96 > 1, ce qui signiÞe que toutes les spciÞcations ne sont pas
respectes. On remarque en effet que le dpassement est prs de quatre fois trop
grand.
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Figure 3.2
Critres de performances pris en compte pour lÕexemple 3.2. A gauche, amplitude de
la fonction de sensibilit ;  droite, rponse indicielle. Les spciÞcations ./ sont en
traitill, et les spciÞcations modiÞes ./ en pointill.
Le rgulateur x 0opt que nous cherchons  obtenir est solution du problme
dÕoptimisation suivant :
minimiser
x 0

.x 0/ D sup

.;x 0/− N./
./− N./

(3.3)
Une recherche exhaustive dans une rgion de lÕespace de x 0 nÕest envisageable
que si le nombre de paramtres ne dpasse pas 2 ou 3.
Exemple 3.3 Le rgulateur PD de lÕexemple 3.2 peut tre paramtr par x 0 D
[x1 x2] ; sa fonction de transfert est S.q/=R.q/ D .x1qC x2/=q. Une recherche
du rgulateur qui minimise .x 0/ dans lÕespace de x 0 conduit  la solution
optimale S.q/=R.q/ D .0;8910q−0;7480/=q, avec opt D 0;6113 ; la solution
satisfait donc toutes les spciÞcations, commeon peut le vriÞer sur la Þgure 3.3.
Remarquons la ressemblance entre lÕoptimisation (3.3) et dÕautresmthodes
de synthse de rgulateurs robustes, telles que la minimisation de la norme H1
des fonctions de sensibilit. Les mmes mthodes de rsolution ne peuvent pas
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Figure 3.3
Critres de performances pris en compte pour lÕexemple 3.3 avec le rgulateur optimal.
A gauche, amplitude de la fonction de sensibilit ;  droite, rponse indicielle. Les
spciÞcations ./ sont en traitill, et les spciÞcations modiÞes ./ en pointill.
tre utilises, car dans notre cas les spciÞcations portent sur des critres de
performances quelconques.
LÕoptimisation directe est un problme difÞcile. Nous proposons de rem-
placer dans (3.3) les fonctions continues et chantillonnes par un ensemble Þni
de termes valus eni . Les pointsi , appels objectifs critiques, sont choisis
de telle sorte quÕils correspondent aux maxima locaux de . − N/=. − N/ par
rapport  t ou  ! (cf. Þg. 3.4). Ils sont redÞnis  chaque itration durant
lÕoptimisation. En posant
i .x
0/ D .i ;x
0/− N.i /
.i /− N.i /
(3.4)
le problme dÕoptimisation multiobjective devient
minimiser
x 0

.x 0/ D max
i
i .x
0/

(3.5)
Une mthode de descente de gradient sous contraintes peut tre utilise, pour
autant que le minimum local obtenu donne satisfaction. Dans ce cas, le point
de dpart a une grande importance. Il est prfrable de partir dÕun rgulateur
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! ! t
Figure 3.4
Choix des objectifs critiques. Les grandeurs considrs .;x 0/ sont en trait plein, les
spciÞcation./ en traitill et les valeurs cibles N./ en pointill. Les cercles dsignent
les objectifs critiques.
proche des spciÞcations. DÕautres approches peuvent tre envisages, telles
que le recuit simul [PTVF92].
La solution de (3.5) nÕest pas forcment Pareto-optimale. En effet, la mi-
nimisation de  peut tre bloque par lÕun des i , alors que dÕautres objectifs
pourraient encore tre amliors. Prenons le cas dÕun rgulateur  deux degrs de
libert. En ne tenant compte que de la rgulation, on obtient une contre-raction
S.q/=R.q/ qui donne une borne infrieure pour  . Suivant les spciÞcations
sur lÕasservissement, il se peut que le maximum des i qui leur sont asso-
cis soit infrieur. Mais lÕoptimisation globale ne conduira pas  cet optimum.
Cette situation doit tre assez rare, car dans la plupart des cas les objectifs sont
contradictoires et agissent simultanment sur tous les paramtres du rgulateur ;
lÕoptimum est alors rellement un compromis.
Si lÕon dsire nanmoins garantir que la solution soit Pareto-optimale,
on peut procder en deux tapes. Dans un premier temps, on rsout le pro-
blme (3.5) qui donne la solution x 0opt. Puis on optimise le problme suivant
pour forcer chaque objectif vers un minimum, et on obtient une solution Pareto-
optimale x 0P−opt.
minimiser
x 0
X
i
i .x
0/
sous contraintes i .x 0/− i .x 0opt/  0 8i
(3.6)
Les contraintes assurent que lÕindice de performances multiobjectif est
conserv.
Thorme 3.1 Le rgulateur qui est solution de (3.6), o x 0opt est solution de
(3.5), est Pareto-optimal et minimise maxi i .
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Dmonstration Les contraintes i .x 0/ − i .x 0opt/  0 imposent que
maxi i .x 0P−opt/  maxi i .x 0opt/. Comme x 0opt minimise maxi i .x 0opt/,
maxi i .x 0P−opt/ D maxi i .x 0opt/ et il en est de mme pour x 0P−opt.
Pour montrer que x 0P−opt est Pareto-optimal, supposons que tel ne soit pas
le cas et quÕil existe une solution x 0< telle que pour certains j ,  j .x
0
P−opt/ −
 j .x 0</ D  j > 0, et i .x 0</ D i .xP−opt/ pour i 6D j . Les contraintes i .x 0</−
i .x 0opt/  0 seraient respectes. Mais
X
i
i .x
0
</ D
X
i
i .x
0
P−opt/−
>0z }| {X
j
 j <
X
i
i .x
0
P−opt/
ce qui est impossible puisque x 0P−opt minimise
P
i i .x
0
P−opt/.
Notons que si les mthodes dÕoptimisation utilises pour rsoudre les pro-
blmes (3.5) et (3.6) ne fournissent que des optima locaux, le thorme 3.1
lui-mme doit tre compris dans un sens local.
3.3 Paramtrisation du rgulateur
De faon analogue au placement de ples multimodle, nous rassemblons les
paramtres du rgulateur dans un vecteur x 0. En plus des polynmes libres de
la contre-raction R0.q/ et S0.q/, nous ajoutons le prÞltre T 0.q/ :
x 0 D  r 01    r 0deg R0 s 00    s 0deg S0 t 01    t 0deg T 0 T (3.7)
Les paramtres r0 et t0 sont omis, le premier parce que R0.q/ est monique, et
le second parce que nous forons un gain statique unit pour la fonction de trans-
fert consigne-sortie. Par souci de simplicit, nous supposons que A.q/R f .q/
contient un zro en1, cÕest--dire que le systme rgul possdeun intgrateur en
boucle ouverte. Ainsi le gain statique vaut B.1/T .1/=.A.1/R.1/CB.1/S.1// D
T .1/=S.1/. Comme par dÞnition S f .1/ D T f .1/ D 1,
t 00 D
deg S0X
iD0
s 0i −
deg T 0X
iD1
t 0i (3.8)
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Les gradients des indices de performances lis aux rponses harmoniques
sont fonctions des gradients de R0.ej!/, S0.ej!/ et T 0.ej!/ par rapport  x 0. La
dÞnition de x 0 rend leur expression trs simple.
Lemme 3.1 Les gradients de R0.ej!/, S0.ej!/ et T 0.ej!/ valent respectivement
dR0
dx 0
.ej!/ D  ej!.deg R0−1/    ej! 1 0    0  (3.9)
dS0
dx 0
.ej!/ D  0    0 ej!.deg S0/    ej! 1 0    0  (3.10)
dT 0
dx 0
.ej!/ D  0    0 ej!.deg T 0−1/    ej! 1 C
ej! deg T
0 
0    0 1    1 −1    −1 
(3.11)
Dmonstration Les gradients de R0.ej!/ et S0.ej!/ rsultent directement de
la dÞnition de x 0. Celui de T 0.ej!/ sÕexprime plus facilement par rapport 
x 0 D

r 01    r 0deg R0 s 00    s 0deg S0 t 00 t 01    t 0deg T 0

qui contient
t 00 :
dT 0
dx 0
.ej!/ D  0    0 ej! deg T 0    ej! 1 
LÕquation (3.8) donne
dx 0
dx 0
D
2664
I 0 0
0 I 0
0    0 1    1 −1    − 1
0 0 I
3775
et la rgle dT
0
dx 0 D dT
0
dx 0
 dx 0dx 0 lÕquation (3.11).
LÕensemble des rgulateurs paramtrs par x comprend ceux qui
dstabilisent les modles du systme. Il faut donc vriÞer  chaque pas de
lÕoptimisation que la stabilit est bien respecte. Dans la plupart des cas, des
objectifs de stabilit robuste Þgurent parmi les spciÞcations qui tendent 
viter les rgulateurs dstabilisants ; citons par exemple une borne sur le
module de la sensibilit, ou sur lÕerreur aprs un saut de perturbation ou de
consigne si la fentre de temps est assez large. Le rgulateur optimal assure
alors la stabilit robuste.
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DÕautres mthodes dÕoptimisation vitent ce problme en choisissant une
paramtrisation qui garantisse la stabilit [YJB76]. Ce nÕest pas possible dans
notre cas, car la stabilit doit tre respecte pour plusieurs modles.
3.4 Fonctions de sensibilit
Comme nous lÕavons vu au chapitre 1, lÕamplitude de la fonction de sensibilit
OS.ej!/ est directement lie  la robustesse vis--vis de la stabilit.Des contraintes
permettent dÕassurer de bonnes marges de robustesse. De mme, la fonction de
sensibilit complmentaire OT .ej!/ donne (au signe prs) la sensibilit au bruit
demesure sur la sortie, que lÕon souhaite attnuer en dehors de la bande passante
pour viter dÕexciter les modes non modliss et de saturer la commande. Dans
la bande passante, par contre, il vaut mieux ne donner aucune spciÞcation
sur OT . DÕune part, la relation OS C OT D 1 empche de diminuer simultan-
ment les deux sensibilits aux mmes frquences ; dÕautre part, mme avec un
rgulateur  deux degrs de libert, lÕeffet bnÞque de la contre-raction sur
lÕasservissement (lÕinsensibilisation par rapport aux dfauts de modlisation ou
aux variations du systme) serait diminu. EnÞn, dÕautres fonctions, telles que
la sensibilit perturbation-commande, peuvent tre envisages.
Seul le module des fonctions de sensibilit nous intresse. Leur phase a
certes une inßuence sur la forme des rponses temporelles, et notamment leur
comportement transitoire,mais il est beaucoupplus facile dÕobtenir lÕeffet dsir
en imposant des gabarits directement sur elles. Le lemme suivant permet de
calculer le gradient de la valeur absolue dÕune fonction complexe  partir du
gradient de la fonction.
Lemme 3.2 Soit une fonction f : ‘ ! , x 7! f .x/. Le gradient de sa
valeur absolue j f .x/j vaut
d
dx
j f .x/j D 1j f .x/j 

Re f .x/Re
d f
dx
.x/ C Im f .x/ Im d f
dx
.x/

(3.12)
Dmonstration Soit g.x/ D j f .x/j2 D Re2 f .x/ C Im2 f .x/. Comme x est
rel, ddx Re f .x/ D Re d fdx .x/, ddx Im f .x/ D Im d fdx .x/, et
dg
dx
.x/ D 2 Re f .x/ Re d f
dx
.x/C 2 Im f .x/ Im d f
dx
.x/
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Tableau 3.2 Gradient des fonctions de sensibilit
Sensibilit Fonction de transfert Gradient
OS.ej!/ AR
C
ABR f S f
C2

S0
dR0
dx 0
− R0 dS
0
dx 0

OT .ej!/ BS
C
ABR f S f
C2

R0
dS0
dx 0
− S0 dR
0
dx 0

OSup.ej!/ − AS
C
A2R f S f
C2

S0
dR0
dx 0
− R0 dS
0
dx 0

Par ailleurs,
d
dx
j f .x/j D d
dx
p
g.x/
D 1
2
p
g.x/
 dg
dx
.x/ D 1
2 j f .x/j 
dg
dx
.x/
Ces deux quations donnent Þnalement (3.12).
LÕapplication de ce lemme au calcul du gradient du module de diffrentes
fonctions de sensibilit est aise. Le tableau 3.2 donne le gradient de OS.ej!/,
OT .ej!/ et OSup.ej!/.
La Þgure 3.5montre des spciÞcations possibles sur lemodule de la fonction
de sensibilit j OS.ej!/j, de la fonction de sensibilit complmentaire j OT .ej!/j et de
la fonction de sensibilit perturbation-entre j OSup.ej!/j. La borne suprieure sur
j OS.ej!/j est quivalente  une limite sur la marge de module ; celle sur j OT .ej!/j
permet de limiter lÕeffet du bruit de mesure sur la sortie, et j OSup.ej!/j celui de
la perturbation sur la commande. A basse frquence, la borne suprieure sur
j OS.ej!/j garantit le rejet de perturbations dans la bande passante.
3.5 Rponses temporelles
Le cahier des charges contient le plus souvent des spciÞcations sur les rponses
temporelles. Des temps de rejet de perturbations peuvent tre demands en
rgulation, mme si des conditions sur les fonctions de sensibilit sufÞsent
souvent  assurer un bon comportement. En effet, on connat gnralement
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Figure 3.5
De gauche  droite, exemples de spciÞcations sur le module de OS.ej!/, de OT .ej!/ et de
OSup.ej!/.
mieux le contenu harmonique des perturbations que leur forme. CÕest donc
surtout pour lÕasservissement que des conditions trs strictes sont ncessaires
pour conserver la forme des signaux et viter les saturations.
La Þgure 3.6montre des spciÞcations sur la sortie aprs un saut de consigne
(asservissement) ou de perturbation (rgulation). Pour lÕasservissement, la
borne suprieure limite le dpassement et le temps dÕtablissement ; la borne
infrieure limite les temps de monte et dÕtablissement. En rgulation, les
bornes suprieures et infrieures imposent un certain temps dÕamortissement.
En plus de bornes sur lÕamplitude des rponses, on peut considrer lÕintgrale
de la valeur absolue de lÕerreur.
Considrons la rponse indicielle de N .q/=C.q/, o N .q/ D n0qdeg N C
  Cndeg N dpend des signaux considrs. En boucle ferme, le dnominateur
est toujours le polynme caractristique C.q/. Le signal de sortie considr est
v.t/ D −
min.degC;t/X
iD1
civ.t − i/C
deg NCmin.0;t−degC/X
iD0
ni
et son gradient par rapport  x 0
dv.t/
dx 0
D −
min.degC;t/X
iD1

dci
dx 0
v.t − i/− ci dv.t − i/
dx 0

C
deg NCmin.0;t−degC/X
iD0
dni
dx 0
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Figure 3.6
Exemples de spciÞcations sur la sortie aprs un saut de consigne ( gauche) ou de
perturbation.
Le gradient dv.k/=dx 0 peut tre calcul rcursivement pour nÕimporte quel
chantillon t . En plus des rponses indicielles, on limite parfois lÕintgrale de
la valeur absolue de lÕerreur aprs un saut de perturbation, ie, dont la version
chantillonne vaut
ie D
1X
tD0
jv.t/j (3.13)
Son gradient vaut
die
dx 0
D
1X
tD0
dv.t/
dx 0
signv.t/ (3.14)
Pour la rponse indicielle en asservissement, le temps dÕtablissement et
le dpassement maximum peuvent tre spciÞs au moyen de bornes. Il en va
diffremment pour le temps de monte tm . Si on le dÞnit comme le temps
ncessaire pour atteindre 90% de la valeur de consigne, une faon de faire est
de maximiser lÕchantillon de plus grande amplitude compris entre 0 et tm . Le
risque est malheureusement de rendre plus difÞcile la convergence vers une
solution au cas o deux maxima sont slectionns alternativement. Cela reßte
en fait le manque de robustesse du choix du temps de monte comme critre de
performance. Il vaut mieux le remplacer par des temps dÕtablissement dÞnis
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pour diffrentes amplitudes lorsque quÕon a la libert dÕadapter le cahier des
charges.
3.6 Optimisation simultane
Comme nous lÕavons vu au chapitre 1, la synthse dÕun rgulateur  deux degrs
de libert peut facilement tre scinde en deux tapes : tout dÕabord la contre-
raction S.q/=R.q/, qui est seule  dterminer les capacits de stabilisation et
de rejet des perturbations, puis le prÞltre. Il faut noter cependant que les perfor-
mances en asservissement dpendent elles aussi de la contre-raction. Suivant
les spciÞcations, il peut tre difÞcile dÕobtenir lÕasservissement demand sans
modiÞer R.q/ et S.q/.
Le placement de ples multimodle ne concerne que la contre-raction, ce
qui impose cette sparation en deux tapes. Par contre, lÕoptimisation multiob-
jective permet de tenir compte de toutes les spciÞcations simultanment. Le
prix  payer est un espace dÕoptimisation de plus grande dimension, ce qui peut
augmenter les problmes dus aux minima locaux.
3.7 Optimisation spare du prÞltre
LÕoptimisation multiobjective permet dÕamliorer simultanment la
contre-raction et le prÞltre, au prix dÕune certaine lourdeur des calculs et
dÕune description prcise de tous les objectifs. Au cas o la contre-raction
obtenue par exemple par placement de ples multimodle donne satisfaction,
on peut se contenter dÕoptimiser le prÞltre pour obtenir les performances
dsires en asservissement.
La mthode que nous proposons consiste  minimiser lÕcart entre les
rponses indicielles et une rponse de rfrence. Des coefÞcients de pondra-
tion permettent de donner plus dÕimportance aux rgions o la rponse sÕcarte
des spciÞcations, par exemple au dpassement maximum. Ils peuvent tre
ajusts automatiquement au cours dÕune procdure itrative, vu la simplicit
des calculs. LÕoptimisation porte sur lÕensemble des modles et tient compte du
signal de commande. Ce sont ces trois points qui la distinguent dÕune mthode
similaire propose par [XM95].
            
Optimisation multiobjective 47
La fonction-cot  minimiser vaut
J .T .q// D
mX
kD1
tmaxX
tD1

wyk.t/.yk.t/− yref.t//2 C wuk.t/u2k.t/

(3.15)
o la sortie yk.t/ et lÕentre uk.t/ valent respectivement
yk.t/ D T .q/B.q/
A.q/R.q/C B.q/S.q/ s.t/
uk.t/ D T .q/A.q/
A.q/R.q/C B.q/S.q/ s.t/
Contrairement  (3.5), elle peut tre rsolue analytiquement. Elle nÕest pas
sans rappeler celle de certains rgulateurs prdictifs [Soe92]. La diffrence
essentielle est que lÕoptimisation porte ici uniquement sur le prÞltre qui agit
en boucle ouverte, et que celui-ci est un Þltre  rponse impulsionnelle Þnie.
On vite ainsi tout risque dÕinstabilit, contrairement par exemple au rgulateur
GPC (Generalized Predictive Control). Le danger dÕune inversion partielle de la
dynamique du systme, qui aurait de graves inconvnients en prsence de zros
 non-minimum de phase, est vit si la fentre de temps nÕest pas exagrment
troite, mme si la pondration sur la commande est nulle.
Il est difÞcile de spciÞer a priori les poidswyk.t/ etwuk.t/. Nous suggrons
de calculer un premier prÞltre avec wyk.t/ D 1 et wuk.t/ D 0, de calculer les
rponses, et au besoin dÕajuster les poids aux endroits o celles-ci sÕcartent
trop de la rponse de rfrence. Ces tapes sont rsumes dans lÕalgorithme
suivant :
1) Fixer wyk.t/ 1 et wuk.t/ 0 pour k D 1;2; : : : ;n et t D 1; : : : ;tmax
2) Calculer un polynme T .q/ qui minimise (3.15)
3) SÕarrter si les rponses indicielles ont les caractristiques demandes
4) Si le dpassement est trop grand, augmenter le poids wyk.t/ des chan-
tillons concerns
5) Si le temps de monte ou le temps dÕtablissement est trop faible, aug-
menter le poidswyk.t/ des chantillons des modles qui posent problme
dans la rgion o ils sont trop loigns de la rponse de rfrence
6) Augmenter le poids wyk.t/ des chantillons infrieurs  0 pour viter un
dpassement ngatif
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7) Augmenter le poids wuk.t/ des chantillons pour lesquels lÕamplitude de
la commande est trop grande
8) Itrer  partir du pas 2.
3.8 Conclusions
Dans ce chapitre, nous avons vu une mthode dÕoptimisation multimodle qui
vise  satisfaire des objectifs trs varis, aussi bien dans le domaine harmonique
que temporel. Le niveau de performances est dcrit par un paramtre scalaire
unique qui est minimis. La solution nÕest pas forcment Pareto-optimale ; un
second problme dÕoptimisation permet dÕy remdier.
Par rapport au placement de ples multimodle, lÕutilisation directe des in-
dices de performances que lÕon veut amliorer permet dÕautomatiser la proc-
dure dÕoptimisation. Plus besoin en effet dÕidentiÞer visuellement les ples
prdominants quant  leur effet sur telle ou telle rponse. Cela ne sufÞt pour-
tant pas pour en faire une mthode universelle ; les minima locaux rendent
difÞcile lÕobtention dÕun bon rgulateur  partir de zro. LÕoptimisation multi-
objective doit plutt tre considre comme une dernire phase dÕamlioration
aprs quÕun rgulateur proche des performances recherches a t obtenu, par
exemple par placement de ples multimodle.
Nous ne nous sommes pas attard sur le choix de la mthode dÕoptimisation.
Notre problme possde la particularit dÕavoir une structure variable au cours
de lÕoptimisation, ce qui rend difÞcile lÕutilisation de mthodes de program-
mation quadratique o le hessien doit tre estim. Il vaut mieux utiliser une
approche base sur la descente de gradient.
Les objectifs considrs dans ce chapitre peuvent tre tendus  dÕautres
critres, tels que lÕerreur lors du suivi dÕautres types de trajectoires ou la mini-
misation de lÕamplitude de signaux internes du systme. On peut par exemple
viter la saturation dÕactionneurs.
      
Chapitre 4
Conception assiste par ordinateur
4.1 Introduction
Comme nous lÕavons vu au chapitre 2, le placement de ples multimodle
ne permet en gnral pas dÕobtenir un rgulateur adquat en une seule itra-
tion. Les ples doivent tre dplacs de telle sorte que les critres de perfor-
mances pris en compte soient progressivement amliors. Cela peut difÞcile-
ment sÕautomatiser ; en effet, un compromis acceptable doit tre trouv entre
la rapidit du rejet des perturbations, la stabilit robuste et lÕaction sur la com-
mande. Ainsi, un systme interactif est souhaitable, pour autant que la synthse
soit raisonnablement facile et rapide.
CÕest pour rpondre  cet objectif que nous avons dvelopp un programme
de synthse multimodle interactive, nomm SysQuake. Par rapport aux logi-
ciels existants, et notamment  Matlab qui est trs utilis dans le domaine de
lÕautomatique, SysQuake offre lÕavantage dÕtre sufÞsamment rapide pour faire
immdiatement ressentir  lÕutilisateur dans quel sens varient les grandeurs af-
Þches lorsquÕil manipule un ple ou un gain (Matlab 5 est environ dix fois
plus lent pour lÕafÞchage dÕun lieu des ples). Une fonction dÕannulation lui
permet de revenir en arrire au cas o il dgraderait tellement le rgulateur quÕil
ne pourrait plus retrouver son point de dpart. Il faut aussi mentionner quÕau
niveau de lÕinterface-utilisateur, malgr des amliorations dans les dernires
versions, Matlab nÕest pas vraiment conu pour la manipulation directe de gra-
phiques et nÕautorise donc pas le mme niveau dÕinteraction. SysQuake est crit
en langage C et ne dpend dÕaucune librairie de haut niveau. Il reprsente 15 700
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lignes de code, ou 338Ko, ou encore 210Ko une fois compil pour le PowerPC.
Ce chapitre se veut descriptif ; lÕutilit des diffrents graphiques a t brive-
ment explique au chapitre 1, et le placement de ples multimodle a fait
lÕobjet du chapitre 2. La section 4.2 dcrit la structure et le fonctionnement
du programme. LÕafÞchage et lÕdition des fonctions de transfert entre diverses
grandeurs sont dcrits  la section 4.3. Les diffrents graphiques et la faon
dont ils peuvent tre manipuls par lÕutilisateur sont passs en revue dans les
sections 4.4 pour les zros et ples dans le plan complexe, 4.5 pour les rponses
temporelles, 4.6 pour les rponses harmoniques, et 4.7 pour le placement de
ples multimodle. Les critres de stabilit et de performances donns sous
forme numrique sont dcrits  la section 4.8, et les possibilits dÕentre-sortie
et de transfert dÕinformation avec dÕautres programmes  la section 4.9. Le
chapitre se termine par la conclusion.
4.2 Structure du programme
Le programme SysQuake contient une reprsentation du systme, modlis
par une ou plusieurs fonctions de transfert en z, et du rgulateur RST, avec
ventuellement des parties Þxes R f .z/ et S f .z/. LÕutilisateur peut analyser les
proprits du systme et de son rgulateur  lÕaide de multiples reprsentations
graphiques et numriques, telles que les ples en boucle ferme, les rponses in-
dicielles ou le diagramme deBode. Il peut galement lesmodiÞer, soit en entrant
des valeurs numriques, soit en manipulant directement les graphiques avec la
souris. Chaque modiÞcation est immdiatement rpercute sur le rgulateur, et
toutes les donnes afÞches sont mises  jour (cf. Þg. 4.1).
Si le systme est modlis par plusieurs fonctions de transfert, chaque gra-
phique contient plusieurs tracs (Þg. 4.2). Les mthodes de synthse classiques,
telles que le placement de ples, se basent sur le modle slectionn lorsque
lÕutilisateur fait glisser un lment du graphique avec la souris.
Certaines mthodes de synthse ncessitent une forme particulire du rgu-
lateur. Par exemple, le placement de ples standard impose des restrictions sur
les degrs de R0 et S0. LorsquÕil ne remplit pas ces conditions, le rgulateur est
modiÞ ds que lÕutilisateur tente dÕutiliser la mthode de synthse qui pose
problme.
ChaquemodiÞcation peut tre annule, ce qui permet  lÕutilisateur de tenter
des modiÞcations sans craindre de perdre les performances atteintes jusque l.
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Fichiers
Presse-
papier
Modles
Rgulateur
Hc.q/, Hl.q/, pi , zi
Bode
Nyquist
Black
Sensibilit
Sensibilit compl.
Sensibilit
perturbation-commande
Marges de robustesse
Perf. temporelles
Coeff. modles
Coeff. rgulateur
Coeff. boucle ouverte
Coeff. boucle ferme
PID
Ples en boucle ferme
Ples et zros de S=R
Zros de T .q/
Lieu des ples
Asservissement
Rgulation
(rponses temporelles)
Placement de ples
multimodle
Figure 4.1
Structure du programme SysQuake. Chaque rectangle en trait plein reprsente une
fentre ; ceux en trait gras contiennent des lments qui peuvent tre manipuls par
lÕutilisateur. Les rectangles en traitill reprsentent la valeur des modles et du rgula-
teur.
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Figure 4.2 Copie dÕcran de SysQuake.
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Tableau 4.1 Structure des rgulateurs PID
Type Degrs Parties Þxes CoefÞcients
P
deg R D 0
deg S D 0
R f .q/ D 1
S f .q/ D 1 kp D s0
PI
deg R D 1
deg S D 1
R f .q/ D q − 1
S f .q/ D 1
kp D s0
Ti D hs0
s0 C s1
PD
deg R D 1
deg S D 1
R f .q/ D q
S f .q/ D 1
kp D s0 C s1
Td D − hs1
s0 C s1
PID
deg R D 2
deg S D 2
R f .q/ D q2 − q
S f .q/ D 1
kp D s0 − s2
Td D hs2
s0 − s2
Ti D h.s0 − s2/
s0 C s1 C s2
4.3 Fonctions de transfert
Les coefÞcients des fonctions de transfert des modles, des polynmes R.q/,
S.q/ et T .q/ du rgulateur, ainsi que les partie Þxes R f .q/ et S f .q/, peuvent tre
spciÞs librement pour autant que toutes les fonctions de transfert apparaissant
dans le systme soient causales (ou strictement causales pour lesmodles), et que
ni les modles ni le prÞltre T .q/ nÕait un facteur drivateur q−1. Les fonctions
de transfert en boucle ouverte BS=AR et en boucle ferme BT=.AR C BS/
sont calcules en fonction des modles et du rgulateur, mais ne peuvent pas
tre changes directement.
Lorsque la structure du rgulateur correspond  celle dÕun PID numrique
ou  lÕune de ses variantes, le rgulateur peut tre reprsent par la valeur du
gain kp et des temps dÕintgration Ti et de drivation Td (voir tableau 4.1). Le
PID numrique est dÞni par
KPID.q/ D kp

1C h
Ti
 1
q − 1 C
Td
h
 q − 1
q

       
54 Synthse multimodle
4.4 Zros et ples
On pourrait envisager lÕafÞchage des ples et des zros des modles, du rgu-
lateur et de nombreuses autres fonctions de transfert en boucle ferme. En
pratique, comme les ples en boucle ferme sont les mmes quels que soient les
signaux considrs, seul un nombre limit de fonctions de transfert prsentent
de lÕintrt.
Comme la reprsentation interne des fonctions de transfert se fait sous
la forme de tableaux de coefÞcients, SysQuake doit calculer les zros des
polynmes. La mthode de Laguerre [PTVF92] est utilise pour les premires
racines. Elle a lÕavantage dÕtre simple et rapide. Le polynme est divis par
des termes rels, linaires ou quadratiques, pour viter dÕobtenir des polynmes
 coefÞcients complexes. Une fois quÕun polynme de degr infrieur ou gal
 trois est obtenu, les formules explicites sont utilises.
En ce qui concerne les ples et les zros, SysQuake permet lÕafÞchage de
quatre graphiques, sans compter le placement de ples multimodle. Les ples
en boucle fermes donnent une bonne indication de la dynamique du systme
rgul. On peut ymanipuler directement les ples en les dplaant avec la souris.
Pour viter dÕobtenir un rgulateur  coefÞcients complexes, SysQuake impose
la symtrie des dplacements des paires de ples complexes conjugus. SÕil y a
au moins deux ples rels, un ple rel peut tre rendu complexe en loignant
sufÞsamment la souris de lÕaxe rel ; le ple rel le plus proche devient son
complexe conjugu. On peut spciÞer des facteurs dÕamortissements absolu et
relatif qui sont afÞchs sur le graphique. Les ples et zros de la contre-raction
rendent possible la manipulation directe du rgulateur. En choisissant les zros
du prÞltre, on peut simpliÞer des ples en boucle ferme ou rduire lÕeffet des
zros du systme rgul. Les ples en boucle ferme sont aussi reprsents.
Le lieu des ples est une reprsentation des ples en boucle ferme lorsque
le gain du rgulateur varie de zro  lÕinÞni. Les ples en boucle ferme sont
confondus avec ceux en boucle ouverte lorsque le gain est nul, et avec les zros
en boucle ouverte (ou rejets  lÕinÞni pour les ples restants) lorsque le gain
est inÞni. Les ples et zros en boucle ouverte proviennent soit du modle, soit
du rgulateur. Dans SysQuake, lÕutilisateur peut dplacer les ples en boucle
ferme sur les branches du lieu des ples, ce qui correspond  un changement
de gain du rgulateur, ou dplacer les zros ou les ples du rgulateur, ce qui
change la forme du lieu. Dans le premier cas, au lieu de projeter la nouvelle
position pD dsigne par lÕutilisateur sur la branche la plus proche (ce qui serait
particulirement inefÞcace du point de vue du temps de calcul), le gain est
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multipli par  D −Re.A.pD/R.pD/=B.pD/S.pD//. La proposition suivante
montre que sÕil se trouve sur une branche, pD devient un ple du nouveau
systme en boucle ferme.
Proposition 4.1 Soient le systme en boucle ouverte B.q/=A.q/ et le rgula-
teur S.q/=R.q/, et le lieu des ples obtenus lorsque S.q/=R.q/ est multipli
par un facteur rel. Si pD appartient  ce lieu, il est un zro de CC.q/ D
A.q/R.q/C B.q/S.q/, o  D −A.pD/R.pD/=B.pD/S.pD/ 2 .
Dmonstration Pour obtenir le ple pD , on multiplie le rgulateur par le
nombre . Le polynme caractristique devient alors CC.q/ D A.q/R.q/ C
B.q/S.q/. Il doit sÕannuler pourq D pD : A.pD/R.pD/CB.pD/S.pD/ D 0,
dÕo  D −A.pD/R.pD/=B.pD/S.pD/. Le nombre  est rel si et seulement
si le point pD appartient au lieu des ples ; celui-ci reste alors inchang.
Notons que si pD nÕest pas sur le lieu des ples, le fait de prendre la partie
relle de −A.pD/R.pD/=B.pD/S.pD/ donne un nouveau lieu confondu avec
lÕancien. Comme il nÕy a aucune discontinuit entre pD et , cette faon de faire
permet de positionner facilement le ple  lÕendroit voulu en dsignant avec la
souris un endroit sufÞsamment proche dÕune branche pour obtenir le rsultat
dsir.
Le lieu des ples est gnralement reprsent pour des valeurs positives du
gain du rgulateur. Dans SysQuake, le dplacement dÕun ple sur une branche
au-del dÕun ple ou dÕun zro en boucle ouverte provoque lÕinversion du lieu
(Þg. 4.3). Cela est cohrent avec le principe suivi par SysQuake selon lequel
tout rgulateur physiquement ralisable doit pouvoir tre reprsent. Un gain
de rgulateur ngatif correspond gnralement  un ralentissement du systme,
pour autant que la stabilit soit prserve.
4.5 Rponses temporelles
Les rponses temporelles sont sans doute la reprsentation la plus directe et la
plus intuitive de la capacit du rgulateur  suivre une consigne et  rejeter les
perturbations. Contrairement aux rponses harmoniques, elles donnent gale-
ment des renseignements sur le comportement transitoire des signaux.
SysQuake permet dÕappliquer deux types de signaux, les sauts unit et les
rampes,  deux endroits du systme en boucle ferme, la consigne et la perturba-
tion en sortie, et dÕobserver leurs effets sur deux grandeurs, lÕentre et la sortie
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Figure 4.3
Inversion du lieu des ples quand on fait glisser un ple en boucle ferme sur une branche
au-del dÕun ple en boucle ouverte.
du systme. Avec ces huit rponses possibles, on peut analyser le rgulateur
aussi bien en asservissement quÕen rgulation. La grandeur  commander est
importante, parce que cÕest en gnral sur elle que portent la plupart des sp-
ciÞcations, telles que le temps de monte et le dpassement ; mais le signal de
commande ne doit pas tre nglig, car il peut entraner des saturations au niveau
de lÕtage de puissance et de lÕactionneur, et exciter des modes de rsonance
peu observables sur la sortie.
En utilisation normale, lÕchelle est calcule automatiquement pour
reprsenter la partie intressante des rponses. En abscisse, la dure afÞche
est base sur la position des ples en boucle ferme. En ordonne, lÕchelle est
telle que les signaux de plus grande amplitude couvrent toute la hauteur
disponible. Pour identiÞer facilement les modiÞcations quand on change le
rgulateur, on peut aussi verrouiller lÕchelle.
Enplus de lÕaspect gnral des rponses, lÕutilisateur peut obtenir des valeurs
numriques en cliquant sur nÕimporte quel point du graphique. Il peut ainsi
vriÞer notamment les dpassements et les taux dÕamortissement. Les indices
de performances standard, tels que les dpassements maximaux ou les temps
dÕtablissement, sont calculs automatiquement (voir ci-dessous).
4.6 Rponses harmoniques
Les rponses harmoniques (ou frquentielles) peuvent se diviser en deux
classes : les rponses en boucle ouverte et en boucle ferme. Elles fournissent
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des indications sur la stabilit et sur la robustesse du systme en boucle
ferme. En outre, les rponses en boucle ferme reßtent les proprits
dÕasservissement et de rejet de perturbations en fonction de la frquence.
Le diagramme de Bode est une reprsentation de lÕamplitude et de la phase
du couple rgulateurÐsystme en boucle ouverte en fonction de la pulsation.
Pour des systmes simples, il permet de dterminer facilement les marges de
phase et de gain et les pulsations correspondantes (pulsation de croisement et
pulsation critique), et donc la bande passante du systme en boucle ferme, 
peu prs gale  la pulsation de croisement.
Le diagramme de Nyquist est le lieu de la rponse harmonique dans le
plan complexe. La pulsation nÕapparat pas explicitement. Le diagramme de
Black (ou de Nichols) est une reprsentation logarithmique du diagramme de
Nyquist. Les marges de gain et de phase sont clairement identiÞables ; la marge
de module peut tre estime dans le diagramme de Nyquist, o elle est gale 
la distance entre la rponse harmonique et le point −1. LÕabaque de Hall dans
le diagramme de Nyquist et lÕabaque de Nichols dans le diagramme de Black
(lieux des points o le module ou lÕargument de BS=.AR C BS/ est constant)
peuvent tre afÞches pour faciliter la synthse.
Les autres proprits que lÕon peut analyser sont les gains  basse et  haute
frquence. A basse frquence, le gain doit tre sufÞsamment lev pour garantir
une erreur permanente (statisme) faible, voir nulle, et une faible sensibilit. A
haute frquence, le gain doit tre sufÞsamment faible pour que des effets non
modliss ne risquent pas de dstabiliser le systme, et pour que le bruit de
mesure ne provoque pas dÕexcitation excessive au niveau de lÕactionneur.
La synthse dÕun rgulateur dans les diagrammes harmoniques en boucle
ouverte (loop shaping) permet de tenir compte de ces contraintes. SysQuake
nÕest pas conu pour cela, mais il donne la possibilit de changer le gain de
contre-raction en dplaant verticalement le diagramme de Black ou
lÕamplitude du diagramme de Bode, ou en agrandissant ou rduisant le
diagramme de Nyquist. Dans le diagramme de Nyquist, lorsque le
numrateur du rgulateur (polynme S0.q/) a deux paramtres, on peut
dplacer arbitrairement nÕimporte quel point dans le plan complexe.
Cela permet par exemple dÕimposer la marge de phase dÕun rgulateur
proportionnel-drivateur (PD) ou proportionnel-intgrateur (PI).
En boucle ferme, SysQuake peut afÞcher la sensibilit OS.j!/ (par rapport
 laquelle est dÞnie la marge de module), la sensibilit complmentaire OT .j!/
et la sensibilit perturbationÐentre OSup.j!/. LÕimportance de ces rponses pour
la commande robuste a t explique au chapitre 1.
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Des spciÞcations sur les valeurs maximales de la sensibilit et de la sensi-
bilit perturbationÐentre peuvent tre spciÞes ; elles sont reprsentes dans
les graphiques de sensibilit, ainsi que dans le diagramme de Nyquist (disque
autour du point −1) et de Black (rgions oblongues autour de − − 2k ).
Sur nÕimporte lequel de ces graphique, on peut dterminer la valeur
numrique  une frquence donne en cliquant dans un graphique avec la
souris. La frquence est afÞche simultanment dans tous les diagrammes de
rponses harmoniques au moyen dÕune ligne verticale, et dans les
graphiques des ples et zros au moyen de la courbe de frquence naturelle
correspondante. Ainsi, on peut agir  une frquence donne en manipulant les
ples correspondants.
Exemple 4.1 Pour illustrer lÕutilisation de SysQuake pour la synthse dÕun
rgulateur, intressons-nous  un systme simple, un entranement asservi en
position. La synthse est faite dans le lieu des ples et la vriÞcation des per-
formances obtenues dans le diagramme de Nyquist pour les marges de gain
et de phase, et sur la rponse indicielle pour les effets transitoires et perma-
nents [Lon95, exemple 9.4]. La fonction de transfert du systme chantillonn
 h D 0;025 s est
H.z/ D 10
−3 .1;23z C 1;21/
.z − 1/ .z − 0;95/
Le rgulateur doit assurer un statisme nul, une trane infrieure  0;05, un amor-
tissement absolu de 20 en 5 priodes dÕchantillonnage, et un amortissement
relatif de 535 par oscillation. Avec un rgulateur proportionnel K .z/ D 10;2,
on obtient le lieu des ples de la Þgure 4.4A. Les conditions dÕamortissement ne
peuvent tre assures pour aucun gain. On dforme le lieu des ples en ajoutant
un terme drivateur au rgulateur :
K .z/ D kp
(
1C Tdh
 
z − Td=h1CTd=h

z
Les branches du lieu des ples sont dformes en direction du zro intro-
duit par le terme drivateur (Þg. 4.4BÐE). En dplaant ce zro, on observe
la dformation de plus en plus accentue, jusquÕau moment o les conditions
dÕamortissement peuvent tre satisfaites. On peut alors Þxer le gain (Þg. 4.4F)
et observer les marges de robustesse et les rponses temporelles.
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A B C
D E F
Figure 4.4
Dformation du lieu des ples. A : rgulateur proportionnel ; la surface grise corres-
pond  la rgion qui ne satisfait pas aux conditions dÕamortissement. B-E : rgulateur
proportionnel drivateur, avec le zro du terme drivateur dplac vers la droite. F :
ajustement du gain par dplacement dÕun ple en boucle ferme dans la rgion qui
assure lÕamortissement dsir.
4.7 Placement de ples multimodle
La synthse du rgulateur par placement de ples multimodle (chapitre 2)
se base sur la spciÞcation des ples dsirs en boucle ferme et de leurs poids.
Elle permet de dplacer les ples et dÕamliorer itrativement la robustesse et
les performances.
Dans SysQuake, les ples effectifs, les ples dsirs et leurs poids sont
afÞchs sur le mme graphique (Þg. 4.5). Les ples dsirs sont reprsents
par des croix dont les branches indiquent la direction ’i et la valeur des poids
wi et w?i . Quand on part dÕun rgulateur initial x , les ples dsirs sont au
mme emplacement que les ples effectifs et les poids sont tous gaux ; ainsi,
la fonction-cot, nulle, atteint bien son minimum. LÕutilisateur peut changer les
poids et dplacer les ples dsirs, qui sont symtriques par rapport  lÕaxe rel
pour assurer un rgulateur  coefÞcients rels. Un nouveau rgulateur xC1x est
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Les limites de la synthse interactive peuvent tre repousses !
A premire vue, la lourdeur des calculs quÕentranerait la prise en compte
dÕincertitudes continues constitue une raison supplmentaire de considrer un
ensemble Þni demodles. QuÕen est-il rellement sur des ordinateurs rcents ?
Pour rpondre  cette question, intressons-nous au cas o les incertitudes sont
bornes par un ellipsode dans lÕespace des coefÞcients de la fonction de trans-
fert du modle [Bar94, HPB95]. Il est possible de calculer analytiquement le
facteur .p/ par lequel lÕellipsode doit tre multipli pour que le polynme
caractristique ait un zro en un point p quelconque du plan complexe. Au
lieu dÕvaluer la fonction .p/ sur le pourtour du domaine de stabilit, ce qui
permettrait de vriÞer la stabilit robuste si le modle nominal est stabilis,
nous la calculons pour tous les points de la portion de plan complexe consid-
re, par exemple un demi-carr de 2;4 2;4 centr sur lÕorigine. Les valeurs
infrieures  1 correspondent aux ples en boucle ferme de modles situs
 lÕintrieur de lÕellipsode. Le temps de calcul dpend de la rsolution et de
lÕordre du systme et du rgulateur. Sur un Macintosh dot dÕun micropro-
cesseur PowerPC 604  150MHz, une rsolution de 0,01 (28 800 valuations
de 2.p/ en proÞtant de la symtrie) et un systme et un rgulateur dÕordre 6
permettent un temps de calcul de lÕordre de 0;25 s, sufÞsamment court pour
envisager une synthse interactive. Pour le montrer, choisissons une mthode
trs simple. Etant donns un modle nominal, un ellipsode dÕincertitudes et
un rgulateur, on peut faire correspondre  chaque point p du plan complexe
le modle qui possde un zro en p et se trouve le plus proche du modle
nominal dans lÕespace des incertitudes (une solution analytique existe). Le
dplacement dÕun point dans le plan des ples se traduit par le calcul dÕun
nouveau rgulateur par placement de ples standard bas sur le modle cor-
respondant. LÕafÞchage des ples est mis  jour en consquence. Le calcul des
rponses temporelles et harmoniques sort du cadre de ce travail, mais il est
intressant de voir que lÕaugmentation de la puissance des ordinateurs permet
des approches totalement nouvelles. Les graphiques ci-dessous correspondent
au systme dcrit au chapitre 5.
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Figure 4.5 Graphique du placement de ples multimodle dans SysQuake.
calcul et les ples effectifs (de mme que tous les autres graphiques) sont mis
 jour. Ainsi, on voit immdiatement lÕeffet du dplacement, et  quel point le
ple dsir entrane le ple rel correspondant. Lorsque celui-ci dcroche parce
que lÕapproximation linaire du dplacement du ple devient trop mauvaise,
lÕutilisateur a trois possibilits :
 il augmente le poids de certains ples dsirs ;
 il dplace de faon importante les ples non dominants, qui ont une faible
inßuence sur la position des ples dominants, mais peuvent dbloquer la
situation ;
 il remplace le rgulateur initial x par sa nouvelle valeur xC1x et replace
tous les ples dsirs sur les ples effectifs (une commande de SysQuake
permet de le faire facilement), puis tente une nouvelle itration.
La manipulation des ples dsirs diffre de celle dÕautres lments en ceci
quÕelle agit nonpas sur le rgulateur principal x ,mais sur un rgulateur auxiliaire
xC1x . La valeur de x est en effet ncessaire pour linariser le dplacement des
ples en fonction du rgulateur. LÕutilisateur ne remarque pas cette diffrence ;
sÕil passe du placement de ples multimodle  une autre mthode de synthse,
le rgulateur x prend instantanment la valeur de x C 1x et les diffrents
graphiques ne changent pas.
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4.8 Critres de performances
En plus de lÕinformation essentiellement qualitative fournie par les graphiques,
SysQuake peut galement afÞcher des valeurs numriques pour certains in-
dices de robustesse et de performances standard. Les grandeurs suivantes sont
calcules pour tous les modles :
 Marge de phase et pulsation de croisement
 Marge de gain et pulsation critique
 Marge de module
 Marge de retard
 Temps de monte (de zro  un pourcentage quelconque)
 Temps dÕamortissement (plus ou moins un pourcentage quelconque)
 Dpassement de la rponse indicielle
 Dpassement ngatif de la rponse indicielle (effet non-minimum de
phase)
 Temps dÕamortissement dÕun saut de perturbation en sortie
 Intgrale de la valeur absolue de lÕerreur suite  un saut de perturbation
en sortie (nÕa de sens que si le systme en boucle ouverte possde un
intgrateur).
4.9 Entres-sorties
Le rle de SysQuake est complmentaire  celui dÕautres logiciels de synthse
et dÕanalyse. Il est donc important que les donnes, et en premier lieu les co-
efÞcients des modles et du rgulateur, puissent tre changes dans un format
commun. Un format compatible avec Matlab a t choisi.
SysQuake enregistre la description du systme et du rgulateur, ainsi quÕun
certain nombre de critres de robustesse et de performances, sous forme de liste
dÕaffectations dans un Þchier texte. En faisant excuter ce Þchier par Matlab,
on dÞnit des variables qui peuvent tre utilises pour poursuivre lÕanalyse et
la synthse du rgulateur. En lecture, SysQuake est aussi tolrant que possible :
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seuls les coefÞcients des polynmes des modles et du rgulateur et la priode
dÕchantillonnage sont lus, et lÕabsence de certaines valeurs est permise (par
exemple, lÕabsence du polynme T .q/ est interprte comme lÕindication dÕun
rgulateur  un degr de libert K .q/ D S.q/=R.q/).
On peut aussi utiliser le presse-papier du Macintosh (commandes Copier
et Coller) pour transfrer les coefÞcients des modles ou du rgulateur entre
SysQuake et Matlab.
En ce qui concerne les graphiques, on peut les copier sous forme dÕimages
de type PICT (format graphique natif duMacintosh) ou les imprimer. La qualit
nÕest pas optimale, mais donne une image Þdle de la reprsentation  lÕcran.
4.10 Conclusions
Le dveloppement dÕun programme de synthse de rgulateur assiste par or-
dinateur, SysQuake, a permis de valider lÕapproche du placement de ples mul-
timodle interactif. La rapidit des ordinateurs personnels modernes permet de
mettre  jour plusieurs fois par seconde des graphiques qui demandaient des
heures de travail fastidieux il y a quelques annes. LÕinteractivit apporte 
lÕingnieur une comprhension intuitive de la relation entre les grandeurs de
synthse et les performances du rgulateur. Le format des Þchiers compati-
ble avec Matlab facilite son intgration dans un ensemble plus large dÕoutils
logiciels.
Un aspect secondaire en ce qui concerne ce travail, mais nanmoins impor-
tant, est le ct ducatif de SysQuake. La manipulation directe des courbes et
lÕobservation de lÕeffet des changements sur dÕautres reprsentations du couple
systmeÐrgulateur permet de comprendre intuitivement les relations entre le
rgulateur et les proprits du systme en boucle ferme. SysQuake est utilis
actuellement  lÕInstitut dÕautomatique lors de cours ex cathedra pour remplacer
les graphiques statiques sur transparent, et lors de sances de travaux pratiques.
EnÞn, il convient de prciser que ce chapitre dcrit SysQuake tel quÕil a
t implant. Certains choix, notamment au niveau de lÕinterface-utilisateur,
rsultent dÕun compromis entre ce qui semblait tre la meilleure solution et le
temps  disposition. Il faut donc considrer SysQuake comme un outil logiciel
qui a montr son utilit, mais qui reste perfectible.
  
       
Chapitre 5
Exemple dÕapplication
5.1 Introduction
Dans ce chapitre, nous allons illustrer les mthodes de synthse vues aux
chapitres 2 et 3 en les appliquant  un systme incertain, en exploitant le logi-
ciel SysQuake dvelopp au chapitre 4. Le systme retenu est un bras souple
se mouvant dans un plan horizontal autour dÕun axe entran par un moteur
lectrique, le but tant de rguler la position de lÕextrmit libre. Il a t conu
et ralis par le Laboratoire dÕautomatique de Grenoble (INPG) et a fait lÕobjet
dÕun benchmark [LCRB96]. Le choix de ce systme prsente un certain nombre
dÕavantages :
 Le bras souple se prte particulirement bien aux mthodes de synthse
proposes dans ce travail : le systme est reprsent par trois modles
chantillonns, le rgulateur doit tre linaire, SISO, et  deux degrs de
libert, et les spciÞcations sont nombreuses et diverses.
 Le bras souple est un systme difÞcile  rguler : il possde trois modes
de rsonance mal amortis et de grandes variations paramtriques.
 Les spciÞcations nous sont imposes, ce qui exclut toute manipulation
de notre part dans le but de rendre les rsultats plus ßatteurs.
 DÕautres mthodes ont t utilises et peuvent servir de points de com-
paraison.
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Figure 5.1 Bras souple vu de dessus.
La suite de ce chapitre est organise comme suit. Le systme et ses modles
sont dcrits dans la section 5.2. Les spciÞcations, reprises telles quelles du banc
dÕessai, sont exposes  la section 5.3. Les sections 5.4 et 5.5 sont lÕapplication
des deux mthodes de synthse dveloppes dans les chapitres prcdents : la
synthse interactive par placement de ples multimodle dÕune part, avec opti-
misation dÕun prÞltre par approximation dÕune rponse indicielle de rfrence,
et lÕoptimisation multiobjective dÕautre part. Les rsultats sont compars avec
les autres solutions proposes pour le benchmark dans la section 5.6. EnÞn, la
section 5.7 contient quelques remarques en guise de conclusion.
5.2 Description du systme
Le systme utilis pour lÕapplication exprimentale des mthodes proposes
dans ce travail est un bras souple tournant autour dÕun axe vertical (cf. Þg. 5.1).
Le bras est constitu de deux lames dÕaluminium relies par des entretoises qui
autorisent desmouvements dans le plan horizontal (lÕinßuence de la gravit se li-
mite aux dfauts de construction). Il possde une inÞnit demodes dÕoscillation,
dont les six premiers sont mesurables. Le systme peut tre modiÞ par lÕajout
dÕune masse de 25 g ou 75 g  lÕextrmit du bras, ce qui provoque notamment
un dplacement des frquences de rsonance. LÕarbre central est entran par
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un moteur lectrique  courant continu, et asservi en position par un rgulateur
Þxe de type PD. La position de lÕextrmit du bras, repre par une diode in-
frarouge, est mesure par une camra. La mesure et la valeur de consigne pour
le rgulateur interne sont chantillonns  70ms.
Le systme est modlis avec son rgulateur interne par une fonction de
transfert en z. LÕidentiÞcation est faite en boucle ouverte1 avec une squence
binaire pseudo-alatoire de 765 chantillons. Pour viter la saturation de la
sortie (limite par lÕangle de vision de la camra de mesure) ou la destruction
du systme, on choisit une faible amplitude de commande.
Les modles identiÞs pour les masses de 0 g, 25 g et 75 g sont respective-
ment
H0.q/ D 0;04235q4C0;04359q3−0;16986q2C0;42575q−0;19068q6−1;95524q5C1;38492q4−0;57667q3C0;81758q2−1;3332qC0;76063
H25.q/ D 0;03682q4C0;00961q3−0;10102q2C0;28427q−0;12933q6−2;12025q5C1;50938q4−0;41965q3C0;67078q2−1;28873qC0;71391
H75.q/ D 0;03531q4C0;0152q3−0;12648q2C0;2731q−0;13373q6−2;30990q5C1;73794q4−0;46104q3C0;72261q2−1;33301qC0;68082
(5.1)
La Þgure 5.2 montre les ples et les zros en boucle ouverte. On constate la
prsence de zros  non-minimum de phase, lesquels posent des problmes aux
mthodes de synthse qui cherchent plus ou moins explicitement  inverser la
dynamique du systme. Les zros rels suprieurs  1 provoquent un comporte-
ment vicieux [EK91] qui ne peut pas tre compens par le rgulateur [HMPL95],
mais le bras nÕen possde pas. On peut le vriÞer sur les rponses indicielles de
la Þgure 5.3. On constate galement que le gain statique est diffrent de 1 et
varie selon la charge, contrairement  ce que la description physique du systme
pouvait laisser croire. Cela est probablement d aux imperfections mcaniques
(et en particulier  un axe qui nÕest pas rigoureusement vertical) qui font que
le bras plie lgrement sous lÕeffet de son poids. EnÞn, les oscillations trs mal
amorties laissent prvoir la difÞcult dÕun asservissement rapide et sans grand
dpassement. La Þgure 5.4 montre les rponses harmoniques des trois modles,
avec leurs trois pics de rsonance trs mal amortis qui varient considrablement
en fonction de la charge.
1Seul le rgulateur PD est utilis pendant lÕidentiÞcation. Dans ce qui suit, la boucle de contre-
raction considre sera toujours la boucle extrieure.
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Figure 5.2
Ples et zros du bras souple en boucle ouverte pour les trois modles (pour les modles
 0 g, 25 g et 75 g, les ples sont reprsents respectivement par , C et , et les zros
par , 4 et ).
         
Exemple dÕapplication 69
0 5 10 15 20 25 30
0
1
2
3
4
t [s]
y
Figure 5.3
Rponses indicielles du bras souple en boucle ouverte pour les trois modles (trait plein :
0 g, pointill : 25 g, traitill : 75 g).
5.3 SpciÞcations
Les spciÞcations, toutes imposes par les auteurs du benchmark, concernent
la structure du rgulateur, la stabilit robuste, les performances robustes en
rgulation et les performances robustes en asservissement. Chacune dÕentre
elles doit tre respecte pour les trois modles en simulation. Le rgulateur est
ensuite essay sur le systme rel. Les coefÞcients des polynmes sont arrondis
 11 dcimales.
5.3.1 Structure du rgulateur
Le rgulateur est de type RST  deux degrs de libert, chantillonn  70ms,
invariant dans le temps. Un intgrateur est impos pour viter tout statisme de
rgulation, et le gain statique en asservissement est unit.
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Figure 5.4
Rponse harmonique du bras souple en boucle ouverte pour les trois modles (trait plein :
0 g, pointill : 25 g, traitill : 75 g).
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5.3.2 Stabilit et performances robustes en rgulation
La marge de module, distance entre la rponse harmonique en boucle ouverte
et le point critique−1 dans le plan complexe, gale  lÕinverse de la norme H1
de la sensibilit OS, doit tre suprieure  0;5, soit −6 dB.
La marge de retard, retard minimum qui, ajout  la boucle, rendrait le
systme instable, doit tre suprieure  70ms. On vite ainsi lÕinstabilit
mme si le temps de calcul de la commande est lent par rapport  la priode
dÕchantillonnage.
LÕamplitude de la sensibilit perturbation-entre OSup doit tre infrieure 
15 dB entre 0 et 80% de la pulsation de Nyquist, et infrieure  10 dB au-del.
On vite ainsi une excitation trop grande du systme qui se traduirait par des
ventres de grande amplitude au milieu du bras souple.
Le temps dÕtablissement  10% de la perturbation aprs un saut de per-
turbation doit tre infrieur  2;8 s.
LÕintgrale de la valeur absolue de lÕerreur de sortie aprs un saut unit
de perturbation doit tre infrieur  1;5 s. Notons que cette intgrale est Þnie,
parce que le statisme est nul.
5.3.3 Performances robustes en asservissement
Les trois critres de performances en asservissement concernent la sortie aprs
un saut de consigne.
Le temps de monte de 0  90% doit tre infrieur  1;8 s. Le temps
dÕtablissement  2% doit tre infrieur  4;8 s. Le dpassement maximum
doit tre infrieur  10%.
5.3.4 Remarques
Avant mme de chercher  synthtiser un rgulateur, on peut observer que le
problme est difÞcile. En se basant sur le temps dÕtablissement pour le rejet
dÕune perturbation, on obtient une bande passante pour la rgulation dÕenviron
0;8 rad=s, soit prs de trois fois moins que le premier pic de rsonance ; or
celui-ci varie fortement en fonction du modle.
Notons galement que le tempsdemonte, nettement plus faible que le temps
dÕtablissement, peut favoriser les prÞltres au faible amortissement relatif. Le
dpassement ngatif nÕest pas interdit, ce qui nÕest pas grave car il impliquerait
probablement des oscillations importantes ou un faible temps de monte. EnÞn,
aucune spciÞcation ne limite le gain entre la consigne et la commande.
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5.4 Placement de ples multimodle
La premire mthode de synthse que nous allons utiliser est le placement de
plesmultimodle dvelopp au chapitre 2.Un rgulateur initial est tout dÕabord
obtenu par placement de ples standard, puis le placement de plesmultimodle
est utilis pour obtenir de bonnes performances pour les trois modles. Lorsque
toutes les spciÞcations concernant la contre-raction S.q/=R.q/ sont remplies,
le polynme T .q/ est optimis pour obtenir le comportement dsir des rponses
indicielles en asservissement.
5.4.1 Rgulateur initial
Le rgulateur initial doit remplir deux conditions : il doit avoir lesmmes parties
Þxes que le rgulateur Þnal (ou plus prcisment ses ples et zros prspci-
Þs doivent contenir les parties Þxes du rgulateur Þnal), et le degr de ses
polynmes doit tre Þx. Pour diminuer le nombre dÕitrations lors de la syn-
thse multimodle, il ne devrait pas tre exagrment loign dÕune solution
acceptable. Un intgrateur est impos par le cahier des charges ; choisissons
donc
R f .q/ D q − 1
Une premire tentative avec S f .q/ D 1, deg R0 D 5 et deg S0 D 6, degrs
minimaux pour permettre de placer les ples en boucle ferme associs  un
modle de faon arbitraire, nÕa pas permis de remplir les spciÞcations de
rgulation ; choisissons deg R0 D 7 et deg S0 D 6. Pour viter un retard nfaste
quant  la robustesse dans la contre-raction, nous choisissons S f .q/ D q2.
Pour le placement de ples multimodle, qui permet le choix de nÕimporte quel
rgulateur causal, nous poserons S f .q/ D 1 et S0.q/ D S.q/ pour proÞter de
tous les paramtres disponibles.
Nous rpartissons dÕabord les ples du modle intermdiaire uniformment
sur lÕaxe rel en .i − 1/= degC , i D 1;2; : : : ; degC . Les ples correspondant
aux deux autres modles ne sont pas tous stables. SysQuake permet de les
dplacer  lÕintrieur du cercle unit en les faisant glisser avec la souris ; le
modle correspondant au ple dplac devient nominal (cf. Þg. 5.52). Les trois
modles sont stabiliss en quelques secondes.
2Il convient de prciser que le rgulateur obtenu nÕest pas exactement le mme que celui utilis
pour la suite de cette section, bien que la mthode soit identique ; la synthse interactive aboutit 
des rsultats toujours lgrement diffrents, mais lÕexprience montre que les performances sont
similaires.
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Figure 5.5
Dplacement des ples en boucle ferme pour obtenir un rgulateur qui stabilise les trois
modles.
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5.4.2 Synthse interactive de la contre-raction
Les performances obtenues avec le rgulateur initial sont loin de remplir le
cahier des charges. Il est en effet sans espoir de manipuler les ples de lÕun
des modles pour en augmenter les performances sans dgrader celles obtenues
sur un autre modle. Passons donc au placement de ples multimodle, dont
le but est justement dÕobtenir un compromis entre le dplacement de ples de
diffrents systmes.
La synthse est trop longue pour en dtailler tous les pas, bien quÕelle se fasse
sans peine avec SysQuake. Concentrons-nous sur lÕun dÕentre eux. On part dÕun
rgulateur pour lequel on calcule les ples en boucle ferme, les fonctions de
sensibilit et la rponse  un saut indiciel de perturbation. Le but est de diminuer
lÕamplitude des pics de rsonance de OS.ej!h/ en-dessous de 6 dB, et dÕobtenir
le temps dÕamortissement de la perturbation voulu. Les pics  la pulsation !
correspondent  des ples proches de ej!h sur le cercle unit. On va donc agir
essentiellement sur ces ples en leur donnant une pondration importante.Quant
au temps de rejet de perturbation, il est li aux ples dominants, quÕil sÕagit aussi
dÕamortir le plus possible.
La Þgure 5.6 montre un pas dÕamlioration interactive. On part dÕune situ-
ation o un pic de rsonance sort nettement des spciÞcations. SysQuake peut
tracer la courbe de frquence correspondante dans le plan des ples en boucle
ferme, ce qui permet dÕidentiÞer facilement la paire de ples en cause. Pour
rduire le pic, il faut les loigner du cercle unit, tout en vitant de dgrader
les performances des autres modles ou dÕampliÞer la rsonance  dÕautres
frquences. Pour cela, on augmente la pondration des ples mal amortis dans
la direction radiale (un dplacement en frquence ne dgraderait pas les perfor-
mances au vu du cahier des charges) ; puis on dplace la paire de ples dsirs
vers lÕorigine. LÕensemble des ples se dplace. On obtient bien lÕeffet escompt
(le pic de rsonance est fortement rduit), mais simultanment on observe un
net ralentissement du rejet de la perturbation, d  un dplacement des ples
rels dominants vers la droite. On combat cet effet en augmentant le poids as-
soci  ces ples, et on obtient Þnalement un compromis acceptable. Quand
on ne peut plus amliorer les performances en jouant avec les pondrations et
lÕemplacement des ples dsirs parce que lÕapproximation linaire faite pour
rendre la fonction-cot quadratique devient trop mauvaise, on replace tous les
ples dsirs sur les ples effectifs et on recommence une itration.
Un fois que les fonctions de sensibilit et le temps dÕtablissement pour le
rejet de la perturbation est obtenu dans SysQuake, on peut exporter le rgula-
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Figure 5.6
Diminution dÕun pic de la fonction de sensibilit tout en vitant le ralentissement du
rejet de la perturbation par placement de ples multimodle. En haut, ples en boucle
ferme, ples dsirs et poids ; range du centre, amplitude de la sensibilit OS.ej!h/ ; en
bas, signal de sortie dÕun saut indiciel de perturbation (les spciÞcations sur j OSj et sur
le temps de rejet de perturbation sont reprsentes par les zones ombres). A gauche,
situation initiale o les ples dsirs sont confondus avec les ples en boucle ferme
et les poids sont tous identiques ; colonne du milieu, pondration importante des ples
correspondant  des pics de rsonance, et dplacement vers le centre des ples dsirs les
plus mal amortis ;  droite, pondration plus importante du ple rel le plus mal amorti
pour viter un ralentissement excessif du systme.
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teur dans Matlab pour vriÞer les autres points du cahier des charges,  savoir
lÕintgrale de lÕerreur pour le rejet de la perturbation et la marge de retard.
Dans ce cas, aucune retouche nÕa t ncessaire. Pratiquement, la synthse de
la contre-raction pour le bras souple a dur environ une heure.
5.4.3 Optimisation du prÞltre
Une fois que la partie contre-raction du RST est synthtise de telle sorte que
les spciÞcations sur la rgulation sont remplies, on peut dterminer le prÞltre
T .q/ pour tenter dÕassurer le comportement dsir en asservissement. Si cette
tche sÕavre impossible, il faut retoucher R.q/ et S.q/ qui inßuencent eux
aussi lÕasservissement.
Les spciÞcations sur lÕasservissement comprennent le gain statique, le
temps de monte, le temps dÕtablissement et le dpassement maximum pour
les trois modles (performances robustes). La mthode que nous proposons ici
est de calculer les coefÞcients de T .q/ de telle sorte que la somme de lÕerreur
quadratique entre la rponse indicielle associe aux troismodles et une rponse
de rfrence yref.t/ soit aussi faible que possible (section 3.7). La fonction-cot
suivante, linaire par rapport aux coefÞcients de T .q/, est minimise :
J .T .q// D
mX
kD1
50X
tD1

wyk.t/.yk.t/− yref.t//2

(5.2)
o la sortie yk.t/ vaut
yk.t/ D B.q/T .q/
A.q/R.q/C B.q/S.q/ s.t/
Les poids wyk.t/ sont choisis pour mettre lÕaccent sur les chantillons o
les spciÞcations sont les plus critiques. La fentre de temps de 50 priodes
dÕchantillonnage est choisie assez large pour couvrir tous les transitoires et le
temps dÕamortissement dsir. LÕalgorithme suivant est utilis :
1) Fixer wyk.t/ 1 pour k D 1;2;3 et t D 1; : : : ;50
2) Calculer un polynme T .q/ qui minimise (5.2)
3) SÕarrter si les rponses indicielles sont satisfaisantes
4) Si le dpassement est suprieur  10%, augmenter le poids des chantil-
lons suprieurs  1;05
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5) Augmenter le poids des chantillons infrieurs  0 pour viter un dpasse-
ment ngatif
6) Si le temps de monte ou le temps dÕtablissement est suprieur aux
valeurs demandes, augmenter le poids des chantillons des modles qui
posent problme entre t D 20 et t D 30
7) Itrer  partir du pas 2
Cet algorithme nÕa pas tous les rafÞnements de celui dcrit  la section 3.7,
mais a lÕavantage dÕtre dÕune extrme simplicit et sufÞt pour les spciÞcations.
La fentre de pondration pour obtenir le temps de monte voulu a t Þx une
fois pour toutes entre t D 20h et 30h. Seule la rponse de rfrence a fait lÕobjet
de quelques ttonnements. Finalement, on trouve celle qui donne les meilleurs
rsultats :
yref.t/ D .1− 0;76/.1− 0;795/
.q − 0;76/.q − 0;795/ s.t/
Notons que si lÕon sÕen tient strictement au cahier des charges, on obtient une
rponse au temps de monte et au dpassement excellents avec une consigne en
forme de saut indiciel, yref.t/ D s.t/ ; mais on observe des oscillations impor-
tantes dont lÕenveloppe suprieure est proche de 1, et un signal de commande
trs agit.
5.4.4 Rsultats
Le premier rgulateur obtenu est
R1.q/ D q8 − 2;0622152274q7 C 1;7085132392q6
− 0;8565805107q5 C 0;1704145328q4 C 0;0668739956q3
− 0;0281891384q2 C 0;0012424044q − 5;92956  10−5
S1.q/ D 1;1725811844q8 − 3;4836988059q7 C 4;5602593075q6
− 3;3463279465q5 C 1;0230804907q4 C 0;1982279163q3
− 0;1115426339q2 C 0;0003996736q − 0;0001086641
T1.q/ D 0;50555469322q8 − 0;8818344827q7 C 0;27424047443q6
− 0;39005184768q5 C 2;1378620485q4 − 3;2317146786q3
C 2;1776982989q2 − 0;60567300468q C 0;026789020565
(5.3)
Toutes les spciÞcations sont remplies ; elles sont rsumes dans le tableau 5.1.
Les rponses harmoniques sont reprsentes dans la Þgure 5.7, et les rponses
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Tableau 5.1
Performances obtenues par placement de ples multimodle (rgulateur 1)
Spcif. 0 g 25 g 75 g
Temps de monte [s] < 1;8 1;75 1;61 1;12
Temps dÕtablissement 2% [s] < 4;8 2;73 2;94 4;69
Dpassement [%] < 10 0;02 0 5;65
Rejet de perturbation 10% [s] < 2;8 2;45 2;38 2;52
Intgrale de lÕerreur < 1;5 1;27 1;28 1;29
aprs un saut de p.t/ [s]
Marge de module [dB] > −6 −5;88 −4;65 −5;83
Marge de retard [ms] > 70 80;4 186;1 267;9
max!=!N2[0I0;8] j OSupj [dB] < 15 11;03 9;22 8;88
max!=!N2[0;8I1] j OSupj [dB] < 10 9;66 8;72 8;70
temporelles obtenues en simulation dans la Þgure 5.8. EnÞn, les rsultats expri-
mentaux font lÕobjet de la Þgure 5.9. Dans tous les graphiques de cette section,
le modle correspondant  lÕabsence de masse additionnelle est reprsent par
un trait plein, celui  une masse de 25 g par un trait pointill, et celui  75 g par
un traitill.
On constate une trs forte agitation de la commande qui se traduit par
une violente secousse sur la sortie. Les rsultats exprimentaux montrent une
oscillation  haute frquence trs mal amortie. De plus Ñ ce qui ne se voit
pas sur les graphiques Ñ, le bras subit des dformations de forte amplitude.
Ce problme est caus par la trop forte ampliÞcation des hautes frquences et
un systme mal modlis  haute frquence pour ces amplitudes. Le systme
nÕest en effet pas parfaitement linaire, en raison notamment du frottement
sec. LÕamplitude des mouvements sur lesquels est base lÕidentiÞcation des
coefÞcients a donc une certaine importance.
Il y a plusieurs faons de rendre les spciÞcations plus contraignantes pour
viter ce problme. Celle suggre par les auteurs du benchmark consiste 
rduire la borne sur lÕamplitude de la sensibilit perturbation-entre.
CÕest ce que nous avons accompli lors de la synthse dÕun second rgulateur.
Pour ce faire, nous avons ajout au polynme de contre-raction S.q/ une partie
Þxe S f .q/ D q C 0;8, qui provoque un amortissement des hautes frquences.
Cette modiÞcation requiert des retouches mineures par placement de ples
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Figure 5.7
Sensibilit perturbations-sortie OS (haut) et sensibilit perturbation-commande OSup (bas)
pour les trois modles et le premier rgulateur. Les valeurs limites imposes par les
spciÞcations sont reprsentes en trait mixte.
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Figure 5.8
Sortie (haut) et commande (bas) pour les trois modles et le premier rgulateur. Un saut
unit de consigne intervient  t D 10h D 0;7 s et un saut de perturbation de −0;2 
t D 250h D 17;5 s.
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Figure 5.9
Sortie (haut) et commande (bas) pour le bras muni dÕune masse de 25 g et le premier
rgulateur (donnes exprimentales). La consigne est un signal carr entre 0 et 1 ; aucune
perturbation dlibre nÕest ajoute.
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Tableau 5.2
Performances obtenues par placement de ples multimodle (rgulateur 2)
Spcif. 0 g 25 g 75 g
Temps de monte [s] < 1;8 1;68 1;68 1;19
Temps dÕtablissement 2% [s] < 4;8 2;73 2;73 4;69
Dpassement [%] < 10 0 0 9;56
Rejet de perturbation 10% [s] < 2;8 2;66 2;52 2;52
Intgrale de lÕerreur < 1;5 1;36 1;37 1;36
aprs un saut de p.t/ [s]
Marge de module [dB] > −6 −5;99 −4;72 −5;86
Marge de retard [ms] > 70 96;9 178;0 261;6
max!=!N2[0I0;8] j OSupj [dB] < 15 7;98 6;64 6;35
max!=!N2[0;8I1] j OSupj [dB] < 10 4;77 4;34 4;34
multimodle, puis une nouvelle optimisation de T .q/. On obtient alors
R2.q/ D q8 − 1;7869116721q7 C 1;1208560956q6
− 0;3536421681q5 − 0;1523763837q4 C 0;3392257542q3
− 0;2208093532q2 C 0;05321675q C 0;0004409775
S2.q/ D 0;8939174463q8 − 2;1431541309q7 C 2;1538301112q6
− 1;0919451051q5 − 0;4948123825q4 C 1;2737120039q3
− 0;7853783997q2 C 0;2077017152q C 0;0017705751
T2.q/ D 0;61267203858q8 − 1;2266122439q7 C 0;93852458502q6
− 0;49039398584q5 C 0;11614713569q4 C 0;24136045837q3
− 0;46906705501q2 C 0;4796200339q − 0;18660913322
(5.4)
L encore, le cahier des charges est rempli. Les nouvelles performances font
lÕobjet du tableau 5.2. La Þgure 5.10montre la diminution du gain du rgulateur
 haute frquence ; lÕajout dÕun zro  haute frquence dans S f .q/ a donc bien
lÕeffet escompt. Les Þgures 5.11 et 5.12 montrent les rsultats de simulation,
et la Þgure 5.13 les rsultats exprimentaux. On constate bien une diminution
importante du module de la fonction de transfert entre la perturbation et la
commande. Cela se reßte non seulement sur le rejet de la perturbation, mais
aussi sur la commande ncessaire pour suivre un saut de consigne. Le revers
de la mdaille est un rejet de perturbation lgrement plus lent, et surtout une
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Figure 5.10
Gain de la contre-raction
S.ej!h/=R.ej!h/ pour le premier rgulateur (trait plein) et le
second (trait mixte).
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Figure 5.11
Sensibilit perturbations-sortie OS (haut) et sensibilit perturbation-commande OSup (bas)
pour les trois modles et le second rgulateur. Les valeurs limites imposes par les
spciÞcations sont reprsentes en trait mixte.
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Figure 5.12
Sortie (haut) et commande (bas) pour les trois modles et le second rgulateur. Un saut
unit de consigne intervient  t D 10h D 0;7 s et un saut de perturbation de −0;2 
t D 250h D 17;5 s.
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Figure 5.13
Sortie (haut) et commande (bas) pour les trois systmes et le second rgulateur (don-
nes exprimentales). A gauche, saut de consigne ;  droite, choc  lÕextrmit du bras
(graphique normalis pour avoir la mme amplitude en sortie pour les trois systmes).
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nette augmentation du dpassement, qui passe de 5;6%  9;6%. Ceci est d au
ralentissement de la rgulation ; pour obtenir le temps de monte requis, qui est
trs difÞcile  atteindre, il faut rendre le Þltre de consigne T .q/ plus rapide, ce
qui augmente le dpassement.
Bien que les rsultats exprimentaux diffrent lgrement des simulations,
surtout le temps de monte maximum qui est dÕenviron 2;1 s, il faut remarquer
que les spciÞcations de robustesse trs contraignantes permettent tout demme
dÕavoir dÕexcellents rsultats. La rponse reste trs rapide malgr un systme
mal amorti et aux incertitudes importantes.
5.5 Optimisation multiobjective
Tentons maintenant de trouver un rgulateur pour le mme systme et les
mmes spciÞcations avec lÕapproche par optimisationmultiobjective prsente
au chapitre 3. Dans un premier temps, nous voulons amliorer les performances
du deuxime rgulateur. Ainsi, mme si lÕoptimisation est pige par un mini-
mum local, nous avons lÕassurance de respecter le cahier des charges avec de
meilleures performances. Ensuite, en fonction des rsultats, nous choisirons des
spciÞcations plus svres pour obtenir un rgulateur mieux adapt au systme
rel.
5.5.1 Synthse du rgulateur
Pour simpliÞer le calcul du gradient des critres de robustesse et de perfor-
mances, nous choisissons pour objectifs ceuxqui peuvent sÕexprimer commedes
bornes sur les rponses harmoniques et temporelles. Nous ne tenons compte ni
de lÕintgrale de la valeur absolue de lÕerreur aprs un saut de perturbation, ni de
la marge de retard. Nous verrons que ces deux contraintes sont de toutes faons
respectes par les solutions obtenues. Pour les raisons exposes  la page 46,
nous remplaons le temps de monte maximum par un temps dÕtablissement
supplmentaire  10% de 1;8 s, qui est une condition plus svre. Les limites
./ (identiques pour les trois modles) sont reprsentes  la Þgure 5.14.
Pour lÕoptimisation, nous utilisons la commande Matlab constr pour r-
soudre le problme suivant :
minimiser
;x

sous contraintes
.;x/− N./
./− N./ −   0; 8
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Figure 5.14
SpciÞcations sur la sortie suite  un saut indiciel de consigne (A) ou de perturbation
(B), et sur le module de la sensibilit perturbation-sortie (C) ou perturbation-commande
(D).
LÕalgorithme utilis par constr, bas sur la programmation quadratique
squentielle (SQP), effectue une mise  jour rcurrente du hessien
[Gra92]. Comme elles sont bases sur les maxima locaux de
..;x/ − N.//=../ − N.//, nos contraintes peuvent changer de faon
discontinue au cours de lÕoptimisation. Il vaudrait sans doute la peine
dÕenvisager des mthodes mieux adaptes, telles que la programmation
linaire squentielle (SLP) o seuls les gradients sont utiliss. Mais du
moment que lÕoptimisation converge, la solution obtenue ne changerait
vraisemblablement pas.
Nous prendrons comme rgulateur initial la solution (5.4) obtenue par place-
ment de ples multimodle, avec S0.q/ D S.q/ et S f .q/ D 1 pour tirer pleine-
ment parti de tous les paramtres du RST.
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Tableau 5.3 Performances obtenues par optimisation multiobjective (rgulateur 3)
Spcif. 0 g 25 g 75 g
Temps de monte [s] < 1;8 0;56 0;63 0;63
Temps dÕtablissement 2% [s] < 4;8 4;27 4;06 4;69
Dpassement [%] < 10 7;66 5;11 3;22
Rejet de perturbation 10% [s] < 2;8 2;24 2;38 2;45
Intgrale de lÕerreur < 1;5 1;30 1;35 1;37
aprs un saut de p.t/ [s]
Marge de module [dB] > −6 −3;69 −2;99 −3;70
Marge de retard [ms] > 70 181;4 217;3 316;9
max!=!N2[0I0;8] j OSupj [dB] < 15 12;68 12;34 12;60
max!=!N2[0;8I1] j OSupj [dB] < 10 7;68 6;93 6;91
5.5.2 Rsultats
Le premier rgulateur obtenu par optimisation multiobjective est
R3.q/ D q8 − 1;972120209q7 C 1;1794687307q6
− 0;17548291314q5 − 0;53235147955q4 C 1;2704722794q3
− 0;8505911013q2 − 0;079912405528q C 0;16051709841
S3.q/ D 0;74497240924q8 − 2;1013452854q7 C 2;4482756116q6
− 1;4514802002q5 − 0;30531263554q4 C 1;6074630234q3
− 1;1541072404q2 C 0;086650934695q C 0;13539565967
T3.q/ D 0;88994497095q8 − 2;0930718952q7 C 1;5540587932q6
− 0;19317147517q5 − 0;15667637589q4 − 0;01528227978q3
− 0;42861377659q2 C 0;84300870792q − 0;38968439251
(5.5)
LÕindice de performancesmultiobjectif est pass de 0;9986 (pour le rgulateur
initial obtenu par placement de ples multimodle)  0;7660 en une dizaine de
minutes sur un PowerMac 8500 muni dÕun microprocesseur PowerPC 604e 
200MHz.Les critres de performances obtenus sont rsumsdans le tableau5.3.
Le gain de performances est important, mme sÕil correspond aux bornes sur les
rponses harmoniques et temporelles et non pas directement aux spciÞcations.
Le module des fonctions de sensibilit OS.ej!h/ et OSup.ej!h/ sont tracs  la
Þgure 5.15 et les rponses temporelles  des sauts de consigne et de perturbation
 la Þgure 5.16.
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Figure 5.15
Sensibilit perturbations-sortie OS (haut) et sensibilit perturbation-commande OSup (bas)
pour les trois modles et le troisime rgulateur. Les valeurs limites imposes par les
spciÞcations sont reprsentes en trait mixte.
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Figure 5.16
Sortie (haut) et commande (bas) pour les trois modles et le troisime rgulateur. Un
saut unit de consigne intervient  t D 10h D 0;7 s et un saut de perturbation de−0;2 
t D 250h D 17;5 s.
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Nous constatons que la commande est trs agite, bien quÕelle soit conforme
aux spciÞcations du benchmark. Sur le systme rel, cela entranerait de vio-
lentes oscillations du bras. Pour diminuer cet effet, nous pouvons modiÞer les
objectifs et tenter une nouvelle optimisation. Nous devons considrer simul-
tanment le comportement en rgulation et en asservissement. En effet, on
voit clairement que la perturbation provoque aussi des oscillations  frquence
leve. Mais en agissant seulement sur la contre-raction S.q/=R.q/, on risque
de provoquer une inversion partielle de la dynamique en boucle ferme par
lÕintermdiaire du prÞltre T .q/. Les spciÞcations sont donc modiÞes de la
manire suivante :
 le module de la fonction de sensibilit perturbation-commande OSup.ej!h/
doit tre infrieur  0 dB au-del de 80% de la pulsation de Nyquist (au
lieu de 10 dB) ;
 le module de la fonction de sensibilit consigne-commande doit tre in-
frieur  10 dB au-dessous de 40% de la pulsation de Nyquist, et infrieur
 10.! − !N /=!N dB (entre 6 dB et 0 dB) au-del (il nÕtait pas limit
par les spciÞcations du benchmark).
Nous obtenons le rgulateur suivant :
R4.q/ D q8 − 2;50361988q7 C 2;3401965466q6
− 0;93056996853q5 − 0;29481263554q4 C 0;87554754998q3
− 0;62878621734q2 C 0;1097281661q C 0;032316438733
S4.q/ D 0;57924557246q8 − 1;6707972096q7 C 1;8972548529q6
− 0;92106519893q5 − 0;44214976496q4 C 1;1142463373q3
− 0;62638737161q2 − 0;0018871350075q C 0;076980726124
T4.q/ D 0;63851728646q8 − 1;421247804q7 C 1;005457007q6
− 0;35833960573q5 C 0;15682210458q4 C 0;20815539661q3
− 0;50957122162q2 C 0;45349869708q − 0;16785105174
(5.6)
LÕindice de performances multiobjectif correspondant vaut 0;7961. Les perfor-
mances obtenues sont donnes dans le tableau 5.4 et les rponses harmoniques
et temporelles dans les Þgures 5.17 et 5.18. EnÞn, la Þgure 5.19 montre le
module de la rponse harmonique consigne-commande pour les rgulateurs 2
et 4. Ces rgulateurs ont tous deux pour but de rduire lÕeffort au niveau de
lÕactionneur ; cÕest pourquoi il est intressant de comparer celui obtenu par
placement de ples et optimisation du prÞltre dÕune part, et celui rsultant de
lÕoptimisation multiobjective dÕautre part. Comme la rduction du module de
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Figure 5.17
Sensibilit perturbations-sortie OS (haut) et sensibilit perturbation-commande OSup (bas)
pour les trois modles et le quatrime rgulateur. Les valeurs limites imposes par les
spciÞcations sont reprsentes en trait mixte.
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Figure 5.18
Sortie (haut) et commande (bas) pour les trois modles et le quatrime rgulateur. Un
saut unit de consigne intervient  t D 10h D 0;7 s et un saut de perturbation de−0;2 
t D 250h D 17;5 s.
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Figure 5.19
Module de la rponse harmonique consigne-commande pour les trois modles et le
deuxime (haut) et quatrime rgulateur (bas). La borne suprieure, reprsente en trait
mixte, est impose pour le quatrime rgulateur.
                 
96 Synthse multimodle
Tableau 5.4 Performances obtenues par optimisation multiobjective (rgulateur 4)
Spcif. 0 g 25 g 75 g
Temps de monte [s] < 1;8 0;56 0;56 0;63
Temps dÕtablissement 2% [s] < 4;8 3;57 3;99 4;69
Dpassement [%] < 10 7;96 5;93 7;24
Rejet de perturbation 10% [s] < 2;8 2;31 2;45 2;52
Intgrale de lÕerreur < 1;5 1;36 1;40 1;43
aprs un saut de p.t/ [s]
Marge de module [dB] > −6 −4;02 −3;29 −4;01
Marge de retard [ms] > 70 155;3 189;5 281;2
max!=!N2[0I0;8] j OSupj [dB] < 15 1;37 0;83 1;02
max!=!N2[0;8I1] j OSupj [dB] < 0 −1;99 −2;20 −2;18
la rponse harmonique est prise en compte explicitement dans lÕoptimisation
multiobjective, on peut sÕattendre a priori  de meilleurs rsultats. CÕest bien ce
que lÕon observe :  haute frquence, le gain diminue de 4 dB, soit 40%. Notons
que les oscillations dÕassez grande amplitude de la sortie et de la commande lors
dÕun saut de consigne ont une frquence beaucoup plus faible pour le quatrime
rgulateur ; ils risquent donc moins dÕendommager le mcanisme.
5.6 Comparaison avec dÕautres mthodes
A part notre deuxime rgulateur3, huit autres solutions ont t proposes dans
le cadre du benchmark. Les rsultats sont prsents et comments
dans [LCRB96]. On peut les classer grossirement en quatre catgories selon
le type dÕincertitudes quÕelles prennent en compte pour reprsenter les trois
modles :
 ensemble de modles ;
 incertitudes structures qui englobent les trois modles (par exemple par
un ellipsode dans lÕespace des coefÞcients des modles) ;
3Notre premier rgulateur a t cart parce quÕil provoque trop dÕoscillations  haute frquence,
et les rgulateurs obtenus par optimisation multiobjective sont plus rcents.
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 incertitudes non structures ;
 robustesse ÒnaturelleÓ de rgulateurs obtenus sans tenir compte explicite-
ment des incertitudes (placement de ples robuste, calibration de la fonc-
tion de sensibilit).
Seul notre rgulateur remplit lÕensemble des spciÞcations. Nous ne voulons
pas entrer dans les dtails, parce que chacun constitue un compromis diffrent.
Mais il est intressant dÕanalyser les raisons qui ont conduit au succs de notre
approche. A notre avis, on peut en invoquer trois.
 Les ples en boucles fermes, qui constituent les paramtres de synthse,
ont un lien clair et direct avec la plupart des spciÞcations.
 Les incertitudes sont prises en compte telles quelles dans la synthse, ce
qui vite tout conservatisme.
 Grce au degr lev dÕinteractivit du logiciel de CAO, lÕingnieur se
rend compte facilement des compromis quÕil peut obtenir.
5.7 Conclusions
AÞndemontrer lÕintrt du placement de plesmultimodle et de lÕoptimisation
multiobjective, nous avons utilis ces deux mthodes pour obtenir un rgulateur
qui remplisse le cahier des charges dÕun systme oscillant mal amorti et 
paramtres variables. Les rsultats sont trs bons. Parmi les neuf rgulateurs
proposs par diffrents laboratoires franais et lÕInstitut dÕautomatique, le ntre,
obtenu par placement de ples multimodle, est le seul  remplir lÕensemble
des spciÞcations. Il y a pourtant encore une certaine marge dÕamlioration,
comme le montre lÕoptimisation multiobjective. LÕavantage de cette mthode
est de pouvoir facilement choisir un compromis entre diffrents objectifs. CÕest
ainsi que nous avons pu rduire lÕeffort sur la commande en limitant le module
des fonctions de transfert entre la perturbation ou la consigne et le signal de
commande.
Dans leur mise en oeuvre, les deux approches sont trs diffrentes. Le place-
ment de ples multimodle interactif permet de sentir rapidement ce quÕil est
possible de faire, mais ne donne aucune garantie quant  lÕoptimalit de la so-
lution. LÕoptimisation multiobjective est assez lourde en temps de calcul, mais
aboutit sans aucune intervention humaine. Le rsultat risque dÕtre inutilisable
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si les critres retenus ne sont pas soigneusement choisis ; tous doivent tre men-
tionns explicitement. Elle ncessite une solution initiale relativement proche
des spciÞcations  cause des optima locaux. LÕexprience montre quÕun rgu-
lateur initial qui ne ferait que stabiliser les trois modles du bras souple conduit
typiquement  un indice de performances multiobjectif suprieur  2. Il serait
intressant dÕessayer dÕamliorer les autres solutions proposes pour le bench-
mark ; comme aucune dÕentre elles nÕest base sur ce genre dÕoptimisation, il
reste certainement une marge de progression.
Le benchmark du bras souple, trs proche des hypothses des deuxmthodes
que nous proposons, est-il un cas particulier qui enlve toute valeur aux bons r-
sultats obtenus ? Nous ne le pensons pas. Certes, le bras souple a inßuenc notre
approche de la commande robuste. Mais il est reprsentatif de nombreux sys-
tmes lectro-mcaniques  grandes variations paramtriques lorsque le cahier
des charges est trs contraignant.
      
Chapitre 6
Conclusions gnrales
6.1 Contributions
Le travail de thse sÕarticule autour de deux axes principaux. Le premier est
lÕintrt de lÕapproche multimodle pour dcrire les incertitudes sur le modle
ou les variations en cours de fonctionnement. La dpendance de fonctions de
transfert chantillonnes vis--vis des grandeurs physiques du systme ne sont
gnralement pas linaires ; cela oblige souvent  englober les variations dans
des domaines conservateurs, ce qui donne Þnalement une dynamique du sys-
tme boucl plus lente quÕil nÕest ncessaire. En choisissant un petit nombre de
fonctions de transfert pour reprsenter les diffrentes conditions de fonction-
nement, on reste trs prs de la dynamique que peut prendre le systme rel. Bien
entendu, cela nÕempche pas de tenir compte des incertitudes non structures
qui reßtent lÕimperfection des modles, notamment  haute frquence.
Une approche originale a t dveloppe pour permettre le placement de
ples multimodle. LÕavantage que reprsente lÕutilisation des ples en boucle
ferme commeparamtres de synthse est de spciÞer directement la dynamique
du systme rgul tant pour le rejet des perturbations que pour lÕasservissement.
Son principal dfaut,  savoir un manque de robustesse, est largement diminu
lorsque lÕon considre un ensemble de modles qui reßtent les diffrentes
conditions de fonctionnement et les incertitudes sur les paramtres.
Pour amliorer le niveau de performances dÕun rgulateur, une mthode
dÕoptimisation multiobjective a t labore, elle aussi base sur lÕutilisation de
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plusieurs modles. Elle ncessite une liste explicite et exhaustive des spciÞca-
tions, mais permet dÕobtenir un compromis qui exploite aumieux les paramtres
du rgulateur.
Le second axe est la synthse interactive. Dans toutemthode de conception,
lÕingnieur a gnralement  sa disposition des techniques de synthse, qui lui
permettent de dterminer la structure et les paramtres dÕun dispositif, et des
techniques dÕanalyse avec lesquelles il vriÞe que le cahier des charges est satis-
fait mme pour les spciÞcations qui nÕtaient pas utilises directement pour la
synthse. La commande automatique correspond  ce schma. LÕinconvnient
de cette dichotomie est quÕil est parfois difÞcile de faire le lien entre les pro-
blmes rvls par lÕanalyse et les paramtres de synthse. LÕapproche propose
consiste  tirer parti de la puissance des ordinateurs modernes et de leurs ca-
pacits graphiques pour mettre  jour en temps rel les courbes qui dcrivent le
comportement du systme rgul pendant que lÕingnieur manipule certaines
grandeurs. On acquiert ainsi intuitivement une comprhension des mcanismes
qui lient les grandeurs en jeu.
Pour justiÞer lÕintrt de ces approches, le placement de ples multimo-
dle et lÕoptimisation multiobjective ont t utiliss pour lÕasservissement de
lÕextrmit dÕun bras souple. Les spciÞcations, nombreuses et serres, devaient
tre remplies de faon robuste pour trois charges diffrentes. Les rgulateurs
obtenus montrent lÕefÞcacit des mthodes proposes.
6.2 Extensions possibles
Durant ce travail, nous nous sommes restreint  des systmesmonovariables. Le
placement de ples multimodle interactif serait sans doute difÞcile  tendre
au cas multivariable, dÕune part parce que la spciÞcation des valeurs propres
ne fournit en gnral pas un rgulateur unique, et dÕautre part en raison de la
difÞcult  reprsenter toute lÕinformation pertinente sous une forme facile 
interprter et  mettre en relation avec les valeurs propres. Par contre, il serait
intressant de voir dans quelle mesure notre approche multiobjective peut tre
tendue  des systmesmultivariables, notamment pour rduire les phnomnes
de couplage. Une extension moins ambitieuse consisterait  tenir compte de
perturbations mesures.
Nous ne nous sommes pas tendu sur les moyens dÕobtenir les modles. La
faon dÕobtenir le nombre minimum de modles qui permette la synthse dÕun
rgulateur robuste constitue un problme intressant, que ce soit  partir dÕune
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identiÞcation base sur les mesures ou dÕun modle de connaissances.
Une troisime direction de recherche consisterait  utiliser lÕoptimisation
multiobjective dans un outil de CAO interactif. Peu de recherches ont t faites
pour trouver un bon algorithme dÕoptimisation ; il doit tre possible de le rendre
beaucoup plus rapide et efÞcace. DÕautre part, il est vraisemblable que la r-
criture dans un langage compil de lÕvaluation des indices de performances
et de leurs gradients, ainsi que de la routine dÕoptimisation, permette un gain de
vitesse important. LÕoptimisation est de lÕordre de grandeur de quelquesminutes
sur des ordinateurs de milieu de gamme. On peut esprer descendre au-dessous
de la seconde dans quelques annes pour un systme de la complexit du bras
souple, et ds maintenant pour des systmes plus simples. Un compromis entre
toutes les spciÞcations serait alors trs facile  obtenir.
  
         
Notations
Caractres latins
A.q/ dnominateur de la fonction de transfert du systme  rgler
A0.q/ produit A.q/R f .q/
Am.q/ dnominateur du modle  poursuivre
B.q/ numrateur de la fonction de transfert du systme  rgler
B 0.q/ produit B.q/S f .q/
Bm.q/ numrateur du modle  poursuivre
ensemble des nombres complexes
C.q;x/ polynme caractristique (la dpendance en x est souvent omise
par souci de simplicit)
CD.q/ polynme caractristique dsir
e.t/ signal dÕerreur entre la consigne et la sortie
h priode dÕchantillonnage
H.q/ fonction de transfert du systme  rgler
Hc.q/ fonction de transfert en boucle ferme entre la consigne et la
sortie
Hl.q/ fonction de transfert de la boucle B.q/S.q/=A.q/R.q/
Hm.q/ fonction de transfert du modle  poursuivre
Hp.q/ fonction de transfert en boucle ferme entre la perturbation et
la sortie
I matrice identit
j indice reprsentant une spciÞcation
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j
p−1
K .q/ partie contre-raction du rgulateur S.q/=R.q/
k indice reprsentant un modle (souvent omis pour allger les
notations)
M matrice de Sylvester
n nombre de modles
N .q/ symbole gnrique pour le numrateur de la fonction de transfert
entre une entre et un signal mesur sur le systme en boucle
ferme
O matrice nulle
O../n/ termes dÕordre n et suprieur dans un dveloppement en srie
pi ple de la fonction de transfert en boucle ferme
pDi ple dsir de la fonction de transfert en boucle ferme
q oprateur dÕavance dÕune priode dÕchantillonnage
r.t/ consigne (signal de rfrence)
R.q/ dnominateur du rgulateur RST, monique
R0.q/ partie libre de R.q/, monique
R f .q/ partie Þxe de R.q/, monique
ensemble des nombres rels
RST nom gnrique dÕun rgulateur polynomial  deux degrs de
libert
s variable de la transforme de Laplace
s.t/ saut indiciel
S.q/ numrateur de la contre-raction du rgulateur RST
S0.q/ partie libre de S.q/
S f .q/ partie Þxe de S.q/, monique
OS.q/ sensibilit de la rponse en boucle ferme par rapport  la fonc-
tion de transfert du systme
OSup.q/ rponse harmonique de la commande par rapport  une per-
turbation en sortie, ou sensibilit perturbationÐentre (nomme
ainsi par analogie avec la sensibilit OS)
t temps
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T .q/ numrateur du Þltre de consigne du rgulateur RST
T 0.q/ partie libre de T .q/
T f .q/ partie Þxe de T .q/,  gain statique unit
OT .q/ sensibilit complmentaire (1− OS)
u.t/ entre du systme (signal de commande)
wi poids sur le dplacement dsir dÕun ple en boucle ferme
selon la direction ’
w?i poids sur le dplacement dsir dÕun ple en boucle ferme
selon la direction ’i C =2
x paramtres de la partie libre de la contre-raction du rgulateur
RST
x 0 paramtres de la partie libre de la contre-raction et du prÞltre
du rgulateur RST
y.t/ sortie du systme  rgler
yref.t/ rponse indicielle de rfrence
z variable de la transforme en z
zi zro de la fonction de transfert en boucle ferme
ensemble des nombres entiers
Caractres grecs
 mesure de performance  optimiser
 borne sur une mesure de performance
N valeur cible pour une mesure de performance
 indique une diffrence par rapport  une valeur nominale (pour
une grandeur perturbe) ou de dpart (pour une itration)
1pdi dplacement dsir dÕun ple en boucle ferme
" diffrence entre le ple dsir et le ple obtenu effectivement
en boucle ferme
O" approximation de " linaris par rapport auxparamtres du rgu-
lateur x
’i direction du poids principal sur le dplacement dÕun ple en
boucle ferme
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 indice de performances multiobjectif
i indice de performance associ  lÕobjectif critique i
opt indice de performances multiobjectif optimal
P−opt indice de performances multiobjectif Pareto-optimal
! pulsation
!e pulsation dÕchantillonnage
!N pulsation de Nyquist
 triplet f j;k;!g ou f j;k;tg suivant la spciÞcation
i objectif critique
Fonctions et oprateurs
jzj valeur absolue de z
Nz valeur conjugue du nombre complexe z
signx -1 si x < 0, 0 si x D 0 ou 1 si x > 0
MT transpose de la matrice relle M , ou transpose conjugue de
la matrice complexe M
Remarque :  moins que cela ne soit mentionn explicitement, la priode
dÕchantillonnage est normalise  h D 1 ; par consquent, t 2 et !N D
!e=2 D  .
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commande adaptative, 6
comparaison, 92, 96
comportement vicieux, 16, 67
conception assiste par ordinateur, 8,
49Ð63
conjugus (ples complexes), 17, 27,
54
conservatisme, 6, 97, 99
consigne, 3
continuit, 30, 55
des incertitudes, 60
contradictoires (objectifs), 3, 39
contributions, 99Ð100
convergence, 45, 88
couplage, 100
critique
(objectif), 38
(point), 16, 71
(ples), 31
(pulsation), 57, 62
croisement (pulsation de), 57, 62
CRONE, 6
D
dcouplage, 4
 (transforme en), 5
dpassement, 16, 33, 36, 45Ð47, 56, 62,
71, 76
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ngatif, 16, 47, 62, 77
dplacement des ples
(compromis), 74
(contraintes), 54
(effet du), 25, 29, 61
dsir, 23, 24, 26
linaris, 24, 61
drivateur
(facteur), 53
(terme), 58
descente de gradient, 7, 38, 48
dsensibilisation, 11
diophantine (quation), 12, 14
discrtisation, 4
dominant (ple), 2, 48, 61, 74
E
enveloppe, 77
erreur
de la sortie, 3, 10, 34, 41, 48, 57,
62, 71, 76
paramtrique, 3
permanente, 15
sur les ples, 25, 29, 31
exclusion (principe dÕ), 6
exprimentaux (rsultats), 78, 87
F
factorisation, 10, 17
Þltrage de la consigne, voir prÞltre
Þxe (partie), 10, 20, 32, 50, 53, 78
fonction de transfert, 5
fonction implicite, 26
frottement sec, 78
frquence naturelle, 17
G
gradient
de la sensibilit, 43
de la val. abs., 42
des ples, 26
des rp. tempor., 44
du rgulateur, 41
H
H1
(norme), 6, 8, 37
(synthse), 6
I
identiÞcation, 6, 9, 67, 78, 101
implantation, 4
incertitude
additive, 17
ellipsodale, 6, 21, 60, 96
multiplicative, 17
incertitudes
non structures, 6, 33, 97, 99
paramtriques, 6, 21, 33, 65
structures, 96
initial (rgulateur), 31, 59, 72, 88, 98
insensibilisation, 42
intgrateur, 10, 32, 40, 69
intermdiaires (systmes), 7
interne (dynamique), 12
invariant (systme), 4
L
lieu des ples, 54, 58
linaire (systme), 4
linaris (systme), 3, 9
M
marge
de gain, 3, 16, 19, 57, 62
de module, 16, 43, 57, 62, 71
de phase, 3, 16, 19, 57, 62
de retard, 16, 62, 71
matrice de Sylvester, 14, 27
minimax, 34
modlisation, 3, 9, 21, 50, 67
dfauts de, 42, 57, 78
moindres carrs, 7, 24, 34
pondrs, 25
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monovariable, voir SISO
multimodle
(optimisation), voir optimisation
multiobjective
(placement de ples), voir place-
ment de ples multimodle
multiobjective (optimisation), voir op-
timisation multiobjective
multivariable, 4, 100
N
nominal (modle), 9, 16, 19, 32, 60, 72
non-minimum de phase, 47, 62, 67
normalisation, 24
numriques (problmes), 5, 29
numrisation, 4
Nyquist
(diagramme de), 57
(frquence de), 4, 71, 92
O
oprateur
dÕavance, 5
de retards, 5
optimisation
du prÞltre, voir prÞltre
H1, 7
multiobjective, 6, 33Ð48, 87Ð96,
99
P
paramtrisation, 11, 40Ð42
Pareto-optimum, 7, 39, 48
perturbation, 9
PID, 27, 29, 53
placement de ples
multimodle, 7, 19Ð32, 33, 49,
59Ð61, 74Ð76, 99
exact, 21
partiel, 22
standard, 12Ð15, 19, 50
ples
(placement de), voirplacement de
ples
approxims, 29
dsirs, 7, 23, 25, 28, 29, 31, 59
effectifs, 23, 25, 59
polynme observateur, 12
pondration, 7
des ples, 23Ð28, 31
poursuite, voir asservissement
prÞltre, 15, 53, 54
(optimisation du), 46Ð48, 76Ð77
pulsation naturelle, voir frquence na-
turelle
Q
QFT, 5
quantiÞcation, 4
R
rayon de robustesse, 6
rel (signal), 4
rejet de perturbations, 10, 11, 17, 21,
33, 43, 49, 55, 71, 74, 82,
99
rponse impulsionnelle Þnie, 47
retard pur du rgulateur, 13, 72
S
saturation, 42, 44, 48, 56, 67
sensibilit, 16Ð17
SISO, 4
stabilisation simultane, 6
statique (gain), 11, 15, 35, 40, 67, 76
statisme, 10, 15, 57, 69
SysQuake, 31, 32, 49Ð63
T
temps
dÕtablissement, 45, 47
de monte, 45, 47
transitoire, 16, 33, 42, 55, 58, 76
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