Abstract-This paper introduces a new rigorous theoretical framework to address discrete MRF-based optimization in computer vision. Such a framework exploits the powerful technique of Dual Decomposition. It is based on a projected subgradient scheme that attempts to solve an MRF optimization problem by first decomposing it into a set of appropriately chosen subproblems, and then combining their solutions in a principled way. In order to determine the limits of this method, we analyze the conditions that these subproblems have to satisfy and demonstrate the extreme generality and flexibility of such an approach. We thus show that by appropriately choosing what subproblems to use, one can design novel and very powerful MRF optimization algorithms. For instance, in this manner we are able to derive algorithms that: 1) generalize and extend state-of-the-art message-passing methods, 2) optimize very tight LP-relaxations to MRF optimization, and 3) take full advantage of the special structure that may exist in particular MRFs, allowing the use of efficient inference techniques such as, e.g., graph-cut-based methods. Theoretical analysis on the bounds related with the different algorithms derived from our framework and experimental results/comparisons using synthetic and real data for a variety of tasks in computer vision demonstrate the extreme potentials of our approach.
D
ISCRETE Markov Random Fields (MRFs) are a popular class of undirected probabilistic graphical models that have been of fundamental importance to many computer vision problems. This is the reason why MRF optimization methods have been constantly attracting a significant amount of research for more than 20 years now. For instance, to mention a few of their applications in vision, discrete MRFs have been used extensively in stereo matching [47] , [31] , [19] , image segmentation [27] , optical flow estimation [37] , image denoising [11] , texture synthesis [29] , image completion [25] , and object recognition [10] . Moreover, their influence goes far beyond computer vision as they have been used with great success in many other areas as well, including computer graphics, medical image analysis, machine learning, digital communications, and statistical physics [12] , [18] .
MRF optimization is often posed as the task of finding the mode of a probability distribution (known as the MAP estimation problem). Here, it will be directly described as an energy minimization task. In this context, we assume that a discrete set of labels L, as well as a graph G ¼ ðV; EÞ, i.e., with nodes V and edges E, is given as input to us. Furthermore, we assume that a so-called unary potential function p ðÁÞ : L ! IR and a pairwise potential function pq ðÁ; ÁÞ : L Â L ! IR are defined for each node p and edge pq of the input graph G, respectively. The task of MRF optimization then amounts to assigning a label l p 2 L to each node p 2 V such that the following objective function, known as the MRF energy, is minimized: X p2V p ðl p Þ þ X pq2E pq ðl p ; l q Þ: ð1Þ
Currently, two classes of methods are the most prominent ones in MRF optimization [46] , [47] : those based on graph-cuts and those based on message-passing. Regarding the latter class, a significant advance took place recently with the introduction of the so-called tree-reweighted message-passing (TRW) algorithms [49] , [21] . Although they appear similar to the max-product Belief Propagation (BP) algorithm [34] on the surface, these methods are, in fact, quite different, as well as far more powerful. They rely on the following linear integer program, which can be shown to be equivalent to the task of minimizing the MRF energy (1) [40] , [7] , [53] :
pq Áx pq ; s:t: x 2 X G ;
In the above formulation, ¼ ff p g p2V ; f pq g pq2E g represents a vector of MRF-parameters that consists of all unary p ¼ f p ðÁÞg and pairwise pq ¼ f pq ðÁ; ÁÞg vectorized potential functions. Similarly, x ¼ ffx p g p2V ; fx pq g pq2E g denotes a vector of binary MRF-variables consisting of all unary subvectors x p ¼ fx p ðÁÞg and pairwise subvectors x pq ¼ fx pq ðÁ; ÁÞg. These MRF-variables take f0; 1g values and are essentially indicators of the labels that are assigned to each MRF node, as well as to each pair of nodes, i.e., they satisfy x p ðlÞ ¼ 1 , label l is assigned to p, while x pq ðl; l 0 Þ ¼ 1 , labels l; l 0 are assigned to p; q. Enforcing these conditions on the MRF-variables is easily seen as being equivalent to requiring that the vector x lies in the set X G defined below (which is exactly why that set is used as the feasible set of optimization problem (2) ). For any graph G ¼ ðV; EÞ, the set X G is defined as follows:
x p ðlÞ ¼ 1; 8 p 2 V; X l 0 2L
x pq ðl; l 0 Þ ¼ x p ðlÞ; 8 pq 2 E; 8l 2 L;
x p ðÁÞ 2 f0; 1g; 8 p 2 V; x pq ðÁ; ÁÞ 2 f0; 1g; 8 pq 2 E; 9 > > > > > = > > > > > ; :
The first constraints simply express the fact that a unique label must be assigned to each node p, while the second constraints enforce consistency between the unary variables x p ðÁÞ, x q ðÁÞ and the pairwise variables x pq ðÁ; ÁÞ, since they ensure that if x p ðlÞ ¼ x q ðl 0 Þ ¼ 1, then x pq ðl; l 0 Þ ¼ 1 as well. The above set X G is also known as the marginal polytope [49] . As we already mentioned, TRW methods are tightly related to the above integer program (2) . More precisely, they are connected with the linear programming (LP) relaxation of (2) , which is formed by replacing the integer constraints x p ðÁÞ; x pq ðÁ; ÁÞ 2 f0; 1g with the relaxed constraints x p ðÁÞ; x pq ðÁ; ÁÞ ! 0 1 (we will hereafter refer to this relaxation as the standard LP relaxation and will denote it by LP MRF ). Based on the assumption that this relaxation provides a good approximation to the integer program, TRW methods hope to obtain an approximately optimal solution to the latter, i.e., to the MAP estimation task, via solving the former, i.e., the relaxation LP MRF . However, TRW methods do not attempt to minimize LP MRF directly. Instead, they focus on solving the dual of that relaxation, which is exactly what motivates these methods. This motivation also lies behind some other MAP estimation algorithms such as the max-sum diffusion algorithm reviewed in [53] or the more recent algorithm of Globerson and Jaakkola that was proposed in [14] . These are methods that also operate on a dual of relaxation LP MRF and can essentially be understood as block coordinate ascent procedures applied to that dual. Obviously, the cost of any feasible solution to the dual of LP MRF yields a lower bound on the optimal MRF energy. Hence, solving the dual corresponds to a maximization of this lower bound, which is essentially the key idea behind all of the aforementioned techniques. Based on the returned solution from the dual, a solution to the primal problem (2), i.e., to the original MRF optimization task, can then be extracted based on a rounding procedure. Moreover, the quality of the resulting MRF solution critically depends on the quality of the estimated dual lower bound (i.e., how large that bound is). However, despite this fact (i.e., despite the fact that the key to the success of all TRW algorithms relies on deriving a dual solution that maximizes the LP lower bound to the MRF energy), none of them can actually provide such a guarantee. In fact, as shown in [21] , there exist cases for which this is known not to be true.
Motivated by this observation, a novel MRF-optimization scheme is proposed in this paper. It is called DD-MRF (from Dual Decomposition MRF) and, unlike existing message-passing techniques, it can provably solve the aforementioned dual LP (i.e., maximize the lower bound), which forms, as already explained, the driving force behind all TRW algorithms. Moreover, it is derived based on very general principles. In particular, the theoretical setting of our method rests on the technique of dual decomposition [2] . This is an extremely general technique which is well known to people in optimization as it has been used with great success for solving many different kinds of problems up to now. When used in the particular case of the MRF problem, it leads to a simple, but very powerful, projected-subgradient scheme for MAP estimation. Here, we analyze the conditions under which this MRF scheme is applicable and prove that it really enjoys great flexibility and generality. We thus show that it leads to a very elegant framework, which allows for designing powerful MAP estimation algorithms that are easily adaptable to the problem at hand. For instance, as an illustration, we use it to derive messagepassing techniques that generalize and provide new insights into existing approaches (such as TRW methods), while they also enjoy better theoretical properties. Going a bit further, we also show how it can lead to optimization schemes that provably solve not just the standard LP relaxation associated to an MRF problem, but also much tighter relaxations, thus allowing for high-quality MRF solutions to be extracted even in more difficult cases. More generally, we demonstrate that one can use the proposed framework to easily design algorithms that are tailored to any particular class of MRFs. The derived methods can take full advantage of the structure in that class and, e.g., allow the use of efficient inference techniques such as graph-cutbased approaches.
The remainder of this paper focuses on analyzing and describing the proposed optimization framework. It is structured as follows: After reviewing related work in Section 2, we proceed by briefly describing the dual decomposition principle in Section 3. By using this principle, we are able to derive a projected subgradient scheme that computes a solution to a difficult or large optimization problem by first decomposing it into a set of easier subproblems, and then combining the subproblems' solutions in a principled and optimal manner. We apply this idea to the case of MRF optimization in Section 4, where we choose to use tree-structured MRFs as subproblems. This leads to a message-passing algorithm that generalizes TRW methods and has stronger theoretical properties [24] . These properties are analyzed thoroughly in Section 5, where we also show that the proposed algorithm can provably optimize a standard LP relaxation to problem (2) . To demonstrate the power and flexibility of our framework with regard to MRF optimization, we describe how it allows us to treat in a unified way much more general cases, i.e., when more general subproblems than tree-structured MRFs are being used. We thus analyze in Section 6 the very weak conditions that these subproblems have to satisfy and, as an illustration, we show that one can derive algorithms guaranteed to globally optimize even tighter LP relaxations to problem (2) . A thorough theoretical analysis of the properties of these relaxations is provided in Sections 6.1 and 6.2. Furthermore, in Sections 6.3 and 6.4, we illustrate how, by an appropriate choice of the subproblems, even nonmessage-passing algorithms can be derived that are easily adaptable to take full advantage of the problem's structure. For instance, in Section 6.3, we describe dual decompositions based on submodular problems, in which case we show that very efficient graph-cut-based techniques can be used for accelerating the subgradient algorithm. Experimental results on a variety of computer vision tasks as well as on synthetic problems are presented in Section 7, verifying the state-of-the-art performance of our approach. Finally, we conclude in Section 8. We note that this paper provides a significantly extended version of our earlier work [24] .
RELATED WORK
MRF optimization has motivated a great deal of research over the last years and as a result, many related algorithms have been proposed in this regard. Currently, two classes of methods seem to be dominating the literature on MRF optimization: graph-cut-based techniques [4] , [26] , [38] , [35] and algorithms that rely on message-passing. Our work is most closely connected with the latter class of methods. Message-passing algorithms have been shown to provide a powerful way for solving many problems related to probabilistic graphical models. Pearl's belief propagation was perhaps one of the first message-passing algorithms for inference on Bayesian networks [34] . Although this algorithm is exact on tree-structured graphs (i.e., it provably computes the global optimum), no such guarantees can be provided when BP is applied to graphs with cycles (in fact, for loopy graphs, BP is not even guaranteed to converge). Nevertheless, the very simple idea of pretending that a loopy graph has no cycles and then repeatedly applying BP to it has often shown remarkably good experimental performance in practice [13] (for obvious reasons, the resulting algorithm is called loopy BP). As a result, many generalizations of belief propagation have been proposed in the literature [57] , [55] , [45] , [9] , [5] , [16] . However, despite the fact that there has been a lot of work on trying to provide a better theoretical analysis of BP-based algorithms [57] , [51] , [50] , [15] , an important drawback of these methods remains that their theoretical optimality and/or convergence properties are not yet well understood and so one does not really know when and why these methods fail.
An important advance took place recently with the socalled tree-reweighted max-product (TRW-MP) algorithm introduced by Wainwright et al. in their seminal work [49] . This message-passing algorithm is directly connected to the LP relaxation of the integer program (2) and is actually motivated by trying to optimize that relaxation. In fact, Wainwright et al. proved that under certain conditions, suitable fixed points of TRW-MP provide optimal solutions to this LP relaxation. In a subsequent work [21] , Kolmogorov has proposed a sequential version of TRW-MP, called TRW-S, where messages are updated not in a parallel but in a sequential order. Unlike the original TRW-MP algorithm, which is not guaranteed to converge, TRW-S provides improved convergence properties. However, similarly to TRW-MP, the fixed points of TRW-S are not guaranteed to be LP-optimal solutions except for some very specific cases (e.g., they are known to be LP-optimal when the original MRF is binary and submodular [22] ). This observation also applies to another convergent messagepassing algorithm that was recently proposed by Globerson and Jaakkola [14] , as well as to the max-sum diffusion algorithm reviewed in [53] , both of which are coordinate ascent procedures on some dual of relaxation LP MRF . The importance of relaxation LP MRF to MRF optimization and/ or its connection to message-passing methods has also been explored in some other interesting works (e.g., we point the interested reader to [52] , [28] , [43] , [56] for more details). Recently, Ravikumar et al. [36] proposed a method for solving relaxation LP MRF based on the theory of proximal minimization. Their method works directly in the primal domain as opposed to all other techniques mentioned above that operate on the dual variables. Also, Johnson et al. [17] have very recently presented a dual algorithm for trying to optimize relaxation LP MRF , where a smoothing-based procedure is used for modifying the objective function of LP MRF such that it becomes strictly convex.
Schlesinger and Giginyak [39] have also developed a dual method for the same purpose: Based on the concept of equivalent transformations (also known as reparameterizations) of a max-sum problem, they use a subgradient algorithm for finding an equivalent transformation that optimizes relaxation LP MRF . Furthermore, they apply this approach using a tree decomposition for the special case where trees coincide with rows and columns of gridstructured MRFs.
DUAL DECOMPOSITION
In this section, we briefly review the dual decomposition technique, upon which our framework relies. The core idea behind that technique is surprisingly simple: Given a difficult or large problem, we decompose it into smaller solvable subproblems, and then extract a solution by cleverly combining the solutions from these subproblems. Although simple as a concept, decomposition is extremely general and powerful, and has been used many times in the operations research literature for solving optimization problems that are either large scale or difficult. Typically, during decomposition one has to define two things: what the subproblems will be (also referred to as slave problems) as well as a so-called master problem that will act as a coordinator between the slave problems (see Fig. 1 ). In addition, one can either decompose the original problem (primal decomposition) or its Lagrangian dual (dual decomposition).
Here, we will only consider the latter type, and so we will give a simple example just to illustrate how it works. To this end, consider the following problem (where x denotes a vector of variables and C is a closed 2 convex set): 3. Note that the convexity of problem (4) holds regardless of whether or not the objective function of problem (3) is convex.
MRF OPTIMIZATION vIA DUAL DECOMPOSITION
In this section, by following a reasoning similar to that in the previous example, we will describe how we can apply the dual decomposition method to MAP estimation for discrete MRFs. To prepare the reader for what is about to come next, our goal, at a high level, will be to decompose the original MRF optimization problem, which is NP-hard (since it is defined on a general graph G), into a set of easier MRF subproblems, each one defined on a tree T & G. To this end, we will first need to transform our problem into a more appropriate form by introducing a set of auxiliary variables.
In particular, let T ðGÞ be a set of subtrees of graph G. The only requirement for T ðGÞ is that its trees cover (at least once) every node and edge of graph G. For each tree T 2 T ðGÞ we will then imagine that there is a smaller MRF defined just on the nodes and edges of tree T , and we will associate to it a vector of MRF-parameters T , as well as a vector of MRF-variables x T (these have similar form to vectors and x of the original MRF, except that they are smaller in size). MRF-variables contained in vector x T will be redundant since we will initially assume that they are all equal to the corresponding MRF-variables in vector x, i.e., it will hold x T ¼ x jT , where x jT represents the subvector of x containing MRF-variables only for nodes and edges of tree T . In addition, all of the vectors f T g will be defined so that they satisfy the following conditions:
Here, T ðpÞ and T ðpqÞ denote the set of all trees of T ðGÞ that contain node p and edge pq, respectively, e.g., to ensure (6), one can simply set:
5. It is easy to see that if f T g 6 2 Ã, then gðf T gÞ ¼ À1. 
Of course, each T is only used for defining the MRFparameters T þ T of the slave MRF in (11) . Hence, instead of updating the Lagrange multipliers f T g at each iteration, one can choose to directly update the MRF-parameters f T g, i.e., set
In this manner, the need for storing the dual variables f T g is avoided. This is actually how the pseudocode in Fig. 3 was formed, describing one basic update during the resulting subgradient algorithm.
Analysis of the Algorithm
Let us now briefly summarize how the algorithm in Fig. 3 works. Like most other dual decomposition techniques, it operates on two levels (see Fig. 4) . At the lower level, it has to solve each one of the decoupled slave problems (11) . In this case, the slave problems turn out to be MRF optimization problems for tree-structured graphs. There exists one such MRF for each tree T 2 T ðGÞ, and its MRF-parameters are specified by the vector T . Since the underlying graphs for all slave MRFs are tree-structured, these are easy problems to solve, e.g., one can use the max-product algorithm to estimate an exact optimal solution x T for each T 2 T ðGÞ. At the higher level, on the other hand, there exists the master problem, whose sole mission is to coordinate the slave problems so that the dual function in (10) is maximized. To this end, it thus has to update the MRFparameters f T g of all slave MRFs based on the optimal solutions f x T g that have been estimated previously at the current iteration (strictly speaking, the master is responsible for updating the dual variables, i.e., the Lagrange multipliers f T g, but, as already explained, this is equivalent to updating the MRF-parameters f T g instead). To gain a better understanding of how the master problem tries to coordinate the slave MRFs, let us now consider a node p in our original graph G and let us also assume that during the current iteration, node p is assigned the same label, say l p , by all slave MRFs. This means that for each T 2 T ðpÞ, the vector x T p will have the following form:
All of these vectors will therefore coincide with each other and so Á Á T p ¼ 0. Any vector T p will thus remain untouched during the current iteration, which, in other words, means that if all slave MRFs agree on a node p, then the master problem does not modify the unary potentials associated to that node.
On the other hand, let us assume that not all slave MRFs assign the same label to p. For simplicity, let us assume that p belongs only to two trees, say, T 1 ; T 2 , and let the corresponding slave MRFs assign labels l 1 ; l 2 to that node (with l 1 6 ¼ l 2 ). It is then easy to check that the following update of the vectors
p will take place:
otherwise:
As can be seen, what happens is that the master tries to readjust the unary potentials for node p at T 1 ; T 2 , so that a common label assignment to that node (by both slave MRFs) has higher chances during the next iteration, i.e., the master encourages slave MRFs to agree on a common label for p. As a result, all slave MRFs will agree on more and more nodes as the algorithm progresses. Note, however, that this agreement is not enforced explicitly by the algorithm. The above behavior is typical in dual decomposition schemes. In fact, due to an economic interpretation, dual decomposition corresponds to what is also known as resource allocation via pricing. According to this interpretation, we can think of the primal variables fx T g as amounts of resources consumed by the slave problems, with variables x T representing the amount of resources consumed by the MRF problem for tree T . In dual decomposition, the master algorithm never sets these amounts explicitly. Instead, it just sets the prices for the resources, i.e., variables f T g in our case. Then, based on these prices, each slave MRF is left free to independently decide how many resources it wants to use. Of course, the prices do not remain static, but are adjusted at every iteration by the master algorithm. This adjustment is naturally done as follows: Prices for overutilized resources are increased, whereas prices for underutilized resources are decreased.
At this point, it is also worth noting some of the resulting differences between DD-MRF and existing TRW algorithms. These differences are useful to know since they reveal some of the algorithmic choices of TRW algorithms that are revisited by DD-MRF, e.g., all TRW algorithms use the tree min-marginals in order to update the dual variables f T g. DD-MRF, however, relies on the optimal solutions x T for that task. Furthermore, contrary to TRW algorithms, which modify all dual variables at each iteration, DD-MRF needs to modify a vector of dual variables T p at node p if the slave MRFs disagree about that node's label.
Before proceeding, we should also note that since no Lagrange multipliers f T g need to be stored (as f T g can be updated directly), DD-MRF has similar memory requirements to the belief propagation algorithm. In fact, any of the recently proposed techniques for improving the memory usage of BP apply here as well [21] .
Obtaining Primal Solutions
Let us now briefly recapitulate what we have accomplished so far. We wanted to find a solution to our original MRF problem (2) or, equivalently, to the primal problem (9) . To this end, we have opted to relax some of the complicating constraints in (9) and solve the resulting Lagrangian dual, by decomposing it into easier subproblems (in fact, as we shall prove in the next section, the resulting Lagrangian dual is equivalent to the linear programming relaxation of the original MRF problem, i.e., it is the same problem that all TRW algorithms are attempting to solve). What still remains to be done is to obtain a feasible primal solution to our initial problem, i.e., to the MRF problem, based on the estimated solution from the Lagrangian dual.
The above situation is typical for schemes with Lagrangian relaxation. The Lagrangian solutions will, in general, be infeasible with respect to the original primal, i.e., the one without relaxed constraints. Yet they will usually be nearly feasible since large constraints violations got penalized. Hence, one may construct feasible solutions by, e.g., correcting the minor infeasibilities of the Lagrangian solutions, which implies that the cost of the resulting solutions will not be far from the optimum. In fact, one usually constructs many feasible solutions in this manner (the more the better) and chooses the best one at the end.
In our case, for instance, we can take advantage of the optimal solutions f x T g that were generated for the slave problems. Recall that each x T is a f0; 1g vector, which essentially specifies an optimal labeling for a slave MRF at tree T . As explained in Section 4.1, these labelings will typically agree on all but a few of the MRF nodes (if they agree everywhere, they are equal to the MRF optimal solution). Due to this fact, many good primal solutions are expected to be constructed by using these labelings. Moreover, this can be done very easily, e.g., if every T 2 T ðGÞ is a spanning tree, then each x T directly specifies a feasible solution to the MRF problem. In general, one will have to traverse the slave MRFs and copy the labels from the corresponding optimizers until all nodes of the master get labeled.
Of course, there are many other possible ways of getting good feasible primal solutions. For instance, for each nodelabel pair ðp; lÞ, one may count the number of times that variable x p ðlÞ is active (i.e., label l is assigned to node p) in an optimal solution of a slave MRF, where all solutions up to the current iteration are taken into account. The label having the biggest count at a node can then be chosen as its new label. The astute reader will perhaps notice that this heuristic relates to the recovery of an optimal fractional solution to primal problem (9) via utilizing weighted averages of dual subgradients (see (15) and (16) below). Another way to compute a feasible primal solution that we found to work well in practice is to use the messages exchanged during the max-product algorithm (for the slave MRFs) since these messages contain valuable information, e.g., a heuristic similar to the one proposed in [21] can be used for this purpose. In this case, we visit the MRF nodes in some predefined order, say, p 1 ; p 2 ; . . . ; p n , and then assign to each node p i the labelx i that minimizes the following expression:
where M T pq ðÁÞ denotes the max-product messages computed for edge pq of tree T . The justification for this heuristic comes from the observation made in [31] that if the set of nodes with multiple minima consists of disjoint chains, then upon convergence, the above procedure will yield a global optimum.
We should note at this point that the recovery of primal solutions based on dual subgradients is a subject that has attracted significant interest in the optimization literature for subgradient methods. An example of a method on this topic is the Volume algorithm proposed by Barahona and Anbil [1] , which can essentially be viewed as fast approximation to the Dantzig-Wolfe decomposition method, and produces primal solutions by computing the volume below the faces that are active at an optimal dual solution. An even more popular way of generating primal solutions that has been studied in a number of existing works is also via utilizing ergodic sequences (i.e., sequences of weighted averages) of dual subgradients (note that the use of an ergodic sequence forms a common technique for inducing convergence properties that an original sequence lacks). An early example of such an averaging scheme based on dual subgradient information is the method of Shor [42] for linear optimization problems. That work has been extended by Sherali and Choi [41] to allow for more general choices for the weights used during averaging. Furthermore, recently, Larsson et al. [30] have significantly generalized these results to convex constrained optimization problems. The method proposed by Larsson et al. utilizes ergodic sequences either of the form
or of the form
In the above formulas, s t represents the dual subgradient at the tth iteration, while a t denotes the step size used at the tth iteration. As shown in [30] , the resulting sequence fx k g is guaranteed to converge to an optimal primal solution. In general, convergence happens only in the limit. However, more recent work [33] also provides convergence rates estimates, including per iteration estimates for the amount of feasibility violation, as well as upper and lower bounds for the primal objective function. We also want to note that in case the standard LP relaxation is not tight, the approximate primal solution given in (15), (16) may be able to be used to (approximately) find violated constraints that, when included, would tighten the relaxation. For example, one could search for violated cycle inequalities [43] .
THEORETICAL PROPERTIES
As already explained, our method tries to solve problem (10) , which is the Lagrangian relaxation of problem (9) . The subject of the next theorem is to show that this is equivalent to trying to solve the LP relaxation of problem (2). (10) is equivalent to the LP relaxation of (2), i.e., the LP relaxation of the original integer programming formulation for the MRF problem.
Theorem 1. Lagrangian relaxation
Proof. To form the Lagrangian relaxation, we relaxed constraints x T p ¼ x p of (9), but we kept constraints x T 2X T . The Lagrangian dual is then known to be equivalent to the following relaxation of (9):
Indeed, it holds that
For a tree T , however, the set CONVEXHULLðX T Þ coincides with the local marginal polytope that results from the set X T if we relax its f0; 1g constraints to the constraints x T ! 0. Based on this fact, the theorem follows trivially from (17) . t u
The above theorem certifies that our method tries to solve exactly the same problem as all state-of-the-art treereweighted message-passing algorithms, such as TRW-T, TRW-E, or TRW-S. However, unlike these algorithms, which can only guarantee a local optimum in general, an important advantage of our method is that it can provably compute the global optimum of that problem. This is an immediate result of the fact that we are using the subgradient algorithm, which is a very well-studied technique in optimization, with a vast literature devoted to it. Here, we simply state one of the simplest theorems related to that method (see [32, Proposition 2.2] for a proof of a generalized version of this theorem).
Theorem 2. If the sequence of multipliers f t g satisfies
then the subgradient algorithm converges to the optimal solution of (10).
A sequence fa t g that satisfies condition (18) is also known as a diminishing step size rule. A typical such example is given by a t ¼ a ffi ffi t p , where a > 0. Convergence to an optimal solution is also guaranteed in other cases as well, e.g., for a nonsummable diminishing step length sequence or a square summable but not summable sequence [32] . In the former case, the multipliers fa t g are chosen as a t ¼
, where rg t denotes the subgradient computed at the tth iteration and
whereas in the latter case, the multipliers fa t g satisfy
with a typical example of a sequence satisfying (20) being a t ¼ a bþt , where a > 0; b ! 0. A popular way for choosing multipliers fa t g is also via using a so-called adaptive (or dynamic) step size rule. Contrary to rules (18)- (20) that determine the multipliers fa t g a priori, an adaptive step size rule dynamically adjusts the multipliers fa t g during the execution of the subgradient method. To this end, it can even use information from previous iterations of the algorithm. Rules of this type are usually preferred in practice as they typically lead to faster convergence (see Section 7 for a concrete example of an adaptive step size rule).
Interestingly, the key quantity to proving convergence of the subgradient method in the case that any of the above mentioned step size rules is used (but also in any other case) is not the objective function value (which may temporarily fluctuate), but the euclidean distance to an optimal solution. This is made more precise in the following statement, whose proof follows from the fact that the angle between the current subgradient and the vector formed by the difference of the current iterate with an optimal solution is less than 90 degrees. The above theorem is to be distinguished from the type of guarantees given by the TRW-S method: In TRW-S, the dual objective improves monotonically, but the algorithm can get stuck; with subgradient methods, the dual objective does not improve monotonically, but the distance to the optimal solution does. Note that one can construct a monotonically improving variant of the subgradient method by working with the so-called -subdifferential of the objective function (see also Section 7). Intuitively, such a set includes not only the subgradients at the current iterate, but also the subgradients for points that lie nearby (called -subgradients). The resulting algorithm chooses an -subgradient of minimum norm as the next ascent direction, and is known as the -ascent method [3] . This method can be implemented by either doing an explicit computation of the -subdifferential (whenever the problem structure allows for that possibility) or by approximating that set with a finite number of -subgradients.
State-of-the-art TRW max-product algorithms can also provide certain correctness guarantees regarding their fixed points. One such example is the strong tree agreement (TA) condition that was first introduced in [49] . If a TRW fixed point, say f T g, satisfies TA, an optimal solution to the original MRF problem can then be extracted. A much more general condition was later introduced in [21] , called the weak tree agreement (WTA). This condition has also been used to provide further optimality results for TRW algorithms [22] . We next show that our method provides a generalization of the WTA condition (and hence, of TA as well) in the sense that any solution of our algorithm satisfies the WTA condition (but, as we shall see in Section 7, the converse is not true, i.e., a solution f " T g satisfying WTA is not necessarily optimal with respect to the Lagrangian dual problem (10)).
Theorem 4. Any solution obtained by our method satisfies the WTA condition.
Proof. Let f " T g be a solution generated by our algorithm (i.e., " T are the current potentials for the slave MRF corresponding to tree T Þ. Let us suppose that it does not satisfy WTA. We will then show that f " T g can be perturbed to give a solution that achieves a higher dual objective. Indeed, in this case, there will be, e.g., a node p for which none of its labels will be optimal for all the tree-structured slave MRFs containing that node. If we assume w.l.o.g. that p is contained only in trees T 1 and T 2 , it will then hold:
where OPT T 1 and OPT T 2 denote the sets of optimal labels for node p in the slave MRFs corresponding to T 1 and T 2 , respectively. By applying the following transformation to the unary potentials at p,
it is obvious that the objective value of the Lagrangian dual (10) will increase by (for an that is small enough). This is impossible, however, since, by Theorem 2 above, f " T g is already an optimal solution to (10). t u
The above theorem implies that all optimality results related to WTA carry over to our algorithm. Here, we simply state just one of them [22] :
Theorem 5. For binary MRFs with submodular energies, our method computes a globally optimal solution.
BEYOND TREE-STRUCTURED SUBPROBLEMS
Based on what was discussed up to now, one may get the false impression that our framework applies only to the case where the subproblems (used in the decomposition of the MRF) are tree-structured. However, the proposed framework is much more general than that and allows decomposing the MRF optimization task into subproblems in many other ways (as we shall see, this can even lead to algorithms that do not rely entirely on message-passing). Roughly speaking, the only requirement needed is that a global optimizer can be computed for each of the chosen subproblems (something which is obviously true for any tree-structured MRF). If this condition is satisfied, our framework can then be applied, thus allowing a unified treatment of all such cases. More generally, let us consider N subproblems, denoted hereafter by SP i , where i 2 f1; 2; . . . ; Ng. These subproblems need not be MRF optimization problems, but we simply assume that they are defined as follows:
In 
. Based on the above definitions, we will hereafter say that subproblems fSP i g provide a decomposition of an MRF whose parameters are G if the following two conditions hold true:
. The first condition requires that the MRF objective function (i.e., the MRF energy) should be decomposed as the sum of the objective functions of the subproblems. To this end, we require:
Obviously, the above condition implies that it should also hold:
Note that it is not required to hold G i \ G j ¼ 1 for i 6 ¼ j. . The second condition is related to the sets FEASIBLE i encoding the constraints that the solutions of the subproblems have to satisfy. More specifically, it should hold:
For example, due to (23), one way to ensure the above condition is by simply requiring:
Note that in constraint (25) , the set FEASIBLE i may well be strictly larger than X G i , which corresponds to a relaxation of the marginal polytope. If conditions (22) and (24) hold true, then by using a similar reasoning as in Section 4, it is easy to prove that the DD-MRF algorithm reduces to Algorithm 1.
of the form (21) .
Furthermore, the Lagrangian multipliers are updated according to the following formulas:
Gi
The following theorem is then derived:
Theorem 6. The optimization problem corresponding to any decomposition fSP i g is a relaxation to the original MRF optimization problem (and the optimum of that relaxation is computed by the DD-MRF algorithm).
Before proceeding, let us mention that in the particular case where FEASIBLE i ¼ X G i , then the ith subproblem as well as the ith slave problem reduce to optimizing the energy of an MRF defined on graph G i . Note, however, that this may not be necessarily the case and even more general subproblems can be used as well. For instance, matchings are an explicit example of another type of non treestructured subproblem that can be used with our framework [8] . We refer the interested reader to [48] for a nice application of the dual decomposition framework in this regard (capable of obtaining globally optimal solutions to the graph matching problem).
Deciding What Subproblems to Use
As explained above, there is great flexibility with regard to the choice of the subproblems that can be used for decomposing an MRF optimization problem. Hence, a question that naturally arises is the following one: How does this choice influence the effectiveness of MRF optimization? Put otherwise, given two different decompositions (that both satisfy the aforementioned conditions (22) and (24)), how can we decide which one is more powerful? The answer to this question is provided in a rigorous manner in the following theorem: Theorem 7. Given any decomposition fSP i g, let us define the following set:
Let
Proof
¼ max
¼ min
And similarly for LR 1 . Note that (32) results from the fact that a linear function always attains its optimum at an extreme point of its domain, while the exchange of min and max in (33) is a result of strong duality. t u
As an illustration, we next provide some examples of possible subproblems that can be used in our decomposition framework.
Tightening the LP Relaxation
One choice for the subproblems is to optimize discrete MRFs restricted on subgraphs G i of G (this will be the case when
Let us hereafter denote the resulting MRFs by MRFðG i Þ and the original MRF by MRFðGÞ. Note that the subgraphs G i do not necessarily have to be trees, and so, this is a more general decomposition than the treestructured decomposition used in Section 4. On the other hand, since G i may not be trees, the resulting subproblems will be more difficult to solve. Hence, a natural question that arises is if we actually gain anything by putting an extra effort in solving these more difficult subproblems. The answer is provided by Theorem 9 below (whose proof is based on Theorem 7 above). Before stating that theorem, let us first make the following definition: Definition 8. We say that a discrete Markov Random Field (defined on a graph G) has the integrality property if the standard LP relaxation associated to that MRF is tight, i.e., the feasible set of that relaxation coincides with the convex hull of X G .
Theorem 9. The DD-MRF algorithm solves a relaxation which is strictly tighter than the standard LP relaxation associated with MRFðGÞ only if at least one of the MRFðG i Þ does not have the integrality property.
Proof. If all slaves MRFðG i Þ have the integrality property, then none of the convex sets
will change if we replace the f0; 1g constrains in X Gi by the constraints x x Gi ! 0. This implies that DOMAINðfMRFðG i ÞgÞ will coincide with the feasible set of the standard LP-relaxation, i.e., the local marginal polytope LOCALðG i Þ, and so the theorem follows directly from Theorem 7. t u
The above theorem essentially generalizes Theorem 1. On the one hand, it thus confirms the known fact that all tree-structured decompositions are equally powerful, i.e., the choice of trees does not matter with regard to the tightness of the relaxation optimized by DD-MRF as long as these trees cover the graph G (this, of course, results directly from Theorem 9 and the fact that any tree-structured MRF is known to have the integrality property). On the other hand, it tells us that if we want to better approximate our original NP-hard MRF optimization problem (and thus obtain better solutions), we can, e.g., use loopy MRFs as subproblems (this is due to the fact that, in general, loopy MRFs are known not to have the integrality property). Of course, DD-MRF requires that a global minimizer can be computed for the subproblems. Hence, for a practical algorithm, these global minimizers need to be computed efficiently. One possible choice is thus to use loopy MRFs with, e.g., small tree width, as these MRFs can be efficiently optimized via the Junction Tree algorithm. Before proceeding, we should also note that although all tree-structured decompositions are equivalent to each other, the choice of trees does affect the speed of convergence of the DD-MRF algorithm, i.e., larger trees (and more generally, larger subgraphs) do help DD-MRF to converge faster. The above conclusions are summarized and illustrated in Fig. 5 .
Submodular Subproblems
Of course, if we decide to use MRFs as subproblems, the topology of graphs G i may not be the only criterion for deciding what MRFs to select. Instead, one may choose MRFs based on the type of their potentials, something which may lead to algorithms that do not rely entirely on messagepassing. For instance, one may choose MRFs that are submodular. 8 One reason is that submodular MRFs can be very efficiently optimized using graph-cut-based algorithms, 6 . Note that FEASIBLE i refers merely to a superset of G i (see (25) ). Since the latter set is discrete (and thus, nonconvex), FEASIBLE i may be nonconvex as well. Therefore, CONVEXHULLðFEASIBLE i Þ does not necessarily coincide with FEASIBLE i in Theorem 7 (and elsewhere). 7. By a stronger decomposition, we mean one that leads to a tighter (i.e., higher) dual lower bound, thus yielding a tighter dual relaxation.
8. A function f on a lattice ðX; Þ is called submodular if the following relation holds for all x; y 2 X: fðx^yÞ þ fðx _ yÞ fðxÞ þ fðyÞ, whereâ nd _ represent, respectively, the meet and join operations. regardless of whether their associated graphs contain cycles or not. As a result, if, for example, a large part of an existing MRF is submodular, the MRF corresponding to that part may be used as a subproblem, something which can significantly accelerate the convergence of the DD-MRF algorithm. Furthermore, an additional advantage from using submodular MRFs as subproblems comes from the fact that there have also been developed extremely efficient graph-cutbased techniques for optimizing submodular MRFs that are dynamic (i.e., that have time-varying parameters) [20] , [26] . This becomes very relevant in the case of the DD-MRF algorithm because (if FEASIBLE i ¼ X G i ) that algorithm essentially proceeds by solving N dynamic MRF problems. To better see that it suffices to notice that, in this case, the ith slave problem corresponds to an MRF whose parameters (i.e., potentials) vary according to Gi þ G i per iteration, i.e., it is dynamic. In fact, as the DD-MRF algorithm converges, only a small number of elements of vector Gi will typically change per iteration (to see this, recall that if all subproblems agree on their label for a node p, then the element
corresponding to that node does not change). This implies that as the DD-MRF algorithm converges, smaller and smaller changes will be applied to the parameters of each dynamic MRF. As a result, its optimization will become even faster. Although using submodular MRFs can potentially be of great benefit with regard to speed, we note, however, that submodular MRFs have the integrality property, and so (by Theorem 9) their use will not tighten the solved relaxation. For a practical implementation of submodular decomposition, one also needs to be able to detect what submodular subproblems to use. This can, for instance, be done on a per application basis by relying on the a priori knowledge that one has about the structure of a particular MRF or a certain class of MRFs (in this case, the usage of the method will be problem-dependent). However, detection may also proceed in an automatic manner given that checking the submodularity of a pairwise MRF subproblem is equivalent to checking the submodularity of all of its pairwise potentials, an operation that can be performed very efficiently in many cases. Of course, to be able to apply a submodular decomposition to an MAP estimation task, we must ensure that the submodularity of each slave MRFðG i Þ is maintained as Gi changes. This is very easily achieved in our framework: For instance, it can be done simply by choosing to update only the unary potentials of the corresponding slave MRFs, but not their pairwise potentials. The latter will thus remain submodular, and so, the same thing will hold for the energies of the corresponding subproblems.
An additional comment is in order here: For submodular MRFs, even if we choose to do a partial update by modifying only the unary potentials of the slaves, we can still guarantee that we are solving the same dual relaxation as before. This is more generally true when all slave MRFs satisfy the integrality property (see Definition 8) . It is very easy to see this by moving to the primal domain and examining the equivalent primal relaxations R partial , R full for the partial and full updates, respectively. As explained earlier, these relaxations take the following form if the slave MRFs have the integrality property: (2) and thus all have the same feasible set. On the other hand, the relaxation corresponding to decomposition fSP i 2 g is tighter and thus has a smaller feasible set.
where LOCALðG i Þ refers to the local marginal polytope for subgraph G i (recall that this polytope results from the marginal polytope X G i after we relax its integrality constraints to x Gi p , x Gi pq ! 0). Therefore, to prove that R partial and R full are equivalent relaxations, it suffices to show that if f x G i g; x is an optimal solution to R partial , then there exists a feasible solution to R full of equal cost. Indeed, let us assume without loss of generality that
Gj pq Þ=jJ ðpqÞj, it is trivial to check that the resulting solution belongs to the feasible set of R full and has the same cost with solution f x G i g; x. We should mention that in the more general case, where the integrality property is not satisfied by the slave MRFs, the relaxation R full may be tighter than R partial . We should note, however, that even in cases where these two relaxations are equivalent, there may still be a difference in the speed of convergence when using partial updates.
Combining Subproblems of Different Types
When applying the DD-MRF algorithm, nothing prevents us from combining different types of subproblems. This is illustrated in the example in Fig. 6 , where a large part of the MRF shown in that figure is submodular. Hence, that MRF has been decomposed into a large submodular subproblem, a loopy MRF with small tree width, and a tree-structured MRF. Note that a global minimizer can be computed efficiently for all three types of subproblems using, respectively, graph-cut-based techniques, the junction tree algorithm, and belief propagation. Of course, as explained earlier, many other type of subproblems are allowed to be used, and the same thing holds for the corresponding inference algorithms, which may chosen to be even more advanced and/or efficient. In this manner, one can easily adapt DD-MRF to fully exploit the structure of the input problem, which is a very important advantage of the proposed framework.
EXPERIMENTAL RESULTS
In this section, we discuss a few other useful practical aspects of our approach, we describe some further extensions, and we also present experimental results on a wide variety of problems.
Choice of Subgradient
As explained in Section 4, a possible subgradient of the function g T ð T Þ in (11) associated with the subproblem for tree T is given by vector x T , where x T is a set equal to any binary vector that minimizes the slave MRF for T . Similarly, in the more general scenario of Section 6, where subproblems correspond to subgraphs G i , a subgradient of function (26) is given by vector x G i , which is set equal to any minimizer of the ith slave subproblem. The choice of these subgradient vectors x G i is important since they are used in (27) and (28) for updating the Lagrangian multipliers G i . However, often there exist many possible choices for these subgradients. In fact, the subdifferential @g i ð G i Þ, i.e., the set of all possible subgradients of g i ðÁÞ at Gi , is equal to the following convex set:
Therefore, one can use as subgradients x G i in (27) and (28) any vector (not necessarily integral) 9 that belongs to the above set @g i ð G i Þ, i.e., is equal to a convex combination of slave minimizers. We can make use of this fact to accelerate the convergence of the algorithm since some subgradients may be better than others in this regard. For example, in the case of a tree-structured decomposition, one tree may have multiple MAP assignments. All or a subset of these assignments can be computed based on the min-marginals provided by the maxproduct algorithm. By then choosing the one that agrees the most with the other trees' assignments, one may be able to obtain faster convergence. More generally, due to (37), one Fig. 6 . A decomposition of an MRF into three subproblems for which their global minimum can be computed efficiently: a loopy MRF with small tree width, a submodular MRF, and a tree-structured MRF. Our framework can be applied to this case as well and provides a principled way of combining the subproblems' solutions for optimizing the MRF on the full grid.
9. Note that even in the case where the slaves are chosen to be discrete MRFs (which means that their minimizers x Gi have to be binary vectors), the subgradient vectors x Gi used in (27) and (28) may still be chosen to be nonintegral due to (37) . can achieve the same goal by trying to choose the best convex combination of these assignments.
Incremental/Stochastic Subgradient Updates
Another very useful idea is that of incremental subgradient updates, where at each iteration, the Lagrangian multipliers are changed gradually through a sequence of steps. At each step, only a small number of slave MRFs are chosen and only their Lagrangian multipliers are updated. In general, at least two slave MRFs have to be chosen per step, where the second slave is needed so as to balance the first one out. Selecting the slaves can be done at random, in which case a stochastic subgradient method results. The slave selection can also be done deterministically, leading to a so-called incremental subgradient method. One interesting strategy for deterministically choosing the subproblems would be to select a slave whose MAP assignment is very different from the other slaves' MAP assignments (of course, we still need to select another slave to balance it out as mentioned earlier). A simpler strategy is to sequentially visit the nodes and edges of the graph G in a predefined or random order and at each step to update the Lagrangian multipliers only for those slaves that contain the currently visited element. This essentially amounts to updating at each step the Lagrangian multipliers associated with the current node p (or edge pq) through (27) (or (28), respectively). We show for this case a very useful way of setting the subgradient x Given that for each l 2 OPT have a large disagreement about the assignment of label l to node p (e.g., the ith slave considers l to be optimal, whereas some of the other slaves assign a large min-marginal to it). To reach a consensus about label l, the slaves therefore need to make a large correction to their unary potentials (at p) for label l via applying (27) , which is exactly why element " x G i p ðlÞ is good to be set proportional to the above sum.
In the above case, besides the standard rules for setting the multipliers a t in (27) and (28), the following rule can be used as well, which also guarantees that the dual objective function increases per iteration:
where p denotes the node visited at the current step. We often found that the above rule can accelerate the convergence of the incremental subgradient method. Also, it is useful to have an error tolerance when determining the set of optimal labels OPT i p in (38), i.e., we can set
This also relates to the use of -subgradients during the algorithm.
Dynamic Set of Subproblems
Another possibility is that of having the set of subproblems to be updated dynamically. This means that slaves can be added or removed from this set at runtime, and this can be decided based on the current information maintained by the algorithm.
Choice of Decomposition and Decoding Method
The decomposition that is chosen to be used by the algorithm plays a very important role. As thoroughly explained in Section 6, it determines how tight the underlying relaxation is, which is closely related to the quality of the estimated solutions, while it also affects the speed of convergence. Unless noted otherwise, we use a tree-structured decomposition in the following examples. Regarding the choice of trees, we prefer large trees (e.g., spanning trees) since the larger the trees are, the faster the convergence of the algorithm. The choice of decomposition also influences a lot the actual effectiveness of the decoding method used for obtaining the primal solutions. This happens because if the relaxation resulting from the decomposition comprises a bad approximation to the original MRF optimization problem, then we observed that most decoding methods were not very effective in practice. For computer vision problems, we found that overall the decoding method (14) based on BP messages performs better than the Larsson et al. decoding method in the sense that it often yields good solutions earlier. However, both decoding methods have a minimal computational cost. Therefore, as already mentioned in Section 4.2, the best strategy in a Lagrangian-based approach is to generate many feasible primal solutions via the use of inexpensive heuristic procedures and always pick the best one.
Adaptive Multiplier Update Rules
Another issue that we investigated was how to set the positive multipliers f t g, which are used for the update of the dual variables during the subgradient method. In Section 5, we described a few of the simplest methods that can be used for this task. We have also experimented with other schemes as well, including adaptive step size rules which dynamically adjust the multipliers during the execution of the subgradient method and typically lead to faster convergence in practice. Before proceeding though, we want to note that there is not a single choice of adaptive multiplier updates that yields the optimal performance in each and every case (for example, we often found that heuristic step size rules with no theoretical guarantees could achieve superlinear convergence). However, the adaptive step size rule (40) shown below is theoretically justified and has performed well on average; hence, it has been used in the experiments. That rule has the following form:
Here, APPROX t is supposed to be an approximation to the unknown optimal dual value, DUAL t denotes the current value of the dual function at the tth iteration, while rg t denotes the subgradient of the dual function computed at time t. Also, t denotes a positive scalar that is allowed to vary per iteration and typically takes values in the interval ð0; 2Þ. The value of APPROX t that approximates the optimal dual value can be chosen in many ways. For instance, one can use the cost of the best primal solution obtained so far, say, BESTPRIMAL t as an upper bound approximation to the dual optimum, in which case we set APPROX t ¼ BESTPRIMAL t . The intuition behind the resulting multiplier update rule is that initially, when the primal-dual gap (and hence the numerator BESTPRIMAL t À DUAL t in (40)) is large, f t g will take large values. This means that large changes will be initially applied to the dual variables (and hence to the primal variables as well), which makes sense since we are still far from the optimum. During the last iterations, however, as the primal-dual gap will become smaller, f t g will be assigned smaller values, and hence the dual variables will be modified using finer updates. Another option for determining APPROX t is to use a lower bound approximation of the dual optimum based on the best dual value obtained so far, say, BESTDUAL t . In this case, we set:
where t is updated as follows:
if dual function improved by t ; maxð 1 t ; Þ; otherwise: & The rationale behind (41) is that we essentially aspire to increase the dual objective by t . If we succeed in doing that at the current iteration, then we increase t by 0 > 1; otherwise, we reduce it by 0 < 1 < 1 (but only up to a minimum threshold ).
For comparing how adaptive and nonadaptive multiplier update rules perform, we have also applied our projected subgradient scheme to random synthetic MRF optimization problems. The plot in Fig. 7 shows a typical result of how the dual objective value varies in this case where an adaptive step size rule of the form (40) as well as a typical diminishing step size rule of the form fa t ¼ a ffi ffi t p g have been used. As expected, the nonadaptive step size rule converges more slowly since it determines fa t g a priori, i.e., before the algorithm is run.
Besides using an adaptive update of the multipliers, another way to speed up subgradient methods is to add memory to the updates of the dual variables. One such standard method is to use an update direction s t that is equal to a convex combination of the current subgradient rg t and the last search direction s tÀ1 . In this case, the dual variables at the tth iteration are updated by adding the vector a t Á s t (instead of a t Á rg t ), where s t ¼ ð1 À wÞ Á rg t þ w Á s tÀ1 and 0 w < 1 is a parameter that controls the desired amount of memory for the subgradient method (w can also be dynamically adapted as in [6] ). Algorithms of this form are sometimes called the heavy ball method and appear in many variants. The rationale behind them is to prevent the appearance of a zig-zagging behavior during the subgradient algorithm.
A related method for speeding up the subgradient algorithm that we often found to work well in practice was to modify the update direction by applying a coordinate ascent step on all the dual variables after each subgradient update. In this case, a subgradient vector such as (38) in conjunction with rule (39) can be used for the coordinate ascent steps. Before proceeding, we should note at this point that there is still a very large literature on how to dynamically update the multipliers or the search directions used by the subgradient method (e.g., see [2] , [6] for more examples).
We have applied DD-MRF on various computer vision problems such as segmentation, stereomatching, and optical flow estimation, as well as on synthetic problems, and we next present related experimental results. We also compare DD-MRF to existing TRW algorithms. These are TRW-T and TRW-E from [49] , as well TRW-S from [21] . The only difference between TRW-E and TRW-S is that the former algorithm updates its messages in parallel, whereas TRW-S updates messages in a sequential order. Furthermore, since TRW-E did worse than the other TRW algorithms in our experiments, no results for TRW-E will be shown, so as to also keep the plots less cluttered.
We have first tested our method on the task of interactive binary image segmentation [46] . In this case, the unary MRF Fig. 7 . We have applied DD-MRF to random synthetic multilabel MRFs defined on a four-connected 50 Â 50 grid using both an adaptive rule of the form (40) and a diminishing step size rule of the form fa t ¼ a ffi ffi t p g. We show an example of how the dual objective varies in the two cases. The unary potentials of the synthetic MRFs were drawn from N ð0; 1Þ and the pairwise potentials from Á jN ð0; 1Þj ( ¼ 0:2 for the example shown).
potentials were set according to the log-likelihood of a pixel belonging either to the foreground or the background (these likelihoods were learned based on user-specified masks), whereas the pairwise potentials were set using a standard Potts model. According to Theorem 5, DD-MRF should be able to find the global optimum in this case, and so the main goal of this experiment was to confirm this fact. Ten natural images were thus segmented and Fig. 8a shows a typical plot of how the MRF energy (i.e., the cost of the primal problem) varies during a segmentation test. We also included in this plot the cost of the dual problem (10) since this cost forms a lower bound on the minimum MRF energy. As can be seen, DD-MRF manages to extract the global optimum since the primal-dual gap (i.e., the difference between the primal cost and the dual cost) reaches zero at the end (another way to verify this is by using the max-flow algorithm to compute the optimal solution). In Fig. 8b , we apply DD-MRF to the same problem using the Larsson et al. decoding method. As can be seen, more iterations were required to compute the optimal solution in this case.
We have also tested our method on stereomatching [46] . In Fig. 9a , we show the disparity produced by DD-MRF for the case of the well-known Tsukuba stereo pair. In this example, the truncated linear distance pq ðx p ; x q Þ ¼ w pq Á minðjx p À x q j; max Þ (with w pq ¼ 20, max ¼ 2) has been used as the MRF pairwise potential function. Fig. 9b contains the corresponding plot that shows how the costs of the primal and the dual problem (i.e., the MRF energy and the lower bound) vary during the execution of the algorithm. As in all other examples, here as well we have included the corresponding plots for the TRW-T and TRW-S algorithms. It is worth noting that in this example, TRW-T did not manage to reduce the MRF energy (or increase the lower bound) as effectively as the DD-MRF algorithm.
Figs. 10 and 11 contain further results on stereomatching. Specifically, Fig. 10a displays the produced disparity for the Map stereo pair, while Fig. 10b contains the corresponding energy plots generated during the algorithm's execution. Similarly, the corresponding results for the SRI-tree stereo pair are displayed in Figs. 11a and 11b . For the case of the Map stereo pair, the MRF pairwise potentials were set equal to pq ðx p ; x q Þ ¼ 4 Á minðjx p À x q j; 3Þ, whereas for the case of the SRI-tree example, the pairwise potentials were defined using the following truncated linear distance pq ðx p ; x q Þ ¼ 6 Á minðjx p À x q j; 5Þ.
As a further test, we have also applied our method to the optical flow estimation problem [4] . In this case, labels correspond to 2D displacement vectors, while the unary potential, for assigning vector x p ¼ ðu x ; u y Þ to pixel p ¼ ðp x ; p y Þ, equals p ðx p Þ ¼ jI next ðp x þu x ; p y þu y Þ À I cur ðp x ; p y Þj, where I cur ; I next denote the current and next image frame. Also, the pairwise potential between labels x p ¼ ðu x ; u y Þ, x q ¼ ðv x ; v y Þ equals the following truncated squared euclidean distance pq ðx p ; x q Þ ¼ w pq minðkðu x À v x ; u y À v y Þk 2 ;
max Þ. An optical flow result, generated by applying DD-MRF to the well-known Yosemite sequence (with w pq ¼ 10; max ¼ 20) , is shown in Fig. 12 , along with plots for the corresponding upper and lower bounds. Note again that, contrary to our method, TRW-T has not managed to effectively reduce the MRF energy in this case. Also, note that DD-MRF has been able to find very low MRF energy in all of the examples. In fact, based on the lower bounds estimated from the plots in Figs. 9, 10, 11 , and 12, one can actually show that the generated energy is extremely close to the minimum MRF energy, e.g., based on these bounds, the energy found by DD-MRF has relative distance less than 0.0094, 0.0081, 0.00042, and 0.00012 from the minimum energy for Tsukuba, map, SRI-tree, and Yosemite, respectively (relative distance is measured as
ENERGYÀLOWER BOUND LOWER BOUND
). Also, the corresponding running times (per iteration) of the algorithm were 0.32, 0.34, 0.17, and 0.41 sec, respectively (measured on a 2 GHz CPU). Regarding the termination criterion that has been used, the algorithm stops when either the primal-dual gap has not improved significantly for a certain number of iterations (where by primal-dual gap, we mean the difference between the best obtained upper bound and the best obtained lower bound), or a maximum number of iterations has been exceeded. We should note that theoretical stopping criteria do exist for the subgradient method; however, they usually do not prove to be very useful in practice.
Also, to more thoroughly examine the differences in performance between our scheme and a method such as TRW-S, we conducted experiments in which both of these methods were applied to synthetic MRF problems. Fig. 13 shows how the convergence of the dual objective proceeds in this case for an MRF with four labels (for this example, coordinate ascent steps were applied during the subgradient method as explained earlier). The multilabel MRFs were defined on a 50 Â 50 grid, and the unary potentials for each node were drawn independently from N ð0; 1Þ, while the matrix of pairwise potentials for each MRF edge was symmetric with zero diagonal elements and nondiagonal elements drawn from d max Á jN ð0; 1Þj (e.g., d max ¼ 3 for the example shown in Fig. 13 ). As can be seen, TRW-S manages to increase the dual objective faster in the beginning. This should be expected given that TRW-S is a greedy blockcoordinate ascent technique. On the other hand, compared to a subgradient method, it may eventually get stuck to a lower dual objective. This is due to the fact that the dual function to be maximized is nonsmooth, and in this case, it is well known that coordinate ascent methods may get stuck on suboptimal solutions.
To test the ability of DD-MRF to optimize tighter relaxations, we next applied our algorithm to a set of hard binary optimization problems. The MRFs for these problems were Ising models with mixed pairwise potentials defined on an N Â N grid. More specifically, the unary potentials p of these MRFs were generated by drawing independent samples from a zero-mean unit-variance Gaussian distribution, while their pairwise potentials pq were set as follows: pq ð0; 0Þ ¼ pq ð1; 1Þ ¼ 0; pq ð0; 1Þ ¼ pq ð1; 0Þ ¼ pq ;
where each pq was drawn independently from the following Gaussian distribution:
Note that due to the use of mixed potentials, the above binary problems are nonsubmodular and are therefore very difficult to optimize. Essentially, this difficulty stems from the fact that the standard LP relaxation associated with these MRFs is nontight, and thus does not approximate well the MRF optimization task (which is completely the opposite of what happens when dealing with submodular MRFs where the standard LP-relaxation is known to be exact). Obviously, one way to counter that problem is by attempting to strengthen the underlying relaxation. As explained in Section 6, this can be achieved by using loopy MRFs as subproblems when applying the DD-MRF algorithm. Since the graph of the binary problems is an N Â N grid, it suffices that a slave MRF is defined for each cell of that grid (i.e., there exists one slave loopy-MRF per quadruple of nodes ði; jÞ, ði; j þ 1Þ, ði þ 1; j þ 1Þ, and ði þ 1; jÞ). Fig. 14 shows two typical plots of sequences of primal and dual costs that are generated by the DD-MRF algorithm when applied to such a case for grids of size 50 Â 50 (the two different plots correspond to binary MRFs generated with two different values of ). As is immediately seen, the sequences of primal and dual costs converge to each other, hence meaning that DD-MRF is able to compute a globally optimal solution even when dealing with nonsubmodular MRFs, and this is due to the fact that it relies on a tighter relaxation (see also [44] , [54] , [23] for some other dual coordinate ascent methods that optimize tighter relaxations of the same type). On the other hand, if a standard LP-relaxation is used in this case, the resulting solutions are of much worse energy, as shown in Fig. 14 . As a proof of concept, we also experimented with the idea of utilizing nontree-structured MRFs (like, e.g., loopy submodular MRFs) as subproblems during dual decomposition. To this end, given, as input, binary submodular MRFs 10 defined on a 50 Â 50 grid, we applied the DD-MRF algorithm using two different dual decompositions: a typical tree-structured decomposition consisting of a pair of spanning trees that covered the input MRF graph, as well as a decomposition consisting of two submodular MRFs resulting from a vertical splitting of the input 50 Â 50 grid into two grids of size 50 Â 26 that overlap each other at the middle column of the original grid. Note that, as explained in Section 6.3, both decompositions are going to lead to an equally strong relaxation (in fact, due to the submodularity of the input MRF, the resulting relaxation will be tight, and so both methods will yield a global optimum in this case). However, the rate of convergence is expected to differ between the two cases. Indeed, as shown in the example of Fig. 15 , the submodular decomposition provides a significant speedup, as it requires much fewer iterations to converge. The actual speedup is, in fact, even greater considering that the optimization of the submodular MRF subproblems can also be implemented extremely fast via the use of dynamic graph-cut-based techniques such as [26] , as explained in Section 6.3.
We finally borrow an example from [21] to illustrate that DD-MRF can maximize the dual problem (10) (i.e., the lower bound on the MRF energy), even in cases where the TRW algorithms may get stuck to a lower bound that can be arbitrarily far from the true maximum lower bound. The graph for this example is shown in Fig. 16a , where we 10. To ensure submodularity, the pairwise potentials of the MRFs were chosen to be of the form w pq ð1 À I 2 Þ, where I 2 represents the 2 Â 2 identity matrix and w pq are weights drawn from jN ð0;
2 Þj (unary potentials were sampled from N ð0; 1Þ).
assume that nodes a, b, c, e, f, g have two possible labels, while node d has three possible labels. The following two trees, T 1 ¼ ða; b; d; e; gÞ and T 2 ¼ ða; c; d; f; gÞ, are used in this case, both of which are supposed to have zero unary potentials, i.e.,
Also, the pairwise potentials for these trees are set as follows: Hence, in this case, these algorithms will get stuck on a lower bound of value zero, i.e., arbitrarily far from the true maximum lower bound that can grow indefinitely by increasing parameter . On the contrary, as shown in Fig. 16b , DD-MRF does not get stuck to such a bad lower bound when starting from T 1 , T 2 .
CONCLUSIONS
By being based on the technique of dual decomposition, i.e., one of the most powerful and widely used techniques in optimization, the proposed framework gains extreme generality and flexibility. At its core lies a simple, but powerful, subgradient-based dual decomposition scheme.
Furthermore, one of its advantages is that it leads to MAP estimation algorithms that are easily adaptable, while they can also make full use of the structure that may exist in particular classes of MRFs. Due to its flexibility, we thus expect that our framework will find good use in a wide variety of applications in the future. Here, we demonstrated this with three examples, i.e., by deriving algorithms that rely on three different kind of decompositions: treestructured decompositions, decompositions with loopy graphs, and submodular decompositions. The corresponding algorithms, respectively, generalize prior-art messagepassing schemes, optimize tighter relaxations, and allow for using fast inference techniques such as graph-cut-based methods. We also provided a thorough theoretical analysis both for the above three cases and also for more general cases. On another note, an additional advantage of our framework is that it reduces MRF optimization to a Fig. 15 . Applying DD-MRF to a submodular binary MRF using a treestructured decomposition and a submodular decomposition (see text for details).
Fig. 14. This example illustrates, on the one hand, that DD-MRF is indeed able to optimize tighter LP-relaxations and, on the other hand, that the quality of the used relaxations can have a significant effect on the quality of the obtained solutions. We show sequences of primal costs (solid lines) and dual costs (dashed lines) generated by DD-MRF and TRW-S when applied to Ising models with mixed potentials defined on a 50 Â 50 grid. In this case, the success of DD-MRF is due to the fact that it uses loopy MRFs as slaves, which leads to a relaxation that turns out to be tight for this example. On the other hand, TRW-S relies on the use of tree-structured MRFs and thus optimizes a much less tight relaxation (i.e., one that does not approximate the MAP estimation problem very well), which explains why no good solutions (i.e., with low energy) are computed. The potentials were generated using (a) ¼ 1:5 and (b) ¼ 3:5 in (42).
projected subgradient algorithm. This connection can motivate new research, while it can also prove to be of great benefit since subgradient methods form a very wellstudied topic in optimization, with a vast literature devoted to it. In fact, exploring some of the more advanced techniques for nonsmooth optimization would make a very interesting avenue of future research, and could potentially lead to even more powerful MRF optimization techniques. For instance, bundle methods or stabilized cutting plane methods would be particularly interesting candidates in this regard. This type of technique essentially relies on approximating a nonsmooth objective by a piecewise linear model. This approximate model is constructed based on a set (a "bundle") of subgradients of the objective function which is continuously refined throughout the algorithm. These techniques can thus be considered as a natural extension to subgradient methods since they do not merely rely on the subgradient computed at the current iterate, but they also take into account past information (i.e., previous subgradients) for updating their model. To conclude, a novel and very general energy minimization framework has been presented which we hope to use to further promote the use of MRFs in the future. The solid and dashed lines show, respectively, the lower bounds produced by DD-MRF and the TRW algorithms (including TRW-S) for the graph in Fig. 16a when ¼ 1;000 (see text). Note the large gap between these two bounds. In fact, the value of this gap can be made arbitrarily large by, e.g., increasing . , 1994) , and of more than 90 journal and conference papers on signal and image processing, image and video analysis, and computer vision and pattern recognition. His research interests are in the areas of multimedia signal processing, image processing and analysis, computer vision, motion analysis, and image-based augmented reality. He is a senior member of the IEEE.
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