The majority of facial recognition systems depend on the correct location of both the left and right eye centers in an effort to geometrically normalize face images. We propose a novel eye detection algorithm that efficiently locates the eye centers in five different bands of the SWIR spectrum, ranging from 1150 nm up to 1550 nm in increments of 100 nm. Our eye detection methodology utilizes a combination of algorithmic steps, including 2D normalized correlation coefficients as well as summation range filters to effectively find the eyes in the aforementioned SWIR wavelengths. We validate our method by comparing our approach with currently available eye detection algorithms including a commercial face recognition software in which one of its capabilities is the extraction of the eye locations and a state of the art academic approach. Eye detection results as well as face recognition studies show that our proposed approach outperforms all other approaches, including the state of the art (originally designed to work in the visible band), when operating in the SWIR spectrum. We also show that our approach is robust to typical image degradation factors including spatial resolution changes, image compression, and image blurring. This is an important achievement that has also practical value for biometric operators. It is impractical to manually annotate thousands to millions of eye centers, therefore, a quick and robust method for automatically determining the eye center locations is needed.
Motivation
In a typical FR system, one of the main challenges that must be overcome in order to achieve high FR identification rates is to successfully determine the face and eye locations of all face images in a database that are used for matching. Eye detection, in particular, is considered to be one of the fundamental steps in the majority of FR algorithms. With each passing year, the facial databases are enlarging to a point where millions of individuals need to be enrolled for research purposes but also to test the scalability of existing FR matching algorithms in practical scenarios. In general, commercial and academic facial recognition algorithms require that the face images of each individual be standardized (in terms of orientation, inter-ocular distance, masking etc.). Typically, feature points of subfacial regions, more specifically the locations of human eye centers, are used to rotate and translate a face to a standard representation. While this operation can be manually performed by an operator on a limited size dataset, when having to deal with larger databases (from thousands to millions of subjects), manually obtaining the eye locations of each subject and for each sample per subject available is not practical. Therefore, an accurate and robust eye detection method needs to be employed.
Reported work in the literature shows that automated and robust eye localization can have a positive impact on FR performance [7] . However, while available eye detection approaches perform well in the visible band, they perform poorly in the SWIR spectrum. This happens mainly due to the fact that these algorithms were not designed to work well in other bands than the visible. Also, the lack of publicly available SWIR face datasets is another challenge that needs to be overcome in the future. The eye locations found when using three well known eye detection methods, i.e. both commercial and academic (Viola and Jones and state of the art [8] ) on our hyper-spectral SWIR face dataset (face images are captured in multiple wavelengths within the SWIR band) do not perform well. More importantly, when face images in a dataset are geometrically normalized based on the found eye locations, the resultant image cannot be used by face recognition algorithms due to the effect that rotations and scale have on face images. This problem is illustrated in Fig. 1 . Therefore, an efficient eye localization algorithm needs to be designed, developed, and applied on both the gallery (conditioning of enrolled individuals) and probe wavelength specific SWIR datasets.
Proposed approach and evaluation process
In this paper, we propose a fast and efficient eye detection and localization algorithm that accurately determines the centers of the eyes across the SWIR band (i.e. 1150, 1250, 1350, 1450, 1550 nm). The effect of the proposed method on FR performance is compared against normalized face images generated by manually annotated eye centers. Experimental results demonstrate that our methods are better than all tested algorithms across all datasets used. One point of note is that the authors recognize that in the SWIR datasets used, the number of samples and subjects is relatively small due to the fact that there are very few publicly available SWIR databases. It is also very difficult to perform a new SWIR data collection due to university data collection policies, cost, time, etc. Because of this limitation, we only managed to use the data that were collected in one of our recent projects.
The rest of this paper is organized as followed. Section 2 describes previous work done in the field of automatic eye detection while Section 3 describes the methodology of the proposed approach. Section 4 extensively validates our algorithm while drawn conclusions and future work is described in Section 5.
Background
In the field of eye detection, there are three main methodologies:
• Feature based methods [8, 14, 19, 23, 29] : Such methods use a variety of eye characteristics to detect the eyes. To identify distinctive features of the eyes, characteristics such as the color distribution of the sclera, the flesh of the eye, and the edge and intensity of the iris are used. Although these methods are typically efficient, they are not as accurate as other eye detection methods (appearance and template based methods), especially for low contrast images.
• Appearance based methods [7, 15, 24, 25, 27 ]: In such methods, eye detection is considered the problem of classifying each scanned subwindow as one of two classes (i.e., eye and non-eye). Appearance-based methods avoid difficulties in modeling 3D (depth) structure of the human eye by focusing on possible eye appearances under various conditions. In these methods, a classifier that determines an eye vs. a non-eye location may be learned from a training set composed of eye and non eye sample images. Different classification schemes, such as the AdaBoost algorithm, can be used to train the eye detector.
• Template based methods [9, 12, 20, 22, 28] : Such methods use a generic eye model, typically based on eye shapes, to determine the location of the eye. Then, the eye model is moved across the image of a detected face, computing a correlation score. The location with the highest score is then determined to be the location of an eye.
All of these methods can be used to accurately detect the locations of the eyes in a face region. In this paper, we follow a template based matching approach and show that our method achieves a higher performance rate than previous work.
Because there is little to no research done in the field of SWIR automatic eye detection, it is difficult to compare methodologies. However, there is a multitude of work done in automatic eye detection performed in the visible (350 nm-850 nm) and near infrared (NIR-850 nm-1050 nm) spectra. With regards to the state of the art, Valenti et al. [8] use isophote properties in the eye region to accurately detect the center eye location in visible images. Assuming the face region is known or obtained from a face detection algorithm, anthropometric measures are used to determine the eye region areas of interest. Then, this estimated eye region is used to test the isophote approach. The authors report a high accuracy rate at a low normalized error (∼80% accuracy across databases at a normalized error of 5%). Asteriadis et al. [25] assign a vector to each pixel in the edge map of an eye region in a visible image pointing to the closest edge pixel. By using a training set created off line, the detection and localization of the eyes is done by matching the length and slope of the vectors with the training database. Wang et al. [7] statistically learned discriminative features (by using Fisher Discriminant Analysis) to characterize eye patterns. Probabilistic classifiers are then learned to separate eyes from non-eyes. Multiple classifiers are combined in AdaBoost to form an accurate and robust eye detector. Song et al. [35] used a robust binary edge image (BEI) and light spots to accurately determine the locations of the eyes. By using vertical projections, eye locations are determined and light spots are used for the final eye location. Shafi et al. [14] combine the work of [30, 31, 34] to create a hybrid eye detection algorithm utilizing illumination, color, and edge-density information to determine the location of the eyes. Lu et al. [17] uses rectangular as well as pixel-pattern-based texture features while Khairosfaizal et al. [10] uses circular Hough transforms.
In the infrared spectrum, Dowdall et al. [19] used the lower band of the IR illumination to find the eyes since it is darker than the rest of the face, and the upper IR band to find the eyebrows, considering that the eyebrows reflect light extremely well in this range. Zhu et al. [20] also operates in the IR spectrum, and uses Kalman filtering and the mean shift tracking algorithm to track and detect eyes in real time. Due to the appearance and disappearance of corneal reflections from the IR sensors, blob detection is used to narrow down the eye detection search space. Table 1 lists different techniques used to determine the location of the eyes. All aforementioned methods operated in either the visible or the IR spectrum, but were not designed to efficiently operate in the Short Waved Infrared Spectrum.
As indicated in the last row of Table 1 , this paper will describe a template based matching algorithm that can empirically determine where the face and eye regions are within an image. It can quickly and robustly determine the eye center using summation range filters in multiple bands of the SWIR spectrum. We study the accuracy and robustness of the proposed approach to scaling, image compression, and image blurring and compare these results with multiple available eye detection methods, including the state of the art. Furthermore, we test and show that our eye detection method yields superior face recognition rates than available methods.
Methodology
In this section, the methodology of performing automatic face/eye detection in multiple SWIR wavelengths (i.e. 1150, 1250, 1350, 1450, and 1550 nm) will be described. The authors assumed the data used were full frontal images of an upper body area with ideal lighting conditions and did not consider more challenging cases, with head pose variation and eye rotations. An overview of the proposed approach can be seen in Fig. 2 . Given a query image ( Fig. 2(a) ), the methodology consists of five main processes, i.e. preprocessing, automatic face detection, eye region localization, summation range filtering, and geometric normalization. This leads to an image that is suitable for a face recognition system. Sample images of subjects from each individual wavelength can be seen in Fig. 1. 
Preprocessing
SWIR images tend to have low contrast in the face region, especially in the upper wavelength bands (i.e. 1350, 1450, and 1550 nm).
Table 1
Different methods for eye localization in the literature.
Method
Pre-requirements Uses learning Used feature Band
Valenti [8] Face region X Isophotes Visible Asteriadis [25] Face region -Edges Visible Wang [7] Face region X FDA descriptor Visible Song [35] None -Binary edge images Visible Shafi [14] Face region -Hybrid Visible Khairosfaizal [10] Face region -Circular hough transform Visible Dowdall [19] None -Integral projections NIR Zhu [20] None X Kalman filtering NIR Previous work [9] Face region - Instead of the human skin reflecting those wavelengths back into the camera, the moisture in the skin tends to absorb higher SWIR wavelengths, causing the skin to appear very dark (even for very light skinned subjects). In order to compensate for this, photometric normalization techniques are used to increase the contrast. However, different photometric techniques bring out unique features that are beneficial for face/eye detection in different wavelengths. For each wavelength, a specific photometric normalization is used ( Fig. 2(b) ). For a detailed description and justification on which photometric normalization is used on each individual wavelength, refer to Section 4.3. Because the proposed technique is a template based method, average templates are needed. Therefore, for each wavelength, seven subjects are randomly selected. The faces are geometrically normalized, cropped, and averaged together to create an average face template (Fig. 2(c.1) ). Then, the eye regions from this template are cropped and used as average eye templates (Fig. 2(c.2) ). These average templates are then saved and used on all images in the database.
Automatic face detection
Because of the unique qualities that SWIR images have, typical face detection algorithms perform poorly and could not be used. Therefore, a template based face detection algorithm was developed to spatially locate the face. For each pixel in the query image, the 2D normalized cross correlation is computed between the region of that pixel and the average face template. Mathematically, the 2D normalized cross correlation can be described as:
where f is the image,t is the mean of the template, andf u,v is the mean of f(x, y) in the region under the template. The convolution of the image and average template then yields a correlation map. Fig. 3 shows the correlation map in correspondence with the query image.
The highest location within the correlation map (i.e. the peak) is the location of the face. However, different average templates yield different results. Because of this, multiple average templates (in our case 5) are created and used to increase the chance of finding the correct location. Mathematically, the final location of the face can be described as:
where δ x (u, v) is the location of the highest correlation coefficient obtained from average template x (in our case x = 1, . . . , 5).δ(u, v) then corresponds to the upper left hand point of the face region and the face can be cropped to the size of the average templates ( Fig. 2(d) ). This approach helps narrow down the search space when locating the eye regions.
Please 
Eye region localization
Since the location of the face is now known, the location of the eye regions can be easily determined. In order to further reduce the search space, the face is split into four equal regions (i.e. top left, top right, bottom left and bottom right). Assuming that the face region is found correctly through the method described above, the right and left eye should be located in the top right and top left regions respectively. Therefore, to obtain the left and right eye regions, the average eye templates are convolved with their respective quadrants using Equation (1). As stated above, different average eye templates yield different results. Therefore, the process is repeated multiple times (in our case 5) using unique templates to increase the chance of obtaining the correct region ( Fig. 2(e) ). Justification for this practice is described in Section 4.4. Then, Equation (2) can be used to find the final location of the eye regions. Note that no assumptions as to where the eye regions are is made and if the face detection fails, the eyes will not be in the proper region and the effect is shown in the overall results (see Section 4.1).
Summation range filter
Although the region of the eye can be easily found, the center of the eye cannot always be said to be the center of the found region. Therefore, an accurate way of determining the correct center of the eye must be employed. During the data collection process, subjects were asked to face and look directly at the camera as the samples were taken. Because an illumination source was used for an ideal capturing scenario, corneal reflections were assumed to be present and located in the center of the subjects eyes. Taking advantage of this, summation range filters can be used to more accurately determine the center of the eye by determining the location of those corneal reflections. The summation range map (S(x, y)) can mathematically be described as:
− argmin(I(x − 1 : x + 1, y − 1 : y + 1)) (4) where I(x, y) is the original cropped eye region. Then, the eye final eye center is said to be:
P(x, y) = argmax(S(x, y)) (5) This process is done for both the right and left eye regions to determine the final locations for the right and left eye respectively ( Fig. 2(f) ). Fig. 4 shows a sample found right and left eye region and its corresponding range filter while Fig. 5 illustrates S(x, y) in both the 1150 nm and 1550 nm. Notice that the peaks in Fig. 5 are not directly located in the middle of the found regions.
Geometric normalization
In order to assist facial recognition systems, the left and right eye locations are used to geometrically normalize the image. By setting a standard interocular distance, the eye locations can be centered and aligned onto a single horizontal plane and resized to fit said distance. This ensures that if the eyes are found correctly, the left and right eyes are guaranteed to be in the same position every time, an assumption that is crucial to facial recognition algorithms. Therefore, all face images were geometrically normalized based on the found locations to have an interocular distance of 60 px with a resolution of 130 × 130 px (Fig. 2(g) ). The geometrically normalized images can then be used in a facial recognition system (Fig. 2(h) ).
Evaluation
In this section, our method is tested on multiple bands of the SWIR spectrum. Additionally, our method is tested against well-known eye detection algorithms as well as for robustness to change in scale, compression, and blur. Finally, face recognition tests based on the found eye locations are performed. Because there are no publicly available datasets collected in the SWIR band, a database of images was captured using a Goodrich SU640 camera. The SU640 is an Indium Gallium Arsenide (InGaAs) video camera featuring highsensitivity and wide dynamic range. The model used has a 640 × 512 FPA with 25 m pixel pitch, and >99% pixel operability. The spectral sensitivity of the SU640 ranges uniformly from 700 to 1700 nm wavelength. The response falls rapidly before 700 nm and after 1700 nm. In order to capture a wide spectrum of wavelengths, band pass filters with a 50 nm range centered at 1150, 1250, 1350, 1450, and 1550 nm respectively were used to collect individual wavelengths. For the database used, 135 subjects were collected with 10 samples per subject per wavelength, resulting in 6750 images. Each subject was asked to look forward with no variability in pose, such as in mugshots, and was captured under ideal lighting conditions for each wavelength. All pupils were assumed to be in the middle of the eye, allowing for the pupil points to be used as geometric normalization points. More challenging datasets were not considered in this work, however, have been studied previously [12] . After collection, both the left and right eye were then manually marked for their ground truth locations to use later for evaluation purposes. All experiments were performed on a 64-bit Windows 7 machine with 12 GB of RAM running Intel Core i7 CPU @ 3.2 GHz using MATLAB R2012b.
In all experiments, the normalized error is used. This error, indicating the error obtained by the worse eye estimation, is used as the accuracy measure for the found eye locations. Proposed by Jesorsky et al. [11] , the normalized error is described as:
where d left and d right is the Euclidean distance between the found left and right eye centers with the manually annotated ground truth and w is the Euclidean distance between the eyes in the ground truth. In the normalized error, e ≤ 0.25 (or 25% of the interocular distance) roughly corresponds to the width of the eye (i.e. corner to corner), e ≤ 0.10 roughly corresponds to the diameter of the iris, and e ≤ 0.05 roughly corresponds to the diameter of the pupil. As a note, the authors were only able to optimize the algorithms used to compare the proposed method to the best of their abilities with the data available. It is not the focus of this paper to fully optimize all existing techniques but only to use the available algorithms as comparison tools.
Effect of summation range filter
To show the effectiveness of adopting the summation range filter after eye region localization, our algorithm was performed with 6 . Results of running our proposed algorithm with (red) and without (blue) the summation range filter. When the summation range filter is not used (blue), the center of the found eye region is used. At e = 0.05, the summation range filter increases the accuracy of our original approach by 25.3%, 28.5% and 16.4% for the 1150, 1350, and 1550 nm bands respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) and without the use of the summation range filter for three different wavelengths of the SWIR band. When the summation range filter was not used, the center of the localized eye region was used as the final location. The results of this experiment can be seen in Fig. 6 . It can be seen that the use of the summation range filter significantly increases the accuracy of the proposed algorithm across all three bands. At e = 0.05, the summation range filter increases the accuracy of our original approach by 25.3%, 28.5% and 16.4% for the 1150, 1350, and 1550 nm bands respectively.
Photometric normalization
Because each individual wavelength has different contrast and illumination properties, a study on multiple photometric normalization techniques was performed. In this study, seven scenarios were considered and tested against each other to determine the photometric normalization that has the highest eye detection performance overall. The following photometric normalization techniques were used:
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where M and N are the number of pixels and gray level bins in each sub-region, respectively, and h is the histogram of each sub-region. In order to increase the contrast while decreasing the amount of noise, CLAHE redistributes each histogram so that the height of each bin falls below a predetermined threshold (0.1 in reported experiments). Specifically, gray level counts above the threshold are uniformly distributed among the gray levels below it. Finally, the patches are subsequently combined using bilinear interpolation.
• Log based single scale retinex (LBSSR): This photometric technique [33] decomposes the image into two components, i.e. illumination L(x, y) (the amount of light falling on the targeted object) and reflectance R(x, y) (the amount of light reflecting off the targeted object). The illumination component is estimated as a low-pass version of the original image, while the reflectance component is obtained by dividing the original image from the illumination image. Mathematically, this can be described as:
where G σ is a Gaussian of scale σ and * denotes the convolution between the image and the kernel. Finally, the reflectance image is estimated as:
• CLAHE LBSSR: A common problem with LBSSR is that images tend to become over saturated or "washed out". This can have negative effects on eye detection algorithms. Furthermore, "halo" artifacts may be introduced depending on the scene and scale value chosen for the Gaussian smoothing function. Certain modifications to the LBSSR have been introduced, such as the multi-scale retinex approach [18] , but at the cost of increased processing speed. Therefore, in this work, we applied the CLAHE approach listed above to the LBSSR image to help compensate for the aforementioned approaches and to increase the contrast of the image.
• Tangent based single scale retinex (TBSSR): By using different non-linear transformations on the LBSSR [33] , different image representations can be obtained. Therefore, the log in Equation (10) is replaced with an arc-tangent transformation, resulting in the following:
• CLAHE TBSSR: Just as LBSSR, the TBSSR can cause over saturation and haloing effects. Therefore, the CLAHE approach was also applied to the TBSSR image to correct the contrast issues mentioned.
• Tan and Triggs (TT): This photometric normalization, proposed by
Tan and Triggs [21] , incorporates a series of algorithmic steps that allow for the reduction of illumination variations, local shadowing and highlights, while still preserving the essential elements of visual appearance. These steps include gamma correction (raising each pixel value to a certain value, in this case 2), difference of Gaussian filtering (subtraction of an original image from a blurred version of the same image), and contrast equalization (suppressing larger intensities while maintaining lower intensities).
Sample images for each photometric normalization can be seen in Fig. 8 . To evaluate the performance, the entire system (including face and eye detection) was tested on all photometric normalizations as well as the original image. Average face and eye templates were created for each specific photometric normalization and used to determine the location of the eye. Table 2 shows the results of the study using the proposed algorithm (including the summation range filter) while Fig. 7 has example success and failure cases. It can be seen that the LBSSR has the best normalized error for 1150, 1250, and 1350 while CLAHE LBSSR and TBSSR performs best for 1450 and 1550, respectively. All further experiments on each database are conducted on the respective photometric normalizations that resulted in the highest normalized error. 
Table 2
Normalized errors (maximum error for both left and right eye) using the proposed method (including summation range filter) across six different photometric normalizations to determine the highest overall accuracy per wavelength. 5% normalized error is approximately within the diameter of the pupil, 10% diameter of the iris, and 25% the diameter of the eye. The bold results represent the highest 5% normalized error and were used for further experimentation. 
Effects of variable average templates
In order to justify the use of multiple templates while performing the proposed eye detection, a study was conducted to show the effects different templates have on accurately detecting eyes. Here, five average templates were created from different groups of seven subjects chosen at random, creating unique templates for each eye, as shown in Fig. 9 . Assuming the face is known, the proposed method (taking the best match from all five templates) is compared to the performance of each individual template as well as the average of all five templates on both the 1150 and 1550 database. The normalized error for all five individual methods as well as the proposed method can be seen in Fig. 10 . Notice that each average template has varying accuracies, especially when e ≥ 0.10. Also notice that the proposed method, which uses the best match from all five templates, achieves much higher accuracy then any one individual template and the average of all five templates.
Comparison with state of the art
Because there is little to no work done in SWIR eye detection, it is hard to compare the obtained results with the state of the art. In order to do this, algorithms that are commercially or academically available for testing must be used. Therefore, three different methods have been tested for comparison. First, the Cascaded Adaboost eye detection classifier proposed by Viola and Jones [27] Fig. 11 . Our proposed method (red) compared to multiple available eye detection algorithms, including a commercial software (green), Viola and Jones (blue), and the state of the art (black) for 1150 nm, 1350 nm, and 1550 nm assuming the faces are known. The top row shows results up to 25% of the interocular distance while the bottom row shows up to 10% of the interocular distance. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) through the Computer Vision System Toolbox in MATLAB R2012b. 1 This method uses weak classifiers and Haar features to encode details and uses a decision stump to determine the eye region. If an eye was detected, the final location used for accuracy was deemed to be the middle of the detected region. If no eye was detected, the location was set to [0,0]. Secondly, the state of the art eye detection algorithm, proposed by Valenti et al. [8] and published in PAMI in 1 http://www.mathworks.com/help/vision/ref/vision.cascadeobjectdetectorclass.html 2012, was obtained through the authors website 2 and tested using all optimized parameters listed in the publication. Finally, a commercial algorithm, namely G8 3 is used. G8 is a black box algorithm that takes as input a raw image and outputs both left and right eye locations. The normalized errors (assuming the face was known) for 1150 nm, 1350 nm, and 1550 nm can be seen in Fig. 11 . Also, in order to show the effectiveness of the face detection step, each of the compared algorithms and the proposed algorithm are performed using manual face annotations and automatic face annotations (except in the case of G8 where manual face annotation was not an option). The results across all wavelengths for e = 0.15 can be seen in Table 3 . In order to evaluate the accuracy of our face detection step, the middle pixel of the found face is compared to the middle pixel of the manually annotated face. If the found face was e ≤ 0.25, then it was deemed to be a found face. The accuracy of our face detection step can be seen in the top row of Table 3 .
ARTICLE IN PRESS
Results for the face detection experiments show that in 1150, 1250, and 1350, where face detection has a high success rate, eye localization accuracy does not significantly decrease. In some cases (e.g. 1150 and 1250), accuracy improves if only very slightly in the proposed approach. However, when the face detection accuracy is low, as in 1450 and 1550, eye localization accuracy is effected more greatly, dropping the accuracy by a significant amount (i.e. more than 12% for the proposed algorithm).
Notice that only in 1150 nm does any of the algorithms outperform the proposed method, however, only at an error of e ≥ 0.10. In order to have a fair comparison between our algorithm and the Viola and Jones algorithm, retraining the classifier with SWIR images was necessary. Therefore, OpenCV's Cascaded Adaboost training algorithm, using default Haar feature parameters, was used to build new classifiers using strictly 1550 nm SWIR images. 1425 positive training samples (for both right and left eyes) and 13,590 negative samples, including 2990 "hard" negative samples, were used for the training process. "Hard" negative samples include eye images that have extreme tilt from +45 • to −45 • in increments of 5 • . To further increase the fairness of the comparison, the tested faces were broken into four quadrants and the left eye classifier was only applied to the top left quadrant while the right eye classifier was applied to the top right quadrant, as is done in the proposed methodology. If multiple eye candidates were found, the one candidate that was closest to the ground truth was kept as the final eye location. It can be seen that even after retraining the classifiers, the proposed method still outperforms the Viola and Jones in all wavelengths. The authors recognize that to obtain a better understanding of how the Viola and Jones algorithm performs in lower wavelengths, specific classifiers should be made for the comparison, however, lack of data and time restraints made producing these results challenging.
The performance of the state of the art eye detection algorithm obtained from the authors website performs extremely poorly in comparison to the proposed method. With e ≤ 0.25, the performance rate for 1150 nm, 1350 nm, and 1550 nm is 6.37%, 9.04% and 14.74% respectively when given the face region only. After empirically testing the state of the art software, higher accuracies were achieved when limiting the search space to only the eye regions, however these results were not reported due to the authors publication and software in which it was stated that only the face region is necessary. In conclusion, using the proposed method, when the normalized error to e ≤ 0.09 (or less then the estimated width of the iris), our algorithm outperforms all tested algorithms by more than 0.67%, 22.44%, and 73.63% for 1150 nm, 1350 nm, and 1550 nm respectively.
Robustness of approach
In order to test the robustness of our approach, three studies were conducted, i.e. robustness to scale, robustness to image compression, and robustness to image blurring. Each experiment was conducted on all images from 1150 nm and 1550 nm databases assuming the face is known.
• Scale: In order to study the effect of changing the scale (i.e. spatial resolution), the test images and average templates were down sampled from 100% (130 × 130 px) to 10% (13 × 13 px) in 10% increments. The results from this experiment can be seen in Fig. 12 .
Note that in 1150 nm, downscaling from 100% to 80% does not significantly affect the results, while in 1550 nm, the images can be down sampled to more than 60% without a significant change.
• JPEG compression: Due to the high number of pixels many cameras have available today, storage size of a single image can be an issue. In order to decrease the amount of storage needed to save an image, compression can be used. However, different levels of compression can cause different artifacts in the images. Therefore, a study on the effect that image compression has on our approach was studied. Here, JPEG compression was applied to all images ranging from 100% (11.3 KB) to 10% (5.22 KB) in 10% intervals. Example images with 100%, 50% and 10% JPEG compression can be seen in Fig. 13 while the results for the study can be seen in Fig. 14. Note that JPEG compression of up to 50% does not significantly affect the results in 1150 nm while in 1550 nm compression of up to 20% has minimal effect.
• Blur: Because images can easily be taken when the capturing lens is out of focus, a study on image blurring was considered. In order to simulate a camera being out of focus, Gaussian blur was added to all images with a window size of 7 and σ ranging from 0.5 to 1.5 in 0.1 increments. Sample images with Gaussian blur can be seen in Fig. 15 while the results of the study can be seen in Fig. 16 . Note that as σ increases, the accuracy has a vertical shift downward in both 1150 nm and 1550 nm. This can be explained by the fact that as σ increases, the blurring effect increases, which in turn decreases the range within the eye region. This causes higher errors when determining the center of the eye.
Face recognition study
The main purpose of automatic eye detection is to assist in an FR's systems ability to geometrically normalize the face. If the locations of the eyes are found incorrectly, geometric normalization will not be performed correctly (i.e. lining up the eyes in the same location for all subjects) and consequently facial recognition performance will suffer. This is why correct and accurate eye locations are needed. In order to test the accuracy of the proposed method, three different face recognition algorithms were used, i.e. local binary patterns (LBP), linear discriminant analysis (LDA) and principal component analysis (PCA). In these experiments, 1 sample from every subject (gallery image) was geometrically normalized using the manually annotated positions. This guaranteed that gallery had one geometrically correct aligned face image. Then, this image was matched to 1 sample from each subject (probe image) that was geometrically normalized using the found eye locations from each respective method (i.e. manual annotation, proposed method, commercial, state of the art, and Viola and Jones). For both the LDA and PCA algorithms, 30 subjects with three samples per subject were chosen at random from the manually annotated geometrically aligned face images to perform training. Then the remaining 105 subjects were used for testing in LDA, PCA, and LBP. In order to obtain a fair comparison, the subjects used for training the LDA and PCA were left out during the testing phase of LBP, even though LBP requires no training. The receiver operating characteristic (ROC) curve and the cumulative match characteristic (CMC) curve are used to describe the performance of the methods. Fig. 17 shows the performance of each method using the LDA, PCA, and LBP algorithms in the 1550 nm databases (the most challenging database). Note that in all cases (LDA, PCA, and LBP), the proposed method produces better ROC curves and higher Rank-1 identification rates over all the other tested eye detection algorithms, except for the LBP algorithm where the proposed method has almost identical rates to the Viola and Jones method. Please also note that while all SWIR bands are useful for FR, the more suitable band is at 1550 nm due to the fact that it is safest for the eyes. We have conducted a lot of experiments in the past on FR in the SWIR band. More details can be found at [2, 5] .
Conclusions
In this paper, we have proposed a novel unified eye detection method that can operate in multiple bands (i.e. 1150 nm to 1550 nm) using normalized correlation coefficients and summation range filters. After determining the location of the face, the eye regions are empirically found and summation range filters are used to accurately determine the center of the eye. The use of these simple filters yields low computational time (for 1350 images, μ = 75.7ms/image and std = 7.1ms/image using MATLAB R2012b) while allowing for robustness to multiple forms of image degradations, all while still achieving high face recognition rates.
An extensive evaluation of the proposed method was performed, testing it for accurate eye locations across multiple SWIR bands and for robustness to scale, image compression, and image blurring. The comparison with the commercial and academic algorithms and the state of the art suggests that under the general assumptions (i.e. the location of the face is known), our eye detection is able to achieve higher accuracy and can be successfully applied to multiple SWIR bands. With e ≤ 0.9, our method outperforms every other method. Also, using the locations found through our method obtained higher face recognition results than almost all other methods across the spectra when geometrically normalizing the face. Given the reported accuracy of the overall system, we believe that the proposed method provides a reliable way to not only localize the face region in SWIR images, but to accurately determine the correct location of the eyes.
As with any system, our approach has drawbacks that can cause failed eye localization. If a person is wearing eye glasses with a large reflection from the illuminating source, this can cause an uncharacteristically high value within the summation range filter, causing the system to believe the eye location is somewhere on the rim of the glasses. In our experiments, however, only 1 subject (or 10 samples per wavelength) was wearing eye glasses. Another drawback of our system is dealing with uncooperative subjects who heavily squint or have their eyes totally closed. This causes very low range amounts in the range map. Consequently, our approach has a tendency to believe that the eye corners or the eye brows is the correct location. In our system, this subsample equates to ∼4% of the database.
We have many plans for future work. First, collecting more data in order to build a larger, more diverse database would allow for further validation of our approach. Secondly, collecting data and performing automatic eye detection and face recognition on long range SWIR images (up to 1 km away) at night would show the operational potential that this approach has. Finally, because of the challenges that higher wavelengths have (i.e. no iris/pupil data, low contrast, different face features, etc.), altering the approach to work in both MWIR and LWIR face images will be studied to show that this approach works not only in SWIR but across multiple spectra.
