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A bstract : A Monte-Carlo simulatioi^algorithm has been developed to predict the response 
of semiconductor detectors to X- and y-rays. The algorithm has been successfully applied to 
simulate the performance of a-Hgl2 detectors. The simulated results match very well with the 
reported experimental results.
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1. Introduction
Often X-ray and y-rny spectroscopy require detectors with high efficiency as well as high 
energy resolution. Silicon and germanium are the first materials used as X-ray and y-ray 
detectors. Although these materials show excellent energy resolution, their low efficiencies 
and the need of refrigeration often make their application difficult. The search for suitable 
room-temperature operable X- and y-ray semiconductor detectors has led to the development 
of detectors of three high-Z semiconducting materials [1], namely, gallium arsenide (GaAs), 
cadmium telluride (CdTe) and red mercuric iodide (ot-Hgl2)* Among these, however, red 
mercuric iodide has been found to be the most suitable.
It is known that thin detectors show good energy resolution, but suffer from poor 
efficiency. On the other hand, thick detectors have high efficiency but they show very poor 
resolution. So according to the demand of application, the optimization of the detector 
geometry, especially for high-Z semiconductor detectors, is very much required.
Although the physical effects occurring within the semiconductor detectors are 
separately well understood, it is not always clear exaedy how the effects combine together to
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produce complicated pulse height spectra in the laboratory. A useful tool to study this is a 
computerized simulation of the detector Reliable simulation algorithms also can be used to 
optimize detector geometry and configuration, significantly reducing the experimental efforts 
usually associated with detector development.
In this paper, Avc present a Monte Carlo simulation algorithm to predict the response of 
semiconductor detectors. The algorithm has been successfully applied to a-Hgl2 
semiconductor detectors.
2. Computational model
The problem of determining the response of a semiconductor radiation detector to X- and 
y-rays can be divided into two parts : (a) transport of radiation through the detector medium 
apd (b) creation and collection of the charge-carriers and subsequent pulse processing. Monte 
Carlo method, used in the present simulation of sj)cctral response of semiconductor detceVors, 
employs a two dimensional model for the transport of radiation through the medium and atone 
dimensional model for the collection of charge-carriers under a uniform electric field. \
(a) Transport of radiation through the detector medium :
Radiation (X- ory-ray) cmitlcd lrom a source enters the detector, diffuses through it and is 
either absort)cd in the medium or escapes from it through one of the bounding surfaces of the 
detector. Secondary radiations created directly or indirectly by the source radiations, in tjie 
process Of interactions within the detector medium, also contribute to the transport problem.
In the present calculation, the source is considered to be an isotropic point source of 
zero thickness located on the axis of a cylindrical shaped detector. A coordinate system is set 
so that the detector axis lies along the z-axis and the origin lies on the front face of the detector
DCTECTORI
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Figure 1. The source-detector geometry,
(Figun: 1). The direction cosines (y) of incident photons with respect to the z-axis are selected 
randomly from the following probability distribution [2]:
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where % is the rriinimum value of the direction cosine. So the direction cosine of the i-th 
incidenting photon is given by :
Yi = (>-yo) + Yo’ > =  I. 2. 3.. .N (2)
where N denotes the total number of source photons and R,'s are the random numbers 
between 0 and 1. There is no need to obtain the azimuthal angle for the source photons 
because of the assumed azimuthal symmetry. In all cases it is sufficient to allow the i-ih 
source photon to intercept the detector along the X*axis at the position :
-1/
Jt, ( l - y ,  ) ; y, = 0 and z, = 0
where D is the source-detector separation distance.
The free paths of the photons in the detector medium are selected randomly as ;
X, = -\/M \nR,
(3)
(4)
where ju is the total attenuation coefficient of the detector material. If this selected distance 
carries a photon out of the detector medium, it is considered to be lost.
In the present calculation, photon energies below 1 MeV are considered. So, for 
calculating the interaction cross sections and the attenuation coefficients, only photoelectric 
effect and Compton scattering are taken into account. The mode of interaction is selected 
according to the flowchart given in Figure 2. In the case of detectors ftiadc up of compound 
semiconductors, the interacting atom is selected in the same fashion.
OE = COMPTON CROSS SECTION 
Op =  PHOTOELECTRIC CROSS SECTION
Figure 2, Flowchart showing the procedure for selecting the mode of interaction.
For photoelectric effect, K, Lj, Ln» Lm and an average value of M shell binding 
energies are considered. Flight angles (6) of the photoelectrons with respect to the z-axis are 
randomly selected from the following probability distribution [3]:
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sin  ^94 (1-/Jcos0) = v/c. (5)Secondary X-ray emissions from K  and L  shells are taken into account according to the Huorcscencc yields [4]:ojj = { \ + a j Z ~ ^ y '  j  =  K . L . a ^  =  1.12x10* anda^ = 6 .4xlo"' (6 )
Auger electrons with emission probability (l -  J  are considered to be absorbed in the 
medium.The application of rejection sampling technique' [5J to the Compton scattering cross section allows us to calculate the scattered photon energy and the angle of scattering, ^he differential cross section is given by Klein-Nishina fonnula :
da,
dy.
^  = 2;rr,; 1 —
a
a  (X 2— + ------1 + y,
Of a
where <7,. = the Compton cross .section, 
y = the cosine of the angle of scattering, 
r() = the classical electron radius,
Of = the energy of the incident photon and 
a '  = the energy of the Compton photon.The paths ot the photoelectrons, Compton electrons and Auger electrons in the medium arc considered to be straight lines. The energy deposited by the electrons along their paths in the detector medium is determined by calculating the slopping power of the material according to the relationship 161 :
= 0.153 - 2 ^  
d x
E(E + m c^f
In - i -----^ ----- + FiP)
«  , 2  22 /  m e
MeV/cm,
F ( p )  =  \ -  p^ -  l n 2 f 2 ^ | ] - P ^  -  I + /?'] (8)where £ = the electron kinetic energy in keV, p = the density of the material,
Z  = the atomic number,
A -  the mass number and / = the ionization potential of the material.
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In the present computational modeK a single photon is considered at a time. The 
original photon as well as the secondary photons, produced by the original photon through 
photoelectric and Compton interactions are traced individually throughout in the detector 
medium. The extent of cascade is restricted, however, by terminating the branches whenever 
photon escapes from the detector or photon energy is degraded below the average M shell 
binding energy.
(b) Charge carrier transport:
For this, the detector is assumed to be a stack of thousand parallel slabs which are 
peixiendicular to the detector axis. Energy deposited by the energetic electrons in each slab is 
calculated according to eq. (8). The number of electron-hole pairs generated in each slab is 
determined using the relation :
N  = AE/w (9)
where N = the average number of charge carrier pairs generated,
AE  =: the energy deposited in the particular slab and 
w = the charge carrier pair creatfon energy.
N is subjected to a gaussian fluctuation with mean N and variance NF, where F is the Fano 
factor. The induced charge on the electrode due to the charge carriers in a particular stab is 
given by [7]:
Q = N e /d Y d -x )  + L^(\ -  ; L* = (10)
where N = the number of charge carrier pairs generated,
e ^  the electronic charge, 
d  = the detector thickness,
X * the distance of the slab from the cathode.
Lit « the hole^trapping length,
Pit a  the hole mobility,
Th s  the hole life-time and 
E s  the applied electric field.
Once the total charge induced on the electrode for a single source photon is calculated, 
the final charge pulse is shaped by a simulated electronic circuit with differentiation and 
integration tim^ constants of 4 ps. The two time constants are taken to be equal to maximize 
the signal to noise ratio. To meet the practical situation, an additional noise is added 
intentionally to each shaped pulse. This is done by subjecting the pdlse to a gaussian 
fluctuation with a variance A E /2355  {8], where AE is the electronic noise. Finally, the pulse
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output is analyzed with the help of a simulated multichannel analyzer. According to the height 
of the pulse, the count in one of the channels is increased by one. Thus all the generated pulses 
are analyzed and then the counts per channel versus channel numbers are strored in a suitable 
array. This array is the final output of the whole calculation. A simple histogram plot of this 
array represents the energy spectrum of the source photons.
3 . Com puter program
Flowchart of the program is shown in Figure 3. The present program is written in standard 
pa.scal programming language and consists of 589 lines. It was run on a Apollo Super 
Domain 10000 computer. Average CPU time required for running the program depends on
CstarT)
r 5ELEC1 ENER6Y AND 
IPmECnON i-TH PHOTON
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SELECT p h o t o e l ec t r o n  
FLIGHT ANCLE ANO 
ENERGY
— r~ ~ "
bTORE DATA FOR FLUO­
R E S C E N C E  X-RAYS
SELECT COMPTON 
ELECTRON a n g l e  
AND ENERGY
— \— :
STORE DATA FOR 
COMPTON PHOTONS
I
COMPUTE ENERGY DEPOSITED 
IN EACH SLAB 
1
l_i?
COMPUTE TOTAL CHARGE ] 
INDUCED ON ELECTROD E____]
ARE ALL
-------- t^;^ECONDARY PHOTOI
N CONSIDERED ^?
r  CALCULATE  
! PULSE HEIGHT
DETERMINE 
CHANNEL NUMBER
Figure 3. Flowchart of the simulation program.
the number of source photons and their energies. For Am source (which has five photon 
energies) with 10^  photons, the program takes about S minutes of CPU time. Table 1 lists the 
input parameters to the program.
A Monte Ccrlo sitmdation of semiconductor detectors
4 . Results and discussion
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The simulations in this study are carried out for detector geometries commonly used in the 
laboratory. We present here the results obtained for a-Hgl2 detectors only.
Table 1. List of input panuneters to the program.
Detector Name of the detector. The following parameters
for a-H gl2 detectors are set by the prognun iuelf 
when the detector name is input:
Z l, Z2 (atomic numbers)
RHOl, RH02 (atomic den.sities)
A_WEIGHT1, A_WEIGHT2 (atomic weights) 
E„BKl. E^BK2 (K-shell B.Fs in keV) 
E_BUi,E_BLIii,E_BLIiii 
(L-shell B.E's for Hg m keV)
E_BL2i, E _BL2ii, E_BL2iii 
(L-shell B.E’s for I in keV)
E_BMI* E_BM2 (average M<shell B.E's) 
E.MOB (electron mobility)
H_MOB (hole mobility)
E_TR^TIME (electron trapping time) 
H_TR_TIME (hole trapping lime)
EHPE (carrier pair creation energy)
Detector thickness 
Detector radius 
Source-detector distance
= 80. 53
= 8.5 X 10^*, 1.69 X 10^ 
= 203, 127 
= 83 I, 33 17 
= 14.86, 14.2, 12 3
= 5.2,4.85,4.56
= 2.87 keV. 862 cV 
= lOOcm^/V-scc 
= 4cm^/V-sec 
X 4ps 
= 0.75 ps 
= 4.15 eV
DET_THICK
DET_RAD
SO.DET.DIST
PHOTON
PHO_NO
BIAS
WIN
NOISE
photon energies (Maximum 20 energie.s are 
allowed)
Number of photons emitting from the source 
with a pofticulor e n e i^  (Maximum 214, 74. 82, 
752 photons aie allowed)
Detector bias voltage
Channel window width
Electronic noise which is to be incorporated 
along with the signal
Figure 4 shows the detection efficiencies (defined as the ratio of number of the 
interacting photons to the number of incident photons) at different photon energies for 
detectors having radius 0.25 cm and thicknesses 0.010, 0.025, 0.050 and 0.100 cm. Figure 
5 shows the full energy peak efficiencies (defined a  ^ the ratio of the number of photons
depositittg their energy fully in the detector medium to the number of incident photons) at 
different energies for the same detector thickness. Both these efficiencies increase with the 
increase of detector thickness.
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Figure 4. The detection efficiency versus eneiigy curves for a-H g l2 detectors of different 
thicknesses.
Figure 6 shows the spectral response for a-Hgl2 detectors of thicknesses 0.010«
0.025, 0.075 and 0.100 cm when source is used. For the sake of comparison,
experimental data obtained from ref. [9] for a 500 pm thick a-Hgl2 detector is superposed on 
Figure 6(c). Gearly, the simulated spectra very closely match with the experimental spectrum 
except at lower energies. There seems to be two possible reasons for this difference : the 
omission of charge-carrier (Strapping effect and the effect of scattering of y-rays from the 
nearby objects (backscatter). The backscattered photons would enhance the low energy region 
of the pulse height spectrum.
The existence of a peak at 31 keV in the simulated spectra and in the expmmental 
spectrum clearly shows the effect of fluorescence X-ray escape. It is very interesting to note 
that, as the detector thickness increases, the 59 54 keV photopeak fa e i^  increases and the 31 
keV fluorescence X-ray e s c ^  peak height decreases. This is so because the fiiU en e i^  peak
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efficiency tncnases wifii the detector thickness, which is also clearly seen in Figure 5. 
The tail in die S9.S4 keV photopeak for thicker detectors shows the effect of hole trapping. 
Whereas, for thin detectors this effect is more or less totally absent. This is because of the fact
Figure 5. The full energy peak efficiency v trsu s  energy curves for a-H gl2 deteclots of different 
thicknesses.
that the hole trapping length in a^Hgl2 single crystals, is about 0.1 cm which is comparable to 
the thickness of the thick detectors. So as the thickness increases, hole collection becomes 
increasingly worse and there is a degradation in the resolution of 59.54 keV peak.
Figure 7 shows the sinuilaled spectrum of '^ '^ Cs source (662 keV) with a detector of 
1 mm The 662 keV peak and the Compton edge is clearly seen in the spectrum.
The height of the photc^ak is very low because of the low efficiency of the detector at this 
high energy.
5 . C oaclusion
From the present study we realize that the computer simulations of X- and y-ray 
detectors are usefiil Car a number of reasons. Some of these are:
— fiffects o f various parameters on the overall perfonnance o f different
semicanductor detectors are better understood.
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— Opiiiniil dcteclor geometries can be deieimincd quickly by simulation.
— Djfficuli or impractical-io-build detectors can he studied without actual
construction.
I'urihcr, wc wish U) investigate the possibility of Monte-Carlo method in including 
various other physical effects which arc at present neglected. These etlecLs are polarization,
Figure 6. Simulated spectra of Am source using a-Hglo detectoi of thicknesses (a) 0 OlOem 
(h) 0,025 cm (c) 0 075 cm and (d) O.tfX) cm Experimental data obtained from Ref. [9] for a 500 
pm thick detector is superposed on (c) by dots
noiumiform trapping of charge-carriers, charge detrapping etc. We also wish to extent this 
study for energies above 1 MeV
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