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Abstract. We study the long time behavior of the Wasserstein gradient flow for an energy
functional consisting of two components: particles are attracted to a fixed profile ω by means
of an interaction kernel ψa(z) = |z|qa , and they repel each other by means of another kernel
ψr(z) = |z|qr . We focus on the case of one space dimension and assume that 1 ≤ qr ≤
qa ≤ 2. Our main result is that the flow converges to an equilibrium if either qr < qa or
1 ≤ qr = qa ≤ 4/3, and if the solution has the same (conserved) mass as the reference state
ω. In the cases qr = 1 and qr = 2, we are able to discuss the behavior for different masses
as well, and we explicitly identify the equilibrium state, which is independent of the initial
condition. Our proofs heavily use the inverse distribution function of the solution.
1. Introduction
1.1. Setup and results. We study existence, uniqueness and long-time behavior of non-
negative weak solutions µ = µ(t) of the PDE
(1.1) ∂tµ = ∇ · [(∇ψa ∗ ω −∇ψr ∗ µ)µ] , µ(0) = µ0,
in one space dimension. The functions ψa, ψr : R→ R, which are given by
ψa(x) = |x|qa , ψr(x) = |x|qr , with parameters qa, qr ∈ [1, 2],(1.2)
represent the attraction and repulsion kernels, respectively, and ω ∈ L∞(R) is a prescribed
reference profile of compact support. Formally, equation (1.1) is the gradient flow of the
energy functional
(1.3) E [µ] = −1
2
∫
Rd
∫
Rd
ψr(x− y) dµ(x) dµ(y) +
∫
Rd
∫
Rd
ψa(x− y) dω(x) dµ(y)
with respect to the L2-Wasserstein metric, for d = 1. A specific motivation to study E and
its flow (1.1) is given further below. Although the flow could be considered in the general
framework of measure solutions µ, we limit our analysis to absolutely continuous measures
µ with bounded density of compact support. Further, since (1.1) is mass-preserving and
invariant under simultaneous multiplication of µ and ω by a positive constant, we may assume
without loss of generality that µ(t) is a probability measure. By abuse of notation, we shall
frequently identify µ with its density function.
The heuristics behind the long-time behavior of µ(t) is the following. In the attraction
dominated case qr < qa, the attracting force ∇ψa ∗ ω generated by the reference profile is
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stronger than the repulsion force ∇ψr ∗ µ between the particles on large space scales. It
is thus expected that particles remain at a bounded distance from ω, and that the system
equilibrates at a localized stationary solution. In the repulsion dominated case qr > qa
the repulsive force dominates the attracting one at large distances and will cause initially
“sufficiently delocalized” solutions to diverge as t→∞; however, since attraction is stronger
than repulsion at short distances, there might be solutions that remain localized for all times.
In this paper, we are concerned with the attraction dominated case qr < qa, and with the
balanced case qr = qa.
As a preliminary result, we prove well-posedness of the dynamics inside the set of proba-
bility measures with compactly supported and bounded density. Since we are working in one
space dimension, the evolution equation (1.1) can be reformulated as an integro-differential
equation for the inverse distribution function of µ. In that framework, we obtain existence
and uniqueness using a fixed point argument, see Theorem 3.3.
The main part of the paper is then devoted to the long-time behavior of these solutions.
Depending on the value of the parameters qa and qr, we obtain a more or less complete
picture.
• For qr = qa = 2, the behavior is threefold, see Theorem 4.2: if ω has mass larger
than one, then µ(t) converges weakly to a Dirac measure concentrated at ω’s center of
mass; if ω is of mass smaller than one, then µ(t) converges vaguely to zero; finally, if ω
is of unit mass, then each µ(t) is a translate of µ0, and µ(t)’s center of mass converges
to that of ω exponentially fast.
• For 1 = qr < qa ≤ 2, the solution µ(t) converges weakly to a steady state µ? which
is obtained by cutting off the positive function ψ′′a ∗ ω in a symmetric way around
its median to normalize its mass to one. See Theorem 4.4 for details. In the more
delicate case qa = 1, µ
? is given by a symmetric cut-off of ω itself, provided that it has
mass larger or equal to one; if ω is of smaller mass, then there exists no steady state
(of unit mass), and µ(t) converges vaguely to ω, losing excess mass towards infinity,
see Theorem 4.6
• If 1 < qr < qa ≤ 2, or if 1 < qr = qa < 4/3, and if ω has mass one, then we prove weak
convergence of µ(t) to some stationary solution µ?, see Theorem 4.13. Our proof is
based on a compactness argument, and does not lead to an explicit characterization
of the stationary state.
The detailed results in the special cases qr = 1 and qr = 2 are obtained by direct calculations
with the inverse distribution function of µ(t). The proof of equilibration for the more general
situations with 1 < qr < qa ≤ 2 or 1 < qr = qa < 4/3 relies on subtle moment estimates for
measures µ of finite energy. These estimates have been recently derived by the second and
third author, and are published in a companion paper [16].
1.2. Motivation: image dithering. Equation (1.1) was introduced in [15] in the context
of discrete variational methods for image dithering [20, 21, 17]. In particular, in [21], for
ψa(·) = ψr(·) = | · | being the Euclidean norm, the authors considered the discrete energy
functional
(1.4) EN [p] := − 1
2N2
N∑
i,j=1
ψr(pi − pj) + 1
N
N∑
i=1
∫
Rd
ω(x)ψa(pi − x) dx,
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where the N points p1, . . . , pN ∈ Rd represent point masses that should approximate a given
image ω, which is assumed to be a compactly supported absolutely continuous probability
measure. The associated particle gradient flow ∂tp ∈ −∂pEN is of the form (1.1), where µ(t)
is the sum of Dirac measures at the pj(t). The minimizer of EN places the N points in an
optimal way in the sense that points are concentrated on large values of the image ω, but
they are not too densely distributed. This behavior results from the balance between the
second (attraction) term with the first (repulsion) term in the energy (1.4). It is shown that
the energy functional is continuous and coercive, and, for d = 1, it is possible to calculate
its minimizers explicitly. In the two or higher dimensional settings, minimizers have been
approximated numerically. In [17] the data function ω was also considered on other sets than
Rd, such as Td or S2, and kernels ψa, ψr other than the Euclidean distance were used. When
the number N of particles is taken to ∞, one formally arrives at the continuous energy E
given in (1.3). The Γ-convergence of (EN )N to the lower-semicontinuous envelope of E with
respect to the narrow topology has been shown in [16].
1.3. Results from the literature. As indicated above, equation (1.1) results as the mean-
field limit of particle dynamics. In [15] that limit process has been made rigorous under the
well-known assumption ψa, ψr ∈ C1,1. Under this classical smoothness condition, the general
gradient flow theory in probability spaces [1] is applicable to (1.1), yielding well-posedness of
the initial value problem and contraction/expansion estimates on the flow.
If instead the repulsive kernel ψr is of lower regularity (note that we only have ψr ∈ C1,qr−1),
then well-posedness and particle approximation are difficult to analyze in general. Many
results have been proven recently for (1.1) and similar equations with non-smooth kernels.
The main focus has been on equations without external confinement (ω ≡ 0), but with more
general “self-interaction” kernels ψr = −K, i.e., the equation
∂tµ = ∇ · (ρ∇K ∗ ρ)(1.5)
is considered. A typical choice for K are combined repulsion-attraction kernels, that are
repulsive at short distances but attractive at large distances. We refer to [9] for a recent survey
on the rapidly growing literature. Below, we only mention very few selected contributions
that are related to our own analysis.
In [10], a well-posedness theory has been developed mainly for attractive kernels K that
are symmetric and C1-regular except possibly for the origin, and λ-convex (see also [11] for
an extension to barely λ-convex potentials without any regularity assumption). Existence
and uniqueness are discussed for measure-valued solutions µ(t). In fact, it is one of the
key observations that despite the relatively high regularity imposed on K by the λ-convexity
assumption, solutions µ to (1.5) may generate point masses in finite time. In [3], convexity and
smoothness hypotheses on K have been relaxed, and additional “Osgood” criteria have been
formulated under which solutions remain absolutely continuous. In this context, a solution
theory in Lp was developed. This theory has been further extended in [2], leading e.g. to
existence and uniqueness of classical solutions in the cases K(x) ≈ −|x|α with α > 1 near
x = 0 — which corresponds to ψr in (1.2) with 1 < qr ≤ 2 in our context. The important
special case K(x) ≈ −|x| has been analyzed in [6], see also [7].
In view of [2, 6], our result on well-posedness of (1.1) for the considered range of kernels
(see Theorem 3.3) is not new. Our motivation to include it here is that we also provide a
short and quite elementary proof, based on the use of the inverse distribution function. Our
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strategy of proof builds on that of [8]. Several non-trivial modifications are necessary to deal
with the lack of smoothness of ψr(x) at x = 0.
Equilibration of solutions to equations of type (1.1) in one spatial dimension has been
investigated in a series of papers [13, 14, 19]; an extremely rich theory in higher space dimen-
sions is currently developing as well, see e.g. [2]. Mainly, the shape and nonlinear stability
of stationary states for (1.5) have been analyzed for combined attractive-repulsive kernels K.
Under suitable hypotheses, there exist non-trivial steady states µ?, even in the absence of
external attraction forces.
The only result with direct relation to our own work is [13, Theorem 1.2]. There, weak
convergence of µ(t) towards a stationary state has been established (essentially) under the
hypothesis that the kernel function K : R → R is convex on R+ and can be written as the
sum of a negative multiple of | · | and a C2-smooth function. This covers in particular the
situation ψr(z) = |z|, i.e., qr = 1, considered here. The essential improvement contained in
our own result (see Theorem 4.4) is the explicit characterization of the steady state µ?.
Long-time asymptotics for the general case of power-type kernels with exponents 1 < qr ≤
qa ≤ 2 (see Theorem 4.13) have apparently not been addressed in the literature before.
1.4. Structure of the paper. This paper is organized as follows. In Section 2 we recall
some basic facts about the representation of positive finite measures by means of pseudo-
inverse functions. This representation is our key technical tool, and it also motivates our
notion of transient solutions for (1.1). Section 3 is dedicated to the result of well-posedness
of the initial-value problem; its proof is given in Appendix A. The core of the paper is
Section 4, where we study the long time asymptotics of solutions. The abstract convergence
argument for qr = qa ∈ [1, 4/3) relies on subtle moment bounds obtained in [16]; for the sake
of self-containedness, the derivation of these bounds is sketched in Appendix B.
Notations. We writeM+(R) for the space of non-negative finite measures on the real line R,
and P(R), Pp(R) denote the subspaces of probability measures, and of probability measures
with finite pth moment, respectively. We shall consider Pp(R) as a metric space, equipped with
the Lp-Wasserstein distance Wp, see Lemma 2.4 below for a definition. By abuse of notation,
we will frequently identify absolutely continuous measures with their density functions. Two
concepts of (weak) convergence on M+(R) will be used: µn → µ narrowly means that∫
R
ϕ(x) dµn(x)→
∫
R
ϕ(x) dµ(x)(1.6)
holds for every bounded ϕ ∈ C0(R), and µn → µ vaguely means that (1.6) is true for all
ϕ ∈ C0(R) of compact support. Note that µn(R) → µ(R) if µn → µ narrowly, but not
necessarily if µn → µ only vaguely.
Lebesgue spaces are denoted by Lp(R), with p ∈ [1,∞], and L∞c (R) is the space of essen-
tially bounded functions with compact support. Finally, we denote by D(I) the linear space
of ca`dla`g functions over the interval I ⊆ R, where either I = R or I = [a, b). That is, D(I) is
the space of bounded functions X : I → R, which are right continuous and have a left limit at
every point. We endow D(I) with the sup-norm (not the Skorokhod topology), which makes
it a Banach space.
2. The Pseudo-inverse
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2.1. Definition and elementary properties. In one spatial dimension, we can exploit a
special transformation technique which makes equation (1.1) much more amenable to esti-
mates in the Wasserstein distance. More precisely, this distance can be explicitly computed
in terms of pseudo-inverses.
Definition 2.1 (CDF and Pseudo-Inverse). Given a non-negative finite measure µ ∈M+(R)
on the real line, we define its cumulative distribution function (CDF) Fµ : R→ [0, µ(R)] by
Fµ(x) := µ((−∞, x]),
and its pseudo-inverse Xµ : [0, µ(R))→ R by
Xµ(z) := inf {x ∈ R : Fµ(x) > z} .
By definition, Fµ is a ca`dla`g function, and so is Xµ, i.e., Xµ ∈ D([0, µ(R))). Note that in
some cases, Xµ indeed is an inverse of Fµ. Namely, if Fµ is strictly monotonically increasing,
corresponding to µ having its support on the whole of R, then Xµ◦Fµ = id. If F is continuous,
which means that µ does not give mass to points, then Fµ ◦Xµ = id. However, in general we
only have
(2.1) (Xµ ◦ Fµ)(x) ≥ x, x ∈ R, (Fµ ◦Xµ)(z) ≥ z, z ∈ [0, µ(R)).
Lemma 2.2 (Substitution formula). Given ν ∈M+(R), then, for all f ∈ L1(R; ν),∫
R
f(x) dν(x) =
∫ ν(R)
0
f(X(z)) dz.
A direct consequence of the substitution formula is the following convenient representation
for the convolution of functions with measures.
Lemma 2.3 (Representation of the convolution). If ψ : R→ R is a continuous function with
at most quadratic growth of |ψ(x)| for x → ±∞, and if ν ∈ P2(R) has pseudo-inverse Xν ,
then (
ψ ∗ ν)(x) := ∫
R
ψ(x− y) dν(y) =
∫ ν(R)
0
ψ(x−Xν(ζ)) dζ for every x ∈ R.(2.2)
Lemma 2.4 (Formula for the Wasserstein-distance). [12, Section 2.2] Let µ, ν ∈M+(R) with
m := µ(R) = ν(R). Then, for p ∈ [1,∞], the pth Wasserstein distance between µ and ν equals
Wp(µ, ν) = ‖Xµ −Xν‖Lp =
{(∫m
0 |Xµ(z)−Xν(z)|p dz
)1/p
1 ≤ p <∞,
sup0<z<m |Xµ(z)−Xν(z)| p =∞.
We refer to [18] for a recent notion of generalized Wasserstein-distance between measures
of different mass. Some of the results we obtain below can be restated in terms of these
generalized distances.
2.2. The transformed equation. In order to transform equation (1.1) in terms of the
pseudo-inverse, we introduce further notations. Denote by µ : [0,∞) → P2(R) one of its
solutions and by ω the given datum, as well as by F (t, ·) = Fµ(t) and G = Fω the respective
CDFs and by X(t, ·) = Xµ(t) and Y = Xω their pseudo-inverses. Recall that we required µ(t)
to be a probability measure at every t ≥ 0, but we allow m := ω(R) > 0 to be an arbitrary
positive real, at least for a part of our results, so X(t; ·) and Y are defined on different domains
in general.
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Let us further assume for now that equality holds in the inequalities (2.1). Then we can,
at least formally, compute the derivatives of these identities. From F (t,X(t, z)) = z, we get
by differentiating with respect to time and space, respectively:
∂tF (t,X(t, z)) + ∂xF (t,X(t, z)) · ∂tX(t, z) = 0,(2.3)
∂xF (t,X(t, z)) · ∂zX(t, z) = 1.(2.4)
From (2.3), we obtain
∂tX =
(−(∂xF )−1 · ∂tF ) ◦X.
Now we can integrate (1.1) w.r.t. x ∈ R to derive an equation for ∂tF , namely
∂tF = (ψ
′
a ∗ ω − ψ′r ∗ µ)µ,
where at the moment we interpret µ as a density. Using ∂xF = µ and combining (2.3) and
(2.4), we see that
∂tX = −(ψ′a ∗ ω − ψ′r ∗ µ) ◦X.
In the case where 1 < qa ≤ 2 and 1 < qr ≤ 2, the functions ψ′a and ψ′b are continuous with
sublinear growth, so we can use the representation (2.2). This yields the formulation which
we want to work with:
(2.5) ∂tX(t, z) = −
∫ m
0
ψ′a(X(t, z)− Y (ζ)) dζ +
∫ 1
0
ψ′r(X(t, z)−X(t, ζ)) dζ.
If instead qr = 1, then ψ
′
r = sgn is not continuous and hence (2.2) is not directly applicable. In
that situation, we assume in addition that µ(t) is absolutely continuous. Since for absolutely
continuous ν ∈M+(R), one has∫
R
ψ′(x− y) dν(y) =
∫
R
sgn(x− y) dν(y) = ν((−∞, x])− ν((x,∞)) = 2Fν(x)− ν(R)(2.6)
at every x ∈ R, it follows that the evolution equation (2.5) attains the special form
∂tX(t, z) = −
∫ m
0
ψ′a(X(t, z)− Y (ζ)) dζ + 2z − 1.(2.7)
And in the particular case qa = qr = 1, the evolution equation (1.1) simplifies to
(2.8) ∂tX(t, z) = 2 [z −G(X(t, z))] +m− 1.
These formal calculations motivate our definition of solutions for (1.1) in the next section.
3. Existence of solutions
Recall our choice (1.2) for ψa, ψr, and let ω ∈ M+(R) be a given profile with total mass
m := ω(R) > 0. We further assume that ω is absolutely continuous with a density function
in L∞c , so that Y := Xω ∈ D([0,m)).
Definition 3.1. A map µ : [0,∞)→ P2(R) is called a transient solution to (1.1), if it satisfies
the following:
• µ(t) has a density in L∞c at every time t ≥ 0,
• the map t 7→ Xµ(t) is continuously differentiable from [0,∞) into D([0, 1)),
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• the evolution equation
∂tXµ(t)(z) =−
{∫m
0 ψ
′
a
(
Xµ(t)(z)− Y (ζ)
)
dζ if qa > 1,
2G
(
Xµ(t)(z)
)−m if qa = 1,
+
{∫ 1
0 ψ
′
r
(
Xµ(t)(z)−Xµ(t)(ζ)
)
dζ if qr > 1,
2z − 1 if qr = 1
(3.1)
holds at every t ≥ 0 and every z ∈ [0, 1).
Note that continuous differentiability as a map into D([0, 1)) implies that t 7→ Xµ(t)(z) is
a differentiable real function for every z ∈ [0, 1).
Remark 3.2. In the cases qr = 1 or qr = 2, the energy functional E from (1.3) is λ-convex for
some λ ∈ R, and therefore it possesses a unique λ-contractive gradient flow in the Wasserstein
W2 metric — we refer to [1] for the case qr = 2, and to [6, 7] for the case qr = 1. It is easily
seen that these gradient flow solutions are transient solutions in the sense of Definition 3.1
above, and vice versa.
Theorem 3.3 (Existence of solutions). Let an initial condition µ0 ∈ P(R) with density in
L∞c (R) be given. Then, there is a unique transient solution µ : [0,∞) → P2(R) in the sense
of Definition 3.1 with µ(0) = µ0. In particular, µ is a distributional solution of the original
equation (1.1), i.e., for all ϕ ∈ C∞c ([0,∞)× R), it satisfies
−
∫ ∞
0
∫
R
∂tϕ(t, x) dµ(t, x) dt−
∫
R
ϕ(0, x) dµ0(x)
=
∫ ∞
0
∫
R
∂xϕ(t, x) ·
(
ψ′r ∗ µ(t, .)
)
(x) dµ(t, x) dt
−
∫ ∞
0
∫
R
∂xϕ(t, x) ·
(
ψ′a ∗ ω
)
(x) dµ(t, x) dt.
(3.2)
We stress that Theorem 3.3 is not the main result of the paper. In fact, it can be obtained
by combining results from the recent literature: the case 1 < qr ≤ 2 is covered by [2, Theorem
7], and qr = 1 is contained in [6, Theorem 4.3.1]. However, we provide a simple and short
unifying proof of this result (see Appendix A) which is based on the use of the inverse
distribution function.
4. Asymptotic behavior
This section contains our main contribution: an analysis of the long time asymptotics in
various regimes of qa and qr. First, we give a definition of steady states in the spirit of Section
3.
Definition 4.1. A probability measure µ? ∈ P(R) with density in L∞c (R) is called a steady
state for the equation (3.1) and exponents 1 ≤ qr, qa ≤ 2, if its inverse distribution function
X? = Xµ? satisfies
(4.1)
{∫m
0 ψ
′
a
(
X?(z)− Y (ζ)) dζ if qa > 1,
2G
(
X?(z)
)−m if qa = 1, =
{∫ 1
0 ψ
′
r
(
X?(z)−X?(ζ)) dζ if qr > 1,
2z − 1 if qr = 1
at every z ∈ [0, 1).
We shall now study various regimes of the exponents 1 ≤ qr ≤ qa ≤ 2 in detail.
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4.1. The case qr = qa = 2. The most special case that we consider is qa = qr = 2. As
ψ′r(x) = 2x, equation (3.1) simplifies significantly:
∂tX(t, z) = −
∫ m
0
2(X(t, z)− Y (ζ)) dζ +
∫ 1
0
2(X(t, z)−X(t, ζ)) dζ
= −2(m− 1)X(t, z) + 2
∫ m
0
Y (ζ) dζ − 2
∫ 1
0
X(t, ζ) dζ.
(4.2)
This integro-differential equation can be easily solved as follows. First, integrate (4.2) w.r.t.
z ∈ (0, 1) on both sides to obtain
d
dt
(∫ 1
0
X(t, z) dz − 1
m
∫ m
0
Y (z) dz
)
= −2m
(∫ 1
0
X(t, ζ) dζ − 1
m
∫ m
0
Y (ζ) dζ
)
.
Therefore, ∫ 1
0
X(t, ζ) dζ − 1
m
∫ m
0
Y (ζ) dζ = e−2mt
(∫ 1
0
X(0, ζ) dζ − 1
m
∫ m
0
Y (ζ) dζ
)
.(4.3)
Since
∫ 1
0 X(t, z) dz and
1
m
∫m
0 Y (z) dz equal to the center of mass of µ(t) and of ω, respectively,
it follows that the center of mass of µ(t) converges to that of ω with the exponential rate
exp(−2mt). Now insert (4.3) into (4.2) and solve for X(t, z):
X(t, z) = e−2(m−1)t
(
X(0, z)− (1− e−2t) ∫ 1
0
X(0, ζ) dζ
)
+
1− e−2mt
m
∫ m
0
Y (ζ) dζ.
It is easily seen thatX(t, z) converges to the center of mass of ω at exponential rate exp(−2(m−
1)t) for m > 1, while for 0 < m < 1, the value of X(t, z) diverges to +∞ or to −∞ if X(0, z)
lies to the right or to the left of µ(0)’s center of mass, respectively. In the borderline case
m = 1, the functions X(t, ·) at different times t ≥ 0 only differ by a constant. In conclusion,
we obtain the following.
Theorem 4.2. Assume qa = qr = 2, and let µ : [0,∞)→ P(R) be a transient solution.
• If m > 1, then µ(t) converges weakly to a Dirac measure concentrated at ω’s center of
mass.
• If 0 < m < 1, then µ(t) converges vaguely to zero.
• If m = 1, then every µ(t) is a translate of µ0, and the center of mass of µ(t) converges
to that of ω with exponential rate exp(−2mt).
4.2. The case qr = 1. Next, we consider the case qr = 1. Then ψr is a multiple of the
Newtonian potential in 1D, i.e. ψ′′r = 2δ0. Definition 4.1 of stationary solution µ? specializes
to the following equation for its inverse distribution function X?:
(4.4) 2z − 1 =
{∫m
0 ψ
′
a(X
?(z)− Y (ζ)) dζ if qa > 1,
2G(X?(z))−m if qa = 1.
In Proposition 4.3 below, we identify the unique steady state µ? of (1.1) as a suitable cut-off
of 12ψ
′′
a ∗ω — note that 12ψ′′a ∗ω = ω if qa = 1. Theorem 4.4 provides convergence of transient
solutions µ(t) towards µ? as t→∞.
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1 1.5 2 2.5 3
−0.5
0
0.5
1
ω
ψ′a ∗ω
a
bx0
(a) ψ′a ∗ ω determines x0, a = x, b = x
1 1.5 2 2.5 3
−0.5
0
0.5
1
ω
ψ′′a ∗ω
a bx0
ω˜
(b) ψ′′a ∗ ω determines the steady state profile
Figure 1. Example of the construction of the steady state ω˜ = µ? for qa = 1.5
Proposition 4.3 (Existence and uniqueness of steady states). Assume that either qa > 1,
or that qa = 1 and m ≥ 1. Then, there are (unique, if qa > 1) real numbers x < x0 < x such
that
ψ′a ∗ ω(x0) = 0, ψ′a ∗ ω(x) = −1, ψ′a ∗ ω(x) = 1.
And there is a unique steady state in the sense of Definition 4.1, which is given by
µ? =
1
2
(
ψ′′a ∗ ω
)
1[x,x].
If instead qa = 1 and m < 1, then there is no steady state — but see Theorem 4.6.
See Figure 1 for an example of the resulting µ?, using the notation of Proposition 4.3.
Proof. We subdivide the proof in two cases depending on qa.
First, assume qa > 1. Let U := ψ
′
a ∗ ω. Since ψ′a is strictly monotonically increasing,
continuous, and tends to ±∞ as x → ±∞, the same is true for U . Hence x0, x, x are well-
defined. Formula (2.2) is applicable, and the steady state equation (4.4) is thus equivalent
to
2z − 1 = U(X?(z)), 0 ≤ z < 1.
The function U is invertible, and so the unique solution X? : [0, 1]→ R is given by
X?(z) = U−1(2z − 1).
By the properties of U , the function X? so defined is strictly increasing and bounded, hence
it is the inverse distribution function of some absolutely continuous measure µ? ∈ P(R) with
density in L∞c . The associated CDF F ? = Fµ? is given by
F ?(x) =

0 if U(x) < −1,
1
2 (U(x) + 1) if U(x) ∈ [−1, 1],
1 if U(x) > 1.
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In conlusion, the steady state µ? has its median at the unique zero of U , which is x0. And its
density coincides with 12U
′ = 12ψ
′′
a ∗ ω, extending from x0 in both directions until mass 1/2 is
reached on each side. This proves the claim for qa > 1.
Now assume qa = 1. The right-hand side of (4.4) varies in [−m,m]. If m < 1, then clearly
there are values z ∈ [0, 1) for which (4.4) cannot be true. Hence, in that case there is no
steady state in the sense of Definition 4.1.
Let m ≥ 1 from now on. Since ω ∈ L∞c , its CDF G is continuous and monotonically
increasing, and G(x) = m, G(−x) = 0 for all sufficiently large x > 0. Hence for every
z ∈ [0, 1), there is at least one X?(z) ∈ R such that (4.4) holds. Note that G is constant on
intervals where ω vanishes, so X?(z) is not uniquely determined in general. However, it is
easily seen that among all the possible solutions X? : [0, 1)→ R, there is precisely one which
is monotonically increasing and right continuous, namely z 7→ Y (z + (m− 1)/2). There is an
associated µ? ∈ P(R) with density in L∞c and corresponding CDF F ? : R→ [0, 1] given by
F ?(x) =

0 if G(x) < (m− 1)/2,
G(x)− m−12 if G(x) ∈ [(m− 1)/2, 1 + (m− 1)/2],
1 if G(x) > 1 + (m− 1)/2.
Similarly as before, we conclude that µ? has the same median as ω, and that the density of
µ? coincides with G′ = ω on an interval [x, x] chosen such that µ? has unit mass. 
Theorem 4.4 (Asymptotic stability). Assume that either qa > qr = 1, or that qa = qr = 1
and m ≥ 1. Let µ? be the unique stationary state determined in Proposition 4.3 above, and let
µ : [0,∞) → P(R) be a transient solution in the sense of Definition 3.1. Then W2(µ(t), µ?)
converges to zero monotonically as t→∞.
Proof. Recall that X(t, ·) = Xµ(t) denotes the (time-dependent) inverse distribution function
of a transient solution. Define U = ψ′a ∗ω as in the proof of Proposition 4.3, and recall further
that the inverse distribution function X? of µ? satisfies U(X?(z)) = 2z − 1 for all z ∈ [0, 1).
Fix some z ∈ [0, 1). By Definition 3.1 of transient solutions, X is a continuously dif-
ferentiable curve in D([0, 1)). Hence y : [0,∞) → R with y(t) = X(t, z) is continuously
differentiable, and satisfies — in view of (3.1) — the ordinary differential equation
y˙(t) = U(y?)− U(y(t)),
where y? = X?(z). Since U : R → R is a Lipschitz continuous function (see Lemma A.1),
different solution curves to this differential equations cannot cross, so either y(t) ≤ y? or
y(t) ≥ y? consistently for all t ≥ 0. Since further U is monotonically increasing, it follows
that y(t) is bounded and monotone in time — increasing if y(0) ≤ y? and decreasing if
y(0) ≥ y?. Thus y(t) converges (monotonically) to some limit y∞ as t → ∞. By continuity
of U , it follows that 0 = U(y∞) − U(y?). If qa > 1, then strict monotonicity of U directly
implies y∞ = y?. If qa = 1, then
U(x) = −
∫ 0
−∞
ω(x− y)dy +
∫ +∞
0
ω(x− y)dy = 1− 2G(x)
is strictly increasing except possibly for an at most countable number of intervals on which it
is constant. By definition of the pseudo-inverse, X? never takes values inside these intervals.
Instead, there is an at most countable number of values z˜ ∈ (0, 1) for which X?(z˜) is the
end point of one such interval. For all other (i.e., almost all) values z ∈ (0, 1), U is strictly
monotone at X?(z). For each of those z, we conclude y∞ = y? as well.
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In summary, for (almost, if qa = 1) all z ∈ (0, 1), the values X(t, z) converge to their
respective limit X?(z) monotonically as t → ∞. The monotone convergence theorem now
implies that
W2(µ(t), µ
?)2 =
∫ 1
0
|X(t, ζ)−X?(ζ)|2 dζ
tends to zero monotonically. 
Remark 4.5 (No W∞-convergence). If qr = qa = m = 1, then X? = Y . Above, we have
proved that µ(t)→ ω in P2(R). It is easily seen from (3.1) that the support of µ(t) remains
bounded uniformly in time. Consequently, convergence holds in any Wasserstein distance
Wp with finite p as well. However, we cannot in general expect convergence in W∞. Indeed,
assume that X := inf suppµ0 < inf suppω. Then the left edge X(t, 0) of µ(t)’s support
satisfies
∂tX(t, 0) = 2G(X(t, 0)), X(0, 0) = X.
Since G(X) = 0, this initial value problem has the (unique, since G is Lipschitz continuous)
solution X(t, 0) = X for all t ≥ 0. Hence the left edge of µ(t)’s support remains at constant
distance to ω’s support.
Theorem 4.6 (Asymptotics for smaller mass). Assume that qa = qr = 1 and m < 1. Let
µ : [0,∞)→ P(R) be a transient solution in the sense of Definition 3.1. Then µ converges to
ω vaguely as t→∞.
Proof. First, we are going to prove that X(t; z) → −∞ as t → ∞ for all z < (1 − m)/2.
Indeed, if z < (1−m)/2, then (3.1) in combination with m− 2G(X(t, z)) ≤ m implies that
∂tX(t, z) = 2z − 1 +m− 2G(X(t, z)) ≤ 2z − 1 +m < 0,
hence X(t, z) ≤ X0(z) + (2z−1 +m)t→ −∞. An analogous argument proves that X(t; z)→
+∞ for all z > (1 +m)/2.
Next, observe that the stationary equation (4.4) is satisfied by X˜?(z) := Y (z − 1−m2 ) for
all z ∈ [(1−m)/2, (1 +m)/2], i.e., for those z we have 2z − 1 = G(X˜?(z)). By applying
now the same arguments as in the proof of Theorem 4.4 — restricting z to the interval
[(1−m)/2, (1 +m)/2] — one shows that X(t, z) → X˜?(z) monotonically for all feasible z.
We conclude that µ(t) converges vaguely to µ? = ω: For given f ∈ C0c (R), we have∫
R
f(x) dµ(t, x) =
∫ 1
0
f(X(t, z)) dz
=
∫ 1−(1−m)/2
(1−m)/2
f(X(t, z)) dz
+
∫ (1−m)/2
0
f(X(t, z)) dz +
∫ 1
1−(1−m)/2
f(X(t, z)) dz
→
∫ 1−(1−m)/2
(1−m)/2
f(X˜?(z)) dz =
∫
R
f(x) dω(x), t→∞,
by the substitution formula (Lemma 2.2) and the dominated convergence theorem. 
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4.3. Equilibration in the general case. In Sections 4.1 and 4.2 above, we clarified the
asymptotic behavior of solutions in the cases qa = qr = 2 and qr = 1 ≤ qa ≤ 2 in detail, also
in situations of shortage and excess of mass for the datum ω.
In this section we establish convergence to a steady state under the more general conditions
1 ≤ qr < qa ≤ 2, or(4.5)
1 ≤ qr = qa ≤ 4/3,(4.6)
and under the additional hypothesis that m = ω(R) = 1. Our method of proof uses an
energy-energy-dissipation inequality combined with a moment bound for the sublevels of the
energy, see Proposition 4.11 below, in order to derive both compactness of trajectories and
continuity of the dissipation.
We start by summarizing some tools from measure theory and the variational properties
of the energy functional we need.
Definition 4.7 (Uniform integrability). A measurable function f : R → [0,∞] is uniformly
integrable with respect to a sequence (µn)n∈N of finite measures if
(4.7) lim
M→∞
sup
n
∫
{f(x)≥M}
f(x) dµn(x) = 0.
Lemma 4.8 (Continuity of integral functionals). [1, Lemma 5.1.7] Let (µn)n∈N be a sequence
in P(R) converging narrowly to µ ∈ P(R). If f : R → R is a continuous function that is
uniformly integrable w.r.t. (µn)n∈N, then
lim
n→∞
∫
R
f(x) dµn(x) =
∫
R
f(x) dµ(x).(4.8)
Lemma 4.9 (Uniform integrability of moments). [5, Corollary to Theorem 25.12] A sequence
(µn)n∈N of probability measures satisfying
(4.9) sup
n
∫
R
|x|r dµn(x) <∞
for some r > 0 is tight. Moreover, each of the functions x 7→ |x|q with 0 < q < r is uniformly
integrable w.r.t. (µn)n∈N.
Lemma 4.10 (Convergence of product measures). From [4, Theorem 2.8] it follows that if
(µn)n, (νn)n are two sequences in P(R) and µ, ν ∈ P(R), then
µn ⊗ νn → µ⊗ ν narrowly⇔ µn → µ and νn → ν narrowly.
For what follows, we recall the definition of the energy functional:
E [µ] = −1
2
∫
R
∫
R
ψr(x− y) dµ(x) dµ(y) +
∫
R
∫
R
ψa(x− y) dω(x) dµ(y).(4.10)
Proposition 4.11 (Moment bound). [16, Theorem 2.7, Theorem 4.1] Under our general
hypotheses that 1 ≤ qr ≤ qa ≤ 2 and ω ∈ P2(R), the energy functional E is bounded from
below in P2(R). Moreover,
• if qa > qr, then the qath moment, and
• if qa = qr, then the rth moments for all 0 < r < qa/2
are uniformly bounded in each of the sublevels of E in P2(R).
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As mentioned, this result was proven in [16]. To facilitate the reading, the main ideas of
the proof are briefly revisited in Appendix B.
Lemma 4.12 (Dissipation formula). Let 1 < qr ≤ qa ≤ 2, and let µ : [0,∞) → P2(R) be a
transient solution in the sense of Definition 3.1. Then t 7→ E [µ(t)] is differentiable, and its
dissipation is given by
− d
dt
E [µ(t)] = D[µ(t)] :=
∫ 1
0
∣∣∣∣∫ 1
0
[
ψ′a(X(t, z)− Y (ζ))− ψ′r(X(t, z)−X(t, ζ))
]
dζ
∣∣∣∣2 dz.
(4.11)
Proof. By Lemma 2.2, the energy can be written in the form
E [µ(t)] =
∫ 1
0
∫ 1
0
ψa(X(t, z)− Y (ζ)) dζ dz − 1
2
∫ 1
0
∫ 1
0
ψr(X(t, z)−X(t, ζ)) dζ dz.
Since ψ′r and ψ′a are continuous functions and X(., .) ∈ C1([0, T ],D[0, 1]), the appearing
derivatives will be bounded uniformly in t ∈ [0, T ], so differentiating under the integral sign
is justified by the dominated convergence theorem, yielding
d
dt
E [µ(t)] =
∫ 1
0
∫ 1
0
ψ′a(X(t, z)− Y (ζ))∂tX(t, z) dζ dz
− 1
2
∫ 1
0
∫ 1
0
ψ′r(X(t, z)−X(t, ζ)) (∂tX(t, z)− ∂tX(t, ζ)) dζ dz
=
∫ 1
0
∫ 1
0
∫ 1
0
[
ψ′a(X(t, z)− Y (ζ))− ψ′r(X(t, z)−X(t, ζ))
]
· [−ψ′a(X(t, z)− Y (ξ)) + ψ′r(X(t, z)−X(t, ξ))]dξ dζ dz(4.12)
= −
∫ 1
0
∣∣∣∣∫ 1
0
[
ψ′a(X(t, z)− Y (ζ))− ψ′r(X(t, z)−X(t, ζ))
]
dζ
∣∣∣∣2 dz,
where in equation (4.12), we inserted (3.1), and used the anti-symmetry of ψ′r. 
We are now in the position to state and prove the main result of this section.
Theorem 4.13 (Convergence of a sequence). Assume that either
(4.13) 1 < qr < qa < 2
or
(4.14) 1 < qa = qr <
4
3
.
Then, for each transient solution µ : [0,∞)→ P(R), there is a sequence (tk)k∈N with tk →∞
such that µ(tk) converges narrowly to a steady state µ
?.
Proof. By Lemma 4.12, we know that∫ t
0
D[µ(τ)] dτ = E [µ(0)]− E [µ(t)],(4.15)
where D[µ(τ)] ≥ 0 for all τ , so the energy is monotonically decreasing. Moreover, by Propo-
sition 4.11, we know that E is bounded from below, yielding convergence of the integral in
(4.15) for t→∞. Therefore, there is a sequence of times tk →∞ for which
D[µ(tk)]→ 0, as k →∞.
14 M. DI FRANCESCO, M. FORNASIER, J.-C. HU¨TTER, AND D. MATTHES
Recalling our hypotheses (4.13) and (4.14) on qa and qr, it follows by the second part of
Proposition 4.11 that some positive moment of µ(tk) is uniformly bounded as tk → ∞. By
Lemma 4.9, there is a subsequence — still denoted by (tk)k∈N — such that µ(tk) converges
narrowly to a limit µ? ∈ P(R).
It remains to verify that µ? is a stationary state. This is done by proving that D[µ?] = 0
as follows. First, expand D into a sum of triple integrals w.r.t. probability measures:
D[µ] =
∫
R3
ψ′a(x− y′)ψ′a(x− z′) dµ(x) dω(y′) dω(z′)
+
∫
R3
ψ′r(x− y)ψ′r(x− z) dµ(x) dµ(y) dµ(z)
− 2
∫
R3
ψ′r(x− y)ψ′a(x− z′) dµ(x) dµ(y) dω(z′).
(4.16)
Next, observe that by Lemma 4.10, the narrow convergence of µ(tk) is inherited by the
tensorized sequences µ(tk)⊗µ(tk)⊗µ(tk), µ(tk)⊗µ(tk)⊗ω and µ(tk)⊗ω⊗ω, which converge
to µ? ⊗ µ? ⊗ µ?, µ? ⊗ µ? ⊗ ω and µ? ⊗ ω ⊗ ω, respectively. Finally, to conclude that
D[µ?] = lim
k→∞
D[µ(tk)] = 0
by means of Lemma 4.8, it suffices to verify that the integrands appearing in (4.16) are uni-
formly integrable functions with respect to their respective tensorized measures. By definition
of ψa, ψr and elementary estimates, we have:
|ψ′a(x− y′)ψ′a(x− z′)| ≤ C|x− y′|qa−1|x− z′|qa−1 ≤ C
(
1 + |x|2qa−2 + |y′|qa−1 + |z′|qa−1),
|ψ′r(x− y)ψ′r(x− z)| ≤ C|x− y|qr−1|x− z|qr−1 ≤ C
(
1 + |x|2qr−2 + |y|qr−1 + |z|qr−1),
|ψ′r(x− y)ψ′a(x− z′)| ≤ C|x− y|qr−1|x− z′|qa−1 ≤ C
(
1 + |x|qa+qr−2 + |y|qa−1 + |z′|qa−1).
In view of our hypotheses on qa and qr, and since ω is of compact support, uniform integrability
of all integrands is guaranteed if the µ(tk) have uniformly bounded moments of some order
r > 2qa − 2. We apply Proposition 4.11 one more time: in the attraction dominated case
qa > qr, we have uniformly bounded moments of order qa > 2qa − 2, for all qa < 2, which
finishes the proof under hypothesis (4.13). In the balanced case qa = qr, all moments of order
less than qa/2 are uniformly bounded. To finish the proof under hypothesis (4.14), observe
that 2qa − 2 < qa/2 if qa < 4/3. 
Remark 4.14. We indicate why our method of proof that is based on uniform moment
bounds cannot be simply generalized to a larger set of exponents qa, qr. Formally assume
that ω = δ0 — which can be weakly approximated by ω ∈ L∞c . In the course of the proof, we
need to verify that (x, y′, z′) 7→ ψa(x − y′)ψa(x − z′) is uniformly integrable with respect to
the measures µ(tk)⊗ ω ⊗ ω. This is equivalent to uniform integrability of
x 7→
∫
R×R
∣∣x− y′∣∣qa−1 ∣∣x− z′∣∣qa−1 dω(y′) dω(z′) = |x|2qa−2
with respect to the measures µ(tk). Hence, we would need a uniform bound on µ(tk)’s
moments of some order r > 2qa − 2.
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5. Conclusion
The reformulation of the evolution equation (1.1) in terms of the pseudo-inverse function
proved very helpful for the analysis of the asymptotic behavior in the cases qr = 1 ≤ qa ≤ 2
and qr = 2 = qa. In the new variables, the equation becomes local. This propery is lost in
the more general situation 1 < qr ≤ qa < 2. Here, we exploted the underlying gradient flow
structure and in particular a coercivity property the of the energy functional, provided by
the results in Appendix B.
There is a large range of parameters for qa and qr in which the analysis of the asymptotic
behavior remains still open, in particular the characterization of the steady states, which is
likely to necessitate additional or completely different techniques compared to the ones used
here.
Appendix A. Proof of Theorem 3.3
The following is a crucial technical ingredient for the proof of Theorem 3.3.
Lemma A.1. Let ω ∈ L∞(R) ∩ L1(R) such that ω ≥ 0. Then U = ψ′a ∗ ω is Lipschitz-
continuous.
Proof. For qa = 1, remember that ψ
′(x) = sgn(x) by definition, leading to (see (2.6))
ψ′a ∗ ω(x) = 2
∫ x
−∞
ω(y) dy − ‖ω‖1 ,
which is obviously Lipschitz-continuous if ω ∈ L∞(R).
For qa ∈ (1, 2), we have ψ′′a(x) = qa(qa − 1)|x|qa−2, which is integrable on [−1, 1] and
bounded by qa(qa − 1) on R \ [−1, 1]. Hence∣∣ψ′′a ∗ ω(x)∣∣ = ∫ 1
−1
qa(qa − 1) |y|qa−2 ω(x− y) dy
+ qa(qa − 1)
∫
R\[−1,1]
|y|qa−2 ω(x− y) dy
≤ qa(qa − 1)
(
2
qa − 1 ‖ω‖∞ + ‖ω‖1
)
,
which means that ψ′′a ∗ ω is bounded. Therefore, ψ′a ∗ ω is Lipschitz continuous. 
To prove Theorem 3.3 we follow the classical strategy from semigroup theory: we define an
operator whose fixed point corresponds to a transient solution in the sense of Definition 3.1,
and then we apply the Banach fixed point theorem to conclude both existence and uniqueness.
A similar approach has been used for a related evolution equation in [8, Theorem 2.9], however:
• the lack of Lipschitz-continuity of ψ′a and ψ′r forces us to define the fixed-point operator
in a more involved way, using a time rescaling, in order to guarantee its contractivity;
• our way to verify the distributional formulation (3.2) is much more direct.
Proof of Theorem 3.3. For now, we assume qr ∈ (1, 2]. The (simpler) case qr = 1 is discussed
afterwards in Step 6.
In the following, fix some α > 0 such that
ω(x) ≤ α−1, µ0(x) ≤ α−1, for a.e. x ∈ R.
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Step 1. (Definition of the operator) Let T > 0 be a fixed time horizont. By Lemma A.1, the
function U = ψ′a ∗ ω is Lipschitz-continuous. Denote its Lipschitz-constant by λ and
set
Uλ(x) := U(x)− λx, x ∈ R.
Define the fixed point operator
S[X](t, z) := exp(−λt)X0(z)
+
∫ t
0
exp(−λ(t− s))
[∫ 1
0
ψ′r(X(s, z)−X(s, ζ)) dζ − Uλ(X(s, z))
]
ds,(A.1)
on the set
B := {X(., .) ∈ C([0, T ],D([0, 1))) : X fulfills (SL)} ,
where the slope condition (SL) is given by
(SL)
1
h
(X(t, z + h)−X(t, z)) ≥ α exp(−λt)
for all h ∈ (0, 1) and z ∈ [0, 1− h),
.
We endow B with the norm
‖X‖B := sup {exp(λt)|X(t, z)| : t ∈ [0, T ], z ∈ [0, 1)} .
By construction, Uλ is nonincreasing. Note that B is a closed subset of the Banach
space C([0, T ],D([0, 1))), since convergence in the B-norm is obviously equivalent to
uniform convergence on [0, T ] × [0, 1), and the slope condition (SL) passes to the
pointwise limit.
Step 2. (S maps B into B) First, for X ∈ B, the continuity of t 7→ S[X](t, .) from [0, T ] to
D([0, 1)) follows from the continuity of the integral defining S and by continuity of
the functions involved.
Second, we verify that S propagates the slope condition (SL). Let X ∈ B (in
particular non-decreasing), h > 0 and z ∈ [0, 1− h) be given. Using that X0 satisfies
the slope condition (SL) by our choice of α, and that both ψ′r and Uλ are monotone,
we obtain
(A.2)
1
h
[S[X](t, z + h)− S[X](t, z)] ≥ e
−λt
h
[
X0(z + h)−X0(z)] ≥ αe−λt.
Step 3. (S is contractive) Let X, X˜ ∈ B. Then,
exp(λt) ·
∣∣∣S[X˜](t, z)− S[X](t, z)∣∣∣
≤
∫ t
0
exp(λs)
∫ 1
0
∣∣∣ψ′r(X˜(s, z)− X˜(s, ζ))− ψ′r(X(s, z)−X(s, ζ))∣∣∣ dζ ds(A.3)
+
∫ t
0
exp(λs)
∣∣∣Uλ(X˜(s, z))− Uλ(X(s, z))∣∣∣ ds.(A.4)
We can bound (A.4) by using the Lipschitz-continuity of Uλ with Lipschitz-constant
2λ and derive the estimate∫ t
0
exp(λs)
∣∣∣Uλ(X˜(s, z))− Uλ(X(s, z))∣∣∣ ds ≤ 2λ ∫ t
0
‖X˜ −X‖B ds ≤ 2λt‖X˜ −X‖B.
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Boundedness of the integral in (A.3) is more difficult to obtain, since ψ′r is not
Lipschitz-continuous. Assume that ζ ≤ z and without loss of generality that
(A.5) X˜(s, z)− X˜(s, ζ) ≥ X(s, z)−X(s, ζ).
Both differences are non-negative. The slope condition (SL), even provides a lower
bound:
X˜(s, z)− X˜(s, ζ) ≥ αe−λt(z − ζ), X(s, z)−X(s, ζ) ≥ αe−λt(z − ζ).
Thus ψ′r is applied to non-negative arguments whose difference is estimated as follows:
0 ≤ [X˜(s, z)− X˜(s, ζ)]− [X(s, z)−X(s, ζ)] ≤ 2 sup
ζ∈[0,1]
∣∣∣X(s, ζ)− X˜(s, ζ)∣∣∣ ≤ 2e−λs‖X˜ −X‖B.
Since ψ′r is monotonically increasing and concave for positive arguments, it is easily
seen that
0 ≤ ψ′r
(
X˜(s, z)− X˜(s, ζ))− ψ′r(X(s, z)−X(s, ζ))
≤ ψ′r
(
αe−λs
[
(z − ζ) + 2‖X˜ −X‖B
])− ψ′r(αe−λs(z − ζ))
A completely analogous reasoning applies if the inequality (A.5) is inverted, or if
ζ ≥ z instead. The mean value theorem, applied to the function ψ′r with derivative
ψ′′r (x) = qr(qr − 1), leads to the estimate∣∣∣ψ′r(X˜(s, z)− X˜(s, ζ))− ψ′r(X(s, z)−X(s, ζ))∣∣∣
≤ 2qr(qr − 1)αqr−2e−λ(qr−1)s|z − ζ|qr−2‖X˜ −X‖B,
which holds uniformly in s ∈ [0, T ] and z, ζ ∈ [0, 1). Integration with respect to ζ
yields ∫ 1
0
∣∣∣ψ′r(X˜(s, z)− X˜(s, ζ))− ψ′r(X(s, z)−X(s, ζ))∣∣∣ dζ
≤ 2qr(qr − 1)αqr−2e−λ(qr−1)s
(∫ 1
0
|z − ζ|qr−2 dζ
)
‖X˜ −X‖B,
≤ Ke−λ(qr−1)s‖X˜ −X‖B,
where K is a finite constant that depends on q and α only. Notice that our assumption
qr > 1 is important for the finiteness of the integral. Altogether, we conclude that∫ t
0
eλs
∫ 1
0
∣∣∣ψ′r(X˜(s, z)− X˜(s, ζ))− ψ′r(X(s, z)−X(s, ζ))∣∣∣ dζ ds
≤ K
(∫ T
0
eλ(2−qr)s ds
)
‖X − X˜‖B.
Thus, for a sufficiently small choice of T > 0, the operator S is indeed a contraction.
Combining the previous steps, we find a unique fixed point X of S using the Banach
fixed point theorem, i.e., an X ∈ B such that
X(t, z) = exp(−λt)X0(z)
+ exp(−λt)
∫ t
0
exp(λs)
[∫ 1
0
ψ′r(X(s, z)−X(s, ζ)) dζ − Uλ(X(s, z))
]
︸ ︷︷ ︸
integrand
ds,(A.6)
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where the integrand is continuous as a mapping from [0, T ] to D([0, 1]), again by the
continuity of the involved functions and the boundedness of X. Hence, the right-hand
side has the desired C1-regularity on [0, T ] and so has X, by the equality in (A.6).
Step 4. (Global existence) Differentiating (A.6) with respect to time directly yields
(A.7) ∂tX(t, z) =
∫ 1
0
ψ′r(X(t, z)−X(t, ζ)) dζ − U(X(t, z)),
hence X fulfills also the desired equation (3.1) to define a transient solution. To
conclude global existence, it suffices to verify that the L∞-norm of X does not explode
at finite time: by Lipschitz-continuity of U , the estimate |ψ′r(x)| ≤ qr · (1 + |x|), and
by Gronwall’s inequality, we obtain
‖X(t, .)‖L∞ ≤ (‖X0‖L∞ + C1t) exp(C2t).
Step 5. (Distributional formulation) First, for every t ∈ [0,∞), X(t, .) is a right continuous
increasing function and hence defines a probability measure µ(t, x) on R with X(t, ·) =
Xµ(t,·)(·).
Second, let ϕ ∈ C∞c ([0,∞)×R). As we have C1-regularity of the solution curve t 7→
X(t, z), combining this with the fundamental theorem of calculus, Fubini’s theorem
and the compactness of the support of ϕ, we arrive that
∫ ∞
0
∫ 1
0
d
dt
[ϕ(t,X(t, z))] dz dt = −
∫ 1
0
ϕ(0, X(0, z)) dz
= −
∫
R
ϕ(0, x) dµ(0, x),(A.8)
where we used Lemma 2.2 in the inequality, since ϕ(0, .) is bounded and therefore in
L1(µ(0)).
On the other hand, again by the regularity of the curves and the chain rule, for all
t ∈ [0,∞) and almost all z ∈ [0, 1],
(A.9)
d
dt
[ϕ(t,X(t, z))] = ∂tϕ(t,X(t, z)) + ∂xϕ(t,X(t, z)) · ∂tX(t, z).
The integration of the first term in (A.9) yields
(A.10)
∫ ∞
0
∫ 1
0
∂tϕ(t,X(t, z)) dz dt =
∫ ∞
0
∫
R
∂tϕ(t, x) dµ(t, x) dt,
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where we again used Lemma 2.2 as above. By inserting equation (A.7) for ∂tX, the
integration of the second term in (A.9) becomes∫ ∞
0
∫ 1
0
∂xϕ(t,X(t, z)) · ∂tX(t, z) dz dt
=
∫ ∞
0
∫ 1
0
∂xϕ(t,X(t, z))
∫ 1
0
ψ′r(X(t, z)−X(t, ζ)) dζ − U(X(t, z) dz dt
=
∫ ∞
0
∫ 1
0
∂xϕ(t,X(t, z))
[
(ψ′r ∗ µ(t, .))(X(t, z))− U(X(t, z))
]
dz dt
=
∫ ∞
0
∫
R
∂xϕ(t, x) · (ψ′r ∗ µ(t, .))(x) dµ(t, x) dt
−
∫ ∞
0
∫
R
∂xϕ(t, x) · U(x) dµ(t, x) dt, .(A.11)
The use of Lemma 2.2 here is justified because the involved measures are compactly
supported, yielding a bound on their second moment; this results in ψ′r ∗ µ(t) ∈
L1(µ(t)) and U ∈ L1(µ(t)), which we then combine with ∂xϕ(t, .) ∈ L∞(R) to see
that the integrand in the last line of (A.11) is in L1(µ(t)). Then (A.11) together with
(A.8), (A.9), and (A.10) lead to the desired equation (3.2).
Step 6. (Adjustments for qr = 1) We first derive formally the simplified pseudo-inverse equa-
tion (2.8). Note that for a strictly increasing pseudo-inverse X(t, .) with associated
measure µ(t) and CDF F (t, .), X(t, .) is the right-inverse of F (t, .), which means that
we can write (2.8) as
(A.12) ∂tX(t, z) = 2F (t,X(t, z))− 1− U(X(t, z)) = 2z − 1− U(X(t, z)).
We can now apply again the previous arguments to find a solution to this equation and
afterwards justify that X(t, .) stays indeed strictly increasing, allowing us to follow
the above equation (A.12) in reverse direction.
As already mentioned, being ω assumed to be absolutely-continuous with its density
belonging to L∞(R) implies that the attraction potential U(.) is Lipschitz-continuous.
Therefore, again denoting its Lipschitz-constant by λ, we can define the operator S
analogously to (A.1) using the simplified form of (A.12) as the right-hand side, i.e.
S[X](t, z) := exp(−λt)X0(z)
+
∫ t
0
exp(−λ(t− s))
[
2z − 1−
(
U(X(s, z))− λX(s, z)
)]
ds.(A.13)
Step 2 can again be applied as the integrand in (A.13) is continuous and the mono-
tonicity arguments used in (A.2) remain true, as well. Now, Step 3 is actually much
easier in case of qr = 1, since the mapping
X 7→ 2z − 1− (U(X)− λX) , X ∈ R
is obviously Lipschitz-continuous in X. Hence, we can deduce a fixed point equation
defining X(t, .) for all t ∈ [0, T ] and this provides us also with the strict monotonicity
of X(t, .) for all t ∈ [0, T ], so we can reverse the simplified equation (A.12) as intended,
for the given interval of time. Finally, Step 4, giving global existence, and Step 5,
defining the distributional solution of (3.2), work analogously and can be followed
verbatim. 
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Appendix B. Moment bound for the sublevels of the functional
For the asymptotic convergence argument in Section 4.3, we needed that the sublevels of
the functional E exhibit certain uniform moment bounds. These follow from a more in-depth
analysis of the variational properties of this functional developed in [16]. Here, for the sake
of completeness, we only sketch the required arguments. Note that in [16] the results hold
for probability measures on Rd for any d ≥ 1 and we report them below in such a generality.
First, let us deal with the case of the attractive power being larger than the repulsive one,
qa, qr ∈ [1, 2], qa > qr. In this case, one can easily prove the moment bound by means of
relatively elementary estimates.
Theorem B.1. Let qa, qr ∈ [1, 2] and qa > qr. If ω ∈ P2(Rd), then E is bounded from below
and the sub-levels of E defined as in (1.3) have uniformly bounded qath moments in Pqr(Rd).
Proof. From convexity of the power function ξ 7→ ξq for the relevant exponents q ∈ [1, 2], it
is easily seen that
|x+ y|q ≤ 2 (|x|q + |y|q) ,(B.1)
|x− y|q ≥
(
1
2
|x|q − |y|q
)
.(B.2)
for all x, y ∈ Rd. Now, let µ ∈ Pqr(Rd). By (B.2), we have∫
Rd×Rd
|x− y|qa dµ(x) dω(y) ≥
∫
Rd×Rd
(
1
2
|x|qa − |y|qa
)
dµ(x) dω(x)
=
1
2
∫
Rd
|x|qa dµ(x)−
∫
Rd
|y|qa dω(y).
On the other hand, by estimate (B.1),
−1
2
∫
Rd×Rd
|x− y|qr dµ(x) dµ(y) ≥ −
∫
Rd×Rd
(|x|qr + |y|qr) dµ(x) dµ(y)
≥ −2
∫
Rd
|x|qr dµ(x).
In combination, this implies for every radius R > 0:
E [µ] +
∫
Rd
|x|qa dω(x) ≥
∫
Rd
(
1
2
|x|qa − 2 |x|qr
)
dµ(x)
≥ 1
4
∫
Rd
|x|qa dµ(x) +
∫
Rd
(
1
4
|x|qa − 2 |x|qr
)
dµ(x)
≥ 1
4
∫
Rd
|x|qa dµ(x)− 2Rqr +
∫
Rd\BR(0)
(
1
4
|x|qa − 2 |x|qr
)
dµ(x).
Since qa > qr, there is an R > 0 such that the last integral is always non-negative. This
provides the desired bound on the qath moment. 
Unfortunately, for qr > qa the energy functional E has in general no minimizers and is
not bounded from below, as shown in [16, Example 2.8]. Therefore we address now the limit
case of the attractive power being equal to the repulsive one, i.e., qr = qa, for which we shall
be using arguments involving the Fourier transform of the measures µ and ω to obtain the
wished moment bound.
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Fix q = qa = qr ∈ [1, 2) and assume ω ∈ P2(Rd). Notice that by completing the squares
and setting
E˜ [µ] := −1
2
∫
Rd×Rd
ψq(y − x) d[µ− ω](x) d[µ− ω](y),
being a quadratic functional of the argument µ− ω, we can write E as
E [µ] = E˜ [µ] + C.
Quadratic functionals such as E˜ can be shown to be non-negative by means of suitable rep-
resentations in terms of Fourier transforms. In fact, assume for a moment that f and g were
real valued functions in the Schwartz space S(Rd). Then, defining the Fourier transform and
its inverse, respectively, by
f̂(ξ) =
∫
Rd
exp (−ix · ξ) f(x) dx, f∨(x) = (2pi)−d
∫
Rd
exp (iξ · x) f(ξ) dξ,
we can show easily that the following quadratic functional is non-negative:∫
Rd×Rd
f(x) g(y − x) f(y) dx dy =
∫
Rd
f ∗ g(y) f(y) dy =
∫
Rd
f ∗ g(y) f̂∨(y) dy
=
∫
Rd
f̂(y) ĝ(y) f∨(y) dy =
∫
Rd
|f̂(y)|2 ĝ(y) dy.
The structure of E˜ is similar, for f corresponding to µ − ω and g to ψq. However, in this
case we need to give a proper definition of Fourier transform for the difference of probability
measures as well as for the polynomially growing function ψq, whose distributional Fourier
transform does not match the pairing occurring in the final integral. For that we need first
to recall the definition of Fourier transform of a measure, given by
µ̂(ξ) =
∫
Rd
exp (−ix · ξ) dµ(x),
and to use the notion of generalized Fourier transform from [22, Definition 8.9] for the function
ψq. The statements needed here can be summarized in the following lemma, which is adapted
from [22, Theorem 8.15].
Lemma B.2 (Generalized Fourier transform of power functions). Let 1 < q < 2 and γ ∈
S(Rd) such that
(B.3) γ(ξ) = O(|ξ|2) for ξ → 0
for m = d2qe. Then ∫
Rd
γ̂(x) |x|q dx = 2(2pi)dDq
∫
Rd
γ(ξ) |ξ|−(q+d) dξ
with the constant
Dq := −(2pi)−d/2 2
q+d/2 Γ((d+ q)/2)
2Γ(−q/2) > 0.
The fact that µ and ω both have mass 1 corresponds to the correct decay in their Fourier
transforms, satisfying condition (B.3). Via approximation arguments, we can derive the
following:
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Proposition B.3. [16, Corollary 3.6] Let ω ∈ P2(Rd) and denote
Ê [µ] := Dq
∫
Rd
|µ̂(ξ)− ω̂(ξ)|2 |ξ|−d−q dξ, µ ∈ P2(Rd).
Then
E˜ [µ] = Ê [µ], for all µ ∈ P2(Rd).
We remark that Ê coincides with the lower semi-continuous envelope of E˜ on P(Rd). See
[16, Corollary 3.10] for details.
If we now combine Lemma B.2 and the representation of Proposition B.3, we get the desired
moment bound for the sublevels of Ê .
Theorem B.4 (Moment bound). [16, Theorem 4.1] Let ω ∈ P2(Rd). For 0 < r < q/2, the
functional Ê has uniformly bounded rth moments, i.e., for each given M ≥ 0, there exists an
M ′ ≥ 0 such that
(B.4)
∫
Rd
|x|r dµ(x) ≤M ′, for all µ ∈ P(Rd) such that Ê [µ] ≤M.
Sketch of the proof. By the assumptions that Ê [µ] ≤ M and ω ∈ P2(Rd), and from the
estimate
|µ̂(ξ)− 1|2 ≤ 2 |µ̂(ξ)− ω̂(ξ)|2 + 2 |ω̂(ξ)− 1|2
we deduce the bound∫
Rd
|µ̂(ξ)− 1|2 |ξ|−d−q dξ ≤M ′′ := 2
(
D−1q M +
∫
Rd
|1− ω̂(ξ)|2 |ξ|−d−q dξ
)
.
We now want to use Lemma B.2, where we formally set γ̂ = µ−δ0 or γ = µ̂−1. Of course, in
general this γ will not be in S(Rd), but let us for the moment argue that by an approximation
argument one could extend Lemma B.2 also to differences of probability measures. Then we
would have formally the following estimates∫
Rd
|x|r dµ(x) =
∫
Rd
|x|r γ̂(x) dx
= C
∫
Rd
|ξ|−d−r γ(ξ) dξ (Lemma B.2)
≤ C
[∫
|ξ|≤1
|ξ|−d−r︸ ︷︷ ︸
= |ξ|− d−q+2r2 |ξ|− d+q2
|γ(ξ)| dξ +
∫
|ξ|>1
|ξ|−d−r |γ(ξ)| dξ︸ ︷︷ ︸
≤C<∞
]
(B.5)
≤ C
[(∫
|ξ|≤1
|ξ|−d+(q−2r) dξ
)1/2
︸ ︷︷ ︸
<∞
(∫
Rd
|ξ|−d−q |γ(ξ)|2 dξ
)1/2
+ 1
]
≤ C
[(∫
Rd
|ξ|−d−q |γ(ξ)|2 dξ
)1/2
+ 1
]
≤ C((M ′′)1/2 + 1),
yielding the desired bound, where in (B.5) we used Ho¨lder’s inequality. This computation
can be made indeed rigorous by appropriate approximation arguments, for which we refer to
the proof of [16, Theorem 4.1]. 
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