Supplementary results
6.25, P = 0.024, Cohen's d = 1.179) at MRF of 15 Hz (NSD40, 88.80% ± 9.55 vs. NSD0, 75.61% ± 12.62) and 27% (F(1,16) = 13.36, P = 0.002, Cohen's d = 1.723) at 12 Hz (NSD40, 83.44% ± 9.85 vs. NSD0, 65.51% ± 10.94), but considerably decreased 11% (F(1,16) = 0.79, P = 0.386, Cohen's d = -0.420) at 8.57 Hz (NSD40, 58.67% ± 16.01 vs. NSD0, 65.80% ± 17.88) despite not reaching statistically significant effect, whereas grand-averaged correct detection time under NSD of 40 was significantly faster than that under NSD of 0 at 15 Hz (NSD40, 2.76 ± 0.69 seconds vs. NSD0, 3.10 ± 1.13 seconds; unbalanced one-way ANOVA: 
Supplementary methods
Recordings. EEG signals were recorded from Oz site of the international 10-20 system by g.USBamp system (g.tec Inc., Austria) at a sampling rate of 1200 Hz in order to ensure that epochs encompassed single cycles of three stimulations exactly. This allowed each MRF to be fully contained within an individual FFT 'bin' alleviating spectral leakage [S1, 2] . EEG signals were referenced to a unilateral earlobe and grounded at Fpz. An online band-pass filter from 2 to 100 Hz and notch filter between 48-52 Hz were imposed to remove artifacts and power line interference.
Data Preprocessing.
In offline analysis, signals were first band-pass filtered between 3-45 Hz. Due to the possible existence of colored noise in EEG and its intrinsic influence on the low frequency components in SSMVEP spectra, each epoch was pre-whitened using an adaptive autoregressive (AAR) filter. To trade-off between the pre-whitening effect and preservation of SSMVEP, the order of the AAR filter was fixed to 1. Other parameters of this filter were estimated using the Recursive Least Squares (RLS) algorithm. Note that, because of the extensive time consumption of the pre-whitening procedure, it was not adopted in online brain-control tasks.
Simulation Model Details. In this section we performed a neural encoding simulation of an ensemble of 10,000 PIF neurons without refractory periods. With leak channel omitted, the PIF neuron was a reasonable idealization of known electrophysiology and acted as a scaled 
In the simulation, the initial phase of inputs and the bias were almost set the same for all eight forcing frequencies. The capacitance C was fixed to 0.01. Equation (1) has been calculated in simulation duration of 5 second and was updated in temporal step of  t 1/60 second. Therefore, 300 time steps have been executed for each PIF neuron, and the first 60 steps were discarded as transients, supposing that the response had reached a stationary state.
The integration of equation (1) 
