This paper addresses the problem of navigating a robotic vehicle over non-planar surfaces for the purpose of performing visual surveys. The key issue lies in generating a spatiallysmooth camera orientation command that will point the camera toward the surface during surface traversal.
I. Introduction
This paper addresses the problem of navigating a robotic vehicle over non-planar surfaces for the purpose of performing visual surveys of the surfaces. In particular, the paper addresses the issue of how to generate a smoothed camera orientation command that is used to point a vehicle-mounted camera toward the surface. The proposed solution filters high spatial frequency local measurements of the surface using a low spatial frequency spline-based surface representation. The local surface measurements update the spline via a linear Kalman filter, and the spline point projection algorithm generates the orientation command from the updated spline surface.
During the survey, it is desirable to maintain camera-surface perpendicularity in order to minimize perspective distortion incurred when taking video or still images of the surface. While camera perpendicularity over planar surfaces can be maintained by holding a constant camera orientation, 1, 2 non-planar surface surveys require that the camera change orientation while traversing the surface. Local surface orientation can be measured by multi-beam ranging sensors, and it is possible to control camera orientation based on these measurements. However, controlling camera orientation based solely on local surface orientation is undesirable if the surface contains high spatial frequency content (i.e. small features or sharp corners) in an otherwise smooth surface. The high spatial frequency content persists even when the measurements are temporally filtered (see Figure 1) , and thus, a spatial filter is required to smooth the local surface measurements.
To perform the spatial filtering, a smooth spline surface is fit to the range measurements before extracting the orientation command directly from the spline surface. A spline-based representation of the surface has three key advantages:
1. A spline surface can be fit to range measurements in real-time using a linear Kalman filter. Figure 1 . Large oscillations when a PD control system is tied to a temporally filtered local surface orientation measurement of underwater terrain.
2. Using the spline-relative vehicle position estimate, an orientation command can be generated using the spline point projection algorithm. Deriving the orientation command from the spline guarantees that the orientation command will be spatially-smooth.
3. The properties of spline surfaces offer an approximate choice of spatial smoothing bandwidth.
The proposed method has been verified using field data collected over the ocean floor by a Remotely Operated Vehicle (ROV). The results will show that when a smooth spline surface is fit to range measurements in real-time, the resulting camera orientation command resembles a smoothed version of the command produced by the local surface orientation measurements. Additionally, the results will show that when the spline-based surface model is initialized with a priori surface data, the generated orientation command better matches the local surface orientation measurements.
II. Background
The algorithms in this paper are motivated by visual surveys of the ocean floor, though the proposed method can be used to survey other non-planar surfaces that contain high spatial frequency content. The underwater environment requires that the survey camera operate close to the terrain due to light's limited penetration through water. When operating close to the terrain, high spatial frequency features along the ocean floor such as rocks and small holes are large enough to affect the local surface orientation measurement significantly. While this effect would not be prevalent when performing visual surveys when the camera is far from the surface (i.e. terrestrial visual surveys), other applications such as spacecraft inspection may require camera proximity to high spatial frequency surfaces in order to achieve the desired survey resolution.
3, 4 The proposed method can enable these close-range surveys of high spatial frequency surfaces.
Visual surveys of planar underwater terrain have been successfully achieved using either Autonomous Underwater Vehicles (AUVs) or Remotely Operated Vehicles (ROVs) with autonomous modes.
1, 2, 5, 6 During planar terrain visual surveys, camera-terrain perpendicularity can be maintained in a straightforward manner by holding a constant camera orientation. 7 In addition, maintaining camera perpendicularity during visual surveys of smooth non-planar surfaces such as ship hulls is also relatively straightforward. Since the surface is smooth, spatial filtering is not required and local surface measurements can be used to select a camera orientation.
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On the other hand, maintaining camera perpendicularity during visual surveys over non-planar underwater terrain can be problematic due to the high spatial frequency content in the terrain. Solutions can be derived from previous work in either 3-D terrain reconstruction or Simultaneous Localization and Mapping (SLAM), but those solutions are typically computationally-complex and do not lend themselves to the task of performing simple visual surveys. These methods usually store the reconstructed terrain as features, voxels, or a grid of elevations, [9] [10] [11] and such terrain representations rely on heuristics to generate a camera orientation command.
11 However, there exist many non-planar sites that are not complex enough to necessitate an accurate 3-D terrain reconstruction to attain camera-terrain perpendicularity. At these sites, the terrain's low spatial frequency information can be used to maintain perpendicularity.
Spline surfaces are a well-studied mathematical construct that can capture this low spatial frequency information. There has been an abundance of work on spline reconstruction within the computer graphics community in order to create smooth representations of objects using range scan data. The most relevant work has focused on real-time spline surface reconstruction of an object by modifying a spline surface with Kalman filtered range scan measurements. [12] [13] [14] This work lays the foundation for using DVL measurements to create a real-time spline-based terrain reconstruction that enables the generation of a smooth camera orientation command.
III. Algorithm
The proposed algorithm fits a smooth spline to range measurements of the surface taken from the survey vehicle while calculating the spline-relative vehicle position. The fitted spline subsequently is used to generate a spatially-smooth camera orientation command that maintains camera perpendicularity. The algorithm consists of three steps:
1. Spline Kalman Update: The spline-based model of the surface is updated with the most recent range measurements. This update is performed in a stochastic manner with a linear Kalman filter measurement update step. The Kalman filter's state vector tracks both the shape of the spline as well as the spline-relative vehicle position error.
Vehicle Position Projection:
The point on the spline surface closest to the vehicle position is found using the point projection algorithm. The surface normal vector's direction at the projected point is interpreted as the camera orientation command that places the camera perpendicular to the surface.
Orientation Command Confidence:
The state covariance being tracked by the spline Kalman filter is used to compute the covariance of the vehicle position's spline-projected point. This covariance is converted into an orientation command confidence, signifying the amount of local surface measurement information that has been used to compute the current orientation command.
III.A. Spline Representation of a Surface
Splines are functions that map a parameter domain into an n-dimensional manifold by way of a series of polynomial basis functions forming linear combinations of n-dimensional points. The spline functions used in this paper take the form of "tensor product cubic B-spline surfaces," which map a plane (u, v) to 3-D points using cubic basis functions. The basic B-spline surface equation is
where S(u, v) is the 3-D point on the spline surface at a particular parameter tuple (u, v), N j,p and N k,p are the jth and kth B-spline basis functions of polynomial degree p, and P j,k are a set of 3-D spline surface control points. In this paper, the polynomial degree p is always 3.
The B-spline basis functions are structured such that at any given parameter value, only p + 1 basis functions are active (nonzero). The resulting spline surface becomes C p continuous with respect to changes in (u, v), but is allowed to break one degree of continuity at specific parameter values called knots. 15 At the knots, one active basis function becomes inactive and one inactive basis function becomes active. 15 In addition, the number of knots in a parametric direction directly determines the number of control points in that direction.
Since B-spline surfaces represent combinations of smooth piecewise polynomial functions, they are able to represent the low spatial frequency variations in surfaces. In particular, since the knots denote breaks in the spline's C p continuity, the number of knots in a spline surface is representative of the smoothness of a spline. 15 Hence, the spatial frequency represented by the spline surface can be changed by modifying the number of knots in the spline, allowing for control over the spatial filtering bandwidth.
The spatial filtering bandwidth is taken into consideration when initializing a spline surface model for the algorithm. During initialization, the size of the visual survey area and a "number of control points per kilometer of space" metric that encapsulates the desired spatial frequency are determined. These metrics are then used to compute the number of control points and knots (and thus, n and m) in the spline-based surface model.
Two additional characteristics of tensor product B-spline surfaces allow for a well-behaved update to the spline to reflect measurements of the surface:
• Strong convex hull property: The surface S(u, v) lies within the convex hull of its control points.
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Due to this property, the control points can be interpreted as a coarse representation of the spline. 16 Thus, making a small change to the location of a control point will make a small change to the spline in a well-behaved manner.
• Local support: The notion of p + 1 active basis functions results in (p + 1) × (p + 1) control points determining the location of a specific point S(u, v). 15 Therefore, if a measured point on the surface does not match the associated point on the spline, a limited number of control points need to be changed for the spline to better reflect the measurement. In addition, the changed control points only affect a local area of the spline surface: distant areas of the surface are not changed by the measurement update.
Finally, another property of B-spline surfaces enables the robust determination of spline surface normal vectors:
• Differentiability: The first partial derivatives of the cubic B-spline surface is well defined at all locations on the spline. 15 This leads to the reliable determination of a spline surface normal vector at any given (u, v) tuple.
III.B. Spline Kalman Update
The spline Kalman update changes the shape of the spline surface using the most recent range measurements and estimates the error in the spline-relative vehicle position. The Kalman update recasts the spline surface control points P j,k and the vehicle position error B as a state vector P , then uses the linear relation between the control points and the spline surface in order to update both the vehicle position error B, as well as locations P j,k and covariances Σ P of the control points. Figure 2 depicts the definitions for the spline Kalman update. Assume x is the best spline-relative estimate of vehicle position. Let r i be the ith range measurement (scalar) along a ray with known orientation with respect to a vehicle-fixed frame. Let R i be the point obtained by projecting the range measurement r i from x along the range measurement's ray. Let Q i be a point on the spline surface closest to to R i , with (u i , v i ) being the spline parameters at Q i . These parameters can be computed via the spline point projection algorithm described in Section III.C.
From Equation 1, a relation between Q i and the spline surface control points can be written:
In order for the spline surface to match the range measurements, R i should equal Q i . Thus, the measurement model equation becomes:
where the goal is to estimate P j,k using measurements R i . Written in matrix-vector form: (
for each of the three dimensions d = {x, y, z}. However, since the range measurement R i is projected from a potentially erroneous estimate of spline-relative vehicle position, the range measurement may be biased by the vehicle position error. This bias is especially relevant if the initial spline is derived from a priori map data, as the vehicle's position with respect to the map may be biased. In order to alleviate the bias, it is explicitly estimated; the new measurement model equation is:
where B is the bias to be estimated, ∼ N (0, Σ ) is random Gaussian noise that is incurred in the range measurement. Note that due to the Gaussian noise assumption and the linear measurement model with respect to the parameters (P, B), a Kalman filter can be used to optimally update the parameters using the measurements.
To write Kalman filter update equations, the parameters need to be formed into a column vector. "Vectorization" is defined as the operation of converting a matrix into a column vector by vertically concatonating the matrix's columns. Define P d as the vectorized version of the matrix (P j,k ) d and let C i be the vectorized version of the matrix N ui N T vi . The measurement model equation can now be written:
The vectorized measurement model equation now leads to the Kalman filter update equation. Denoting Σ P the covariance of the estimation state P , we can compute Σ R , the covariance of R i :
Finally, the Kalman measurement update step becomes:
with the following covariance update:
Note that due to the local support property of spline surfaces (see Section III.A), the matrix C is sparse: only p + 1 B-spline basis functions evaluations in each of the the N ui and N vi matrices in Equation 4 are nonzero. This sparsity leads to sparse state and measurement covariance matrices Σ P and Σ R , as well as a low computation time for the measurement update step.
After the Kalman measurement update step, the updated spline is constructed by reconstructing each control point P j,k from P , then adding the spline-relative vehicle position error B to each control point. The error can simply be added to the control points since any affine transform can be applied to a spline by applying the same transform to the spline's control points. 15 After the update, the spline's shape better models the range measurements of the surface and the spline's position cancels the estimated vehicle position error.
III.C. Point Projection Algorithm
Assuming a spline surface consistent with the range measurements of the surface has been computed, the spline point projection algorithm determines the camera perpendicularity orientation. A well-known technique in the geometric modeling community, the point projection algorithm aims to find the point on the spline surface closest to a given point. If the vehicle position is projected onto the spline surface, the spline normal vectorn at the projected point is the direction that the camera must point in order to achieve perpendicularity.
The following is an overview of the spline point projection algorithm. 15 Let S(u, v) be the spline surface, as described in Equation 1, and let P be the point to be projected. Also, define
as the vector from P to the spline surface at particular (u, v) values.
The following set of equations must be solved in order to find the (u, v) values that minimize the distance between P and the spline:
where S u (u, v) and S v (u, v) are the partial derivative vectors of the spline surface with respect to u and v. The solution (u * , v * ) to this set of equations yields a vector r(u * , v * ) that is either zero magnitude (P lies on the spline surface), or is normal to the spline surface (S(u * , v * ) is the point on the spline surface closest to P).
A Newton iteration can efficiently solve the set of equations. Computing the Jacobian of the equations:
Using the Jacobian, the multi-dimensional Newton iteration step can be written:
After Newton iteration convergence, the surface normal unit vector at the vehicle position's projected location can be computed by:
A good initial guess of (u, v) is required for proper convergence of the Newton iteration. Generally, an initial guess is formed by computing a set of candidate points on the spline and starting the Newton iteration at the candidate point closest to P. In a real-time system that computes the desired camera orientation at every time step, the previous time step's spline projection result can be used as the initial condition for the current time step.
Note that the current vehicle position estimate can be used for the given point P. Since the spline surface has been updated to accurately represent the range measurements, the camera orientation that achieves perpendicularity at the current vehicle position is along the surface normal vector in Equation 14 . Also, sincen has been derived directly from the smooth spline surface, the vector's orientation is spatially smooth.
III.D. Orientation Command Confidence
An orientation command confidence measure is computed by combining the outputs of both algorithm steps. As more range measurements of an area are incorporated into the spline-based surface model, the Kalman filter acquires more information about the surface's shape. The Kalman filter's output is then used to calculate the amount of information at the surface normal vector's (Equation 14) position. A greater amount of information at the surface normal vector's position increases the confidence that a viable orientation command is being computed.
Due to the stochastic nature of the spline Kalman update, the spline-based surface model is able to track the amount of surface shape information gathered in an area. The Kalman filter state vector is normally distributed and encapsulates a Gaussian distribution covariance matrix Σ i,j for each spline control point P i,j . Using the linear relationship in Equation 1, the control point covariances can be combined to produce a Gaussian covariance at any (u, v) parameter pair on the spline surface:
The output of the point projection algorithm is then combined with this measure of surface shape information to compute an orientation command confidence. The point projection algorithm produces a spline surface parameter tuple (u * , v * ) at which the surface normal is computed and converted into an orientation command. A surface covariance Σ S (u * , v
This confidence measure can then be used by the orientation control system to asses the validity of the generated orientation command.
IV. Results

IV.A. Data Acquisition Framework
Measurements from the ocean floor made by a ROV have verified the algorithm's viability. The Monterey Bay Aquarium Research Institute (MBARI) in California's Monterey Bay operates the ROV Ventana, whose sensor suite includes:
1. A high definition camera that can be panned and tilted.
2. A fiber optic gyroscope for accurate and unbiased orientation measurements.
3. A DVL containing four sonar beams that record range and velocity measurements at 5 Hz. The velocity measurements can be integrated to produce a drift-laden ROV position estimate relative to an unknown inertially-fixed point.
4. An Ultra-Short BaseLine (USBL) sensor that produces coarse (5 m accuracy), but unbiased measurements of the ROV's inertial position at a rate of 1 Hz. These measurements are necessary to localize the ROV if a priori geo-referenced bathymetry data is used to initialize the algorithm.
In addition, the ROV has actuator authority in four degrees of freedom: axial, lateral, vertical, and yaw. Roll and pitch are held near zero by way of the ROV's natural buoyancy.
The ROV acquired the data over a waypoint in Monterey Bay known as "Clam Field South." Prior information regarding the shape of the terrain was available in the form of a discrete elevation map (DEM) with a terrain depth measurement at each vertex of a 5 meter-spaced grid registered in Universal Transverse Mercator (UTM) coordinates. The DEM allows validation that the final shape of the measurement updated spline resembles the actual shape of the terrain.
During data acquisition, the ROV pilot drove a 80 m × 40 m lawnmower pattern trajectory around the hill at Clam Field South at a rate of approximately 0.2 m/s. The pilot was tasked with keeping the camera perpendicular to the terrain at all times by holding the camera tilt at the hill's elevation angle, and then pointing the ROV uphill. During the maneuver, the ROV's UTM position was calculated by fusing the unbiased low-frequency USBL position measurement and the biased high-frequency DVL position measurement via a complimentary filter. 17 The calculated position, ROV orientation, and DVL range measurements were stored at a 5 Hz rate. Figure 3 shows the ROV's trajectory over the Clam Field South DEM. 
IV.B. Spline Kalman Update Results
The spline surface Kalman filter update must be fed initial control points and covariances. If a priori terrain data exists, the spline control points can be initialized to a least-sqares spline fit of the terrain. Otherwise, the spline surface initialization can be based on measurements taken at the site. Figure 4 shows the a priori and online measurement-based start conditions. Both splines are computed by first choosing the number of control points used to describe 1 km of space, as described in Section III.A. Using 30 control points per km produces a smooth yet accurate representation of the terrain. The online measurement-based spline is a plane created using measurements from the first swath of the trajectory. The surface normal estimates from the DVL are averaged over the swath to produce the plane's normal vector. The plane is anchored at the initial ROV position.
Kalman updating the spline surfaces using DVL range measurements produces the spline surfaces shown in Figure 5 . In both cases the DVL has correctly incorporated local terrain measurements into the spline's shape.
Of note: the a priori data-based spline's control points exhibit small motions after the Kalman update, but a 3.7 m bias is estimated in the spline's position. The bias arises from error between the a priori terrain data's geo-registration and the vehicle position estimate. To contrast, the online measurement-based spline's control points move significantly, but a similar magnitude 3.2 m bias is estimated, arising from an error in the initial spline plane's position. The contrasting results show that bias estimation is important for reducing errors regardless of how the spline surface is initialized. 
IV.C. Orientation Command Generation Results
After each Kalman update of the spline surface, the current vehicle position estimate is projected onto the spline surface in order to derive the causal orientation command, as depicted in Figure 6 . The resulting orientation command has been verified against two other orientation commands:
1. The ROV's heading during the maneuver can be interpreted as a pilot-chosen orientation command, as the pilot attempted to maintain camera perpendicularity.
2. The DVL computes a surface normal estimate from its range returns, as described in Section I. From this estimate, the DVL computes the heading that the ROV must point in order to face uphill. Figure 7 compares the causal spline-based heading command with the pilot-chosen and DVL-based heading commands. The figure shows that the spline map yields a smooth orientation command, as the command does not change by more than a few degrees every 5 seconds. On the other hand, the pilot-chosen heading command contains large oscillations while the DVL-based heading command has regions of high frequency heading variation, where changes of 30 degrees in a 5 second interval are common. Thus, the spline-based orientation command generation produces a smoothed version of the DVL heading command. Additionally, the use of a priori data in generating the initial spline surface helps produces a smoother causal heading command. Figure 8 shows the orientation command confidence measure showing an increasing trend as more local terrain information is incorporated into the spline-based terrain model. Periodic decreases in confidence occur as the ROV's position travels over parts of the spline surface that have not yet been visited. Then, as local terrain information is gathered in the unvisited areas, the confidence metric increases. Additional verification of the spline-based orientation command can be found in Figure 9 , where a noncausal orientation command is generated from a static, a posteriori spline surface that has been updated with all available range measurements. This orientation command generation does not contain the noise from a spline map that changes every time step. The result is a very smooth orientation command that resembles a spatially-filtered version of the DVL-based orientation command. This result verifies that the spline surface has been properly updated to match DVL range measurements and is helping in choosing a smooth orientation command.
Finally, the decreasing spline smoothness using increased numbers of control points is shown by way of Figure 10 . The heading commands in this figure were generated using a spline surface containing 40 and 60 control points per km. The results show that increasing the number of control points per km in a spline surface effectively increases the spatial filter's bandwidth.
V. Conclusion
This paper has shown that a spline fit of range measurements of a surface can successfully enable splinerelative vehicle position estimation and the calculation of a smooth camera perpendicularity orientation. Using only causal information, a spline surface has been used to generate a spatially-smooth orientation command that can be used to maintain camera perpendicularity to the surface. A linear Kalman filter updates the spline surface and spline-relative vehicle position error estimate, while the spline point projection algorithm derives the orientation command from the normal vector at the vehicle position's projected point. The resulting smooth orientation command has been validated against surface normal estimates derived from actual sonar range data.
VI. Acknowledgements
The authors thank the Monterey Bay Aquarium Research Institute for supporting this research. Also, thanks to the pilots of the ROV Ventana (Craig Dawe, Knute Brekke, DJ Osborne, and Mike Burczynski) and the crew of the R/V Point Lobos for helping collect the data that made this research possible. 
