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ON THE AUTOMORPHIC SHEAVES FOR GSp4
S. LYSENKO
Abstract. For G = GSp4 we construct an automorphic sheaf correspinding to a
Gˇ-local system on a curve X such that its standard representation is an irreducible
local system of rank 4 on X. This is obtained an an application of some more general
results related to the geometric theta-lifting.
1. Introduction
1.1. Let X be a smooth projective curve over an algebraically closed field of charac-
teristic p > 2. Let G = GSp4, write Gˇ for the Langlands dual group over Q¯ℓ. Let EGˇ
be a Gˇ-local system on X such that its standard representation is an irreducible (rank
4) local system on X. Write BunG for the stack of G-torsors on X.
In this paper we construct an object K of the derived category D(BunG) of Q¯ℓ-
sheaves on BunG, which is a EGˇ-Hecke eigen-sheaf. It is obtained via the geometric
theta-lifting and confirms a conjecture proposed ten years ago in ([26], Conjecture 6(ii)).
The non-vanishing of K is established in [28].
1.1.1. The above result is obtained as an application of several more general results.
First, we consider the dual pairs (Sp2n,SO2m), (GSp2n,GO2m) and (GLn,GLm) and the
corresponding geometric theta-lifting functors as in [24, 26, 27]. If G is a ‘smaller’ group
and H is a ‘bigger’ group in this pair, one has an associated embedding κ : Gˇ×Gm → Hˇ
for which the theta-lifting functor FH from D(BunG) to D(BunH) is known to commute
with the action of Hecke functors Rep(Hˇ) via κ (cf. [24, 27]). Let FG be the theta-
lifting functor from D(BunH) to D(BunG), that is, in the ‘wrong’ direction. We show
that FG commutes with the action of Rep(Hˇ) in a suitable sense.
Second, we consider a general situation, where G, H are connected reductive groups
with a given embedding κ : Gˇ →֒ Hˇ. Let now EGˇ be a Gˇ-local system on X. Recall
that Rep(Gˇ) acts on D(BunG) by Hecke functors. Let Rep(Hˇ) act on D(BunG) via the
restriction by κ. Assume K ∈ D(BunG) satisfies the EGˇ-Hecke property for this action
of Rep(Hˇ) on D(BunG). We show that for some particular embeddings κ, this allows
to naturally equip K with the usual EGˇ-Hecke property provided that EGˇ satisfies
some genericity assumptions. As a consequence, one gets a construction of the desired
automorphic sheaf for GSp4 (Theorem 3.4.3).
In Section 2 we review the geometric Langlands functoriality and the geometric theta-
lifting for the convenience of the reader. Our main results are formulated in Section 3,
and the proofs are given in the remaining sections.
1.2. Notation. Work over an algebraically closed field k of characteristic p > 2. The
case p = 2 is excluded as we are using the results of [24, 25, 27, 20] on the the geometric
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Weil representation (they could possibly be extended to the p = 2 case using [17]). All
our stacks are defined over k. Let ℓ 6= p be a prime, Q¯ℓ the algebraic closure of Qℓ.
We work with etale Q¯ℓ-sheaves on algebraic stacks locally of finite type (cf. [22]).
We ignore the Tate twists everywhere (they are easy to recover if necessary). Let X be
a smooth projective connected curve, Ω the canonical line bundle on X.
We use the following conventions from ([24], Section 2.1). For an algebraic stack
locally of finite type S we denote by D(S) the derived category of unbounded Q¯ℓ-
complexes on S with constructible cohomologies defined in ([22], Remark 3.21) and
denoted Dc(S, Q¯ℓ) in loc.cit. For ∗ = +,−, b we have the corresponding full subcategory
D∗(S) ⊂ D(S) denoted D∗c(S, Q¯ℓ) in loc.cit.
Write D−(S)! ⊂ D
−(S) for the full subcategory of objects, which are extensions
by zero from some open substack of finite type. Write D≺(S) ⊂ D(S) for the full
subcategory of complexes K ∈ D(S) such that for any open substack of finite type
U ⊂ S, K |U∈ D
−(U). We assume that for an algebraic stack S locally of finite type
the following holds 1
(P) If K ∈ D≺(S) is such that Hi(K) = 0 for all i then K = 0.
(This immediately reduces to the case of S of finity type).
1.2.1. For a connected reductive group G over k we write BunG for the stack of G-
torsors on X. Denote by Gˇ the Langlands dual group to G over Q¯ℓ.
Let GrG denote the affine Grassmanian classifying (FG, β), where FG is a G-torsor
on X, β : FG →˜F
0
G is a trivialization over X − x. Let Ox be the completed local ring
of X at x. The spherical Hecke category SphG is defined as the category of G(Ox)-
equivariant perverse sheaves on GrG. The Satake equivalence provides an equivalence
of symmetric monoidal categories Rep(Gˇ) →˜ SphG.
Write HG for the Hecke stack classifying (x ∈ X,FG →˜F
′
G |X−x) with FG,F
′
G ∈
BunG. It fits into the diagram
X × BunG
supp×h←
G← HG
h→
G→ BunG,
where h←G (resp., h
→
G ) sends the above point to FG (resp., F
′
G). The map supp sends
the above point to x. The Hecke functors
H←G ,H
→
G : SphG×D
≺(S × BunG)→ D
≺(X × S × BunG)
are defined in ([24], Section 2.1.1).
For θ ∈ π1(G) and x ∈ X let Gr
θ
G denote the connected component of GrG classifying
(FG, β), where FG is a G-torsor on X, β : FG →˜F
0
G is a trivialization over X − x such
that VF0
G
→˜VFG(〈θ, λˇ〉x) for a one dimesional G-module of weight λˇ. Here π1(G) is the
algebraic fundameltal group of G (the quotient of the coweights lattice by the coroots
lattice). Write Bunn for the stack of rank n vector bundles on X.
1.2.2. As in ([24], Section 2.1.2), write LocX for the category of local systems onX and
set DLocX = ⊕i∈Z LocX [i] ⊂ D(X). Then DLocX as a symmetric monoidal category
naturally. If x ∈ X then a datum of a symmetric monoidal functor E : Rep(Gˇ) →
1We have not found a reference for this property.
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DLocX is equivalent to a datum of a homomorphism σ : π1(X,x)×Gm → Gˇ algebraic
along Gm and continuous along π1(X,x).
As in ([24], Section 2.1.2) we set DSphG = ⊕i∈Z SphG[i] ⊂ D(GrG) The above Satake
equivalence is extended to an equivalence of symmetric monoidal categories
Locr : Rep(Gˇ ×Gm) →˜ DSphG,
so that the standard representation of Gm corresponds to unit[1], where unit ∈ SphG
is the unit object. The above Hecke action is extended to an action of D SphG on
D≺(BunG), so that the standard representation of Gm acts by the cohomological shift
K 7→ K[1].
2. Geometric Langlands functoriality and the theta-lifting
For the convenience of the reader we review the geometric theta-lifting functors from
[24]. We also formulate our definitions of the geometric Langlands functoriality and of
the Hecke eigen-sheaves.
2.1. Functoriality. We use the following slightly generalized version of the notion of
a Hecke eigen-sheaf from ([8], Section 2.8). Write s for the involution of X2 permuting
the two copies of X. The diagonal in X2 is sometimes denoted △(X).
Definition 2.1.1. Let G,H be connected reductive groups over k, κ : Gˇ×Gm → Hˇ be
a homomorphism over Q¯ℓ. Let x ∈ X. Assume given a symmetric monoidal functor
E : Rep(Hˇ) → DLocX , hence the corresponding homomorphism σ : π1(X,x) × Gm →
Hˇ. The value of E on V ∈ Rep(Hˇ) is denoted EV following [8].
We say that K ∈ D≺(BunG) is equipped with a E-Hecke (or σ-Hecke) property with
respect to κ if for V ∈ Rep(Hˇ) we are given a functorial isomorphism
(1) αV : H
←
G (V,K) →˜K ⊠ E
V [1]
on BunG×X such that H1) and H2) below are satisfied. First, for V1, . . . , Vn ∈ Rep(Hˇ)
iterating α, one gets an isomorphism on BunG×X
n
αV1,...,Vn : H
←
G (V1 ⊠ . . .⊠ Vn,K) →˜K ⊠ E
V1 [1]⊠ . . .⊠ EVn [1]
We require that for V1, V2 ∈ Rep(Hˇ) the following two diagrams commute
H1)
H←G (V1 ⊠ V2,K)
αV1,V2→ K ⊠ EV1 [1] ⊠EV2 [1]
↓ ↓
(id×s)∗H←G (V2 ⊠ V1,K)
(id×s)∗αV2,V1→ K ⊠ s∗(EV2 [1]⊠ EV1 [1]),
H2)
H←G (V1 ⊠ V2,K) |BunG×△(X)
αV1,V2→ K ⊠ EV1 [1]⊠ EV2 [1] |BunG ×△(X)
↓ ↓
H←G (V1 ⊗ V2,K)[1]
αV1⊗V2→ K ⊠EV2⊗V2 [2]
Here the vertical arrow are the natural isomorphisms. It is understood that Rep(Hˇ)
acts via the restriction by κ.
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If moreover G = H and κ : Gˇ × Gm → Gˇ is the projection then we say that K is a
E-Hecke eigen-sheaf.
We insist that K ∈ D≺(BunG) in Definition 2.1.1 has only a ‘partial Hecke property’,
the isomorphisms αV are not given for all V ∈ Rep(Gˇ), but only for a part of them.
Remark 2.1.2. In the situation of Definition 2.1.1 let σ : π1(X,x) × Gm → Gˇ be a
homomorphism, and K ∈ D≺(BunG) be a nonzero σ-Hecke eigen-sheaf. According to
the Arthur-Langlands philosophy, σ should be a composition
π1(X,x) ×Gm
id×t
→ π1(X,x) × SL2 → Gˇ,
where t : Gm →֒ SL2 is the torus of diagonal matrices ([4], Section 4.3).
2.1.3. Let G,H be connected reductive groups over k. Assume given a complex M ∈
D(BunG×BunH). Consider the diagram of projections
BunH
pH
← BunH ×BunG
pG
→ BunG
Define the functors FH : D(BunG)→ D(BunH) and FG : D(BunH)→ D(BunG) by
FH(K) = pH,!((p
∗
GK)⊗M)[− dimBunG] and FG(K) = pG,!((p
∗
HK)⊗M)[− dimBunH ]
Actually, for FH to be defined we need maybe to relax the contractibility assumptions
for the cohomology sheaves of objects of our derived categories, let us ignore this for
the moment (there is no issue by Remark 2.1.6 below).
For a scheme of finite type S by abuse of notations we still denote by
FH : D(BunG×S)→ D(BunH ×S)
the functor defined as above with M replaced by pr∗M, where pr : BunH ×BunG×S →
BunH ×BunG is the projection (and similarly for FG).
Let κ : Gˇ×Gm → Hˇ be a homomorphism.
Definition 2.1.4. Assume given isomorphisms on BunH ×X
αV : H
←
H (V, FH(K)) →˜FHH
←
G (V,K)
functorial in K ∈ D(BunG) and V ∈ Rep(Hˇ). It is understood that Rep(Hˇ) acts on
D(BunG) via the restriction through κ. We require the properties H’1) and H’2) below.
First, for V1, . . . , Vn ∈ Rep(Hˇ) iterating αV , one gets the isomorphism over BunH ×X
n
αV1,...,Vn : H
←
H (V1 ⊠ . . .⊠ Vn, FH(K)) →˜FHH
←
H (V1 ⊠ . . .⊠ Vn,K)
We require that for V1, V2 ∈ Rep(Hˇ) the following diagrams commute
H’1)
H←H (V1 ⊠ V2, FH(K))
αV1,V2→ FHH
←
G (V1 ⊠ V2,K)
↓ ↓
(id×s)∗H←H (V2 ⊠ V1, FH(K))
(id×s)∗αV2,V1→ FH(id×s)
∗H←G (V2 ⊠ V1,K),
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H’2)
H←H (V1 ⊠ V2, FH (K)) |BunH ×△(X)
αV1,V2→ FHH
←
G (V1 ⊠ V2,K) |BunH ×△(X)
↓ ↓
H←H (V1 ⊗ V2, FH(K))[1]
αV1⊗V2→ FHH
←
G (V1 ⊗ V2,K)[1]
Here the vertical arrows are natural isomorphisms. In this case we say that FH com-
mutes with the Hecke actions for κ (so, realizes the geometric Langlands functoriality
for κ).
Remark 2.1.5. Assume FH : D(BunG) → D(BunH) commutes with Hecke actions
with respect to κ.
1) Let x ∈ X, σ : π1(X,x) ×Gm → Gˇ be a homomorphism. Write
σex : π1(X,x) ×Gm → Gˇ×Gm
for the homomorphism, whose second component is the projection on Gm. Let σH =
κ◦σex. If K ∈ D(BunG) is a σ-Hecke eigen-sheaf then FH(K) is naturally a σH-Hecke
eigen-sheaf.
2) As in Remark 2.1.2, according to the Arthur-Langlands philosophy, κ is expected
always to be a composition
Gˇ×Gm
id×t
→ Gˇ× SL2 → Hˇ,
where t : Gm → SL2 is the torus of diagonal matrices.
Remark 2.1.6. For an algebraic stack locally of finite type S one may also consider
the version Dnonc(S) of D(S), where we do not assume that the cohomologies are con-
structible. It can be defined as the homotopy category underlying the ∞-category of
Q¯ℓ-sheaves on S as in [11]. Then for any morphism f : S → S
′ the direct image
f! : Dnonc(S)→ Dnonc(S
′) is defined by ([10], Corollary 1.4.2).
Definition 2.1.7. Assume we are in the situation of Section 2.1.3. Assume given
isomorphisms on BunG×X
αV : FGH
←
H (V,K) →˜H
←
G (V, FG(K))
functorial in K ∈ D(BunH) and V ∈ Rep(Hˇ). It is understood that Rep(Hˇ) acts on
D(BunG) via the restriction through κ. We require the properties H”1) and H”2) below.
First, for V1, . . . , Vn ∈ Rep(Hˇ) iterating αV , one gets the isomorphism over BunG×X
n
αV1,...,Vn : H
←
G (V1 ⊠ . . . ⊠ Vn, FG(K)) →˜FGH
←
H (V1 ⊠ . . .⊠ Vn,K)
We require that for V1, V2 ∈ Rep(Hˇ) the following diagrams commute
H”1)
H←G (V1 ⊠ V2, FG(K))
αV1,V2→ FGH
←
H (V1 ⊠ V2,K)
↓ ↓
(id×s)∗H←G (V2 ⊠ V1, FG(K))
(id×s)∗αV2,V1→ FG(id×s)
∗H←H (V2 ⊠ V1,K
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H”2)
H←G (V1 ⊠ V2, FG(K)) |BunG ×△(X)
αV1,V2→ FGH
←
H (V1 ⊠ V2,K) |BunG×△(X)
↓ ↓
H←G (V1 ⊗ V2, FG(K))[1]
αV1⊗V2→ FGH
←
H (V1 ⊗ V2,K)[1]
Here the vertical arrows are natural isomorphisms. In this case we say that FG com-
mutes with the Hecke actions for κ.
Corollary 2.1.8. Assume FG : D(BunH) → D(BunG) commutes with Hecke functors
for κ as in Definition 2.1.7. Let x ∈ X, σ : π1(X,x) × Gm → Hˇ be a homomorphism.
If K ∈ D(BunH) is a σ-Hecke eigen-sheaf then FG(K) is naturally equipped with a
σ-Hecke property with respect to κ.
2.2. Theta-lifting.
2.2.1. For r ≥ 1 let Gr be the group scheme on X of automorphisms of O
r
X ⊕ Ω
r
preserving the natural symplectic form ∧2(OrX ⊕ Ω
r)→ Ω. The stack BunGr classifies
M ∈ Bun2r with a symplectic form ∧
2M → Ω. Let Ar be the line bundle on BunGr
with fibre detRΓ(X,M) at M . Write B˜unGr → BunGr for the µ2-gerbe of square roots
of Ar. The theta-sheaf Aut on B˜unGr is defined in [25].
2.2.2. Orthogonal-symplectic dual pair. Let n,m ≥ 1. LetG = Gn andH = SO2m split.
The stack BunH classifies V ∈ Bun2m, a nondegenerate symmetric form Sym
2 V → O,
and a compatible trivialization detV →˜OX . The theta-lifting functors
(2) FG : D
−(BunH)! → D
≺(BunG), FH : D
−(BunG)! → D
≺(BunH)
from ([24], Section 2.3) are defined as follows.
Let τ : BunG×BunH → BunG2nm be the map sending (M,V ) to M ⊗ V with the
induced symplectic form ∧2(M ⊗ V )→ Ω. There is a canonical lift
τ˜ : BunG×BunH → B˜unG2nm
exteding τ (cf. [24], Section 2.3.1). LetM = τ˜∗Aut[dimBunG×BunH − dimBunG2nm ].
Using the kernel M, define functors (2) as in Section 2.1.3.
2.2.3. For m > n define κ : Gˇ×Gm → Hˇ as in ([24], Section 2.3.2). Namely, let W =
Q¯2mℓ be the standard representation of Hˇ = SO2m. Pick an orthogonal decomposition
W = W1 ⊕W2, where dimW1 = 2n+1. Identify Gˇ →˜ SO(W1), this fixes the inclusion
Gˇ →֒ Hˇ. The centralizer of Gˇ in Hˇ contains SO(W2). Let prin : SL2 → SO(W2) be
the homomorphism corresponding to a principal (irreducible) representation of SL2 on
W2. Then the restriction of κ to Gm is the composition Gm →֒ SL2
prin
→ SO(W2) →֒ Hˇ,
where the first map is the maximal torus of diagonal matrices in SL2.
For m ≤ n define κ : Hˇ × Gm → Gˇ as in loc.cit. Namely, let W = Q¯
2n+1
ℓ be
the standard representation of Gˇ = SO2n+1. Pick an orthogonal decomposition W =
W1 ⊕W2, where dimW1 = 2m and identify Hˇ →˜ SO(W1). This fixes the inclusion
Hˇ →֒ Gˇ. The centralizer of Hˇ in Gˇ contains SO(W2). Let prin : SL2 → SO(W2) be
the homomorphism corresponding to a principal (irreducible) representation of SL2 on
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W2. Then the restriction of κ to Gm is the composition Gm →֒ SL2
prin
→ SO(W2) →֒ Gˇ,
where the first map is the maximal torus of diagonal matrices in SL2.
Proposition 2.2.4 ([24], Theorem 3). Assume we are in the situation of Section 2.2.2.
1) If m ≤ n then FG commutes with Hecke actions for κ.
2) If m > n then FH commutes with Hecke actions for κ.
2.2.5. Theta-lifting for similitudes. Let n,m ≥ 1. Let G = GSp2n, H = GO
0
2m be as in
([27], Section 2.3). Here H = (Gm × SO2m)/µ2 with µ2 included diagonally, G,H are
split. The theta-lifting functors
(3) FG : D
−(BunH)! → D
≺(BunG), FH : D
−(BunG)! → D
≺(BunH)
from ([27], Definition 1) are defined as follows.
The stack BunG classifies (M ∈ Bun2n,A ∈ Bun1) with a symplectic form ∧
2M → A
on X. The stack BunH classifies (V ∈ Bun2m,C ∈ Bun1), a nondegenerate symmetric
form Sym2 V → C, and a compatible trivialization γ : C−m ⊗ detV →˜OX .
Let BunG,H = BunG×Bun1 BunH, where the map BunG → Bun1 sends (M,A) to
A, and BunH → Bun1 sends (V,C, γ) to C
−1 ⊗ Ω. Let τ : BunG,H → BunG2nm be the
map sending a collection (M,A, V,C, γ) to M ⊗ V with the induced symplectic form
∧2(M ⊗ V )→ Ω. The map τ admits a canonical lift
τ˜ : BunG,H → B˜unG2nm
defined in ([26], Section 3.2.1). For future reference define the complex
AutG,H = τ˜
∗Aut[dimBunG,H− dimBunG2nm ]
on BunG,H. Let q : BunG,H → BunG×BunH be the natural map. Define the complex
M on BunG×BunH as
M = q!AutG,H
Then define the functors (3) as in Section 2.1.3.
2.2.6. For m ≥ 3 consider the group Spinm defined in ([18], Section 6.3.3). By ([18],
Theorem 6.3.5), it is equipped with a distinguished surjection Spinm → SOm given by
the standard representation, whose kernel is denoted {1, ι} →˜ µ2. For example,
Spin3 →˜ SL2, Spin5 →˜ Sp4, Spin6 →˜ SL4
For m ≥ 3 set GSpinm = Gm×Spinm /{(−1, ι)}. We convent that GSpin2 = Gm×Gm.
Recall the Langlands dual groups Hˇ →˜ GSpin2m, Gˇ →˜ GSpin2n+1 (cf. [27], Section 2.4).
2.2.7. For m > n define κ¯ : Gˇ × Gm → Hˇ as in ([27], Sections 2.4 and 4.8.9). For
m ≤ n define κ¯ : Hˇ × Gm → Gˇ as in ([27], Sections 2.4 and 4.8.9). Namely, consider
the surjections st : Gˇ → Gˇ = SO2n+1 and st : Hˇ → Hˇ = SO2m given by the standard
representation.
For m ≤ n consider the map κ : Hˇ × Gm → Gˇ of Section 2.2.3. The preimage of
Hˇ →֒ Gˇ under st : Gˇ → Gˇ identifies with Hˇ, this fixes the inclusion Hˇ →֒ Gˇ. There is
a unique homomorphism ǫ : Hˇ × SL2 → Gˇ with the following properties: i) it extends
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the inclusion Hˇ →֒ Gˇ; ii) define κ¯ as the composition Hˇ×Gm
id×t
→ Hˇ× SL2
ǫ
→ Gˇ. Then
the diagram commutes
Hˇ×Gm
κ¯
→ Gˇ
↓ st×id ↓ st
Hˇ ×Gm
κ
→ Gˇ
For m > n consider the map κ : Gˇ ×Gm → Hˇ from Section 2.2.3. The preimage of
Gˇ →֒ Hˇ under st : Hˇ → Hˇ identifies with Gˇ, this fixes the inclusion Gˇ →֒ Hˇ. There is
a unique homomorphism ǫ : Gˇ × SL2 → Hˇ with the following properties: i) it extends
the inclusion Gˇ →֒ Hˇ; ii) define κ¯ as the composition Gˇ×Gm
id×t
→ Gˇ× SL2
ǫ
→ Hˇ. Then
the diagram commutes
Gˇ×Gm
κ¯
→ Hˇ
↓ st×id ↓ st
Gˇ×Gm
κ
→ Hˇ
If m = n or m = n+ 1 then the restriction of κ¯ to Gm is trivial.
Proposition 2.2.8 ([27], Theorem 1). Assume we are in the situation of Section 2.2.5.
1) If m ≤ n then FG commutes with Hecke actions for κ¯.
2) If m > n then FH commutes with Hecke actions for κ¯.
Remark 2.2.9. For future references, we record the following. Assume we are in the
situation of Section 2.2.7. Write st : Spin2n+1 → SO2n+1 and st : Spin2m → SO2m for
the standard representations of these groups. If m ≤ n then the preimage of Hˇ →֒ Gˇ
under st : Spin2n+1 → SO2n+1 = Gˇ identifies with Spin2n. This gives the embedding
κ : Spin2m →֒ Spin2n+1.
If m > n then the preimage of Gˇ →֒ Hˇ under st : Spin2m → SO2m identifies with
Spin2n+1. This gives the embedding κ : Spin2n+1 →֒ Spin2m.
2.2.10. Theta-lifting for general linear groups. Let n,m ≥ 1. Set G = GLn,H = GLm.
In this case the theta-lifting functors (2) are defined by FG = Fm,n, FH = Fn,m, where
Fn,m are given in ([24], Definition 3). Recall this definition.
Let Wn,m be te stack classifying L ∈ Bunn, U ∈ Bunm and a section OX → L⊗U on
X. Let q : Wn,m → Bunn×Bunm be the projection sending the above point to (L,U).
Let
M = q!Q¯ℓ[dim(Bunn×Bunm) + an,m] ∈ D(BunG×BunH),
where an,m is the function of a connected component of Bunn×Bunm sending (L,U)
to the Euler characteristics χ(X,L ⊗ U). Define the functors (2) as in Section 2.1.3
using the kernel M.
2.2.11. Assume m ≥ n. Let κ : Gˇ × Gm → Hˇ be defined as in ([24], Section 2.4).
Namely, let W be the standard representation of Hˇ = GLm. Pick a decomposition of
vector spaces W = W1 ⊕W2 with dimW1 = n. So, GL(W1)×GL(W2) ⊂ Hˇ is a Levi
subgroup. Let prin : SL2 → GL(W2) be a principal (irreducible) representation of SL2.
Define κ as the composition
Gˇ×Gm
id×t
→ Gˇ× SL2
id×prin
→ GL(W1)×GL(W2) →֒ Hˇ,
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where t is the torus of diagonal matrices.
Proposition 2.2.12 ([24], Theorem 5). Assume we are in the situation of Section 2.2.10
with m ≥ n. Then FH commutes with Hecke actions for κ.
2.3. Additional remark. This section is not used in the paper and added to provide
more evidence for our setting of the geometric Langlands functoriality.
2.3.1. Let H be a connected reductive group over k, G its Levi subgroup, so we have
the corresponding inclusion Gˇ →֒ Hˇ. Extend it to a map κ : Gˇ×Gm → Hˇ trivial on Gm.
Considering the Drinfeld compactification B˜unP for a standard parabolic P with Levi
M one has the diagram BunM
q
← B˜unP
p
→ BunG defined as in ([3], Theorem 2.3.7).
Let q : B˜unP → BunM ×BunG be the map q×p, set M = q! ICB˜unP
. Define the functor
FH using M as in Section 2.1.3. By loc.cit., FH commutes with Hecke actions with
respect to κ.
3. Main results
3.1. Partial Hecke property. We have seen in Section 2.2 that for all three dual pairs
(Sp2n,SO2m), (GSp2n,GO
0
2m) and (GLn,GLm) the theta-lifting functor going from the
smaller to the bigger group in the pair commutes with Hecke functors, so realizes the
geometric Langlands functoriality.
Our first three theorems show that for all these pairs the theta-lifting functors going
from the bigger group to the smaller one commute with Hecke actions in the sense of
Definition 2.1.7. A way to think about this is to say that they satisfy ‘partial Hecke
property’.
Theorem 3.1.1. Assume we are in the situation of Section 2.2.2. So, n,m ≥ 1,
G = Gn, H = SO2m.
i) If m > n then FG commutes with Hecke actions for κ.
ii) If m ≤ n then FH commutes with Hecke actions for κ.
Theorem 3.1.2. Assume we are in the situation of Section 2.2.5. So, n,m ≥ 1,
G = GSp2n,H = GO
0
2m.
1) If m ≤ n then FH commutes with Hecke actions for κ¯.
2) If m > n then FG commutes with Hecke actions for κ¯.
Theorem 3.1.3. Assume we are in the situation of Section 2.2.10. So, m,n ≥ 1,
G = GLn,H = GLm. If m ≥ n then FG commutes with Hecke actions for κ.
For all the above three dual pairs we can now apply Corollary 2.1.8 and derive results
like the following one.
Corollary 3.1.4. Assume we are in the situation of Theorem 3.1.1.
i) Let m > n, x ∈ X. Let σ : π1(X,x) × Gm → Hˇ be a homomorphism. Let K ∈
D−(BunH)! be a σ-Hecke eigen-sheaf. Then FG(K) satisfies the σ-Hecke propety with
respect to κ : Gˇ×Gm → Hˇ.
ii) Let m ≤ n, x ∈ X. Let σ : π1(X,x) × Gm → Gˇ be a homomorphism. Let K ∈
D−(BunG)! be a σ-Hecke eigen-sheaf. Then FH(K) satisfies the σ-Hecke propety with
respect to κ : Hˇ ×Gm → Gˇ.
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3.2. Extending the Hecke property. In Appendix B we study the following ques-
tion. Given an inclusion of connected reductive groups κ : Gˇ →֒ Hˇ over Q¯ℓ, an abelian
category C with a Rep(Gˇ)-action, and a Rep(Hˇ)-Hecke eigen-object c of C, can one
extend this partial Hecke property to a Rep(Gˇ)-Hecke property of c? The answer in
some sense is given by Proposition B.2.4. The results of this section are inspired by
Proposition B.2.4.
Proposition 3.2.1. Let G,H be connected reductive groups over k, κ : Gˇ →֒ Hˇ be a
closed subgroup, EGˇ be a Gˇ-local system on X, E be the Hˇ-local system on X induced
via κ. Assume for any irreducible representation V λ of Gˇ there is W ∈ Rep(Hˇ) such
that V λ appears in Resκ(W ) with multiplicity one. Let K ∈ D≺(BunG) be equipped
with a E-Hecke property with respect to κ. (It is understood that κ is extended to a
morphism Gˇ×Gm → Hˇ trivial on Gm). Then there could exist at most one extension
of this structure to a structure of a EGˇ-Hecke eigen-sheaf on K.
Remark 3.2.2. The assumptions of Proposition 3.2.1 are satisfied for the following
embeddings κ:
A1) GLn−1 →֒ GLn given as the subgroup of matrices of the form
(
y 0
0 1
)
.
A2) for n ≥ 2 the inclusion Spin2n−1 →֒ Spin2n of Remark 2.2.9.
A3) for n ≥ 2 the inclusion Spin2n →֒ Spin2n+1 of Remark 2.2.9.
A4) for n ≥ 2 the inclusion GSpin2n−1 →֒ GSpin2n given in Section 2.2.7.
A5) for n ≥ 1 the natural inclusion Sp2n →֒ SL2n.
A6) let Gˇ, Gˇ1 be connected reductive groups over Q¯ℓ with a given homomorphism
Gˇ→ Gˇ1, write κ : Gˇ →֒ Gˇ× Gˇ1 for its graph.
We give an example where the E-Hecke property of K with respect to κ in Propo-
sition 3.2.1 does not extend to a structure of a EGˇ-Hecke property (cf. Remark 5.1.2).
One can always twist the E-Hecke property of K by an element of the center of Hˇ as in
Remark 5.1.2. If the original E-Hecke property of K extends to a EGˇ-Hecke property,
this is not necessarily the case after this twisting.
Proposition 3.2.3. In the situation of Proposition 3.2.1 assume one of the following:
1) κ : Gˇ →֒ Hˇ is the inclusion A1) with n ≥ 2. View EGˇ as a rank n − 1 local
system E0 on X. Assume
H0(X,E0) = H
0(X,E∗0 ) = 0
2) κ : Gˇ →֒ Hˇ is the inclusion A6).
3) κ : Gˇ →֒ Hˇ is the inclusion Sp2n →֒ SL2n. View EGˇ as a rank 2n local system
E on X with a symplectic form ω : ∧2E → Q¯ℓ. Let W = Kerω. Assume
H0(X,W ) = H0(X,W ∗) = 0
4) Let G = GSp4, H = GO
0
6, and κ : Gˇ →֒ Hˇ be the inclusion A4) for n = 3.
View EGˇ as a pair (E,χ), where E (resp., χ) is a rank 4 (resp., rank 1) local
system on X with a symplectic form ω : ∧2 → χ. Let W = Kerω. Assume
H0(X,W⊗ χ−1) = H0(X,W∗ ⊗ χ) = 0
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In cases 1), 2) the complex K ∈ D≺(BunG) admits a natural EGˇ-Hecke property (which
does not necessarily extend the E-Hecke property of K ∈ D≺(BunG) with respect to κ).
In case 3) there is a direct sum decomposition K →˜ ⊕a∈µn Ka in D
≺(BunG) com-
patible with the E-Hecke property of K with respect to κ. For each a ∈ µn, Ka can be
naturally equipped with a EGˇ-Hecke property.
In case 4) there is a direct sum decomposition K →˜ ⊕a∈µ2 Ka in D
≺(BunG) com-
patible with the E-Hecke property of K with respect to κ. For each a ∈ µ2, Ka can be
naturally equipped with a EGˇ-Hecke property.
3.3. Applications.
3.3.1. Let m ≥ 2, n = m− 1. Let (G,H) and κ : Gˇ →֒ Hˇ be as in Section 2.2.10 (the
factor Gm, on which κ is trivial, is omitted). So, κ : GLm−1 →֒ GLm is the inclusion
A1).
Corollary 3.3.2. Let x ∈ X. Let E0 be a rank m− 1 local system on X, E = E0⊕ Q¯ℓ
be the induced Hˇ-local system on X. Assume H0(X,E0) = H
0(X,E∗0 ) = 0. Let K ∈
D−(BunH)! be equipped with a structure of a E-Hecke eigen-sheaf. Then FG(K) is
naturally equipped with a E0-Hecke property.
Proof. Combine Proposition 3.2.3 1) and Theorem 3.1.3. 
Corollary 3.3.3. Assume we are in the situation of Section 2.2.5 with m = 2, n = 1.
So, G = GL2 and H = GO
0
4, and κ : Gˇ →֒ Hˇ is trivial along the factor Gm, which is
omitted. Let EGˇ be a Gˇ-local system on X, E be the Hˇ-local system on X induced via
κ. Let K ∈ D−(BunH)! be equipped with a structure of a E-Hecke eigen-sheaf. Then
FG(K) is naturally equipped with a EGˇ-Hecke property.
Proof. The argument is similar to Proposition 3.2.3 2), using Theorem 3.1.2. 
3.4. Case of GSp4. Use notations of Section 2.2.5 with m = 3, n = 2. So, H = GO
0
6,
G = GSp4. Let EGˇ be a Gˇ-local system on X viewed as a pair (E,χ), where E (resp.,
χ) is a rank 4 (resp., rank 1) local system on X with a symplectic form ω : ∧2E → χ.
Let EHˇ be the Hˇ-local system on X obtained from EGˇ by the extension of scalars via
κ : Gˇ →֒ Hˇ. Let W = Kerω.
For the convenience of the reader recall that Hˇ →˜ {(c, b) ∈ Gm × GL4 | det b = c
2}.
The local system EHˇ is the pair (E,χ), where we forget the symplectic form but keep
the induced isomorphism detE →˜χ2 on X.
Corollary 3.4.1. Assume in the situation of Section 3.4 that H0(X,W ⊗ χ−1) =
H0(X,W ∗ ⊗ χ) = 0. Let K ∈ D−(BunH)! be equipped with a structure of a E-Hecke
eigen-sheaf. Then there is a decomposition FG(K) →˜ ⊕a∈µ2 Ka in D
≺(BunG) such that
for each a ∈ µ2, Ka is naturally equipped with a EGˇ-Hecke property. 
Proof. Combine Proposition 3.2.3 4) and Theorem 3.1.2. 
3.4.2. In the situation of Section 3.4 suppose that E is an irreducible rank 4 local
system on X. Under this assumption we have constructed a perverse sheaf denoted
KE,χ,H on BunH in ([26], Lemma 17).
The following is our main result, it essentially establishes ([26], Conjecture 6(ii)).
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Theorem 3.4.3. i) Under the assumptions of Section 3.4.2, there is a decomposition
(4) FG(KE∗,χ∗,H) →˜ ⊕
a∈µ2
Ka
in D≺(BunG). For a ∈ µ2, Ka is naturally equipped with a EGˇ-Hecke property.
ii) The complex (4) is nonzero. So, there is a nonzero EGˇ-Hecke eigen-sheaf in D
≺(BunG).
Proof. i) By construction, KE∗,χ∗,H is a EHˇ-Hecke eigen-sheaf on BunH in the sense
of Definition 2.1.1. One has H0(X,W ⊗ χ−1) = H0(X,W ∗ ⊗ χ) = 0, because an irre-
ducible local system on X may admit at most a unique (up to a scalar) nondegenerate
bilinear form with values in a rank one local system on X. Part i) follows now from
Corollary 3.4.1.
ii) In Section A we check that (4) is nonzero provided that X comes from a curve X0
defined over a finite subfield k0 ⊂ k, and EGˇ comes from a Gˇ-local system E0,Gˇ over
X0. Actually (4) is always nonzero, as is shown in [28]. 
Remark 3.4.4. i) For G = GSp4 the geometric Bessel periods of an object of D(BunG)
with a given central character are introduced in ([26], Definition 11). A conjectural de-
scription of these Bessel periods for any Hecke eigen-sheaf in D(BunG) was proposed
in ([26], Conjecture 4). The geometric Bessel periods of FG(KE∗,χ∗,H) from Theo-
rem 3.4.3 are described in terms of the generalized Waldspurger periods of KE∗,χ∗,H in
([26], Proposition 11) and further studied in [28].
ii) In Theorem 3.4.3 we use KE∗,χ∗,H instead of KE,χ,H because of the following. In
([26], Lemma 17 and Definition 8) we used the perverse sheaf AutE on Bun4 normalized
as in [5]. However, AutE is a E
∗-Hecke eigen-sheaf in the sense of our Definition 2.1.1.
The first Whittaker coefficients functor Whit : D≺(BunG) → D
−(Spec k) for G is
defined in ([21], Definition 1).
Conjecture 3.4.5. In the situation of Theorem 3.4.3 the complex FG(KE∗,χ∗,H) on
BunG is of the form K ⊗ E, where E is a contant complex, and K is a perverse sheaf
irreducible of each connected component of BunG. Moreover, the first Whittaker coef-
ficitient Whit(K) identifies with Q¯ℓ (up to a cohomological shift).
4. Partial Hecke property
4.1. Proof of Theorem 3.1.1. i) Consider the diagram
(5)
X × BunH
supp×h←
H← HH
h→
H→ BunH
↑ id×q ↑ ↑ q
X × BunG,H
supp×h←H← HH × BunG
h→H→ BunG,H
↓ id×p
X × BunG
similar to that of ([24], Section 8.1). As in ([24], Definition 2), write AutG,H for the
complex denoted by M in Section 2.2.2. From definitions we get
(6) (id⊠FG)H
←
H (S,K) →˜ (id×p)!(H
→
H (S,AutG,H)⊗ q
∗K)[− dimBunH ]
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We used the fact that
(∗S⊠˜ IC(BunH))
r →˜ (S⊠ IC(BunH))
l
on HH in the notations of ([24], Section 2.1.1). By ([24], Theorem 4), (6) identifies
with
(id×p)!(H
←
G (gRes
κ(S),AutG,H)⊗ q
∗K)[− dimBunH ]
By the base change and the projection formula, the latter complex identifies with
H←G (gRes
κ(S), FG(K)).
ii) is proved similarly. 
4.2. Proof of Theorem 3.1.2. The proof is similar to that of Theorem 3.1.1, we give
some details for the convenience of the reader.
The stack BunG classifies (M,A), where M ∈ Bun2n,A ∈ Bun1 with a symplectic
form ∧2M → A. The stack BunH classifies (V,C), where V ∈ Bun2m,C ∈ Bun1
with a nondegenerate symmetric form Sym2 V → C and a compatible trivialization
detV →˜Cm. As in [27], let BunG,H = BunG×Bun1 BunH, where the map BunG → Bun1
sends (M,A) to A, and BunH → Bun1 sends (V,C) to Ω⊗ C
−1.
Write αˇ0 : H→ Gm for the character of H such that C is the extension of scalars of
(V,C) ∈ BunH under αˇ0. Write a SphH ⊂ SphH for the full subcategory of objects that
vanish off the connected components GrθH of GrH satisfying 〈θ, αˇ0〉 = −a. Write ωˇ0 for
the character of G such that A is the extension of scalars of (M,A) ∈ BunG under ωˇ0.
Write a SphG ⊂ SphG for the full subcategory of objects that vanish off the connected
components GrθG of GrG satisfying 〈θ, ωˇ0〉 = −a.
As in ([27], Section 2.4) for a ∈ Z let a BunG,H be the stack classifying x ∈ X,
(M,A) ∈ BunG, (V,C) ∈ BunH and an isomorphism A⊗ C →˜Ω(ax) on X. Let
BunG
ap
← a BunG,H
aq
→ BunH
be the projections, here ap (resp., aq) sends the above point to (M,A) (resp., to (V,C)).
For a ∈ Z let aHH be the stack classifying (V,C), (V
′,C′) ∈ BunH, x ∈ X and an
isomorphism (V,C) →˜ (V ′,C′) of H-torsors onX−x inducing an isomorphism C →˜C′(ax)
on X. We have a diagram
X × BunH
supp×h←
H← aHH
h→
H→ BunH,
where supp sends the above point to x, h← sends it to (V,C)), and h→ sends it to
(V ′,C′). As in loc.cit., one defines the Hecke functors
H←G : −a SphG×D(BunG,H)→ D(
aBunG,H), H
←
H : −a SphH×D(BunG,H)→ D(
aBunG,H)
We prove i), the part ii) is similar. So, assume m > n. For a ∈ Z consider the
diagram analogous to (5)
X × BunH
supp×h←
H← aHH
h→
H→ BunH
↑ id×q ↑ ↑ −aq
X × BunG,H
supp×h←
H← aHH ×BunH BunG,H
h→
H→ −a BunG,H
↓ id×p
X × BunG
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Here we used the map h←H :
aHH → BunH to define the fibred product
aHH ×BunH BunG,H.
For S ∈ −a SphH, K ∈ D
−(BunH)! the above diagram describes (id⊠FG)H
←
H (S,K)
and yields an isomorphism
(7) (id⊠FG)H
←
H (S,K) →˜ (id×(
−a
p))!(H
→
H (S,AutG,H)⊗ (
−a
q)∗K)[− dimBunH]
Here AutG,H is defined in Section 2.2.5. By ([27], Theorem 2),
H→H (S,AutG,H) →˜H
←
G (gRes
κ(S),AutG,H)
So, (7) identifies with
(8) (id×(−ap))!(H
←
G (gRes
κ(S),AutG,H)⊗ (
−a
q)∗K)[− dimBunH]
By base change and the projection formula, (8) identifies with H←G (gRes
κ(S), FG(K)).
We are done. 
4.3. Proof of Theorem 3.1.3. The proof is the same as for Theorem 3.1.1 with the
difference that one has to use ([24], Theorem 6) in place of ([24], Theorem 4). 
5. Extending the Hecke property
5.0.1. Given complexes K1,K2,K
′
1,K
′
2 ∈ D
≺(S) for some algebraic stack S and a
map f : K1 ⊕ K2 → K
′
1 ⊕ K
′
2 in D(S), say that it is diagonal with respect to this
decomposition if it is a sum of maps Ki → K
′
i in D(S). This is a property of f , not an
additional structure.
Lemma 5.0.2. Let S be an algebraic stack locally of finite type, Ki,K
′
i ∈ D
≺(S). Let
g : K1 ⊕ K2 →˜K
′
1 ⊕ K
′
2 be an isomorphism such that its component g12 : K1 → K
′
2
vanishes. Then its components gii : Ki → K
′
i for i = 1, 2 are isomorphisms.
Proof. For m ∈ Z the isomorphism Hm(g) : Hm(K1) ⊕H
m(K2) →˜H
m(K ′1) ⊕H
m(K ′2)
is triangular, so Hm(gii) are isomorphisms for i = 1, 2. Our claim follows from the
property (P) given in Section 1.2. 
Lemma 5.0.3. Let S be an algebraic stack locally of finite type, K ∈ D≺(S), q :
S ×X → S the projection. Let f : q∗K → q∗K be a map in D≺(S ×X), which is an
idempotent. Then there is an idempotent f¯ : K → K in D≺(S) such that q∗f¯ = f .
Proof. 1) The category D≺(S) is idempotent complete. This can be derived from the
fact that Dnonc(S) admits countable direct sums using ([29], Proposition 1.6.8).
For a morphism g : q∗K → q∗K in D≺(S ×X) let g˜ : K → q∗q
∗K = K ⊗RΓ(X, Q¯ℓ)
be the morphism in D≺(S) corresponding to g by adjointness. Given fi : q
∗K → q∗K,
the map f˜1f2 : K → K ⊗ RΓ(X, Q¯ℓ) is the composition
K
f˜2
→ K ⊗ RΓ(X, Q¯ℓ)
f˜1
→ K ⊗ RΓ(X, Q¯ℓ)⊗ RΓ(X, Q¯ℓ)
id×m
→ K ⊗ RΓ(X, Q¯ℓ),
wherem is the product in RΓ(X, Q¯ℓ) given as the composition RΓ(X, Q¯ℓ)⊗RΓ(X, Q¯ℓ)→
RΓ(X2, Q¯ℓ)
△∗
→ RΓ(X, Q¯ℓ). Here △ : X → X
2 is the diagonal. To see this, we used the
following. For the map q¯ : X → Spec k let ǫ : q¯∗RΓ(X, Q¯ℓ) → Q¯ℓ be the map on X
corresponding by adjointness to id : RΓ(X, Q¯ℓ) → RΓ(X, Q¯ℓ). Then the composition
q¯∗RΓ(X, Q¯ℓ)⊗ RΓ(X, Q¯ℓ)
id⊗ǫ
→ q¯∗RΓ(X, Q¯ℓ)
ǫ
→ Q¯ℓ corresponds to m by adjointness.
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So, our f corresponds to f˜ : K → K ⊗RΓ(X, Q¯ℓ) by adjoitness. Write f˜ =
∑2
i=0 hi,
where hi : K → K ⊗ H
i(X, Q¯ℓ)[−i] is the corresponding component. It is clear that
h0 : K → K is an idempotent. Let K = K0 ⊕K1 be the decomposition of K such that
h0 acts by 0 (resp., by 1) on K0 (resp., on K1). Similarly, we have the decomposition
q∗K = F0 ⊕ F1 of q
∗K under f . Let pi : q
∗K → Fi be the corresponding projection.
We claim that the composition q∗Ki →֒ q
∗K
pi
→ Fi is an isomorphism in D
≺(S ×X).
Indeed, this is an isomorphism after passing to any cohomology sheaf on X. Our claim
follows now from (P) in Section 1.2. 
5.1. Proof of Proposition 3.2.1. For an irreducible V λ ∈ Rep(Gˇ) pick W ∈ Rep(Hˇ)
such that Resκ(W ) →˜V λ ⊕ V ′ in Rep(Gˇ), and V λ does not appear in V ′. There could
exist at most one isomorphism αV given by (1) for V = V
λ such that the corresponding
isomorphism αW is diagonal with respect to the above decomposition of Res(W ). 
5.1.1. Proof of Remark 3.2.2. For the embeddings A1-A3) this follows from the branch-
ing rules ([18], Section 8.1.1). For A4) this follows from A2). For A5) this follows from
[32] (cf. also [30]). The case A6) is easy, as the composition Gˇ
κ
→ Gˇ × Gˇ1
pr
→ Gˇ is the
identity. 
Remark 5.1.2. In the situation of Proposition 3.2.1, the E-Hecke property of K ∈
D≺(BunG) with respect to κ does not always extend to a EGˇ-Hecke property. Consider
κ : GL1 →֒ GL2 given by A1). Assume EGˇ trivial, K = Q¯ℓ on BunGm . Pick h ∈ Hˇ(Q¯ℓ).
Equip K with the isomorphisms αV for each V ∈ Rep(Hˇ) obtained as the compositions
H←G (V,K) →˜ V [1]⊠K
h⊠id
→ V [1]⊠K,
where the first map is the tautological E-Hecke property of K, and the second one comes
from the action of h on V . This E-Hecke property does not extend to a EGˇ-Hecke
property unless h is diagonal.
5.2. Reformulated Hecke property for GLn. Let G = H = GLn. Let E be a
GLn-local system on X. In [9, 5] it was shown that the following reformulation of the
E-Hecke property of K ∈ D(BunGLn) is equivalent to Definition 2.1.1:
Definition 5.2.1. An object K ∈ D≺(BunG) is equipped with a E-Hecke property if we
are given an isomorphism αV as in Definition 2.1.1 only for the standard representation
V0 of Hˇ, for which H1) of Definition 2.1.1 holds with V1 = V2 = V0.
5.3. Weyl’s construction for symplectic groups. For the convenience of the reader,
we recall some facts about Weyl’s construction for Sp2n given in ([6], Section 17.3) and
([18], Chapter 10). It is used in our proof of Proposition 3.2.3 below.
5.3.1. Pick n ≥ 1. Let κ : Gˇ →֒ Hˇ be the inclusion Sp2n →֒ SL2n. Let V be the
standard representation of Hˇ. Pick a maximal torus and a system of positive roots in
Sp2n as in ([6], Section 16.1). Write ΛG for the lattice of weights of Gˇ, Λ
+
G for dominant
weights of Gˇ. So, ΛG = Z
n and
Λ+G = {(a1, . . . , an) ∈ ΛG | a1 ≥ . . . ≥ an ≥ 0}
For λ ∈ Λ+G write V
λ for the irreducible representation of Gˇ with highest weight λ.
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For d ≥ 0 let Par(d, n) = {λ ∈ Λ+G |
∑
i ai = d}. For λ ∈ Par(d, n) let W
λ denote an
irreducible Sd-module associated to λ by the Schur-Weyl duality normalized as in ([6],
Theorem 4.3). For example, if λ = (d, 0, . . . , 0) then W λ is trivial. If λ = (1, . . . , 1)
then W λ is the sign representation. It is understood that S0 is the trivial group.
For d ≥ 0 the subspace H(V ⊗d) ⊂ V ⊗d of harmonic tensors is defined as the inter-
section of kernels of the operators Cij for 1 ≤ i < j ≤ d. Here Cij : V
⊗d → V ⊗d−2 is
given by
Cij(v1 ⊗ . . .⊗ vd) = ω(vi, vj)v1 ⊗ . . . vˆi ⊗ . . .⊗ vˆj ⊗ . . .⊗ vd
for vi ∈ V . Here ω : ∧
2V → Q¯ℓ is the symplectic form. By ([18], Theorem 10.2.7), one
has a canonical decomposition as a Gˇ× Sd-module
(9) H(V ⊗d) →˜ ⊕
λ∈Par(d,n)
V λ ⊗W λ
Let Bd = {x ∈ End(V
⊗d) | xg = gx for g ∈ Gˇ} be the centralizer algebra of the
Gˇ-action on V ⊗d. By ([18], Theorem 4.2.1 and Section 10.1.1) one has a canonical
decomposition
(10) V ⊗d →˜ ⊕
0≤r≤ d
2
( ⊕
λ∈Par(d−2r,n)
V λ ⊗ F λd ),
where each F λd is a nonzero irreducible representation of Bd. If F
λ
d →˜F
λ′
d as Bd-modules
in this decomposition then λ = λ′, that is, (10) is the isotypic decomposition under
the action of Bd. The summand in (10) corresponding to r = 0 is H(V
⊗d). So, if
λ ∈ Par(d, n) then F λd =W
λ.
Let ρd : Sd → GL(V
⊗d) be the natural representation. Write P 0 for the composition
V ⊗2
ω
→ Q¯ℓ →֒ V
⊗2, the second map being the canonical Gˇ-invariant inclusion. For
d ≥ 2 let P denote the map id⊗P 0 : V ⊗d−2 ⊗ V ⊗2 → V ⊗d−2 ⊗ V ⊗2.
Proposition 5.3.2 ([18], Theorem 10.1.6). If d ≥ 2 then Bd is generated, as an
associative k-algebra, by ρd(g), g ∈ Sd and P .
5.4. Proof of Proposition 3.2.3. 1) Write V0 for the standard representation of Gˇ.
Let V = V0 ⊕ Q¯ℓ, this is the standard representation of Hˇ. Consider the isomorphism
αV of Definition 2.1.1 for this particular representation of Hˇ. So,
αV : H
←
G (V0,K)⊕ (K ⊠ Q¯ℓ[1]) →˜ (K ⊠ E0[1])⊕ (K ⊠ Q¯ℓ[1])
on BunG×X. Let us show that αV is diagonal with respect to the decomposition
E →˜E0 ⊕ Q¯ℓ.
Any map K ⊠ Q¯ℓ → K ⊠ E0 on BunG×X is zero, because H
0(X,E0) = 0. So, by
Lemma 5.0.2, αV restricts to an automorphism of K ⊠ Q¯ℓ[1]. Taking the quotient by
K⊠Q¯ℓ[1], we get an isomorphism H
←
G (V0,K) →˜K⊠E0[1]. Any map K⊠E0 → K⊠Q¯ℓ
on BunG×X is zero, because H
0(X,E∗0 ) = 0. So, αV is diagonal as required.
We obtained the isomorphism αV0 for the standard representation V0 of Gˇ. From
H1) of Definition 2.1.1 one gets the similar equivariance property for αV0 . In view of
Section 5.2, we are done.
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2) The composition Gˇ
κ
→ Hˇ
pr
→ Gˇ is the identity, where pr is the projection. For
V ∈ Rep(Gˇ) define αV as αRespr(V ), where Res
pr(V ) denotes the restriction of V via
pr. This gives the required EGˇ-Hecke property.
3) Keep notations of Section 5.3. We will obtain the isomorphisms (1) using Weyl’s
construction for Sp2n recalled in Section 5.3.
Step 1 For d > 0 consider the isomorphism on X × BunG
(11) αV ⊗d : H
←
G (V
⊗d,K) →˜E(V
⊗d)[1]⊠K
given by the E-Hecke property of K with respect to κ. Let Sd act on E
(V ⊗d) naturally.
By H1) and H2) of Definition 2.1.1, (11) is Sd-equivariant. We claim that αV ⊗d is
diagonal with respect to the decomposition (10), and each λ-component of αV ⊗d is
Bd-equivariant. For this it suffices to show that αV ⊗d is Bd-equivariant, as (10) is the
isotypic decomposition.
First let d = 2. One has H(V ⊗2) = (Sym2 V )⊕V λ with λ = (1, 1, 0, . . . , 0). Besides,
F 02 = Q¯ℓ on which S2 acts by the sign character. By our assumption on EGˇ, αV ⊗2 is
diagonal with respect to the decomposition (10) for d = 2.
For any d ≥ 2 first restrict the isomorphism ⊠d(αV ) to the diagonals of codimension
one in Xd and use the above diagonal decomposition of αV⊗V for each such diagonal.
Then further restrict to the main diagonal inXd. Our claim follows from the description
of Bd given in Proposition 5.3.2.
We used the fact that D≺(S) is idempotent complete for an algebraic stack locally
of finite type S (cf. Lemma 5.0.3).
For 0 ≤ r ≤ d2 , λ ∈ Par(d− 2r, n) denote by
αV λ,d : H
←
G (V
λ,K) →˜K ⊠ EV
λ
[1]
the isomorphism on BunG×X obtained as the corresponding diagonal component of
αV ⊗d by the above. For d > 0 and λ ∈ Par(d, n) set αV λ = αV λ,d.
Step 2 Consider the representation V ⊗2n of Hˇ, it contains the trivial representation
detV of Hˇ, so αV 0,2n = id. Using H2) of the E-Hecke structure of K with respect
to κ for the representations V ⊗2, . . . , V ⊗2 taken n times, we learn that (αV 0,2)
n :
BunG×X → BunG×X is the identity. By Lemma 5.0.3, αV 0,2 descends to a map
still denoted αV 0,2 : BunG → BunG with (αV 0,2)
n = id. This gives a decomposition
K →˜ ⊕a∈µn Ka in D
≺(BunG) such that αV 0,2 acts on Ka by a. This decomposition is
preserved by each isomorphism αU for U ∈ Rep(Hˇ).
For each a ∈ µn, we twist the E-Hecke property of Ka with respect to κ by a suitable
element of the center µ2n of Hˇ as in Remark 5.1.2. So, we may and do assume from
now on that αV 0,2 is the identity on Ka. Now we claim that for any d ≥ 0, 0 ≤ r ≤
d
2 ,
and λ ∈ Par(d− 2r, n) one has αV λ,d = αV λ . Indeed, consider the natural embedding
V λ ⊗ F λd ⊗ (F
0
2 )
⊗r →֒ V ⊗d−2r ⊗ V ⊗2r →˜V ⊗d
Applying H2) of the E-Hecke property of K with respect to κ for the collection
V ⊗d−2r, V ⊗2, . . . , V ⊗2 ∈ Rep(Hˇ), one gets
(αV λ,d−2r) ◦ αV 0,2 ◦ . . . ◦ αV 0,2 |BunG×△(X)= αV λ,d
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Step 3 For any V ∈ Rep(Gˇ) write V = ⊕λ(V
λ ⊗Hom(V λ,V)). Set
αV = ⊕
λ∈Λ+
G
αV λ ⊗ idHom(V λ,V)
We claim that the isomorphisms αV provide a EGˇ-Hecke property of K. It remains to
check Properties H1) and H2) of Definition 2.1.1.
For any V ∈ Rep(Gˇ) we may pick W ∈ Rep(Hˇ) and a decomposition Resκ(W) →˜V⊕
V′ in Rep(Gˇ) such that the isomorphism αW is diagonal with respect to this decompo-
sition. This formally implies H1) of Definition 2.1.1.
Property H2) of the E-Hecke eigen-sheaf K with respect to κ implies H2) for K
as a EGˇ-Hecke eigensheaf. Namely, given λ, λ
′ ∈ Λ+G let d, d
′ ≥ 0 be such that λ ∈
Par(d, n), λ ∈ Par(d′, n). Then the restriction of αV λ⊠V λ′ |BunG×△(X) is described as
the corresponding part of αV ⊗d⊠V ⊗d′ |BunG×△(X) by the above.
4) the proof is similar to 3) and is left to a reader. The inclusion κ : Gˇ →֒ Hˇ is obtained
from Gm×Sp4 →֒ Gm×SL4 by passing to the quotient under the diagonally embedded
(−1,−1). 
Appendix A. Finite field case
A.1. Assume k0 ⊂ k is a finite subfield, X comes from a curve X0 defined over k0.
Assume in the situation of Theorem 3.4.3 that EGˇ comes from a Gˇ-local system E0,Gˇ
on X0. In this section we check that the function trace of Frobenius of the complex
FG(KE∗,χ∗,H) is nonzero.
Let A be the ade`le ring of X. Recall that D. Soudry has shown in [31] that irreducible
automorphic cuspidal generic representations of G(A) satisfy the strong multiplicity
one property. This is the reason for which we get a particular irreducible automorphic
representation of G(A) attached to E0,Gˇ.
The local Langlands conjecture for G over a non-archimedian local field of charac-
teristic zero has been established in [14]. It has been extended to the case of local
non-archimedian field of characteristic p > 2 in [16].
The local theta-correspondence for the dual pair (GSp4,GO
0
6) over a local non-
archimedian field of characteristic zero and residual characteristic p > 2 is completely
established in ([13], Theorem 8.3 and Proposition 13.1).
A.1.1. The argument below is due to W. T. Gan. The proof is essentially as in ([14],
Theorem 12.1(iii)), where a similar claim is established for number fields instead of the
function field of X. Recall that H →˜ GL4×Gm/{(z, z
−2) | z ∈ Gm}, so an irreducible
automorphic representation of H(A) writes Π⊠µ, where Π (resp., µ) is a representation
of GL4(A) (resp., A
∗) as in loc.cit. Let Π⊠ µ be the irreducible automorphic cuspidal
representation of H(A) attached to the extension of scalars of E0,Gˇ via κ : Gˇ →֒ Hˇ. It
suffices to check that the global theta-lift Θ(Π⊠ µ) of Π⊠ µ to G(A) is an irreducible
cuspidal globally generic representation attached to E0,Gˇ. By construction, the partial
twisted exterior square L-function LS(s,Π,∧ ⊗ µ−1) has a pole at s = 1. By a result
of Jacquet-Shalika [19], this is equivalent to Π having a nonzero Shalika period with
respect to µ. In [31] and ([15], Proposition 3.1), the first Whittaker coefficient of
Θ(Π ⊠ µ) is expressed in terms of the Shalika period of Π with respect to µ. So, this
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first Whittaker coefficient is nonzero. The cuspidality of Θ(Π⊠µ) is proved as in loc.cit.
Thus, Θ(Π⊠ µ) is a globally generic cuspidal representation of G(A). We are done.
Appendix B. Abelian categories over stacks
In this section we introduce some notions related to [7] and prove Proposition B.2.4
below.
B.1. Let K be an algebraically closed field of characteristic zero. All the stacks (and
morphisms of stacks) we consider are defined over K.
All the stacks we consider in this section are assumed algebraic locally of finite type
and such that the diagonal map Y → Y × Y is affine. For such a stack Y one has the
notion of a sheaf of abelian categories over Y ([7], Section 9). We use the notions and
results of [7] freely. Write Aff /Y for the category of affine schemes over Y.
B.1.1. Let C be an abelian K-linear category, assume C presentable in the sense of
([23], Definition 5.5.0.1).
Let A be a K-algebra, assume C is a category over SpecA and f : SpecA→ SpecB
is a morphism of K-schemes. Then C can also be viewed as a category over SpecB.
This is the operation of direct image of C under f , write f∗C for this category over
SpecB.
Lemma B.1.2. 1) Let M be a B-module. If X ∈ C then M ⊗B (B ⊗A X) →˜M ⊗A X
canonically.
2) If B′ ← A′ → A is a diagram of K-algebras, B = B′⊗A′ A, and C is a category over
SpecA then C⊗A′ B
′ →˜C⊗A B canonically as B-linear categories.
More generally, if f : Y → Y′ is an affine schematic representable morphism of
stacks, and C is a sheaf of categories over Y, we define the direct image sheaf f∗C as
a sheaf of categories over Y′ as follows. If g′ : S′ → Y′ is an object of Aff /Y′ and
f¯ : S → S′ is obtained from f by the base change under g′ then we set (f∗C)S′ = f¯∗C.
By Lemma B.1.2, we get indeed a sheaf of categories in the sense of [7].
B.1.3. Let C be a sheaf of categories over Y, f : Y → Y′ is an affine schematic rep-
resentable morphism of stacks, g : Z′ → Y′ a morphism of stacks. Let f¯ : Z → Z′ be
obtained from f by the base change under g. Write g¯ : Z→ Y be the projection. Then
g∗(f∗C) →˜ f¯∗(g¯
∗C) canonically.
B.2. From now on the stacks Y we consider will satisfy the assumpions of ([7], Sec-
tion 17), so a sheaf of categories over Y by ([7], Theorem 18) is a datum of a category
C (which we assume K-linear abelian presentable), and an action ∗ : VectY×C→ C of
VectY on C exact in each variable. Here VectY is the symmetric monoidal category of
vector bundles on Y.
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B.2.1. Let H a connected reductive group over K, G ⊂ H a closed connected reductive
subgroup. Write Rep(G) for the category of finite-dimensional representations of G,
set Rep(G) = IndRep(G). Let C be a category over B(G), so Rep(G) acts on C.
The category Hecke(C, G) of Hecke objects in C under the action of Rep(G) is the
category of pairs (x, α), where x ∈ C, and α is a collection of isomorphisms αV :
V ∗x →˜x⊗V for V ∈ Rep(G) satisfying the compatibility conditions of ([1], Section 2.2).
Recall that C×B(G) SpecK identifies canonically with the category of Hecke objects in
C under the action of Rep(G) by loc.cit.
For an algebra A in Rep(G) write A−modr(C) for the category of right A-modules
in C. Consider the space of functions OG as an algebra object of Rep(G), where G acts
on OG by right translations. For V ∈ Rep(G) write V for the underlying vector space.
The following is well-known, we give a proof to recall the construction.
Lemma B.2.2. One has canonically OG −mod
r(C) →˜Hecke(C, G).
Proof. Let (x, α) ∈ Hecke(C, G) with x ∈ A. One gets the action map a : x ∗ OG → x
as the composition
x ∗ OG
αOG→ x⊗ OG
ǫ
→ x
Here ǫ : OG → K is the counit, the restriction to 1 ∈ G. See also the proof of ([7],
Theorem 18), apply it for the map SpecK → B(G).
In the other direction, let (x, a) ∈ OG −mod
r(C), where a : x ∗OG → x is the action
map. For V ∈ Rep(G) the matrix coefficient gives a map V ⊗ V ∗ → OG in Rep(G).
Composing x ∗ (V ⊗V ∗)→ x ∗OG
a
→ x, by adjointness we get αV : x ∗ V → x⊗V . 
B.2.3. Let f : B(G) → B(H) be the natural map. Then f∗C is the same cate-
gory C viewed as a category with the action of Rep(H) via G →֒ H. Note that
G\H →˜B(G) ×B(H) SpecK, so C ×B(H) SpecK →˜C ×B(G) G\H is a category over
G\H.
Assume C0 is an abelian K-linear category, in which every object has a finite length,
and C →˜ Ind(C0). Since C0 admits finite colimits, C is presentable by ([23], 5.5.1.1).
Assume for any x ∈ C0, dimK EndC(x) <∞. Assume the action of Rep(G) on C comes
(by the functoriality of Ind) from an action of Rep(G) on C0.
Write OG\H for the space of functions on G\H, we view it as an algebra object in
Rep(G), where G acts by right translations.
Proposition B.2.4. Let 0 6= x ∈ C×B(G) G\H whose image in C lies in C
0.
i) There is a closed point SpecK → G\H such that x⊗G\H SpecK ∈ C is non zero.
ii) x admits a finite filtration 0 = x0 ⊂ x1 ⊂ . . . ⊂ xd = x in C×B(G) G\H such that
for 1 ≤ i ≤ d, OG\H acts on xi/xi−1 via some closed point OG\H → K of G\H.
Remark B.2.5. View OH (resp., OG) as an algebra in Rep(G), where G acts by the
right translations. We may view x in Proposition B.2.4 as x ∈ C0 together with a
structure of a right OH-module given by the action map a : x ∗ OH → x. Then a
closed point SpecK → G\H yields by the base change H → G\H a G-equivariant
morphism G→ H, hence a morphism of algebras OH
τ
→ OG in Rep(G). By definition,
x⊗H/G SpecK is x⊗OH OG ∈ OG −mod
r(C).
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If m = Ker(τ) then x ∗m→ x→ x⊗OH OG → 0 is exact in C, so x⊗H/G SpecK is
a quotient of x in C0.
B.2.6. Proof of Proposition B.2.4. The forgetful functor C ×B(G) G\H → C is exact
and faithful. So, x is of finite length as an object of C×B(G)G\H. If y ∈ C×B(G)G\H
is irreducible such that its image in C lies in C0 then dimK EndC×B(G)G\H(x) <∞. So,
the space of functions OG\H acts on y via some closed point ξ : OG\H → K of G\H.
We get y ⊗OG\H K →˜ y, where the map OG\H → K is ξ. Since for any µ : OG\H → K
the functor C ×B(G) G\H → C ×B(G) SpecK, z 7→ z ⊗OG\H K of base change by µ is
right exact, our claim follows. (See also Proposition B.2.10 below). 
B.2.7. The rest of Section B.2 is not used in the paper and is added for convenience of
the reader. Let A be aK-algebra of finite type, D is an abelian presentable category over
SpecA. Assume D0 is an abelian K-linear category, in which every object has a finite
length, and D →˜ Ind(D0). Assume for any irreducible object x ∈ D0, EndD(x) →˜K.
Lemma B.2.8. Let X ∈ D0 be irreducible. The A-action A → EndD(X) factors
through some closed point A→ K →˜ EndD(X) of SpecA. 
The following is an analog of Nakayama’s lemma.
Lemma B.2.9. Let X ∈ D0. Assume X⊗AK = 0 for any K-point SpecK → SpecA.
Then X = 0.
Proof. 1) Assume our claim true for any Y irreducible. The functor C → C,X 7→
X ⊗A K is right exact. If X → Y is a surjection with Y irreducible then Y ⊗A K = 0
for any closed point of SpecA, so Y = 0. Since X is of finite length, X = 0. So, it
suffices to prove our claim for any X irreducible.
2) Assume X irreducible. By Lemma B.2.8, A acts on X via some closed point
SpecK → SpecA. For this point we get X ⊗A K →˜X. So, X = 0. 
The following is an immediate consequence of Lemma B.2.9.
Proposition B.2.10. If 0 6= X ∈ D0 then there is a closed point SpecK → SpecA
such that X ⊗A K 6= 0.
B.3. Here is a kind of application we have in mind. Use notations of Section 1.2. Let G
be a connected reductive group over k, Gˇ its Langlands dual group over Q¯ℓ. Pick x ∈ X.
Let Rep(π1(X,x)) be the category of finite-dimensional continuous representations of
π1(X,x) over Q¯ℓ. Let C be an abelian presentable Q¯ℓ-linear category with commuting
actions of Rep(π1(X,x)) and Rep(Gˇ). Both action functors C×Rep(Gˇ)→ C, (x, V ) 7→
x ∗ V and C×Rep(π1(X,x))→ C, (x,W ) 7→ x ∗W are assumed exact in each variable.
Let σ : π1(X,x) → Gˇ be a continuous homomorphism. For V ∈ Rep(Gˇ) write Vσ for
the composition π1(X,x)
σ
→ Gˇ→ GL(V ).
B.3.1. One defines the category Hecke(C, σ) of σ-Hecke eigen-sheaves in C as the cat-
egory of pairs (x, α), where x ∈ C, α is a collection of isomorphisms αV : x ∗V →˜x ∗Vσ
for V ∈ Rep(Gˇ) satisfying the compatibility conditions as in ([1], Section 2.2). Assume
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that for any W in Rep(π1(X,x)) or in Rep(Gˇ) the functor C→ C, x 7→ x ∗W is right
adjoint to the functor C→ C, x 7→ x ∗W ∗.
Consider OGˇ as an algebra object in Rep(Gˇ×π1(X,x)), where Gˇ (resp., π1(X,x)) act
on OGˇ via left translations (resp., right translations via the homomorphism σ). Then
OGˇ −mod
r(C) →˜ Hecke(C, σ) as in Lemma B.2.2.
Another way to spell this is as follows. The category C aquires a new action of
Rep(Gˇ) as the composition
C× Rep(Gˇ)
id×Resσ
→ C× Rep(π1(X,x))→ C
We refer to it as the new action. Let Rep(Gˇ× Gˇ) act on C so that the first factor acts
through the old action, and the second one through the new one. Then
OGˇ −mod
r(C) →˜C×B(Gˇ×Gˇ) B(Gˇ),
where the map Gˇ→ Gˇ× Gˇ is the diagonal.
B.3.2. Let H be a connected reductive group over k, κ : Gˇ →֒ Hˇ be an inclusion.
Let Hecke(C, κσ) be the category of pairs (x, α) as for Hecke(C, σ), with the difference
that αV is given for V ∈ Rep(Hˇ) only. It is understood that Rep(Hˇ) acts on C via the
restriction through κ and the old action of Gˇ.
View C as a category over B(Gˇ× Gˇ), hence also over B(Hˇ × Hˇ) via the map κ× κ :
Gˇ× Gˇ→ Hˇ × Hˇ. One has naturally
Hecke(C, κσ) →˜ C×B(Hˇ×Hˇ) B(Hˇ) →˜C×B(Gˇ×Gˇ) (Gˇ× Gˇ)\(Hˇ × Hˇ)/Hˇ
In the latter formula, (Gˇ×Gˇ)\(Hˇ×Hˇ)/Hˇ is the stack quotient of Hˇ×Hˇ by Gˇ×Gˇ×Hˇ,
where Gˇ× Gˇ (resp., Hˇ) acts by left (resp., right) translations.
Assume C0 is an abelian Q¯ℓ-linear category, in which every object has a finite length,
and C →˜ Ind(C0). Assume the action of π1(X,x) × Gˇ on C comes by functoriality of
Ind from its action on C0.
There is a relation between Hecke(C, σ) and Hecke(C, κσ) analogous to Proposi-
tion B.2.4, whose precise formulation is left to a reader.
B.3.3. Example. Assume K1, . . . ,Kr are irreducible perverse sheaves on BunG such
that for any V ∈ Rep(Gˇ), H←G (V,Ki) →˜ ⊕
r
j=1 (E
i
j(V )[1] ⊠Kj) for some local systems
Eij(V ) on X. Let Perv(X × BunG) be the category of perverse sheaves on X × BunG.
Let Rep(π1(X,x)) act on Perv(X × BunG) so that W ∈ Rep(π1(X,x)) sends K to
π∗1W ⊗K for the projection pr1 : X × BunG → X. Let C
0 ⊂ Perv(X × BunG) be the
smallest full abelian subcategory containing Q¯ℓ⊠Ki[1] for all i, stable under extensions
and the action of Rep(π1(X,x)). Then it satisfies all the assumptions of Section B.3.
B.3.4. For the derived category D(BunG) the definition of a Hecke eigen-sheaf as in
Section B.3.1 is not satisfactory as in mentioned in ([2], Definition 5.4.2 and Remark
after it). This is why we are actually using Definition 2.1.1 taken from ([8], Section 2.8).
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