Abstract. We prove that the evolution of the "most chaotic" dynamical systems as well as the "most random" stochastic systems consists of three different stages. Consider a finite Markov partition (coarse graining) ξ of the phase space of a system. In the first short time interval there is a hierarchy with respect to the values of the first passage probabilities for the elements of ξ and therefore predictions can be made about which element an orbit will most likely hit. In the third infinitely long time interval there is an opposite hierarchy of the elements of ξ and therefore analogous finite time predictions can be made. In the second (intermediate) time interval there is no hierarchy in the set of all elements of the Markov partition. We also obtain estimates of the length of the short time interval. Our results demonstrate that finite time predictions for the evolution of strongly chaotic dynamical systems are possible, in particular one can predict that an orbit is more likely to enter one subset of phase space than another even though these subsets may have the same measure (probability). Moreover our results allow for finding an optimal bases for Young's towers.
Introduction
Dynamical systems theory was first created as a qualitative theory of ordinary differential equations. It appeared when the understanding came that generally one cannot solve differential equations analytically and thus obtain formulas x t = f (x 0 , t) which allow one to compute the state x t of the system at any moment of time. Therefore a natural goal was to describe the behavior of solutions in the limit when time t tends to infinity. At first it was a local analysis mostly aimed at establishing stability for some simple (e.g. periodic) solutions. Then it was realized that the dynamics of many deterministic dynamical systems is intrinsically unstable. (Physicists refer to this type of phenomenon as the exponential divergence of initially close orbits or local exponential instability).
Thus the study of dynamical systems turned to probabilistic descriptions, an idea that can be traced back to the founding papers of Statistical Mechanics and especially to the notion of the ensemble introduced by Boltzmann.
In stochastic (probabilistic) systems, typical questions regard the existence of stationary distributions and the rates of convergence to these distributions, formulated in the form of various limit theorems. Likewise, in the theory of dynamical systems all the most important notions and problems refer to properties which are asymptotic in time (that is, which take a limit t → ∞). Indeed ergodic theorems, Lyapunov exponents, correlation decay, and limit theorems (CLT, LLT, large deviations, etc) are all time asymptotic properties. In fact all important characteristics and properties of dynamics involve either taking a limit t → ∞ or averaging over infinite time intervals.
But what happens if a chaotic or stochastic system is in its unique natural (physically observed) stationary state? Such states are described by some (natural) invariant measure on the phase space. These measures, sometimes referred to as "physical" measures, are essentially the only interesting probability distributions on the phase space of a dynamical system or on the space of states of a stochastic system. For example, the uniform measure sitting on a periodic orbit of a chaotic system is invariant but "non-natural".
A general opinion held by both physicists and mathematicians is that nothing interesting happens when the system is in such a stationary state, defined by some invariant measure. Indeed the measure is called invariant because it does not change with time, hence "nothing is changing." At any moment the probability to be in any fixed subset of the phase space is the same as in any other subset having the same measure.
It has been shown, however, that interesting things do happen, at least for the "most" chaotic systems [4] . In fact, transport in the phase space of a dynamical or stochastic system which is in a stationary "physical" state may have interesting and surprising properties. This observation opens the possibility of making finite time predictions about the evolution of chaotic dynamical and stochastic systems.
These studies started with a natural question [4] which seemingly was overlooked in the theory of open dynamical systems [6] . It asks how the escape rate depends on the position of a hole in phase space. This question was inspired by remarkable experiments with atomic billiards [8] where the escape rate of atoms from "billiard tables" was measured. Recall that the escape rate is yet another way to characterize dynamics by taking a limit as time goes to infinity [6] .
The escape rate is computed as a limit of a (properly rescaled) survival probability, i.e. of the measure of the set of orbits which have not visited some fixed subset of the phase space (also called a "hole") until a fixed moment in time t. It was proved in [1, 2, 3, 4] that for various classes of dynamical system it is possible to compare survival probabilities (i.e. finite time characteristics of dynamics) for different subsets (different "holes") in the phase space.
In the present paper we address a much more delicate question which is concerned with first passage (first hitting) probabilities for different subsets of the phase space of chaotic systems or of the state space of stochastic systems. It is a more subtle question because survival probability is an integral (or sum if time is discrete) taken over the interval [t, ∞) where the integrand is the first passage probability at time s > t. Therefore the first passage probabilities describe transport in the phase space much more precisely than survival probabilities. Take two subsets A and B of the phase space of some ergodic measure preserving dynamical system and consider the corresponding first passage probabilities P A (t) and P B (t) for all t ≥ 0. Suppose that µ(A) = µ(B) where µ is the corresponding invariant measure. Then it is natural to expect that the curves P A (t) and P B (t) will intersect infinitely many times (or, perhaps, these curves coincide because of some symmetry of the system under consideration).
Our main result establishes that, quite surprisingly, for a class of the "most" chaotic systems such curves intersect only once after a short interval of time [0, t * ] where these two curves may initially coincide, unless these curves completely coincide because of some symmetry of dynamics.
The dynamical systems which we consider behave like i.i.d. random variables with stationary uniform distributions on their finite state spaces. Such dynamical systems were called fair dice like systems in [2] . Loosely speaking (see definition in the next section) fair dice like systems are quotients of a full shift with uniform measure. For example the tent map, baker's map, von Neumann-Ulam map, and the Julia sets of rational maps of degree d ≥ 2 of the Riemann sphere are all fair dice like systems. Observe that all these systems are discrete time dynamical systems. Therefore the curves of first hitting probabilities are in fact discrete sets. However, the notion of intersection of such "discrete curves" is quite natural. Indeed, if P A (n) ≤ P B (n) and P A (n + 1) > P B (n + 1) then we say that the corresponding discrete curves have an intersection on the time interval [n, n + 1].
The subsets A and B that we consider are elements of (possibly different) Markov partitions of the phase space. However, one of these partitions must be a refinement of the other. Still, surprisingly our main result states that there is only a single intersection of the first hitting probability curves for the sets A and B with different measures.
This result allows one to make finite time predictions for chaotic dynamical systems which are in a stationary state. Indeed the entire semi-axis of positive times gets partitioned into three sub-intervals of short, intermediate, and long time. The first two intervals have a finite length while the third one is infinite. By picking a point with a stationary distribution (according to a "physical" invariant measure) we can predict in which element of the initially chosen Markov partition the corresponding orbit will most likely be in at the next moment in the short or long time interval provided that we know the history (itinerary) of this orbit until the present moment of time. In the intermediate interval where (all!) first hitting probability curves intersect each other (unless these curves coincide) the hierarchy of the first hitting probability curves (as functions of time) gets transformed into the opposite hierarchy persisting in the third (long times) interval. Hence finite time predictions about which element of the Markov partition an orbit is more likely to be in first are possible in the interval of short times and in the interval of long times and these predictions are opposite to each other, i.e. the more likely event in the short time interval becomes less likely in the long time interval.
Our results also allow one to find optimal Young towers [12] (in fact optimal bases for towers) such that the tails of recurrence probabilities decay faster than for towers built over other bases. We also prove an estimate of the length of the short time interval which is linear in the length k of symbolic words coding elements of a Markov partition (or its refinements). However, our numerical experiments show that the length of this interval is much longer and grows exponentially in k. The length of the intermediate interval also grows exponentially with the same exponent. It is a strong indication that finite time predictions for dynamical systems are possible within long time intervals. Moreover, numerical experiments with dispersing billiards [5] demonstrate that this phenomenon (a single intersection of the first hitting probability curves) holds for much larger classes of chaotic dynamical systems for which finite time predictions of the dynamics is therefore also possible.
The structure of the paper is as follows. In the next section we provide necessary definitions and formulate the main results. In section 3 we will introduce some notation and preliminary results. Section 4 contains proofs of the main results for subsets of the phase space with equal measure. Section 5 provides proofs for subsets with different measures. In sections 6 and 7 we prove a linear estimate of the lengths of the time intervals. Numerical results are presented in a short section 8. The last section 9 contains some concluding remarks.
Definitions and Main Results
Let T : M → M be a uniformly hyperbolic dynamical system preserving Borel probability measure µ. The following definition [2] singles out a class of dynamical systems analogous to the independent, identically distributed random variables with uniform invariant distributions on their (finite!) state spaces. Classical examples of such stochastic systems are fair coins and dice, hence the corresponding dynamical systems are called fair dice like (FDL) [2] . Definition 2.1. A uniformly hyperbolic dynamical system preserving Borel probability measure µ is called fair dice like or FDL if there exists a finite Markov partition ξ of its phase space M such that for any integers m and j i , 1 ≤ j i ≤ q one has µ C
q m where q is the number of elements in the partition ξ and C . The von Neumann-Ulam map is metrically conjugate to the tent map via the transformation y = sin 2 (
). Therefore it is also FDL.
Example 2.3. Let T : z → z 2 be defined on the Riemann sphere. Its Julia set J is the unit circle in the complex sphere. Lyubich's measure µ that equidistributes periodic points in the Julia set is a continuous probability measure invariant with respect to µ. By dividing J into 2 n intervals of equal measure we get an FDL system. In fact any rational map defined on the Riemann sphere with degree at least two is an FDL system. By degree here we mean the maximum of the numerator and denominator degree of a rational polynomial.
Let Ω denote a finite alphabet of size q ≥ 2. We will call any finite sequence composed of characters from the alphabet Ω a string or a word. For convenience both names will be used in what follows without ambiguity. For a fixed string w = w k . . . w 1 , w i ∈ Ω let a w (n) denote the number of strings of length n which do not contain w as a substring of consecutive characters. The survival probability for a subset of phase space coded by the string w is thenP w (n) = aw(n) q n . Denote h w (n) = qa w (n − 1) − a w (n) for n ≥ k. It is easy to see that h w (n) equals the number of strings which contain the word w as their last k characters and do not have w as a substring of k consecutive characters in any other place. Therefore
is the first hitting probability P w (n) of the word w at the moment n. John Conway suggested the notion of autocorrelation of strings (see [9] ). Denote by |w| the length of the word w. Let |w| = k. Then the autocorrelation cor(w) of the string w is a binary sequence
there is an overlap of size i between the word w and its shift to the right on k − i characters. For example, suppose that w = 10100101. Then cor(w) = 10000101.
Let k = |w|, k ′ = |w ′ |, and denote h w (n) = h(n) and h w ′ (n) = h ′ (n). We define
whenever this maximum exists and we let s = 0 otherwise. We will always denote s = s w and s ′ = s w ′ . In what follows we will generally denote any quantity or function that depends on w ′ by a superscript ′ . Observe that
Clearly if P w (m) − P w ′ (m) < 0 for at least one m, there must be at least one n for which P w (n) − P w ′ (n) > 0. Theorem 2 establishes the surprising and fundamental fact that there is only one n for which the quantity P w (n) − P w ′ (n) changes from being negative or zero to positive.
Theorem 1 Let w and w
′ be words such that cor(w) > cor(w ′ ). There exists an N > k such that h(n) − h ′ (n) ≤ 0 for n < N, and h(n) − h ′ (n) > 0 for n > N.
One may naturally expect that two discrete curves of survival probabilities intersect infinitely many times unless they coincide. (An obvious example of identical curves provided by two words of the same length where all zeros (ones) in the first word are substituted by ones (zeros)). The next theorem establishes though that nonidentical curves intersect only once.
Theorem 2 With N as given in Theorem 1 and under the same conditions, there is an N > k such that P w (n) − P w ′ (n) ≤ 0 for n < N, and P w (n) − P w ′ (n) > 0 for n > N.
According to Theorems 1 and 2, for two words with different lengths the corresponding first hitting probabilities curves intersect only at one point. This point divides the positive semi-line into a finite short time interval and an infinite long time interval. Before the moment of intersection it is more likely to hit the smaller subset of phase space (coded by the longer word) for the first time, and after the intersection it is more likely to hit the larger subset for the first time. For two elements of the same Markov partition (which have the same measure) there is also a short initial interval where the two corresponding first hitting probability curves coincide (unless these two curves coincide forever). The length of this initial interval does not exceed the (common) length of the code-words for elements of the Markov partition. After this interval there is a short time interval where it is more likely to visit one element of the Markov partition for the first time, and after this interval there is an infinite, long time interval where it is more likely at any moment to visit the other of these elements for the first time.
Consider now all elements of a Markov partition. They have equal measures because we are dealing with FDL systems. Then there is initial time interval of the length equal the (same) length of words coding elements of this Markov partition. After that comes a finite interval of short times where there is hierarchy of the first hitting probabilities curves. Then comes intermediate interval where (all!) curves intersect. And finally there is infinite interval where there is a hierarchy of the first hitting probabilities curves which is opposite to the one in the short times interval. Therefore finite time predictions of dynamics are possible in the short times interval and in the last infinite long times interval.
The next statement provides an estimate from below of the length of the short time interval.
Theorem 3 Under the same conditions as Theorem 1 and with N as defined there, if
Let a word w correspond to a subset A w of some ergodic dynamical system. Because µ(A w ) > 0, almost all orbits return to the set A w . Construct now a Young tower with base A w . Denote by R Aw (n) the probability of first returning to A w at the moment n. Let P n (A w ) be the first hitting (first passage) probability corresponding to the measure µ.
Definition 2.2. Consider an ergodic dynamical system and choose two subsets A and B of positive measure. We say that tower Q A with base A is better than tower Q B with base B if there exists n * such that n>n * R A (n) < n>n * R B (n) for all n > n * . Consider some refinementξ of the Markov partition ξ. We say that an element Cξ if the partitionξ is an optimal base for a Young tower out of all elements ofξ if there is no tower better than Q Cξ .
It is well known that
For a given refinement of the Markov partition (as well for the Markov partition itself) it is generally possible to have several optimal bases with equivalent towers built over them. In view of (1) the following statement about an optimal base for a Young tower is an immediate corollary of Theorems 1 and 2.
Theorem 4 Under the conditions of Theorem 1, for any refinement of a Markov partition ξ (as well as for the Markov partition itself ) there exists an optimal tower with base from this refinement (partition) such that no other of its elements yields a tower better than this one.
A proof of Theorem 1 (see Section 4) implies the following lemma on periodic points and optimal towers. It is well known that for strongly chaotic (hyperbolic) dynamical systems periodic points are everywhere dense. In particular it is true for FDL systems.Denote by P er C the minimal period out of all periodic orbits intersecting an element C of some Markov partition.
Lemma 2.1. Let ξ be a Markov partition of a FDL dynamical system. An element Cξ such that the tower Q Cξ is optimal must have the maximum value of P er C out of all other elements of this Markov partition.
Generally an optimal tower for a given Markov partition is not unique, i.e. several elements can serve as optimal bases.
Results on Pattern Avoidance and Notation
We establish the convention that b 0 = 1 for every word w. The purpose of this convention is to simplify statements like the following, which without this convention do not make sense when (k − s)|k, for example. By the definition of cor(w)
⌋}. In light of the relation (1), it is natural to define the set I = {[i] : b i = 1}. We will need to distinguish a few digits of the autocorrelation in addition to s. Let
whenever they exist.
The largest member of I is always s. An effect of Propositions 4.1 and 4.2 below is that I ⊂ {1, . . . , k − s − 2} ∪ {s}. A further consequence of Proposition 4.1 is that the only member i of I for which |{j :
Let H w (n) be the number of strings which end with w, begin with w, and which do not contain w as a substring of k consecutive characters in any other place. For n > k it is easy to see that H(n) = qh(n − 1) − h(n). The probability of first returning to the "hole" given by w is Hw(n) q n . While H w (n) > 0 for n > 2k, H w (2k) = 0 if and only if there is an i for which
It is easy to see that the condition b i = b k−i = 1 implies b k−s = 1, and this in turn can be used to prove that (k − s)|k. We can thus evaluate H w (n) for n ≤ 2k as follows.
It was proved in [10] that
and
The latter formula is derived from the following relation [9] .
It is easy to see that H(n) ≤ h(n − k) for n > k, and we will prove below that (q − 1)h(n − k − 1) ≤ H(n) for n > k + 1. This result is the content of Corollary 4.2.
A Proof of Theorems 1 and 2 for the Case k
We prove in this section several technical results which will be used to deduce Theorems 1-2. We remark that Theorem 2 is equivalent to the claim that an N > k exists such
for some j ∈ I, j > i}, with the convention that if the latter set is empty then T w (i) = 0. Again we will often denote T (i) = T w (i) when w is fixed. 
Proof. For any i such that b i = 1 and for any t satisfying
and e > 0 then w t . . . w t−e+1 = w e . . . w 1 . This is a consequence of the structure of the correlation function as described by (1) . Therefore when b i = 1 we will say that w contains a k − i period.
Let i ∈ I. Suppose first that T (i) > 0 and for a contradiction suppose that
Since
where we have used (6) in the first equality. Since w contains a k − s period,
for every 0 ≤ l ≤ ⌊
Together, 7 and 8 imply that
Our goal now is to show that there is some index i * such that b i * = 1, i * > i, and For n > 1 suppose that d n−1 is already defined.
⌋ one has
In the first equality we have used the d n−1 periodicity of w, in the second we have used the fact that k − d n − (l n − 1)d n−1 = ι, in the third that b ι = 1, and again in the fourth the d n−1 periodicity of w.
⌋d n−1 . If e > 0 and e < δ then one has w e . . .
If e > 0 and e > δ then
One thus has w k−dn . . .
, the sequence {d n } is strictly decreasing. Since k − d n is bounded below by 1, there must be some n for which [i] = k − d n , and we let N = n.
If T (i) = 0, the proof is similar to what we have just done. Proof. For i ∈ I − {s} one has i < s and i < k − s, hence i < k 2
. If b j = 1 and
. Thus either j ∈ {i : [i] = s} or j = i for some i ∈ I − {s}. (2) we have H(n − k + i) = 1 if and only if b 3k−n−i = 1 and 3k − n − i ∈ I. If 3k − n − i ∈ I − {s} then 3k − n − i < k − s by Proposition 1 and hence b 3k−n−i = 0 for n ≤ 2k + s − i. In particular, b 3k−n−i = 0 when n = 2k + 1 and i ∈ I − {s}. Thus
where we have used Corollary 4.1.
We use the following two statements, the first of which is obvious from Proposition 1.
If
We prove (10) .
If b k−s = 0 then either k − s − 1 = s and the result follows, or there is some t > 0 such that The following statement is a corollary of (9) and (10).
Proof. Rearranging relation (5) we obtain
Using (11) one has
For any i ∈ I − {d} letĩ = max {ι < i :
( 13) where we have used the fact that n ≥ 2k + l to ensure that n − k + i − t > k for every i, hence H(n − k + i − t) > H(k) = −1. Combining (13) and (12) one has
Proof. There are three cases. In the first 1 < r < k − 1, in the second r = k − 1, and in the third r = 1. In the first case, using (4) one has
Using the equality H(n) − H ′ (n) = q∆(n − 1) − ∆(n) and applying Lemma 1 one has
The expression (15) is thus bounded below by
By using the inductive assumption it is easy to see that ∆(n − 1) +
(For a more detailed explanation, see [10] ). Applying both bounds, we have ∆(n)
Suppose now that r = k − 1, hence s = r = k − 1 and b i = 1 ∀i. We have
Noting that H(n − 1) > 0 since n ≥ 3k, by subtracting H ′ (n − 1) from (16) we obtain
Using ∆(n − 1) > ∆(n − 2) as before we have that
Finally suppose that r = 1. Then
Proof. For i ∈ I − {s}, applying Lemma 1 we have
≤ H(n − 2k + i + s + 1). Since i + s + 1 ≤ k − s − 2 for i ∈ I − {s} we thus have
If both b k−s = 0 and b k−s−1 = 0 then
For i ∈ I one has i + s + 1 ≤ k − s − 1 and
Proof. Let 2k < n < 3k − s. For i = s observe that n − k + i < n − 2k + s < k, hence H(n − k + i) = 0. It follows that
Note that |I| ≤ k − s and recall s ≤ k − 1. For n ≥ 3k − s one has
by application of Lemma 1.
Proof. Applying Lemma 1, one has
h(n) = k t=1 b t H(n + t) ≥ t∈S∪{k} H(n + t) ≥ k−1 t=1 H(n + t). Let S = {ι : [ι] = s}. If ι ∈ S − {s} then h(n − 2k + ι) − s j=1 b j H(n − 2k + ι + j) − H n − 2k + s + ι + (k − s)) = 0.
It follows that ι∈S−{s}
h(n − 2k + ι) − s j=1 b j H(n − 2k + ι + j) + h(n − 2k + s) − s j=1 b j H(n − 2k + s + j) = ι∈S−{s} h(n − 2k + ι) − s j=1 b j H(n − 2k + ι + j) − H n − 2k + s + ι + (k − s) + h(n − 2k + s) − k−s j=1 b j H(n − 2k + s + j).
From this one has
The proof of Lemma 4.2 when s = s ′ is divided into two parts which constitute sections 6 and 7 below. We include the proof when s = s ′ here.
Proof. We remark that ∆(n) ≤ 0 for n ≤ 2k and ∆(n) = 0 for n < 2k − r no matter the values of s and s ′ . Using (11) one has
Suppose that r = s. There are two cases; b t − b
In the first case note that s ′ = s − 1, and observe that one must have
It is thus easy to see that
Since ∆(2k) ≤ −1, using the relation
It follows that ∆(n) ≤ 0 for n < 3k − s.
We now suppose that b τ − b ′ τ = 0 for some 1 < τ < s. One has
From (18) one has
from which we obtain the upper bound
It follows that
The inequality (20) together with (19) implies ∆(n) ≤ −2 − (n − 2k) for 2k < n < 3k − s and the result follows.
Proof. Suppose that r = s, and observe that this is equivalent to the condition s > s ′ . By Lemma 4.2 we may assume that N ≥ 3k − s. From (11), (17), and (22) one has
To summarize,
For any L > 0 one has
Note that s ′ < k − 1. From Proposition 4.2 there exists ι ∈ {0, 1} such that b 
Using (21) and (23) it follows that
Suppose that r = s, equivalently s = s ′ . By Lemma 4.2 we may assume that n ≥ 4k. By use of Corollary 4.4 and equality (17) one has
It is easy to see that
It follows that
Suppose
using Corollary 4.6 and the fact that h ′ (n − 2k + r) − (q − 1)
where we have used Corollary 4.6. Assuming now that r > d ′ we add and subtract h ′ (n − 2k + d ′ ) to inequality (24) and use corollary 4.6 to obtain
. . , r + 1} and we have
By combining statements prooved in this section one can deduce Theorems 1 and 
A Proof of Theorems 1 and 2 for the Case k
and the result follows.
Note that in Lemma 5.2 the inequality H(n)
With m = K we apply the inductive assumption to obtain
The lemmas of this section combine to prove the main theorems when k > k ′ in the following way. Let 
Because of the almost complete redundancy in these calculations, we will only display the former case. 
For 2k ≤ n < 3k − s one has
For 2k + (k − s) ≤ n < min {2k + 2(k − s), 3k − r} one has
For 2k ≤ n < 3k − r − 1 we thus assume that
with the convention that δ(n) = 0 when n < 2k. Let n < 3k − r. If t > r and t / ∈ S, one has n − k + t < 2k − r + t < 3k − s − r, hence
where we observe that n − (p + 1)(k − s) ≤ 2k. It follows that for n < 3k − r one has
For 2k < n < 3k − r by using (25) one thus has
where we have used the fact that
when s = s ′ . For n ≥ k let us denote by h * (n) the solution to the recurrence relation h
where
subject to the initial conditions h * (n) = 0 for n < k and h
and observe that δ * (t) = h * (t) − h(t). We will also denote
For n < 3k − s equality (26) becomes
Let 3k − i ≤ n ≤ 3k. One has
Applying (30) one has
for n ≤ 3k. For 3k − i ≤ t < 3k note that
and recall
where we observe thatb * 3k−t−j −b 3k−t−j = 1 if and only if t = 3k − i − j and where we have used the facts i < r ≤ k − s − 2 and 2(i + 1) ≤ q i+1 .
Let 3k < n < 4k. Using (17) one has
For fixed j and u ≤ 4k − j − l − 1 one has
For 3k − i ≤ n ≤ 3k one has
For n ≥ 4k − i one thus has
where we have applied (32) and used the inequalities
For n < 4k − i
since the former sum is empty. Using (35), (36), and (39), for 3k < n < 4k − i one has
For any 3k < n < 4k note that
For 3k < n < 4k − i one has ∆ * (t − k) ≥ −q t−3k+i . Applying inequalities (40) and (41) to (34) we have
where we have used the inequality n − 3k ≤ k − 1 ≤ q k/2 , inequalities (38), and the fact that k ≥ 5 when s = s ′ . Similar to (33) one has
It follows that for 3k < n < 4k − i we have
where we have again used the inequalities (38). For 3k − i ≤ n ≤ 3k it is easy to see that
For 4k − i ≤ n < 4k one thus has
where we have used (37). For 4k − i ≤ n < 4k one thus has
Given w and ι ∈ I − {s}, let h ι (n) be the solution to the recurrence relation defined by
and h ι (n) the solution to
We have shown that ∆(b i + 1, n) ≤ ∆(b i , n) for 2k ≤ n < 4k. As we remarked, with minimal alterations to the calculations of this section one can show the inequality ∆(b
The Upper Bound is Negative
We will show that∆(n) ≤ 0 for 2k ≤ n < 4k. Throughout this section we will let h(n) = h r (n) and h ′ (n) = h r (n) to avoid burdening the notation. For t < 3k − r one has
Using (42), for n < 3k − r one thus has
Using (26) and the equality ∆(2k) = −2, for 2k ≤ n < 3k − r one thus has ∆(n) ≤ −q n−2k ∆(2k) + 2q n−3k+s+r ≤ −2 q n−2k − q n−3k+s+r < 0.
Let 3k − r ≤ n ≤ 3k. One has
Note that
For r < j ≤ s and 3k − r ≤ t ≤ n one has 2k < t − k + j < 3k − r, and again using (42) we have
where we have applied the inequalities r + s ≤ k − 2 and s ≤ k − 3. Inequality (43) thus becomes
where we have used the inequality ∆(3k − r − 1) ≤ −2 q k−r−1 − q s−1 and the fact that ∆(n) = −1 for 2k − r ≤ n ≤ 2k.
Let 3k < n < 4k. Denote I t = I ∩ {t, . . . , s}. One has
Let n < 4k − r. Note that t − 2k + j + l < 3k − r. For fixed j, if r < l ≤ k − j one has
For any u ≤ 4k − j − l − 1 observe that
Similarly, for any u ≤ 5k − j − l − r − 1 one has
Noting that r < k − s ≤ k − j for any j ∈ I, one has
We thus have
Using (46) and (47) we have
using the fact that 2|I r+1 | ≤ 2(k − s − r − 1) ≤ q k−s−r−1 . For 2k < n < 3k − r, using equality (26) we easily obtain the lower bound
n−t δ(t) ≥ 0 and − n−k+s t=2k q n−t−k+s δ(t) ≥ −2q n−4k+2s+r . We thus obtain the lower bound
Applying (48) and (49) to (45) one has
One thus has
Let 4k − r ≤ n < 4k. By calculations similar to those above, one has For 3k − r ≤ n < 3k observe that ≤ q n−3k−s+1 + q n−3k+r−s−2 + q n−3k+r−s−1 + q n−5k+2s+1 ≤ q n−3k .
One has 
Finally, for 3k − r ≤ n < 3k, using (43) and (49) ≤ −q n−2k + 2(k − 1)(q n−3k + q n−4k+s−2 ) + (r − 1)(q n−3k−5 + q n−4k+s ) + (k − 1)q n−3k+r + 2q n−3k + q n−3k+s ≤ q n−2k (−1 + q −2 + q −7 + q −11 + q −k−4 + q −1 + 2q
where we have used (38) and the inequalities k ≥ 5, (k − 1) ≤ q k−3 , and k − 1 ≤ q k/2 . It follows that∆(n) < 0 for n < 4k. In combination with our results from Section 6, one has ∆(n) < 0 for n < 4k when s = s ′ and k = k ′ .
Numerical Results on Lengths of Short and Intermediate Time Intervals
If we think about the applicability of these results to finite time dynamics then one is led to the following key question: How long is the short time interval? Within this time interval it is possible to make finite time predictions of the dynamics. Another interval where such predictions can be made is the last (third) infinite time interval. Therefore it is of great importance in applications to estimate the lengths of two finite intervals, the short time interval where finite time predictions are possible and the second intermediate interval.
Clearly these lengths depend on k, i.e. the lengths of the words corresponding to the subsets of phase space (elements of the Markov partition) we consider. The short time interval starts at the moment n = k.
Theorem 3 gives a linear estimate of the length of the short time interval. However numerical simulations show that the lengths of both of these intervals grow exponentially (asymptotically as k increases) with the same base q, the number of symbols in the alphabet Ω (i.e. number of elements in the Markov partition).
The following table presents the beginning and ending moments of the intermediate interval, i.e. the moment of time when the first and last pair of the first hitting probability curves intersect, respectively. Notably the length of the short time interval is always larger than the length of the intermediate interval. It appears that the ratio of lengths of these intervals converges in the limit when k tends to infinity Recall that as the number of elements in the Markov partition increases so too does k, the length of the word representing each element. Therefore when we consider dynamics at finer scales, the length of the time interval on which predictions about the dynamics can be made seems to grow exponentially. Thus finite time predictions about the dynamics could be made on very long time scales if we consider a partition with a sufficiently large number of elements.
Concluding Remarks
Our results show that interesting and important finite time predictions for the dynamics of systems with the strongest chaotic properties and for the most random stochastic systems are possible. They also indicate how such predictions can be practically made. Numerical simulations [5] demonstrate that finite time predictions of some nonuniformly hyperbolic systems are also possible.
Although the theory of finite time dynamics of chaotic systems is completely in infancy, it is rather clear what to do next and which classes of dynamical systems these results should be generalized to. Some natural problems deal with words (elements of Markov partition) which have equal autocorrelations. One can also generalize our results for iid-like dynamical systems to those with nonuniform invariant measures and with non-equal transition probabilities. Work on these topics is in progress. A significant open problem is to develop relevant mathematical approaches and techniques, more dynamical than combinatorial in spirit, to handle new questions arising in studies of finite time dynamics.
