To effectively intervene when cells are trapped in pathological modes of operation it is necessary to build models that capture relevant network structure and include characterization of dynamical changes within the system. The model must be of sufficient detail that it facilitates the selection of intervention points where pathological cell behavior arising from improper regulation can be stopped. What is known about this type of cellular decision-making is consistent with the general expectations associated with any kind of decision-making operation. If the result of a decision at one node is serially transmitted to other nodes, resetting their states, then the process may suffer from mechanistic inefficiencies of transmission or from blockage or activation of transmission through the action of other nodes acting on the same node. A standard signal-processing network model, Bayesian networks, can model these properties. This paper employs a Bayesian tree model to characterize conditional pathway logic and quantify the effects of different branching patterns, signal transmission efficiencies and levels of alternate or redundant inputs. In particular, it characterizes master genes and canalizing genes within the quantitative framework. The model is also used to examine what inferences about the network structure can be made when perturbations are applied to various points in the network.
Introduction
Differentiated cells in a mature organism spend most of their time maintaining a set of activities that either support their own persistence or contribute to the ¶ Corresponding author.
persistence of the organism of which they are a part. In this state, regulation in the cell is mostly fine-tuning and integration of these established activities and does not involve massive shifting of regulatory states. However, when the cell must coordinate the various intermittently used processes required to achieve other particular operations, such as repairing extensive DNA damage that arose as a result of some environmental insult or entering the cell cycle to produce a daughter cell, large changes in regulation are required. As in any system, excursion away from the normal state of processing may drive the system to a point from which it cannot return to its normal state. In biology one of the largest dangers associated with either loss of the ability to perform a complex corrective action or the loss of the ability to cease operating in a proliferative mode that produces an excess of cells is cancer. In order to effectively intervene when cells are trapped in pathological modes of operation it is necessary to be able to build models that capture enough of the detail of the network structure and how activities are changing to choose points of intervention where the pathological cell behaviors that arise from improper regulation can be stopped.
Cell regulation involves control strategies that employ multiple inputs, multiple layers of feedback and nonlinear decision functions. Owing to the difficulty of modeling and identifying such systems experimentally, historically biologists have concentrated on marginal interaction between signaling molecules to construct signaling pathways. In the most basic model, one can view a pathway as originating with a single regulatory gene (or protein) whose activation initiates a cascade of gene (protein) responses. Since cell regulation involves a decentralized set of interactions among various control agents present within the cell upon receipt of external or internal signals -for instance, activation of a specific gene may require a combination of transcription factors, and translation to the gene product may be affected by post-transcription events -if one views the cascade of activities resulting from the action of a single regulatory gene, both the strength and specificity of subsequent activities in the cascade may be expected to diffuse through subsequent steps in the cascade. As the regulatory effects propagate, they are progressively modified or limited by interactions with other factors modulating transcription. From a modeling perspective, this means that each edge in a pathway has an associated probability and the degree of regulation exerted by the regulatory gene (protein) at the head of the pathway is characterized in terms of these probabilities. In fact, except for the activation probability of the pathway head, each of these probabilities is conditional. Thus, Bayesian networks can serve as a suitable model for a large portion of genetic pathways and the uncertainty classes associated with them. This paper provides a modeling framework for pathway representation in the context of Bayesian networks and examines several issues.
To illustrate the pathway scenario, consider the Ras pathway model in Fig. 1 . Mutant Ras proteins are found in 20-25% of all human tumors and up to 90% in specific tumor types. 1 The Ras protein sits in the middle of a complex signaling cascade and it functions as a binary switch that controls intracellular signaling networks. Once the extracellular signals are received by the receptor proteins located in the cell membrane and passed on to Ras, it will then transmit the signal to three major downstream pathways involved in cell proliferation, differentiation, apoptosis, etc. 2 In a nut shell, the upstream proteins of Ras are summarized by
Receptor → Shc → Grb2 → Sos → Ras, and the three major downstream pathways of Ras are illustrated by Fig. 1 . The Ras pathways form a tree structure, where many branches are downstream from Ras. This structure helps to explain why Ras is powerful as a potent oncoprotein and is able to drive the cell to neoplastic transformations. On the other hand, one would expect that the deregulation of downstream proteins of Ras may possess far less transforming power as compared to Ras. Indeed, the point is illustrated nicely by the mutant B-Raf kinase, the close cousin of Raf, which is also activated by interaction with Ras. These mutations, which are found in many human melanomas, create oncogenic BRAF alleles that have transforming powers that are only about one-fiftieth of those for the activated Ras oncoprotein. 3 Presumably, signaling components located further downstream, when altered by mutation, confer even less transforming power. 2 The model proposed in this paper provides a mathematical way to characterize these kinds of behaviors, specifically, to model protein-protein (gene-gene) interactions in the framework of graphical models and study their regulatory importance within the model. This kind of pathway information can play an important role in developing computational methods for identifying and validating drug targets. For instance, in Imoto et al., 4 the authors discuss how Bayesian networks can be inferred from microarray data and then used to identify their respective root nodes as the potential regulators or, as the authors term them, "druggable genes". There are several major differences between our work and what is discussed in that chapter: first, our analysis does not begin with network inference, rather, the pathway structure is given as prior knowledge and the conditional probabilities, i.e. model parameters, are inferred from data by standard statistical techniques; second, we focus on characterizing important nodes (canalizing and master genes) in the model; third, we also discuss statistical testing procedures for detecting pathway disruption. Pathway disruption has previously been considered from a purely logical perspective by treating a set of pathways as a deterministic wiring diagram and then applying classical fault-detection to determine suitable drug combinations, 5 but that analysis did not involve any probabilistic considerations. More generally, one could consider various cell-line platforms for the purposes of drug discovery and validation. 6 Such platforms can potentially benefit from our proposed framework that allows for statistical testing of drug disruption of known cell regulatory pathways. Looking at Fig. 1 from a local perspective, except for the genes at the bottom of the cascade, each gene may be considered as a master for the gene below it, which can be considered as its slave. Moving up a level of perspective, PI3K, Raf and Ral-GEF may be considered masters for their respective branches, with each gene in a branch being a slave for its respective master. Taking a maximally global perspective, if we consider the sequence Shc → Grb2 → Sos → Ras as a communication channel from the receptor to Ras, then Ras can be considered as a system master with all other genes in the full downstream pathway being considered its slaves.
3 (From a logical perspective, one could alternatively consider Shc as a system master, in which case Ras would lie within the Shc system.) If gene g is a master for a collection of slave genes, then we would expect that activation of g would be predictable from observation of the slaves and that the wider the swath of control exercised by g, the greater the extent of that predictability as we consider more genes in the network. It is important to emphasize that the concept of a "master" is both relative and local. A gene that is a "master" for a given portion of a regulatory network could be a "slave" in a different context, e.g. network segment. The problem considered in Dougherty et al. 7 was to quantitatively characterize master genes, more specifically, the power of master genes, via the ability to predict their behavior from the behavior of other genes. Predictive strength was quantified via the Coefficient of Determination (CoD), which quantities the increased ability to predict a random variable via a set of "predictor" random variables as opposed to merely predicting it from its own statistics. The model constructed in that paper was purely probabilistic, without any structural considerations. Here we consider the master-slave paradigm in the framework of a Bayesian pathway model. This approach allows a finer characterization of master-slave behavior and allows us to quantitatively characterize regulatory strength in terms of the branching structure of control. Related to master genes are genes that can constrain, or canalize, a biological system to particular options. 8 We are not referring to sequential canalization, whereby a specific action of the master enforces a cascade of actions among a single highly correlated cohort of genes important in a single process, but rather where a gene has such broad regulatory power, and its action sweeps across such a wide swath of processes, that the full set of affected genes are not highly correlated under normal conditions. Early observations of canalization along the mitogenic pathway involved the Ras gene family, members of which were found to have frequent mutations in their twelfth codon in cancers that produce uncontrolled proliferation.
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Another significant instance of canalization involves the gene TP53 in regard to stresses to the genome. 10 A key characteristic of a canalizing gene is its ability to override other regulatory instructions if the condition of the cell so warrants. This affects the predictability of the controlling (canalizing) gene by those genes it controls. When not active, the controlling gene will not be predictable to any significant degree by its subject genes, either alone or in groups, since their behavior will be highly varied relative to the inactive controlling gene. When the controlling gene is active, its behavior is not well predicted by any one of its targets, but can be very well predicted by groups of genes under its control. It is this property that has led to the characterization of canalization via intrinsically multivariate prediction (to subsequently be defined rigorously), which relates to the ability of a full set of predictors to provide excellent prediction, whereas leaving out any one of the predictors greatly reduces prediction accuracy. 11 In analogy to the master-slave paradigm in Dougherty et al., 7 canalization is characterized in Martins et al. 11 by the CoD absent a structural model. Here we will characterize canalization in the context of pathways, thereby taking into account structural considerations, and provide a clear discrimination between a master gene and a canalizing gene. Thus, our paper provides a framework, rather than an algorithm, for modeling specific regulatory structures or pathways and their respective uncertainty classes commonly observed in the context of cell regulation. The framework is outlined on Fig. 2 , which also emphasizes the relationships among different sections in the paper.
Background

Bayesian networks
Given a random vector X = (X 1 , X 2 , . . . , X N ), a Bayesian network B = (G, Θ) is defined by: (1) a directed acyclic graph (DAG) G whose vertices correspond to X 1 , X 2 , . . . , X N and (2) a set Θ of local conditional probability distributions for each vertex X i , given its parents in the graph. [12] [13] [14] The graph encodes the "Markov assumption," which states that each variable X i is independent of its non-descendants, given its parents in G. By the chain rule of probabilities, any joint distribution satisfying the Markov assumption can be decomposed into a product of the local conditional probabilities. Letting P a(X i ) denote the Markovian parents of X i in the graph G, the joint probability distribution (JPD) P is completely specified by
where P (X i | P a(X i )) specifies the conditional probability table (CPT) for X i and we refer to the parameters that determine P (X i |P a(X i )), i = 1, 2, . . . , N, as the parameters of the Bayesian network. In this paper, we consider the binary case, X i = 0 or 1; however, the results can be easily extended to discrete-valued random variables which assume any pre-specified set of values. We focus on Bayesian networks, whose DAGs are trees: the DAG has a unique root node with no parents and every other node has precisely one parent and is a descendent of the root.
14,15 A tree is shown in Fig. 3 , the root being X 1 .
Once the DAG of a Bayesian network and its associated CPTs are given, the joint distribution is determined by Eq. (2.1) and the joint distribution of any subset of the nodes can be computed from the full joint distribution by summing out the nodes not in the subset. However, this approach is inefficient, since the number of operations grows exponentially with the number of nodes outside the subset. Many efficient inference methods exist for Bayesian networks. It should be noted that Pearl developed a message-passing algorithm for exact inference in Bayesian networks with tree structures. The algorithm proceeds by passing two types of messages among neighboring nodes iteratively and computing the conditional probabilities of interest by updating the two types of messages. 16 Using the message passing algorithm, we can compute the joint distribution of any subset of variables in the tree efficiently. The parameters of a tree are specified as follows. Let X r be the root of the tree. Let C r,0 = P (X r = 0) and C r,1 = P (X r = 1). If X j is the parent of X i , then the CPT of X i is given by Table 1 , where δ ji is the "conditioning parameter" between X j and X i and its magnitude depends on the extent to which the influence of X j on X i is diminished by contextual effects and η ji is the "cross-talk parameter" and its magnitude depends on the effects of other nodes during the periods when the parent X j is not actively regulating X i .
7 Intuitively, if both η ji and δ ji are small, then the regulation between X j and X i should be tight; conversely, if both η ji and δ ji are large, then the regulation should be loose. The marginal distribution of any node is easily computed once the parameters of the tree are given. We let
Our interest is to model signaling pathways with uncertainties in gene regulation. Although every node, except the root, in the tree has only one parent, this does not mean that each gene has only one physical regulator in the actual pathway. In fact, X i could have multiple regulators, X j , X j+1 , . . . , X j+q , and this regulation could change in different cell contexts. By focusing on the relation between X j and X i , the regulation appears random rather than deterministic and we use the cross-talk and conditioning parameters to capture the uncertainties. In this sense, the tree model is a higher level abstraction of gene regulation rather than a model of the detailed physical interactions among different genes. It is important to recognize that the overall effect of cross-talk and conditioning depend on where they occur in the pathway. Furthermore, the structure of the model (that is, nodes and Table 1 . CPT of X i in the tree model. edges) is not restricted only to gene-gene interactions. It can also be used to model more general relationships between various factors participating in cell regulatory pathways, for example, signaling molecules and/or proteins represented by network nodes and their probabilistic relationships represented by network edges. A salient attribute of Bayesian networks is their ability to encode conditional independencies among variables, which reduces significantly the number of parameters required to represent a complex joint distribution and facilitates efficient probabilistic computations. In fact, given the DAG of a Bayesian network, we can directly read properties of conditional independencies between random variables. For example, for the tree in Fig. 4 
Coefficient of Determination
The CoD measures the relative decrease in error when optimally predicting a random variable X using random vector Y as opposed to optimally predicting X based only on its own statistics. Formally, the CoD for Y predicting X is defined in Dougherty et al. 17 by
where Y is a random vector composed of r "predictor" random variables, which in our specific model represent the values of children nodes of the node represented by the random variable X, ε 0 (X) is the mean-square error (MSE) for predicting X using only its own distribution, and ε • (X, Y) is the minimal MSE for using Y to predict X, which means that it is the minimal error achieved over all possible functions that predict the value of X from the values of the components of Y.
17
When using the CoD we are not interested in any particular function of Y that predicts X; rather, we are only concerned with the performance of the optimal prediction of X based on Y. It is in this way that the CoD determines the inherent strength of the connection between a target gene and its predictors. The CoD measures nonlinear interaction and is therefore more appropriate to genomics than the correlation coefficient, which only measures linear interaction.
The CoD has been used since the early days of microarray analysis to characterize the nonlinear multivariate interaction between genes, where the problem was to utilize expression measurements to determine whether or not the expression level of one gene can be predicted by the values of others, with gene expression quantized to three levels: 1 (up-regulated), −1 (down-regulated), and 0 (invariant). 18 The
CoD measures nonlinear association (increase in prediction power), not causality. When CoD Y (X) is high, it does not necessarily indicate that the set Y of genes regulates X (directly or indirectly); instead, it could mean that X regulates the random variables composing Y (directly or indirectly). Indeed, herein, the CoD will be used to measure the strength of downstream genes predicting upstream genes. The intuition is that, if gene g regulates genes g 1 and g 2 , the observation of g 1 and g 2 should allow one to predict the behavior of g, the stronger the control by g, the stronger the prediction.
Owing to its ability to quantify the degree of interaction, the CoD has been used for numerous purposes in genomics, including: iteratively growing gene regulatory networks from seed genes by adjoining new genes strongly connected to those currently included in the growing network, 19 characterization of canalizing genes,
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the identification of master genes, 7, 20 and the reduction of gene regulatory networks for the purpose of lowering computational complexity while at the same time preserving regulatory information. 21 Since, in practice, the CoD is typically estimated from data, error estimation performance is a key issue and performance comparison among commonplace estimation procedures (resubstitution, cross-validation and bootstrap) has been studied.
22
We restrict ourselves to the binary case (0 and 1); however, the basic definition for CoD Y (X) is not so restricted. In the binary setting, there are simple expressions for ε • (X, Y) and ε 0 (X); Letting y 1 , y 2 , . . . , y 2 r denote the 2 r possible values for Y, Fig. 4(a 
Intuitively, X 3 is blocked by X 2 and does not provide any additional information in predicting X 1 .
The CoD and Basic Tree Structures
To understand the relationships between the CoD, the cross-talk and conditioning parameters, and the tree structure, we start by investigating two basic structures Table 2 . JPD of a 3-gene chain shown in Fig. 5(a) . Table 3 . Marginal probability distributions for the 3-gene chain shown in Fig. 5 (a):
in a tree. The three-node chain in Fig. 5 (a) possesses the JPD in Table 2 . The marginal probability distribution for X 1 and X 3 is given in Table 3 . Consider the special case when
2 > 0 for 0 < a < 0.5. The regulation becomes weaker as the signal prorogates along the pathway, the diminishing regulation depending on a, as shown in Fig. 6 . Note that CoD X3 (X 1 ) < CoD X2 (X 1 ), since X 1 loses its control along the path with increased cross-talk and conditioning. Furthermore,
. This relationship does not result from the specific choice of the cross-talk and conditioning parameters; it is solely determined by the independencies encoded in the 3-gene chain.
The JPD for the 3-gene branch in Fig. 5 (b) is given in Table 4 . If we assume the same parameter settings as in the 3-gene chain, then CoD X2 (X 1 ) = CoD X3 (X 1 ) = CoD X2,X3 (X 1 ), as shown by the dashed line in Fig. 6 . Considering a more interesting example in Fig. 7 , we let δ 12 = δ 13 
, because X 1 loses its control power over X 3 along the path with increased cross-talk and conditionings. Table 4 . JPD of a 3-gene branch shown in Fig. 5(b) .
in different branches originating from X 1 , they provide complementary information about X 1 , thereby resulting in an increase in prediction power.
Master/Slave Paradigm
Master and slave genes in the context of a bayesian network
The master-slave paradigm explores the relationship between the CoD histograms of a particular gene and its regulatory importance. all possible pairs of predictors, the CoD histogram of any given gene should include C(9, 2) = 36 CoD values. It was hypothesized that CoD histograms skewed to the right (high mean CoDs) correspond to master genes and CoD histogram skewed to the left (low mean CoDs) correspond to slave genes. This interpretation is based on the observation that if a master gene potentially regulates many other slave genes, then many of the pairs formed by those slave genes should serve as good predictors for the master, thereby producing high CoDs. In this paper, rather than relying on a general interpretation of the CoD, we examine the matter in the framework of a tree model representing regulatory pathways. In particular, we relate the mean CoD values of a gene to its regulatory importance in the model. It should be noted that the concept of master/slave model was originally proposed using the Boolean formalism, where the output of the Boolean functions may vary depending on particular contexts or hidden variables. 7 The notions of cross-talk and conditioning were introduced to incorporate these uncertainties. In the current Bayesian-network framework the source of uncertainty may include this interpretation but is not limited to it. The mean CoD of a node X i using all single predictors in a tree is given by
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The mean CoD of a node X i using all double predictors in a tree is given by
Equation (4.2) gives the average strength of predicting X i by using all of the possible pairs of the rest of the genes in the network. Intuitively, if X i is a master gene, then, its activity should be able to influence many of its slave sets and therefore, CoD D (X i ) should be high.
7
Consider the tree in Fig. 8 , where for illustration purposes we assume common cross-talk and conditioning parameters for each node. We plot the mean CoD of each node as a function of the two parameters and visualize the changes directly. Furthermore, we can compare the mean CoD plots for different genes and see how they reflect their respective regulatory importance.
CoD D (X i ) for each X i and two-gene prediction is plotted in Figs. 9 and 10 as a function of η and δ, assuming C 1,0 = 0.5 and C 1,0 = 0.1, respectively -the brighter the image, the higher the mean CoD values. We observe: (1) The node X 3 has the highest mean CoDs, indicating that the "hub" node is likely to be detected as the master gene using CoDs; (2) the node X 5 has relatively low mean CoDs, indicating that the downstream gene is likely to be detected as a slave gene by the CoD approach; and (3) when C 1,0 = 0.1, CoD D (X 1 ) is extremely low, which occurs because ε 0 (X 1 ) = 0.1 and therefore it is hard to achieve an increase of prediction by other genes. Were there no cross-talk or conditioning between the root and the hub, then they would be equivalent relative to CoD D (X i ) and therefore the root would also be detected.
Having observed that the mean CoD approach tends to detect hub genes in the tree model, we now investigate how the mean CoD changes with respect to the number of branches in the model. Consider the tree in Fig. 11 , which is similar to the tree in Fig. 8 except that the hub gene X 3 has only 2 braches going out. CoD D (X i ) for each X i is plotted in Fig. 12 as a function of η and δ, assuming C 1,0 = 0.5 Since less outgoing branches suggests less genes controlled by that gene, we expect CoD D (X 3 ) to be lower in Fig. 11 in comparison to Fig. 8 . Table 5 confirms this Fig. 8 , with C 1,0 = 0.1. CoD D (X 1 ) is extremely low, which occurs because ε 0 (X 1 ) = 0.1 and therefore it is hard to achieve an increase of prediction by other genes. Figs. 9 and 12 , respectively. The hub gene X 3 stands out more from the rest of the genes in the 15-node tree because it controls more branches.
15-node tree ( Fig. 8 expectation. In particular, the hub gene X 3 stands out more from the rest of the genes in the 15-node tree because it controls more branches. In Fig. 11 , there are two ways of expanding the tree branching out from X 3 : (1) we can directly add more branches emanating from X 3 [ Fig. 13(a) ]; (2), we can elongate the branches emanating from X 3 to more levels [ Fig. 13(b) ]. The two ways are shown in Fig. 13 .
Let us consider CoD D (X 3 ) with respect to the first way of expanding the pathway shown in Fig. 13(a) , assuming δ ij =0 and η ij =0.5 and C 1,0 = 0.5, 0 ≤ i, j ≤ N . This choice shows how CoD D (X 3 ) behaves when cross-talk is high and conditioning is low. Other simulations can be done for different combinations of cross-talk and conditioning parameters. The solid line in Fig. 14 plots the ratio CoD D (X 3 )/CoD D (X 1 ) as a function of the number of branches emanating from X 3 . This ratio measures the relative strength of CoD D (X 3 ) with respect to that of the root of the tree. It increases when more branches are added (solid line in Fig. 14) , indicating the increasing role of X 3 as a master node. The dashed line in Fig. 14 (a) (b) Fig. 13 . Two ways of extending the tree shown in Fig. 11 : (a) increase the number of branches emanating from X 3 ; (b) extend the branch depth from X 3 . The ratio grows more slowly as a function of branch depth than as a function of the number of branches. Branching strongly impacts the CoD because genes on different branches provide significant complementary information regarding the hub node, whereas increased length (linear structure) does not.
An example of a TP53 pathway
In this section we construct a TP53 pathway to illustrate the pathway methodology being developed. The NCI 60 ACDS is a set of widely studied human cancer cell lines derived from cancers of colon, breast, ovary, lung, kidney, prostate, central nervous system, skin and bone marrow. In the original study, duplicate cultures of 64 cell lines were either irradiated with a high dose of ionizing radiation and harvested four hours later or left untreated and harvested four hours later. From the entire data set, 40 cell lines containing an equal number of TP53 positive and TP53 negative members were chosen to allow investigation of radiation response in cells. The data are binarized and, from an original set of 496 genes, a subset, A, of 96 genes is kept eliminating those with variance not exceeding 0.19 (see Dougherty et al. 7 for more details on the data set). We obtain a cell cycle, cancer and cell death network generated by Ingenuitiy (http://www.ingenuity.com/). This network is curated purely based on expert knowledge and contains a total of 35 genes (not shown). 16 of these 35 belong to A. If we focus on the connections between TP53 and the other 15 genes, we obtain a simplified tree structure whose root is TP53 (Fig. 15) . Although the proposed simplification could lead to loss of information embedded in the original network, it aims to capture the regulatory power of TP53.
To illustrate how the tree model and the proposed mean CoD approach can be used for the purpose of master gene characterization, we performed the following experiment:
(1) Given the tree structure Bayesian network in Fig. 15 , we estimated the associated network parameters from 40 samples. Specifically, for each node in the tree, the conditional probabilities of it being ON or OFF given its parent was estimated using the Bayesian estimation approach with Beta(1, 1) prior.
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(2) For each node in the tree, we drew values for the cross-talk and conditioning parameters from their respective posterior Beta distributions (see step 1). Once the parameters were drawn for all of the nodes in the tree, we calculated the single-gene mean CoD for each node in the tree, as shown in Eq. (4.1). (3) We repeated the previous step 1000 times, so that for each node, 1000 singlegene mean CoDs were calculated. The histograms for the 6 representative genes from Fig. 15 are shown in Fig. 16 . (4) 
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This example shows that the model can capture the regulatory power of TP53 and the behavior of the other 15 genes, in the sense that all of the empirical-mean CoDs are within the 0.95 confidence interval of the mean CoDs obtained from the tree model, i.e. the red crosses in Fig. 16 agree well with the means of their respective histograms. Moreover, TP53 shows up as the master gene, in the sense that it has the biggest single-gene mean CoD.
Canalizing Genes
The first quantitative study of canalization was in the context of logical functions in the Boolean network framework. [23] [24] [25] [26] A canalizing function is one in which at least one of the input variables has one value that is able to determine the value of the output of the Boolean function, regardless of the other variables. 26 For example, the Boolean function Z = X ∨ Y is a canalizing function, since X = 1 implies Z = 1, regardless of the value of the input variable Y . There is also evidence that many control rules governing transcription of eukaryotic genes are canalizing when viewed in the Boolean formalism. 27 The preceding definition of a canalizing function attempts to characterize canalizing genes locally from the perspective of Boolean logic; however, it does not characterize the role of canalizing genes from a network perspective, i.e. globally. In this paper, we define and study the canalizing properties of a gene in the proposed tree model. As explained later, such definition favors genes that are directly connected to multiple branches in the model, and therefore have the potential to take over the control of many pathways.
Canalizing gene definition in the tree model
Previously, Intrinsically Multivariate Predictive (IMP) scores were used to detect canalizing genes. 11 The IMP score for gene X i is defined as
where ∆ i j,k is the increase in prediction power using two predictors over the maximum of the two single-predictor CoDs. The IMP score quantifies the synergistic prediction effect of the pair. The definition is naturally extended to more genes but we will not need that here.
We define the canalizing power, t N (X i ) of a gene X i , relative to the tree model (G, Θ), by
The canalizing power measures the total increase in prediction power using pairs of predictors over the maximum of the respective single predictors. As N grows, the canalizing power t N (X i ) also grows. The canalizing power of a gene is quantified by the extent of the synergistic prediction from all genes in the model. Table 6 . CPT of X 2 and X 3 given X 1 in Fig. 5(b) , with C 1,0 = 0.5, η 12 = η 13 = η = 0.5 and δ 12 = δ 13 = δ = 0.
To illustrate, consider the 3-gene branch shown in Fig. 5(b) . To facilitate intuition of Eq. (5.2), we assume that C 1,0 = 0.5, η 12 = η 13 = η, δ 12 = δ 13 
t 3 (X 2 ) = 0 and t 3 (X 3 ) = 0. For fixed cross-talk η, t 3 (X 1 ) is a parabola that is a decreasing function on δ ∈ [0, 0.5]. The maximum value is attained when δ = 0 and max (t 3 (X 1 )) = 0.25 when η = 0.5.
, X 1 , X 2 and X 3 being conditional independent from each other. Table 6 gives the CPT of X 2 and X 3 given X 1 when C 1,0 = 0.5, η 12 = η 13 = η = 0.5 and δ 12 = δ 13 = δ = 0. It says that when X 1 is OFF, X 2 and X 3 will be equally likely to be in the states (0, 0), (0, 1), (1, 0), and (1, 1); however, when X 1 is ON, X 2 and X 3 can only be in the state (1, 1), i.e., X 1 has taken over the control of X 2 and X 3 . This illustrates the defining property of a canalizing gene, namely, its ability to take over the control of the network.
Canalizing power and network size
To see the effect of increasing the number of nodes in the network shown on Fig. 5(b) , we consider the two ways of adding a new node to the 3-gene branch (Fig. 17) . Letting N − 1 denote the number of genes already added to the model, for parts (a) and (b) we have Fig. 17 . Adjoining a branch: (a) grow a node directly from X 1 ; (b) grow a child directly from X 2 .
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and
respectively. In part (a), the newly added node X N is able to a form synergistic pair with any node X i , i = 2, 3, . . . , N − 1, whereas in part (b), the newly added node X N can only form a synergistic pair with X 3 . Therefore, we expect to see that the canalizing power of X 1 is much higher in part (a) than the canalizing power of X 1 in part (b). Figure 18 shows the canalizing power for X 1 in Fig. 17(a) as a function of network size. The power grows faster when there are large discrepancies between the cross-talk and conditioning parameter. Figure 19 shows the canalizing power for X 1 in Fig. 17(b) as a function of network size. The canalizing power grows slowly and eventually becomes saturated as N becomes larger.
Canalizing power and network parameters
The joint distribution of the 3-gene branch in Fig. 5(b) is determined by 5 parameters: C 1,0 , η 12 , η 13 , δ 12 and δ 13 . We can plot the canalizing power of X 1 with respect to η 12 , η 13 (or any other two parameters) given the remaining 3 parameters. Figure 20 shows the canalizing power for X 1 in the 3-gene branch shown in canalizing power. The canalizing power decreases as the conditioning parameter δ 12 = δ 13 = δ increases. The red square indicates the point with the maximum canalizing power. Figure 21 shows the canalizing power for X 1 in the 3-gene branch shown in Fig. 5(b) , with δ 12 = δ 13 = 0. The maximum canalizing power (red square) increases as C 1,0 increases. Figure 23 is an enlargement of the last subfigure in Fig. 21 . Let us focus on the red square in Fig. 23 , which corresponds to C 1,0 = 0.9, δ 12 = δ 13 = 0 and η 12 = η 13 = 0.111. Table 8 shows that, given the status of X 2 and X 3 , X 1 is highly predictable. In fact, Table 8 resembles the Boolean function X 1 = X 2 ∧ X 3 . Therefore, X 2 and X 3 has high synergistic prediction power for X 1 .
Pathway Regulatory Analysis Using the Coefficient of Determination
It is important to distinguish between master genes and canalizing genes. In our simulations, we see that both definitions tend to reward genes which control many pathways; however, the two concepts are not the same. In fact, for a master gene X i , we evaluate it by all the possible pair-predictors formed by the rest of the genes in the network. It is easy to see, from the definition of CoD (Eqs. (2.2) and (2.3)), that CoD D (X i ) = 1 when there is no cross-talk and conditioning. On the other hand, for a canalizing gene X j , we evaluate it by all the possible synergistic pair-predictors formed by the rest of the genes in the network. Thus, if there is no cross-talk and conditioning in the network, t N (X j ) = 0. The reason is that single predictors have already given perfect predictions for X j and there is no room for improvement for double predictors. Figures 20 and 21 confirm this observation by showing that in all regions where cross-talk and conditioning are 0, the canalizing powers are also zero. In sum, the master gene definition measures the ability of control, whereas the canalizing gene definition measures the ability of taking over control.
An example of a DUSP1 pathway
The example given in this section not only shows how the calculations of the canalizing power defined in Eq. (5.2) can be performed on data obtained from a microarray experiment but it also serves as a validation of the ability of the concept of canalizing power to quantify the known important biological role of some genes, i.e. DUSP1. We focus on a pathway involving DUSP1 and Ras -genes that are especially important in melanoma tumors. The regulatory pathway presented on Fig. 22 is constructed from canonical pathway knowledge. The dataset used to infer the model parameters was obtained in a microarray experiment involving 31 melanoma patient samples, 19 normal tissues and 12 from tissues diagnosed with melanoma. Gene expressions were binarized to indicate change or no change relative to a reference expression level for each gene individually. A change can be under-or overexpression. Both cases are labeled as 1, whereas no significant change from the reference is labeled as 0. Table 8 . CPT of X 1 given X 2 and X 3 for the red square in Fig. 23 .
When DUSP1 is "OFF," or down-regulated, the downstream (relative to the depicted pathway) genes are controlled by the Ras oncogene through phosphorylation (+p) and transcriptional activation (+Tr). When DUPS1 is "ON," or upregulated, it de-phosphorylates ERK1/2, thereby overriding the signal sent by Ras. The biological role of DUSP1 indicates that it is likely a canalizing gene that can take over control of downstream genes when it is "ON." Thus, we expect to capture its behavior by the IMP score and the value of canalizing power as defined in Sec. 5.1. To test whether DUSP1 shows high canalizing power, we have considered each gray gene from Fig. 22 as a target and computed its respective canalizing power using all possible triple predictors from the rest of the genes measured by the microarrays along the pathway,
The results are summarized in Table 7 . Note that DUSP1 significantly stands out from the rest of the genes and the results agree with our knowledge about the biological role of DUSP1.
Hypothesis Testing to Detect a "Cut" in the Pathway
Detecting structural changes in a regulatory pathway is critically important when designing therapeutic strategies, e.g. how a drug affects gene regulation in a pathway? CoD measures gene-gene interactions and therefore provides a means to detect a structural change. In the setting of the tree model, a cut between the parent X j and the child X i weakens the regulation of X j on X i . Figure 24(a) shows an original tree with a cut tree in Fig. 24(b) , the cut occurring between the first and second nodes. Given a cut between parent X j and child X i , X i will be more susceptible to influence from other genes and both the cross-talk η ji and the conditioning δ ji parameters will increase. Zero cross-talk and conditioning indicate deterministic control and 0.5 cross-talk and conditioning indicate no control at all, i.e. given the status of X j , X i is equally likely to be ON or OFF. A cut can be partial, meaning 
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it increases the cross-talk and conditioning parameters, but not necessarily to 0.5, or complete, in which case they are increased to 0.5. When a drug is applied with the intent of cutting the pathway between X 1 and X 2 as shown in Fig. 24(b) , we would like to determine its effectiveness. This determination corresponds to two competing hypotheses:
H 0 : There is no cut between the first and second nodes in the pathway (drug ineffective). H 1 : There is a cut between the first and second nodes in the pathway (drug effective).
The corresponding quantitative hypothesis test is given by
where the test statistic is the empirical-mean CoDs using all single predictors computed from sample data. CoD S (X 1 ) represents how strongly X 1 is connected to other nodes in the pathway.
To evaluate the hypothesis test we need the distribution of the test statistic (empirical-mean CoD). Since we do not have an analytic form for the distribution, as we would, let's say, in the case of testing the mean of a Gaussian distribution, we take Monte Carlo approach to generating the distribution. This requires sampling from the pathway, for which we need to know the JPD of the underlying Bayesian network. Once the JPD is known, it is straightforward to sample from it. For example, in the case of Fig. 24(a) , with C 1,0 = 0.5, η ji = 0.1 and δ ji = 0.1, 1 ≤ i < j ≤ 6, we can first generate K samples of X 1 , with P(X 1 = 1) = 0.5, and then generate X 2 samples based on the probabilities P(X 2 = 1|X 1 = 0) = 0.1 and P(X 2 = 1|X 1 = 1) = 0.9. In this fashion, we can generate K samples for all 6 nodes in the tree and calculate the empirical mean CoDs using all single predictors from the K samples. Every time we generate K samples from the pathway, we will get a different empirical mean CoD, thereby forming an empirical-mean CoD distribution. T = CoD S (X 1 ) is calculated when the null hypothesis is true. In the standard way, this is done under the conservative assumption that CoD S (X 1 ) = T . For example, when C 1,0 = 0.5, η ji = 0.1 and δ ji = 0.1, 1 ≤ i < j ≤ 6 in Fig. 24(a) , CoD S (X 1 ) = 0.5949. T is a population parameter that represents our belief of the status quo (drug ineffective). Figure 25 illustrates the empirical-mean CoD distribution using single predictors for X 1 under the null hypothesis (solid line), η 12 = 0.1 and δ 12 = 0.1, and under a specific alternative hypothesis (dashed line), η 12 = 0.2 and δ 12 = 0.2, where the empirical CoDs are calculated from 100 samples. The dashed line is shifted more toward the left compared to the solid line, after the cut, the prediction of X 1 from other nodes in the tree is weakened. Under the null hypothesis, we calculate the critical point for the 0.05 significance level to be 0.4882. Under the alternative hypothesis, we calculate the corresponding type II error to be 0.2644. Since the type II error depends on the specific parameter values assumed under the alternative, we can plot type II errors as a function of the alternative values and produce the corresponding operating characteristic curves. 28 These are shown in Fig. 26 for sample sizes K = 50, 100 and 200 respectively. Note that the type II errors decrease quickly with increasing η 12 and δ 12 in all 3 cases. Also, the type II error is smaller for larger sample size K, in other words, it is easier to detect the cut with larger sample size. To see the effect of changing the position of a cut, consider a similar experiment shown in Fig. 27 with a cut made between X 2 and X 3 instead of X 1 and X 2 . Since the cut is made further away from X 1 , we expect the empirical-mean CoD distribution after the cut to be less distinguishable from the original one compared to the case in Fig. 25 . Indeed, the type II error increases to 0.4858, as shown in Fig. 27 . That is, it is harder to detect a downstream cut by looking at the statistic of X 1 .
To apply the hypothesis test in practice, we first need to estimate the parameters (cross-talk and conditioning parameters) of the pathway. We can take gene expression data from N cell lines and estimate these parameters. Once the tree/pathway is specified (therefore, its JPD), we can generate mean CoD histograms using the same techniques described above. The goal is to generate mean CoD histograms when no drug is applied. Now, we can apply the drug to M identical cell lines and measure their gene expressions. We can then compute the empirical mean CoD (test statistic) from the M samples. If this test statistic is very small and unlikely to happen under the null distribution generated in the previous step, then, we can claim that the drug is effective and quantify it by a p-value.
Conclusion
In this paper we have modeled gene biological pathways in the context of Bayesian networks whose DAGs are trees and examined the relations between CoDs and the tree model extensively. Three regulatory issues have been addressed in this framework: master genes, canalizing genes, and cutting pathways. Our interest in this problem stems from the manner in which regulation dysfunction leads to cancerous phenotypes and our desire is to better characterize and mitigate that dysfunction. Although we have focused on the tree model, the ideas presented can be extended to polytrees, where multiple parents may exist for the same node, albeit, with greater complexity. For instance, Pearl's algorithm can also be extended to compute the joint distribution of any nodes in a polytree. 29 The difficulty to deal with such models is that a node in the poly-tree with k parents requires 2 k parameters to define the conditional probability table (assuming binary data). Given the limited sample size in a typical genomic experiment, it might be better to stay with simple trees rather than polytrees; however, when a sufficient sample size is available or prior knowledge strongly indicates multiple parents, we may switch to the poly-tree model.
Supplemental Section
An example illustrating CoD calculations in Eqs. 
