The citywide crowd flow prediction is crucial for a city to ensure productivity, safety and management of its citizen. However, the crowd flow may be affected by many factors, such as weather, working times, events, seasons, and so on. In this paper, we proposed Attentive Spatio-Temporal Inception ResNet (ASTIR), which aims to address the difficulty of crowd flow prediction. The ASTIR is based on the Inception-ResNet structure combined with Convolution-LSTM layers and attention module to better capture pattern movement changes. We build our deep neural network framework consisting of four distinct parts, by which we can capture the short-term, long-term and period properties, as well as external factors that can affect crowd flow behaviors. To show the performance of the proposed method, we use the widely applied benchmarks for crowd flow prediction (Taxi Beijing and Bike New York), and obtain notable improvements over the state-of-the-art approaches.
segmentation and machine translation helped further decrease the error margin. We believe that such an approach can be implemented and adapted to achieve the state-of-the-art predictions.
In this paper, we focus on a better way to architect a deep neural network model for citywide crowd flow prediction. Our data is presented as positions (longitude and latitude) of pedestrians in a city over time. We first preprocess the data into two maps at each timestamp, inflow and outflow, where the inflow represents the flow entering an area and the outflow represents the flow leaving an area. Each area is represented as a square, e.g., a 1 * 1 (Km) in the real world. We then construct a 4D tensor (Timesteps, 2-Channels, Height, width), where the 2-channels represent the inflow and the outflow. This tensor matches the structure that a convolution-LSTM layer can process.
The crowd flow prediction is quite complex and is influenced by many factors, such as weather, holidays, economy, and so on. We group them into 4 categories: 1. Spatial dependency: the crowd is related by the nearby areas, what happened in a region may end up causing changes in the neighboring districts. 2. Temporal dependency: the crowd flow is also affected by what happened in the nearby time. For example, an accident at 11am can affect the traffic at 12am. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 3. Periodical dependency: the flow is also affected by the periodical patterns. For example, on the workdays the rush time is caused by working time. 4. Externals factors: other factors such as weather, season of the year, holidays may also have an effect on the crowd flow. Furthermore, the inflow of a zone is also affected by outflows of other regions and vice-versa.
To address the above challenges, we introduce ASTIR module that is capable to accurately capture these dynamics. Our main contributions can be summarized as follows:
• We architect ASTIR in a way that it can take into consideration three main properties related to crowd flow data (short-term, long-term, and periodical dependencies). ASTIR uses three modules to capture those characteristics.
• ASTIR applies Convolution-LSTM layers assembled in inception-resnet-v2 way [1] , which allows us to have different sizes of filters to capture more accurately the spatio-temporal aspect of crowd flow dataset.
• We adapt 'Squeeze and Excitation module' [2] to support our spatio-temporal inception-resnet module, where the inflow and outflow are considered as channels and short-term, period, long-term lengths are considered as timesteps.
• ASTIR is extensively evaluated on two popular datasets (Taxi Beijing and Bike NYC) and outperforms the stateof-the-art frameworks by a significant margin.
II. RELATED WORK
The city-wide crowd flow prediction is a highly complex task that has attracted many researchers. The complexity of this task starts from the acquisition of data. The data arrives as a bunch of GPS coordinates and phone signals which cannot be directly analyzed, and a preprocessing is necessary. One of the earliest works was presented in [3] , where they proposed a novel way to transform data into a graph that can be processed easily. Each node of the graph represents the recording time at t and the link between nodes represents the distance traveled between two-time intervals (t and t + 1). The work in [4] followed by proposing a slightly different approach, where a node represents an area or a station and the link between two nodes is the road. This approach helped to represent the city in a more static way and led to more accurate prediction. In our work we choose a grid map representation of the city crowd flow that was introduce by [5] , and this representation was used in many researches [5] - [9] and will be discussed in Section 3.A. [5] , [6] introduced a temporal separation (Short-term, Period and Long-term) that was very crucial to our work. In summary, the goal of these approaches is to leverage the temporal information and capture all the periodic tendency that may affect the crowd. We will discuss in more details the temporal separation in Section 3.B. The crowd flow prediction problem can be solved by deep learning method, outperforming the classical methods like ARAMA or VAR. A deep convolution neural network was introduced in [5] . Then, convolution layer was applied in different architectures including auto-encoder. However, a pure CNN based model was hard to scaled up. The ResNet module is proposed for deeper network [6] , where it was first used in image recognition [10] and offered a better way to train a very deep network. [11] introduced the inception module that showed improvement over ResNet. The Inception-ResNet, a combination of Incetion module and ResNet network was proposed in [1] , a natural evolution to Inception with a higher accuracy and a more efficient training process. Following this line, we have chosen to use the Inception-ResNet-v2 as a base structure for our model.
The downside of using convolution layer to process crowd flow data is that it lacks the capability to capture temporal aspect of the data. On the other side, RNN models are good for temporal data, and many attempts have been done [9] , [12] - [14] . A convolutional recurrent autoencoder [15] showed that using both convolution and recurrent at the same time gives a better result. Taking in consideration these improvements, we opted for a Convolution-LSTM layer [16] . The studies on attention mechanism [17] showed that for time series data, a simple fully connected network using attention can outperform recurrent neural networks. LSTM incorporating attention is very successful and gives more accurate prediction [9] . The attention was also used in the channel selection and helped recalibrate the feature responses towards the most informative and important components of the input, and it has also the role to investigate the interdependencies the channels of the convolutional features in a network. In our work, we not only focused on the relation between inflow and outflow, but also between timesteps that may be more relevant than others. Therefore, we propose a channel attention mechanism, which uses an idea similar to [2] . Our proposed attention can let the network construct an informative feature by fusing both the special and the channel-wise information.
III. PRELIMINARIES
In this section, we define some basics necessary to our study and describe the externals that may influence the crow flow prediction.
A. CROWD FLOW PREDICTIO
The crowd flow prediction problem can be defined as M t+1
is the map at time t + 1 for the same day, and f is the predicting function (in our case ASTIR).
The M t d is a two channels grid map that is obtained from GPS positions or phone signals. The two channels are inflow and outflow. The inflow and outflow are defined as follows:
where Traj represents the trajectory of a pedestrian and
are a specific area (h,w) in the map (inflow channel and outflow channel, respectively).
B. TEMPORAL SEPARATIO
Following [6] , we have chosen to separate our data into three categories: short-term, period and long-term. Short-term:
where ls, lp, and lq are the corresponding parameters. As an example, if the smallest timestep is 1 hour, the short-term will be 1-hour length, the period will be 1-day, and the long-term will be 1-week.
C. EXTERNAL
People behave differently on a bad weather. For instance, on cold and rainy holiday, people have the tendency to stay at home or indoor public spaces, which translates into less traffic. The externals are heterogeneous data and cannot be fed to a network directly, and a pre-processing is needed. We first separate the categorical attributes together and then apply a one-hot encoding. For the non-categorical attributes, we simply apply a min-max normalization to ensure that all the values are on the same scale. The holidays are presented as a date type, and we use those dates to construct a vector with the same size as the dataset, where the value of each element of the vector will be as follows:
• 0: if it is a working day • 1: if it is a holiday Finally, we concatenate all the externals to form a vector that contains all the externals attribute and feed it into a special branch of our network responsible for extracting all the external features and match them with each area of the map. Figure 1 . shows the architecture of ASTIR. There are three main components that take M t−1 d as input maps and output VOLUME 7, 2019 three predictions, short-term, period and long-term respectively. The three predictions are then merged together to form M t d,tmp . If external data is available, then they are fed to the fourth component that will output N numbers of predictive externals information E t d , where N represents the number of areas in each map (N = M Hight * M Wight * M Channel ). We then reshape it to match M t d,tmp . E t d and M t d,tmp are merged together to construct a precise map prediction based on externals and spatio-temporal information, which is fed into a tanh activation layer.
IV. ASTIR

A. THE SPATIO-TEMPORAL COMPONENTS
The first three components are structured in the same way. They consist of three main parts. The first part is a convolution-LSTM layer that will extract the feature maps to feed the second component. The second component is the main component, which is the ASTIR block composed of our spatio-temporal Inception-ResNet and attention mechanism, and this block can be duplicated as needed (for more complex data that needs a deeper network). The output of the ASTIR block is fed to the third component, another convolution-LSTM layer that will output the desired prediction.
B. THE ASTIR BLOC
The ASTIR block is a two-stage block, where the first stage is responsible for learning the spatial and temporal dependency of the crowd flow data, and the second stage is responsible for learning the attention weight that helps focus on remembering the relations between not only the inflow and outflow, but also the most important temporal sequence feature to the prediction.
For the first sub-block (Spatio-temporal inception resnet), we use a Conv-LSTM [16] as a base layer. Since our data is both spatial and temporal, the Conv-LSTM layer is capable to catch the temporal dependency in our data. However, the matrix multiplication necessary for carrying the temporal dependency is too heavy when working with a 4D inputs (timesteps, channels, height, weight). Using convolution operations in the input-to-state and state-to-state transitions not only helps reduce the heavy workload, but also captures the underlying spatial features by convolution operations in multiple-dimensional data. Note that the timesteps in our case are defined by the short-term, long-term and period length. Also, using a Conv-LSTM layer instead of stacking convolution layers followed by LSTM layers not only helps performance, but also give us flexibility in designing our block to be reusable by avoiding the reshapes necessary for the stack.
Since our data is quite sparse, choosing the right kernel size for the convolution operation is difficult. Therefore, it is preferred to have a wide module that contains in parallel different sizes of kernels, where large kernel for far neighbors and small kernel for direct neighbors. Therefore, inspired by [6] , we use three branches. The first branch contains three Conv-LSTM layers, where the first layer contains a kernel (1, 1) that is mostly used to downgrade or limit the number of channels for performance purpose. The second and the third Conv-LSTM layer are basically a factorization of a Conv-LSTM layer with a (3, 3) kernel, which calculates the interaction between a specific area with nearby neighbors. The second branch contains the same set of Conv-LSTM layer except that we factorize a kernel (5, 5) which represents the bigger kernel responsible for far neighbors' influence. The output is concatenated with the output of the first branch and then fed to a final Conv-LSTM layer. The last branch is used to carry the residual information, which applies an element wise addition between the residual information and the output of the last Conv-LSTM to perform the ResNet system.
Before going to the next step, we apply a batch normalization to speed up the training, which helps achieve a better attention weights learning.
The second sub-block represents our attention module, which is inspired by [2] . In [2] , the attention was used to output a ratio that indicates which channel is relevant in an image. In our model, instead of output a channel ratio, it outputs a set of ratios that indicate each timestep and channel. For example, if we are on the branch responsible for the short-term and the short-term length is ''n'', knowing that our map contains two channels (inflow and outflow), the input to our attention will be in the form of [n, 2, height, weight] and the output set of ratios will be in the form of [n, 2] . This set of ratios represents how much each instance of the map is relevant to the final prediction.
To achieve this, we first perform a 2D global average pooling, and then use a fully connected layer to extract the feature representations of each channel/timestep of the map. Finally, we apply a ReLU activation to ensure that there is no negative number, and this representation is then fed to a second fully connected layer followed by a sigmoid activation which ensures that all the values are between 0 and 1. Finally, we perform an element wise multiplication with the initial input to apply the set of ratios to the map.
The part responsible of learning the externals features consists of two fully connected layers. The first layer extracts the feature representation of each external. This representation is then fed to the second fully connected layer, and the second layer will output X t d,ext , which indicates how much each area is affected by those externals (the number of factors match the number of areas in the map). In other words, if this factor is negative, then the traffic rate will be lower than predicted. Otherwise it will be higher. All the fully connected layers are followed by a tanh activation that ensures all the value are in [−1, 1] range. Finally, we merge X t d,ext with M t d,tmp and apply the activation layer as follows:
where M t d is the final prediction at timestep t and ⊕ is the element-wise addition.
V. EXPERIMENTS A. DATASE
The preprocessing for TaxiBJ and BikeNYC is done similarly to [6] for comparison purpose, where all the GPS data is transformed to two maps (inflow and outflow map). Each map is separated into 1km * 1km areas, represented as a pixel. The externals are processed as follows:
• Weather condition: one-hot encoding for 16 types (sunny, rainy, windy, etc.) 
1) TAXIBJ
This dataset groups all GPS coordinates of taxies of Beijing, and it also contains all the meteorological data (wind speed, weather condition, temperature and holidays). The times recorded are: from 01/07/2013 to 30/10/2013, from 01/03/2014 to 30/06/2014, and from 01/11/2015 to 10/04/2016. We take the last four weeks as test and the rest is used for training, where 90% for training and 10% for validation.
2) BIKENYC
This dataset groups all the GPS coordinate of Bikes in New York City. The time interval is from 01/04/2014 to 30/09/2014. We take the last ten days as test and the rest are for training. The training is further split, 10% for validation and 90% for training.
B. BASELINES
• SARIMA: Seasonal Auto Regressive Integrated Moving Average.
• VAR: Vector Auto-Regressive.
• ARIMA: Auto Regressive Integrated Moving Average. • ST-ANN: It extracts 8 nearby spatial values and 8 previous time steps for the temporal features to be fed into an artificial neural network.
• DeepST: DNN-based prediction model for spatiotemporal data, using convolutional layers [5] .
• ST-ResNet: ResNet-based prediction model for spatiotemporal data, where the ResNet operation is performed [6] .
• AFCM:
Attentive-LSTM based model for spatio-temporal data [9] . We use RMSE (Root Mean Squared Error) to evaluate our model,
C. COMPARISON RESULT
We compare our model (ASTIR) to 7 different models that are currently used as a benchmark in the literature. Table 1 shows that ASTIR outperforms the best baseline (AFCM) by 11.88% in TaxiBJ and 25.89% in BikeNYC.
D. TUNING HYPERPARAMETERS
In this Section, we run experiments to approve the effectiveness of each component. Short-term, long-term and period: The temporal separation is very crucial in our architecture, which is shown in Tables 2, 3, and 4. The results show that the lengths of each branch are very important. The network performance is highly impacted by the hyperparameters. Table 5 shows how externals can be useful to improve the accuracy, as explained in Section 3.C, the crowd flow is affected by these factors (wind speed, weather, etc.). 
1) EXTERNALS
2) NUMBER OF LAYERS
If the network is too deep or too shallow, it can lead to overfitting or under-fitting respectively. Finding the right number of layers is a necessity for a good accuracy. Table 6 shows how the depth of our model can affect the performance.
3) FILTERS SIZE
Finding the right filter size is important for high accuracy. Table 7 shows how the filter size affects the performance.
4) BATCH NORMALIZATION POSITIONING
we tried different position for the batch normalization layer. Table 8 shows how the position can have a big effect on performance. • A: The BN layer is processed after each merging layer, entrance layer, exit layer and finally the Spatio-Temporal Inception-ResNet block (STIR).
• B: The BN layer is processed after each merging layer, entrance layer and finally the STIR block.
• C: The BN layer is processed after each merging layer and the STIR block.
• D: The BN layer is processed only after each STIR block.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose ASTIR, a deep neural network model for predicting citywide crowd flow. ASTIR uses convolution-LSTM layer as main component arranged in an inception-resnet architecture. We also apply a time-channel attention mechanism to accurately predict the crowd flow changes. We have proved the efficacy of our architecture on two benchmarks (TaxiBJ and BikeNYC).
In future work, we may add an attention for the hidden-states of the convolution-LSTM layer which may help to remember more efficiently the changes that matter to the prediction and help the network focus more on areas that have a bigger impact on the nearby regions.
The code and the datasets are available at https://github. com/Mouradost/ASTIR.
