To fruitful using big data, data mining is necessary. There are two well-known methods, one is based on apriori principle, and the other one is based on FP-tree. In this project we explore a new approach that is based on simplicial complex, which is a combinatorial form of polyhedron used in algebraic topology. Our approach, similar to FP-tree, is top down, at the same time, it is based on apriori principle in geometric form, called closed condition in simplicial complex. Our method is almost 300 times faster than FP-growth on a real world database using a SJSU laptop. The database is provided by hospital of National Taiwan University. It has 65536 transactions and 1257 columns in bit form. Our major work is mining concepts from big text data; this project is the core engine of the concept based semantic search engine.
INTRODUCTION
Data is anywhere in life. To fruitful using it, data mining is necessary and imminent. In data mining one of the three core technology is finding frequent patterns. One of the well-known methods for mining frequent patterns is FP-Growth, discovered by Jiawei Han and Micheline Kamber. Their approach maybe called top down approach, namely find the rules of maximal length; while Apriori approach maybe called bottom up, namely find the shortest rule first. Our approach is similar to PF-growth, namely top down but using different data structure, called simplicial complex, which is a combinatorial form of polyhedron using in algebraic topology. At the same time, our approach is based on Apriori principle in geometric form, called closed condition in simplicial complex.
We use data mining methods to mining concept from big text data; this is the core engine of the concept based semantic search engine. A sequence of keywords in big text data represents a concept in human minds. All concepts are represented by simplicial complex.
Each simplex represents a concept.
The paper is organized as follows: section 2 introduces the background knowledge includes association rule, simplicial complex, and some related preparation for this project. Section 3 describes FP-growth algorithm and our algorithm in detail. Result and analysis is described in section 4, and a future work is given in section 5.
BACKGROUNDS

Association Rule
It's well known that the most important task in data mining is to find out frequent patterns in large databases. The frequent patterns can reflect hidden relationships in large datasets. A methodology called association analysis is very helpful for discovering frequent itemsets. In data mining, frequent itemsets is also called association rule.
According to [1] , an association rule is an implication expression of form → , where and are disjoint itemsets. There are two measurements for association rulessupport and confidence. Support determines how often a rule is applicable to a given dataset, while confidence determines how frequently items in appear in transactions that contain . The formal definitions of there metrics are 
Simplicial Complex
In general dimensions, the combinations of points can be used to define simplexes. A simplex is the convex hull of a set of points, and all the points are the vertices of the simplex. In Euclidean space, a convex hull of
. [2] For example, a convex hull contains 3 vertices { ! , ! , ! } is called a 2-simplex. It is a triangle as shown in Figure 1 . A face of n-simplex ! , ⋯ , ! is a simplex that all vertices are nonempty subset of figure 2 has 7 faces. They are a 2-face
, and a 0-face [ ! ]. All the 7 faces are the boundary of the 2-simplex
The number of -face of a -simplex is equal to the number of methods that to choose i+1 points from n+1 points, which is
The total number of faces is
Open simplex is a simplex that does not contains its face boundaries. As an example, a 
Preparations
Dataset
The processing speed is an important measurement for an algorithm. In order to reduce processing time, a new structure of dataset is used in our algorithm. To evaluate the proposed mining process, a kind of dataset that shown in Table 2 is used. In the dataset, each row represents a document, and the sequence of numbers represents its content, e.g. in the first row, there are 4 items in the document and the items are 0, 3, 2, and 1.
Any text document sets can be converted to the dataset we talked above. Based on a dictionary, each unique word is represented by a unique number. For example, a one-sentence document shown bellows:
Applied computer science aims at identifying certain computer science concepts that can be used directly in solving real world problems.
Assume a dictionary exists, and part of it lists as bellows:
Then the sentence can be represents by: I love computer science.
The content of second document will be 10 13 7 17
The dataset includes the two documents will be like 
In table 3, the column name is the same as the node name, and the row name is the id of the document that includes the node. For example, there is a 'T' for true in row one column three (data [1] [3]). That means the document one has a frequent item represented by 3. Table 3 . An example of table data
In order to improve the processing speed of finding out association rules, two more tables -lookup and simplex_pos are defined while creating the data For the lookup table, the columns represent frequent items (node), and the rows represent the documents that include the frequent items. In Table 4 , the column name is same as the node name, and each row stores the id of document that includes the node. For example, column 3 (lookup [3] ) include 0 and 1, which can denoted as lookup [3] ={0,1}. It means the node 4 appears in the document 0 and document 1. 
Relation between Database and Simplicial Complex
In relational database, all the data and information are stored into tables. All the traditional information can be compressed to the special tables talked above. An example is given in Table 6 . data table for table 6   A1  B2  C3  A4  B5  C6  A7  B8  C9  0  T  T  T  1  T  T  T  2  T  T  T   Table 8. A lookup table for table 6   A1  B2  C3  A4  B5  C6  A7  B8  C9  0  0  0  1  1  1  2  2  2 After the lookup 
The simplicial complex is shown in 
FP-GROWTH
FP-Growth (frequent pattern growth) is a method mines the complete set of frequent patterns from database. It uses an extended prefix-tree (FP-tree) structure to store the database. It adopts a divide-and-conquer strategy. [3] First of all, compress database into a frequent-pattern tree (FP-tree). In the FP-tree, each node represents a frequent item. Also the FP-tree remains the association information of itemset. Then divide FP-tree into a set of conditional FP-tree. Each conditional FP-tree associated with one frequent item. Next, mining each conditional FP-tree separately to get the complete frequent patterns of database.
FP-growth uses a pattern fragment growth method to avoid the costly process of candidate generation and testing used by Apriori. In the follow, an example is illustrated.
Method:
1. Constructed FP-tree a. Scan input data file (Table 2) If T has a child N such that N.item-name = p.item-name, then increment N's count by 1; else create a new node N, and let its count be 1, its parent link be linked to T, and its node-link to the nodes with the same item-name via the node-link structure. If P is nonempty, call inset_tree(P,N) recursively. [3] After doing above steps, the FP-tree is constructed as follows: 
The FP-tree ( Figure 3 ) contains more than one path, therefore execute step 4 first. Due to there are 7 items in header this for loop will be executed 7 times. In step 5, to generate pattern β means to find out all parents of it. In this step, the FP-tree will be searched
once. And what's more, the same nodes will be combined if different branch contains same node, like node 2. Next step is to construct β's conditional pattern tree, which is same as FP-tree construction. Then will call FP-growth recursively if the conditional pattern tree is not null. Let's take ! as an example to illustrate the steps to get all simplicial complex. The simplicial complex looks like: 
Algorithm
Let's take an example to illustrate the algorithm in detail. At beginning, three variablesthe upper limit of large itemsets, support threshold, and total numbers of documents in dataset are defined and assigned a value. If using the dataset shown in table 3 The simplicial simplex should be Figure 6 . Simplicial complex constructed from dataset shows in table 3 (highest simplex is 3-simplex)
Improvement
In 4.1 the algorithm does not concern the order of vertexes in a simplex. A document is constructed by an ordered list of words. Location of words is very important for analysis documents. Therefore an improvement is required. A table, named simplex_pos, is in used to store the location of each word. The structure of simplex_pos has talked in section 2.3.2.
In order to show the improvement of the algorithm, a new dataset is used. 
In this dataset, same word appears in document more than once. Then in step 1, three tables are created as bellows. table   1  2  3  4  5  6  7  0  T  T  T  T  1  T  T  T  2  T  T  T  T simplex_pos table   1 
And the vector qcounts, and vector qcolumns are shown as follows:
Then in step 2, the algorithm shown in Figure 7 . 
ANALYSIS AND RESULTS
In this section, two testing are finished using two different kinds of datasets. One is a kind of traditional dataset used for data mining. 
Algorithm Performance
In order to compare the performance of our algorithm and FP-growth, we use the same data from Taita Hospital Database. It has 65536 transactions and 1257 vertexes.
According to Dr.Lin's test before, the total time it cost by FP-growth to find out all association rules is 1500 seconds. While using simplicial complex with the same threshold, it only cost 5.398 seconds to find out all association rules. It is almost 300 times faster than FP-growth. The highest simplex is a 6-simplex. The total time used to find out all frequent patterns is 0.475 seconds. Comparing to the result shown in Figure 11 , the speed reduced. The reason is that two more tasks cost a lot of time. One task is get each vertex name in a simplicial complex, and the other task is to convert the vertex name (a number) to the word by searching temp dictionary we created.
Application of Simplicial complex
For mining concept from document sets, a very important task is to analysis documents and gets all tokens (legal English words). Words have high supports in document sets can be treat as token or keyword. We assume that kind of keywords is very helpful to get the concept from the document presents, while some of them have very high support but are not concepts in human mind. That part of keywords called stop word. Like "a", "the", and "of", they are all stop words. In the aim of improving the efficiency of document analysis, remove all stop words is necessary.
In this thesis, the document analysis is based on Pradeep Roy's graduate project. In his project, a list of stop words is prepared. And the tokenizer is following the algorithm shown in Figure 12 . All tokens found are changed to lowercase and performed stemming. In our algorithm, the dataset should be preprocessed. In order to simplify the process of converting datasets to our target table, a unique id should be assigned to all tokens (one-word keywords). After that the document is constructed by a sequence of number looks like the data shown in table 2. Then we can use our algorithm to discovery all frequent patterns. During the whole process, the unique id of tokens is used instead, and it converts to token in the last step for result printing.
Four document sets are used to test the performance of our algorithm. In order to make the results more efficient, we make an improvement to our project.
Suppose there are two words -computer and science. The location of the word "computer" is 7, and the locations of word "science" are 8 and 279. The two "science" are in different paragraphs. Then the reasonable support of pattern "computer science"
should be 1. Due to the second "science" is too far away from the word "computer", the relation between them is less important. Therefore we add a limitation to project that the distance of each two vertex in a simplicial complex must be less than 16. Before calculating the distances, the location of each word in document is must to know.
Therefore the table simplex_pos is created along with table data and lookup. It stores all the location of each vertex in the document sets.
With the improved algorithm, a testing is finished with two document sets. One has 5 documents and the other has 8 documents. The result is list in table 13. Therefore the processing time increase a lot.
CONCLUSIONS
In this project, our contribution is to use
(1) A special data structure to store the information of database. Each tuple of degree n is
interpret as an open n-simplex, then the set of all associations (frequent itemsets) of a relation form a simplicial complex.
(2) Each simplex is a sequence of keywords which represents a concept in human minds.
So we are mining the semantic a set of keywords. 
