Introduction
[2] Calderas are large, quasi-circular volcanic depressions, ranging up to 75 kilometers in the largest dimension, that form by roof collapse over an underlying shallow magma reservoir [Lipman, 1984 [Lipman, , 1997 . The larger calderas (>5 km in diameter) are usually associated with cataclysmic ignimbrite eruptions in which magmatic volumes of at least several cubic kilometers are ejected [Lipman, 1997 [Lipman, , 2000 . Sixteen large caldera forming eruptions have occurred in the Quaternary, of which the largest occurred at 760 ka, forming the Long Valley Caldera in California, 640 ka, forming the Yellowstone Caldera in Wyoming, and 75 ka, forming the Toba Caldera in Indonesia [Lipman, 2000] .
[3] Most Quaternary calderas are characterized by periods of unrest at various timescales that are manifested by some combination of intense thermal activity, gas emissions, seismicity, and ground surface displacements (GSD) [Newhall and Dzurisin, 1988] . GSD rates in calderas range over several orders of magnitude (Table 1 ) and those detectable with modern geodetic techniques (e.g., trilateration, electronic distance meters, interferometric synthetic aperture radar, and GPS) are of special interest, because they are often interpreted as indicators of recent magma intrusion into the shallow crust [Dvorak and Dzurisin, 1997; Dzurisin, 2003; Poland et al., 2006; Wicks et al., 2006] . However, most reported GSD have not culminated in magma eruption, and eruptions can occur without significant GSD [Pritchard and Simons, 2002] .
[4] Interpretations of GSD usually invoke volume change of a discrete source (often assumed to be a magma chamber) with a specified geometry in a homogeneous, isotropic, and elastic [Mogi, 1958; Walsh and Decker, 1971; Vasco et al., 1988; Yang et al., 1988; Fialko et al., 2001] , or viscoelastic [Bonafede et al., 1986; Newman et al., 2001] half-space. The calculated depth, shape, and volume change of the source in these models are derived from inversion of measured GSD. In many cases, observed surface displacements display a multifaceted pattern, implying that the magma plumbing system has a complex geometry that can only be modeled using a number of superimposed sources. In these circumstances, determination of the source parameters (e.g., depth, shape, volume change) is a nonunique problem.
[5] Such models cannot distinguish between an aqueous, low-density, low-viscosity fluid and a dense and viscous magma. Further, an increasing number of observations indicate a causal link between transient groundwater and/ or gas pressures and GSD in calderas [Dzurisin et al., 1990; Bonafede, 1991; Wicks et al., 1998; De Natale et al., 2001; Chiodini et al., 2003; Battaglia et al., 2006] . This suggests that a poroelastic approach, coupling fluid and solid stresses, to modeling GSD in calderas should be considered. Despite the growing number of suggestive observations, the interplay between groundwater flow dynamics and crustal mechanics in active calderas is poorly understood. In this study, we carry out numerical simulations of caldera hydrothermal systems with a goal of determining the range of plausible conditions under which poroelastic-induced GSD may occur.
Conceptual Model
[6] Following a widely accepted model of volcano hydrothermal systems [Fournier, 1999] , we envision a caldera with a near-hydrostatic pressure distribution down to a brittle-ductile transition zone where the temperature is 350 -450°C (Figure 1 ). Below the brittle-ductile transition zone there is a decrease in permeability and pressures are near lithostatic.
[7] Aqueous fluids and gas derived from crystallizing or convecting magma, or from episodic dike intrusion into crystallizing magma, are injected into the base of the hydrothermal system [Fournier, 1999] . Injection of hightemperature magmatic fluid into the shallow hydrothermal system can induce fluid overpressures that cause the host rocks to inflate by an amount controlled in part by the rigidity of the rock. Heating and thermal expansion of the saturated host rock also contributes to the inflation.
[8] In this conceptual model, subsidence can result from either a decrease in the flux of magmatic fluid entering the hydrothermal system or in response to rapid permeability increases that may occur when the pore pressures exceed the critical yield strength of the host rocks.
Numerical Methods
[9] To simulate poroelastic effects of magmatic fluid injection into the shallow hydrothermal system, we couple two numerical codes: (1) TOUGH2 [Pruess et al., 1999] , a [2004 ] 1969 -1972 +510 1972 -1975 À70 1982 +510 1985 -1988 À50 1988 -1989 +130 Iwo Jima 1977 1980 -1983 +60 1988 -1992 +18 1997 +100 1998 À5 Rabaul 1971 -1983 +115 5 McKee et al. [1984 and Archbold et al. [1988 ] 1983 -1985 +200 Taupo 1979 -1983 À2 -10 12 Otway et al. [2002 ] 1983 +60 1984 À5 -11 1996 -1999 +40 Yellowstone 1923 , 1975 -1977 +14 20 -25 Pelton and Smith [1979 , Wicks et al. [1998] , and Dzurisin et al. [1999 Dzurisin et al. [ ] 1976 Dzurisin et al. [ -1984 Dzurisin et al. [ +22 1985 Dzurisin et al. [ -1995 three-dimensional (3-D) integrated finite difference simulator for nonisothermal, multicomponent and multiphase flow in porous or fractured media and (2) BIOT2 [Hsieh, 1996] , which simulates axisymmetric or plane strain deformation and fluid flow in a linearly elastic porous medium. We selected TOUGH2 as the flow simulator because (1) it is a widely used public domain code; (2) it can simulate multiphase and multicomponent (H 2 O-CO 2 -NaCl) fluid flow, enabling future simulations to examine these effects, and (3) it allows for complex geometries, so that future simulations can incorporate effects of topography. BIOT2 is in the public domain, facilitating widespread use and verification of the coupled model. Figure 1 . Conceptual model of a caldera [after Lipman, 1984] which includes the boundary faults and a resurgent dome (RD). The brittle-ductile transition (BDT) coincides with a transition from lithostatic (below) to hydrostatic (above) pressure distribution (following Fournier [1999] ). The arrows represent fluid derived from magma crystallization, being injected into the base of the hydrothermal system.
[10] Fluid flow in the coupled simulator is modeled by TOUGH2 by solving a set of governing equations describing the conservation of mass, energy, and momentum. The compressibility of water is internally coded in TOUGH2 and varies with temperature and pressure. Detailed formulation of these equations can be found elsewhere [Pruess et al., 1999] . BIOT2 is used to simulate poroelastic deformation of the host rock.
[11] In our simulations, both codes have the same computational mesh. However, the variables in TOUGH2 are defined at element centroids, whereas the variables in BIOT2 are defined at element corners. For each time step, the temperature and pressure at element centroids are calculated by TOUGH2. The values of pressure and temperature are interpolated to element corners, and then fed into BIOT2, where the displacement vector u is calculated for each node by solving
where G, n, and a are the shear modulus, Poisson's ratio (drained), and the volumetric thermal expansion coefficient of the saturated porous medium, respectively; p is pressure, T is temperature; and the subscript zero indicates conditions at the initial state. Note that in its original version, BIOT2 was designed for isothermal conditions, and therefore did not include the temperature term in equation (1). In other words, BIOT2 solves
For the current application, temperature is introduced into BIOT2 by replacing r(p À p 0 ) in equation (2) with
Since both pressure and temperature are computed by TOUGH2, they are treated as specified values in BIOT2.
[12] Note that the gravity term does not appear in the deformation equation. This is because the deformation and stresses are referenced to an initial state that is in static equilibrium. Since the deformed state is also at static equilibrium, the gravity term drops out when then equation is formulated in terms of the change from the initial static state. In addition, BIOT2 implements an infinitesimal strain formulation in which the displacement is computed at each node (element corner); however, the computational mesh itself does not deform.
Model Assumptions and Simplifications
[13] The most significant simplification in this study is the emphasis on single phase (liquid), single component (Tables 2 and 3) , showing (a) pressure change (DP) relative to pressure at the initial state, (b) temperature, and (c) deformation. For purpose of illustration, deformation is exaggerated 500 times, so that for example, a surface rise of 1 km corresponds to an actual rise of 2 m.
(pure water) fluid flow, except for a single simulation (CYCL-PERM; Table 2 ) where a steam phase develops (details in section 7.2). Many real caldera hydrothermal systems likely include vapor dominated, two-phase regions with large CO 2 fractions in the gas phase [Chiodini et al., 2001 [Chiodini et al., , 2003 Werner and Brantley, 2003 ]. This single-phase simplification is not a requirement of the TOUGH2-BIOT2 model, but it allows us to more readily determine the sensitivity of key parameters and boundary conditions.
[14] In all but a small subset of the simulations we assume that model parameters remain constant throughout a 10,000 year simulation period. We further assume that all rock properties are homogeneous. In natural settings, the mechanical parameters are temperature and pressure dependent [Heard and Page, 1982] , and permeability generally decreases with depth [Manning and Ingebritsen, 1999; Saar and Manga, 2004] and with time [Hurwitz et al., 2002] .
[15] We further assume that the water table coincides with the ground surface and that the topography is flat. In contrast to stratovolcanoes where topography is a major control on hydrodynamics [Hurwitz et al., 2003] , topographic gradients in calderas are in fact relatively small and the water table is usually close to the ground surface. Finally, we assume that the change in stress (as calculated by BIOT2) has no effect on permeability, porosity, or fluid flow. Such a one-way coupling approach (that is, from TOUGH2 to BIOT2 but not vice versa) has been also adopted in similar simulations [Reid, 2004; Todesco et al., 2004] .
Model Configuration and Boundary and Initial Conditions
[16] The model domain is a radially symmetric cylinder 3-8 km high with a radius of 50 km (Figure 2a ). Simulations with a cylinder radius of 500 km produced identical results and demonstrated that there are no boundary effects. The model grid and results can be visualized on a rectangular cross section, with the left edge of the cross section coinciding with the central axis of the cylinder (Figure 2b) . The cross section is divided into 50 columns and 56 layers. Horizontal grid spacing varies from 25 m at the center of the domain and increases toward the right-hand boundary. The vertical thickness of the uppermost layer is 1 m in order to represent the specified temperature and pressure at land surface in TOUGH2. Vertical resolution decreases downward, with 100 m thick layers throughout most of the domain (Figure 2b ).
[17] The left-hand (center of the domain) and right-hand (outer edge of the domain) boundary conditions are set as insulating and impermeable in TOUGH2 (Figure 2b ). The upper (land-surface) boundary is maintained at a constant temperature of 10°C and a pressure of 0.1 MPa to represent water table conditions. The basal boundary has a range of specified heat flux (100-250 mW/m 2 ), representing typical background values for Quaternary calderas, and is impermeable except at the injection point located at the center of the bottom of the domain. Boundary conditions for BIOT2 include no displacement on the right-hand and bottom boundaries, vertical displacement only on the left boundary, and a traction-free surface on the upper boundary (Figure 2b ).
[18] Initial conditions entail a hydrostatic pressure distribution throughout the domain and a linear temperature distribution between the fixed temperature upper boundary and the constant heat flux lower boundary. Numerical experiments were carried out for 10,000 simulation years to examine both short-and long-term deformation patterns. In most simulations parameters remain constant throughout the simulation; however, in two experiments the fluid injection rate or the permeability varied with time.
Key Parameters
[19] Because volcano hydrothermal systems are highly variable in space and time, the range of plausible values for most simulation parameters is large. Parameters that exhibit large variability in nature, or were regarded as highly uncertain, were the subject of our sensitivity analysis (Table 2) . Those parameters which exhibit relatively small variability in natural systems were not varied (Table 3) .
[20] The flux and composition of magmatic volatiles entering a caldera-hosted hydrothermal system are poorly constrained and depend in part on the depth, composition, and dimensions of the underlying magma body [Podladchikov and Wickham, 1994; Hanson, 1996] . In simulations of series A (Table 2) we invoke a magmatic fluid flux ranging from 200 to 20,000 t/d ($0.7 to 73 km 3 over the 10,000 simulated years) at the base of the domain. The higher value is equivalent to the flux liberated by the annual crystallization of 2 Â 10 À4 km 3 of granitic magma containing 5 wt % H 2 O. These flux are generally larger than those modeled in previous studies [Hanson, 1996] but are consistent with the range of magmatic CO 2 fluxes measured in Long Valley (250 t/d) [Gerlach et al., 1999] , Campi Flegrei (1500 t/d) [Chiodini et al., 2001] , Taupo (1700 t/d) [Seward and Kerrick, 1996] , and Yellowstone (45,000 t/d) [Werner and Brantley, 2003] . Magmatic H 2 O fluxes are poorly constrained but are probably at least as large as CO 2 fluxes. For instance, in recent episodes of unrest in Campi Flegrei, H 2 O flux was between 1500 and 3000 t/d, based on CO 2 flux measurements and molar H 2 O/CO 2 determinations [Chiodini et al., 2003] .
[21] In simulations of series B the depth of the injection source was varied to represent varying depths to the brittleductile transition, which is traditionally estimated from the maximum depth of earthquakes within the caldera. The depths in several documented cases range from 3 to 8 km [Waite and Smith, 2002; Hill et al., 2003] .
[22] Permeabilities of igneous rocks are highly heterogeneous and range over at least 8 orders of magnitude at the scale of in situ hydraulic testing [Brace, 1984] . This range results largely from the variability of fracture density, Figure 5 . Effects of injection rate (series A in Table 2 ) on calculated ground surface displacement after (a) 1 simulation year, (b) 100 simulation years, and (c) 1000 simulation years. aperture, and geometry, and is also strongly influenced by the degree of hydrothermal alteration and fracture filling. The range of permeabilities we considered in simulations of series C in Table 2 (2 Â 10 À17 m 2 to 1 Â 10 À13 m 2 ) is limited by the large overpressures that form near the injection source at low permeabilities and numerical instabilities at high permeabilities. Fluid injection into low permeability rocks is likely to induce hydrofracturing, but such an effect was not incorporated into our model. The range of permeability values in our simulations is consistent with a large compilation of permeability measurements in geothermal fields [Bjorbsson and Bodvarsson, 1990] .
[23] Direct measurements of permeability anisotropy are rare, and it is often neglected in numerical models. Calderas often consist of subparallel layered lava flows and pyroclastic units, suggesting that, on a large scale, permeability may be greater in the horizontal direction than in the vertical direction. Subvertical faults may act either as highpermeability conduits or as low-permeability seals that disrupt large-scale horizontal flow. In simulations of series D (Table 2) , the general effects of anisotropic permeability are examined by varying the ratio of horizontal (k x ) to vertical (k z ) permeability.
[24] The value of thermal conductivity used in all simulations (Table 3) is an average for the continental crust. The range of heat flow values we invoke in simulations of series E (Table 2) is consistent with available data for Quaternary calderas [Lachenbruch et al., 1976; Bibby et al., 1995; Wohletz et al., 1999] .
[25] In linear elastic models, deformation of the crust scales inversely with shear (rigidity) modulus; as rigidity increases, less deformation occurs [Turcotte and Schubert, 2002] . Laboratory experiments at high pressures and temperatures indicate that the intrinsic shear modulus of crystalline rocks varies from 0.2 to 50 GPa, depending on rock type, temperature, pressure, and porosity [Heard and Page, 1982] . Large-scale crustal values, on the order of 30 GPa [Turcotte and Schubert, 2002] , are commonly invoked for deformation models. However, several studies have suggested that the rigidity of warm volcanic rocks should be as low as 0.3 GPa [Davis, 1986] . In a majority of our simulations, the shear modulus was 1 GPa. However, in simulations of series F (Table 2) , the effects of shear modulus values ranging between 1 and 30 GPa were examined.
[26] Typical values for the thermal expansion coefficient for saturated rocks at high temperature and pressure range from 5 Â 10 À6°CÀ1 to 15 Â 10 À6°CÀ1 , with a strong temperature dependence and a modest pressure dependence [Wong and Brace, 1979; Heard and Page, 1982; Bauer and Handin, 1983] . We invoke an average value of 10 Â 10 À6°C À1 in all simulations (Table 3) .
Simulation Results
[27] Following the onset of high-temperature fluid injection through the base of the model domain at t = 0, an overpressured zone with elevated temperature develops near Figure 6 . Effects of injection source depth (series B in Table 2 ) on calculated ground surface displacement after (a) 1 simulation year, (b) 100 simulation years, and (c) 1000 simulation years. the injection point, causing local deformation (Figure 3 ). With time, the affected volume expands and at later times an additional overpressure zone develops at shallow depths (<2 km) and deformation is enhanced (Figure 3c ).
[28] Both, poroelastic response to increased fluid pressure and thermoelastic rock expansion cause deformation. In order to isolate the effects of rock thermal expansion, the reference simulation (Tables 2 and 3 ) is compared with a simulation where the thermal expansion coefficient in BIOT2 is zero. There are no noticeable differences at early times ( Figure 4a ) and small differences after 100 simulation years (Figure 4b ). However, after 10,000 simulation years, the GSD in the simulation including a nonzero thermal expansion coefficient is greater by a factor of 6 (Figure 4c ) because upward migration of the thermal plume has caused the rock to expand and enhanced surface uplift.
Sensitivity Analysis
[29] To assess the sensitivity of the deformation field and GSD to key controlling parameters we examined the effect of a wide range of injection rates and depths, values of several rock properties, and the basal heat flux (Table 2) .
[30] An order-of-magnitude increase in the injection rate (series A, Table 2 ) results in a fivefold increase in the GSD at the center of the domain after one simulation year (Figure 5a ) and more than a factor of 10 after 1000 simulation years ( Figure 5c ). With higher injection rates the uplift is focused toward the center of the domain, whereas at lower injection rates uplift is more uniform.
[31] Testing the effect of source depth (series B, Table 2 ), showed that decreasing source depth increased calculated GSD (Figure 6 ). The difference in the calculated GSD between a source at 7 km and a source at 5 km is smaller than the calculated GSD between a source at 5 km and a source at 3 km. Some of this difference is due to the increasing effect of rock thermal expansion as the injection source is shallower. Decreasing the depth of the injection source also results in a more focused deformation field in the center of the domain.
[32] Varying permeability over almost 5 orders of magnitude (series C, Table 2 ) yielded a complex pattern of response (Figure 7) . After 1 simulation year, uplift in the simulation with the lowest permeability (2 Â 10 À17 m 2 ) is less than the uplift with higher permeabilities of 1 Â 10 À15 m 2 and 1 Â 10 À16 m 2 (Figure 7a) . However, at later times, uplift is larger when permeabilities are lower (Figures 7b  and 7c ). For permeabilities !1 Â 10 À14 m 2 , uplift rates are relatively small and focused near the center of the domain (Figure 7c, inset) . At later times, uplift in the center of the domain, in the simulation with a permeability of 1 Â 10 À13 m 2 is greater than the uplift associated with the simulation with a permeability of 1 Â 10 À14 m 2 (inset in Figure 7c ). This phenomenon results from the enhanced upward flow of the hot fluid at higher permeabilities, which causes an increase in rock thermal expansion at shallow depths.
[33] To assess the effects of permeability anisotropy, we fixed the horizontal permeability at 1 Â 10 À15 m 2 and decreased the vertical permeability by 1 and 2 orders of Figure 7 . Effects of permeability (series C in Table 2 ) on calculated ground surface displacement after (a) 1 simulation year, (b) 100 simulation years, and (c) 1000 simulation years. Inset in Figure 7c shows in detail the displacement for simulations with higher permeability in the inner 5 km of the domain. magnitude (series D, Table 2 ). The increase in anisotropy had a minor effect after one and ten years (Figures 8a  and 8b ), but the effect is significant after 1000 simulation years ( Figure 8c ). Lateral flow of the high-temperature fluid is enhanced as the anisotropy increases, reducing heating and rock thermal expansion near the center of the domain.
[34] Increasing the basal heat flux to 200 mW/m 2 (series E, Table 2 ) slightly decreases GSD rates (Figure 9 ). The higher temperatures at the bottom of the domain reduce water viscosity which, in turn, leads to lower pore fluid pressures and reduced deformation. The magnitude of the effect is limited by the fact that the thermal state is dominated by the high-temperature (350°C) fluids at the center of the domain.
[35] The rigidity of the domain has a substantial effect on GSD. Increased displacements do not scale linearly with increased shear modulus (Figure 10 ). For example, a 30-fold increase of the shear modulus (series F, Table 2 ) results in a fivefold increase in GSD at the center of the domain after one simulation year (Figure 10a ) and a 3.5-fold increase after 1000 simulation years (Figure 10c ). Porosity changes within the range tested (series G in Table 2 ) have minor effects on the calculated displacements.
Subsidence
[36] One of the limitations of classic elastic models for caldera deformation is the lack of a straightforward explanation for subsidence. In simulations of series H (Table 2) , we applied two different poroelastic subsidence scenarios based on the conceptual model presented in section 2, using parameters of the reference simulation (Tables 2 and 3 ). In the first simulation, the injection source varied episodically to represent episodic magma degassing (simulation CYCL-INJ in Table 2 ). Thirty-year on-off cycles (arbitrary value) were continued for a total of 600 simulation years. When injection ceased, subsidence began instantaneously and continued gradually over the following 30 years. Upon renewed injection, gradual uplift occurred for the next 30 years (Figure 11a ).
[37] In the second simulation, permeability was varied cyclically from 1 Â 10 À15 m 2 to 1 Â 10 À14 m 2 , to represent hydrofracturing and sealing (simulation CYCL-PERM in Table 2 ), with 30-year cycles of low and high permeability continued for 600 simulation years (Figure 11b ). When permeability was increased, subsidence also commenced instantaneously, but in contrast to the variable source scenario, the return to near-initial elevation (at t = 0) was very rapid (within 1 year, Figure 11b ). In the cyclic permeability experiment net uplift accelerated after about 220 simulation years. The accelerated uplift occurred as a vapor phase formed accelerating the ascent of the lowdensity thermal plume to shallow depths where thermal expansion became significant.
Comparison With Measured Deformation in Calderas
[38] We carried out a few additional simulations intended to mimic the major characteristics of observed Table 2 ) on calculated ground surface displacement after (a) 1 simulation year, (b) 100 simulation years, and (c) 1000 simulation years.
GSD in selected calderas (series I in Table 2 ). The GSD data from Campi Flegrei for the period between January 1981 and September 1983 has been modeled by volume increase of a penny-shaped crack filled with a lowdensity fluid (600 kg/m 3 ) and embedded in an elastic half-space at a depth of 2.6 km (Figure 12a ) [Battaglia et al., 2006] . The same data were successfully simulated with experiment CF-3 km (Table 2) with an injection source at 3 km ( Figure 11a ) and assuming that t = 0 and the onset of fluid injection occurred in January 1981 and continued until September 1983. Deeper injection sources in the model domain were not capable of inducing such high simulated uplift rates.
[39] Inversion of geodetic data from Long Valley caldera for the period between 1982 and 1999 was previously modeled by volume change of a vertical prolate ellipsoidal source at a depth of $6 km in an elastic half-space (Figure 12b ) [Battaglia et al., 2003] . A good fit for GSD data from Long Valley for the period from 1995 to 2000 was also attained using a dipping prolate ellipsoidal source at $6 km in a viscoelastic half-space . Interpretation of microgravity data is apparently more compatible with the addition of silicic magma into the ellipsoidal than a hydrothermal source [Battaglia et al., 2003] . Nevertheless, several studies have suggested that much of the unrest in Long Valley is in fact driven by aqueous fluids and/ or gas [Foulger et al., 2003; Hill et al., 2003; Roeloffs et al., 2003] . Simulation of the GSD in Long Valley using an injection source at 5 km (LVC-5 km in Table 2 ) captured the magnitude and rate of uplift in the center of the domain, but could not reproduce the radial extent of the observed uplift (Figure 12b ). Increasing the depth of the source to 8 km (LVC-8 km in Table 2 ) generates a wider area of deformation, but still narrower than the observations (Figure 12b ). This mismatch implies that if injection of hydrothermal fluids actually did induce surface uplift during the period of unrest in the 1980s and 1990s in Long Valley, either there were additional fluid sources at greater radial distances from the center of inflation, or the single injection source had a larger radius. These same constraints on the effectiveness of fluid injection also likely apply to other large calderas such as Yellowstone and Taupo (Table 1) where the radius of deformation is large.
Discussion
[40] Relatively small changes in the values of the key controlling parameters can lead to large differences in the rate, magnitude, and geometry of GSD (Figures 4 -11) . Under a wide and plausible range of parameter values, rock deformation induced by pore pressure transients at various timescales may provide a feasible explanation for GSD in calderas. However, the results are nonunique in the sense that many combinations of parameters can result in a very [41] At annual to decadal timescales, fluid volume increase is the dominant process inducing deformation, whereas over longer times (centennial and millennial) when hydrothermal upflow has heated larger volumes of crust, rock thermal expansion becomes more significant. Thus, at some calderas, measured displacement fields could represent a delayed response to magma degassing events that commenced long ago.
[42] In absence of independent data, it is difficult to determine whether GSD in calderas is induced by injection of hydrothermal fluids into the shallow crust or by magma intrusion. Several lines of indirect evidence suggest that in some cases subsurface volume changes and caldera deformation may be associated with the dynamics of a lowviscosity, low-density, gas-rich fluid at shallow depths. For example, the occurrence of numerous Holocene hydrothermal explosion craters in Yellowstone [Muffler et al., 1971] have been associated with episodes of Yellowstone Caldera uplift [Pierce et al., 2002] , indicating that large water and/or gas pressures are intermittently attained in the shallow subsurface. In Campi Flegrei, caldera inflation-deflation cycles correlate with CO 2 /H 2 O transients in vents, suggesting that CO 2 pressures are high during inflation periods [Chiodini et al., 2003] . The 45 ± 16 kt/d of diffuse magmatic CO 2 flux emitted from the Yellowstone volcanic system [Werner and Brantley, 2003 ] cannot be sustained by discrete episodes of basalt intrusion into the upper crust (<0.03 km 3 /yr) during periods of inflation [Dzurisin et al., 1994; Wicks et al., 1998 ], suggesting that perhaps also in Yellowstone some of the deformation is associated with the dynamics of CO 2 in the hydrothermal system. The involvement of gas-rich fluids in the deformation of the Yellowstone caldera may be inferred by the abrupt change from uplift to subsidence in 1985 and from subsidence to uplift in 1995, which in each instance were followed by large earthquake swarms migrating away from the caldera at rapid rates [Waite and Smith, 2002] .
[43] Recent developments in satellite-based geodetic techniques will likely enable better spatial and temporal resolution of GSD in calderas and thus potentially provide better constraints on subsurface fluid dynamics. Continuous, high-precision microgravity measurements may discriminate between magma intrusion and hydrothermal injection at shallow depths, because the density of magma differs by a factor of 3 or more from the density of superheated vapor or gas [Rymer, 1994; Gottsmann and Rymer, 2002; de Zeeuw-van Dalfsen et al., 2005] . Combining such geodetic and microgravity data with quantitative dynamic models should provide insight into the nature of the fluid inducing deformation.
[44] A more direct way to detect water pressure transients in the shallow subsurface of calderas is through continuous and precise pressure measurements in deep drillholes. Table 2 ) on calculated ground surface displacement after (a) 1 simulation year, (b) 100 simulation years, and (c) 1000 simulation years.
However, in many calderas there are no deep wells and in others, such as Taupo and Long Valley, geothermal production introduces large human-induced noise into the data.
[45] For the sake of simplicity, this study focused on simulations of poroelastic deformation induced by liquid groundwater flow. Future studies will consider the effects of multiphase and multicomponent H 2 O-CO 2 -NaCl subsurface fluid flow. The assumption of ''one-way coupling'' in this study does limit the general applicability of the simulation results. To implement a fully coupled simulation, it is necessary to consider the interaction between stress change, pressure, and permeability. We partially examined the effect of stress change on pressure (assuming permeability is not affected) by solving the fully coupled Biot equations under single phase, saturated isothermal conditions. For the fluid injection scenarios considered in this paper, we found that the one-way coupling simulation differed from the fully coupled simulation by less than 10%. By contrast, the effects of permeability change can be drastic. Our simulation of cyclically varying permeability (CYCL-PERM) is a crude attempt to illustrate the effects of permeability change without explicitly coupling the permeability change to pressure change. This type of coupling deserves a more rigorous treatment in future studies.
[46] The feasibility of large GSD resulting from aqueous fluid overpressure, as demonstrated in this study, suggests that such phenomena should be considered in hazard assessments of active calderas. The consequences resulting from large groundwater overpressures may be very different from those of magma ascent into the shallow crust. For example, large aqueous overpressures might result in hydrothermal explosions, whereas magma ascent into the shallow crust might signal an impeding volcanic eruption.
Conclusions
[47] We conducted numerical simulations of hydrothermal fluid flow and associated ground surface displacement (GSD) in calderas. Simulation results reveal the following:
[48] 1. Small changes in the values of key controlling parameters, particularly permeability and its anisotropy, the injection rate and depth, and the shear modulus may lead to large differences in the rate, magnitude, and geometry of GSD.
[49] 2. Subsidence was simulated successfully both by terminating the injection of hot fluid into the model domain and by increasing the permeability after uplift occurred. Subsidence was more abrupt in the case of a permeability increase.
[50] 3. The major patterns of ground surface uplift in Campi Flegrei were effectively mimicked by the simula- Figure 11 . Effects of cyclic variations in permeability and injection rate on calculated GSD and inflation-deflation cycles (a) results from 600 simulation years. (b) Shaded area in Figure 11a shown in greater detail. Shaded areas represent periods of no injection or increased permeability.
tions, but only some of uplift characteristics in Long Valley were reproduced.
[51] 4. On the basis of the numerical experiments, and a growing number of observations which indicate a causal link between GSD and dynamics of hydrothermal fluids and/or gases, we propose that future studies should focus on resolving the nature of the fluid causing GSD (e.g., magma or aqueous fluid and gas). [Battaglia et al., 2006] , and results of simulation CF-3 km (2.5 simulation years) from this study (solid curve) and (b) observed Long Valley GSD (circles) with two standard deviation error bars, calculated displacements from an elastic half-space model (dashed line) [Battaglia et al., 2003] , and results of simulation LVC-5 km (solid curve) and LVC-8 km (dash-dotted curve), simulating 17 years of deformation. Simulation parameters are listed in Table 2 .
