I. INTRODUCTION Part I of this paper [l] has generalized the concept of the pseudo-inverse to encompass linear bounded operators on Hilbert spaces, under the assumption that the operator's range is closed. The function-analytic approach used there supersedes a predominantly algebraic viewpoint that interpreted the pseudo-inverse in the limited context of operations with (finite) matrices PI.
It is the purpose of Part II to extend the pseudo-inverse to Hilbert space operators which need not be bounded, and which may not have a closed range. A principal tool is the representation obtained in Part I [l] only for bounded operators with closed range. For normal operators, the spectral representation enables us to present the pseudo-inverse in more explicit form. A restricted form of the representation theorem proved in [l] is the following: let A be a linear bounded operator from the Hilbert space H into itself, and let the range R of A be closed. Then A has a representation A = PR$ (1.1)
where PR is the projection on R, and a is a bounded operator whose inverse (defined on all of H) is also bounded. The above construction leads directly to an expression for the pseudoinverse, whose definition is The formulas associated with a Hermitian matrix A can easily be interpreted in terms of its spectral representation.
We then ask whether the resulting expressions may not hold more generally-as A' = jx Ad4 + E,({O)).
and PR = 4(X -VW
In the above, E,(C) would denote the projection specified by E,(C) = jcW 7
(1.12) (1.13) (1.14) (1.15) which is applicable to any set C (in the complex plane) measurable with respect to the measures (Enx, zc) for every x E H, and thus includes all Bore1 measurable sets. It will be seen later that the formulas (1.12), (1.13), and (1.14) (which have been deduced for the finite-dimensional case only) remain correct for unbounded normal operators; if the pseudo-inverse is suitably redefined, (1.12) holds even when R is not closed.
Applications of the theory rest upon the "best approximate solution" property of the pseudo-inverse.
When, for example, an integral equation is "solved" in this manner, the ordinary solution results whenever it exists; otherwise, the solution is the "best possible" in the sense of Definition la. In prediction theory (with quadratic error norm), exact solutions correspond to perfect prediction, and occur only in trivial problems. The pseudo-inverse is therefore a powerful tool, which may be applied in particular to prediction of widesense Markov processes [3] with an infinite number of components; consideration of these is reserved for a future paper.
II. OPERATOR

REPRESENTATIONS
This section is devoted to an analysis of operator representations of the form A = Pa, where P is a projection, and A is a closed invertible operator.
Any linear (not necessarily bounded) operator from a Hilbert space into itself has such a representation.
Moreover, A-1 is bounded and defined on all of H r@ the range of A is closed; otherwise, A-1 is unbounded but its domain is dense in H. In this fashion, the representation in question may be completely characterized.
Throughout, His a Hilbert space, and A is a closed linear operator defined on the linear manifold ga C H, with range R = A(BJ again in H. Since R is a linear manifold in any case, its orthogonal complement S is a subspace, and we have H = 17 @ S, where R is the closure of R. The subspace N has already been defined by (1.6); 't 1 s orthogonal complement will be denoted by M. A projection operator is symbolized by P, where the subscript indicates (whenever necessary) the associated subspace. The notation of (1.15) is also occasionally used to indicate projection.
The first theorem extends a result in [I] to unbounded operators. Although the theorem is stated only in the limited context of operators from a Hilbert space to itself, it is easily seen that it applies equally to linear mappings from one Banach space to another. where P is a projection, and A has a bounded inverse defined everywhere ot2 H.
The restriction of A to N is a bounded operator which provides a 1-l mapping from N onto S.
PROOF.
Evidently, ~8~ = 92 , and A-' takes H onto .92 . Hence P = AA-1 (2.2) implies that
Since the left side of (2.3) is closed, R must be closed also. Also, P(H) = R means that P = P,. Thus, (i) and (ii) have been proved.
To prove that the restriction of A" to N is bounded, we first show A to be closed. Indeed, 2-l is bounded (and hence closed), so that 2 = (A-l)-1 is closed, as is its restriction to any (closed) subspace.l Now NC 9A , and N is a subspace because A is a closed operator. Then the restriction of A to N is a closed operator defined on all of this subspace. By the closed graph theorem, A is therefore bounded on N. to both sides of (2.6), we obtain P,ax = 0 (sincey E S). From (2.1), Ax = 0, so that x E N. Hence the existence of the assumed y leads to a contradiction, and the proof of the theorem is complete. The necessity conditions given in Theorem 1 are also sufficient. Thus, as we shall prove, if (i) is satisfied and there exists an operator as in (iii), we can find a representation (2.1). Of course, (iii) implies that S and N have the same dimension; it is this (weaker) statement that appears in the theorem. PROOF. We call a the restriction of A to M. This restriction has an inverse A--l, which is defined on R, and bounded there. To see that A* has an inverse, take x E M n ga , and consider the possibility that ax = Ax = 0. But then x E N, so we have x = 0. Next, we observe that the range of A^ is R. Lety E R, and denote a corresponding element of gA by x. Now x =x1 +x~,x~EM,x~EN.
Here XE~~, and x,ENC~,, so we must have X~E gA . Therefore, y = Ax = Ax, = ax,, as was to be shown. Finally, a is closed because A is closed by hypothesis. Then &-r is also closed, and, being defined for where U is a partial isometry, taking N onto S. Since P,UP, = 0 and P,/fP, = A, we see that (2.9) satisfies (2.1). The inverse of the specified A is
This operator is bounded, for 11 A-l 11 < /I A-l jl + 1. Further, the A-l given by (2.10) satisfies the equations AA-1 =I and A-1Ax =x for XE~,,
as we can readily verify by direct calculation. The proof is then complete. That N and S have the same dimension is (according to Theorem 2 and (iii)) both necessary and sufficient. As we shall see, there is no loss of generality in assuming this equality of dimension. Suppose, for example, that A' satisfies the hypotheses of Theorem 2 with the exception that the dimension of N' = {x: A'x = 0} is less than that of S. Then there exists a partial isometry U' from N' onto a subspace S' C S. Now let Hr = H @ (S 0 S'), and define A as an operator from H1 into H as follows: A(S 0 S') = 0, and for x E HI such that PHI x E gas, Ax = A'PHlx. Thus A and A' are essentially equivalent and A, a linear closed operator from HI to H, can be shown to possess the desired representation.
Detailed verification of the above assertions is routine but tedious, and follows the proof given in [I] . An analogous procedure disposes of the case that the dimension of S is less than that of N.
To complete this section, we consider operators whose range is not closed. This is hardly surprising, for we shall prove later that A-1 must be unbounded.
These results are summed up in where P is a projection, and A is a closed operator whose inverse is densely dejbaed. Then P = PR , and A-1 is unbounded.
PROOF. Since R is dense in R, (2.13) requires that P > PR. Using P,A = A and P,P = PR , we note that (2.13) implies
14)
The combination of (2.13) and (2.14) yields Remark. Neither this nor the succeeding theorem requires a to be invertible.
PROOF. The first assertion merely reemphasizes part of the statement of Theorem 4, and uses the part of the proof which does not depend on a-l. For the second claim, we make use of the fact that the equality sign in (2.16) implies that gA = 92. Let us assume that A is not closed. Then there exists (x,J E 92 such that x, -x and ax, --f w, but either x $9~ or Ax # w. But in fact, x E 92, so 2x # w; this means that A has no closed linear extensions.
ToshowxEgi, we note that (2.17) requires that
A fortiori, {Ax,) converges because of the convergence of {a;~,>. Since A is closed, x E G3* , so x E g; , as was to be proved. PROOF: Consider any x E 9; . Either x E 92 C g* , or there exists a sequence {xn> E g; with x, + x and AXE -+ w; then Ax = w.
We show that this x E gJ, and that Ax = P,Jx. In order that (2.19) be satisfied, (2.18) must hold. Again, the convergence of (AXJ entails that of {Axn}, so xEsJ and Ax =y (= 1 im Ax,). One also obtains a, + z E S from the convergence of {A,,>. Therefore,
A-x = Ax + z, z E s. An application of PR to both sides of (2.21) then shows that (2.20) is an equality when restricted to x E gz .
3 An alternative proof: Since PR is bounded, A* = (P&)* = A*PR . We again take the adjoint of both sides to obtain (A*)* = (a*P,)* 1 P&*)*, which is equivalent to (2.20). assuming only that iV and S are of the same dimension. As before, it is convenient to distinguish the two cases (1) R is closed and (2) R is not closed; in the former, somewhat stronger results are obtained.
For our purposes, Definition la (see Section I) presents a restrictive concept of the pseudo-inverse applicable to neither unbounded operators, nor to those whose range is not closed. Clearly, the infimum indicated by (1.2) can be taken only over 3A . Moreover, it cannot be expected that the infimum is attained for every y E H when the range of A is not closed. Thus we are led to define a generalized pseudo-inverse which reduces to that of Definition la when A is bounded and R is closed. It is known [I] that the pseudo-inverse of a bounded operator with closed range (see Definition la) is unique. The same cannot be said for the generalized pseudo-inverse of Definition lb, which we hereafter abbreviate GPI. Indeed, Definition lb does not preclude various GPIs, defined on different dense sets in H. There is, however, a uniqueness theorem for GPIs, one of whose corollaries is again the uniqueness of the operator described by Definition la. THEOREM 7. Let A have GPIs A' and A", and let 9 = BA, n 9,,,. Then A'y = A'y for y E 9. PROOF. By Theorem 2, there is an A with the specified properties, so there exists at least one A+ of the form (3.6). We shall show that for any operator A satisfying (3.7) and the stated invertibility conditions, the corresponding A+ is a GPI defined on all of H. Then A+ is actually unique, and Here y = A-12, and y E N because of (iii) in Theorem 1. If PM is now applied to both sides of (3.14), the desired result is obtained by substituting from (3.6).
It remains to show that A+ is a GPI, and that (3.8) is valid. For this purpose, define 2 as in (3.3), and let x' be an arbitrary vector in g* . Then consider 11 Ax' -y iI2 = 11 (Ai -y) + (Ax' -A4) 112. We call x ={x:x~9~,Ax = AS>. Clearly, x is precisely the set of elements for which the infimum (3.2) is attained. x is also one of the elements of the quotient space H/N, for x1 , xs E x implies A(x, -x2) = 0, i.e., x1 = x2 mod N. Hence any x' E x can be expressed in the form and consequently (3.4) holds unless x' = 2. In other words, 4 satisfies condition (c) of Definition lb, and the proof is complete. When A has a nonclosed range, weaker results should be expected. The GPI exists, but cannot satisfy (3.9), for that would require that R be closed.
(3.10) is lacking entirely, since there is no guarantee that R c gA+. Further, .9 A+ is only dense in H, so that A+ may not be unique. Finally, A+ must be an unbounded operator when R is not closed.
THEOREM 9. Let A be a linear closed operator whose domain QA is a linear manifold, and whose range R is not closed. Let N and S be of the same dimension. Then there exists a GPI for A, and an operator
is a GPI whenever A is an invertible closed operator with dense range satisfying A = PA. PROOF. Theorem 3 states that A possesses at least one representation (3.7') in which A has the properties indicated. We show that any such A leads to an A+ (given by (3.6')) that is a GPI. Since the domain of A-1 is dense and coincides with gA+, gA+ is dense as required by (a) of Definition lb. For future reference, we also note that any A satisfying (3.7') and the associated invertibility conditions will have its inverse unbounded, and will yield the more convenient representation as shown in Theorem 4. A rephrasing of the proof in Theorem 8 shows that A+ is a GPI. As in that proof, we first demonstrate that AA-'y = Pey for y E Sa+(= 92-r), thus verifying (3.9'). For y E gA+, we then find that we can proceed as before, obtaining (3.6) which leads to condition (b) of Definition lb, and (3.19), from which we derive (c) of the definition. Thus, A+ is shown to be a GPI. is the inverse of A,. Before proving this claim, we observe that 9s = gA+ (which is dense), and that B is (by our assumption on A+) a bounded operator.
Since AU-lPs = 0, UP,A+ = 0, and UPNIIklPs = Ps , we obtain from (3.21) and (3.23)
A,B = AA+ + P, for ~~9s. Now the range of B is the linear manifold generated by IM n gA (the range of A+) and S; this manifold is precisely g* = gA, . Thus, for each x E gA, , there is a y E g= such that x = By. In other words, BA,x = x for x E gA, (3.27) is implied by (3.26) and the discussion following.
Because B is a left as well as right inverse, B is an inverse in the usual sense, and we may write B = A;l.
It is clear from the original assumption on A that A,, is closed. Then Arl = B is likewise closed and, being bounded and densely defined, is defined on all of H. We sum up: A has a representation CC [satisfying A4 = y and (3.4)] is uniquely specified by i = PM%,, . This fact is not apparent from Theorem REUTLER 9; if R$9',+ for some GPI A-+, there are y E R for which this A '~ cannot furnish a "best approximate solution". In order that the "best approximate solution" exist for each y E R, we must then have R C u sa+ taken over all GPIs. However, there is a GPI for which R C 5Za+, so that this GPI is adequate to obtain the "best approximate solution" for ally E R.
COROLLARY. There exists a GPI A+ for which 62'a.k 3 R and A+A = P,W for all s E gA .
(3.10') PROOF. Let Ai-be specified by (3.6'), where A is constructed as in the proof of Theorem 3. The construction (2.9) for 2 indicates that the range of A (domain of A+) is the linear manifold generated by S and R. Therefore, the application of x-l to (3.13) yields (3.14), withy = &?z in N by (2.10).
If PM is applied (as before) to (3.14), (3.10') follows. The reader may verify that whenever A-l is defined on all H, the representation (2.7) is unique, with PR = I, and a = A, and A+ = A-l. If R = H, but N contains nonnull vectors, the desired representation can be achieved only through the embedding process already described, the range space being appropriately enlarged. The embedding process is merely a device of convenience, for the GPI is uniquely given by Ai-= A-1 where A^ is the restriction of A to M. Easily constructed examples verify the above facts on Banach spaces; one may use the fact that, in Banach spaces, the norm of a projection may be greater than (and is never less than) unity.
IV. NORMAL OPERATORS
In Section I, we presented the representation and pseudo-inverse formulas for a Hermitian matrix. These expressions, when written in terms of the spectral representation, suggest generalizations to normal operators. These generalizations are indeed valid, and provide explicit formulations for the pseudo-inverse.
Most of the results of Sections II and III could also be proved succinctly for normal operators (only), using the spectral representa- for all x E 9s( = 9n,). It is customary to analyze the (also normal) operator B-XI for all complex h; instead, we shall consider A = B -;\I for fixed but arbitrary h. The change from B to A is effected by a mere translation of the spectrum, and involves no loss in generality. Consider now the origin with respect to the spectrum of A. -I# (0) belongs to the resolvent set, A possesses a bounded inverse defined on all H. 1sf (0) is in the continuous but not the point spectrum, R is dense, and A has an unbounded inverse. Under either of these conditions, the representation of Section II can hold only with PR = I and k = A. One also obtains A+ = A-l.
In the more interesting case, {0} is in the point spectrum. The eigenmanifold corresponding to (01 is precisely N; hence N contains nonnull vectors iff the origin belongs to the point spectrum. Since (for normal operators) the eigenmanifold is also the subspace orthogonal to R, we obtain N = S and M = i?
From (4.3) and P,A = AP, follows
where the equality sign indicates that x E 9* $7 PIMx E B* , that is, P,A and AP, have the same domain. That M is reduced by A is a consequence of (4.4). Finally, (4.2) implies that A and A* both have the same null space, so that i? must also be the same for both. Whether R is closed depends entirely on the continuous spectrum: R is closed isf (0) does not belong to the continuous spectrum [4, p. 541 . This fact could be deduced (if desired) from the representation for normal operators to be derived presently, in combination with Theorems 1 and 4; however, it is too well known to merit one more derivation.
The representation A = P,d i.e., on a dense set. Thus the projection PR has a representation in terms of the spectral family {FA}, which means that A-if(h) is an indicator function with respect to a Bore1 set in the plane. We therefore have PR = F,(C), andf(A) = h or 0 according as X E C or h $ C, and so (4.26) takes on the form (4.15). Moreover, PB is a member of the spectral family for A, and hence P,As APR. We show that PRA and AP, have the same domainIn fact, M = R because A is normal, and x ~23' is a statement equivalent to PMx E 9.2 . This completes the proof.
We observe again that, in general, A cannot be expressed in terms of the spectral family for A, even when A and A are both normal. Nevertheless, for any normal A the representation (4.5) can be written so that the Aappearing therein is a function of A, and can be expressed in terms of the spectral family of the latter. There results a convenient and explicit expression for A, and likewise a direct formula for the GPI (for A) defined on R. It was shown in Section III that A+ = PMk1 is a GPI for A, with .QA+ = a(9J.
The A-i used here is that given by (4.36). Since the restrictio;ns of A and A to M are the same, &gA) 3 R; this proves the assertion following (4.33). The actual computation of A+, based on the spectral representations for A-l and Px , yields A+ E /x-(0j h-'d& (4.37) but as the domain of the right hand side is identical with the domain of x-l, (4.37) assumes an equality sign, and becomes (4.33). When R is closed, (0) is an isolated point of the spectrum, and the d defined by (4.34) is nonzero. A+ is then bounded as indicated by (4.35) because the essential supremum of 1 X-l I2 with respect to the spectral measures II Elx II2 taken, for all x E H, over X-(O), is p recisely d-2. For non-closed R, {O] is a point of the continuous spectrum, and d = 0.
V. COMPACT NORMAL OPERATORS
For compact (completely continuous) normal operators, the results of the previous sections can be further specialized. There is no need to provide proofs, since the expressions to appear are merely applications of Theorem 13, using the spectral characteristics peculiar to compact operators.
Let A be a compact normal operator in the functional equation
Ax--x=y ~EH.
(5.1)
If y (a complex number) is in the resolvent set of A, the solution of (5.1) is of no interest and will not be discussed explicitly. Similarly, we pay no particular attention to spectra consisting only of a finite number of points; in that case, M is of finite dimension, or equivalently, the range of A is closed.
The spectral representation for A will be written The norm is actually attained by every x E H lying in the proper subspace (depending on which of the three terms in (5.8) yields the maximum). The (unique) GPI is specified by BT = PRjfi-l, and may be obtained from (5.5) and (5.7), yielding 
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whenever y E LB"+. We show that gA+ r) R. In fact, (5.17) so that the proof (showing R C &gA)) is identical with that of Theorem 13. The range of A( =BA+) ' g' 1s lven more explicitly as the set of y E H for which (5.18) 
