INTRODUCTION
After the introduction of the iPhone in 2007 and the iPad in 2010, mobile displays quickly became a major class of electronic displays. For generating colors on a mobile display, usually sRGB is used as deviceindependent color space, thereby assuming that the firmware of the mobile device maximizes color accuracy.
However, there are several reasons why this assumption may not be completely correct, and indeed there is a strong momentum towards improving the color reproduction accuracy of mobile displays 1 . For example, manufacturers may have optimized the firmware to maximize color preference rather than color reproduction accuracy. But also the level of ambient lighting is expected to affect color reproduction accuracy. Mobile displays are typically used in a wide variety of ambient lighting conditions 2 . Even for indoor office applications illuminance levels vary between typically 500 and 2000 lux 3 . As is well known, the ambient illuminance level strongly influences the optimum color representation.
For improving the color reproduction accuracy of mobile displays, we recently developed the Mobile Display
Characterization and Illumination Model (MDCIM) 4 . It takes the following two aspects into account: (i) a display characterization model that is specific for the display, (ii) the ambient illuminance level. We already tested the performance of the MDCIM model for the Apple iPad Air 2 display, as representing a mobile LCD-based display 4 . In the present article we apply the MDCIM model to the color reproduction accuracy of the display of the Samsung Galaxy S4, a well-known representative for OLED displays. We will also show how our results can be extend to many other mobile displays.
For creating images with the MDCIM model, reflection values from physical samples are required as deviceindependent colorimetric input data. Therefore, the MDCIM model is not applicable for cases in which only input data is available from more common image capturing devices, such as cameras and flatbed scanners.
Also for soft proofing tasks that aim at maximizing the perceived color match between displayed images and printed images 5 , the MDCIM model is not suitable (unless reflection data from the printed images are available).
In the present article, we determined the accuracy of the MDCIM model for the case that only independently published technical specifications of the display are used. We made no attempt to improve its color reproduction accuracy by optimizing model parameters specifically for this test. Therefore we consider our results as an objective measure of the color reproduction accuracy of the MDCIM model. The relevant expressions for the display characterization model that is part of the MDCIM model are reviewed briefly in section 2a, whereas the method to account for different ambient illuminance levels and adaptation is summarized in section 2b. More details on the MDCIM model can be found in our previous publication 4 . In section 3 we describe the experimental details for setting MDCIM model parameters and for setting up the visual test that was performed to test the accuracy of the MDCIM model. Results are discussed in section 4, after which we wrap up with conclusions and recommendations.
THE MDCIM MODEL 2a Display Characterization Model
The default device-independent color space is sRGB color space. It is based on the Gain-Offset-Gamma model from Berns 6, 7 , which relates the tristimulus parameters X, Y, Z (which in turn are linked to colorimetric In sRGB space, it is assumed that the matrix M in equation (1) is given by the following expression 8 : 
In this way, the numerical values for the matrix M as prescribed for sRGB color space can be shown to correspond to particular values for display specifications. We note that following conventions in the cited literature, in equation (4) the total luminance of white is not scaled to unity, whereas in equation (3) this is the case. The resulting values for matrix M are shown in Table 1 . Therefore, the combination of equation (4) and the derivations in the Appendix together demonstrate how the values for all parameters in sRGB color space were derived for the particular set of display specifications listed in Table 1 . For the display specifications, primaries were used that had already been defined in 1991 by the CCIR (Comité Consultatif
International pour la Radio, now replaced by the International Telecommunication Union ITU) recommendation BT.709 for high definition television.
( Table 1) Finally, the value of 2.4 for the gamma parameter in sRGB encoding color space is partly inherited from parametrizations dating back from before 1998, and partly based on optimizations for a reference ambient illuminance level of 64 lux 8, 11 .
Modern mobile displays are often viewed under much higher illuminance than 64 lux. Table 1 . The default sRGB color space that is conveniently used as device-independent encoding color space, is therefore not expected to produce the best color reproduction color accuracy for specific displays under specific viewing conditions. Indeed, devicedependent display characterization models have already been shown to be able to improve color reproduction accuracy for non-mobile LCD displays 13, 14 . Equations (2) and (4) represent the display characterization model that makes the MDCIM model device-dependent.
2b Ambient lighting and adaptation
In order to account for ambient illuminance one may use the CIECAM02 color appearance model. This approach was indeed used in a number of previous studies on mobile displays 15, 16, 17 . However, the CIECAM02 has been shown to be less useful for predicting the performance of mobile displays subjected to a wide variety of illumination conditions 16, 17 . Also, even after refining the CIECAM02 model specifically for mobile displays the resulting color accuracy was shown to leave much room for improvement 16, 17 .
For this reason, we chose a different approach to account for ambient illuminance. We noted already that the MDCIM model uses equation (4) to account for the display-specific values of maximum luminance and chromaticity coordinates. When combining the matrix elements defined in equation (4) 
where M L is the luminous exitance of reference white, and E is the ambient illuminance (lux) 18 . We assume that the reference white has an ideal reflectivity ρ=1.0 independent of wavelength, and that it is a perfectly diffuse Lambertian scatterer. In the MDCIM model, the level of ambient illuminance is accounted for by Equation (5).
It is also important to determine the adaptation state of the observers participating in the visual tests that are described in section 3c. Earlier tests of the MDCIM model have shown that the best color reproduction accuracy was obtained by assuming that the observers were completely adapted to the ambient lighting, i.e. 
EXPERIMENTAL

3a. Display characterization parameters
Equation (4) ( Table 2) Substituting the parameter values from Table 2 into equation (4), we obtain the following conversion matrix from RGB to tristimulus XYZ values, specifically for the Samsung Galaxy S4 in Movie Mode: 
The differences with the corresponding values (equation 3) from sRGB color space are obvious.
While almost all smartphones and tablets make it impossible for the user to change the display color settings other than by changing display luminance (which is called display brightness by most manufacturers), the Samsung Galaxy S4 (and later models of the same product line) offer a basic form of color management.
Through the Settings and Display menu, the user can choose between four different screen modes. The
Movie Mode that we just discussed corresponds most closely to the default sRGB parameter settings, making Table 3 . When comparing these numbers with those from Table 1 , it is clear that the color gamut is indeed widened considerably. This is illustrated schematically in Figure 1 . (Table 3 )
The wide color gamut of the Samsung Galaxy S4 shown in Figure 1 , and the very low luminance it produces when displaying a black image, are typical characteristics of OLED display technology 26, 27, 28 . A main characteristic of the LCD technology that is used in e.g. iPhones and iPads is their large maximum display luminance 26 .
With the technical specifications from (7) In order to develop the MDCIM model specifically for the Samsung Galaxy S4, we also need to find best parameter values for the Tone Rendering Curves in equation (2) . Also here we use data from published technical specifications 29 , as shown in Figure 2 .
For the Samsung Galaxy S4 the GOG model gives a good fit of the measured Tone Rendering Curve, and it was found to be not necessary to use more advanced fit functions 30, 31, 32, 33 . Figure 2 shows that for the Samsung Galaxy S4 the measurement data are represented well by using γ = 2.7. The figure shows that this gives a much better representation of the measurement data than when using the default value of γ = 2.4 that is specified in the device-independent sRGB model.
We note also that according to the measurement data, the Tone Rendering Curve does not change for the different display modes of the device, but obviously we could have incorporated that if this would have been necessary.
( Figure 2 )
The available data do not make it possible to improve the part of the Tone Rendering Curve for RGB values smaller than 10, so in that area we will keep the default values from the sRGB definitions. Equations (A5), 
3b Visual test software
A visual test was designed using software that was developed dedicated for this test, and which runs on mobile devices. Representative screen shots of this software are shown in Figure 3 .
(Figure 3)
In the software, the user first inputs his/her name, and the illuminance level of the ambient lighting (in lux),
as measured with a lux meter that is positioned close to the display. After this stage, the actual visual test starts with a screen asking the observer to pick a physical sample ( Figure 3a ). For every observer, the software determines a fully randomized order of samples. After the observer has placed the physical sample next to the display, a button is clicked and a new screen is shown ( Figure 3b ). Now, two different representations of the sample are shown in the form of colored images, surrounded by a constant white color.
The top and the bottom image are calculated using the common device-independent method (that involves sRGB encoding color space) and the device-specific MDCIM model. For each sample the software randomizes which method is used for which image. The observer, who is not aware which image corresponds to which method, inputs which of the two images is perceived to be most similar in color to the physical sample. In the next screen, the observer is asked to input a visual score representing the perceived quality of the color match between the physical sample and the image that was preferred in the previous step ( Figure   3c ).
Visual scores can be inputted ranging from 0 to 5, with step size 0.25. The descriptions for the scores are shown on the display, as reproduced in Table 4 . A score of 0 refers to the situation where no or hardly any color difference can be seen between the physical sample and the displayed image. The perceived quality of the color match gradually becomes worse for larger values of the visual score. A score of 3 indicates that the perceived color difference becomes doubtful, and at a value of 4 the match is judged to be not correct.
In the next screen, a similar screen as in Figure 3c is shown, allowing the observer to input a visual score for the other, not-preferred image. Finally, a verification screen is shown that asks the observer to confirm the visual scores that were inputted, or to repeat the scoring for the selected color.
The whole process is repeated for all 35 colors in the set. For each observer and each sample, three assessments are thus collected: an evaluation if the common device-independent method or the MDCIM model produced the best matching image, and a visual score for each of these two methods. When the visual tests were finished, all data was processed electronically.
( Table 4 ).
3c Visual set-up
Visual tests were organized at illuminance levels of 600, 1000, 1500 and 3000 lux, in a randomized order that was different for each observer. Since we tested the mobile display separately for two different display Observers were asked to take place behind a table inside a room that allowed setting a wide range of illumination levels. The room has no windows, which allowed us to better control the lighting inside the Figure 4a ). The light spectrum in this room represents day light (D65 spectrum). In order to avoid the disturbing effect of surface gloss on visual assessments as much as possible, the lighting in the room was made as diffuse as possible. More details on this "diffuse room" can be found in Ref. 34 .
In order to control the observation conditions further, the observers were instructed to put the electronic display flat on the table, which was covered by neutral grey cloth. Every physical sample was held next to the display, allowing a direct visual comparison between the color shown on the display and the color of the physical sample. The display was set at maximum luminance level. In the instructions, it was also explained that a slight rocking motion ("wobble") of the physical sample helps to recognize the actual color of the sample. The observers were asked to assess the quality of the color match between physical sample and displayed image, as when the image would be used to indicate the color of a wall paint to a consumer.
Observers were also asked to view the electronic display from a straight angle (Figure 4b ). This is important, because smartphones and tablets have a considerable variation of color on viewing angle. This variation results mainly in luminance shifts for LCD displays, and in shifts of chromaticity coordinates for OLED displays 2 .
( Figure 4) 
3d. Paint samples and color collection
In order to avoid fatigue during visual test sessions, the number of color samples needed to be limited.
Therefore we selected 35 colors to represent color space. We made sure that exactly four samples were included for each of the six chromatic color categories: yellow, orange, red, purple, blue and green. For each color category, both lighter and darker colors were included, and both high and low saturation.
We decided to include eleven samples in the final category of achromatic colors. The reason to use more samples for the achromatic color category than for the chromatic color categories is because in preparing the main test it was found that the accuracy of color visualization is particularly challenging for achromatic colors, a result in line with a previous study 9 . 35, 36 . We decided to use the RAL840HR collection because of its relatively low gloss level, which makes color evaluation easier for observers.
The list of RAL colors thus found is reproduced in Table 5 . The corresponding color coordinates are graphically represented in Fig. 5 . These values are all based on reflection data obtained with a multi-angle spectrophotometer with 10 nm resolution (BYK-Mac from BYK-Gardner). We used data obtained at the 110° aspecular angle. By using this geometry, far away from the specular (mirror) angle, the influence of direct reflection from the samples is minimized. In our experience, during visual assessments of color, observers tend to assess color properties by mentally discounting for gloss contributions as well. Our choice for a measurement geometry that minimizes the influence of gloss is based on this experience.
( Table 5 )
3e. Gamut mapping
Any method that aims at representing colors on a display needs to deal also with cases in which the calculated values of the R, G and B parameters fall outside the range that a display can handle. This problem, which is usually referred to as color representations being out-of-gamut, occurs for six from the 35 selected RAL colors when using the common device-independent method: RAL2000, 2004, 5002, 5010, 6026 and 6029. In these cases, we simply minimized the R, G and B values to 0 and maximized them to 255 for an eight-bit display. The results from the visual experiments described in this article shows that the perceived color accuracy for the common device-independent method for these colors is not worse than for the other colors. Therefore we conclude that for the common device-independent method, the simple minimization / maximization method is good enough.
For the MDCIM model we may select one or more of the many gamut-mapping methods that have been proposed in the past 37, 38 in cases in which no solution is found, the software falls back to the common device-independent representation. These cases will be left out from further analysis.
In case of 3000 lux, the MDCIM model produces R, G and B values that are within the required range for only 9 from the 35 colors. For the remaining 26 colors we preferred not to use the clipping algorithm, since this would make it a test of the clipping method rather than an evaluation of the MDCIM model. Therefore we used a different approach. For each of these 26 colors, we calculated if the MDCIM model produces R, G
and B values that are within the 0-255 range at a certain cut-off value E cut-off for the illuminance. We chose a value E cut-off = 1550 lux, motivated by the fact that at this value for illuminance an achromatic color with lightness value L*=80 is already predicted to become out-of-gamut when using the MDCIM model. For 12 from the 26 problematic colors, the colors were no longer out-of-gamut when using this method. For the remaining 14 colors we decided that no solution was found, and like before we used the common deviceindependent representation in the test. Also these cases are excluded from further analysis. 
4a. Repeatability (Movie Mode)
In order to quantify the repeatability of the visual assessments, we decided to let four observers repeat a randomly selected test session. In this way, we collected repeatability data for 14 percent of all assessments, for all three types of visual data collected in the experiment. During the repeated visual session, observers
were not aware that it was a repeat session.
For the evaluation if the common device-independent method or the MDCIM model produced the best matching image, we found that in 94% of the cases the repeated session resulted in the same preference.
From this, we conclude that the preference data is highly repeatable.
For the repeatability of the visual scores, we found that the average absolute difference in score between the regular session and the repeated session is 0.51 for images produced using the common device-independent method, and 0.60 when using the MDCIM model. In the analysis of visual test results, we will focus on effects that are larger than this repeatability error.
4b. Preference (Movie Mode)
One of the three scores that is inputted by each observer for each color in the set, identifies which of the two images is found to show the closest color match to the physical RAL sample. The observers were not aware which image corresponded to the common device-independent method, and which to the MDCIM model (and this correspondence varied randomly over the samples). Only in the analysis afterwards we linked the assessments to the two methods.
In Table 6 we show the percentage of observer assessments that favored the MDCIM model images over the images generated with the common device-independent method. This Table shows that for all illuminance levels investigated in this experiment, the color representations calculated by the MDCIM model are strongly favored over those from the common device-independent method.
At 1000 lux, this percentage is lowest, which is caused by the fact that at that illuminance level the common device-independent method gives the best accuracy, as shown below. However, even then the percentage of assessments favoring the MDCIM model is still high at 75% when the display is in Movie Mode. The this procedure does not solve the problem of out-of-gamut color representation. For those colors, the MDCIM model can offer only the representation generated by the common device-independent method.
( Table 6 )
4c. Accuracy of the common device-independent method (Movie Mode)
During the visual test, observers gave a visual score to quantify to quality of color match between displayed image and physical RAL sample. The scores were defined as in Table 4 . If we average the visual scores over all samples, then for the device in Movie Mode we find the average scores reproduced in Table 7 .
At an illuminance of 1000 lux, the common device-independent method produces an average score of 3.5.
According to the description of the scores in Table 4 the color accuracy of the common device-independent method is therefore not very good, being between "Difference visible, doubtful match" and "Difference clearly visible, not correct match".
At 600 lux, the same average score is found. At higher illuminance levels, the average score increases to 4.1 and 4.4. This shows that the color accuracy of the common device-independent method becomes increasingly worse for 1500 and 3000 lux. This may also be quantified by calculating the percentage of samples with an average visual score of 4 ("Difference clearly visible; not correct match") or worse. When illuminance increases from 600, 1000, 1500 to 3000 lux, the corresponding percentage increases from 11%, 31% and 77% to 84%. We conclude that for a vast majority of the samples, the color accuracy is unsatisfactory at 1500 lux and above.
( Table 7) 4d. Accuracy of the MDCIM model versus common device-independent method (Movie Mode) As shown in Table 7 , the average visual score when using the MDCIM model at an illuminance of 1000 lux is 2.3, i.e. between "Difference visible but reasonable" and "Difference visible, doubtful match". This is much better than the average score of 3.5 that we found for the common device-independent method for 1000 lux illuminance. On the five-point scale that we defined in Table 4 , the MDCIM model leads to an average improvement of more than one unit over the common device-independent method, even at the illuminance values of 600 and 1000 lux at which the common device-independent method is relatively most accurate according to Table 7 . It is not surprising that we find the relatively best color reproduction accuracy at 600
and 1000 lux ambient illuminance, because the reference conditions that were used in the derivation of sRGB color space specify even less bright ambient lighting.
For increased levels of illuminance, the average visual score for the MDCIM model remains fairly constant, with a value for 2.2 at 1500 lux and 2.6 at 3000 lux. This confirms that the MDCIM model is able to account for the effect of changing illuminance of ambient lighting, at least as long as colors do not become out-ofgamut. Table 7 shows that with the common device-independent method, observers find the quality of the color representation to become much worse at 1500 and 3000 lux.
For many samples in the test, the MDCIM model leads to a major improvement in visual score. This can be quantified by calculating the percentage of samples for which the average visual score is smaller than 3.0, i.e.
for which the color match between displayed image and physical sample is found to be at least reasonable. At an illuminance of 1000 lux, this percentage is 80% for the MDCIM model, but only 20% for the common device-independent method. At 600, 1500 and 3000 lux the percentage stays fairly constant at 77%, 76% and 81%, respectively, for the MDCIM model. For the common device-independent method the corresponding percentages are 14%, 6% and 8%, respectively. Figure 6 shows the distributions of visual scores for the common device-independent method and for the MDCIM model. These distributions make clear that the trends in average visual scores mentioned in the previous sections are supported by these distributions. The remaining variation in assessments from different observers may be partially due to observer metamerism, caused by the narrowband character of OLED and LCD primaries 40 . We conclude that for a majority of the samples the MDCIM model leads to a substantial improvement in color accuracy over the common device-independent method.
( Figure 6 ) We have searched for trends in average visual score for the various color categories mentioned in Table 5 .
For the common device-independent method, we found that all categories led to very similar average color scores. But for the MDCIM model, we did find differences between color categories. At all illuminance levels, the four orange colors led to visual scores much worse than other color categories. For example, at 600 lux the average visual score for orange colors is 4.1, whereas these scores are 1.9 for yellow and for red colors From these four samples, we already saw that the two orange colors gave relatively visual scores in visual tests, and this is also the case for RAL 4005.
4e. Results for Standard Mode (Movie Mode)
When the Standard Mode is used for the Samsung Galaxy S4 display, the gamut of the display is extended as illustrated in Figure 1 . The extension is expected to be noticeable especially for saturated green and greenish blue colors. From the samples investigated in the present study, RAL 6026 and 6029 fall into this category.
These two colors are out-of-gamut when using the common device-independent method, and also when using (27, 89, 51) . This is a first indication that the MDCIM model is capable of handling and exploiting the different color gamuts that can be realized when using displays with various specifications.
According to the results shown in Table 7 shows that the common device-independent method produces slightly better visual scores for the Standard Mode than for the Movie Mode at 1000 and 1500 lux. However, for all illuminance levels the MDCIM model shows much better visual scores than the common device-independent method. The improvement varies from 0.7 units on the five-point visual scale for 1000 lux, to 1.8 units for 3000 lux. For all illuminance values, the average visual score for the MDCIM model rates between "Difference visible but reasonable" and "Difference visible, doubtful match". For the common device-independent method the average score ranks between "Difference visible, doubtful match" and "Difference clearly visible, not correct match" for 600, 1000 and 1500 lux. It even reaches between "Difference clearly visible, not correct match"
and "Large difference, very bad match" for 3000 lux.
In Table 6 we found that for 3000 lux illuminance there is a very large preference (larger than 90%) for colors produced with the MDCIM model over those from the common device-independent method. With the results presented in Table 7 this can be explained by the strong deterioration in color representation for the common device-independent method, combined with the relatively stable accuracy of color representation when using the MDCIM model.
The average visual scores shown in Table 7 can also be illustrated by calculating the percentage of samples for which the average visual score is smaller than 3, i.e. for which the color representation was assessed to be at least reasonable. At 1000 lux illuminance, for the Standard Mode when using the MDCIM model this percentage is 74%, whereas for the common device-independent method it is 43%. At 600, 1500 and 3000 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w 18 COLOR research and application lux this percentage becomes 86%, 85% and 57% for the MDCIM model, respectively. For the common device-independent method the percentages are 9%, 34% and 0%, respectively. We conclude that also for the Standard Mode, the MDCIM model results in a substantial improvement in the accuracy of color representation for a large majority of samples.
CONCLUSIONS
We recently developed the MDCIM model (Mobile Display Characterization and Illumination Model), aiming specifically at improving the color reproduction accuracy of mobile displays. The derivation of this model accounts for the fact that mobile displays vary in technical specifications, and are used under various ambient illuminance levels.
In a previous article the MDCIM model was shown to strongly improve color reproduction accuracy of a typical mobile LCD display, as represented 4 by the iPad Air 2. In the present article we investigate the performance of the model for a typical mobile OLED display, from the Samsung Galaxy S4 smartphone.
With visual tests we investigated if the MDCIM model is able to produce a color representation that is more accurate than when using the common device-independent method, when compared to the color of physical RAL samples. This was tested under ambient illuminance levels varying from 600 to 3000 lux. The parameters of the model were determined based on technical data that is publicly available for the display.
No additional measurement data was used.
The results of the visual tests at 600 and 1000 lux show that the common device-independent method produces an average color representation that is not very good, between "Difference visible, doubtful match"
and "Difference clearly visible, not correct match". For increasing ambient illuminance levels, the color accuracy obtained with the common device-independent method becomes increasingly worse. For a vast majority of the samples, the color match becomes incorrect.
With the recently developed MDCIM model, the quality of the color match is assessed to be much better.
This was found to be the case for 1000 lux ambient lighting, and even more so for lower and higher ambient illuminance levels. Our results confirm that the MDCIM model accounts not only for a wide variety of ambient illuminance levels, but also for varying technical specifications of the mobile display. We conclude that the MDCIM model provides a more accurate mathematical method to predict and control the color performance of mobile displays. Therefore, the MDCIM model may find application in improved color management systems on mobile devices, by providing accurate and consistent image output.
In combination with the improvements in color reproduction accuracy that we also found for LCD-based displays 4 , we recommend using the MDCIM model. The results obtained in the present work indicate that this requires using technical specifications of displays that can be found in public sources. presented, these models are expected to bring substantial improvement in color reproduction accuracy for all these devices. Therefore using the MDCIM is expected to benefit not only manufacturers of mobile OLED displays, smartphones and tablet computers, but also for example students conducting psychophysical tests using such displays.
RECOMMENDATIONS FOR FUTURE WORK
As shown in the present article and in Ref. 4 , the current MDCIM model results in good improvement in color reproduction accuracy for mobile displays. Manufacturers of smartphones and tablet computers may implement the model, also as part of the auto-brightness functionality that is available in most devices.
Current auto-brightness functionality is known to not work satisfactory 41 .
In order to further develop the MDCIM model for both OLED and LCD-based displays, it may be beneficial to repeat the current tests with more observers, and to test other fit functions to represent measurement data of Tone Rendering Curves in the MDCIM model than the simple fit functions tested in the present work 27, 31 .
The common device-independent method and the MDCIM model both assume that the output of each of the primaries is independent from the degree to which the other primaries are active. But channel interaction and chromaticity shifts of the primaries may be significant for OLED displays 27, 42 . Therefore it may be beneficial Model 43, 44 . Further improvements may also be achieved by including a black offset in the parametrization models, and corrections for flare 31, 43, 2 .
APPENDIX
We will show that the numerical values for the gain and offset parameters used in sRGB colour space can be derived from purely mathematical and pragmatic arguments, without considering actual technical specifications of a display. Table I . Display specifications assumed when sRGB encoding color space was defined. These specifications include the chromaticity coordinates (x,y) and luminance maximum Y max for the red, green and blue channel. Figure 2 . Tone Rendering Curve for the Samsung Galaxy S4, as measured by Displaymate [29] . The data are fitted by using γ = 2.4 and γ = 2.7.
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