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Актуальнiсть. Задача пiдвищення продуктивностi стацiонарного компонента системи зв’язку Зброй-
них Сил України (ЗС України) потребує впровадження вiдповiдних нових методiв управлiння потоком
даних на основi рiзних прiоритетiв, якi в подальшому мають бути реалiзованi в сучасних протоколах
маршрутизацiї у вiдповiдностi з концепцiєю мереж наступного поколiння. Метод. Дослiджено метод
управлiння потоком даних на основi рiзних прiоритетiв в iнформацiйно-телекомунiкацiйнiй мережi
стацiонарного компоненту системи зв’язку Збройних Сил України, який складається з наступних
етапiв: монiторинг та аналiз вихiдних даних; формування вектору шуканих параметрiв; формування
метрик використання ресурсiв мережi; постановка математичної задачi оптимiзацiї; розв’язання задачi
оптимiзацiї. За результатами дослiдження встановлено, що в рамках методу забезпечується узгоджене
розв’язання задач багатошляхової маршрутизацiї i адаптивного обмеження iнтенсивностi потоку на
границi iнформацiйно-телекомунiкацiйної мережi на основi рiзних прiоритетiв. Результати. В статтi
дослiджено метод на конкретному прикладi структури мережi з використанням iнструментарiю ”Opti-
mization Toolbox” програмного пакета Matlab. Розробленi практичнi рекомендацiї щодо практичної
реалiзацiї методу в стацiонарнiй компонентi системи зв’язку ЗС України. Висновки. За результатами
моделювання встановлено, що реалiзацiя методу в сучасних технологiчних рiшеннях дозволить пiд-
вищити продуктивнiсть iнформацiйно-телекомунiкацiйної мережi у середньому на (10-20)%, а також
якiсть обслуговування з ймовiрнiстю доставки пакетiв на (1-3)%. Запропонований метод вiдповiдає
вимогам концепцiї управлiння потоком даних Traffic Engineering. Зазначено, що для перевiрки адеква-
тностi та достовiрностi удосконаленого методу в подальшому необхiдно провести натурний експеримент
на реальному мережевому обладнанi.
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Вступ
В умовах сьогодення збiльшення обсягiв по-
токiв даних рiзних застосункiв зi зростаючими
вимогами до якостi обслуговування призводить
до необхiдностi вдосконалення системи вiйськово-
го управлiння, в тому числi i однiєї iз її скла-
дових – стацiонарної компоненти системи зв’язку
Збройних Сил України (ЗС України). На думку
авторiв пiдвищення продуктивностi iнформацiйно-
телекомунiкацiйної мережi (IТМ) стацiонарної ком-
поненти системи зв’язку ЗС України можливо здiй-
снити шляхом реалiзацiї перспективних мережних
технологiй (протоколiв маршрутизацiї, механiзмiв
боротьби з перевантаженнями) i закладених в їх
основу нових методiв та моделей управлiння пото-
ком даних.
Об’єктом дослiдження є процеси управлiння по-
током даних в IТМ стацiонарної компоненти систе-
ми зв’язку ЗС України.
Предметом дослiдження є метод управлiння по-
током даних в iнформацiйно-телекомунiкацiйнiй ме-
режi ЗС України.
Метою роботи є пiдвищення продуктивностi IТМ
стацiонарного компонента системи зв’язку ЗС Укра-
їни за рахунок розробки рекомендацiй щодо практи-
чної реалiзацiї методу управлiння потоком даних на
основi рiзних прiоритетiв.
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1 Постановка проблеми
Стацiонарна компонента системи зв’язку ЗС
України та її технiчна основа – iнформацiйно-
телекомунiкацiйна мережа знаходиться на кiнцево-
му етапi переоснащення аналогових засобiв, якi ма-
ють обмеженi можливостi щодо передачi цифрової
iнформацiї, на сучасне телекомунiкацiйне обладна-
ння, що пiдтримує швидкостi 100 Мбiт/с, десятки
Гбiт/с.
Крiм того, важливо вiдмiтити, що iнформацiйно-
телекомунiкацiйна мережа вiйськового призначення
повинна будуватись по багатозв’язнiй схемi, що до-
зволить у випадку виходу з ладу трактiв передачi,
пiдвищити її надiйнiсть та забезпечить виконання
вимог щодо часових показникiв якостi обслуговува-
ння (QoS) потокiв даних рiзних прiоритетiв (сигна-
ли бойового управлiння, службовий документообiг
та таке iнше).
Виконання зазначених заходiв призводить до
ускладнення стацiонарної компоненти системи
зв’язку ЗС України, а також окремих її мережних
елементiв, закладених в їх основу методiв i моделей
управлiння потоком даних [1, 2].
2 Огляд лiтератури
Як показав проведений аналiз, на рiвнi транс-
портної мережi управлiння потоком даних здiй-
снюється з використанням рiзних протоколiв мар-
шрутизацiї, наприклад, RIP (Routing Information
Protocol), IGRP (Interior Gateway Routing Protocol),
OSPF (Open Shortest Path First), IS-IS (Intermediate
System to Intermediate System), алгоритмiв управлi-
ння чергами: RED (Random Early Detection),WRED
(Weighted RED), ECN (Explicit Congestion Notificati-
on) та iншi. На рiвнi доступу управлiння потоком
полягає у формуваннi, згладжуваннi та обмеженнi
iнтенсивностi у випадку порушення договору про
рiвень сервiсу (Service Level Agreement, SLA). Цi
завдання вирiшуються за допомогою механiзмiв –
TS (Traffic Shaping) i CAR (Committed Access Rate).
На сьогоднiшнiй день при розв’язаннi задач
управлiння потоком даних використовуються гра-
фовi моделi (алгоритми Дiйкстри, Беллмана-Форда,
Флойда-Уоршела), методи потокового програмува-
ння (метод Галлагера та метод Франка-Волфа) та
iншi.
Варто зазначити, що недолiком вищеописаних
засобiв управлiння потоком та механiзмiв боротьби
з перевантаженнями є те, що вони не погодженi
мiж собою, не в повнiй мiрi враховують змiну пото-
кового завантаження маршрутизаторiв, ймовiрностi
виходу з ладу вузлiв мережi та каналiв зв’язку в
умовах ведення бойових дiй, що в кiнцевому ви-
падку впливає на продуктивнiсть IТМ стацiонарної
компоненти системи зв’язку ЗС України [3–5].
3 Матерiали та методи
У зв’язку з цим багато вчених активно працю-
ють над вдосконаленням методологiчних принципiв
управлiння потоком даних. До їх складу варто вiд-
нести, перш за все, Поповського В. В., Лемешко
О.В., Євсеєву О. Ю. i багато iнших [6–13].
В роботах [14, 15] отримали подальшого розви-
тку математичнi моделi управлiння потоком даних
в умовах узгодженої реалiзацiї задач багатошляхо-
вої маршрутизацiї i превентивного обмеження його
iнтенсивностi на границi транспортної мережi на
основi абсолютних та вiдносних прiоритетiв. Пого-
джений характер рiшень забезпечувався за рахунок
одночасного розрахунку як маршрутних змiнних,
так i додатково уведених змiнних, якi характери-
зували iнтенсивнiсть потоку, що отримав вiдмову
в обслуговуваннi мережею та якi мають перева-
ги, характернi й для IТМ стацiонарної компоненти
системи зв’язку ЗС України.
У роботi [16] одержала розвиток математична
модель управлiння потоком з пiдтримкою гарантiй
якостi обслуговування, новизна якої полягає у вве-
деннi системи додаткових, у загальному випадку,
нелiнiйних умов-обмежень на якiсть обслуговуван-
ня одночасно за декiлькома рiзнорiдними показни-
ками. Виконання цих умов у випадку пiдтримки
мультисервiсу сучасними i перспективними IТМ на-
дає процесу обмеження iнтенсивностi потоку даних,
що надходить до IТМ, адаптивний i диференцiйова-
ний характер. У роботi метрики протоколiв (ваговi
коефiцiєнти) були адаптованi пiд моделi M/M/1/N,
M/D/1/N та пiд модель обслуговування самопо-
дiбного потоку. При цьому зi зростанням вимог
до якостi обслуговування забезпечується адаптивне
зростання iнтенсивностi вiдмов. Однiєю iз особливо-
стей розробленої моделi [16] є той факт, що вiдмо-
ви спостерiгаються при неможливостi задоволення
вимог за часовими показниками якостi обслугову-
вання i показниками надiйностi, а першочергове
обмеження стосується потокiв даних, якi викли-
кають перевантаження з урахуванням прiоритетiв
вiдповiдно до значень вагових коефiцiєнтiв.
Запропонованi в роботах [14–16] математичнi мо-
делi описують загальнi процеси управлiння пото-
ком в стацiонарнiй компонентi системи зв’язку ЗС
України. В рамках запропонованих моделей визна-
чено взаємозв’язок мiж характеристиками потоку
даних рiзних застосункiв та керуючими змiнними.
В той же час порядок використання математичних
виразiв, якi покладенi в розробленi моделi, може
визначити лише вiдповiдний метод.
В зв’язку з чим, в роботi [17] запропоновано
метод управлiння потоком даних на основi рiзних
прiоритетiв в IТМ стацiонарної компоненти системи
зв’язку ЗС України (Pис. 1).
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Задача управління потоком на основі 
абсолютних пріоритетів
Задача управління потоком на основі
відносних пріоритетів
– кількість вузлів мережі (М);
– кількість трактів передачі (Е) у мережі та їх пропускні здатності (φij);
– множина потоку даних (K) та їх ряд параметрів: rk, sk і dk;
– вимоги до якості обслуговування. тих чи інших аплікацій потоку даних
Формування вектору шуканих параметрів, який 
представлений змінними kijx та 
kα
Вибір співвідношення вагових коефіцієнтів kc и kijc
Етап 4. Постановка математичної задачі оптимізації
Формування системи обмежень
Етап 5. Розв’язання задачі оптимізації
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Рис. 1. Структура методу управлiння потоком даних в стацiонарнiй компонентi системи
зв’язку, де 𝑟𝑘, 𝑠𝑘 i 𝑑𝑘 – iнтенсивнiсть 𝑘-го потоку, вузол-джерело й вузол-одержувач вiдповiдно; 𝑥
𝑘
𝑖𝑗
– iнтенсивнiсть 𝑘-го потоку, що протiкає в трактi (𝑖, 𝑗) ∈ 𝐸; 𝛼𝑘– iнтенсивнiсть 𝑘-го потоку, що отримав
вiдмову в обслуговуваннi мережею; 𝑐𝑘𝑖𝑗 , 𝑐
𝑘 – питомий штраф за завантаженiсть трактiв передачi мережi i
за обмеження в обслуговуваннi трафiкiв користувачiв
Метод складається з наступних етапiв: монiто-
ринг та аналiз вихiдних даних; формування вектору
шуканих параметрiв; формування метрик викори-
стання ресурсiв мережi; постановка математичної
задачi оптимiзацiї; розв’язання задачi оптимiзацiї.
З метою розробки практичних рекомендацiй щодо
реалiзацiї методу управлiння потоком даних [17]
в IТМ стацiонарного компоненту системи зв’язку
ЗС України виникає необхiднiсть щодо його дослi-
дження для аналiзу впливу параметрiв на процеси
управлiння потоком з точки зору його маршрутиза-
цiї та обмеження iнтенсивностi на границi мережi.
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4 Експерименти
Застосування запропонованого в роботi [17] ме-
тоду проведемо на прикладi, в ходi якого проводило-
ся математичне моделювання мережi для структу-
ри, представленої на Pис. 2, при спiльному обслуго-
вуваннi двох потокiв даних рiзних прiоритетiв.
 
Рис. 2. Приклад структури iнформацiйно-
телекомунiкацiйної мережi
Етап 1 – монiторинг та аналiз вихiдних даних.
Для представленої на Pис. 2 структури в роз-
ривах трактiв передачi (ТП) вказанi їх пропускнi
спроможностi (1/с). Тодi загальне число вузлiв-
маршрутизаторiв мережi дорiвнює шести (6), а чи-
сло ТП – восьми (8).
Нехай перший вузол – вузол-вiдправник, а шо-
стий – вузол-одержувач. Вiдповiдно з наведеними
на Pис. 2 вихiдними даними пропускна здатнiсть
(ПЗ) напрямку зв’язку вiд першого вузла до шо-
стого складає 165 1/с (ПЗ вузла 1 → вузла 2=80
1/с + ПЗ вузла 1 → вузла 6=50 1/с + ПЗ вузла 1
→ вузла 3=35 1/с).
Перший потiк даних має бiльш високий прiори-
тет, нiж другий.
Етап 2 – формування вектору шуканих параме-
трiв.
Необхiдно: визначити порядок розподiлу потоку
даних уздовж шляхiв мережi (Pис. 2) та iнтенсив-
нiсть вiдмов, тобто розрахувати вектор шуканих
параметрiв, який, для наведеного прикладу, пред-





























Етап 3 – формування метрик використання ре-
сурсiв мережi.
З метою превентивного обмеження iнтенсивностi
потоку даних, що надходить до мережi, високо-
прiоритетному (першому) потоку спiввiдношення
𝐶 = 𝑐1/𝑐1𝑖𝑗 = 3, 8 встановимо бiльше, нiж для низь-
копрiоритетного (другого) потоку ∆C=𝑐2/𝑐2𝑖𝑗=3, 5,
що при рiвних умовних вартостях використання ци-
ми потоками канального ресурсу (𝑐𝑘𝑖𝑗), дозволить
задати вартiсть вiдмов першого потоку даних ви-
ще, нiж вартiсть вiдмов другого. Вибiр чисельних
значень та вiдношення вагових коефiцiєнтiв роз-
глядався в роботах [14, 15]. Вiдношення вагових
коефiцiентiв впливає на ступiнь превентивностi iн-
тенсивностi вiдмов потоку даних у випадку переван-
таження мережi.
Етап 4 – постановка математичної задачi опти-
мiзацiї.
Далi формується система умов-обмежень. При
цьому необхiдно виконати ряд умов, якi представ-
ленi у виглядi обмежень, рiвнянь та нерiвностей:
𝐴𝑒𝑞 · 𝑥 = 𝑏𝑒𝑞, (1)
𝐴 · 𝑥 ≤ 𝑏, (2)
𝑙𝑏 ≤ 𝑥 ≤ 𝑢𝑏. (3)
Тодi умови збереження потоку, умови запобiган-
ня перевантаження трактiв передачi мережi та за-
безпечення превентивного обмеження iнтенсивностi
трафiка з врахуванням (1)-(3) можна представити
в векторно-матричнiй формi.
5 Результати
Етап 5 – розв’язання задачi оптимiзацiї.
На Pис. 3 представленi результати розв’язання
оптимiзацiйної задачi в рамках запропонованого ме-
тоду для випадку, коли розв’язується задача управ-
лiння потоком на основi абсолютних прiоритетiв.
Оптимiзацiйна задача щодо розрахунку вектору
шуканих параметрiв розв’язувалась з використа-
нням iнструментарiю ”Optimization Toolbox” про-
грамного пакету Matlab, який представлено пiдпро-
грамою ”linprog”, що базується на симплекс-методi.
Особливiстю методу управлiння потоку на основi
абсолютних прiоритетiв є те, що у випадку мо-
жливого перевантаження мережi превентивне обме-
ження буде стосуватись в першу чергу найменш
прiоритетного потоку даних – аж до повної вiд-
мови в доступi (Pис. 3, б). Потоку з бiльш висо-
ким прiоритетом обмеження не буде стосуватись
доти, поки можна вiдмовити низькопрiоритетно-
му (Pис. 3, а). При цьому вiдмови здiйснюються
за рахунок послiдовного вiдключення шляхiв, по-
чинаючи з найбiльшої ”довжини”. Подiбна модель
обмеження iнтенсивностi потоку даних багато в чо-
му схожа на модель прiоритетного обслуговування
черг на мережних вузлах (Priority Queuing, PQ).
Вона добре пiдходить для обслуговування потокiв
даних рiзних категорiй термiновостi. Наприклад,
команди бойового управлiння передаються за най-
вищим прiоритетом, пiдтвердження донесень – за
середнiм прiоритетом, а данi про повсякденну дi-
яльнiсть вiйськ – за бiльш низьким прiоритетом.
Для наглядної демонстрацiї запропонованого ме-
тоду [17] в Tаблицi 1 представленi вихiднi данi та
результати моделювання мережi (Pис. 2) для випад-
ку, коли розв’язується задача управлiння потоком
на основi вiдносних прiоритетiв.
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Табл. 1 Вихiднi данi та результати моделювання
𝑟1,(1/с) 𝑟2,(1/с)
∆𝐶1 = 3, 8; ∆𝐶2 = 3, 5 ∆𝐶1 = 3, 8; ∆𝐶2 = 1, 5
𝛼1(1/с) 𝛼2(1/с) 𝛼1(1/с) 𝛼2(1/с)
100 100 24 28 13 62
60 60 4 6 0 30
100 20 9 1 4 17
20 100 0 11 0 38
10 10 0 0 0 0
 
(a) (б)
Рис. 3. Залежнiсть частки вiдмов високопрiоритетного (𝛼1*) та
низькопрiоритетного (𝛼2*) трафiкiв вiд їх iнтенсивностей (𝑟
1; 𝑟2)
Рис. 4. Рекомендацiї щодо практичної реалiзацiї методу управлiння потоком даних
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Так, у випадку можливого перевантаження ме-
режi, обмеження буде стосуватись як низькопрiо-
ритетного потоку даних, так i високопрiоритетного
потоку даних. При цьому високопрiоритетного в
бiльшiй мiрi.
З метою практичної реалiзацiї запропонованих
рiшень в iнформацiйно-телекомунiкацiйних мере-
жах стацiонарного компоненту системи зв’язку ЗС
України необхiдно здiйснити органiзацiйнi, техно-
логiчнi та програмнi заходи (Pис. 4): розширення
перелiку структурних та функцiональних параме-
трiв забезпечення гарантованої QoS; адаптацiя ка-
тегорiй термiновостi повiдомлень на методи марку-
вання (IPpr − 8 класiв обслуговування, DSCP – 64
класiв обслуговування); забезпечення оперативного
збору статистики про стан мережi з перiодичнiстю
в десятки секунд; використання територiально роз-
подiленої структури IТМ вiйськового призначення.
Реалiзацiя методу [17] дозволить удосконалити
стацiонарну компоненту системи зв’язку ЗС Украї-
ни та пiдвищити її продуктивнiсть у середньому на
(10-20)%, а також якiсть обслуговування за ймовiр-
нiстю доставки пакетiв на (1-3)%.
Висновки та пропозицiї
В роботi дослiджено метод управлiння потоком
даних на основi рiзних прiоритетiв в стацiонар-
нiй компонентi системи зв’язку ЗС України, який
вiдповiдає технологiчним рiшенням, що застосову-
ються в сучасних мережах наступного поколiння
(Next Generation Network, NGN). За результатами
дослiдження встановлено, що в рамках методу за-
безпечується: по-перше, погоджене рiшення задач
багатошляхової маршрутизацiї та обмеження iнтен-
сивностi потоку на границi транспортної мережi,
по-друге, адаптивний характер обмеження iнтен-
сивностi потоку даних на основi абсолютних та
вiдносних прiоритетiв у випадку перевантаження
мережi.
Крiм того, в статтi розробленi рекомендацiї щодо
практичної реалiзацiї методу управлiння потоком
даних на основi рiзних прiоритетiв в IТМ стацiо-
нарного компоненту системи зв’язку ЗС України.
З метою перевiрки адекватностi та достовiрно-
стi методу управлiння потоком даних на основi
рiзних прiоритетiв в стацiонарнiй компонентi си-
стеми зв’язку ЗС України в подальшому необхi-
дно провести натурний експеримент на реальному
мережевому обладнанi. При цьому рекомендується
застосовувати встановлений на кiнцевих вузлах-
маршрутизаторах програмний пакет IxChariot. Пе-
ревагами даного пакету є те, що його використа-
ння дозволяє задавати кiлькiсть потокiв даних, їх
прiоритети й iнтенсивностi, вузли вiдправникiв i
одержувачiв.
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Рекомендации по реализации метода
управления потоком данных на осно-
вании различных приоритетов в ста-
ционарной компоненте системы связи
Вооруженных Сил Украины
Добрышкин Ю. Н., Лаппо И. Н., Кузнецов В. А.,
Геращенко М. М.
Актуальность. Задача повышения производитель-
ности стационарного компонента системы связи Воо-
руженных Сил Украины требует внедрения соответ-
ствующих новых методов управления потоком данных
разных приоритетов, которые в дальнейшем должны
быть реализованы в современных протоколах маршру-
тизации в соответствии с концепцией сетей следующего
поколения.
Метод. Исследован метод управления потоком дан-
ных на основании разных приоритетов в стационарной
компоненте системы связи Вооруженных Сил Украи-
ны, который состоит из следующих этапов: монито-
ринг и анализ исходных данных; формирование вектора
искомых параметров; формирование метрик использо-
вания ресурсов сети; постановка математической зада-
чи оптимизации; решение задачи оптимизации. В рам-
ках метода обеспечивается согласованное решение задач
многопутевой маршрутизации и адаптивного ограниче-
ния интенсивности потока на границе информационно-
телекоммуникационной сети на основе разных приори-
тетов.
Результаты. В статье исследован метод на кон-
кретном примере структуры сети с использованием
инструментария «Optimization Toolbox» программного
пакета Matlab. Разработаны практические рекоменда-
ции по практической реализации метода в стационарной
компоненте системы связи Вооруженных Сил Украины.
Выводы. По результатам моделирования установ-
лено, что реализация метода в современных техноло-
гических решениях позволит повысить продуктивность
информационно-телекоммуникационной сети в среднем
на (10-20)%, а также качество обслуживания с веро-
ятностью доставки пакетов на (1-3)%. Предложенный
метод соответствует требованиям концепции управле-
ния потоком данных Traffic Engineering. Указано, что
для проверки адекватности и достоверности усовершен-
ствованного метода в дальнейшем необходимо провести
натурный эксперимент на реальном сетевом оборудова-
нии.
Ключевые слова: маршрутизация; средства управ-
ления потоком; информационно-телекоммуникационная
сеть; транспортная сеть; качество обслуживания
Recommendations for Implementation
of Data Flow Control Method Based
on Different Priorities in Stationary
Component of Communication System
of Armed Forces of Ukraine
Dobryshkin Y. M., Lappo I. M., Kuznetsov V. O.,
Herashchenko M. M.
Relevance. The task of increasing the productivity
of the communication system stationary component of
the Armed Forces of Ukraine requires the introduction of
appropriate new methods for controlling the data flow of
different priorities, which should be further implemented in
modern routing protocols in accordance with the concept
of next generation networks.
Method. The method of data flow control based on
different priorities in the communication system stationary
component of the Armed Forces of Ukraine is investigated.
The aforementioned method consists of the following stages:
monitoring and analysis of initial data; formation of the
required parameters vector; formation of metrics for the use
of network resources; statement of the mathematical opti-
mization problem; solution of the optimization problem.
Within the framework of the method, the coordinated
solution of the problems of multipath routing and adaptive
limitation of the flow rate at the border of the information
and telecommunication network is provided on the basis of
different priorities.
Results. The method on a specific example of the
network structure using the ”Optimization Toolbox” of
the Matlab software package is studied in the article.
Practical recommendations are developed for the practical
implementation of the method in the stationary component
of the communication system of the Armed Forces of
Ukraine.
Conclusions. Based on the simulation results, it is
established that the method implementation in modern
technological solutions increases the productivity of the
information and telecommunication network by an average
of (10-20)%, and the quality of service with the probabi-
lity of packet delivery by (1-3)%. The proposed method
meets the requirements of the Traffic Engineering data flow
control concept. It is noted that in order to validate the
adequacy and reliability of the improved method in the
future, it is necessary to conduct a full-scale experiment
on real network equipment.
Keywords: routing; flow control means; information and
telecommunication network; transport network; quality of
service
