In the present work, a model is presented for the optimization of water distribution networks (WDN).
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Value of the objective function for particle i C Tmax Maximum total cost of the WDN The analytical solution to this problem is a complex one, as it simultaneously involves equations for conservation of mass and energy, head losses, and the minimum network requirements such as minimum pressures at demand nodes and flow velocities, which should stand between the minimum and maximum limits imposed by the problem.
When the dimensioning of a WDN is treated as an optimization problem, two types of approach may be used:
Split-pipe and Single. While the Split-pipe approach uses two or more diameters in a pipe of the network, the Single approach uses a single diameter per pipe. Figure 1 shows both approaches. In the present work, the Single approach is used.
An optimum WDN design implies in finding the diameter of each network pipe so its total cost is minimized within the hydraulic constraints. A WDN is usually represented by a graph with vertices (nodes) and edges (pipes) connected at the vertices. The nodes may represent tanks or demand nodes, while the lines may represent pipes, valves, or pumps.
The WDN optimization problem can be formulated using mixed-discrete nonlinear programming (MDNLP) with the diameters of each pipe as the decision variables, which are real-valued and discrete.
In the 1970s, researchers approached the WDN optimization using linear, non-linear, dynamic, and mixedinteger programming methods. Thereafter, many works were developed in this area, some of them deserving special highlight. Among those using LP (linear programming),
Alperovits & Shamir () introduced a significant method, named linear programming gradient (LPG). This is an iterative method carried out in two steps, the first one consisting of considering optimization of the design when the distribution of flow rates in the network is assumed to be known and the second one consisting of calculating the length of pipes with normalized diameters belonging to a certain part of the network. The LPG method was subsequently improved by several researchers, 
WDN OPTIMIZATION MODEL
The optimization model developed for WDN design considers the set of available diameters to be used in the 
Constraints
The Model constraints are:
(a) The algebraic sum of the input and output flow rates in a node (k) must equal zero (law of conservation of mass) according to Equation (2), where q in (k) and q out (k) represent the input and output flow rates in node k, respectively, and dmd(k) is the demand in node k.
(b) The sum of the head losses in the set of pipes in a loop must equal zero (law of conservation of energy) according to Equation (3), where h fj represents the head loss (h f ) in pipe j, which is part of a set of pipes in a given loop.
If a pump is present in the loop, the law of conservation of energy is given by Equation (4), where E P is the energy released by the pump.
(c) The pressure in each node must be greater than a minimum required value for the WDN according to
Inequality (5), where pr(k) is the pressure and pr min (k) is the minimum required pressure in node k. v min jv j j v max (6) (e) The diameters to be used must be in the set of available diameters as represented in Equation (7), where x i , j is the diameter of pipe j of solution i and D SET is the set of available diameters to be used in the WDN.
Equations used for head loss calculation Friction factor f is also dimensionless and depends on four Equations (8) and (9) are evidently nonlinear and the diameters, as previously mentioned, are discrete variables.
Therefore, whatever the equation used to calculate head losses, the optimization model has the form of an MDNLP problem. In the present work, an optimization method based on the PSO algorithm was developed to solve the problem.
The PSO algorithm was introduced by Kennedy & Eberhart () and it belongs to the group of meta-heuristic algorithms, which are based on the behavior of a flock of birds or a school of fish. It considers the social and cognitive aspects, that is, each element of the group has its behavior influenced by the group and by its own individual experiences. The term 'particle' can be understood as an element of the group, like a bird in the flock or a fish in the school.
Through this analogy, in the optimization problem, the particle can be imagined as close or distant from the target.
Therefore, its performance must be evaluated, thus the indicator named fitness, which is a reference scalar (value of the objective function), is used.
A possible solution to the system is vector
, which represents the position of particle i, with dimension M. The velocity of particle i, represented by
the search direction in the solution space. The particle is evaluated at each iteration t. The best particle position is named Pbest (personal best) and is stored in vector
). Furthermore, the particle is compared with the best position ever achieved by the group, named
The orientation of the speed of the particle is influenced by both vectors, P i and G.
The PSO algorithm is formulated by Equations (10) and (11), where i ¼ 1, 2,…, N P (number of particles); j ¼ 1, 2,…, M (number of decision variables); t is the iteration number; r 1 and r 2 are random numbers with uniform distribution in the interval [0, 1]; c 1 and c 2 are, respectively, the coefficients of the cognitive and the social accelerations; p i,j is component j of vector Pbest of particle i; g j is component j of vector Gbest; and w is the inertia weight introduced by Shi & Eberhart () .
(10)
Strategy for penalization of the objective function
Particle X i should be evaluated using Equation (1) at every movement (iteration). The particle must be verified for viability and hydraulic violations. Such violations can be:
• pressure in a demand node lower than the minimum allowed;
• fluid velocity inside the pipes lower than minimum or higher than maximum velocities allowed.
In the present work, Epanet was used to verify the pressures and to calculate the velocities.
For particle i, for each existing violation, a penalty is issued through the incorporation of a value named
Wpenal into the objective function. The number of violations NV must be multiplied by Wpenal in Equation (1), if these violations exist. The objective function is then penalized and represented by Equation (12). If the group has N P particles, matrices X, V, and P, necessary to formulate the algorithm, are represented by expressions (13), (14), and (15).
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The formulation of the PSO algorithm, presented previously, may result in the particles finding a local solution if the problem has a nonlinear and non-convex nature. Due to its quick convergence, it may lose the ability to explore new spaces, when the objective is to look for an optimum global solution or at least to approach it. Thus, in the present work, a modification is proposed for this algorithm so this problem can be alleviated.
PSO ALGORITHM MODIFICATION FOR WDN OPTIMIZATION
If there are any violations when calculating the head losses and the velocities, the optimization model, while searching for a global optimum, may converge to a local optimum, due to the problem having a nonlinear and non-convex nature. Standard PSO optimization methods cannot escape this trap. Therefore, in the present work, a modification was proposed in the algorithm in an attempt to mend this situation.
The PSO algorithm, which is governed by the use of Equations (10) and (11), quickly converges to local solutions when the solution space is non-convex, multimodal, and discontinuous, as is the case in WDN optimization problems. If a particle i achieves the same position as Gbest, then the vector
After a given number of iterations (t 1 ), the expression v Pi,j (t þ 1) is represented by (v Pi,j (t):w) t 1 and, since w < 1, the expression v Pi,j (t þ 1) approaches zero (v Pi,j ! 0), meaning, in Equation (10), that the particle Xi stalls together with vector Gbest.
The consequence of this behavior is that, as the number of iterations grows, the particles gather in a local optimum, thus losing their ability to explore new solution spaces. 
Since diameters are discrete, x i,j must be in the set of available diameters, D SET . In this regard, a procedure is used to convert diameter x i,j , initially continuous, to a discrete one, as shown in Figure 4 .
Variable x i,j assumes the value of either D L or D U according to Expression (18).
This is done for the group of N P particles, forming matrix X of order N P x M.
The components of vector
or randomly between values V PSOmin and V PSOmax following Equation (19), where V PSOmax and V PSOmin are, respectively, the maximum and minimum particle velocities, that is,
The velocity V PSOmax , according to Ezzeldin et al. () , can be limited using Equation ( (), assume α ¼ 0.50 in some examples, just as the minimum velocity of the particle can be assumed as
The new position of particle x i,j , in iteration t þ 1, is described by Equation (10). Once more, the value x i,j (t þ 1) must be in the set of available diameters and thus it has to be discretized, according to Figure 4 , as velocity v Pi,j is a continuous real value.
A viable vector, in particular, is that which has as elements the maximum diameters (D max ), which shall be installation costs of the pipes). If this vector has pressure violations, the network is unfeasible.
The evaluation of vector Gbest ¼ (g 1 ,g 2 ,g 3 ,…,g M ),
according to Equation (1), yields a scalar named C TG that is, for now, the best result found in the process. The particle
Gbest is named the current leader of the group. The process of particle movement (iterations) ends when C TG presents no variation in the following iterations or when the maximum number of iterations, tmax, is surpassed.
Modified PSO algorithm for the optimum WDN project
A modification was implemented in the PSO algorithm to keep particles dispersed, thus avoiding stagnation together with the Gbest leader particle, maintaining the exploration of the solution space and avoiding repetitive operations for particles that have the same position. The procedures of the modified algorithm are as follows: 
Keep the velocities (v Pi,j ) and return to step 2 for the next particle. 
If the iteration number (t) is greater than the maximum number of iterations (tmax), print the results (G, C TG ,
pR, vR). Otherwise, update the particle position and return to step 2.
In order to determine the inertia weight, the function Simulated annealing inertia weight was used with λ ¼ 0.95, as presented by Shrivatava et al. () . This function is shown in Equation (21). The penalty costs used in the literature take many 
Case study 1
The first case study was carried out using a network known as Two-Loop, originally studied by Alperovits & Shamir () . Figure 5 presents the network layout, showing node elevations and demands.
The network comprises eight pipes with 1,000 m in length. The minimum pressure requirement in each node equals 30 water column meters above the node. Head The main feeding is done using gravity and the elevation of the tank (210 m) is enough to fulfill the minimum node pressures. The Two-Loop network has 7 nodes and 8 interconnected pipes. The set of available diameters (in mm) is .4, 50.8, 76.2, 101.6, 152.4, 203.2, 254.0, 304.8, 355.6, 406.4, 457.2, 508.0, 558.8, 609 .6}, comprised of 14 available diameters (nd ¼ 14), as shown in Table 3 .
The following PSO algorithm parameters were considered for the Two-Loop network: dynamic inertia weight w max ¼ 0.9 and w min ¼ 0.5; acceleration coefficients c 1 ¼ c 2 ¼ 2; penalty Wpenal ¼ US$ 100,000; number of particles
number of iterations tmax ¼ 33.
Execution time was in the order of centiseconds, in an
Intel Core i5 1.6 GHz CPU. The optimized value was found to be US$ 419,000.00, which represents the global optimum according to Ezzeldin et al. () . Table 4 shows the optimized diameters in inches, in order to compare with previous works. 20-inch diameter was used for the first segment and an 18-inch one for the second segment. In the present work and in that of Zhou et al. () , an 18-inch diameter was used for the whole pipe.
The pressures obtained using the model proposed in the present work, according to the optimized diameters, are shown in Table 5 , being evidently higher than the minimum required (30 m). Figure 6 presents the cost comparison between the standard PSO and the modified PSO algorithms. It can be seen that the best value found using the standard PSO was US$ 420,000 in the iteration 26 (this value remains unaltered until the end of the optimization process).
The modified PSO algorithm achieves the optimum value (US$ 419,000) in the iteration 33.
Case study 2
The second case study refers to the main network in the city of Hanoi, Vietnam (Fujiwara & Khang ), which comprises 34 pipes, 32 nodes, and three loops, as shown in The following parameters were considered in the PSO According to the results shown in Table 7 , the solution found by Fujiwara & Khang () , highlighted by the symbol **, shows Split-pipe results. Some solutions from other researchers were verified using the Epanet program and some nodes were noted to have pressures below the minimum requirement. Such solutions are highlighted by the symbol *. Table 8 shows nodal pressures for the network in Hanoi.
Notably, there are pressures lower than the minimum network requirement, making the results infeasible.
The variation in the pressure results is due to the use of Case study 3
The third case study was developed using the network presented by Gomes et al. () . The network encompasses an area of approximately 600 ha, having a demand designed to supply around 100 thousand people. The network comprises 72 pipes, 61 demand nodes, one tank, and 11 loops.
It is shown in Figure 9 .
Network setup costs are shown in Registered time was 64 s, in the same computer used for the previous cases.
The pressures in the network nodes are presented in Table 10 . Table 11 shows the pipe length and optimized diameter for each pipe. Case study 4
The fourth case study involved the irrigation network in Balerma, which is an adaptation of the existing irrigation-WDN, in the Sol-Poniente irrigation district in Balerma, in Figure 9 | Network layout for case study 3. the province of Almería (Spain). This is a network with four feeding sources, 443 demand nodes, 454 pipes, and eight loops (Reca & Martínez ) .
The network is shown in Figure 11 . Head losses are cal- Figure 11 | Layout of the network in Balerma (Spain). A comparison between the standard PSO and the modified PSO for all the case studies is given in Table 14 . It can be noted that the modified PSO presents better results for all the considered cases. Obviously, the solutions presented by the standard PSO were trapped in local optima.
CONCLUSIONS
In the present work, a model was developed for optimum WDN design. The problem presents an MDNLP formulation. An algorithm based on PSO was developed, with a modification proposed in order to avoid convergence to local optima. It was proven efficient, avoiding premature convergence when seeking optimum solutions and, in some cases, finding the global minimum, preventing particles from gathering in a single position, keeping them scattered, thus increasing the efficiency in exploring the solution space.
An approach was developed to convert continuous pipe diameters into discrete ones, which also showed efficiency, keeping a good performance when converging to an optimum value.
Hydraulic simulator Epanet was used to verify pressures in each node. Its response is instantaneous when solicited to calculate the hydraulic variables and to evaluate the network viability. Results obtained from applications, using 
