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A B S T R A C T
The spectral function associated w ith  the S turm -Liouville  d ifferentia l equation 
is investigated. We explore firs t a refinement of an existing result by G ilbe rt and 
Harris by deriving conditions for the potentia l (coefficient) function which allow 
us to compute the spectral function. We next further refine the same result using 
a particu lar choice for a component of the potentia l. The next section imposes 
slightly more stringent restrictions on the potentia l which guarantee th a t the spectral 
function w ill be eventually of one sign. Finally, we generalize the firs t result bjr 
expanding the class of potentia ls to which the result applies.
Throughout, we use a method employed by G ilbert and Harris th a t relates the 
solution of the differentia l equation to  a series solution of an associated R iccati 
differential equation. O ur new theorems are preceeded by existing results which 
provide background for the new material. When needed we also provide examples 
of the computation of explic it parameters for which our results hold.
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C H A P T E R  1
IN T R O D U C T IO N
1.1 S ettin g
We begin by investigating the spectral function associated w ith  the Sturm - 
Liouville  equation
where x  G [0. oo), q(x ) is real-valued and localfy L l , and q(x) — —oo as x  — oo.
In th is first chapter we collect some background m ateria l on the S turm -Liouville  
equation and on the nature of spectral functions.
1.2 L im it C irc le /L im it P o in t and S p ectra l F un ction s
To explore the background m aterial, to m aintain consistency w ith  the lite rature, 
we w ill consider the operator form  of (1.1.1), namely
y"(x )  +  {A -  } ( i ) }  y(x) =  0
w ith  in it ia l condition
y (0) sin a  — y '(0) cos a  =  0 (1 .1.2)
r y  :=  - y " ( x ,  A) +  q{x )y {x , A) =  Ay (1.2.1)
where q is a real-valued function o f t  on [0, oo).
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2Definition 1.1 I f  fo r  some A in  C, every solution <fi of (1.2.1) satisfies
OO
\ i \ 2 <  +oo, (1-2-2)
Jo
then t  is lim it-c irc le  case at oo. Otherwise, r  is lim it-po in t at oo.
The origins of the terms lim it-p o in t and lim it-c irc le  are shown below.
The firs t result concerning th is defin ition proves tha t the l im it  p o in t/lim it-c irc le  
classification is independent of the choice of A. The proof is contained in  [6], chapter 
9.
Theorem  1.1 Suppose there exists a A0 G C such that every solution of
r y  =  A0 y
is in  L 2[0, oo). Then fo r  every A G C, with Q/A) >  0, every solution of
r y  =  A y
is in  L 2[0, oo).
Thus, i f  (1.2.1) is lim it-c irc le  for some Ao, it  is lim it-c irc le  for any A G C.
1.3 T itch m a rsh /W ey l m -fun ction
It, is clear tha t in the lim it-p o in t case, at most one linearly independent solution 
of (1.2.1) G L 2[0, oo). We can also show tha t in fact there is exactly one L 2 solution 
whenever ^ {A }  ^  0. We sketch an argument here, and refer the reader to [6] for 
details.
For fixed a  € [0, 2tt), let <p(x, A) and i f (x ,  A) be the two solutions o f (1.2.1) given by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
30(0, A) =  s in (a),  0; =  — cos (a-)
(1.3.1)
0(0, A) =  cos(a), 0 ' =  sin(a)
These solutions form  a fundamental system. We form a linear combination
xOr; A) =  <f>(x, A) +  m ( A ) 0 ( x ,  A)
For a fixed (3 £ [0, 2tt) and x  =  b £ (0, oo), a derivation yields the Titchm,arsh-Weyl 
m-function
B  =  =  (M O  ( 1 3 2 )
1 ’ , W  c o t (0 ) - f ( b ,  A )+ i/> '(x ,A ) 1 J
For a fixed A, and le tting  o =  cot(P), we can w rite
A z +  S  
m  ^CT -f- D
where A, B, C, D are fixed, and z goes from  — oo to  oo as /? goes from  0 to  ix.
Thus the form of m  is a fractional linear transform ation in  z. I t  is known [9] tha t it  
maps the real axis in  the z plane to  a circle C\, in  the m plane. Thus the solution x  
we seek w ill exist i f  m lies on C0 Solving for z, we get
B  +  D m  
Z =  ~ A  +  Cm
We seek an  equa tion  for Cb, so we set A(~) =  0. A sim ple ca lcu la tio n  now yields 
expressions for the center
A D - B C
m t = C D ^ C D  (L 3 '3)
and for the radius
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4A D - B C  ,
r ^ C D ^ C D  (L 3 -4)
Further com putation yields expressions for these quantities in  terms of the orig inal 
solutions of (1.2.1):
m * [ i J w  n  ihwKtOI (U ,5 )
where
[(pip\{b) =  p{b)((p{b)Jj (b) -  ip'{b)ip{t)) 
Moreover, the equation of the in terior of Cb is given by
lxx](b)
<  0 (1.3.6)
And finally, substitutions te ll us tha t m  is on Cb i f
rb
|2 Q(m)
j Q m  “  a w ’
tha t m € In t (Cb) i f
fb
and tha t
2S(A) / \,ip \2d t  
J o
We note two facts from  th is last integral:
(1.3.7)
L 1x1 <  w  (L 3 ’8)
n  =  h   (1-3.9)
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(i) The integral is an increasing function of b, so that r  is a decreasing function 
of b, and
(ii) I f  0 <  a <  b <  co, then Ca contains Cb
Thus, as b —» oo, either {Cb} —> C ^ ,  a circle, or {Cb} rn ^ ,  a po in t
•  Case 1 - Cb —» the circle C ^  as b —> oo 
Then the radius r ^  =  lirrib^oofrb} — R  >  0 
So that
2T?{A} f  \ip\2 <  oo 
J o
And thus
tt> e L 2[0, oo)
I f  moo is on C o o ,  then is inside Cb for all b >  0.
Thus




(j) +  fhooip 6 L 2[0, oo)
Thus there exists a solution of (1.1.1) in  L 2[0, oo). Also, [7/7, 0+ttToo] =  —1 ^ 0 ,  
so 7Jj and x  are linearly independent. Thus all solutions o f (1.1.1) are in 
T 2[0, 0 0 ).
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6•  Case 2 - Cb the point m a s  b —»■ oo
Then radius =  l im { rb )  =  0
and thus
ip £ L 2[0, oo)
B u t p € -^2[0, oo), so there exists exactly one solution in  L 2[0, oo)
We summarize these results in  a theorem:
T h e o re m  1.2 I f  9 (A ) ^  0, and (p and ip are linearly independent solutions of 
(1.1.1), then the solution
X =  <P +  mtp (1.3.10)
satisfies the boundary condition (1.7.1) i f  and only i f  m lies on the circle Cb whose
equation is
[XX](&) =  0 (1.3.11)
As b —> oo, either
1. Cb —> Coo, a l im it  circle, or
2. Cb —> moo, a l im it  point
In  case 1, all solutions are in  L 2[0, oo) fo r  £y(A) 0. In  case 2, there exists exactly
one linearly independent solution in  L 2[0, oo). In  the limit-circle case, a po in t is on 
Coo i f  and only i f  [xx](oo) =  0.
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71.4 P rop erties o f L im it C ircle and L im it P o in t C ases
In  th is section we collect some fam iliar results about the lim it-c irc le  and lim it 
point cases for (1.1.1). Proofs are contained in  [2], chapter 10.
T h e o re m  1.3 Suppose in  (1-1.1) the following conditions hold:
i)  q(x) =  — F {x )  <  0 
i i )  F (x )  has a continuous f i rs t  derivative 
Hi) W (x )  =  F i (x ) [F ( x )]~3F  is o f bounded variation on (0, oo)
iv) lim ^ o o  W (x )  =  0
v) {F(x)]~ l l 2 G Z/1 [0, oo)
Then 1.1.1 is limit-circle
O f more importance in  th is work are sufficient conditions for the lim it-p o in t case to  
hold. These conditions are described in detail in  [2],
T h e o re m  1.4 Suppose in  (1.1.1) that q(x) is bounded below. Then the lim it-po in t  
case holds, and the solution y(x) satisfies:
i)  l im x^ O0y (x )y /(x) =  0 
i i )  y '{x )  G L 2[0, oo) 
in )  \q(x)\l l 2y(x)  G L 2[0,oo)
T h e o re m  1.5 The lim it-po int case holds i f  there exist a positive, differentiable func ­
tion M (x) and positive constants k i, k2 such that fo r  x >  a >  0,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8i)  q(x) >  —k iM (x )
i i )  \M '{x ) \ [M {x ) ]~ z/2 <  k i
poo
Hi) /  [M {x ) ]~ 1^ d x  =  + 0 0
J  a
In  particular, i f  the potentia l q{x) =  M (x )  satisfies the hypotheses of Theorem 1.5, 
then (1.1.1) is lim it-po in t.
1.5 S pectra l F unctions
Our topic of research in  th is  work is the spectral function  associated w ith  (1.1.1),
and spectral concentration. In  th is section we define these terms and offer the ir
geometric interpretations.
To develop an in terpretation of the spectral function, we begin by recalling some 
facts about the eigenvalue problem.
Consider a fin ite  interval [0, b], and the problem
r y  = - y "  +  q(t) =  Xij (1.5.1)
s in {a )y {  0) — cos(a)y'(tf) =  0 (1.5.2)
cos(P)y(b) +  sin (P)y '(b ) =  0 (1.5.3)
where a, f3 € [0, 27r)
This is a self-adjoint boundary value problem on [0, 5], so there exists a sequence 
Xbn of real eigenvalues w ith  corresponding eigenfunctions Qbn, an orthonorm al set 
[6].
As before, let <p,f) be solutions of (1.1.1) satisfying
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9), A) =  s in (a), ip(Q, A) =  cos (a) (1.5.4)
<p'(0,X) =  —cos(a), V;/(0,A ) =  s in (a )  (1.5.5)
Then ip satisfies (1.5.2), and thus each 6bn is a m ultip le  o f ip(x, Xn) , so we can 
write
®bn =  r bnip(t, K )  (1-5.6)
where r bn is a constant independent of t.
We now apply the Completeness Theorem [6], chapter 9 to  any continuous func­
tion /  defined on [0, oo) tha t vanishes outside of [0, c], where c € (0, b) to  get
pb 00
/  l / ( * ) l2<a =  £ k J 2




ffW = / f(t)rp(t,x)dt
J o
and let pb be a monotone nondecreasing step function of A having a jum p of | r \ (12
at each Xbn. Assume further tha t pb(A +  0) =  pb(X) and p&(0) =  0 . Then Parseval’s
nb poo
Identity  gives tha t /  \ f { t ) \ 2d t — /  |^(A )|2dpb(A).
JO  J —oo
We generalize to  t  G [0, oo) by showing tha t pb tends to  an increasing function p 
such tha t the Parseval Identity  is s till valid. This construction of the function p(A) 
is summarized in  the following theorem, the proof of which is in  [6], chapter 9.
T h e o re m  1.6 Let r  be lim it-po int at oo. Then
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(i) There exists a monotone function p : (—00, 00) —» R  such that
p(A) -  p(p) =  lim  (pb(A) -  pb{p))
b—* oo
at points A, p o f continuity o f  p.
( i i)  I f  f  £ L 2[0, 00), there exists g G L 2{p) such that
/ oo r aI f ( t ) ' f ( t ,X )d t \2dp(X) =  0
00 7o
and
ro o  ro c
/  l / ( * ) |2< ft=  /  b (A )|2<ip(A)
'0 >/—00
(Hi)
ro o  r v
|/ ( * ) - /  g(X)4>(t, X)dp{X)\2dt =  0 
7o •/«/ 0
which we can write
/  X)dp(X) -> /
J — OO
in  the L 2 norm.
(iv) I f  moo is the l im it  point, then considered as a function o f X,
1 f x
p(A) — p (/i) =  lim  — /  moo • +  is )dv
^ ° +  ^  7/i
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Under these condition, p(A) is called the spectral function  of (1.1.1).
The spectral function pa(A) is non-decreasing and right-continuous for all a. The 
spectrum is the set of values of A at which p is non-constant, or, more precisely, the 
complement of the set of points at which p is constant.
1.6 S pectra l C oncen tration
A  great deal o f recent research has been devoted to  studying the properties of 
spectral functions. In  particular, i t  is known [2], [5] tha t under certain conditions, 
p is, in fact, absolutely continuous. For example, if  q(x) £ L 1[0, oo), then p(A) is 
absolutely continuous.
In  the case where pa(A) is absolutely continuous, we define Ao £ R as a point 
of spectral concentration of pa(A) i f  and only if
i) p'a(A) < oo exists and is continuous in  a neighborhood of A0
ii)  p'a (A) has a local maximum at Ao
From th is definition, we see tha t i f  /?"(A) exists and is of one sign for A >  A0, then 
A 0 is an upper bound for points of spectral concentration of pa(A). In  [7] i t  was 
shown tha t under these conditions, the associated spectrum is purely absolutely 
continuous on (Ao,oo). In  this work, we seek intervals of the form  [A0, oo) which
are devoid of points of spectral concentration. Our objective is to  find conditions
for the coefficient functions under which explic it bounds for A0 can be computed.
1.7 T he M eth o d  o f  G ilbert and H arris
Recently, G ilbe rt and Harris have devised a method correlating the spectral 
function of a particu la r ordinary differential equation w ith  a solution of the corre-
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1.2
sponding Riccati differential equation. We outline the method here, and refer 
to [3] and [4] for details.
In  the present context, i t  is convenient to  choose a fundamental system of solu­
tions in  such a way tha t the D irich let m -function m 0( A) is given by the logaritm ic 
derivative of the W eyl solution $(0, A) evaluated at x  =  0. To th is end, we let <pa 
and 9a be solutions of (1.1.1) satisfying the in it ia l condition
w ith  fundamental set of solutions 9, <fi satisfying
9a(0, A) =  cos on, 9'a (0, A) = —sina<pa (0, A) =  — sina, yfy(0, A) =  cos cr
I f  we can impose conditions on q(x) which w ill insure tha t (1.1.1) is lim it-po in t, 
then for $>(A) >  0 the solution T a(x,A) =  6a(x,A) +  m(A)tpa (x, A) o f 1.1.1 is in 
L 2[0,oo), where m{A) is as derived above. Since for 'As(A) >  0, T  ^  0, we can set
2/ (0 ) cos a  — y \ 0) sin a  =  0 (1.7.1)
Now we notice tha t v(x, A) satisfies the R iccati equation
v' =  — A +  q — v,2 (1.7.2)
Substituting, we get tha t
K ( x > x ) =  ( \ \ =  <P'a(x >*) +  m a(A)9,a(x,A)
A) ■ ’ ipa (x, A) +  m a(A)9a(x, A)
So that, for x =  0,
ty'a (0, A) sin a  +  m a (A) cos a
T q(0, A) cos a  — m a(A) sin a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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This equality holds for a  £ [0 ,7r), s o  for a  =  0 w e  get tha t
m “ (A) =  S  =  u ( M )  (L 7 '3)
I t  is further known [8], [5]) th a t when
lim  m 0(fi +  ie)
e—>-0+
exists, then Po(A) exists and
1 1
Po(A) =  -  ■ lim  Q { m 0( \  +  ie )}  =  -  lim  ^ { ^ (O,  A +  ie ) }  (1-7.4)
7r e—>0+ 7T e—>0+
Our method seeks to  w rite  the solution v (x ,X )  of the Riccati equation as
v(x, A) =  S(x, A) +  iT (x ,  A) 
for ^{A} >  0, in  which case, by (1.7.3), i t  follows tha t
p;(A) =  i - T ( 0 , A )
7r
and, i f  T(0,A) is differentiable,
1 d T (0, A)
7r d \
Using this last equality, i f  we can compute an exact or asymptotic representation 
d T (0 A) dT
for  - y —  =  ——(3 s {u(0, A)}), we can  th en , u nder the  co rrec t c ircum stances ,
o X  d \
determine bounds for points of spectral concentration.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C H A P T E R  2
S E T T IN G  A N D  E X IS T IN G  R E SU L T S
2.1 S ettin g
Throughout th is work, we w ill consider the S turm -Liouville  Equation
y" +  { \  -  q {x )}y  =  0 (2.1.1)
w ith  in it ia l condition
y(0)cosa  +  y '(0 )s ina  =  0 (2.1.2)
where q(x) is a real-valued member of C 2[0, oo) and q(x) —> —oo as x  —> oo. 
Suppose further tha t
r  (q')2/ ------g-dx <  +oo
Jo \q\~2
ro o  I I//
/ — j d x  <  Too (2.1.3)
Jo \q\*
P O O  ^
/  \q \~ idx  =  oo
J o>
I t  is known tha t under these conditions, (2.1.1) is in  the lim it-p o in t at oo (see 
(1.5)). I l l  [3] i t  was shown tha t these, along w ith  some additional technical conditions
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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on q(x), enable p(A) to be computed as an exact series valid for A >  Ao, where A 0 can 
be computed. In  this result, we determine other conditions on q{x) which guarantee 
tha t 2.1.1 has no points of spectral concentration in intervals of the form  [A0, oo).
2.2 E x istin g  R esu lts
In  th is section we outline two previous results w ith  conditions sim ilar to  ours.
2.2.1 A R esult Of Eastham
In  [1], Eastham proved the follow ing result under conditions (2.1.3):
Theorem  2.1 Let q be (M  + 2) -times differentiable with the ( M  +  1 ) th  derivative 
absolutely continuous on [0, oo) fo r  M  >  1. Suppose further that
q(%) <  —K x c (2.2.1)
and
\qv{x ) I <  (const)xc~v (2.2.2)
where 1 <  v <  M  +  2 fo r  x  e [1, oo), and c and K  are strictly positive constants. 
Then there are constants {c r } r>o such that, as A —► +oo,
Mc\ 2
7rpo(A) =  rffS — q{0 )\^  +  Co +  ^  cr A 2~ +  0 (A  2 ~l_e) (2.2.3)
r = l
2.2.2 A Result Of Harris
A n o th er resu lt under these cond itions was proved by H arris  in  1998. In  [3], th e  
author makes the assumptions (2.1.3) to  prove Theorem 2.2 below:
Let
I ( t  X) =  q" +  5(g/)2 (2 9 41
( ’  ^ 4(A — g)3/2 16(A — g)5/2
He supposes throughout tha t A — q(t) > 0  and tha t
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(A - (9’( i) ) 1/2 (2 '2 '5)
is positive and decreasing for a lH  >  0 and A >  A q. He notes tha t 2.1.3 implies tha t
/ ( ■ , A ) € L 1[0,oo) (2.2.6)
for all A >  A0 
Let
ro o
v2(x ,X) =  (A - q ( x ) f > 2 /  ( X - q ( t ) ) - 1/2e2^ i(x- q^ 1/2^ I ( t , X ) d t  (2.2.7)
J X
and for j= 2 , 3, ...
ro o  . ,




>{x , \ )  =  i (A -  g)§ +  9'_ t  +  ^ 2  vj{x,  A)
OO
4(A -  q) o= 2
=  4( A - ^ ) + ^ £ ^ ' (:C,A)}  (2-2‘9)
OO
T(a:,A) =  (A -  q)* +  ^ { ^ ^ - ( a ; ,  A)}
3 = 2
so that
v(x ,X)  =  S(x,X) +  iT {x ,X )  (2.2.10)
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Now let
i = 2OO (2.2.11)
T ' ( x , \ )  =  $ > { £ > ( * , > ) }
3=2
T h e o re m  2.2 I f  q in C 2[0, oo) is such that (2.1.3) hold, then there exists a A0 >  0 
such that fo r  all A >  Ao
1 +
T*(0, A) 
( A - g ( 0 ) ) 2
e - 2 f 0x S - ( t , X ) d t (2 .2 .12)
and, fo r  a  0,
Pa
T*(0, A)2e_2^0° s'*(*A)*
7r(A — g(0))2sin(a'){(S '(0, A) +  cota )2 +  T(0, A)2}
(2.2.13)
We outline the method of p roof here. To begin the proof of the theorem, Harris sets
y \ x ,  A)
y(x ,X )
where y is a s tr ic tly  complex-valued solution to  2.1.1. Then since
v'{x,  A) +  v(x,  A) 2 _





it follows tha t
v '  +  V 2 +  (A — q) — 0 (2.2.15)
The author then assumes the existence of a solution of (2.2.15) of the form
OO
v =  Y 2 vn (2.2.16)
71=0
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and then determines conditions under which the series converges un ifo rm ly  and 
absolutely.
Substituting (2.2.16) in to  (2.2.15) and a rearrangement yields
OO OO OO o o
Vo +  V o + 1^ 2 vn +  ' } 2 vn ^ 2 vm +  vo ' ) 2 vm =  0 (2.2.17)
n —1 11= 2  m = 0 m = l
Now the choice of
v0(x,A) =  i (A -  g)5, 
substitution in to  (2.2.17), and another rearrangement gives
o o  o o  o o  1  o o
v'Q +  v[ +  2v0v1 +  vf  +  v n  +  V n  S  V m  +  V n  Y h  V m  =  0
71=2 77=2 777=0 77=0 777=2
A t this point, Vj is chosen so tha t 2vqV\ =  —Vq, or
(2-2-18)
From which i t  follows tha t
oo oo 2 oo
V1 +  +  2 (u0 +  Ux)u2 +  ^2 +  V2 +  ^  ^  /L /  _  ^
71=3 71=3 771=0 71=1 771=3
Now v2 is chosen so tha t
v2 +  2(v0 +  v i )v2 =  —{v[ +  v l)
This is a first-order linear differential equation w ith  solution
ro o
V2(x> A) =  /  . (w' +  v^ dt
J  X
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Now from (2.2.18) we have that
and tha t
v[ +  v? =  -77V -----1 +
q" , 5(q')2
4(A -  q) 16(A -  q f  
from which it  follows tha t
p O O  j
v2( x , X ) =  /  (A — q (x ) ) ie2 2<^ - / ( t ,  A)d£
J X
where
, c u )  =  _ .  +  w ) ‘
4(A — g)3/ 2 16(A — g)5/ 2




7J+ 1 +  2( E  =  (2.2.19)
p O O  1
v j+ i(x , A) =  (A -  q(x))% /  e2tL ( x~^(0) . e2£i =oL( v‘ (Z’x)di ( \ - \ ) 2dt
J X
00
From here Harris goes on to  prove the following crucial lemma about ^  Vj :
j=o
L e m m a  2.1 Suppose Ao is so large that f o r  A >  A0,
A — q(x) >  0
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f o r  x > 0 ,  and
fo r  all A >  A0. Then
poo
4 e8 /o°°/(e,A)<l£ / J ( t j X ) d t <  1,
JO
Vn { X , A ) | <
(A -  q(x ))2 \ I (x ,  A)|
2n—1
/o r  a; € [0, oo), |A| >  A0 , and n  =  2 , 3 , 4 , ,
The proof of the lemma proceeds by induction on n, and the result enables the 
author to  assert tha t
v(x, A) =  i (A -  q {x ) )2 +
4(A - g ( x ) )
(2 .2 .20)
1=2
where the last term  is a uniform ly, absolutely convergent series of continuous func­
tions for A >  A0, where A0 satisfies the conditions of the lemma and q satifies (2.1.3).
CO
Now from  (2.2.19) and the lemma we get th a t ^  Vj(x, A)' is un ifo rm ly absoultely
j=o
convergent for x  >  0 and A >  Aq.
Thus i t  has been shown tha t
v(x, A) =  i (A — q(x ) )2 +
q'(x)
(A - q ( x ) )
~2vj ( x , X )
1=2
is a complex-valued solution of 2.2.15, and, in  the notation of theorem 2.2,
S(x, A)
q'{x)
4(A - q ( x ) )
1=2OO
T{ x ,  A )  =  ( A  -  q(x) )  2 +  ^  ^ { v j ( x ,  A ) }
1=2
Now, to finish the proof of the theorem, Harris presents a derivation of the fact th a t
f/0 =  - (  A - ? ( 0 ) ) *7r 1 +
r * ( o ,  A) 
( A - g ( 0 ) ) i
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and 2.2.12 follows.
For the case a  ^  0, 2.2.13 is proved sim ilarly.
As noted by Eastham in  [1], the balance between the discrete and absolutely 
continuous spectra is a delicate one. As an example, Eastham treats the equation 
2.1.1 where q{x) has the form
q(x ) =  — cs(x) +  p(x)  (2.2.21)
where c is a parameter, s and p are non-negative on [0, oo) ,p(x)  —»• +oo as x  —»■ +oo 
and p(x)  =  o{s(a;)} as x  —>■ +oo. He notes th a t in  th is setting, i f  c =  0, the spectrum 
of 2.1.1 is discrete, while i f  c is positive, regardless of how small, the spectrum is 
absolutely continuous. Given th is delicate balance, it  is not surprising tha t the 
smoothness of the potentia l q, as measured by the differentiab ility, plays a m ajor 
role in the analysis. We explore the effect o f increased smoothness of the potentia l 
on approximations of the spectral function. I t  is reasonable to  expect tha t increased 
d ifferentiab ility  w ill play a part in  deriving better approximations. O ur approach 
follows the method of G ilbert and Harris.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C H A P T E R  3
T H E  M E T H O D
As noted in  [5], Titchmarsh-W eyl m -function m ( A) is an ana lytic function of A 
in the upper half-A plane. This fact, along w ith  some additional conditions on q(x), 
perm it some fu rther analysis which we pursue here.
3.1 A  B asic  R esu lt
We begin w ith  the following prelim inary result:
Theorem 3.1 I f  there exists a solution of  the Riccati equation
v' +  v2 +  (A — q(x))  =  0 (3.1.1)
such that fo r  A >  Aq
v(x,  A) — i ( A — q(x))  2 —> 0
as x 00  and
v(x,  A) — i(X — q{x))z € L^O.oo)
then
Po =  ' T ( 0 ,  A )
7T
where T ( 0, A) denotes the imaginary part of  v { 0, A).
P ro o f. We let
r ( o , A )  =  3 tM o , A ) } ( 3 . 1 . 2 )
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T*(0,  A) =  » (3.1.3)
5(0, A) =  K { u ( 0 ,A)}, (3.1.4)
and
S*(0, A) =  3? (3.1.5)
We tu te  the solution
v(x,  A) =  5 (x , A) +  iT (x ,  A) 
in to  (3.1.1) to get, om itting  arguments,
5 ' +  i T  +  S 2 - T 2 +  2 i S T  +  (A -  q) =  0 
Now i f  A is real, i t  follows tha t
T'  +  2ST =  0
This is a first-order linear equation. Using the integrating factor
where M  is constant w ith  respect to x. Taking x — 0, we get tha t
We see tha t
from which it  follows tha t
T(x ,  \ )e~ 2^ s(t'x)dt =  M
OO
(A — q ( 0 ) ) 5  +  V j ( 0 ,  A) e^ Io x s(o,x)dt
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Now as A 
and thus
oo, the right-hand side approaches (X — q(0))^, and so M  =  (A —<7(0 ) ) 2 ,





— (A — g(0) ) 2 1 +
7r
- ( A - g ( 0 ) ) - 2 ( ( A - g ( 0 ) ) s
7r
g—2 j 0°° S*(t,X)dt
1 +
(A-?(0))2






1 t ( o , a )
7r
(A -  g(0))-5 [T(0, A) ] 2 e~2^  s* ^ dt 
T { 0, A)(A -  g (0 ) ) "2 r (0 ,
as asserted. □
We suppose the existence of a solution u(x, A) o f (3.1.1), of the form
v{x, A) =  i {A — q {x ) )2 + +  R(x,  A) +  y(a;, A) (3.1.6)
4(A -  q)
where R(x,  A) is to be chosen later, and V(x ,  A) represents a un ifo rm ly convergent 
series which is to be used to  estimate the difference between v(x,  A) and the first 
three terms of the right-hand side of (3.1.6).
We substitute (3.1.6) in to  (3.1.1) and rearrange to  get
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V '  +  2(i(A -  q(x ) ) 2 +
4(A -  q)




1 • / I \
f 
" ■ 1
IP 1 1 IP 1
-  R! -  R 2 q ) * R -
4(A -  q)
R - V 2
q"
-  R'  -  R 2 - 2 i ( A -  q ) * R -  -rrJ-— z R - V 2
4(A -  q) 16(A -  q) 2(A — q)
(3.1.7)
We set
n" 5 (V ')2 i a'
Q(x,  A) =  — ^ ■ + R '  +  R 2 +  2i(X - q ) * R +  — ^ — r R  (3.1.8)
4(A — q) 16(A — q)2 
So tha t (3.1.7) becomes
V '  +  2 { i { \  -  q(x))% +
2(A — q)
q'(x)
+  R ) V  = - Q -  V 2
4(A -  q(x))
Following the analysis of [3], we seek a series representation for V  of the form
(3.1.9)
V(x ,  A) =  ^ 2 Vn(x, A) (3.1.10)
n = 1
We w ill later show that, under appropriate conditions, the series is uniform ly, abso­
lu te ly convergent for A >  A 0, where A 0 can be computed.
Substitu ting (3.1.10) in to (3.1.9) gives
XX + 2 (P - q(x)Y + 4(A?_ + R) j 2
n —1 x \ J-y /  n —i  \ n =  1 /
We wish to  choose the Vj so tha t the right-hand side and left-hand side of (3.1.11) 
are best for our purposes. To illum inate  this selection of the u /’s, we w rite  (3.1.11) 
as
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v[ +  2 [ i ( X -  q(x)) 2 +
4(A -  q)
+  R )  v i
+ v 2 +  2 ( i(A  -  q{x ) ) 2 +
4(A -  q)
+  R  ) v2
OO /  f  \  o o
+ XX + 2 ^ (A - ?(®))5 + 4 ( J ~ ~ )  + R J  X
OO /  o o
-2iw1+S«5+ (E"” ) (E
71=3
OO \  /  71 — 2
-  v \
71=3
v n \ \ > , V m  
n = 3  /  \ m = l
We choose, again following the logic o f [3], vn so tha t
+ 2
v'2 +  2 
<  +  2 
for n >  3.
i {A -  f/ ) 1/ 2 +  
i(A  -  g) 1/2 +
i(A  -  g) 1/ 2 +
4(A -  9 )
4(A -  g)
+  R
+  R
4(A -  q)
R
v\ =  y
U2 =  -U; 
Un =
n —2
E i 2 n „_ i y
m ~  1
(3.1.12)
These are first-order linear ord inary differential equations w ith  solutions
poo
v1(x,X)  =  (A -  q(x) )1/ 2 (X -  q( t ) )~1/'2e2J*'l(->'~g(- ^ 1/2+Rdi ■ Q(t, \ ) d t
J X  
poo
v2(x ,X) =  (A — q(x))1/2 /  ( A - g ( t ) ) - 1/ 2e2^ i(A- ^ ))1/2+ ^  . Wl(t )A )2dt
J X
poo
vn(x, A) =  (A -  g(x ) ) 1//2 /  (A -  q ( t ) ) - l ' 2e2S* i(*-«z(f))1/2+ ^
*/ a:
i(^j A) +  2 un_ i 'y  ^ dt
(3.1.13)
for n >  3.
I t  is convenient to w rite  Vi(x, A) as
p O O  J
^ ( s ,  A) =  (A — ?(a:))5 • /  (3.1.14)
J o
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where
n" 5 fo b  2 R ' R 2 n'
I ( x ,  A) —  q-  F+  {q ) g- + -------- —  + ------— + 2 %R+----- q-  j R  (3.1.15)
4(A — q) 2 16(A — g) 2 (A — q) 2 (A — q) 2 2(A — q) 2
We note tha t i f  R(x,  A) —=  0, then th is  is the result of Harris, and (2.2) proves the
OO
uniform, absolute convergence of nix,  A).
n —1
We now address our more general result in  the form  of 
T h e o re m  3.2
Suppose R  — R(x,  A) is chosen so that 
1)  Q(-, A) e lA [0, 0 0 )
Q Q
i i ) Q . R , ——, and — - are continuous in x  and A f o r  x  £ [0, 0 0 ) and 
oX oX
A >  An
OO
Hi) n(x, A) £ A 1 )0 ,0 0 )
n=l
iu) ^T^vn(x, X) —> 0 as | A j —> 00
n = l
$1 Let
r, n q" 5(g; ) 2 i f 7 i ?2 g'I (x, A) —  5- 3 --------------- g--H------------ 5- +      +  2iR  H-------------- j R
4 (A  -  q)* 16(A -  q)* (A -  q)= (A -  q)* 2 (A  -  q)*
(3.1.16)
We note that I  is a positive, decreasing funct ion of  x, X.
3) Suppose fu rther  there exists M  >  0 such that
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(a) fo r  3?{A} >  0, A {A }  >  0, with |A| >  M ,
(i) There exists a K  £ R + so that f o r  0 <  x <  t,
»  S.2 f  i ( \  -  +  R ( t  \ ) d T  < K
(i i) For  0 <  x  <  t  <  oo,
n  o o
j  e2t i i{x~q{i))1/2+R^ x)dt Q { t , \ ) d t  <  \ I (x ,  A)|
( in) <  const (t  — x ) f o r  0 <  x <  t  <  oo
( b )  For  5R{A} >  0, ^ { A }  =  0, |A| >  M ,  there exists A q  s o  large that f o r  




[wi(rr, A)| <  (A -  q(x))s ■ \ I (x ,  A)|
- - ( ( A  -  q(0))i +  3 { B ( 0, A)})) | <  g(0)
7r 7T
oo
We first analyze the series A) by means o f the following lemma:
(3.1.17)
L e m m a  3.1 Under the conditions of  theorem, (3.2), i f  A 0 is so large that f o r  X >  A 0,




(A -  q {x ) )12\ I { x ) A) |
~>n—l
f o r  x <E [0, oo), |A| >  A 0 , and n  =  1, 2, 3 , . . .
P ro o f. We prove the lemma by induction on n. For n =  1, th is is true by 
hypothesis. For n  =  2,
M a ; ,A ) |  = / OO j(A -  q { t ) ) - ^e2i^ x- q{^ +R^ x^ v l { h  A)dt
<  (A - q { x ) ) % K  /  (A - q ( t ) )  s\v%(t,X)\dt
J X
poo
<  (A — q ( x ) ) ^ K  ■ \ I( t ,  A)| /  (A — q( t) )~^ I ( t ,  X)dt
J X
(A -  q(x))%\I(x,  A)|
as needed.
For the inductive step, we assume the result is true up to  and includ ing n  — 1, 
where n >  3
Then
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f 'O O  2
\vn{x, A)| =  (A — q(x))% /  (A — g(t))~^e2l^ A_</^ ) 2+-R^ ’A^
J X
n —1 \
l ( f ,  A) 2 +  2'Un_ i Y ^ Vm ) dt 
<  (A -  q ( x ) ) i K  I  | A - g ( t ) | _ 5
' TU " 2 i o r  w -  w ) ) n z, * r  \ i,
2 - j  O n —2 0 m —1
m= 1
/ ‘ OOl
(A -  g ( t ) ) I ( t , A) 2 (A — q ( t ) ) I ( t , A) 2
22n—4 ' 2 _ 2 _1
< ( A - g( a ; ) ) 5 i f . J ^ ^ l |  ( A - ? ( t ) ) 5 / ( i , A )  / ^  +  2 ^ ^ = r >)
' 31 \  m = l  — /
< (A -  g(g))5 | / (g ,  A) I
2n_ 1
by the hypotheses, and Lemma 3.1 is proven. □
OO
Thus under the conditions of Theorem 3.2, A) is uniform ly, absolutely
n = 1
oo
convergent, and by (3.1.12), A) is for x  >  0 and |A| >  A 0, w ith  ^ { A }  >
n =  1
0. As such, (3.1.6) does indeed represent a solution o f (3.1.1) in  th is region. In
particular, we note th a t each of the equations of (3.1.13) is such tha t for each n,
for A (E [A0,oo), lim  { v n(x, A +  ie )}  exists. The unifo rm  convergence implies th a t 
£ — >0 +
lim  {v(x,  A +  ie ) }  exists in  (3.1.1), and thus tha t (3.1.6) is indeed a solution o f the 
£—>0 +
Riccati equation (3.1.1).
We can now prove the m ain result of this chapter, Theorem 3.2
P ro o f. From Lemma 3.1, (3.1.12), and Theorem 3.2 we can w rite  tha t
PoW — — ■ — (/(0) ) 2 +  ${R (0 ,  A)} +  ^ { ^ ( O ,  A)})  (3.1.18)
71=0
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So
1 1 00 
|P o ( A ) - - - ( ( A - g ( 0 ) ) i  +  ^ ( 0 , A ) } ) |  <  - £ > „ ( ( ) ,  A)|
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C H A P T E R  4
A  C H O IC E  F O R  R(x,  A)  
4.1 In trod u ction
Thus far we have imposed no conditions on R(x,  A) other than those in  Theorem 
3.2. Given the fact tha t (2.1.1) and (2.1.2) are in  the lim it  po in t at in fin ity , the 
spectral function is unique ([6 ]), and we see tha t a meaningful in terpre ta tion of 
Theorem 3.2 involves an appropriate choice of R(x,  A). In  th is  section, we investigate 
one such choice which exploits assumptions of increased differentiab ility.
4.2  A  d efin ition  o f R(x,  X)
We suppose th a t q(x) £ C'M_1 [0, oo) and tha t g(M- b  is locally absoultely con­
tinuous. We set
M
R ( x , \ )  =  ^ 2 a k( x ) ( \ - q ( x ) )  2 (4-2.1)
k —3
where {ak}  are to  be chosen later, and recall tha t
Q {x ' A) -  4 ( T ^ )  +  1 6 ( A - gy  +  R  +  R2 +  2i(X -  q ) i R  +  W X q ) R  (4-2-2)
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We note from (4.2.1) that
M M




k = 3 fc=3
M  M + 2  h  —  0
=  aU a:) (A -  9 (2 ) ) ^  +  X ]  afc_2(:r)( ——  )q'(x)(X -  q(x))
k = 3 k = 5
2M /  /  \  \
i2 (z ,A )2 =  ^  ( A - g ( a ; ) ) _H  asat
k - 6 V «+t=fe / /\ 3 < s , t < M  /  /
We also see tha t
2(A -  g) 2
M
^ 2 a k(x)(X -  q(x)) k>2
k=3 
, M + 2




2 i ( \  — q)zR  =  2 i ' Y 2 ak(x)(X -  q(x))  ^ 2 ^
k = 3
M —l
=  2i ak+ i ix ) ( x -  q(x ) )~ (^
k —2
We now collect these derivations to get, om itting  arguments,
5(^)2
<2(z, A) — ^ - (A  — q) 1 H ^ ~ ( A — ^0 2
M M + 2










L .S +  f, =  /c /  /
\ 3 < s , t < M  /  /






M - 1 , M + 2
+ 2« E ak+i(A  — q)  ^+  t t  E ak~
k —2 k = 5
M —l




+ |g 'a 3 ( A - g )  2 +  ^  — — g/afc_2( A - g )  2 +  E — 9— ^«fe-2( A - g )  2






( A - g ) '





( A - g ) ' E Q'gCLt
+ 2 m 3 ( A - g )  2 + 2 m 4 ( A - g )  2 + 2 m 5 ( A - g )  2 + 2 m 6 ( A - g )  2
M —l
+ 2 i  ^  ak+i (A -  g)'
fc=6
 ^ /  i W — 1  /  J W " r^ p
+ ^ a3 (A -  g) ~ 2 +  ^  E afc- 2(A ~  +  E" E a/£- 2(A _  fi )
fc=6 fe=Af






w ? - <
-a!h -  lq 'a3 -  \q 'ad
and for k =  6, 7, . . .M  — 1,
/ ( f c - 2 )  ,
2 iflfc_)-i — g o>k—2 E  -  ^ a * - 2
.S-f-tr=/c
3 < s , t < M




a s  =  T
ia'r,
a.4 =  —  
2
a5 =  i ( J r ( 9 / ) 2 +  a 4
(4.2.4)
32
and for k =  6,7, . . .M — 1,
‘I
a 6 =  2  (a5 +  2q>a'^
C l  f  y h u  —  J . J ,
a>k+1 =  2 \ a/c -------2— 5 a/s_2 +  ^  aiak~l
These choices for {a*,} serve to cancel the terms in  the expression for Q(x,  A) in ­
volving the first through M  +  1st • powers of (A — q), resulting in  the following
Zd
expression for Q(x,  A):
M + 2 2 M
Q(x,  A) =  a'M (X -q )  > + ? ' ^  j afc_2(A -g )  2 +  ^  (A -  g) 2 ^  asat
fc=M '  /  \ fe=M \ s+t=fc I
\  \ 3  < s , t < M  /
(4.2.5)
M
We note tha t these choices for { a , }  result in  —  being the dom inant power of
Zi
(A — q) in the expression for Q.
We further refine the resulting R(x,  A) by means o f the following lemma:
Lemma 4.1 I f  k  is  odd, th en  a& is  p u re  im a g in a ry . I f  k  is  even, th e n  is  real.
P ro o f. We prove the lemma by induction. For k  =  3,4,5, the result is true 
from  (4.2.4). Now assume the result is true for k — 3,4, ...n — 1. From (4.2.4) we 
have that
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i f ,  (k -  1 ) , £ 4  \
a>k+ 1 -  2 \ ak H 2— q ak~2 +  Z - j  aiak~l I
I f  n is odd, then n - 2 is odd, and i t  follows th a t an_ i ,m n_2, an _ 3 are a ll real, as are
all of the asat , and thus an is imaginary. S im ilarly, i f  n is even, then an is real, and
the lemma is proved. □
Now w ith  this choice of R(x,  A ) ,  Theorem 3.2 becomes 
Theorem 4.1 Under the conditions of  Theorem 3.2, fo r  X >  A 0,
W - - ( A - S ( 0 ) ) ^ +  j h  ( - i ) a t ( 0 ) ( A - g ( 0 ) ) - t |  <  2 / ( ° - A) V A^ M  (4,2.6)
7T 7Tfc=3 ,kodd
We note tha t th is  result is a significant improvement over the results o f [3] 
Corollary 4.1 I f
q ( 0 )  =  q f (0 )  =  q " ( 0 )  =  ... =  q (M \ 0 )  =  0
then fo r  X >  A q,
P'( A) -  i ( A ) i
7T
where
1 ( 0 ,  X) =  0 ( A - i )
.. 2I(0,A)(A)s
—  7T
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C H A P T E R  5
S P E C T R A L  C O N C E N T R A T IO N  
5.1 In trod u ction
In  the first chapter of th is work we discussed at length the geometric meaning of 
spectral concentration. We now investigate the spectral concentration in  the setting 
of the preceding chapters.
5.2 P relim inaries
We have seen tha t, under the hypotheses of Theorem 4.1,
p' =  - ( A - g ( 0 ) ) l +  T  ( - i ) a * ( 0 ) ( A - 9 (0 ) ) W 3 {V (z ,A ) }  (5.2.1)
7T L ^k=S,koda
In  order to  investigate the spectral concentration, we w ill need to  analyze
QXVn(X>X)
which we w ill denote throughout th is chapter by w n(x, A) or Vn'* ■ We w ill determine 
conditions under which
Q  OO
—  {3(V(2C, A))} =  ' ^ 2 wn(x, A)
n=0
exists, and Ao beyond which the series converges uniform ly and absolutely, and 
eventually prove the following m ain result:
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T h e o re m  5.1 Suppose that the conditions o f Theorem S.2 hold. Suppose in  addi­
tion  that A j is so large that fo r  A >  A 1;
noo
(i)  /  (A - q ( t ) ) - l
J X
A) dt
<  / (A — q(t)) 2l ( t , \ ) d t
roo
( ii)  32 / (A — q(t))z I ( t ,  X)dt <  
J o
Then
A  TC r°°
< — ( A - g ( 0 ) ) i /  ( X - q ( t ) ) - h ( t , X ) d t  
7r J o
(5.2.2)
so that po(A) has no points o f spectral concentration.
5.3 T he E q u a lity  o f th e  M ixed  P artia l D erivatives O f { v j }
In  order to perform  these computations, we require the equality of the m ixed 
2 nd-order partia l derivatives - tha t is,
d2 d2
dXdx ^  =  dxdX ^
We prove this fact inductively by means o f the following lemma:
L e m m a  5.1 Under the conditions o f Theorem 5.1,
2
f a )  =  T lW w fa )dXdx dxdX
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
39
f o r  j  =  1 ,2,3,...
dvj  dvj  d2Vj
Proof. We w ill show inductively tha t —f ,  - and are continuous under
dX ox oXox
the hypotheses of the theorem. We recall tha t
v [  +  2 
v'2 +  2
v'n + 2
for n >  3. 
and thus
vi (x,  A) 
v2{x,X)  
vn(x,X)
i ( \ - qy / 2 +
i (  A — g) 1</2 
i(A  -  q)1/2 +
4(A -  q)





4(A -  q)
R
n—2
-  2un_ i ] P  um
m = l
n —1




for n >  3.
d
1. For —  solving 5.3.1 for {v' j },  we can see clearly th a t { u '}
are continuous.
d
2. For 7T - } ^ = i )  the result hinges on the fact th a t each can be w ritte n  as the
o X J
integral of an L 1 function
(a) For j  =  1 , differentiating the firs t equation of (5.3.2) w ith  respect to  A 
gives
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^  (  [  e2/* i(A~9(C))1/2+^ ^ +B(e’A)d? ■ Q(t,  X)dt
aA oX \  .L
dR(£,  A)
( A - g ( O ) 5 dx
e 2 £ i(A -g ( f) )1/2 + I 4 ( ?y+-R(S)A)d« . Qf a X) ]  dt
+  r e2/.,«A-»(£))1' 2+ I 4s+«<£.AW . d Q( t A ) d t  
J x
d'v
Now by the hypotheses, the outside integrand is in  L 1 [0,oo), so — - is
u A
continuous.
(b) For j  =  2 ,3 ,..., a sim ilar calculation, and the fact th a t { v j } ^  and
{ v2} ^  are in  L^O, oo), plus the inductive hypothesis, give th a t each
dv ■
{ —-^ 1 “ , is the integral of an L 1 function, and hence continuous. 
oX J
d2
3. Finally, we prove the continu ity of ^  { vj)T = i ^  induction.
(a) For j  =  1, d ifferentiating the firs t equation of 5.3.1 w ith  respect to  A, we
get
d2v i _  d 
dXdx dX
i(X -  q{x) )1/2 +
q x
4(A -  q(x))
•F R ( x ) A) vi  +  Q(x,  A)
-  - 2 i (X -  q{x) ) l/2 +
q' {x)
4(A -  q{x))




i , .  , . , i  q'(x) OR
- (A  - q ( x ) )  s +  4(A _ - - y } 3  +  aX +
dQ
dx
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which is continuous by the hypotheses.
(b) For j  =  2, 3 , we note again tha t from  5.3.1,
are continuous bj^ the hypotheses of the Theorem, the inductive Iryposthesis,
f d  )
and the fact tha t the < ~g^(vj )  r are continuous.
Thus the m ixed 2nd-order pa rtia l derivatives are equal for { v j } ° S1. □
5.4 C onvergence O f { w j }
To establish the convergence of ^  \wn\, we w ill proceed as in  the preceding
n = 0
section to  construct a sequence of first-order differential equations satisfied b j? the 
wn. The resulting form  of the wn w ill enable us to  compute exp lic it bounds for the
OO
terms of \wj\> and thus produce a small error term  in the estimate of pd(A).
3=0
We now summarize the bounds for { \ w j \ } f f 2 the following lemma:
Lem m a 5.2 Suppose the conditions o f Theorem 5.1 hold. Then fo r  j  =  1, 2 , 3,...
k  r°°
\wj f a > ) \ < 2 jZ2( * - Q ( x ) ) * j  (A - q ( t ) ) - 2l ( t , \ ) d t  (5.4.1)
P ro o f. For j = l ,  We w ill firs t bound |u>i| separately, and then bound { |u j?|}°h2 
inductively.
From 3.1.12, we have tha t
v 'i +  2(z(A — q(x)) '2 +  ^  — —Q
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We differentiate w ith  respect to A to  get
(v ’1) {1')+ 2 ( i( \ - q ( x ) f2  +  ^ + R ) v [ 1)+ 2 ( ^ ( X - q ( x ) )  5 +  ^ 9_  ^ + R )w v1 =  - Q (1)
Now, using the equality of the mixed second partia l derivatives, th is  can be w ritten
M ) + 2  ( i ( \ - q ( x ) ) i + 4^ _  ^  +R)w1 =  —2 ( | (A -q (x))  qy + R )mv i - Q (1>
(5.4.2)
This is a first-order differential equation w ith  solution
n o O . 1 t f e s ,
Wl ( x , X ) =  /  e ^ WA- ^ ))2+ r a j y + ^ ^ K
J X
- 2 ( | ( A  — q) 2 +  4 ( A -  g)2 +  ~  Q ^ d t
n o o  j
=  (A -  g(a:))3 /  (A -  g (t)) “ 5e/« (* (> -« « ) )2 +««.A)de
J X
- 2 ( i ( A  -  q) -h +  +  R ) w )  -  Q m dt
Now using the fact from  Lemma 4.1 tha t
\vi(x,  A)| <  (A — q(x))s ■ \ I (x,  A)| (5.4.3)
and that
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|e £ ( i ( A - g ( 0 ) i + J i « , A ) d £ j  <  ( 5 A A j
we have that
poo
k i ( x , \ ) \ < ( \ - q ( x ) ) 5 K  /  ( A - g ( i ) ) " 5 ( A - ? ( t ) ) " 5 |u i |
J  X
+(A -  q { t ) ) ^  | | ( A  -  g)~h | +  | i?W |K| +
poo
<  (A - q { x ) ) ^ K  /  (A -  q( t ) )~5l ( t ,  X)dt
J  X
poo - j
+(A  -  q ( x ) ) i K j ^  (X -  q ( t ) ) - i \ | | ( A  -  , ) U  +  i? '1'
Now from the assumption tha t
/ oo „ /(A -  q{t ))~*  | | ( A  -  +  i? (1)|(A -  A) +  |gW (£, A)|dt
poo
<  / (A — q ( t ) ) ~ i l ( t ,  \ ) d t
J X
i t  follows that
poo
\w1(x )X ) \ < 2 I <  /  ( \ - q ( t ) ) ~ 3 l ( t , \ ) d t
J  X
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Now for the inductive step, we assume the result is true up to  and includ ing j  — 1 ,
w ith  j  >  2. Then from  (3.1.12) we have
f  i o' \
Vj +  2 U ( X  -  q)2 +  — (A -  q)~l +  R j  Vj =  - v 2^  -  2vj ^ 1 ^  vm (5.4.5)
'  '  m=l
We again differentiate w ith  respect to A, use the equality of the mixed p a rtia l deriva­
tives, and rearrange to get
w /  +  2 ^z(A -  g)5  +  ^-(A -  q)~l +  R^j wn =
/  • / \  J" 2 J'” 2
- 2  Q ( A  -  q)~* -  | ( A  -  q ) ' 2 +  i? (1M  Vj -  2 ^ v m -  2vJ^ 1 wm
' ' rr) = l <m = l
This is a first-order differential equation, and thus
J noo j
eI^<x- (M))^+R(^x)d^ X  -  g(t))“5
o
.7-1 J-2
((-z (A  -  g (t) ) "^  +  £(A  -  g) ~ 2 +  R {1))vj  -  2 tc i _ i  ^ v m -  2vj ^ 1 w m  ) d f
m = l  m =  1
/*°o  :
=  (A -  q(x))5 /  e^ l{-x~'q)'1+Rdi(X -  g ( i ) ) “ 5 ( i (A  -  q{t))~^Vjdt
J o
/•O O  2 W
+  ( A - g ( a i ) ) i  /
Jo ^
poo
. . i  /+
/•OO




J - 2/•oo j _________________________________________ J__“
+  ( A - g ( a i ) ) 5  /  e .h 4 A - g ) 2+«(4A)dC(A _  g ( t ) ) “ 5 ( - 2 t ) J_ 1 w m ) d t
J o m=1
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—: I \  +  I 2 +  -^ 3 +  I  A +  ^5
We analyze the size of the terms as follows:
/ OO 10  -  « ( W  -
1 r°°
<  ^ W i(A _  q(x ) ) ^ K  J  (A -  q ( x ) ~ * l { t , \ ) d t
I/2 I <  (A - q ( x ) * K  J  i | i ( A  - q ( t )  5(A -  q(t) 2(A -  g ( f ) ^ - L / ( t ,  X)dt  
1 r 00
<  2 j = i ( A - g ( z ) ) ^  J  \ q ' \ ( ^ - q { t ) - 2i ( t , X ) d t
/
OO 1
(A -  TI ( t ,X )d t
1 /*oo
/•OO W 1
|/4| <  (A -  g ( a ; ) ^  /  (A -  • 2 • K \ d t
m —1
<  2(A - q ( x ) ) h K  (X — q(t))~
3 J -1 1
( A - g ( 5 ) ) _^ ( s , A ) a ? s ^ ( A - g ( t ) ) 5 — — /( f ,  A) ) dt
f t  m —1
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£ ___1 /•O O  T f
< 2 ( A  - q ( x ) ) l K Y ,  /  ( A - 9 ( « ) “ 5 ^ - j ( A - 9 ( t ) ) 5
m=l
■ ( / “ (A -  q(s))~zl (s,  A)ds ■ ^ ( A  -  g( i ) )5 /( t ,  A))  dt
<  2 ( \ - q ( x ) ) i  I Y l ^ = l  1 K
\m= 1
/ OO / 'O O(A -  q( t ) ) ^ I ( t ,  A) j f  ( A -  q(s))~2l ( s , \ ) d s d t
o  /"O O  /•O O
< 7^ /  ( X - q ( t ) ) h ( t , \ ) d t ( \ - q ( x ))2 / ( A - g ( s ) ) " 5 / ( s , A ) d s
Jo Jt
poo ^
|/5| <  (A -  g ( i ) k  /  (A -  • 2 ■ | ^ _ i |  ^  |ium|dt
m=1
/•oo 1
<  (A -  ? W ) 5 / f  /  (A -  9 ( i ) ) - i  • 2 . —  (A -  9 ( / ) ) i / ( f ,  A)
Jx
/  .> o m —2 
m = l
/ oo (A — q(s))~5l (s,  X)dsdt
/ oo /•oo(A -  q( t ) ) ^ I ( t ,  A) j f  (A -  q(s ) )~z l ( s , \ ) dsd t
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ots~ r°o r 0 0  ,
< ^ ( X - Q ( x ))^ J Jt ( X - q ( s ) - ? I ( s , X ) d s d t
Now to complete the computation of the bound for | /5|, we change the order of 
integration, noting tha t the region
t  <  s <  oo 
x <  t  <  oo
corresponds to
x  <  s <  oo 
x  <  t  <  s
from which it  follows tha t
\h\  <  | ^ ( A  - q ( x ) ) s  J  ( \ - q ( t ) ) ~ * I { s , \ )  £  (X - q { t ) ) ~ h { t , X ) d t d s
q rs  roo poo
<  1  (x -  ? (*))^ (*>  x )d t (x - q(x ))*  J (a -  q(s) )~* I (s,  a )ds
since I ( x ,  A) >  0 
We now combine i i  through / 5 to get
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K
<  7 ^ ( x ~ q ( x )) * j  2 +  \R(-1)\ ) i ( t i \ ) d t
ts r°°
f r r - r ( A  - g ( s ) ) 5  /  (A -  q(x) )~^I ( t ,  A)
J X23-
r oo
+2(16 /  (A — q{t)) 2I ( t ,  A)
J X
/ OO (A — g(s))~^/(s,  A)ds)dt
K  f°°
< y Z i  ( A - g ( x ) ) ^ y  ( |g ' ( (A -g ( i ) ) -2 +  |i?(1)|) /( t ,A )d t  
+ ^ j ( A -  ?(*))* ^  (A -  9(*))"^(*> x)d^j
K  <  —  
-  23-
^ 1  +  32 J  (A -  q( t ) )2I ( t ,  X ) d t j
poo
-(\ - q ( x ) f 2 /  (A — q( t ) )~^I ( t ,  \ ) d t
J X
(5.4.6)
by hypotheses i) and ii) , and the lemma is proved. □
Under these conditions, as well as the conditions of Theorem 4.1, the series
OO
'Y ^ v n{x,X )
n= 1
is absolutely, un ifo rm ly convergent, and for A sufficiently large maj^ be differentiated 
term-wise, in which case
d (  oo \  oo
OX ( Vn(x> A) ) =  Wn(x> A) (5.4.7)
\n= l /  n—1
5.5 A  B ou n d  For P o in ts O f S p ectra l C on cen tra tion
We are now in  position to complete the proof of Theorem 5.1.
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Proof. I t  follows from  Lemma 4.1 tha t for A >  Al5 may be differentiated
n —0
term-wise, end so A  ( | =  J > „ .  Then from 5.2.1 and 5.2, we have tha t,
for A >  A 0,
n = 0
p'„(A) =  1  ( (A -  , (0 ) ) t  +  ( | ( A  -  , ( 0 ) ) - '  +  2?{B(0, A)} +  J > „ ( 0 ,  A)
71= 1
and
1 / 1  "  = -('nAA—2 ^  ( W | A )})  +  ^ W 0 ; ) )




p ' iw  - ^ x ~  -  s (A “ , ( 0 ) r 2  “  ( i i ( 0 ’ A))
1< T K (o ,A ) |7r *—'71=1
1 z*00 _
< - ■  K ( A -  ?(0))3 /  (A -  q ( t ) ) ~ h ( t ,  \ ) d t  • V  2
71 n=l
4 T00
< — ( A - ? ( 0 ) ) 5 /  (A -  q( t ) )~^ I ( t ,  X)dt 
n  J o
□
Corollary 5.1 Under the conditions o f Theorem 5.1, with R(x ,  A) chosen as in  
chapter J, i f
1 d_
7T <9A
41L i Z"00 i
( 9 tR (0 ,A ) ) < ----- ( A - g ( 0 ) ) 2  /  ( A - g ( t ) )  * I ( t , \ ) d t
Tt J o
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then
p ’’ >  0, (5 .5 .1 )
so that there are no points o f spectral concentration.
P ro o f. Note th a t w ith  this choice of R(x,  A), ^ {^ (O , A)} is 0 (A_ 5 ) as A —» oo.
In  addition, from  (3.1.15) and the results o f Chapter 4,
A TS pOO
—  ( A - g ( 0 ) ) H  ( X - q ( t ) ) ^ I ( t , X ) d t  (5.5.2)
TT JO
is 0 (A- ^) as A —> +oo.
now from  (4.2.6), the result follows. □
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C H A P T E R  6
A  F U R T H E R  G E N E R A L IZ A T IO N
6.1 In trod u ction
We saw in  Chapter 4 th a t i t  is possible to  compute p'(A) w ith  increased accuracy 
for large A when the potentia l q had greater differentiability, and thus extend the 
results of [3]. We now generalize the result further.
6.2 A  Special Form  For q(x
Suppose tha t q can be decomposed as
q(x) =  - s ( x )  +  p(x)
where s € C 2[0, oo), and s{x)  —> +oo as x  —»• +oo, but no conditions are a t present
imposed on p. Then the R iccati Equation (3.1.1) becomes
v'  +  v2 +  X +  s — p =  0, (6.2.1)
and as in  Chapter 4 we seek a series solution
/  OO
v(x,  A) =  z(A +  s)£ +  +  R(x,  A) +  ] T N n(a;, A) (6 .2 .2 )
We now proceed w ith  analysis sim ilar to th a t of Chapter 4. Substitu ting  (6 .2 .2 ) 
in to (6 .2 .1), we get
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/  ' \ / 00 
i (A +  s ) t y +  ^ A +  -c]-) + R '  +  ^ 2 vn
n = 1
+ (i(A + S)i)2+ ( i
x 22 /  oo N
' 2X  I\n~l
/  „/ \  : °°^
+  2z (A  +  s)  ( —r--------- r  ] +  2?(A +  s ) z R  -t- 2z (A  +  s )s  N
V4(A +  s )y  ^
/  / \  A  ^ \  00 ^
+  2 ( i p ^ ) ) 72 +  2 G ( a T p  )  S +  2i? S
-j- A ^ — p  — 0
so
/  / \ '  00 
(p  + s)-5)-.5'+(jpPP +-R' + I>n
/  1 \   ^ /  oo  ^ ^
(A + s ) + ( i p n o )  + f l 2 + ( g '
_l_ _     2i(A +  s) 2 i? +  2z(A +  s ) 2 t>n
2 (A +  s) 5 n=1
OO OO
+ i ^ W ( 5 n ^ ) I > +M5>n—12(A +  s )y  \2 (A  +  s ) / ^
+  (A +  s) -  p =  0
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and thus
2i(X +  s)2 +
2(A +  s)
+  2 R
+
1
2 (A +  s)a (A +  s):
+  #  +
(A s)a
+  ^ 2 +  I E ' +
vn=l (A S 2
+  2i(A -F s) 2 R
+
V2(A +  s)
R  — p =  0
which we write
^ 2 vn +  2  ( ?(A +  s) 2 4- T ^ jT ^y  +  ^ j  ( ' Y l Vn ) -  ~ Q  ~  ( X ^ n ) (6.2.3)
n =  1 \ n = l  /  \ n = l
where
0 ( ^ ■A) “  4 ( A + ^  +  S ( a T 7 ) 5  +  R, +  r 2  +  ^  +  ^ R - P  (6.2.4)
Notice tha t i f  p =  0, th is becomes the result of the previous chapter, and i f  in 
add ition R =  0, i t  reverts to  the results of [3].
We now choose
R(x ,X)  =  T ,T  (6-2.5)
2i(A +  s(rc) )2
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So that
t f ( x ,  A) =  -
% p' {x)  i  p{x)s' (x)
2 (A +  s(a; ) )2  4 (A +  s(x ) ) 2
and
R ( x , \ f
p ( x f
4(A +  s(x))
from  which it  follows tha t
Q(x,  A) =




4(A +  s) 2 16(A +  s) 2 4 (A  +  s)2 4(A +  s ) 2(A +  s )2
r  (6.2.8)
As before, we choose Vj so tha t
i (  A +  s) 1//2 +
4(A +  s)
+  R vi  =  Q
and, for n  >  2
v L + 2
i { x  +  s)1/2 +  4 ( X T 7 ) + R .
n - 2
v n  —  v n - 1
m — 1
(6.2.9)
From which it  follows tha t
Vi (x,  A) 
v2(x,X)  
vn( x , A)
(A +  s(x 
(A -F s(x 
(A +  s(x
A
(A +  s ( t ) ) - l / 2e2 /A(A+S(£))1/2+M« _ x ^df
A
(A +  s(t ) ) - i / V / A ( A +s( e ) ) V ^  • Wl(t, A)2dt
3
(A +  5 ( ^ ) - l / 2 e2/ji(A+S(f))1/2+ ^
n —1 \
i —i( t )  A) 2 +  2nn_i 'y ) vm | dt
m = 1
(6 .2 .11)
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for n > 3.
Note that in the current setting,
/•O O
Vl {x, A) =  (A +  s(a;))5 /  e2 fI^ + H O )1/2+ m  X) +  i j { t , A)) dt
J  X
where
4(A +  s)s 16(A +  s) s 4(A +  s)a
and
At, A ) =  p s  p
4(A +  s) 2 2 (A +  s)
6.3 H yp o th eses and R esu lts
We now state the assumptions for the results of th is chapter. 
Assume
1. (a) R(x,  A) is continuous in  x  and A
OO
(b) e -^1[o, oo)
n=l
00
(<=) E vn —a 0 as A —> H-oo
n — 1
(d) A +  s(x)  —• oo as x  —► +oo
(e) p(x)  € C^O, oo)
(f) There exists K  such tha t |e2 t>*l ((A+s(£))2 +-ftTA)A| <  j {









s i x )2
dx <  oo
(b) r ? M d x <  oo
/ 0 s ix
, s f °°  s ' {x ) 2 ,
(c) / , T , dx <  oo
Jo si x )
(d) r  i p w ^ m i ^  s  ^
/o S I  2
|p'(rr)|
dx <  oo,r -Jo s(x)
3. \vi ix,  A)| <  (A +  sfd: ) ) 1/ 2 e 2 f * i ( \ - q ( t ) ) V * + R d t  .
where F( t ,  A) =  l i t ,  A) +  i J ( t ,  A), and I ( t ,  A) and J(t,  A) are real-valued.
L e m m a  6 .1  Suppose that A 0 is so large that fo r  A >  A0,
1
(A +  s(i))5  • F( t ,  X)dt <
9 K
Then, fo r  n  — 1, 2, 3,
K O ,  a )| <
(A +  s(a: ) )2  { \F(x,  A)|)
P ro o f. We again proceed by induction on n. For n  =  1, the result is true by 
hypothesis.
For n =  2,
A O O  3
A) =  (A +  s(z))5 /  (A +  s ( t ) y h 2^
and thus
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/ OO -1(A +  s( t ) ) “ * ■ ( - )  • (A +  s{ t ) ) ( \F( t ,  A) | f d t  
<  ~(X +  s { x ) ) ^ \F ( t ,X ) \ K  J (X +  s( t ) )^ \F( t ,X) \dt
<  (x  +  s(x) )^ \F( t ,X) \  
4
as needed.
Now for the inductive step, we assume the result is true for j  =  1, 2, ...n — 1 
Then
/»00
k l  =  (A +  s(x) )1/ 2 /  (A +  s ( i ) ) - 1/ V £ ‘ (J+'M)>,' i + 'Mf
J X
n - 2  \
A) H- 2vn- i  ^  ' vm J dt\
m= 1
<  (A +  s(x) )1/ 2K  (A +  s ( t) ) - 1/2
■ < ^ # ) - ( l n « . A ) l ) 2
g  (A +  s (t) ) ( |F (* ,A )|)2
/  ^  2 71- • 2m ~ 1 
771=1
<  (A +  s ( x ) ) ^ K  ■ 1 ^ 4 1
j f ° ( A  +  s i t ) ) - ' *  ( m , A)|) ^  +  2 g  ^  d<
<  (A +  5(a;))1/2 ( ^ ( t ,  A)|)
-  2n~1
/ oo (A + s ( t ) ) “ 1/ 2 ( |F (t, X)\)dt 
<  (A +  s{x) )1/2 ( \F{t ,  A)[)
-  2n - 1
as needed.
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Thus it follows from Lemma 6.1 that for A > A0)
1 °°
W (A) -  -  ' ( 0  +  +  »  A )})  | <  £ M O ,  A)|
71=1
This leads to the m ain result of th is section
T h e o re m  6.1 Under the conditions o f Lemma 6.1, the spectrum is absolutely con­
tinuous fo r  A >  A 0, and
IPoM ~  ((^  +  s(0 ))2 +  ^{^(O , A)}^ | <  ^  |wn(0, A)|
n = l
P ro o f. The proof proceeds in a sim ilar waj^ as in  Chapter 3. □
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