Linear sparse arrays (coprime and nested arrays) have been studied extensively as a means of performing direction of arrival (DoA) estimation while bypassing Nyquist sampling theorem. However, rectangular sparse arrays have few studies, most of which are based in lattice theory. Although the multiple signal classification (MUSIC) alogrithm can be applied to lattice theory-based sparse arrays, fewer DoAs can be estimated for these arrays than for a full array with the same aperture. One contribution of this paper is the formulation of symmetry-imposed rectangular coprime and nested array designs that have wider contiguous lags than lattice-based arrays. Also, existing algorithms for rectangular arrays employ the direct sample covariance matrix estimate, which has low accuracy. Another contribution of this paper is an alternate method for estimating the covariance matrix that ensures the matrix is block-Toeplitz. Using the proposed covariance matrix estimate, we integrate a MUSIC-based DoA estimation method that applies to both full arrays and sparse arrays. The results show that the covariance estimates produced by the proposed method have higher accuracy than the traditional sample covariance estimates. The results also demonstrate that symmetry-imposed sparse arrays have higher resolution than full rectangular arrays with the same number of sensors.
I. INTRODUCTION
Estimation of a propagating signal's direction of arrival (DoA) is a vital task used by applications including sonar, radar, radio astronomy, and seismology. These applications employ a sensor array that samples the propagating signal and apply array processing algorithms to perform DoA estimation [1] , [2] . Some of these algorithms exploit either the signalplus-noise subspace or the noise subspace of the sampled data's spatial covariance matrix. These algorithms are commonly known as eigenanalysis algorithms [2] . Multiple signal classification (MUSIC) is the most prominent eigenanalysis algorithm [3] . MUSIC processes the received signal's covariance matrix estimate and yields the pseudospectrum, output power as a function of direction. The MUSIC pseudospectrum has narrow peaks only in the signals' directions.
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The performance of the MUSIC algorithm is dependent upon array aperture and intersensor spacing, among other things. The resolution of the MUSIC algorithm for a fully populated sensor array increases as the dimensions of the covariance matrix estimate increase, and the dimensions of the matrix increase as the array aperture increases. The Nyquist sampling theorem requires that the intersensor spacing in a sensor array is not more than λ/2, where λ is the minimum wavelength in the propagating signal. Nevertheless, it is desirable to have the average intersensor spacing in an array to be more than λ/2 to save sensors, and thereby reduce costs. Arrays with this feature are called sparse arrays. In general, when arrays are sparse, some of the elements of the sample covariance matrix cannot be estimated. However, there exist prudent sparse array designs in which all the elements of the sample covariance matrix can be estimated. This work focuses on two such types of sparse arrays: coprime arrays [4] and nested arrays [5] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Coprime and nested arrays provide the same resolution as a full array with comparable aperture. These sparse arrays lead to the detection of larger number of sources than the number of sensors [4] - [6] . The DoA estimation algorithms applicable to coprime and nested arrays include MUSIC, product processing, min processing, compressive sensing, and other eigenanalysis methods [4] - [38] . A fascinating feature of coprime and nested arrays is that they have a contiguous (hole-free) coarray with approximately the same length as a full uniform linear array (ULA) with an equal aperture. This feature facilitates the estimation of all elements of the covariance matrix estimate. This matrix has dimensions approximately equal to that of the full array with a comparable aperture and serves as an input to the MUSIC algorithm. Coprime and nested array theories have been extended to two dimensions using lattice theory [39] , [40] . However, in both coprime and nested two-dimensional arrays that are defined using lattice theory, the contiguous coarray aperture is smaller than that of a full uniform rectangular array (URA). Hence, a limitation of two-dimensional lattice theory-based coprime and nested arrays is that the number of DoAs that can be estimated is much smaller than the number that can be estimated using a full URA with the same aperture. In addition, a limitation of both sparse and full arrays is that existing two-dimensional DoA estimation algorithms use the direct sample covariance matrix, which has low accuracy. This paper overcomes both these limitations, making the following contributions: 1) New two-dimensional coprime and nested array designs, designated SIRNA (Section III-C) and SIRCA (Section III-F), in which the range of contiguous lags is comparable to that of a full URA with equal aperture. 2) An algorithm to apply MUSIC to both full and sparse rectangular arrays, exploiting an indispensable property of the covariance matrix-that the matrix is block-Toeplitz.
Section II describes the inherent structure in lags and covariance matrix for a URA. Section III describes linear nested and coprime arrays and lattice theory-based twodimensional coprime and nested arrays. Section III continues by introducing novel two-dimensional nested and coprime arrays. Section IV introduces a method to construct a covariance matrix estimate that has the block-diagonal Toeplitz property for both URA and sparse arrays. Section V applies the MUSIC algorithm and compares the DoA estimation performance among full URA and the novel sparse arrays. Section VI summarizes the paper's contributions.
Notations: Boldfaced lowercase math symbols denote vectors and boldfaced uppercase math symbols denote matrices.
x T denotes transpose of x. x * denotes complex conjugate of x.
x H denotes Hermitian (conjugate-transpose) of x. I L is an L-by-L identity matrix. 1 L is a vector of all ones. denotes linear convolution. ⊗ denotes Kronecker product. vec(W) denotes the vector obtained by stacking the columns of W in order. FPD(A) denotes the fundamental paraellepiped of A [39] , [41] . 
II. LAGS AND COVARIANCE MATRIX OF A RECTANGULAR ARRAY
Consider an L x -by-L y URA in the z = 0 plane of the Cartesian coordinate system. The total number of sensors in the URA is L = L x L y . The sensor locations are given by 0.5λ(i, j, 0), where i and j are integers such that 0 ≤ i ≤ (L x − 1) and 0 ≤ j ≤ (L y − 1). Hereafter, we refer only to normalized sensor location of the form (i, j, 0). Fig. 1 illustrates a rectangular array with L x = 5 and L y = 7. The plane wave direction is characterized by the angle pair (θ, φ), where θ is the elevation angle and φ is the azimuth angle. The angle θ is measured from the positive z-axis to the plane wave direction. The angle φ is measured from the positve x-axis to the projection of the plane wave direction on the xy-plane. The direction cosines with respect to the x-and y-axes are u x = sin(θ) cos(φ) and u y = sin(θ) sin(φ), respectively [1] . The directions cosines u x and u y both range from −1 to 1. The plane wave direction is also characterized by the (u x , u y ) pair because there is a one-to-one mapping between (θ, φ) and (u x , u y ). The array manifold vector (also known as the direction vector) corresponding to a signal direction (u x , u y ) is given by v(u x , u y ) = w x (u x ) ⊗ w y (u y ), where w x (u x ) and w y (u y ) are given by
and w y (u y ) = [e jπu y 0 , e jπu y 1 , e jπu y 2 , . . . , e jπu y (L y −1) ] T , (2) respectively. We assume that there are q uncorrelated, spatially wide sense stationary (WSS) plane waves impinging on the array. We denote the arrival direction of the i th plane wave as (u x,i , u y,i ). The signal with noise received by the array is given by
where (i) the variable t denotes the t th snapshot, (ii) V is an L-by-q matrix containing the q plane wave direction vectors, as given by
(iii) n is an L-by-1 noise vector given by n = vec(N), where the element corresponding to column i and row j of the matrix N is the complex amplitude of the noise at the sensor location (i, j, 0), and (iv) s is a q-by-1 signal vector such that the i th element of s is the complex amplitude of the i th plane wave. When both signal and noise are zero-mean, the covariance matrix of the received signal with noise is R(t) = E{x(t)x H (t)}. Assuming signal and noise are uncorrelated,
Since the plane waves are uncorrelated, R s (t) is a diagonal matrix. Assuming noise is spatially white, R n (t) = σ 2 n (t)I L , where σ 2 n (t) is the noise variance at a sensor.
The covariance matrix R(t) possesses an important property in that it is block-Toeplitz. Since signal and noise are spatially WSS, the spatial covariance between measurements at sensors (i, j, 0) and (m, n, 0) depends only on the lag (l x , l y ) = (i − m, j − n) and does not depend on the absolute values of the sensor locations. The lag (l x , l y ) refers to a virtual sensor location (l x , l y , 0) [1] , [2] . Hereafter, we use the terms lag and virtual sensor location interchangeably. Fig. 2a depicts L(t), the matrix of all lags of the form (l x , l y ) associated with the covariance matrix R(t) for L x = 4 and L y = 3. The headers in the first column list the x and y coordinates of each sensor location. The headers in the top row contain the negatives of the headers in the first column. The figure illustrates the block-Toeplitz structure embedded in the lag matrix L(t). We define c i as the measurement vector corresponding to sensors (i, j, 0) for 0 ≤ j ≤ L y − 1. Note that c i is time dependent, but we omit the (t) for simplicity. The covariance matrix is in the partitioned form given by
Since the lag matrix L(t) that corresponds to R(t) has the block-Toeplitz property, the covariance matrix R(t) also has the block-Toeplitz property, as illustrated in Fig. 2b . Fig. 2a also illustrates that each 3-by-3 block in the lag matrix is also Toeplitz. This is the reason that each submatrix of R(t), which is of the form E{c i c H j }, is also Toeplitz. In general, the size of each block is L y -by-L y . The total number of distinct submatrices in the covariance matrix is 2L x −1, where each submatrix has dimensions L y -by-L y . The dimensions of R(t) are L x L y -by-L x L y . The lags of a full URA are contiguous in the range |i| ≤ (L x − 1) and |j| ≤ (L y − 1). The most common method to estimate R(t) has been to simply employ the formulaR
where T is the number of snapshots. However, by exploiting the block-Toeplitz property of R(t), we can yield a better covariance estimate. We present a specific example in Section V underscoring this point.
III. TWO-DIMENSIONAL NESTED AND COPRIME ARRAYS A. LINEAR NESTED ARRAYS
A linear nested array is formed by interleaving two ULAs, Subarray 1 and Subarray 2, such that the subarrays share the first sensor. Subarray 1 consists of M sensors and an undersampling factor of 1, while Subarray 2 consists of N sensors and an undersampling factor of M [5] . The total number of sensors in the nested array is M + N − 1. The aperture of the resulting non-uniform linear array is a n = (N − 1)M . The coarray of this linear nested array is always contiguous in the range |i| ≤ a n [5] . The dimensions of the covariance matrix that can be generated using the data received by this array are (a n + 1)-by-(a n + 1). To have the same range of lags and covariance matrix dimensions as the linear nested array, a full ULA would require a n + 1 sensors. Therefore, a linear nested array with M + N − 1 sensors provides the same number of degrees of freedom as a full ULA with (N − 1)M + 1 sensors.
B. LATTICE-IMPOSED RECTANGULAR NESTED ARRAYS
To define a rectangular nested array (RNA), we review two terms from lattice theory [39] - [43] . 1) Lattice: Consider a non-singular n-by-n matrix A. The infinite set of n-dimensional points {y = Az, z ∈ Z n }, denoted by A , is called a lattice with basis A. The symbol Z n is the n-dimensional ring of integers.
2) Fundamental Parallelepiped, FPD(A):
The fundamental parellelepiped associated with an n-by-n basis A is the set
where α i are the columns of A for i = 1, 2, . . . , n. This definition of FPD(A) includes only one point of the lattice A .
An RNA as defined in [40] is formed by interleaving subsets of two lattices. We coin the term Lattice-Imposed Rectangular Nested Array (LIRNA) for this RNA to distinguish it from the two-dimensional nested array that we propose in Section III-C. The basis of the first lattice of a LIRNA is N = I 2 . The basis of the second lattice is a 2-by-2 diagonal integer matrix M. The Subarray 1 sensor locations are a subset of the first lattice N , as given by
The number of points in this set is det(M) [40] . The number of sensors in Subarray 2 is given by N e = N 1 N 2 , where N 1 and N 2 are the number of sensors along the x-axis and y-axis, respectively. The Subarray 2 sensor locations are a subset of the second lattice M , as given by
The apertures of this rectangular array along the x-and yaxes are (N 1 − 1)M 1 and (N 2 − 1)M 2 , respectively, where M 1 is the first diagonal element of the basis matrix M and M 2 is the second diagonal element of M. The lags (i, j, 0) of this RNA are guaranteed to be contiguous in the range 0 ≤ i ≤ (N 1 − 1)M 1 and 0 ≤ j ≤ (N 2 − 1)M 2 .
One crucial property of a linear nested array does not extend to a LIRNA. Since a linear nested array with aperture (N − 1)M has all lags in the range |i| ≤ (N − 1)M , it can estimate a covariance matrix with the same dimensions as a full ULA with the same aperture. However, a LIRNA with an aperture of (N 1 − 1)M 1 and (N 2 − 1)M 2 along the x-and y-axes, respectively, does not have all lags in the range |i| ≤ (N 1 − 1)M 1 and |j| ≤ (N 2 − 1)M 2 . A full ULA with the same aperture has contiguous lags in the range |i| ≤ (N 1 − 1)M 1 and |j| ≤ (N 2 − 1)M 2 . Hence, LIRNA cannot estimate a covariance matrix with the same dimensions as a full URA with equal aperture. For example, consider a LIRNA with N 1 = 6 and N 2 = 3. The basis for Subarray 1 is N = I 2 and the basis for Subarray 2 is a covariance matrix with the same dimensions as a full URA with an equal aperture because the full URA has contiguous lags in the range |i| ≤ 20 and |j| ≤ 6.
To overcome this limitation of LIRNA, we propose a symmetry-imposed RNA (SIRNA), as described in the following section. 
C. SYMMETRY-IMPOSED RECTANGULAR NESTED ARRAY
is the three-dimensional discrete Dirac-delta function. The functional value at (i, j, k) is 1 if its array has a sensor at (i, j, k), and the value is 0 otherwise. We define β as the vector that contains the x-coordinates of the underlying linear array's sensor locations. The SIRNA with this underlying nested array is formed by combining L n vertically shifted copies of the linear array. The i th copy's vertical shift is the i th element of β. The sensor location indicator function of this SIRNA is
The x-and y-coordinates of SIRNA's sensor locations are given by The vector β for this array is β = [0, 1, 2, 3, 4, 8, 12, 16, 20] . This array is the underlying linear nested array of the SIRNA. The SIRNA corresponding to the linear array is obtained by combining 9 vertically shifted copies of the linear array. The square markers (both filled and unfilled) constitute all the SIRNA sensor locations. Fig. 4b illustrates the virtual sensor locations of the SIRNA in Fig. 4a . The lines x = ±20 and y = ±20 underscore that the SIRNA has all virtual sensors (i, j, 0) in the range −20 ≤ i, j ≤ 20. In comparison, a full URA requires L x = 21 and L y = 21 to have a complete set of virtual sensors in the range −20 ≤ i, j ≤ 20. The SIRNA in this example has a total of 81 sensors, but it creates the covariance matrix with the same dimensions as a full URA with 21 × 21 = 441 sensors. Thus, the SIRNA uses only 18.4% of the sensors that a full URA with equal aperture would require.
Next, we will derive parameters of a SIRNA, including the total number of sensors and the range of virtual sensors.
1) TOTAL NUMBER OF SENSORS IN A SIRNA
The underlying linear nested array in a SIRNA has L n = M + N − 1 sensors. The SIRNA obtained by expanding this linear array has L n copies of this linear array at different y-coordinates. The total number of sensors in a SIRNA is L d = L n L n = (M + N − 1) 2 . For example, the SIRNA in Fig. 4a has M = 4, N = 6, and a total of 81 sensors.
2) RANGE OF VIRTUAL SENSORS IN A SIRNA
The range of lags of an array is the support set of the coarray [1] , [2] . The coarray of an array with sensor location
The underlying linear nested array in a SIRNA has all lags in the range |i| ≤ (N − 1)M . Hence, the coarray c(i, j, 0) is contiguous in the range |i| ≤ (N − 1)M for the underlying nested array. The coarray of the overall SIRNA can be written as
Changing the order of summations in (6), we get
where each inner sum represents a set of vertical lags that is contiguous in the range |j| ≤ (N − 1)M . Thus, SIRNA's contiguous range of virtual sensors is −(N − 1)M ≤ i, j ≤ (N − 1)M . Hence, the SIRNA can estimate a covariance matrix with dimensions ((N −1)M +1) 2 -by-((N −1)M +1) 2 . In comparison, in order to achieve the same contiguous range of virtual sensors and covariance matrix dimensions, a full URA would require L x = L y = (N − 1)M + 1. While the SIRNA has a total of (M + N − 1) 2 sensors, the full URA has a total of L = (MN − M + 1) 2 sensors.
D. LINEAR COPRIME ARRAYS
A linear coprime array is formed by interleaving two ULAs, Subarray 1 and Subarray 2, such that the subarrays share the first sensor. Subarray 1 consists of M e sensors and an undersampling factor of N , while Subarray 2 consists of N e sensors and an undersampling factor of M [4] . The total number of sensors in the coprime array is M e + N e − c, where c is the number of sensors shared by the two subarrays. In this paper, we focus on coprime arrays with M e = 2M and N e = N . For this type of coprime array, the contiguous coarray range was proven to be |k| ≤ MN in [6] . In this paper, we prove that the range of k is even wider.
Lemma 1: A coprime array with M e = 2M and N e = N has a contiguous coarray in the range |k| ≤ MN + M − 1.
To prove this lemma, we consider the positive and negative values of k separately: According to Euclid's theorem [43] , given any integer k and coprime integer pair (M , N ), there always exist integers m and n such that k = Nm − Mn, or alternately,
Since 0 ≤ k ≤ MN + M − 1 and 0 ≤ n ≤ N − 1, we get
which proves that 0 ≤ Nm < 2MN , or simply, 0 ≤ m ≤ 2M − 1.
The lags obtained by subtracting Subarray 1 sensor locations from Subarray 2 sensor locations are k = Mn − Nm, where 0 ≤ m ≤ (M e − 1) and 0 ≤ n ≤ (N e − 1). For this set of lags, we can replace (7) by
Since −(MN + M − 1) ≤ k ≤ 0 and 0 ≤ n ≤ N − 1, we get the inequality in (8) The rectangular coprime array in this paper is different from the one in [39] . The coprime array in [39] is based on lattice theory and involves two lattices. To distinguish it from our design, we refer to the array from [39] as the Lattice-Imposed Rectangular Coprime Array (LIRCA). To generate the sensor locations of a LIRCA, we need two commuting, coprime, and nonsingular matrices M and N [39] . The Subarray 1 sensor locations are evaluated as Nα 1 , where α 1 are integer vectors that belong to FPD(2M). The Subarray 2 sensor locations are evaluated as Mα 2 , where α 2 are integer vectors that belong to FPD(N). Considering all α 1 in FPD(2M), instead of just M, causes the array to have all virtual sensors in FPD(MN) [39] . However, one important property of a linear coprime array does not translate to LIRCA. A linear coprime array with M e = 2M and N e = N can generate all the virtual sensors in the range |k| ≤ MN [4] . A full ULA requires MN +1 sensors to generate all the virtual sensors in that range. Hence, the linear coprime array with 2M + N − 1 sensors can create a covariance matrix with the same dimensions as the full ULA with MN + 1 sensors. This property does not extend to LIRCA. To clarify this, we consider a linear coprime array with M = 3, N = 4, Fig. 5a . In the range |k| ≤ 12, the set of virtual sensors generated by this linear coprime array does not have holes [4] . Therefore, this linear coprime array can estimate a covariance matrix with the same dimensions as the full ULA with 13 sensors. Next, consider a LIRCA with M = 3I 2 and N = 4I 2 . The Subarray 1 and Subarray 2 sensor locations of this array are depicted in Fig. 5a . The virtual sensors of this coprime array are shown in Fig. 5b . The lines x = ±12 and y = ±12 are also shown in the figure. The region 0 ≤ x, y ≤ 12 in Fig. 5b , which represents FPD(MN), does not have any holes. Similarly, the region −12 ≤ x, y ≤ 0, which represents −FPD(MN), does not have any holes either. However, the region 0 ≤ x, −y ≤ 12 and the region 0 ≤ −x, y ≤ 12 have holes, which means that some of the lags (i, j) in the range −12 ≤ i, j ≤ 12 are missing. In contrast, a full URA with L x = 13 and L y = 13 has all the lags in the range −12 ≤ i, j ≤ 12. The corresponding covariance matrix of the full URA requires all lags in the range −12 ≤ i, j ≤ 12. Hence, the coprime array depicted in Fig. 5a cannot estimate a covariance matrix with the same dimensions as the full URA with L x = 13 and L y = 13. This is a deviation from the linear coprime arrays.
To overcome this limitation of LIRCA, we propose a symmetry-imposed rectangular coprime array (SIRCA), as described in the following section.
F. SYMMETRY-IMPOSED RECTANGULAR COPRIME ARRAY
A SIRCA is formed by first constructing a linear coprime array with M e = 2M and N e = N . This linear array has a total of L c = 2M + N − 1 sensors. The sensor location indicator function for the linear coprime array is f L (i, j, k) = M e −1 m=0 δ(i − Nm, j, k) + N e −1 n=1 δ(i − Mn, j, k). The value of the trivariate function f L (i, j, k) is 1 when the array has a sensor at location (i, j, k), and the value is 0 otherwise. We define β as the vector that contains the x-coordinates of the underlying linear array's sensor locations. The SIRCA with this underlying coprime array is formed by combining L c vertically shifted copies of the linear array. The i th copy's vertical shift is the i th element of β. The sensor location indicator function of this SIRCA is
The x-and y-coordinates of SIRCA's sensor locations are given by
x c is the vector of x-coordinates of the SIRCA sensor locations, and y c is the vector of the corresponding ycoordinates. The z-coordinates are all zero.
As an example, consider a linear coprime array with M = 3, N = 4, M e = 2M , and N e = N . The vector β for this array is β = [0, 3, 4, 6, 8, 9, 12, 16, 20] . The bottom row (filled square marker) of Fig. 6a illustrates the linear coprime array. The SIRCA corresponding to the linear array is obtained by combining 9 vertically shifted copies of the linear array. The square markers (both filled and unfilled) constitute the SIRCA sensor locations. Fig. 6b illustrates the virtual sensor locations of the SIRCA in Fig. 6a . The lines x = ±14 and y = ±14 underscore that the SIRCA has all virtual sensors (i, j, 0) in the range −14 ≤ i, j ≤ 14. In contrast, a full URA requires L x = 15 and L y = 15 to have a complete set of virtual sensors in the range −14 ≤ i, j ≤ 14. The SIRCA in this example has a total of 81 sensors, but it creates the covariance matrix with the same dimensions as a full URA with 15 × 15 = 225 sensors. Thus, the SIRCA uses only 36% of the sensors that a full URA with equal aperture would require.
Next, we will derive parameters of a SIRCA, including the total number of sensors and the range of virtual sensors.
1) TOTAL NUMBER OF SENSORS IN A SIRCA
The underlying linear coprime array in a SIRCA has L c = M e + N e − 1 = 2M + N − 1 sensors. For a given aperture, choosing the coprime pair (M , N = M + 1) minimizes the total number of sensors [8] , [44] . Substituting N = M + 1 in the expression for L c , we get L c = 3M . The SIRCA obtained by expanding this linear array has L c copies of this linear arrays at different y-coordinates. The total number of sensors in SIRCA is L 2 c = 9M 2 . For example, the SIRCA in Fig. 6a has M = 3 and a total of 81 sensors.
2) RANGE OF VIRTUAL SENSORS IN A SIRCA
As proven in Section III-D, the underlying linear coprime array in SIRCA can generate all lags in the range |i| ≤ MN + M − 1. Hence, the support set of the coarray c(i, j, 0) is contiguous in the range |i| ≤ MN + M − 1 for the underlying coprime array. The coarray of the overall SIRCA can be written as
where g(i, j, 0) = f (−i, −j, 0). Each inner sum of the form 
IV. BLOCK-TOEPLITZ COVARIANCE MATRIX ESTIMATION
In this section, we outline a method to estimate a covariance matrix using the measurements from a rectangular sparse array, exploiting the block-Toeplitz property of a covariance matrix. We denote the covariance matrix estimate obtained using the proposed method asR BT . This method also applies to a full URA and yields a more accurate covariance estimate thanR in (5) . The algorithm for covariance estimation is outlined in Algorithm 1.
The data matrix corresponding to snapshot t is represented by Y(t). 
The vector γ referred to in Step 1 of Algorithm 1 is obtained by adding 1 to all elements of the vector β. The elements of γ contain the indices of the non-zero columns of Y(t).
We denote the column i, row m element of Y(t) by ζ (i, m). The product ζ (i, m)ζ * (j, n) is a spatial autocorrelation function (ACF) estimate of the measured signal at lag (i−j, m−n). We refer to this ACF estimate as r(i − j, m − n). In Step 2-4, we obtain a complete set of ACF estimates that we incorporate into matrix R ncb (t). We consider two columns of Y(t) at a time, representing the i th column of Y(t) by y i (t) and the reversed order j th column of Y(t) by ν j (t). We initialize R ncb (t) to be an all zero matrix with dimensions (2A y +1)-by-(2A x +1). In R ncb (t), columns 1 to 2A x +1 correspond to horizontal lags −A x to A x , while rows 1 to 2A y +1 correspond to vertical lags −A y to A y . In Step 4, we convolve each y i (t) with each ν * j (t). The convolution results are ACF estimates with corresponding lags of (i − j, m), where m ranges from −A y to A y . The convolution result y i (t) ν * j (t) is added to column χ of R ncb (t), where χ is given by
This calculation ensures that the difference i − j, which varies from −A x to A x , can be translated to a column number of R ncb (t), which varies from 1 to 2A x + 1. Each column of R ncb (t) is expected to be a sum of a different number of vectors of the form y i (t) ν * j (t), which shows that the matrix R ncb (t) is biased over different columns for a given row. Moreover, each element of y i (t) ν * j (t) is expected to be a sum of a different number of products of the form ζ (i, m)ζ * (j, n). Therefore, different rows across the same column of R ncb (t) are also biased. The bias will be removed in Step 6 and Step 7.
The virtual sensors are not contiguous for a SIRCA as depicted in Fig. 6 . Consequently, the matrix of ACF estimates R ncb (t) is also not contiguous. There are rows and columns with all zeros in R ncb (t). In Step 5, we extract the central largest non-contiguous submatrix of R ncb (t) and refer to it as R b (t). For a SIRCA, the dimensions of R b (t) are q c -byq c , where q c = 2(MN + M − 1) + 1. For a URA and a SIRNA, the virtual sensors are contiguous, and hence the matrix R ncb (t) is contiguous. Therefore, R b (t) = R ncb (t) for a URA and a SIRNA. The dimensions of R b (t) are (2L y − 1)by-(2L x − 1) for a URA and q n -by-q n for a SIRNA, where q n = 2(N − 1)M + 1.
A. BIAS REMOVAL FROM ACF ESTIMATES MATRIX
In Step 6-7, we remove the bias of R b (t) by using coarrays. For SIRNA, SIRCA, and URA, the coarray of the underlying linear array is given by is the univariate sensor location indicator. f (k) is given by f (k) = i∈β δ(k − i), where β is defined in (10), (11) , and (12) . The values of the coarray c ng (k) indicate how many physical sensor pairs lead to the same lag k. We refer to c ng as the vector of values from c ng (k) and the contiguous portion of c ng as c. In Step 6, to remove the embedded bias across the rows, we perform element-wise division of each column of R b (t) by c and obtain R 1 (t). In Step 7, to remove the embedded bias across the columns, we perform element-wise division of each row of R 1 (t) by c T and obtain the unbiased matrix R 2 (t). The matrix R 2 (t) contains all unbiased ACF estimates that are included in the covariance matrix estimate.
B. BLOCK-TOEPLITZ CONVERSION FOR COVARIANCE MATRIX
The spatial covariance matrix needs to be block-Toeplitz, as depicted in Fig. 2 . In Step 8, we convert R 2 (t) to a block-Toeplitz matrixR BT (t). Each block-diagonal is determined by one column of R 2 (t), as illustrated in Fig. 7 . The matrix R 2 (t) contains ACF estimates r(i, j) for contiguous lags (i, j) in the range −3 ≤ i ≤ 3 and −2 ≤ j ≤ 2. Assume that R 2 (t) has 2n + 1 rows and 2m + 1 columns. We convert each column of R 2 (t) to an (n + 1)-by-(n + 1) Toeplitz matrix. To explain this conversion process, we define a vector to Toeplitz matrix conversion operation, B = mat(a), where a is a (2n+1)-by-1 vector and the result, B, is an (n+1)by-(n + 1) matrix. The i th column of B is obtained by copying n + 1 rows of a starting at row n + 2 − i and ending at row 2n + 2 − i. For example, if a = [a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 ] T , then n = 3 and the Toeplitz matrix mat(a) is For notational brevity, we number the columns of R 2 (t) and the block-diagonals ofR BT (t) from −m to m as exhibited in Fig. 7 . The i th column of R 2 (t) is denoted as τ i for i = −m, −m+1, . . . , m. The covariance matrix estimate,R BT (t), is obtained by filling each i th block-diagonal with the (n + 1)by-(n + 1) matrix mat(τ i ).
C. VARIANCE REDUCTION FOR COVARIANCE ESTIMATE
In Step 9, we obtain the final covariance estimate,R BT , which improves the variance ofR BT (t) by averaging over all the available snapshots:
V. IMPLEMENTATION OF MUSIC WITH THE ESTIMATED COVARIANCE MATRIX
To estimate the DoA for q plane waves impinging on a two-dimensional array, we employ the MUSIC algorithm [3] . The input to the algorithm is the covariance matrix estimate, R BT , and the output is the spatial pseudospectrum P(u x , u y ) for −1 ≤ u x , u y ≤ 1. The peaks of the bivariate function correspond to the directions of uncorrelated plane waves.
Assuming the dimensions of the covariance matrix are D-by-D, the function P(u x , u y ) is given by
where U n is a matrix that contains the D − q eigenvectors of R BT that correspond to the D − q smallest eigenvalues. For all three arrays, full URA, SIRNA, and SIRCA, the direction vector is v(u x , u y ) = w x (u x ) ⊗ w y (u y ). For a full URA, the vectors w x (u x ) and w y (u y ) have been defined in (1) and (2) . For a SIRNA, for k = x or k = y, w k (u k ) = [e jπu k 0 , e jπu k 1 , e jπu k 2 , . . . , e jπu k (N −1)M ] T .
For a SIRCA, for k = x or k = y, w k (u k ) = [e jπu k 0 , e jπu k 1 , e jπu k 2 , . . . , e jπu k (MN +M −1) ] T .
A. EVALUATION OF THE SPATIAL PSEUDOSPECTRUM WITH FULL URA
In all examples, we assume that plane waves are zero-mean, Gaussian, and temporally and spatially WSS. We assume the noise to be zero-mean, Gaussian, spatially and temporally white.
In our first example, we consider a URA with L x = 9, L y = 9, and a total of L x L y = 81 sensors. We consider a scenario where there are 12 uncorrelated sources with direction cosines shown in Table 2 . The SNR is 0 dB for each source, and the number of available snapshots is T = 25. A realization of the MUSIC pseudospectrum obtained withR BT is depicted in the top panel of Fig. 8 . Vertical and horizontal lines have been overlaid through the actual source directions to highlight them. As shown in the figure, the MUSIC algorithm is able to identify all 12 sources correctly when usinĝ R BT . The bottom panel of Fig. 8 illustrates the MUSIC pseudospectrum obtained with the same data but usingR from (5) . This panel indicates that the correct source directions are still obtained usingR. However, the peaks are much wider in the bottom panel, signaling that the resolution offered bŷ R is not as high as the method introduced in Section IV. To elaborate this point further, we consider another example in which there are two closely located sources with direction cosines of (0, 0) and (0.07, 0.07), respectively. The MUSIC output that employsR BT is shown in the top panel of Fig. 9 . The axes limits have been narrowed in to focus on the region around the true source directions. The two source directions are correctly identified in this top panel. The MUSIC output that employsR is illustrated in the bottom panel of Fig. 9 . The two closely located sources manifest as one broad peak in this bottom panel. Therefore, the covariance estimateR provides less resolution than the proposedR BT .
B. EVALUATION OF THE SPATIAL PSEUDOSPECTRUM WITH SIRCA AND SIRNA
In this example, we consider the same scenario with 12 sources that have the direction cosines in Table 2 . Again, the SNR of each source is 0 dB, and the number of snapshots is T = 25. We consider the SIRNA with M = 4 and N = 6 from Fig. 4 and the SIRCA with M = 3 from Fig. 6 . We also consider a full URA with L x = 9 and L y = 9. Hence, each of the three arrays has a total of 81 sensors. We use the algorithm in Section IV for all three arrays. The top panel of Fig. 10 illustrates the MUSIC output of SIRNA, while the bottom panel shows the output of the full URA. Both arrays are able to identify all 12 source directions correctly. Moreover, since the total range of contiguous lags for the SIRNA is higher than for the full URA, the SIRNA has greater resolution. The higher resolution is shown by peaks in the top panel of Fig. 10 that are narrower than the bottom panel. Fig. 11 compares the MUSIC outputs for the SIRCA and the full URA. Similar to the case of SIRNA versus full URA, both SIRCA and full URA provide accurate estimates of the 12 peak locations. However, the SIRCA offers higher resolution than the full URA because the range of contiguous lags is wider for the SIRCA than for the full URA. The higher resolution of SIRCA is evident by narrower peaks for the SIRCA than for the full URA.
C. COMPARISON OF THE MEAN SQUARED ERRORS
We consider a scenario where there are two closely located uncorrelated sources with (u x , u y ) of (0, 0) and (0.05, 0.05). The sources have equal SNRs. We evaluate the mean squared error (MSE) in DoA estimation using the same three arrays with 81 sensors: 1) SIRCA with M = 3, 2) SIRNA with M = 4 and N = 6, and URA with L x = L y = 9. The MSE for the i th trial of the experiment is evaluated as
where (u xk , u yk ) for k = 1, 2 are the actual direction cosines, and (û xk,i ,û yk,i ) for k = 1, 2 are the corresponding direction cosine estimates for the i th trial. The MSEs achieved over different trials are averaged to obtain the final estimate of MSE. In our experiment, we set the number of trials to 400. Fig. 12 illustrates the MSEs of the three arrays. For the URA, we evaluate MSE using the covarianceR and label it as URA 2 in the figure. We also evaluate MSE using the covari-anceR BT and label it as URA 1 in the figure. The number of snapshots is 25, and the SNR varies from −10 dB to 10 dB. All four MSE plots exhibit a decrease in the MSE as the SNR level increases, as expected. URA 2 demonstrates the lowest accuracy among all arrays over the entire range of SNR. However, using the proposed algorithm for covariance estimation, the performance of URA 1 shows a significant improvement over URA 2. Nevertheless, the MSEs of URA 1 are still higher than the SIRCA and SIRNA with the same number of sensors. This is also expected because all three arrays have an equal number of sensors, but the range of contiguous lags, and hence the dimensions of the estimated covariance matrix, are higher for the SIRNA and SIRCA than for the URA. For a given number of sensors, the SIRNA and SIRCA exhibit higher resolution than the URA. Fig. 12 also illustrates that the MSEs of the SIRCA and SIRNA are approximately equal over various SNR values. Although the SIRNA has a slightly wider range of virtual sensors, and hence a larger covariance matrix, there does not seem to be an advantage over the SIRCA. This can be explained by the fact that on average, each ACF estimate in the covariance matrix of the SIRCA is obtained using more sensor pairs than for the SIRNA. Thus, the ACF estimates of SIRCA have lower variances than the ACF estimates of SIRNA. As a result, the overall MSEs of SIRCA and SIRNA are nearly equal. This effect has been noted in linear coprime and nested arrays [20] .
D. COMPARISON TO OTHER ALGORITHMS
For linear coprime and nested arrays, product processing and min processing have been widely studied for DoA estimation. Both these algorithms are vulnerable to crossterms that arise due to the interaction between Subarray 1's grating lobe from one source and Subarray 2's grating lobe from a different source [8] , [11] , [20] . The proposed MUSIC algorithm for two-dimensional DoA estimation presented in this paper is resilient to the crossterms issue. Moreover, in all our examples, the number of snapshots was set to 25 for 81-sensor arrays. Compare this to other works using product and min processing, in which the number of snapshots was set higher than the number of sensors in examples in order to achieve similar performance to that of a full array with equal aperture [20] , [45] . Additionally, since product and min processing are based upon conventional beamforming, they do not have resolution on par with MUSIC. Hence, the algorithm that we present for DoA estimation is preferable to product and min processing.
VI. CONCLUSION
This paper introduced rectangular nested and coprime arrays, called SIRNA and SIRCA, respectively, and provided closed form expressions for the extents of virtual sensors, ranges of contiguous lags, and dimensions of the covariance matrix estimate. We stressed the importance of the block-Toeplitz property for the spatial covariance matrix of a rectangular array. We provided an algorithm to estimate the covariance matrix that applies to all three arrays-URA, SIRNA, and SIRCA. The algorithm takes advantage of the block-Toeplitz property of the spatial covariance matrix.
We compared two-dimensional DoA estimation using a covariance matrix that has the block-Toeplitz property with a direct sample covariance matrix obtained with the traditional approach. The comparison showed that the block-Toeplitz covariance matrix leads to higher resolution and accuracy in DoA estimation. We presented several examples where the estimated covariance matrices were used as inputs to MUSIC. Our approach for DoA estimation takes full advantage of the enhanced degrees of freedom of two-dimensional nested and coprime arrays. The presented algorithm is capable of identifying the same number of uncorrelated sources as a full URA with the same virtual array aperture. The pseudospectra obtained with MUSIC confirmed the accuracy of the proposed algorithm for covariance estimation for all three arrays. The MSE plots in DoA estimation evaluated for a range of SNRs validated the superiority of the proposed covariance matrix over the traditional sample covariance matrix. The MSE plots also validated that the algorithm is applicable to both full and sparse arrays.
