RG boundaries and interfaces in Ising field theory by Konechny, Anatoly
To the memory of
O.I. Zavialov
RG boundaries and interfaces in Ising field theory
March 28, 2017
Anatoly Konechny
Department of Mathematics, Heriot-Watt University
Edinburgh EH14 4AS, United Kingdom
and
Maxwell Institute for Mathematical Sciences
Edinburgh, United Kingdom
E-mail: A.Konechny@hw.ac.uk
Abstract
Perturbing a CFT by a relevant operator on a half space and letting the
perturbation flow to the far infrared we obtain an RG interface between the
UV and IR CFTs. If the IR CFT is trivial we obtain an RG boundary
condition. The space of massive perturbations thus breaks up into regions
labelled by conformal boundary conditions of the UV fixed point. For the
2D critical Ising model perturbed by a generic relevant operator we find the
assignment of RG boundary conditions to all flows. We use some analytic
results but mostly rely on TCSA and TFFSA numerical techniques. We
investigate real as well as imaginary values of the magnetic field and, in
particular, the RG trajectory that ends at the Yang-Lee CFT. We argue
that the RG interface in the latter case does not approach a single conformal
interface but rather exhibits oscillatory non-convergent behaviour.
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1 Introduction
We are interested in RG flows in two-dimensional Euclidean quantum field theories. We
will look at flows that originate in a UV fixed point described by a 2D CFTUV and
arrive at an IR fixed point described by a CFTIR which may be trivial if a mass gap
develops along the flow. The flows are triggered by perturbations of CFTUV by relevant
operators φi. In general it is a hard non-perturbative problem to determine the infrared
properties of the perturbed theory, in particular to identify CFTIR when it is non-
trivial. A technique that allows one to investigate the perturbed theories numerically
in the infrared including the flows to non-trivial fixed points is the truncated conformal
space approach (TCSA) invented in [6], [7]. The basic setup of TCSA is as follows.
In order not to worry about perturbative infrared divergences we put the perturbed
theory on a cylinder with spacial periodic coordinate x ∼ x + R and Euclidean time
y directed along the axis of the cylinder. In the Hamiltonian formalism the perturbed
Hamiltonian on a circle at y = 0 is
H = H0 + λ
i
∫
dx φi(x, 0) . (1.1)
Here
H0 =
2pi
R
(
L0 + L¯0 − cUV
12
)
(1.2)
is the Hamiltonian of CFTUV that is expressed via the Virasoro modes L0, L¯0 and the
central charge cUV. The eigenvalues of H0 are scaling dimensions of CFTUV shifted by
cUV
12
. Since the state space H0 of the unperturbed theory on a cylinder is discrete H can
be represented by an infinite matrix acting in this space. To regulate the UV divergences
we can truncate H to a finite matrix by restricting it to a finite dimensional subspace
in H0. This gives rise to a variety of truncated Hamiltonian techniques in which one
numerically calculates the eigenvalues and eigenvectors of the truncated Hamiltonian
matrix for various values of the scale set by the circle length R. In TCSA the truncated
subspace is specified by imposing an upper bound on the scaling dimensions of the
allowed states. This upper bound is called the truncation level. The UV divergences
show up in the dependence of numerics on the truncation level. This dependence and
various improvement techniques have been discussed in [8], [11], [9], [10].
TCSA has been applied to situations in which a perturbed theory arrives to a non-
trivial fixed point (see e.g. [14], [8]). In this case the dimensionless energy eigenvalues
ER/2pi at large R asymptote to constant values that give scaling dimensions in CFTIR.
Moreover the asymptotic eigenvectors that correspond to scaling states |vi〉 in CFTIR
are obtained as vectors in the truncated subspace of H0. The corresponding components
of |vi〉 ∈ H0 give us pairings
〈i|vj〉 (1.3)
between scaling states in both CFT’s.
Pairings of this type are also associated with conformal interfaces. A conformal
interface I between CFTUV and CFTIR can be described (via the folding trick [29]) as
a conformal boundary condition in the tensor product CFTUV⊗CFTIR. If φUVi and φIRj
are scaling fields in the two theories then we can define a pairing
UV〈i|j〉IR = 〈φUVi φIRj 〉I (1.4)
1
as a disc one-point function with boundary condition I. Such pairings are canonically
normalised by means of Cardy constraint [26].
In TCSA there is no canonical way to fix normalisation of the eigenstates |vj〉 so the
natural observables that are free from this ambiguity are component ratios
Γji,k =
〈i|vj〉
〈k|vj〉 . (1.5)
In (untruncated) quantum field theory perturbed states more often than not do not lie
in the unperturbed state space. This has many manifestations such as Haag’s theorem,
orthogonality catastrophe, inequivalent representations of canonical commutation rela-
tions, etc (see [19] for a nice exposition and discussion). Typically1 however the problem
is with the norm of the perturbed states in interaction representation which is formally
infinite, while the component ratios such as (1.5) are well defined.
To show that the pairing (1.3) and ratios (1.5) associated with an RG flow arise from
a particular local conformal interface we discuss states in Lagrangian formalism using
wave functionals. Suppose CFTUV is described via a fundamental field ϕ(x) and an
action functional S0[ϕ]. States in this theory can be represented by a wave functional
Ψ[ϕ0] depending on functions ϕ0(x) defined on the circle y = 0. The vacuum state is
then given by a renormalised functional integral over the left half cylinder y ≤ 0
Ψvac[ϕ0] =
∫
ϕ(x,0)=ϕ0(x)
Dϕ e−S0[ϕ] . (1.6)
The functionals describing excited states can be obtained by inserting local operators
at positions with y < 0 inside the above functional integral.
Suppose now that the perturbed theory is described by an action functional
S[ϕ] = S0[ϕ] +
∫∫
dxdy V (ϕ(x, y)) (1.7)
where V (ϕ) is some potential. The vacuum of the perturbed theory can be represented
by the functional integration over the fields defined
Ψpertvac [ϕ0] =
∫
ϕ(x,0)=ϕ0(x)
Dϕ e−S[ϕ] . (1.8)
Expanding inside the functional integral the exponent
exp
[∫∫
y≤0
dxdy V (ϕ)
]
in power series we obtain a formal expansion of the perturbed vacuum functional
Ψpertvac [ϕ0] in terms of unperturbed states (interaction representation). We can extend
this pairing to excited states of the deformed theory by inserting into the functional
1At least for superrenormalizable theories.
2
integral (1.8) additional local operators. This gives a pairing between the states in the
two theories. In particular if we follow the perturbed theory to the IR fixed point we
obtain a pairing of the type (1.3). We assume in this discussion that all divergences are
renormalised including the ones that need additional boundary counterterms at y = 0.
Renormalisation of wave functionals has been discussed in [15], [16], [17] and more
recently in [18]. (More on renormalisation shortly.)
What becomes clear in this picture is that the pairing arises by perturbing the UV
fixed point on a half space (a half cylinder) and letting the perturbed theory flow to the
IR fixed point. This gives us a local conformal interface between CFTUV and CFTIR
which we call an RG interface. The idea to associate such interfaces with RG flows
was put forward in [1] (see also [2]). A concrete proposal for such an interface for ψ1,3-
flows between neighbouring minimal models was put forward in [3] and pairing (1.4)
associated with it was considered2.
Note that we do not need to have fundamental fields and functional integral represen-
tation to define the pairing in terms of the RG interface. To elucidate renormalisation
and to relate the above functional integral picture to conformal perturbation and TCSA
we first recast (1.8) in the language of conformal perturbation. Wave functionals cor-
respond to a particular basis in state space in which the field operator ϕ is diagonal.
We can choose instead the conformal basis of scaling states |i〉 in CFTUV. Consider the
following amplitude on a cylinder of length L
Z0,i(L) = 〈0| exp
[ ∫
−L≤y≤0
λkφk(x, y)
]
|i〉 (1.9)
illustrated on the picture below.
|i〉〈0| eλk∫ φk
perturbed theory
L
Figure 1: The amplitude Z0,i(L).
We have added little collars (depicted white) of unperturbed theory at both ends where
the states 〈0|, |i〉 are attached. The actual width of the collars is inessential. The
perturbative expansion of (1.9) is
Z0,i(L) =
∑
n
∑
i1,...,in
λi1 . . . λin
n!
∫
−L≤y1≤0
d2z1· · ·
∫
−L≤yn≤0
d2zn〈0|φi1(z1) . . . φin(zn)|i〉 (1.10)
2Unlike [3] we restrict our pairing to states only and do not consider issues of transport of local operators
from UV into IR that we believe to be rather subtle.
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The correlators here are correlators in CFTUV and can be calculated by mapping the
cylinder onto an annulus on the plane and inserting φi at infinity. Divergences arise
when operators φik collide. Collisions can happen at a point in the bulk of the cylinder
(annulus) or at a point on the boundary: at y = 0 or y = −L. The former are handled by
the usual renormalisation of perturbed theory while the latter may give rise to additional
boundary counter terms of the type discussed in [15]3. It is clear from the collisions
picture that all divergences are local. Assuming they can be renormalised we obtain a
cylinder with two local interfaces between CFTUV and the perturbed theory with two
external states of CFTUV attached. The perturbed theory can be driven towards CFTIR
that results in having a system with two conformal interfaces. Taking the limit L→∞
results in the following asymptotic
Z0,i(L) ∼ e−LEIR0 〈0|v0〉〈v0|i〉 (1.11)
where EIR0 = −picIR/6R is the vacuum energy of CFTIR. Removing the divergent
exponential factor we obtain up to the overall factor 〈0|v0〉 the overlaps 〈v0|i〉 of the
perturbed vacuum |v0〉 with the unperturbed scaling states. Overlaps with excited
states |vi〉 can be obtained from the subleading terms in the L→∞ asymptotic.
To summarise the above discussion, in the Lagrangian formalism the TCSA overlaps
(1.3) are described in terms of a local interface between the perturbed and unperturbed
theories. This has implications that are not evident in the Hamiltonian picture (and thus
in TCSA). Thus for flows to a trivial fixed point the RG interface is a conformal boundary
condition (the RG boundary). In the far infrared the perturbed theory vacuum state
is given by the conformal boundary state describing this boundary condition (this was
previously observed in [20] and [21] for particular models). The boundary state at hand
must satisfy Cardy constraint which arises from locality. There are similar constraints for
flows to a non-trivial fixed point with local conformal interfaces described by conformal
boundary conditions in the tensor product theories as was already mentioned above.
All massive flows from a given CFTUV are then labeled by conformal boundary
conditions. They appear to be natural labels of infrared phases of massive theories. The
unstable manifold is then broken into regions of possibly different dimensions labeled
by conformal boundary conditions with particular conditions on boundaries separating
these regions. It seems to be an interesting enterprise to investigate this structure
for particular two-dimensional CFTs. For each Virasoro minimal model there is a finite
number of fundamental conformal boundary conditions, so that we expect their unstable
manifolds to be broken into finitely many regions (massive phases). As we will show
below superpositions of fundamental boundary conditions may also arise for RG flows
in the presence of spontaneous symmetry breaking.
In this paper we investigate the RG boundaries and interfaces for the simplest min-
imal model - the critical Ising model. It has three primary fields: 1, , σ and three
fundamental conformal boundary conditions with boundary states [26]
|±〉〉 = 1√
2
[
|0〉〉+ |〉〉 ± 21/4|σ〉〉
]
, |F 〉〉 = |0〉〉 − |〉〉 . (1.12)
Here |0〉〉, |〉〉, |σ〉〉 stand for the Ishibashi states built on the respective primaries: 1, ,
and σ. The boundary states |±〉〉 describe the fixed spin while |F 〉〉 describes the free
3They result in additional functions present in the Callan-Symanzik equation for Z0,i (and Ψ
pert
vac [ϕ0])
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spin boundary condition. The theory has two relevant perturbations - temperature and
magnetic field that are described by mass m and magnetic field coupling h in the free
fermion theory:
SIFT =
1
2pi
∫
(ψ∂¯ψ + ψ¯∂ψ¯ + imψ¯ψ) d2x+ h
∫
σ d2x . (1.13)
For real values of the couplings m, h all flows are massive and our results regarding
the corresponding RG boundaries are summarised on the diagram presented below. We
parameterise an outgoing RG trajectory for Ising field theory by points on a circle on the
m,h-plane. For all points on the upper semicircle except for the points on the h = 0 axis
the RG boundary condition is |+〉〉 and similarly for all points on the lower semicircle
we have |−〉〉. The exceptional points are those on the h = 0 axis. For h = 0,m > 0 we
obtain a superposition |+〉〉 ⊕ |−〉〉 while for h = 0,m < 0 we obtain |F 〉〉.
m
h
|+〉〉|+〉〉
|−〉〉 |−〉〉
• •
|+〉〉 ⊕ |−〉〉
|F 〉〉
Figure 2: The unstable manifold of IFT and associated RG boundaries.
The fact that we obtain a superposition of boundary states for h = 0,m > 0 reflects the
spontaneous symmetry breaking of the low temperature phase.
We have also investigated the imaginary magnetic field. It is convenient to label the
RG trajectories by the dimensionless ratio
y =
m
|h|8/15 . (1.14)
As shown in [4] for imaginary magnetic field when y > ycr = −2.42929 (the value is
taken from [32]) the vacuum energy is complex with a two-dimensional vacuum subspace
spanned by the eigenstates with complex conjugated energy eigenvalues. We find that
in all such cases the RG boundary is |+〉〉 ⊕ |−〉〉. For y < ycr the vacuum energy is
real and the flows are massive. We argue that in this case the RG boundary does not
approach a single conformal boundary condition as we go to the far infrared. For large
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negative values of y the RG flow of the vacuum vector can be well approximated by the
boundary magnetic field model that is exactly solvable and provides further insight into
the non-convergent behaviour. At y = ycr the RG trajectory approaches the Yang-Lee
edge singularity [22], [23] that is described by a non-unitary conformal minimal model
M(2, 5) [24]. In this case our findings point as well to the picture in which the RG
interface does not approach a single conformal interface but demonstrates an oscillatory
non-convergent behaviour. The case y = −∞ is the exceptional case of no magnetic field
and the RG boundary is given by the free boundary condition as before. We summarise
these answers on the diagram below.
m
ih
|+〉〉 ⊕ |−〉〉
|+〉〉 ⊕ |−〉〉
•
y = ycr
|F 〉〉
Figure 3: RG boundaries for IFT with imaginary magnetic field. Everywhere on the dashed
red line there is no limit except for the h = 0 point. This includes the y = ycr trajectory flowing
to Yang-Lee theory. Everywhere on the solid black line the RG boundary is |+〉〉 ⊕ |−〉〉.
The main body of the paper is organised as follows. In section 2 we work out in
detail the analytically solvable case of vanishing magnetic field. In section 3 we explain
the basic TCSA setup for the perturbed Ising model using free fermions. In section 4
we present numerical results obtained using TCSA for real valued couplings m and h.
In particular we give plots for some component ratios of the type given by (1.5). The
numerical results together with the analytic ones from section 2 lead to the diagram
on Fig. 2 which is further discussed in section 4.2. While TCSA works really well for
the real couplings, for imaginary magnetic field when the vacuum energy is real another
numerical method - truncated free fermion space approach (TFFSA) of [4] works much
better. This method which we explain in section 5 allows one to treat the mass coupling
non-perturbatively. In section 6 we present our numerical results obtained using TFFSA
for the case of imaginary magnetic field and the region y > ycr where the vacuum energy
is complex. In section 7 we discuss the region y ≤ ycr. We first consider the massive
flows with y < ycr in section 7.1. Before discussing in section 7.3 the numerics for
component ratios related to the flow to the Yang-Lee fixed point at y = ycr we describe
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all conformal interfaces between the Ising and Yang-Lee models in section 7.2. We finish
off with a brief discussion of some open problems in section 8.
2 RG flows at zero magnetic field
2.1 Preliminaries. Massive and massless free fermions.
The Ising model at zero magnetic field is a theory of free fermions with Euclidean action
1
2pi
∫
(ψ∂¯ψ + ψ¯∂ψ¯ + imψ¯ψ) d2x (2.1)
Here the coupling m measures the deviation from the critical temperature of the classical
model: m = (Tc − T )/Tc.
We are going to put this theory on an infinite cylinder of radius R. Let x ∼ x + R
be the periodic coordinate and y - the coordinate along the cylinder. Two sectors arise
- with periodic (Neveu-Schwarz or NS-sector for brevity) and anti periodic (Ramond or
R-sector). Quantizing on the spacial x-circle we get the single-particle frequencies
ωn =
√
m2 +
(
2pin
R
)2
(2.2)
where n ∈ Z in the R-sector and n ∈ 1/2 + Z in the NS-sector. Below we will use the
index n (or n1, n2, . . . ) for integers and k (or k1, k2, . . . ) for half-integers.
Using the complex coordinate z = x + iy the mode expansion in the NS sector is
introduced as
ψ(x, y) =
∑
k∈1/2+Z
(
−pii
R
)1/2√
1− 2pik
Rωk
[
(k)bke
−yωk−ixk/2pi + ∗(k)b†ke
yωk+ixk/2pi
]
(2.3)
ψ¯(x, y) =
∑
k∈1/2+Z
(
pii
R
)1/2√
1 +
2pik
Rωk
[
∗(−k)bke−yωk−ixk/2pi+(−k)b†keyωk+ixk/2pi
]
(2.4)
where
(k) =
{
1 , k < 0
−isign(m) , k > 0 (2.5)
We also have similar expressions in the R-sector in terms of creation and annihilation
operators b†n, bn which we omit for brevity. The physical state space on a circle Hm is
spanned by the states
|k1, . . . , kN〉NS = b†k1 . . . b†kN |0〉NS , ki ∈ 1/2 + Z (2.6)
with N even and by the states
|n1, . . . , nM〉R = b†n1 . . . b†nM |0〉R , ni ∈ Z (2.7)
where when m > 0 the number of oscillators M is even and when m < 0 M is odd.
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The Hamiltonian blocks are
HNS =
∞∑
n=−∞
ωn+1/2b
†
n+1/2bn+1/2 + E
(NS)
0 , (2.8)
HR =
∞∑
n=−∞
ωnb
†
nbn + E
(R)
0 (2.9)
where the vacuum energies are
E
(NS)
0 =
m2R
4pi
ln
( |m|
µ
)
− |m|
∞∫
−∞
dθ
2pi
cosh(θ) ln
(
1 + e−|m|R cosh(θ)
)
, (2.10)
E
(R)
0 =
m2R
4pi
ln
( |m|
µ
)
− |m|
∞∫
−∞
dθ
2pi
cosh(θ) ln
(
1− e−|m|R cosh(θ)) . (2.11)
Here µ is a subtraction scale for the logarithmic divergence that arises from the OPE of
two energy operators and is responsible for the Onsager singularity of free energy.
The theory with an arbitrary value of m can be described in the m = 0 state space
using a Bogolyubov transformation. The massless fermionic fields which we denote χ(z),
χ¯(z¯) have mode expansions
χ(z) =
(
−i2pi
R
)1/2 ∑
k∈1/2+Z
ake
i(x+iy) 2pi
R
k , (2.12)
χ¯(z¯) =
(
i
2pi
R
)1/2 ∑
k∈1/2+Z
a¯ke
−i(x−iy) 2pi
R
k . (2.13)
The operators ak, a¯k, k > 0 are the annihilation operators and a
†
k = a−k, a¯
†
k = a¯−k,
k > 0 are the corresponding creation operators. Similarly in the Ramond sector the
expansions are
χ(z) =
(
−i2pi
R
)1/2∑
n∈Z
ane
i(x+iy) 2pi
R
n , (2.14)
χ¯(z) =
(
i
2pi
R
)1/2∑
n∈Z
a¯ne
−i(x−iy) 2pi
R
n (2.15)
where the zero modes satisfy
a20 =
1
2
, a¯20 =
1
2
. (2.16)
We choose conventions in which the zero modes act on the spin and disorder primary
states according to
a0|σ〉 = 1√
2
|µ〉 , a¯0|σ〉 = − i√
2
|µ〉 . (2.17)
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The physical state space H0 is spanned by the states
a¯†k1 . . . a¯
†
kp
a†kp+1 . . . a
†
kN
|0〉 , ki ∈ 1/2 + Z , N − even (2.18)
in the NS sector and by the states
a¯†n1 . . . a¯
†
nqa
†
nq+1
. . . a†nM |σ〉 , ni ∈ Z, , M − even (2.19)
in the R sector. Above |0〉 stands for the conformal vacuum state.
The Bogolyubov transformation relating the massive and massless theories is
b†k = f(k) ·

(a¯†k − i
∆ωk
m
ak) , k > 0
(a†−k + i
∆ωk
m
a¯−k) , k < 0
(2.20)
in the NS sector and
b†n = f(n) ·

(a¯†n − i
∆ωn
m
an) , n > 0
(a†−n + i
∆ωn
m
a¯−n) , n < 0
(2.21)
b†0 =
1√
2
·

(a0 + ia¯0) , m > 0
(a0 − ia¯0) , m < 0
, b0 =
1√
2
·

(a0 − ia¯0) , m > 0
(a0 + ia¯0) , m < 0
(2.22)
in the R-sector. In the above
∆ωk = ωk − 2pi|k|
R
, f(k) =
1√
1 + (∆ωk/m)2
(2.23)
where k is a half-integer and similar formulas hold with k replaced by an integer n for
the R-sector.
2.2 The interface between the massless and massive theories
Bogolyubov transformation (2.21), (2.22) is a proper Bogolyubov transformation in the
terminology of [25] which means that it is implemented by a unitary operator U : H0 →
H0 so that
Ua¯†kU
∗ = f(k)(a¯†k − i
∆ωk
m
ak) , (2.24)
Ua†kU
∗ = f(k)(a†k + i
∆ωk
m
a¯k) (2.25)
and similarly in the R-sector with the zero modes transforming as
Ua0U
∗ = a0 , Ua¯0U∗ = sign(m)a¯0 . (2.26)
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The Bogolyubov transformation at hand allows one to embed the states from Hm
into H0 and vice versa. More precisely the first embedding is realised by means of an
interface operator
Dˆm : H0 → Hm , Dˆm = OU (2.27)
where
O a¯†k1 . . . a†kn . . . |0〉 = b†k1 . . . b†−kn . . . |0〉NS (2.28)
and similar relations are satisfied in the R-sector with the zero modes transforming as
O a¯†0 . . . a†0 . . . |σ〉 =
i(b0 − b†0)√
2
. . .
(b0 + b
†
0)√
2
. . . |0〉R . (2.29)
The inverse operator
Dˆ−1m : Hm → H0 , Dˆ−1m = O−1V (2.30)
where V : Hm → Hm is a unitary operator that realises the inverse Bogolyubov trans-
formation.
A general formula for operators U , V for a given Bogolyubov transformation is known
(see e.g. formula (5.15) from Berezin’s book [25]). Using it we find the following explicit
formulas for the two blocks of Dˆ−1m :
Dˆ−1m =
(
DˆNS 0
0 DˆR
)
, (2.31)
DˆNS = N (ν)|0〉〈0|NS
∏
k>0
exp
(
i
∆ωk
m
(a†ka¯
†
k − b−kbk) + f−1(k)(a†kb−k + a¯†kbk)
)
, (2.32)
DˆR = N˜ (ν)Πˆ
∞∏
n=1
exp
(
i
∆ωn
m
(a†na¯
†
n − b−nbn) + f−1(n)(a†nb−n + a¯†nbn)
)
(2.33)
where
Πˆ =

|σ〉〈0|R + |µ〉〈0|Rb0 , m > 0
|σ〉〈0|Rb0 + |µ〉〈0|R , m < 0
(2.34)
and all creation operators a†n, a¯
†
m are understood to act on |0〉 and |σ〉 from the left. The
normalisation factors N (ν), N˜ (ν) are given in terms of infinite products
N (ν) =
∞∏
n=0
f(n+ 1/2) , N˜ (ν) =
∞∏
n=1
f(n) . (2.35)
where we denoted ν = |m|R - the dimensionless mass.
Taking the logarithms of N (ν), N˜ (ν) and applying Abel-Plana summation formula
we obtain the following integral expressions
N (ν) = exp
[
ν
(
2− pi
8pi
)
+
ν
2pi
1∫
0
arcsin(x)
eνx + 1
dx
]
, (2.36)
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N˜ (ν) = 21/4 exp
[
ν
(
2− pi
8pi
)
− ν
2pi
1∫
0
arcsin(x)
eνx − 1 dx
]
, (2.37)
The ratio of the normalisation factors N˜ /N interpolates between 1 at ν = 0 and
21/4 at ν =∞. Below is a plot of
f(ν) =
N˜ (ν)
21/4N (ν) (2.38)
0 10 20 30 40 50 ν0.80
0.85
0.90
0.95
1.00
f(ν)
Figure 4: The normalised ratio of NS- and R-sector normalisation factors
This function monotonically increases from the value 2−1/4 ≈ 0.84 to 1. It passes the
value 0.9 around ν = 3.5 and the value 0.99 around ν = 40.
The interface operator can be alternatively described in terms of a local gluing con-
dition at y = 0:
χ(x, 0) = ψ(x, 0) , χ¯(x, 0) = ψ¯(x, 0) . (2.39)
This description is manifestly local in the x-direction.
2.3 RG flows and the corresponding conformal boundary conditions
In the decompactification limit ν →∞ all excited states in the spectrum acquire infinite
energy above the vacuum. As conformal symmetry is restored we expect the vacuum
states of the infinitely massive theory to be described as conformal boundary states in
the massless theory H0.
For m > 0 the system is in the low temperature ordered phase. As m goes to plus
infinity the vacuum becomes doubly degenerate. This happens exponentially fast in ν.
More precisely the difference of vacuum energies in the NS- and R- sectors is
∆e ≡ (E0(R) − E0(NS)) R
2pi
= ν
∞∫
−∞
dθ
(2pi)2
cosh(θ) ln
[
cotanh
(
ν cosh(θ)
2
)]
(2.40)
that for ν →∞ behaves as
∆e ∼ pi−3/2
√
ν
2
e−ν . (2.41)
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At m = +∞ only a two-dimensional vacuum space is left in the spectrum. Using (2.32),
(2.33) we can find the expressions for the asymptotic vacuum states. As they have
infinite norm we should think of them, as we usually do for boundary states, as vectors
in the dual space H∗0.
The details are as follows. The normalisation factors N (ν), N˜ (ν) each goes to zero
due to the Casimir energy factors
exp
[
ν
(
2− pi
8pi
)]
(2.42)
in (2.36), (2.37). This reflects the fact that the conformal boundary states to which the
massive vacuum approaches have infinite norm. Stripping off this vanishing factor we
obtain the following asymptotic representations of the vacuum sectors of H∞ in H0
|0〉〉+NS ≡ limm→+∞ exp
[
ν
(
pi − 2
8pi
)]
DˆNS|0〉NS =
∞∏
n=0
exp(ia†n+1/2a¯
†
n+1/2)|0〉 , (2.43)
|0〉〉+R ≡ limm→+∞ exp
[
ν
(
pi − 2
8pi
)]
DˆR|0〉R = 21/4
∞∏
n=1
exp(ia†na¯
†
n)|σ〉 . (2.44)
These states can be decomposed into conformal Ishibashi states4 [26] using the identifi-
cation of the energy primary state
|〉 = ia†1/2a¯†1/2|0〉 . (2.45)
We obtain
|0〉〉+NS = |0〉〉+ |〉〉 , (2.46)
|0〉〉+R = 21/4|σ〉〉 . (2.47)
We observe that these states already have correct relative normalisations to be com-
bined into conformal boundary states. By multiplying them by 1/
√
2 and choosing
the appropriate relative phases between the NS- and R- sector components we combine
them into two Cardy states which represent local boundary conditions corresponding
to fixed boundary spin: |+〉〉, |−〉〉 given in (1.12). Hence the RG boundary state that
corresponds to the m→ +∞ flow is a superposition
|RG〉〉 = |+〉〉 ⊕ |−〉〉 .
For m < 0 the system is in the high temperature disordered phase. In the R-sector
the lowest energy state is the Fock space one-particle excitation b†0|0〉R so that all R-
sector states disappear from the spectrum as m → −∞. The remaining vacuum state
is
|0〉〉−NS ≡ limm→−∞ exp
[
ν
(
pi − 2
8pi
)]
DˆNS|0〉NS =
∞∏
n=0
exp(−ia†n+1/2a¯†n+1/2)|0〉 , (2.48)
4The states with an even number of chiral oscillators correspond to the Virasoro tower of the identity while
the ones with an odd number to that of the energy primary .
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which as above can be decomposed into the Ishibashi states as
|0〉〉−NS = |0〉〉 − |〉〉 (2.49)
that already corresponds to a normalised Cardy boundary state |F 〉〉 = |0〉〉 − |〉〉 giving
the free boundary condition. Thus in this case
|RG〉〉 = |F 〉〉 . (2.50)
In the presence of magnetic field (the case we take up in the next section) the main
quantities we will calculate numerically are component ratios of the type (1.5) discussed
in the introduction. Specifically for the massive flows of the Ising field theory it is
convenient to introduce two ratios:
Γ0 =
〈|v0〉
〈0|v0〉 , Γ
0
σ =
〈σ|v0〉
〈0|v0〉 . (2.51)
Here |v0〉 stands for the vacuum of perturbed theory as it appears inside the critical
Ising state space.
It is instructive to look at these component ratios for the h = 0 flows where we can
get the exact formulas for them. The (unnormalised) vacuum of the perturbed theory
(at finite value of m) is
|v0〉 = DˆNS|0〉NS
that always lies in the NS-sector. From (2.32) we find
Γ0σ = 0 , Γ
0
 =
〈|v0〉
〈0|v0〉 =
∆ω1/2
m
= sign(m)g(ν) (2.52)
where
g(ν) =
√
1 +
(pi
ν
)2
− pi
ν
. (2.53)
The function g(ν) asymptoticaly goes to 1 very slowly, as a power function. Here is a
plot of g(ν)
0 20 40 60 80 100ν0.0
0.2
0.4
0.6
0.8
1.0
g(ν)
Figure 5: The component ratio Γ0 for zero magnetic field, m > 0
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This function monotonically increases and becomes larger than 0.9 past ν = 30 and
larger than 0.99 past ν = 313. These values of the dimensionless mass are very large.
This shows that it may be much harder to read off the component ratios from TCSA
numerics than say the energy spectrum for which the convergence is typically exponen-
tial. The further we have to go into the infrared the greater the TCSA errors can be for
a fixed truncation level. We will see that while the perturbative corrections grow the
numerics demonstrates that the total truncation error remains bounded.
For m → +∞ the first excited vector remains in the spectrum. It is |v1〉 = DˆR|0〉R
for which we can define a ratio of components∣∣∣∣〈σ|L1L¯1|v1〉〈σ|v0〉
∣∣∣∣ = 18g(ν) (2.54)
that again converges as slowly as Γ0 .
3 TCSA for Ising field theory
We would like now to consider a generic perturbation of the critical Ising model with
m 6= 0 and h 6= 0. For real-valued h 6= 0 the system flows to a trivial theory with a
single vacuum. We can study numerically the ratios Γ0,σ using TCSA.
We work in the massless fermion physical space H0. The perturbed Euclidean action
of the Ising field theory is given in (1.13). Let us choose an orthonormal basis in H0
described in section 2.1. In the NS sector we choose
|k¯1, . . . k¯p; k1, . . . kq〉NS = a¯†k¯1 . . . a¯
†
k¯p
a†k1 . . . a
†
kq
|0〉 (3.1)
where
ki, k¯j ∈ 1/2 + Z , ki > 0 , k¯j > 0 , p+ q − even (3.2)
and
k¯1 > k¯2 > · · · > k¯p , k1 > k2 > · · · > kq . (3.3)
In the R-sector we choose
|n¯1, . . . n¯p;n1, . . . nq〉R = a¯†n¯1 . . . a¯†n¯pa†n1 . . . a†nq |σ〉 , p+ q − even (3.4)
and
|n¯1, . . . n¯p;n1, . . . nq〉R = a¯†n¯1 . . . a¯†n¯pa†n1 . . . a†nq |µ〉 , p+ q − odd . (3.5)
Here we assume
ni, n¯j ∈ Z , ni > 0, n¯j > 0 (3.6)
and
n¯1 > n¯2 > · · · > n¯p , n1 > n2 > · · · > nq . (3.7)
We are going to work in a finite-dimensional truncated space Htr0 is spanned by (3.1),
(3.4), (3.5) satisfying the following additional constraints
p∑
i=1
k¯i =
q∑
i=1
ki ≤ nc ,
p∑
i=1
n¯i =
q∑
i=1
ni ≤ nc (3.8)
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where nc is the integer that sets the level truncation
5. We choose the space Htr0 to
contain only zero spin vectors that is relevant for identifying RG boundary states.
In the table below we give dimensions of truncated spaces for a range of values of
nc. In the last row we give dimension of the truncated subspace of diagonal states - this
one is spanned by states of the form (3.1) with p = q and ki = k¯i, i = 1, . . . p in the NS
sector and similarly by states (3.4), (3.5) with ni = n¯i in the R-sector. These states are
of particular interest because the conformal Ishibashi states are linear combinations of
such states.
nc 8 10 11 12 13 14 16 17 18
dimension of truncated
NS space
91 226 354 556 844 1296 2838 4139 6069
dimension of truncated
R space
97 261 405 630 954 1438 3191 4635 6751
Total dimension of
truncated space
188 487 759 1186 1798 2734 6029 8774 12820
Dimension of diagonal
subspace
58 99 127 162 204 256 393 482 590
Figure 6: Dimensions of truncated spaces
In operator quantisation the matrix elements of σ factorise into holomorphic and
antiholomorphic factors
NS〈k¯1, . . . k¯p, k1 . . . , kq|σ(0, 0)|n¯1, . . . n¯r, n1, . . . , ns〉R
=
(
2pi
R
)1/8
(−1)q(q−1)/2+s(s−1)/2+r(s+1)G(k¯1, . . . n¯1, . . . , n¯r)
×G(k1, . . . , kq, n1, . . . , ns) (3.9)
where
G(k1, . . . kp, n1, . . . , nr) =
p∏
j=1
gNS(kj)
r∏
i=1
gR(ni)
( ∏
1≤i<j≤p
ki − kj
ki + kj
)
×
( ∏
1≤i<j≤q
ni − nj
ni + nj
)( ∏
1≤i≤p;1≤j≤r
ki + nj
ki − nj
)
(3.10)
where
gNS(k) =
Γ(k)√
2piΓ(k + 1/2)
, gR(n) =
Γ(n+ 1/2)√
2piΓ(n)
(3.11)
are the massless leg factors. The antiholomorphic factor G(k¯1, . . . n¯1, . . . , n¯r) is given by
the same formula as (3.10) with ni, kj mode numbers replaced by n¯i, k¯j.
5This means that nc truncates the total Virasoro weight. Note that in some TCSA schemes the truncation
is done in the level of descendants only rather than in the total weight.
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The RG trajectories of the Ising field theory (1.13) are labeled by a dimensionless
parameter
y =
m
|h|8/15 (3.12)
for which we use the same notation as [4]. We also use a dimensionless distance scale
r = R|h|8/15 . (3.13)
In terms of these two scaling variables the dimensionless mass can be expressed as
ν = R|m| = |y|r . (3.14)
The TCSA Hamiltonian is
HTCSA =
2pi
R
[
H0 + r
15/8(2pi)−7/8B +
yr
2pi
M
]
. (3.15)
Here H0, B and M are matrices not containing any dimensional parameters or scaling
variables y, r. They are defined as follows. We have
H0 =
∞∑
n=0
(n+ 1/2)[a†n+1/2an+1/2 + a¯
†
n+1/2a¯n+1/2]−
1
24
(3.16)
in the NS-sector and
H0 =
∞∑
n=0
n[a†nan + a¯
†
na¯n] +
1
12
(3.17)
in the R-sector. The matrix B has the same matrix elements as (3.9) with the factor(
2pi
R
)1/8
removed. The matrix M is the matrix for the operator iψψ¯ in the basis given
by (3.1), (3.4), (3.5).
If E(r) is an eigenvalue of HTCSA we also define dimensionless eigenvalues
e(r) =
R
2pi
E(r) (3.18)
and
E˜(r) ≡ E(r)|h|8/15 =
2pie(r)
r
. (3.19)
For a flow to Yang-Lee fixed point the differences of the eigenvalues e(r) interpolate
between the differences of scaling dimensions at the fixed points (see a detailed discussion
in section 7.3).
To identify RG boundaries for the massive flows we are going to calculate numerically
the component ratios Γ0 , Γ
0
σ defined in (2.51). Also later we will consider the RG flow
to Yang-Lee fixed point which occurs at imaginary magnetic field. In that case we will
also look at the ratios
Γi =
〈|vi〉
〈0|vi〉 , Γ
i
σ =
〈σ|vi〉
〈0|vi〉 (3.20)
corresponding to the i-th excited energy eigenstates |vi〉, i = 1, 2, . . . .
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TCSA results at finite nc of course differ from the exact renormalised QFT results
at nc =∞. Some of the corrections correspond to redefining the coupling constants and
can be taken into account using a certain RG scheme [8], while there are also non-local
corrections [9], [10]. The redefined coupling constants corresponding to the RG scheme
of [8] can be approximated by running couplings that depend on continuous t = 1/nc.
Let τ = yr = sign(y)ν. The RG equations for the running couplings τ(t), r(t) then read
dr
dt
= −Arτ , dτ
dt
= −sBt7/4r15/4 (3.21)
where
A =
2
15pi2
≈ 0.01 , B = 1
4(2pi)3/4Γ2(−3/8) ≈ 0.004 (3.22)
and s = 1 for real magnetic field and s = −1 for the imaginary one. These equations
are to be solved with the bare couplings from (3.15) taken as initial condition at t = 0.
Both couplings change quite slowly. For example for y = y(0) = −3 and s = −1 (close
to the Yang-Lee trajectory) we find numerically for nc = 12 that for r = r(0) = 12 the
effective values are r(1/12) ≈ 12.49, τ(1/12) ≈ −35.98. The mass coupling τ changes
particularly slowly.
The method for dealing with non-local perturbative corrections to energy eigenvalues
has been worked out in [9], [10]. One strategy to implement such corrections in practice
is by varying nc and by fitting the variations in numerical results to combinations of
negative powers of nc. For the Ising field theory this has been done in [12], [13] (in
particular see Appendix B in [13] where RG corrections and fittings in both TCSA and
TFFSA are discussed in detail). Perturbative truncation corrections to eigenvectors
(which would be of interest for calculating the component ratios Γi,σ) have not been
so far systematically investigated. Moreover as Figure 2.3 shows one can expect a
very slow approach of Γi,σ to their IR asymptotics that does not make perturbative
corrections useful for finding their IR values. Nevertheless our TCSA numerical results,
that we present in the next section, show that the component ratios for real magnetic
field asymptotically approach constant values with (non-perturbative) truncation errors
staying bounded. Since the running couplings corrections are really tiny and do not
change any qualitative conclusions and also to make direct comparison with the results
of [4], [31], [32] possible, everywhere in the paper we present uncorrected (raw) TCSA
and TFFSA data.
4 Massive flows. Real magnetic field.
4.1 TCSA data
The component ratios we are going to find numerically are Γ0 and Γ
0
σ defined in (2.51).
The sign of Γ0σ is correlated with the sign of h. For simplicity we will always choose h
so that Γ0σ is positive.
When a magnetic field perturbation is present it is natural to expect the |σ〉〉 com-
ponent to be present in the RG boundary state. As we don’t expect any vacuum
degeneration we expect the RG boundary state to be |+〉〉 or |−〉〉 depending on the sign
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of the coupling h. This means that Γ0(r) should approach 1 and Γ
0
σ(r) should approach
21/4 ≈ 1.18921. Indeed this is what we observe in TCSA numerics presented below for
a range of values of y. The approach to asymptotic values is always quite slow - of the
type the exact solution for Γ0 demonstrates in the h = 0 case. On the graphs for Γ
0
σ
below the red dashed line corresponds to the value 21/4. The results presented below
are not very sensitive to the the cutoff level nc (see a more detailed discussion below).
For illustration we chose nc = 12.
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Figure 7: y = −3
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Figure 8: y = −1
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Figure 9: y = 0.1
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Figure 10: y = 1
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Figure 11: y = 3
We observe that the ratio Γ0σ converges to its expected limiting value with much
better accuracy than Γ0 . While for the values of r ∼ 50 we have Γ0σ ≈ 1.17 for Γ0
typical asymptotic values are near 0.9. In the disordered phase, where y < 0, the mass
term dominates at small distances so that Γ0 starts out with negative values. The
magnetic field takes over at sufficiently large distances with Γ0 passing through zero
and monotonically increasing to a positive asymptotic value that is less than 1. Thus
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for y < 0 the convergence of Γ0 to its asymptotic value is slower than in the ordered
phase.
It should be noted that at the large values of r we considered: 30 < r < 100, the
values of ν/nc and hr
15/8/nc are large. This means that any perturbative corrections
are large in that region. However the numerics shows that the perturbative corrections
must sum up to a form f(r)/nc where f(r) is a bounded function of r. The following
plot shows how the numerical values of Γ0 taken for y = 1 change when we change the
truncation level nc.
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Figure 12: The Γ0 numerics at y = 1 for different values of nc
It is not clear to us why the total truncation correction remains bounded for such
large values of the scale but this is certainly crucial for getting reasonable numerical
results for the ratios Γ0,σ due to their extremely slow asymptotics.
We focused on two particular ratios Γ0,σ for convenience and for practical reasons
(these ratios are related to the lowest weight components and we expect them to be best
approximated by TCSA). But in general we expect all components of the asymptotic
vacuum vector to arrange themselves according to the components of Cardy boundary
states (or their superposition). To get a better measure of that we can plot all vacuum
components. More precisely let |i〉NS, |j〉R stand for the basis elements in the critical
Ising model that correspond to scaling fields of dimension ∆NSi , ∆
R
j in the NS and R-
sectors respectively. Up to phases the basis elements are given by formulae (3.1), (3.4),
(3.5). We fix the phases by state-operator correspondence (see (2.45) and label these
basis vectors in such a way that the conformal weights are monotonically non-decreasing:
∆NSi ≤ ∆NSj if i ≤ j and similarly in the R-sector. Let CNS,R(i) be the vacuum vector
components relative to this basis:
|0〉 =
∑
i
CNS(i)|i〉NS +
∑
j
CR(j)|j〉R . (4.1)
For nc = 12 we have 556 basis vectors in the NS sector out of which 92 are diagonal.
On the graph below all components are plotted, out of which only the diagonal ones are
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clearly visible while the rest of the components are much smaller and on the graph they
are concentrated on the i-axis. We see that the diagonal components have the same
phase and decrease in amplitude with increasing conformal weight practically forming
a continuous curve6. The decrease is a truncation effect. In the untruncated theory we
would expect all components to be the same according to the composition of the Cardy
states (1.12).
8 16 20 22 24 25
i
0.05
0.10
0.15
0.20
CNS(i)
Figure 13: Components of the vacuum state in the NS sector for y = 3, r = 50, nc = 12. The
red numbers mark the conformal weights of the components. Only diagonal components are
distinguishable above the i-axis.
The Ramond components form a similar pattern with the diagonal components de-
coupled from the much smaller non-diagonal ones.
8 16 20 22 24 25
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Figure 14: Components of the vacuum state in the R sector for y = 3, r = 50, nc = 12. The
red numbers mark the conformal weights of the components.
6The basis elements come in batches. Vectors in each batch have the same conformal weight. On the graph
the red numbers mark the first component with the indicated conformal weight.
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Another way to see the domination of the diagonal states in the vacuum is by cal-
culating the share of the diagonal states in the square of the norm:
S =
∑
i∈diagonal
|C(i)|2∑
i
|C(i)|2 . (4.2)
We found that numerically S is above 0.9999 for a range of y, nc and r between 0 and
50. Below is a sample graph
0 10 20 30 40 50
r
0.99994
0.99996
0.99998
1.00000
S
Figure 15: Share of the diagonal states in the norm of the vacuum, y = 3, nc = 12.
As can be seen from the table given on Fig. 6 the number of diagonal states grows
significantly slower with nc than the total number of states. It is remarkable that these
states dominate the vacuum with such a high proportion. Even more unexpectedly we
found that the first and second excited states have about the same high proportion of
the diagonal states in their norm. It remains to be seen whether this observation can
be put to use to improve the numerics.
4.2 Summary
Our analytical results for the vanishing magnetic field together with the numerical re-
sults for measuring Γ0 ,Γ
0
σ are summarised on the diagram depicted on Fig. 2. We
observe that the two exceptional RG boundaries: |+〉〉 ⊕ |−〉〉, |F 〉〉, are unstable. There
are boundary RG flows from each of them that end up either with |+〉〉 or with |−〉〉.
These end points are precisely the RG boundary conditions corresponding to the one-
dimensional regions joined at the exceptional points. This fact has the following physi-
cal explanation. Suppose we are at an exceptional point that belongs to a submanifold
separating higher-dimensional regions labeled by different RG boundaries. Far in the
infrared the RG interface is almost non-transparent and can be well approximated by a
conformal boundary condition. If we add now a small bulk perturbation on the massive
side of the interface that moves us away from the separating submanifold this will result
in an effective perturbation of the RG boundary and a subsequent effective RG flow
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to a new RG boundary condition. (More precisely this is still a bulk plus boundary
flow, however in this representation low energy degrees of freedom survive only on the
boundary so it is effectively described by a pure boundary flow.)
In the Ising field theory case we can be more quantitative in describing these effective
boundary RG flows that start from the exceptional RG boundaries. These flows are
triggered by the σ-perturbation taken at a large dimensionless mass ν. The matrix
elements of σ in a massive Fock space are given explicitly in formula (5.2). In the limit
ν → ∞ all of these matrix elements go to zero or to a finite constant except for the
vacuum-vacuum and the vacuum-one-particle ones that diverge. This means that for
m > 0 effectively the σ perturbation at large mass will act as a boundary identity field
that mixes the two vacua, while for m < 0 the one-particle matrix elements give rise to
a boundary magnetic field perturbation.
5 Truncated Free Fermion Space Approach and component ra-
tios
In this section we outline how the truncated free fermion space approach (TFFSA)
invented in [4] can be used to find numeric approximations to the ratios Γi. This method
has the advantage over the TCSA in treating the mass coupling non-perturbatively and
also in having greater control over the large r asymptotics. However it has its own
subtleties related to UV divergences which we are going to discuss as well.
In TFFSA one uses the massive fermion physical space Hm described in section 2.1.
We write the Ising field theory Hamiltonian as
H = HFF + h
R∫
0
σ(x, 0) dx (5.1)
where HFF is the free massive fermion Hamiltonian given in (2.8), (2.9) and the matrix
elements of the magnetic field perturbation are given by [4]
NS〈k1, k2, . . . , kN |σ(0, 0)|n1, n2, . . . , nM〉R = i[
N+M
2 ] σ¯S(R)
N∏
i=1
g˜(θki)
M∏
j=1
g(θnj)
×
∏
1≤i<j<N
tanh
(
θki − θkj
2
) ∏
1≤p<q<M
tanh
(
θnp − θnq
2
)
×
∏
1≤r≤N ;1≤s≤M
coth
(
θkr − θns
2
)
. (5.2)
Here θn, θk are finite size rapidities in the R- and NS-sectors:
sinh(θn) =
2pin
ν
, n ∈ Z sinh(θk) = 2pik
ν
, k ∈ 1
2
+ Z , (5.3)
the functions g(θ), g˜(θ) are the leg factors defined as
g(θ) =
eκ(θ)√
ν cosh(θ)
, g˜(θ) =
e−κ(θ)√
ν cosh(θ)
(5.4)
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where
κ(θ) =
1
2pi
+∞∫
−∞
dθ′
cosh(θ − θ′) ln[tanh
(
ν cosh(θ′)
2
)
] . (5.5)
The overall factor σ¯S(R) in (5.2) is the vacuum-vacuum matrix element
σ¯S(R) =
{
NS〈0|σ(0, 0)|0〉R , m > 0 ,
NS〈0|µ(0, 0)|0〉R , m < 0 .
(5.6)
We have the following explicit expressions
σ¯ = |m|1/821/12e−1/8A3/2 (5.7)
where A is Glaisher-Kinkelin constant, and
lnS(R) =
1
2
( ν
2pi
)2 ∫∫
dθ1dθ2
sinh(θ1) sinh(θ2) ln|coth
(
θ1−θ2
2
)|
sinh[ν cosh(θ1)] sinh[ν cosh(θ2)]
. (5.8)
The Hamiltonian (5.1) is restricted to a truncated space Htrm ⊂ Hm that is spanned
by vectors (2.6), (2.7) satisfying
N∑
i=1
ki =
M∑
j=1
nj = 0 , (5.9)
and
N∑
i=1
|ki| ≤ 2nc ,
M∑
j=1
|nj| ≤ 2nc . (5.10)
Here nc is an integer that controls the truncation. In contrast with the TCSA, it
no longer is related to the energy of the unperturbed Hamiltonian HFF. The total
dimensions of truncated spaces are the same as the ones given in Figure 6.
While the TFFSA eigenvectors lie in Hm we can use the interface operator Dˆ−1m :
Hm → H0 to obtain their image in H0. This can be formally thought of as combining
(or fusing) two perturbation interfaces: the mass interface Dˆ−1m and the magnetic field
interface Dˆ−1m,h. The last one corresponds to perturbing the free massive theory by the
magnetic field.
D−1m D−1m,h
m = 0
h = 0
m 6= 0
h = 0
m 6= 0
h 6= 0

Figure 16: Truncated free fermion method as a fusion of defects: the mass defect and the
magnetic field perturbation defect. Fusion corresponds to the → 0 limit.
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The mass interface operator was constructed analytically in section 2.2 while we
can use the TFFSA numerics to obtain information on the second interface. Fusion of
conformal interfaces usually contains multiplicative divergences (see e.g. the discussion
in [29], [30]). This divergence is regulated by the truncation of Hm present in TFFSA.
However one may still worry whether the fusion procedure gives the same interface as
the TCSA one in the nc → ∞ limit. While we cannot exclude this situation with
definiteness we have not observed anything in the numerical results to be presented
below that would suggest this scenario7.
Let Pnc : Hm → Htrm be the projector implementing TFFSA truncation at level nc.
Then we can write for the component ratios (2.51), (3.20)
Γi =
〈|DˆNSPnc|vi〉
〈0|DˆNSPnc|vi〉
, (5.11)
Γiσ =
〈σ|DˆRPnc |vi〉
〈0|DˆNSPnc|vi〉
. (5.12)
Here and below i = 0, 1, 2, . . . . Using (2.32), (2.33) we calculate
Γi = − sign(m)
T1(vi, ν)− g2(ν)T2(vi, ν)
g(ν)[T1(vi, ν) + T2(vi, ν)]
, (5.13)
Γiσ = 2
1/4f(ν)
U(vi, ν)
T1(vi, ν) + T2(vi, ν)
(5.14)
where f(ν) and g(ν) are given by (2.38), (2.53), and
T1(v, ν) = NS〈0|
(−ig(ν)b−1/2b1/2) nc−1∏
n=1
(
1− i∆ωn+1/2
m
b−n−1/2bn+1/2
)
|v〉 , (5.15)
T2(v, ν) = NS〈0|
nc−1∏
n=1
(
1− i∆ωn+1/2
m
b−n−1/2bn+1/2
)
|v〉 , (5.16)
U(v, ν) = R〈0|(b0)p
nc∏
n=1
(
1− i∆ωn
m
b−nbn
)
|v〉 (5.17)
where p = 1 if y < 0 and p = 0 when y > 0.
We see from these expressions that part of the scale dependence of Γi,σ comes from
the functions f(ν) and g(ν) and from ∆ωk which we know analytically. In practice we
observed a faster rate of convergence of Γiσ to its asymptotic value than that of Γ
i
. This
can be at least partially attributed to the faster convergence of f(ν) than that of g(ν)
7For example the fusion could trigger an RG flow on the interface. If that was the case we would expect
some additional sensitivity to truncation level in the TFFSA numerics which we have not observed.
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to its asymptotic value 1. Having noted this we can formally define quantities in which
DˆNS, DˆR are taken at ν =∞:
Γ˜i = −sign(m)
T1(vi,∞)− T2(vi,∞)
T1(vi,∞) + T2(vi,∞) , (5.18)
Γ˜iσ = 2
1/4 U(vi,∞)
T1(vi,∞) + T2(vi,∞) . (5.19)
In practice we found that using Γ˜i,σ gives a small improvement in the convergence rate
towards the asymptotic values. As these quantities do not have a clear physical meaning
(the eigenvector |vi〉 is still taken at finite ν) we are not going to present the numerical
results for them in the paper.
Applied to the flows triggered by real h the TFFSA method here described gives
data very similar to the TCSA one presented in section 4.1. The method however has
a significant advantage when applied to the imaginary magnetic field flows discussed in
the forthcoming sections.
6 Imaginary magnetic field. Complex vacuum energy.
The Ising field theory (1.13) taken at imaginary values of h is not unitary. However the
corresponding Hamiltonian H enjoys the following symmetry
SHS = H† (6.1)
where S is the operator that multiplies any Ramond sector vector by −1 and leaves
any NS sector vector intact. To see the implications of this symmetry consider H as an
operator in H0 and choose a basis in which H is (complex) symmetric.
For example we can take the conformal basis described before equation (4.1). In this
basis the matrices M and B in (3.15) are symmetric and hence H is symmetric as well.
As before denote these basis vectors as |i〉R, |j〉NS. If
|vλ〉 =
∑
i
CNS(i)|i〉NS +
∑
j
CR(j)|j〉R (6.2)
is an eigenvector of H with eigenvalue λ then
|v¯λ〉 ≡
∑
i
C¯NS(i)|i〉NS +
∑
j
C¯R(j)|j〉R (6.3)
is an eigenvector of H¯ with eigenvalue λ¯. (The bar stands for complex conjugation
everywhere.) Then (6.1) in this particular basis implies that
HS|v¯λ〉 = λ¯S|v¯λ〉 (6.4)
that is
|vλ¯〉 ≡
∑
i
C¯NS(i)|i〉NS −
∑
j
C¯R(j)|j〉R (6.5)
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is an eigenvector of H with eigenvalue λ¯. Thus the energy eigenvalues are either real
or form a pair of complex conjugated values. Moreover the above implies that if the
vacuum of H has real energy and is non-degenerate then the vacuum vector must be of
the form
|v0〉 = |0〉+ CNS|〉+ iCR|σ〉+ . . . (6.6)
where CNS, CR are real and we show only the three lowest components. Hence in this
case Γ0 is real and Γ
0
σ = iC
R is imaginary.
Alternatively if the vacuum energy is complex and the vacuum space is a two-
dimensional subspace corresponding to two conjugate eigenvalues then the corresponding
eigenvectors can be written as
|v0〉 = |0〉+ CNSeiχ|〉+ CReiφ|σ〉+ . . .
|v¯0〉 = |0〉+ CNSe−iχ|〉 − CRe−iφ|σ〉+ . . . (6.7)
where CNS, CR are real and hence Γ0 = C
NSe±iχ Γ0σ = ±CRe±iφ are both complex in
general. Since none of the conformal boundary states (1.12) has a complex value of Γσ
we see8 that in the first case as long as the vacuum eigenvalue remains real the vacuum
vector has no chance of approaching a conformal boundary state as we move along an
RG trajectory9. In the second case the only way Γ and Γσ can become real at the end
of the RG flow is if the phases eiχ, eiφ tend to 1 or -1 as r →∞. If this is the case the
eigenvectors given in (6.7) should either tend to the pair of fixed boundary states |±〉〉
or to |F 〉〉 ⊕ |F 〉〉. We will present evidence that supports the first possibility.
We now focus on the case of complex vacuum energy. The spectrum of the Ising field
theory for imaginary magnetic field and arbitrary mass was investigated in [4], [31], [32]
using TFFSA as well as analytic results. It was shown in those papers that for y > ycr
where ycr ≈ −2.429 the vacuum energy becomes complex for sufficiently large values of
r. The vacuum vectors form a pair with conjugated energy values. As discussed in [4]
for positive y and large enough r the vacuum and excited states form complex pairs with
ReE˜(r) asymptotically approaching constant values and ImE˜(r) asymptoting to straight
lines with equal slopes (free energy density) thus furnishing particle-like excitations with
complex masses.
Here we present plots of the numerical results (using TFFSA) for the ratios Γ, Γσ
calculated for the two vacuum vectors at y = 2.
8The reality of Γσ for conformal boundary states can be seen as a consequence of locality of the boundary
condition.
9Strictly speaking this leaves out the possibility of approaching the free boundary condition. This would be
however highly unlikely in the view of the perturbation explicitly breaking the spin reversal symmetry.
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Figure 17: Imaginary magnetic field. Real and Imaginary parts of Γ0 for the two vacuum
vectors at y = 2, nc = 11.
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Figure 18: Imaginary magnetic field. Real and Imaginary parts of Γ0σ for the two vacuum
vectors at y = 2, nc = 11.
Comparing these plots to the ratios in conformal boundary conditions (1.12) we find
that the RG boundary is a superposition |+〉〉 ⊕ |−〉〉.
The case of large positive y can be understood in terms of boundary RG flows (see
the discussion in section 4.2). This regime corresponds to starting with a large m > 0
and adding to it a small imaginary magnetic field perturbation. Thus with a good
approximation we start with a vacuum described by the conformal boundary condition
|+〉〉 ⊕ |−〉〉 and the perturbation is just the identity field between the two boundary
conditions multiplied by an imaginary coupling. The only effect of this is a relative
phase factor which keeps rotating as we change the scale but does not change any
physical quantities.
We have also checked numerically the region ycr < y < 0. As long as the vacuum
complex pair does not experience collisions with upper level eigenvalues the picture is
qualitatively the same as presented on the above plots. Such collisions are sensitive to
the truncation level so strictly speaking we do not have a proof that the above picture
remains in the extreme r → ∞ asymptotics at infinite truncation level. But it looks
highly plausible to us.
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To summarise the numerical results support the RG boundary being |+〉〉 ⊕ |−〉〉 for
all cases when the vacuum energy is complex and we have a pair of vacuum vectors.
7 Imaginary magnetic field. Real vacuum energy.
7.1 Massive flows
For y ≤ ycr numerical studies [4] show that the vacuum energy remains real until a large
positive value if r. The latter value at which the vacuum eigenvalue collides with the
first excited eigenvalue and forms a conjugate pair is numerically the larger the larger nc
is and presumably such collision is a numerical artefact. We found that TFFSA method
works much better than TCSA in this regime. In particular the lowest eigenvalue stays
real for much larger value of r when using the TFFSA method.
We start discussing the numerical results for this region by taking a large negative
y where the vacuum energy stays real for large r’s and where we can use the boundary
RG picture discussed in section 4.2. Below we present numerical data for a sample point
y = −3.5. One finds that the behaviour of the component ratios is very different here
from the situations discussed before. Namely the overlap of the perturbed vacuum with
the unperturbed one goes to zero and both Γ0 and Γ
0
σ go to infinity at a finite value of
RG scale r. The ratio Γ0/Γ
0
σ remains finite. Define
T =
|〈0|v0〉|
‖v0‖ , Γ =
∣∣∣∣Γ0Γ0σ
∣∣∣∣ . (7.1)
Here is a plot of these ratios for y = −3.5
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Figure 19: Imaginary magnetic field. The component ratios Γ0 and Γ
0
σ at y = −3.5, nc = 12.
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Figure 20: Imaginary magnetic field. The component ratios T and Γ at y = −3.5, nc = 12.
We find that T vanishes and Γ0,σ blow up at r = r1 ≈ 25.5. The ratio Γ remains
finite at this point with the value Γ(25.5) = Γ∗num ≈ 2.0445.
For large negative values of y we can approximate the flow of the vacuum vector by
an RG boundary flow. For large negative values of m the vacuum is well approximated
by the boundary state |F 〉〉 corresponding to free boundary spin. Switching on a small
imaginary magnetic field in the bulk perturbed this boundary condition by an imaginary
boundary magnetic field. The critical Ising model with a boundary magnetic field is a
Gaussian theory and can be solved exactly [33], [34]. It is not hard to extend this
solution to imaginary magnetic field.
The action functional on a cylinder for this model reads
1
2pi
∫∫
(ψ∂¯ψ + ψ¯∂ψ¯) d2x+
∫ (
i
4pi
ψψ¯ +
1
2
aa˙+ hb(ωψ + ω¯ψ¯)a
)
dy (7.2)
where the boundary is located at x = 0, ω = eipi/4 and the boundary magnetic field
coupling is taken here to be ihb with hb - real. The boundary fermion a = a(y) accounts
for the double degeneracy of the vacuum.
Adopting the boundary state found in [34] for the case of imaginary magnetic field
we obtain
|hb〉〉 =
√
pie−α ln(Rµ)
[ 1
Γ(1/2− α) exp
(
−i
∞∑
n=0
n+ 1/2 + α
n+ 1/2− αa
†
n+1/2a¯
†
n+1/2
)
|0〉
±i 2
1/4
√
α
Γ(1− α) exp
(
−i
∞∑
n=1
n+ α
n− αa
†
na¯
†
n
)
|σ〉
]
(7.3)
where α = 2h2bR and the sign in front of the Ramond component is fixed by the sign of
hb. This exact solution gives us the following component ratios
Γ0 = −
1/2 + α
1/2− α , Γ
0
σ = ±i21/4
√
αΓ(1/2− α)
Γ(1− α) , (7.4)
Γ =
Γ(1− α)(1/2 + α)
21/4
√
αΓ(3/2− α) . (7.5)
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The vacuum component of |hb〉〉 vanishes linearly at α = 1/2 that is T ∼ 1/2− α. This
results in Γ0 and Γ
0
σ having a simple pole at this point while their ratio is finite and
given (in absolute value) by function (7.5) a portion of which which we depict below
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Figure 21: The ratio Γ(α) for imaginary boundary magnetic field model.
Comparing (7.4), (7.5) with Fig. 19 and Fig. 20 we find qualitatively exactly the
same picture. We find that the phases of all ratios are the same as in (7.3) and that at
r = r1 in the NS sector all components are small except for the components including
the a†1/2a¯
†
1/2 oscillators as in (7.3). Since we do not know how the effective boundary
hb depends on y and r we cannot match the two curves for Γ (they are parameterised
differently). However we can still match quantitatively the two special values: Γ∗ ≈ 1.70
- the minimal value and Γ∗ = 21/4
√
pi ≈ 2.107 - the value at the point at which Γ0,σ
blow up. The numerical TFFSA values: Γnum∗ , Γ
∗
num are approximately 1.573 and 2.044
respectively. These values are within few percent from those predicted by the boundary
magnetic field model. The match gets better for larger values of |y| and larger nc.
In the numerics for y = −3.5 the data continues past the blow up point r = r1 with
Γ continuing to grow. In the boundary magnetic field model going past the first special
point α = 1/2 the ratio Γ blows up at α = 1. In the numerics we do not quite get to
that second point as the vacuum and the first excited energy levels collide and form a
complex pair. The collision point is sensitive to the truncation level nc and is moved
towards larger values of r as nc is increased. So presumably in the untruncated theory
the vacuum remains real at all scales. As explained at the beginning of section 6 as long
as the vacuum energy remains real and Γ0σ does not vanish (and thus remains imaginary)
we cannot approach a local conformal boundary condition. So, what happens? Given a
good match at the onset of the flow with the imaginary boundary magnetic field model
we are going to rely on it in describing what happens as we continue increasing the
scale. As we can clearly see from (7.3) the model keeps going through a sequence of
special points at which αn is a (positive) integer or half integer. At half integer points
α∗n = n+1/2 all boundary state components with level less than 2n+1 in the NS sector
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vanish and in the higher weight components only those including a†n+1/2a¯
†
n+1/2 oscillators
survive. For n large the low energy components in the R-sector approach those of the
|σ〉〉 Ishibashi state. At integer points αn∗ = n similarly the low energy components in
the R-sector are wiped out while those in the NS-sector approach those of the |0〉〉+ |〉〉
Ishibashi states combination. If we focus on the low lying components with level smaller
than α then asymptoticaly (up to an overall factor) we have
|hb〉〉 ∼ cos(piα)[|0〉〉+ |〉〉]± i sin(piα)21/4|σ〉〉+ . . . (7.6)
where the ellipsis stands for terms that contain components of level larger than α. Thus
as α goes to infinity we will see a never ending rotation of the two combinations of
Ishibashi states. This cyclic behaviour is of course in violation of g-theorem which
however is possible here because we are in a non-unitary situation.
7.2 Conformal interfaces between Ising and Yang-Lee models
At any real value of h the Ising field theory flows to a trivial fixed point. For pure
imaginary h with a certain value of the scaling parameter y = ycr the theory flows to
the Yang-Lee fixed point which is a non-unitary minimal model M(2, 5) with central
charge c = −22/5. It has two primary fields: the identity and a field φ with scaling
dimension ∆φ = −2/5 and correspondingly two conformal boundary conditions with
Cardy states |1〉〉YL , |φ〉〉YL. The value of ycr was most recently estimated numerically
[32] to be ycr = −2.42929(2).
All conformal interfaces between the Ising and Yang-Lee models are known [5] due
to a remarkable fact that the tensor product (Ising) ⊗ (Yang-Lee) is itself a minimal
model M(5, 12) with E6 modular invariant. The interfaces are described as boundary
conditions in the tensor product theoryM(5, 12) which were found in [27]. TheM(5, 12)
theory has 12 primary states and thus 12 elementary conformal boundary conditions.
We will use the same conventions as in [5], [27] in which chiral primaries φr,s are labelled
by r ∈ {1, 3} and s ∈ {1, 4, 5, 7, 8, 11} - the set of E6 exponents. The tensor products of
primaries are identified as
1⊗ 1 = φ1,1 , 1⊗  = φ1,5 , 1⊗ σ = φ1,4 , (7.7)
φ⊗ 1 = φ3,7 , φ⊗  = φ3,5 , φ⊗ σ = φ3,8 . (7.8)
The conformal boundary states |(˜r, a)〉〉 are labelled by a pair r ∈ {1, 3}, a ∈ {1, 2, 3, 4, 5, 6}
(the labels of nods of the E6 Dynkin diagram). The decomposition into the Ishibashi
states can be written as10 [27]
|(˜r, a)〉〉 =
∑
r′,s′
Ψ
(r′,s′)
r,a√
S11,r′s′
|(r′, s′)〉〉 (7.9)
where
Ψ(r
′,s′)
r,a =
√
2Srr′ψ
s′
a (7.10)
10Formula (7.9) was derived in [27] with the assumption that the matrix Ψ is unitary. A more general
derivation in which this assumption was not made was later presented in [28].
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and ψs
′
a is the matrix made of the eigenvectors of the E6 adjacency matrix. Explicitly
we have
(ψsi ) =

a 1
2
b b 1
2
a
b 1
2
a −a −1
2
−b
c 0 −d −d 0 c
b −1
2
a −a 1
2
−b
a −2
2
b b −1
2
a
d 0 −c c 0 −d
 (7.11)
where
a =
√
3−√3√
24
, b =
√
3 +
√
3√
24
, (7.12)
c =
√
3 +
√
3√
12
, d =
√
3−√3√
12
. (7.13)
In (7.11) the row index i ∈ {1, 2, 3, 4, 5, 6} labels the boundary states and the column
index s ∈ {1, 4, 5, 7, 8, 11} labels the primaries. The S-matrices present in (7.9), (7.10)
are
Srs,r′s′ =
√
2
15
(−1)(r+s)(r′+s′) sin
(
pirr′
7
5
)
sin
(
piss′
7
12
)
, (7.14)
Srr′ =
√
2
5
sin
(
rr′
pi
5
)
. (7.15)
Using the above we calculate the component ratios Γi, Γ
i
σ as ratios of one-point
functions of factored primaries in the E6 theory. As they turn out to be independent of
the first index - r labelling the boundary states, we present the answers in the form of
6-vectors with components labeled by the second index - a.
Γ0 =
〈φ⊗ 〉(r,a)
〈φ⊗ 1〉(r,a) =

1
−1
1
−1
1
−1
 , Γ0σ =
〈φ⊗ σ〉(r,a)
〈φ⊗ 1〉(r,a) =

β˜
β
0
−β
−β˜
0
 , (7.16)
Γ1 =
〈1⊗ 〉(r,a)
〈1⊗ 1〉(r,a) =

γ
1
−1
1
γ
−γ
 , Γ1σ =
〈1⊗ σ〉(r,a)
〈1⊗ 1〉(r,a) =

α
β
0
−β
−α
0
 (7.17)
where
β = 21/4 ≈ 1.189 , β˜ = 21/4
(√
3− 1√
3 + 1
)1/2
≈ 0.615 , (7.18)
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α = 21/4
(√
3 + 1√
3− 1
)1/2
≈ 2.297 , γ =
√
3 + 1√
3− 1 ≈ 3.732 . (7.19)
We observe that knowing the above four component ratios determines the index a
uniquely. Furthermore the factorised interfaces correspond to a = 2, 3, 4. Since a
magnetic perturbation is present on the Ising to Yang-Lee trajectory we expect a non-
vanishing |σ〉-component in the vacuum. This means that there are essentially two types
of candidates for the Ising - Yang-Lee RG interface - the factorised defects |±〉〉〈〈φ, 1|YL
and the non-factorisable defects corresponding to a = 1, 5. Note that the pair a = 1, 5
forms a doublet under Z2 spin reversal symmetry so that there is essentially one non-
factorizable candidate interface. To determine the index r one would need to know other
ratios of one-point functions e.g. the ratio
〈φ⊗ 〉(1,a)
〈1⊗ 〉(1,a) = i
(
5 +
√
5
5−√5
)3/4
,
〈φ⊗ 〉(3,a)
〈1⊗ 〉(3,a) = −i
(
5−√5
5 +
√
5
)1/4
(7.20)
which is independent of a. However this requires knowing how the Ising eigenvector |〉
is realised in the Yang-Lee state space that is inaccessible by TCSA method which only
gives the infrared theory eigenvectors in the UV theory space. In the next section we
will argue that the RG interface for the Ising to Yang-Lee flow does not asymptote to
any single conformal interface.
As a final remark about the conformal interfaces considered in this section we note
that using the Cardy constraint we can also find the spectrum of interface fields. We
found that all interfaces contain relevant fields (and are thus unstable) except for the
factorizable ones: |±〉〉〈〈1|YL.
7.3 RG interface for the flow to Yang-Lee fixed point
The approach to a non-trivial fixed point at y = ycr is marked by the appearance of a
”nose” on the plot of dimensionless energies E˜(r) depicted below: the vacuum and the
first excited level energies get asymptoticaly close without collision. The relative energies
ei − e0 level to constant values equal to the conformal dimension difference ∆i − ∆0.
We find numerically (see the second graph below) that at truncation level nc = 12 the
difference e1 − e0 levels at the value 0.391 while e2 − e0 approaches 1.90. These values
approximate the dimension gaps for the Yang-Lee operators 1 and L−1L¯−1φ respectively
(the lowest dimension state is φ with dimension -0.4).
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Figure 22: The lowest 3 energy eigenvalues at y = ycr, nc = 12.
For the truncation level nc = 12 we find numerically that the lowest two levels merge
into a complex pair at r ≈ 8.5. Looking at the behaviour at different values of nc we find
that the merging point moves to higher r as we increase nc. So as in the case y < ycr
such a merger seems to be merely a finite precision artefact which however limits the
domain of r we can investigate numerically.
In the previous section we found explicitly the component ratios Γ0,σ, Γ
1
,σ for all
conformal interfaces between the critical Ising and Yang-Lee models (see formulai (7.16),
(7.17)). Crucially all possible values are real while, as discussed in section 6, for as long as
an eigenvalue (vacuum or excited) stays real the corresponding ratio Γ is real and Γσ is
imaginary. This leaves us with two possibilities: either the limiting conformal interface
does not exist as in the case of massive flows discussed before, or the RG interface
approaches a conformal interface with Γ0σ = Γ
1
σ = 0 (i.e. an interface symmetric under
spin reversal).
The numerical data for the component ratios of the vacuum and the first two excited
states is shown on the graphs below.
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Figure 23: The component ratios Γ0,σ at y = ycr, nc = 12.
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Figure 24: The component ratios Γ1,σ at y = ycr, nc = 12.
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Figure 25: The component ratios Γ2,σ at y = ycr, nc = 12.
We see that the ratios for the vacuum and the first excited level each behave qualitatively
very similar to the vacuum ratios for the massive flows discussed in section 7.1. The
ratios Γ0,σ blow up near r = 6.4 while Γ
1
,σ blow up near r = 5.3. In each case the
ratios Γ0/Γ
0
σ, Γ
1
/Γ
1
σ remain finite and increasing functions past the blow up points. The
ratios Γ2,σ while remaining finite do not show any tendency to level at a constant value.
While we cannot say with certainty that the oscillations between the blow up points
will continue everything points towards the non-convergent oscillatory scenario.
In addition to this numerical indications we would like to remark that the alternative
scenario in which we approach a conformal interface symmetric under spin reversal would
be very hard to envisage from a general point of view. Clearly at large distances the
magnetic field perturbation dominates and it breaks this symmetry.
8 Open problems
In this paper we showed how pairings between states arising in RG interfaces of [1] can
be calculated numerically using truncated Hamiltonian techniques. As illustrated by
the exactly solvable case of the Ising model with zero magnetic case in order to read
off the numerical values of the pairings (or rather their ratios) one needs to go to very
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large values of dimensionless couplings. At these values one cannot a priory trust any
results. Perturbative corrections are organised in ratios of couplings to the truncation
energy and are very large in this region. Some aberrations in the low-lying spectrum
that one can easily spot are the non-linearity of the vacuum energy dependence on scale
and non-constance of the mass gap11: E˜1−E˜0. These can be easily spotted in the TCSA
sample of data presented on the plots below.
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Figure 26: The vacuum energy and the energy gap at y = 1, nc = 12.
The TFFSA vacuum energy behaves much better even at very large scales r ∼ 50.
The vacuum energy remains linear with a very good accuracy (regression variance is
about 0.01). The mass gap calculated using TFFSA deviates from constant at big
enough r but the deviation is significantly smaller than in the TCSA data.
This means that in general we cannot trust the energy eigenvalues and eigenvectors
for such large values of scale, and yet our numerical results (both TCSA and TFFSA)
indicate that ratios of low lying components of the vacuum eigenvector are well behaved
at large scales and the non-perturbative errors for them remain well bounded. This sug-
gests that although we need to go to very large scales to read off the asymptotic values,
these quantities are more robust against truncation errors than the energy eigenvalues
and eigenvectors as a whole.
At the moment we have no conceptual understanding of this fact which is crucial
for the TCSA scheme to work for calculating the IR asymptotics of component ratios.
Perturbative corrections also need to be understood as well with a suitable quantitative
method for their incorporation needs to be worked out.
Another important issue that needs further understanding is renormalisation of wave
functionals. As discussed in the introduction in some cases additional boundary counter
terms may be needed to renormalise wave functionals in the interaction picture. This
may occur when vector fields are present in the OPE of the perturbing operators. In
the bulk perturbation such terms do not need any counter terms due to rotational sym-
metry but from the point of view of the boundary they are scalars and may lead to
11The author thanks V. Rychkov for suggesting to discuss these quantities.
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additional divergences for collisions at the boundary (where rotational symmetry is bro-
ken). Such counter terms are local along the boundary but what is their manifestation
in the Hamiltonian formalism (and TCSA) is not clear.
There is a good chance, in our opinion, that for superrenormalisable perturbations
the above conceptual issues do not impede using the raw TCSA data for identifying RG
interfaces and RG boundaries. It would be interesting to explore systematically other
examples such as the tricritical Ising model or Potts model. For the tricritical Ising
model there are 4 relevant operators and 6 elementary conformal boundary conditions.
It would be interesting to find out how the three-dimensional space of massive flows
breaks up into regions according to their RG boundaries. Also a conformal interface for
the RG flow from the tricritical Ising to the critical Ising was put forward in [3]. It will
be interesting to test that proposal numerically using TCSA. We hope to report some
answers to these questions in a near future [35].
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