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VECTORIAL CRYSTALLIZATION PROBLEMS
AND COLLECTIVE BEHAVIOR
L. DE LUCA, A. NINNO, AND M. PONSIGLIONE
Abstract. We propose and analyze a class of vectorial crystallization problems, with ap-
plications to crystallization of anisotropic molecules and collective behavior such as birds
flocking and fish schooling.
We focus on two-dimensional systems of “oriented” particles: Admissible configurations
are represented by vectorial empirical measures with density in S1. We endow such con-
figurations with a graph structure, where the bonds represent the “convenient” interactions
between particles, and the proposed variational principle consists in maximizing their num-
ber. The class of bonds is determined by hard sphere type pairwise potentials, depending
both on the distance between the particles and on the angles between the segment joining
two particles and their orientations, through threshold criteria.
Different ground states emerge by tuning the angular dependence in the potential, mim-
icking ducklings swimming in a row formation and predicting as well, for some specific values
of the angular parameter, the so-called diamond formation in fish schooling.
Keywords: Crystallization; Collective behavior; Graph theory; Variational
methods.
AMS subject classifications: 70C20, 05C10, 49J45, 82D25.
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Introduction
The crystallization problem consists in understanding periodic configurations of atoms or
molecules; self organization in ordered configurations is a general issue in nature and a central
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2 L. DE LUCA, A. NINNO, AND M. PONSIGLIONE
problem in biology [18]: birds flocking and fish schooling are typical examples of collective
behavior and formation of ordered structures [19, 11].
Variational principles are transversal in nature, and in view of their predictive properties
and ability to synthesize modeling perspectives, they have been a sound and fruitful reading
key of many complex phenomena; relevant configurations of particles in ordered structures can
be detected as ground states of energy functionals: Classical potentials adopted in the varia-
tional formulations involve pairwise interactions depending on the mutual distances between
the particles; among them, short range repulsive/long range attractive potentials are very rel-
evant, predicting in particular regular triangular lattices [20] (see also [5] for a crystallization
result in the square lattice).
In this paper, we consider systems composed by elements, referred to as particles, endowed
with an orientation that affects their interactions, and in turn the specific ground states.
This is the case of anisotropic, e.g., elongated molecules (as proteins often are), where the
orientation is given by the shape of the molecule, as well as the case of collective behaviors,
where each individual is oriented according with its visual cone, or (mostly equivalently) with
its velocity. Such orientations may induce highly anisotropic structures: Patchy particles
with tetrahedral symmetry form diamond lattices [17] and diamond formations turn out to
be energetically efficient for swimming of schooled fishes [6, 21, 15]; ducklings move in a row
formation, while the so called V-formation is convenient for ducks as well as for many other
birds migration [11].
Although this kind of interactions, depending on mutual positions and orientations, at-
tracted much attention in modeling and simulation issues, their mathematical analysis re-
ceived until now only occasional interest. Also the theory of boids [19], developed to replicate
birds flight, while having a big impact also for entertainment purposes, to the best of our
knowledge, still lacks of a rigorous theoretical analysis.
The purpose of this paper is to provide a solid mathematical ground to describe and attack
this kind of problems, and to propose and analyze in details a basic simple model in two
dimensions able to predict diamond formations. The model is based on classical variational
approaches to crystallization problems, but dealing with vectorial (rather than scalar) em-
pirical measures with densities on the unit circle S1, taking into account the orientation of
the particles. The optimal configuration is assumed to maximize the number of convenient
interactions between particles, where the notion of convenience is determined by the mutual
position and orientation between pairs of particles. Loosely speaking, our model is based on
representing the admissible configurations as graphs, where the bonds are determined by the
vectorial empirical measures, while the variational principle consists just in maximizing the
number of such (convenient) bonds. A relevant issue of the proposed model is that, in defining
the graph structure, and, in turn, the class of bonds, the positional and orientational variables
are coupled; in this respect our model is also able to predict, rather than assume, alignment
of orientations. Clearly, the specific rules determining the favorable interactions should rely
on specific modeling considerations: for instance, in a pair of caudal swimmers the energy
spent by the follower depends on the vortices in the fluid produced by the leader, and hence
its energetically saving position depends on the angle between the direction of swimming and
that of the line joining the two swimmers [11, 7]. The terrific simplification we introduce in
these modeling issues consists in assuming that both positional and orientational variables
determine the class of convenient interactions only through threshold criteria, tuned by only
two parameters, one acting on the mutual positions and the other one on both mutual po-
sitions and orientations. The positional short range repulsive/long range attractive behavior
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is mimicked by the hard sphere formalism as in the Heitmann-Radin model [13] (see also
[3, 9, 10, 14, 12]): particles are represented as discs with fixed radius that cannot overlap and
that may interact only if they are tangent each other. Such interaction is switched on only if
the angle formed by the orientations of both particles and the segment joining them is smaller
than a given angular parameter, acting as a threshold. Therefore, renormalizing the hard disc
radius, the model depends only on the angular parameter representing the amplitude of the
visual cone of each particle.
Varying such a parameter, we find different ground states (see Subsection 2.3). Clearly,
the 0-angular visual cone enforces one-dimensional ground states where particles have all
the same orientation and are aligned on a row oriented accordingly, mimicking cyclist and
duckling formations. On the other hand, tuning off the dependence on the orientation variable,
the proposed model gives back the Heitmann-Radin model and the corresponding regular
triangular lattice. Remarkably, for a specific choice of the angular visual cone, we show that
diamond configurations minimize the energy; furthermore, in the thermodynamic limit as the
number of particles diverges we show that all configurations with suitable energy bounds from
above, consist in patched configurations of diamond formations with bounded perimeter.
While the specific model analyzed in details is very basic, the proposed methodology seems
to be robust and could be enriched and generalized in many directions. As for instance,
one could relax the threshold criteria seeking for other relevant configurations, like the V-
formation. Further restrictions of our model are the two-dimensional setting and the fact
that long range interactions are neglected. Moreover, our purely variational and static ap-
proach could be compared with reacher models [4] accounting for topological rather than
metric distances, fluctuations and dynamical aspects. In particular, we remark that the ori-
entational variable in our model has only a purely ideal interpretation in terms of the velocity
of the particles; a justification of such an interpretation and rigorous connections with true
dynamical models could deserve further investigation.
The paper is organized as follows. In Section 1 we collect some preliminaries on planar
graphs that will be used throughout the paper. Section 2 is devoted to the description of
our model and to the analysis of the qualitative properties of the ground states. In Section 3
we prove the minimality of the diamond formation and the compactness properties of quasi-
minimizers of the energy. Finally, some technical lemmas and their proofs are collected in
Appendix A.
1. Preliminaries on planar graphs
Here we collect some notions and notation on planar graphs that will be adopted in this
paper.
Let X be a finite subset of R2 and let Ed be a given subset of E(X) , where
(1.1) E(X) := {{x, y} ⊂ R2 : x, y ∈ X , x 6= y} .
The pair G = (X,Ed) is called graph; X is called the set of vertices of G and Ed is called the
set of edges (or bonds) of G .
Given X′ ⊂ X we denote by GX′ the subgraph (or restriction) of G generated by X′ , defined
by GX′ = (X
′,Ed′) where Ed′ := {{x′, y′} ∈ Ed : x′, y′ ∈ X′} .
Definition 1.1. We say that two points x, z ∈ X are connected and we write x ∼ z if
there exist M ∈ N and a path x = y0, . . . , yM = z such that {ym−1, ym} ∈ Ed for every
m = 1, . . . ,M − 1 . We say that GX1 , . . . ,GXK with K ∈ N are the connected components of
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G if {X1, . . . ,XK} is a partition of X and for every k, k′ ∈ {1, . . . ,K} with k 6= k′ it holds
xk ∼ yk for every xk, yk ∈ Xk ,
xk 6∼ xk′ for every xk ∈ Xk , xk′ ∈ Xk′ .
If G has only one connected component we say that G is connected.
We say that G is planar if for every pair of (distinct) bonds {x1, x2}, {y1, y2} ∈ Ed, the
(open) segments (x1, x2) and (y1, y2) have empty intersection.
From now on we assume that G = (X,Ed) is planar, so that we can introduce the notion of
face (see also [9]).
By a face f of G we mean any open, bounded, connected component of R2\(X∪⋃{x,y}∈Ed[x, y]),
which is also simply connected; here [x, y] is the closed segment with extreme points x and
y. We denote by Fsc(G) , or simply by F(G) , the set of faces of G . Moreover, we denote by
Fnsc(G) the set of open, bounded, connected components of R2 \ (X ∪⋃{x,y}∈Ed[x, y]), which
are not simply connected. We warn the reader that, in standard literature, also the elements
of Fnsc(G) are called faces. Moreover we set
O(G) :=
⋃
f∈F(G)
clos(f) .
With a little abuse of language we will say that an edge {x, y} lies on a set E ⊂ R2 if the
segment [x, y] is contained in E . We classify the edges in Ed in the following subclasses:
• Edint is the set of interior edges, i.e., of edges lying on the boundary of two (distinct)
faces;
• Edwire,ext is the set of exterior wire edges, i.e., of edges that do not lie on the boundary
of any face;
• Edwire,int is the set of interior wire edges, i.e., of edges lying on the boundary of
precisely one face but not on the boundary of its closure (or, equivalently, of O(G)) ;
• Ed∂ is the set of boundary edges, i.e., of edges lying on ∂O(G) .
Analogously, for every face f ∈ F(G) one can define the following subclasses of edges
delimiting f :
• Edwire,int(f) is the set of edges lying on the boundary of f but not on the boundary
of the closure of f ;
• Ed∂(f) is the set of edges lying on the boundary of the closure of f .
Finally, we define the Euler characteristic of the graph G = (X,Ed). To this purpose, set
l0(G) = l
Euler
0 (G) := ]X , l1(G) = l
Euler
1 (G) := ]Ed , l2(G) := ]F(G) , and l
Euler
2 (G) := l2(G) +
]Fnsc(G). Then, we introduce the standard Euler characteristic χEuler(G) of G , together with
a slight variant χ(G) of it that will be useful for our purposes:
(1.2) χEuler(G) :=
2∑
k=0
(−1)klEulerk (G) , χ(G) :=
2∑
k=0
(−1)klk(G) .
In the next result we recall the classical Euler characteristic formula for planar graphs together
with its analogous for χ(G) .
Lemma 1.2. For every planar graph G the Euler characteristic χEuler(G) is equal to the
number of connected components of G . Moreover
(1.3) χ(G) ≥ 1 ,
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and the equality in (1.3) holds true whenever G is connected.
Proof. The first sentence in the statement is the classical Euler formula. As for the proof of
formula (1.3), we observe that χEuler(G) − χ(G) = ]Fnsc(G) and that for every f ∈ Fnsc(G) ,
each “hole” of f “contains” at least a connected component of G ; by an easy induction
argument on the number ]Fnsc(G) of non simply connected faces one can get (1.3).
Finally, if G is connected, then ]Fnsc(G) = 0 so that χ(G) = χEuler(G) = 1 . 
We define the graph-perimeter of G as
(1.4) Pergr(G) := ]Ed
∂ + 2]Edwire,ext .
Analogously, the graph-perimeter of a face f is defined by
(1.5) Pergr(f) := ]Ed
∂(f) + 2]Edwire,int(f).
Now we show how a planar graph can be triangulated, controlling the number of the
required additional bonds. Since the triangulation procedure is local, we will focus on graphs
having only one face.
Lemma 1.3. Let G = (X,Ed) be a planar graph having only one face f . If Pergr(f) ≥ 4, then
there exists a planar graph G¯ = (X, E¯d) such that
(1) Ed ⊂ E¯d;
(2) all the faces of F(G¯) are triangles;
(3) (x, y) ⊂ f for every {x, y} ∈ E¯d \ Ed;
(4) ]E¯d = ]Ed + Pergr(f)− 3;
(5) ]F(G¯) = Pergr(f)− 2.
Proof. We proceed by induction on Pergr(f). If Pergr(f) = 3, 4, the claims are clearly true.
Assume now that Pergr(f) ≥ 5 and that the claims are satisfied for every graph whose only
face g satisfies Pergr(g) < Pergr(f). We can always split f into two simply connected sets f1, f2
by cutting f with a segment [x, y] joining two points x, y ∈ X such that (x, y) is contained in
f (see for instance [16]). Setting Ed′ := Ed ∪ {x, y}, we have that the faces of G′ = (X,Ed′)
are exactly f1 and f2. Moreover, we have that
(1.6) Pergr(f1) + Pergr(f2) = Pergr(f) + 2.
As a consequence, Pergr(fi) < Pergr(f) for i = 1, 2. By induction, we can triangulate both f1
and f2 adding Pergr(f1)− 3 and Pergr(f2)− 3 edges respectively. In view of (1.6) this implies
that the number of additional edges used to triangulate f is
1 + Pergr(f1)− 3 + Pergr(f2)− 3 = Pergr(f)− 3.
Moreover, again by the inductive step and by (1.6) we have that
]F(G¯) = Pergr(f1)− 2 + Pergr(f2)− 2 = Pergr(f)− 2.

2. The variational model
In this section we describe our model, introducing the energy functional, and we study
qualitative properties of its minimizers and almost minimizers.
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2.1. Vectorial empirical configurations and their energy. Let AC be a given subset of
C := {(X,V ) : X = (x1, . . . , xN ) ∈ (R2)N , V = (v1, . . . , vN ) ∈ (S1)N , N ∈ N} ,
where S1 denotes the set of unitary vectors of R2 . Here and throughout the paper N denotes
the set of positive integers. In the following we will refer to AC as the set of admissible
(vectorial empirical) configurations.
For every (X,V ) ∈ C with X = (x1, . . . , xN ) we set X := {x1, . . . , xN}; we will adopt such
a notation also for a generic subset of R2 with N elements. Moreover if (X,V ) ∈ ACN , for
every x ∈ X we denote by v(x) the orientation associated to the point x , i.e., if x = xi for
some i = 1, . . . , N , then v(x) = vi .
We assume that there exists a given map Ed that at each element (X,V ) of AC associates
a subset Ed(X,V ) of E(X) (defined in (1.1)), referred to as the set edges (or bonds) of (X,V ).
We call energy any given functional E : AC → R of the form E(X,V ) = E (X,V,Ed(X,V ));
in this paper we consider energies of the following type
(2.1) E(X,V ) := −]Ed(X,V ).
Such a choice of energy is very specific and of course it could be generalized in many perspec-
tives; nevertheless, it leaves enough freedom in the choice of the criteria that determine the
class AC of admissible configurations and the class of edges.
In this paper we focus on threshold criteria for defining both AC and Ed. We set
AC := {(X,V ) ∈ C : |x− y| ≥ 1 for every x, y ∈ X with x 6= y} .
Given γ ∈ [0, 1], for every (X,V ) ∈ C withX = (x1, . . . , xN ) ∈ (R2)N and V = (v1, . . . , vN ) ∈
(S1)N for some N ∈ N we define
(2.2)
Edγ(X,V ) := {{xi, xj} ∈ E(X) : |xi − xj | = 1, and
either 〈xj − xi, vk〉 ≥ γ for k = i, j or 〈xi − xj , vk〉 ≥ γ for k = i, j}
and we set
(2.3) Eγ(X,V ) := −]Edγ(X,V ).
In Section 3 we will focus on the case γ =
√
3
2 ; in Subsection 2.3 below, we briefly discuss
what happens for different values of γ. The main purpose is to show the variety of ground
states emerging from the only minimization of the basic energy Eγ , depending on the choice
of the edges in (2.2), i.e., on γ.
2.2. Discrete graph representation. Fix γ ∈ [0, 1]. For every (X,V ) ∈ AC, we consider
the graph Gγ(X,V ) = (X,Edγ(X,V )), referred to as the bond graph of the configuration
(X,V ). Since (X,V ) ∈ AC, we have that Gγ(X,V ) is planar.
From now we will use the notions introduced in Section 1 for G = Gγ(X,V ) and Ed =
Edγ(X,V ). To ease the notation we set Fγ(X,V ) := F(Gγ(X,V )) , Oγ(X,V ) := O(Gγ(X,V ))
and so on. Moreover, we denote by Edγ,∂(X,V ) the set of boundary edges of Gγ(X,V ).
We define the perimeter Perγ(X,V ) of Gγ(X,V ) as the perimeter of Oγ(X,V ), i.e.,
(2.4) Perγ(X,V ) := ]Edγ,∂(X,V ).
Notice that, since the edges have unitary length, Perγ(X,V ) is the standard perimeter of
Oγ(X,V ), whereas Perγgr(X,V ) := Pergr(G
γ(X,V )) represents the relaxation of Perγ(X,V )
with respect to outer approximations of Oγ(X,V ) with open sets.
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Definition 2.1. For every (X,V ) ∈ AC we denote by ∂γX the subset of X made by points
which lie either on (at least) one boundary edge or on (at least) one exterior wire edge or on
no edge. In the following, we will call interior points of (X,V ) the elements of X \ ∂γX.
2.3. Basic qualitative properties of the ground states of Eγ. We first recall that the
Heitmann-Radin energy defined in [13] is given by the number of pairs of tangent hard spheres.
Such a model fits our formalism: the energy can be written as in (2.1) where the bonds are
determined by the only hard sphere tangency condition, being independent of the orientations.
More precisely, for every (X,V ) ∈ C the Heitmann-Radin energy can be defined by
EHR(X,V ) =
{ −]EdHR(X) if (X,V ) ∈ AC
+∞ otherwise ,
with
EdHR(X) := {{x, y} ∈ E(X) : |x− y| = 1} .
As proven in [13] (see also [9]), for every fixed N ∈ N the minimizers of the functional EHR in
ACN := {(X,V ) ∈ AC ∩
(
(R2)N × (S1)N
)
} .
are, up to a rotation and a translation, subsets of the unitary triangular lattice
(2.5) T 1 :=
{
a(1; 0) + b
(1
2
;
√
3
2
)
: a, b ∈ Z
}
.
For every γ ∈ [0, 1] and for every (X,V ) ∈ AC, we clearly have ]Edγ(X,V ) ≤ ]EdHR(X) or,
equivalently,
(2.6) Eγ(X,V ) := −]Edγ(X,V ) ≥ ]EHR(X,V ).
Now, we briefly discuss some qualitative properties of the ground states and of almost
minimizers of the energy Eγ , for γ varying in the range [0, 1]. The significant case γ =
√
3
2
will be further analyzed in more details in Section 3.
The case γ = 0. This case is a slight generalization of the Heitmann-Radin model, being the
dependence on the orientations only fictitious. Indeed, for every given N ∈ N and v ∈ S1, let
V¯ := {v}N be a constant (arbitrarily chosen) orientation field. Then, for every (X,V ) ∈ ACN ,
we have that Ed0(X, V¯ ) = EdHR(X), or, equivalently, E0(X, V¯ ) = EHR(X,V ). In particular,
for configurations with constant orientation, the class of minimizers (resp. almost minimizers)
of E0 coincides with the class of minimizers (resp. almost minimizers) of EHR, analyzed in
[13, 9, 8, 3, 10, 12].
The case 0 < γ ≤ 12 . In such a range, for suitably chosen constant orientations, the
ground states are the same as in the Heitmann-Radin model; in particular, they are subsets
of the unitary triangular lattice. Indeed, let N ∈ N and let (X,V ) be a minimizer of EHR
in ACN ; by [13], up to a rigid motion, X ⊂ T 1. Therefore, setting V¯ := {(1; 0)}N , we
have that Edγ(X, V¯ ) = EdHR(X), which, in view of (2.6), yields the claim. Notice also that
not all constant orientations do the job: Indeed, taking (X,V ) as above and (X, Vˆ ) with
Vˆ := {(0; 1)}N , we have that all the “horizontal bonds” in EdHR(X), namely, the bonds
{xi, xj} with xj − xi = λ(1; 0) for some λ ∈ {−1, 1}, do not belong to Edγ(X, V¯ ) and hence
Eγ(X, Vˆ ) > EHR(X,V ) (see Figure 1).
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A natural question is whether, in the range (0, 12 ], for every configuration (X,V ) ∈ AC
there exists a configuration (X, V¯ ) (where V¯ is a minimizer for fixed X) such that Eγ(X, V¯ ) =
EHR(X,V ).
Figure 1. The unique, up to rotation, minimizer X of the Heitmann-Radin
energy for N = 19. On the left: the configuration (X, V¯ ). On the right: the
configuration (X, Vˆ ).
The case 12 < γ ≤
√
3
2 . In such a case we have that the maximal number of nearest neighbors
of a point is equal to 4. Indeed, let (X,V ) ∈ AC and let x ∈ X; without loss of generality we
can assume that x = 0 and that the orientation of x is given by (1; 0). Notice that if y ∈ X is
such that {x, y} ∈ Edγ(X,V ), then y = (cos θ; sin θ) for some θ ∈ (−pi3 , pi3 ) ∪ (23pi, 43pi). By the
very definition of AC, we immediately have that there can be at most two nearest neighbors
of x of the type y = (cos θ; sin θ) with θ ∈ (−pi3 , pi3 ) as well as with θ ∈ (23pi, 43pi); in particular,
the claim follows.
Now, we show that the asymptotic (as N → +∞) energy per particle for minimizers equals
to −4; more precisely,
(2.7) −4N ≤ min
(X,V )∈ACN
Eγ(X,V ) ≤ −4N + CN 12 ,
for some C > 0 independent of N . Notice that the first inequality in (2.7) is a direct
consequence of the fact that 4 is the maximal number of nearest neighbors; for what concerns
the second inequality, for every N ∈ N let VN = {(0; 1)}N and let XN be a subset of T 1
with cardinality equal to N such that the graph Gγ(XN , VN ) is connected, the elements of
Fγ(XN , VN ) are all unitary rhombuses, and ]∂
γXN ≤ CN 12 for some C > 0 independent of N .
Such configurations can be easily constructed (see, for instance, the configurations (YN ,WN )
provided by Definition 3.5 and Figure 3 below) and satisfy
(2.8) Eγ(XN , VN ) ≤ −4](XN \ ∂XN ) ≤ −4N + 4CN 12 ,
from which the second inequality in (2.7) follows.
Notice also that small perturbations of the configuration (XN , VN ) constructed above still
yields almost minimizers for Eγ satisfying (2.8). Indeed, for all ρ > 0 set
T ρ :=
(
1 + ρ 0
0
√
3−ρ2−2ρ√
3
)
,
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and notice that, for ρ small enough, T ρ maps T 1 into a unitary rhombic lattice. Now, for all
ρ > 0 let XρN = (T
ρ(x1), . . . , T
ρ(xN )), and notice that, for ρ small enough, (X
ρ
N , VN ) ∈ ACN .
Then, by an easy continuity argument, for all γ ∈ (12 ,
√
3
2 ) there exists ρ > 0 (depending on γ)
such that Eγ(XρN , VN ) = Eγ(XN , VN ) and hence (XρN , VN ) still satisfies (2.8). Analogously,
one can easily see that energy is invariant also under small perturbations of the orientation
field VN . Finally, for N = 4 one can check that the configurations described above provide
all the minimizers of Eγ .
The case
√
3
2 < γ < 1. We first show that in this case the maximal number of nearest
neighbors of a point is equal to 2. Indeed, let (X,V ) ∈ AC and let x ∈ X; without loss of
generality we can assume that x = 0 and that the orientation of x is given by (1; 0). Notice that
if y ∈ X is such that {x, y} ∈ Edγ(X,V ), then y = (cos θ; sin θ) for some θ ∈ (−pi6 , pi6 )∪(56pi, 76pi).
By the very definition of AC, we immediately have that there can be at most one nearest
neighbor y = (cos θ; sin θ) of x with θ ∈ (−pi6 , pi6 ) as well as with θ ∈ (56pi, 76pi); in particular,
the claim follows.
For every N ∈ N we have
−N ≤ min
(X,V )∈ACN
Eγ(X,V ) ≤ −N + 1,
where the second inequality follows by considering the competitor (X¯, V¯ ) ∈ ACN with X¯ =
((0; 0), (1; 0), . . . , (N ; 0)) and V¯ = {(1; 0)}N .
For such a range of the parameter γ, we can characterize the minimizers of the energy Eγ
for every N ∈ N. To this purpose, we set Nγ := d piarccos γ e, where dae := min{m ∈ N ∪ {0} :
m ≥ a} for every a > 0.
We first consider the case N < Nγ . Let (X,V ) be a minimizer of Eγ in ACN . We claim
that, up to a relabeling, X = {x1, . . . , xN} where {xj , xk} ∈ Edγ(X,V ) if and only if |i−j| = 1
and hence Eγ(X,V ) = −N + 1. To prove the claim, assume by contradiction that there exist
3 ≤ J ≤ N and y1, . . . , yJ ∈ X such that {yj , yj+1} ∈ Edγ(X,V ) for every j = 1, . . . , J − 1,
{y1, yJ} ∈ Edγ(X,V ), and C :=
⋃J−1
j=1 [yj , yj+1] ∪ [yJ , y1] is a simple and closed polygonal
curve. Then, denoting by αj the inner angles of the polygon enclosed by C and setting
α¯ := minj∈{1,...,J} αj , by Euler formula, we have
Jα¯ ≤
J∑
j=1
αj = (J − 2)pi ,
so that
pi − 2 arccos γ ≤ α¯ <
(
1− 2pi
arccos γ
)
pi,
which yields the desired contradiction.
Now we consider the case N ≥ Nγ . Let X be the set of the vertices of a regular unitary
N -gon centered at the origin, and for every x ∈ X let v(x) be the unitary vector orthogonal to
x, with orientation chosen so that either v(x)× x ≡ +1 or v(x)× x ≡ −1 for all x ∈ X. Since
N ≥ Nγ , it easily follows that (X,V ) ∈ ACN ; moreover, Eγ(X,V ) = −N , so that (X,V ) is
a minimizer. We easily conclude that if (X,V ) is any minimizer of Eγ in ACN , then every
x ∈ X has exactly two nearest neighbors. It follows that every minimizer (X,V ) of Eγ in ACN
satisfies the following properties: there exist K ∈ N, a partition {X1, . . . ,XK} of X and simple
and closed curves Γ1, . . . ,ΓK such that mink1 6=k2 dist(Xk1 ,Xk2) ≥ 1, Xk is the set of nodes
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of Γk and ]Xk = H1(Γk) ≥ Nγ for every k = 1, . . . ,K. Moreover, for every n = 1, . . . , N
the angles xˆn at the node xn satisfy |xˆn − pi| < 2 arccos γ. Viceversa, all the configurations
above described, are admissible and have energy equal to −N , and hence provide all possible
minimizers of Eγ in ACN .
Figure 2. On the left: A minimizer for N ≥ Nγ . On the right: A minimizer
for N < Nγ .
The case γ = 1. As for the range (
√
3
2 , 1), we have that also in this case the maximal
number of nearest neighbors of a point is equal to 2. Moreover, given (X,V ) ∈ AC, we have
that {x, y} ∈ Ed1(X,V ) if and only if |x − y| = 1 and v(x) = v(y) = ±(x − y); it follows
that the ground states of E1 in ACN are made of N aligned points forming a segment with
constant tangent orientation, while the corresponding minimal energy is equal to −N + 1.
Remark 2.2. In looking at minimal configurations, one could first fix X and then minimize
with respect to all possible orientation fields V , obtaining a reduced energy only depending
on X, and eventually further minimize with respect to X. Notice also that further constraints
could be enforced on V ; for instance, denoting by V¯ the average of the elements of V , one
could plug some specific requirement on |V¯ |. Notice that |V¯ | = 1 enforces constant orientation,
while enforcing smallness conditions on |V¯ | should favour cyclic-type configurations such as
in the case γ ∈ (
√
3
2 , 1) and large N considered above. Furthermore, in the energy functional
a term penalizing variations of the orientation field could be added. One of the purposes
of this paper is to show that, even in absence of such a penalization term, alignment of the
orientation could be induced by the only minimization of Eγ .
3. Rhombic ground states for γ =
√
3
2
This section is devoted to the detailed analysis of minimizers and almost minimizers of
the energy Eγ defined in (2.3) for γ =
√
3
2 . More precisely, we construct explicit rhombic
minimizers (mimicking diamond formations) of the functional E
√
3
2 in ACN for every N ∈ N
and we obtain a compactness result for almost minimizers of E
√
3
2 .
Since γ is fixed to be equal to
√
3
2 , in this section we omit the dependence on γ in all
the notations introduced above, i.e., for every (X,V ) ∈ AC we set Ed(X,V ) := Ed
√
3
2 (X,V ),
E(X,V ) := E
√
3
2 (X,V ), G(X,V ) := G
√
3
2 (X,V ), ∂X := ∂
√
3
2 X, and so on.
We start by proving some geometric properties of the bond graphs of the configurations in
AC.
VECTORIAL CRYSTALLIZATION 11
3.1. Geometric properties of admissible configurations. The following lemma pro-
vides geometric properties of the angles formed by two edges. Let (X,V ) ∈ AC. For every
x0, x1, x2 ∈ X with {x0, x1}, {x0, x2} ∈ Ed(X,V ) , the symbol x̂1x0x2− denotes the convex
angle formed by the segments [x0, x1] and [x0, x2] whereas x̂1x0x2+ denotes the concave one.
Notice that x̂1x0x2− ∈ (0, pi] , x̂1x0x2+ ∈ [pi, 2pi) and
x̂1x0x2− + x̂1x0x2+ = 2pi .
Lemma 3.1. Let (X,V ) ∈ AC . The following properties hold true.
(i) If x0, x1, x2 ∈ X are such that {x0, x1}, {x0, x2} ∈ Ed(X,V ), then
(3.1) x̂1x0x2− ∈
{pi
3
}
∪
[2
3
pi, pi
]
, x̂1x0x2+ ∈
{5
3
pi
}
∪
[
pi,
4
3
pi
]
.
Moreover, if x̂1x0x2− = pi3 , then v(x0) is parallel to the bisector of x̂1x0x2− whereas,
if x̂1x0x2− = 23pi , then v(x0) is orthogonal to the bisector of x̂1x0x2− .
(ii) If x0, x1, x2, x3 ∈ X are such that {x0, x1}, {x0, x2}, {x0, x3} ∈ Ed(X,V ), then
x̂1x0x2− 6= x̂2x0x3−.
(iii) Every x ∈ X can lie on at most four bonds. Moreover, in such a case, the four
segments corresponding to the four bonds containing x form equal opposite angles pi3
and 23pi .
Proof. We start by proving (3.1). Up to a rigid motion, we can assume that x0 = (0; 0) =
0 and that v(x0) = (1; 0) = 1. By the very definition of Ed(X,V ), we have that x1 =
(cosϑ1; sinϑ1) = e
iϑ1 and x2 = (cosϑ2; sinϑ2) = e
iϑ2 where ϑj ∈ [−pi6 , pi6 ] ∪ [56pi, 76pi] and by
the very definition of AC we get |ϑ1 − ϑ2| ≥ pi3 . By combining the above conditions, (3.1)
follows.
Now, if |ϑ1 − ϑ2| = pi3 , then (ϑ1;ϑ2) = ±(−pi6 ; pi6 ), which immediately implies that v(x0) is
parallel to the bisector of the angle x̂1x0x2−. Analogously, the case |ϑ1 − ϑ2| = 23pi follows.
Now we prove (ii). Assume by contradiction that x̂1x0x2− = x̂2x0x3− =: α. By (3.1), we
have that either α = pi3 or α =
2
3pi; since the angles x̂1x0x2−, x̂2x0x3− are adjacent, by the
last statement in (i), we get incompatible conditions on v(x0).
Finally, we prove (iii). We use the same argument of Subsection 2.3. Without loss of
generality we can assume that x = 0 and that v(x) = (1; 0) = 1. Notice that if y ∈ X is such
that {x, y} ∈ Ed(X,V ), then y = eiϑ for some ϑ ∈ [−pi6 , pi6 ] ∪ [56pi, 76pi]. By the very definition
of AC, we immediately have that there can be at most two nearest neighbors of x of the type
y = eiϑ with ϑ ∈ [−pi6 , pi6 ] and if there are exactly two nearest neighbors in such an interval
they should be x1 = e
ipi
6 and x2 = e
−ipi
6 . Similarly, there can be at most two nearest neighbors
of x for θ ∈ [56pi, 76pi] and if there are exactly two nearest neighbors in such an interval they
should be x3 = e
i 5
6
pi and x4 = e
i 7
6
pi.

Lemma 3.2. Let (X,V ) ∈ AC. Then Per(f) ≥ 4 for every f ∈ F(X,V ) .
Proof. Assume by contradiction that there exists a face f¯ ∈ F(X,V ) having perimeter equal to
3. By definition, f¯ is an equilateral triangle with unitary side-length; in particular, denoting
by x1, x2, x3 the vertices of f¯ and by xˆj (j = 1, 2, 3) the inner angles of f¯ , we have that
xˆj =
pi
3 for every j = 1, 2, 3 .
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By the very definition of Ed(X,V ) we have that 〈v(xj), v(xk)〉 ≥ 0 for every j 6= k. Since, by
Lemma 3.1(i), v(xj) is parallel to the bisector of xˆj for every j = 1, 2, 3, we get a contradiction.

Lemma 3.3. Let (X,V ) ∈ AC and let f ∈ F(X,V ). If Per(f) = 4 then f is a rhombus with
side-length equal to one and inner angles equal to pi3 ,
2
3pi. In such a case, the orientations of
the vertices of f are all equal to each other. Moreover, such an orientation is orthogonal to
the shortest diagonal of the rhombus and hence parallel to the longest one.
Proof. Since f is a rhombus, the sum of two consecutive angles equals to pi ; hence, by Lemma
3.1(i), we have that the inner angles of f should be equal to pi3 ,
2
3pi .
Moreover, by Lemma 3.1(ii) we deduce that all the orientations should be parallel to the
bisectors of the pi3 angles , that in turns are parallel to the longest diagonal of f . Finally, since
by the very definition of Ed(X,V ), the scalar product between any pair of such orientations
should be non-negative, we get that they are all equal to each other.

In view of Lemma 3.3, it is reasonable to denote by F♦(X,V ) the set of faces f with
Per(f) = 4 . Note that in this case also Pergr(f) = 4. Moreover, again by Lemma 3.3, we can
define the orientation v(f) of a face f ∈ F♦(X,V ) as the orientation of its vertices.
3.2. Geometric decomposition of the energy. Here we decompose the energy E in (2.1)
into the sum of a volume term (which actually depends only on the number of points of the
configuration) and a perimeter type term.
Proposition 3.4. For every (X,V ) ∈ AC, it holds
(3.2) E(X,V ) =− 2]X + 1
2
defgr(X,V ) +
1
2
Pergr(X,V ) + 2χ(X,V ) ,
where we have set defgr(X,V ) :=
∑
f∈Fbad(X,V )(Pergr(f)− 4) and
Fbad(X,V ) := F(X,V ) \ F♦(X,V ).
Proof. The proof relies on the strategy of [9, Theorem 2.1], with relevant differences due to
the rhombic lattice we are dealing with. By triangulating each of the faces in Fbad(X,V ) as
in Lemma 1.3, one can construct a new planar graph G(X,V ) = (X,Ed(X,V )), all of whose
faces are either triangles or rhombuses (the latter with unitary side-length). We denote by
F(X,V ) the set of the faces of G(X,V ). Therefore,
(3.3) F(X,V ) = F♦(X,V ) ∪ F4(X,V ),
where F
4
(X,V ) denotes the set of triangular faces of G(X,V ). Note that, in view of Lemma
3.2, F
4
(X,V ) accounts only for the triangles obtained by triangulating the faces in Fbad(X,V ).
Moreover, we denote by Add(X,V ) := Ed(X,V ) \ Ed(X,V ) the set of the additional edges
due to triangulation and by Ed
int
(X,V ) the set of the interior edges of G(X,V ); thus, in view
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of Lemma 1.3, we have
(3.4)
Ed
int
(X,V ) = Edint(X,V ) ∪ Edwire,int(X,V ) ∪ Add(X,V );
]Add(X,V ) =
∑
f∈Fbad(X,V )
(Pergr(f)− 3);
]F
4
(X,V ) =
∑
f∈Fbad(X,V )
(Pergr(f)− 2).
By construction, the set of the boundary edges and the set of the exterior wire edges do not
change under the triangulation procedure, and hence the graph perimeter of G(X,V ) coincide
with the graph perimeter G(X,V ). Moreover, the same holds for the Euler characteristic of
G(X,V ) in the sense of definition (1.2) , i.e., χ(G(X,V )) = χ(X,V ). Notice also that, by the
classification of the edges in Section 1, we have
(3.5) ]Edint(X,V ) + ]Edwire,int(X,V ) = ]Ed(X,V )− ]Edwire,ext(X,V )− ]Ed∂(X,V ).
We note that every exterior wire edge in G(X,V ) participates to no face, every boundary
edge participates to one face, and all other edges participate to two faces. As a consequence,
using (3.3), (3.4) and (3.5), we thus find
(3.6)
4]F♦(X,V ) + 3]F4(X,V )
=
∑
f∈F♦(X,V )
Pergr(f) +
∑
f∈F4(X,V )
Pergr(f) = 2]Ed
int
(X,V ) + ]Ed∂(X,V )
= 2]Edint(X,V ) + 2]Edwire,int(X,V ) + 2]Add(X,V ) + ]Ed∂(X,V )
= 2]Ed(X,V )− 2]Edwire,ext(X,V )− ]Ed∂(X,V ) + 2]Add(X,V ).
Moreover, by (3.4), we get
(3.7) 2]Add(X,V )− ]F
4
(X,V ) =
∑
f∈Fbad(X,V )
(Pergr(f)− 4) = defgr(X,V ).
By (3.6) and (3.7), we obtain
(3.8)
4]F(X,V ) =4]F♦(X,V ) + 3]F4(X,V ) + ]F4(X,V )
=2]Ed(X,V )− 2]Edwire,ext(X,V )− ]Ed∂(X,V ) + 2]Add(X,V )
+ 2]Add(X,V )− defgr(X,V )
=2]Ed(X,V )− Pergr(X,V )− defgr(X,V ) + 4]Add(X,V ),
where the last equality follows by (2.4). By (1.2) and (3.8) we deduce that
4χ(X,V ) =4]X− 4]Ed(X,V ) + 4]F(X,V )
=4]X− 4]Ed(X,V )− 4]Add(X,V )
+ 2]Ed(X,V )− Pergr(X,V )− defgr(X,V ) + 4]Add(X,V )
=4]X− 2]Ed(X,V )− Pergr(X,V )− defgr(X,V ),
which yields
−]Ed(X,V ) = −2]X + 1
2
defgr(X,V ) +
1
2
Pergr(X,V ) + 2χ(X,V ),
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whence the claim follows since, by definition, E(X,V ) = −]Ed(X,V ). 
From now on, for every (X,V ) ∈ AC, we set
(3.9) F(X,V ) := 1
2
defgr(X,V ) +
1
2
Pergr(X,V ) + 2χ(X,V ),
so that by (3.2), we get E(X,V ) = −2]X + F(X,V ).
3.3. Diamond formations. Here we provide rhombic minimizers of the energy E in ACN
for every N ∈ N; more precisely, for every N ∈ N we construct a minimizing configuration
(YN ,WN ) in ACN , referred to as canonical configuration, such that YN is a subset of the
triangular lattice T 1 defined in (2.5) and Fbad(YN ,WN ) = ∅.
In order to define (YN ,WN ), we preliminarily note that for every N ∈ N there exists a
unique pair (l; η) ∈ (N ∪ {0})× (N ∪ {0}) with 0 ≤ η < 2l + 3 such that
N = (l + 1)2 + η .
For every ` ∈ N, let R` be the closed rhombus with inner angles equal to pi3 , 23pi, and whose
longest diagonal is {0}× [0,√3`]. Given l ∈ N, let Γl := ∂Rl+1∩{(x, y) ∈ R2 : y ≥
√
3
2 (l+1)}.
Notice that Γl has length equal to 2l+2, and hence it is the support of a curve γl parametrized
on [0, 2l + 2] and with unitary velocity.
Definition 3.5. We set Y0 := ∅, Y1 := {(0; 0)} , Y2 := Y1 ∪ {(12 ;
√
3
2 )} , Y3 := Y2 ∪ {(0;
√
3)} .
If N = (l + 1)2 for some l ∈ N we define the YN := Rl ∩ T 1, while if N = (l + 1)2 + η, for
some l, η ∈ N with 1 ≤ η ≤ 2l + 2 we set YN := (Rl ∩ T 1) ∪ {γl(0)} . . . ∪ {γl(η − 1)} . We set
WN := {(0; 1)}N and we call (YN ,WN ) the canonical configuration in ACN .
Figure 3. The graphs G(YN ,WN ) of the configurations (YN ,WN ) for N = 9, . . . , 16.
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Note that Pergr(Y0,W0) = 0 and for every N ∈ N
(3.10) Pergr(YN ,WN ) =

4l if N = (l + 1)2 ,
4l + 2 if N = (l + 1)2 + η with 1 ≤ η ≤ l + 1 ,
4l + 4 if N = (l + 1)2 + η with l + 2 ≤ η ≤ 2l + 2 .
Moreover, by construction, defgr(YN ,WN ) = 0 and G(YN ,WN ) is connected, so that
(3.11) F(YN ,WN ) = 1
2
Pergr(YN ,WN ) + 2.
Now, we fix some notations that will be useful to prove that the configurations (YN ,WN )
are minimizers. We recall that ∂X is defined according to Definition 2.1 for γ =
√
3
2 .
Definition 3.6. For every N ∈ N and for every (X,V ) ∈ ACN , we set N ′ := N − ]∂X ,
X′ := X \ ∂X and we denote by (X ′, V ′) the configuration in ACN ′ satisfying the following
property: for every j = 1, . . . , N ′ there exists a unique k ∈ {1, . . . , N} such that x′j = xk,
v′j = vk, xk /∈ ∂X .
Notice that, for every N, N ′, P ∈ N ∪ {0} with N > N ′ there exists a unique pair (k; δ) ∈
(N ∪ {0})× (N ∪ {0}) with δ < P + 8(k + 1) such that
(3.12)
N =N ′ + (P + 8) + . . .+ (P + 8k) + δ
=N ′ + k(P + 4(k + 1)) + δ .
We are now in a position to state and prove the main result of this section; the proof relies
on some auxiliary lemmas provided in Appendix A.
Theorem 3.7. For every N ∈ N, it holds
(3.13) E(YN ,WN ) = min
(X,V )∈ACN
E(X,V ) .
Proof. The result is true for N ∈ {1, . . . , 7} by Lemma A.2. Let N¯ ≥ 7 . We will proceed by
induction onN and assume that (YN ,WN ) is a minimizer of F inACN for everyN = 1, . . . , N¯ .
Let now N = N¯ + 1(≥ 8) and let (X,V ) be a minimizer of F in ACN . In view of (3.2) we
have that E(X,V ) = −2]X + F(X,V ) , where F is defined in (3.9). It follows that (X,V )
minimizes F in ACN .
By Lemma A.1 and by the inductive assumption, we have that G(X,V ) is connected so
that by Lemma 1.2 we have
(3.14)
F(X,V ) =1
2
Pergr(X,V ) +
1
2
defgr(X,V ) + 2
=
1
2
]∂X +
1
2
(Pergr(X,V )− ]∂X) + 1
2
defgr(X,V ) + 2 ≥ 1
2
]∂X + 2 ,
where the last inequality follows by Lemma A.4 and by the fact that defgr(X,V ) ≥ 0. Let
(X ′, V ′) be defined as in Definition 3.6. Then, (X ′, V ′) ∈ ACN ′ with N ′ = N − ]∂X < N .
Now, in view of (3.12) applied with P = Pergr(YN ′ ,WN ′), there exists a unique pair (k; δ) ∈
(N ∪ {0})× (N ∪ {0}) with δ < Pergr(YN ′ ,WN ′) + 8(k + 1) such that
(3.15) ]∂X = N −N ′ = k(Pergr(YN ′ ,WN ′) + 4(k + 1)) + δ .
We consider three different cases.
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Case 1: k ≥ 2 . By (3.14) and (3.15) we have
(3.16) F(X,V ) ≥ 1
2
]∂X + 2 =
1
2
(
k(Pergr(YN ′ ,WN ′) + 4(k + 1)) + δ
)
+ 2 .
By Lemma A.3, since k ≥ 2, we have
Pergr(YN ,WN ) ≤ Pergr(YN ′ ,WN ′) + 8(k + 1),
so that, using again that k ≥ 2 , we obtain
(3.17) k(Pergr(YN ′ ,WN ′) + 4(k + 1)) + δ ≥Pergr(YN ′ ,WN ′) + 8(k + 1) ≥ Pergr(YN ,WN ) ;
in view of (3.16), (3.17), and (3.11), we deduce that F(X,V ) ≥ F(YN ,WN ) which implies
(3.13).
Case 2: k = 1. By (3.14), (3.15), Lemma A.3 and (3.11), we have
(3.18)
F(X,V ) ≥1
2
]∂X + 2 =
1
2
(
Pergr(YN ′ ,WN ′) + 8 + δ
)
+ 2
≥1
2
(
Pergr(YN ′ ,WN ′) + 8 + rN ′,N
)
+ 2− 1
2
=
1
2
Pergr(YN ,WN ) + 2− 1
2
= F(YN ,WN )− 1
2
.
Since F takes values in N , by (3.18) we deduce (3.13) also in this case.
Case 3: k = 0 . By (3.11) and by Lemma A.3 we have
F(YN ,WN ) = 1
2
Pergr(YN ,WN ) + 2 ≤ 1
2
(
Pergr(YN ′ ,WN ′) + 8
)
+ 2 = F(YN ′ ,WN ′) + 4 ;
therefore, by Lemma A.5 and by the inductive assumption, we obtain
F(X,V ) ≥ F(X ′, V ′) + 4 ≥ F(YN ′ ,WN ′) + 4 ≥ F(YN ,WN ) ,
which by minimality of (X,V ) implies (3.13) also in this case. 
Remark 3.8. A general rhombic crystallization result for all the minimizers does not hold.
Indeed, for all N of the form N = (l+1)2 +1 or N = l(l+1)+1 with l ≥ 1, one can construct
a minimizer having a face f¯ with Pergr(f¯) = 5, as shown in Figure 4 below. Notice also that
for such minimizers the orientation is not constant.
3.4. Compactness of quasi-minimizers. This section is devoted to a compactness result
for quasi-minimizers of E = E
√
3
2 . We start by considering the class of empirical measures
associated to the configurations in AC. To this purpose, let M denote the class of vectorial
Radon measures from R2 to R2; for every N ∈ N we set
EMN :=
{
µ ∈M : µ =
N∑
i=1
vi δ xi√
N
for some (X,V ) ∈ ACN
}
.
Fix N ∈ N. Since there is a natural one-to-one correspondence IN from EMN to the class
ACN , we can re-define the energy (2.1) onM introducing the functional EN :M→ (−∞,+∞]
given by
EN (µ) :=
{
E(IN (µ)) if µ ∈ EMN
+∞ otherwise.
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Figure 4. Two minimizers of E inAC17. On the left: the canonical minimizer.
On the right: A minimizer having a non-rhombic face.
In the following, with a little abuse of notation, for every µ ∈ EMN we will write all the
objects introduced in Subsection 2.2 in terms of µ, namely, we set Ed(µ) := Ed(IN (µ)),
F(µ) := F(IN (µ)) and so forth. In all this subsection, the symbol Pereu will denote the De
Giorgi’s perimeter; recalling the notation introduced in (2.4), (1.4) and (1.5), we have
(3.19)
Per(µ) =Per(IN (µ)) = Pereu(O(µ)),
Pergr(µ) =Pergr(IN (µ)) = Pereu(O(µ)) + 2]Edwire,ext(µ),
Pergr(f) =Per
eu(f) + 2]Edwire,int(f) for every face f ∈ F(µ).
Moreover, setting
fN :=
f√
N
for every f ∈ F(µ),
we have
Pereu(fN ) =
Pereu(f)√
N
for every f ∈ F(µ),
so that
(3.20) Pereu(fN ) ≥ 5√
N
for every f ∈ Fbad(µ);
furthermore, setting ON (µ) :=
1√
N
O(µ) =
⋃
f∈F(µ) fN , it holds
Pereu(ON (µ)) =
Pereu(O(µ))√
N
.
Therefore, by (3.2) and (3.19), the functionals EN can be decomposed
(3.21)
EN (µ) + 2µ(R2) =
√
N
2
∑
f∈Fbad(µ)
(
Pereu(fN )− 4√
N
)
+
√
N
2
Pereu(ON (µ)) + ]Ed
wire(µ) + 2χ(µ) .
We can finally state the desired compactness result.
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Theorem 3.9. Let {µN} ⊂ M be such that
(3.22) EN (µN ) + 2µN (R2) ≤ C
√
N for some C ∈ R .
Then, up to a subsequence,
√
3
2N µN
∗
⇀ µ for some µ ∈M. Moreover, µ = ∑j∈J vj1ωj dx where
J ⊆ N , vj ∈ S1 for every j ∈ J , and
∑
j∈J Per
eu(ωj) < +∞.
Before providing the proof of Theorem 3.9 we state the following compactness property
which is a corollary of Ambrosio compactness result [1] and of [2, Theorem 4.23].
Proposition 3.10. Let {uh} ⊂ SBV (R2;R2). If there exists p > 1 and C > 0 such that
(3.23)
∫
R2
|∇uh|p dx+H1(Suh) + ‖uh‖L∞(R2) ≤ C for all h ∈ N ,
then, up to a subsequence, there exists u ∈ SBV (R2) such that for every open bounded set
A ⊂ R2 it holds
uh → u in L1(A;R2) ,
∇uh ⇀ ∇u in L1(A;R2×2) ,
lim inf
h→∞
H1(Suh ∩A) ≥ H1(Su ∩A).
Moreover, if ∇u = 0, then u = ∑j∈J vj1ωj dx where J ⊆ N , vj ∈ R2 for every j ∈ J , and∑
j∈J Per
eu(ωj) < +∞.
In the following we say that a sequence {uh}h converges to some function u in SBVloc(R2;R2)
if uh → u in L1loc(R2;R2) and {uh}h satisfies (3.23) for some p > 1.
Proof of Theorem 3.9. The proof is divided into two steps.
Step 1. Let {ρN}N∈N be the sequence defined by
ρN :=
∑
f∈F♦(µN )
v(f)1fN for every N ∈ N ;
we first claim that, up to a subsequence, ρN ⇀ ρ in SBVloc(R2;R2) for some function ρ of
the form ρ :=
∑
j∈J vj1ωj where vj and ωj satisfy the claim of the theorem.
In view of (3.22), (3.21), (3.20), and (1.3), we have
(3.24)
C ≥ 1√
N
(EN (µN ) + 2µN (R2)) ≥ 1
2
Pereu(ON (µN )) +
1
10
∑
f∈Fbad(µN )
Pereu(fN )
≥ 1
10
Pereu
( ⋃
f∈F♦(µN )
fN
)
=
1
10
Pereu(ΩN (µN )),
where we have denoted by ΩN (µN ) the interior of
⋃
f∈F♦(µN ) clos(fN ) . By the very definition
of ρN we have that ‖ρN‖L∞ ≤ 1, ∇ρN = 0, and H1(SρN ) ≤ Pereu(ΩN (µN )) ≤ 10C.
Then, the claim directly follows by Proposition 3.10 .
Step 2. Now we prove that, up to a subsequence,
(3.25)
√
3
2N
µN
∗
⇀ ρdx as N → +∞,
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with ρ provided by Step 1. To this purpose, for every f ∈ F♦(µN ) we denote by aj(fN )
(j = 1, 2, 3, 4) the vertices of fN , and we define
(3.26) µˆN :=
1
4N
∑
f∈F♦(µN )
v(f)
4∑
j=1
δaj(fN ) , µ˜N := ρN dx .
By (3.24) and by the isoperimetric inequality, we obtain∫
R2
|ρN | dx = |µ˜N |(R2) = |ΩN (µN )| ≤ C .
We now show that
√
3
2 µˆN − µ˜N
∗
⇀ 0 . Let ψ ∈ C0c (R2) ; for every f ∈ F♦(µN ), let ψfN be the
average of ψ on fN . Then
(3.27)
∣∣∣∣∣〈
√
3
2
µˆN − µ˜N , ψ〉
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
f∈F♦(µN )
〈
√
3
2
µˆN − µ˜N , ψ clos(fN )〉
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
f∈F♦(µN )
〈
√
3
2
µˆN − µ˜N , (ψ − ψfN ) clos(fN )〉
∣∣∣∣∣∣
≤
∑
f∈F♦(µN )
∣∣∣∣∣〈
√
3
2
µˆN − µ˜N , (ψ − ψfN ) clos(fN )〉
∣∣∣∣∣
≤ 2|µ˜N |(R2) rψ
( 1
N
)
≤ Crψ
( 1
N
)
→ 0 ,
where rψ is the modulus of continuity of ψ .
Now we prove that | 1N µN − µˆN |(R2) → 0 as N → +∞. We set ZN := {x ∈ supp µN :
x does not lie on four rhombic faces} and we claim that
(3.28) ]ZN ≤ c
√
N ,
for some positive constant c ∈ R (independent of N).
In order to prove (3.28) we first notice that, in view of Lemma 3.1(iii), ZN = Z
4
N∪Z<4N ,
where
Z4N :={x ∈ ZN : x lies on four bonds} and
Z<4N :={x ∈ ZN : x lies on k bonds with k ≤ 3}.
By (3.21) and (3.22), we have
1
4
]Z4N ≤
√
NPereu(ON (µN )) + ]Ed
wire(µN ) +
√
N
∑
f∈Fbad(µN )
Pereu(fN ) ≤ C¯
√
N,
which, setting c1 := 4C¯, implies that
(3.29) ]Z4N ≤ c1
√
N.
Moreover, again by (3.22) we get
C
√
N ≥ EN (µN ) + 2µN (R2) = 1
2
∑
x∈supp µN
(4− ]{e ∈ Ed(µN ) : x ∈ e}) ≥ 1
2
]Z<4N ,
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which, setting c2 := 2C, implies that
(3.30) ]Z<4N ≤ c2
√
N.
By summing (3.29) and (3.30) and setting c := c1 + c2, we get (3.28). By (3.28), we get
(3.31)
∣∣∣∣ 1N µN − µˆN
∣∣∣∣ (R2) ≤ 1N ]ZN ≤ c√N → 0 .
By combining (3.27) and (3.31) we obtain (3.25). 
Appendix A. Auxiliary lemmas
This appendix is devoted to the results used in the proof of Theorem 3.7.
Lemma A.1. Let N¯ ∈ N . If (3.13) holds true for every N ≤ N¯ , then every minimizer
(X,V ) of E in ACN¯+1 is such that G(X,V ) is connected.
Proof. Let (X,V ) be a minimizer of F inACN¯+1 . We argue by contradiction: Let GX1 , . . . ,GXK
with K ≥ 2 be the connected components of G(X,V ) according to Definition 1.1 and set
GXk = G(Xk, Vk) and Nk := ]Xk for every k = 1, . . . ,K . Then, N¯ + 1 =
∑K
k=1Nk and
1 ≤ Nk ≤ N¯ for every k = 1, . . . ,K .
By the very definition of E in (2.1)
(A.1) E(X,V ) = −
K∑
k=1
]Ed(Xk, Vk) =
K∑
k=1
E(Xk, Vk) .
By (A.1) and by the assumption (3.13) for Nk ≤ N¯ , we deduce
E(X,V ) =
K∑
k=1
E(Xk, Vk) ≥
K∑
k=1
E(YNk ,WNk).
Now we will glue all the configurations (YNk ,WNk) creating new bonds and hence decreasing
the energy. To this purpose, for every k = 1, . . . ,K and for every τ ∈ R2 let YNk(τ) := YNk+τ
and let (YNk(τ),WNk) be the corresponding configuration. By construction, E(YNk ,WNk) =
E(YNk(τ),WNk). Since WNk = {(0; 1)}Nk for every k = 1, . . . ,K, it is easy to see that there
exist translations τ1, . . . , τk ∈ R2 such that the configuration (Y¯N¯+1, W¯N¯+1) with W¯N¯+1 =
{(0; 1)}N¯+1 and Y¯N¯+1 :=
⋃K
k=1 YNk(τk) is in ACN¯+1 and satisfies that G(Y¯N¯+1, W¯N¯+1) is
connected (so that new bonds have been formed). It follows that
E(Y¯N¯+1, W¯N¯+1) <
K∑
k=1
E(YNk ,WNk) ≤ E(X,V ),
thus contradicting the minimality of (X,V ). 
Now we show that (3.13) is satisfied for small number of particles.
Lemma A.2. For every N ∈ {1, . . . , 7} , (3.13) holds true.
Proof. The claim is trivially satisfied for N = 1 and N = 2 .
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Note that for N = 3 , a minimizer (X,V ) of E in ACN cannot have three bonds, since such
three bonds should form an equilateral triangle with unitary side-length, which contradicts
Lemma 3.2. Therefore, we get
−2 ≤ min
(X,V )∈AC3
E(X,V ) ≤ E(Y3,W3) = −2 .
Now we focus on the case N = 4. Let (X,V ) be a minimizer of E in AC4. By Lemma
A.1 below G(X,V ) is connected. Let P be the maximum among the perimeters Pergr(f)
of the faces f of (X,V ). If P = 0, then (X,V ) has no faces and hence by Euler formula
]X− ]Ed(X,V ) = 1 so that
(A.2) E(X,V ) = −(]X− 1) = −3 > −4 = E(Y4,W4),
thus contradicting the minimality of (X,V ). It follows that P ≥ 3 and in fact, by Lemma 3.2,
P ≥ 4. Therefore, P = 4 and by Lemma 3.3, X is the set of the vertices of a rhombus with
unitary side-length and v(x) is the same for every x ∈ X. It follows that (X,V ) coincides -
up to a rigid motion for X and up to flipping the orientation field V - with (Y4,W4).
As for N = 5, let (X,V ) be a minimizer of E in AC5. By Lemma A.1 G(X,V ) is connected
and by Lemmas 3.2 and 3.3, G(X,V ) can have at most one face. Moreover, if (X,V ) has
no faces, i.e., only wires are present, by arguing as in (A.2) we get a contradiction. As a
consequence, (X,V ) has exactly one face f and either Per(f) = 5 and there are no further
edges or Per(f) = 4 and there is a wire edge. In both cases we have
E(X,V ) = −5 = E(Y5,W5) .
Now we consider the case N = 6. Let (X,V ) be a minimizer of E in AC6. By Lemma A.1
G(X,V ) is connected. Since (Y6,W6) is a competitor for the minimum problem in (3.13), we
have
E(X,V ) ≤ E(Y6,W6) = −7 .
As in the previous cases, we can immediately exclude that (X,V ) has no faces. Moreover,
(X,V ) cannot have only one face; indeed, if there is a unique face then by Euler formula
(A.3) E(X,V ) = −]X = −6 > −7,
thus contradicting the minimality of (X,V ). In view of Lemma 3.2 we have that the only
possibility is that (X,V ) has exactly two faces f1 and f2 with Per(fj) = 4 (j = 1, 2); therefore,
(X,V ) has no wires and, by Lemma 3.3, f1 and f2 are rhombuses with unitary side-length.
Moreover, since G(X,V ) is connected we have that ∂f1 and ∂f2 share at least one vertex and
actually, since N = 6, f1 and f2 share one bond. It follows that (X,V ) coincides - up to a
rigid motion for X and up to flipping the orientation field V - with (Y6,W6).
We conclude by proving (3.13) for N = 7. Let (X,V ) be a minimizer of E in AC7. By
Lemma A.1 G(X,V ) is connected. Since (Y7,W7) is a competitor for the minimum problem
in (3.13), we have
E(X,V ) ≤ E(Y7,W7) = −8 .
By arguing as in (A.2) and (A.3) we deduce that (X,V ) has at least two faces.
Notice that, by the hard sphere condition, it easily follows that if a face f ∈ F(X,V ) has
Per(f) ≤ 5, then f is convex and Pergr(f) = Per(f). If a face f1 with maximal perimeter
has Per(f1) = 5 then, by Lemma 3.2, the only possibility is that (X,V ) has no wires and one
further face f2 such that Per(f2) = 4 and f1 and f2 share one edge. In such a case, we have
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that E(X,V ) = −8 = E(Y7,W7). Now, if a face f1 with maximal perimeter has Per(f1) = 4
then, by arguing as above we have that there exists one further face f2 such that Per(f2) = 4.
Since the graph is connected, we can have either that f1 and f2 share only one vertex and
that there are no wires or that f1 and f2 share one edge and that there is a wire. In both
cases we deduce that E(X,V ) = −8 = E(Y7,W7) which implies the claim also for N = 7 and
concludes the proof of the lemma. 
By the very definition of (YN ,WN ) we have the following result.
Lemma A.3. Let N,N ′ ∈ N ∪ {0} with N > N ′ . Let (k; δ) ∈ (N ∪ {0}) × (N ∪ {0}) be the
pair provided by (3.12) for P = Pergr(YN ′ ,WN ′). Then
(A.4) Pergr(YN ,WN ) = Pergr(YN ′ ,WN ′) + 8k + rN ′,N ,
where rN ′,N ∈ {0, 2, 4, 6, 8} and rN ′,N = 0 if δ = 0. Moreover, if k ≥ 1 , then rN ′,N ≤ 2d δ2e.
Proof. We preliminarily note that rN ′,N is even since Pergr(YN ,WN ) is even for every N ∈ N .
We first prove that if δ = 0, then (A.4) holds true with rN ′,N = 0, i.e., we show that if
N = N ′ + k(Pergr(YN ′ ,WN ′) + 4(k + 1)) for some k ∈ N, then
(A.5) Pergr(YN ,WN ) = Pergr(YN ′ ,WN ′) + 8k.
We proceed by induction on k starting from k = 1.
Let k = 1. If N ′ = 0 then N = 8 and, by (3.10), we get Pergr(YN ,WN ) = 8 =
Pergr(YN ′ ,WN ′) + 8. If N
′ ≥ 1, then N ′ = (l + 1)2 + η for some l, η ∈ N ∪ {0} with
0 ≤ η ≤ 2l + 2. We prove (A.5) (with k = 1) only for η = 0, the other cases being fully
analogous. Since η = 0, we have N ′ = (l + 1)2 for some l ∈ N ∪ {0}; then, by (3.10),
Pergr(YN ′ ,WN ′) = 4l so that
N = N ′ + Pergr(YN ′ ,WN ′) + 8 = (l + 1)2 + 4l + 8 = (l + 3)2 ,
which, in view of (3.10) yields
Pergr(YN ,WN ) = 4(l + 2) = 4l + 8 = Pergr(YN ′ ,WN ′) + 8,
i.e., (A.5).
Assume now that (A.5) holds true for every k = 1, . . . , kˆ, and let us show that it is satisfied
also for k = kˆ+1. Let N ′ ∈ N∪{0}, k = kˆ+1 and, in turn, N = N ′+(kˆ+1)(Pergr(YN ′ ,WN ′)+
4(kˆ + 2)). We set N¯ ′ := N ′ + kˆ(Pergr(YN ′ ,WN ′) + 4(kˆ + 1)); applying the inductive step to
N ′, k = kˆ and N = N¯ ′ we have
(A.6) Pergr(YN¯ ′ ,WN¯ ′) = Pergr(YN ′ ,WN ′) + 8kˆ.
It follows that
N =N ′ + (kˆ + 1)(Pergr(YN ′ ,WN ′) + 4(kˆ + 2))
=N ′ + kˆ(Pergr(YN ′ ,WN ′) + 4(kˆ + 1)) + 4kˆ + Pergr(YN ′ ,WN ′) + 4(kˆ + 2)
=N¯ ′ + Pergr(YN ′ ,WN ′) + 8kˆ + 8 = N¯ ′ + Pergr(YN¯ ′ ,WN¯ ′) + 8.
By the step k = 1 applied to N ′ replaced by N¯ ′ and, in turn, N = N and by (A.6) we get
Pergr(YN ,WN ) = Pergr(YN¯ ′ ,WN¯ ′) + 8 = Pergr(YN ′ ,WN ′) + 8(kˆ + 1) ,
thus implying the claim and concluding the proof of (A.4) for δ = 0 with rN ′,N = 0.
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Now we prove (A.4) in the general case. Let N = N ′ + k(Pergr(YN ′ ,WN ′) + 4(k + 1)) + δ
with δ < Pergr(YN ′ ,WN ′) + 8(k + 1). We set N1 := N
′ + k(Pergr(YN ′ ,WN ′) + 4(k + 1)) and
N2 := N
′+(k+1)(Pergr(YN ′ ,WN ′)+4(k+2)) we have that N1 ≤ N < N2; by applying (A.5)
with N replaced by N1 and N2 respectively and using the monotonicity of Pergr(YN ,WN )
with respect to N we obtain
Pergr(YN ′ ,WN ′) + 8k =Pergr(YN1 ,WN1)
≤Pergr(YN ,WN ) ≤ Pergr(YN2 ,WN2) = Pergr(YN ′ ,WN ′) + 8(k + 1),
which concludes the proof of (A.4).
Finally we show that rN ′,N ≤ 2d δ2e if k ≥ 1. Let N ′ ∈ N ∪ {0} and let k ≥ 1. Let
N := N ′ + k(Pergr(YN ′ ,WN ′) + 4(k + 1)) + δ and set
N˜ := N ′ + k(Pergr(YN ′ ,WN ′) + 4(k + 1))
so that N = N˜ + δ. Since we are assuming that k ≥ 1, we have that N˜ ≥ 8. By (A.4) and by
applying (A.5) with N ′ = N ′, k = k and N = N˜ we have
(A.7) Pergr(YN ,WN ) = Pergr(YN ′ ,WN ′) + 8k + rN ′,N = Pergr(YN˜ ,WN˜ ) + rN ′,N .
For every δ ∈ N ∪ {0} we set
(A.8) p(δ) := Pergr(YN˜+δ,WN˜+δ)− Pergr(YN˜ ,WN˜ ).
Note that p(δ) ∈ 2N ∪ {0} for every δ ∈ N ∪ {0} and p(0) = 0. We denote by Jp := {δi} ⊆ N
with δi < δi+1 the set of the “jump discontinuities” of p, i.e., such that p(δi) > p(δi − 1).
Since N˜ ≥ 8, in view of (3.10), for every δi ∈ Jp we have
p(δi)− p(δi − 1) = 2, |δi+1 − δi| ≥ 3.
This fact together with p(0) = 0 yields p(δ) ≤ 2d δ2e for every δ ∈ N and hence in view of
(A.7) and (A.8) we obtain that rN ′,N = p(δ) ≤ 2d δ2e for every δ ∈ N.

Lemma A.4. Let N ∈ N with N ≥ 2 and let (X,V ) ∈ ACN be such that G(X,V ) is connected.
Then
(A.9) Pergr(X,V ) ≥ ]∂X.
Proof. Set X˜ := ∂X, E˜d := Ed∂(X,V ) ∪ Edwire,ext(X,V ) and G˜ = (X˜, E˜d). According to
Section 1, F(G˜) denotes the set of faces of G˜.
Since G(X,V ) is connected, we have that G˜ is connected too, so that by Lemma 1.2 we
have
]X˜− ]E˜d + ]F(G˜) = 1,
i.e.,
]∂X = 1− ]F(G˜) + ]Ed∂(X,V ) + ]Edwire,ext(X,V ).(A.10)
If ]F(G˜) = 0, then ]Ed∂(X,V ) = 0 and, since N ≥ 2 and G(X,V ) is connected, we have
]Edwire,ext(X,V ) ≥ 1, so that
]∂X = 1 + ]Edwire,ext(X,V ) ≤ 2]Edwire,ext(X,V ) = Pergr(X,V ).
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If ]F(G˜) ≥ 1, by (A.10) we get
]∂X ≤ ]Ed∂(X,V ) + ]Edwire,ext(X,V ) ≤ ]Ed∂(X,V ) + 2]Edwire,ext(X,V ) = Pergr(X,V ).
In both cases we have proven (A.9). 
Lemma A.5. Let N ∈ N with N ≥ 8 . Let (X,V ) ∈ ACN with G(X,V ) connected. Then
F(X,V ) ≥ F(X ′, V ′) + 4 ,
where (X ′, V ′) is as in Definition 3.6.
Before proving Lemma A.5, we need some auxiliary lemmas. We start by fixing some
notations.
Let N ≥ 8 and let (X,V ) ∈ ACN be such that G(X,V ) is connected, O(X,V ) has simple
and closed polygonal boundary and ]Edwire,ext(X,V ) = 0 . For every x ∈ ∂X, we set
(A.11) ı¯(x) := ]{e ∈ Edint(X,V ) : x ∈ e}.
Moreover, for every x ∈ ∂X we denote by xˆ the inner angle spanned by the two boundary
edges containing x. Here by inner angle we mean the angle that is “interior” to O(X,V ). In
view of Lemma 3.1 we can classify the points x ∈ ∂X in the following subclasses:
Y j :=
{
x ∈ ∂X : xˆ = j pi
3
}
, j = 1, . . . , 5 ,
Y j,j+1 :=
{
x ∈ ∂X : xˆ ∈
(
j
pi
3
, (j + 1)
pi
3
)}
, j = 2, 3 ,
i.e.,
(A.12) ∂X =
5⋃
j=1
Y j ∪ Y 2,3 ∪ Y 3,4.
By Lemma 3.1(iii) every point in X can lie on at most four bonds, so that ı¯(x) ≤ 2 for every
x ∈ ∂X . Therefore, for every k = 0, 1, 2 we can set
Y jk :={x ∈ Y j : ı¯(x) = k} for j = 1, 2, 3, 4, 5 ,
Y j,j+1k :={x ∈ Y j,j+1 : ı¯(x) = k} for j = 2, 3 .
By Lemma 3.1 we have
(A.13) Y 1 = Y 10 , Y
2 = Y 20 , Y
2,3 = Y 2,30 , Y
3 = Y 30 ∪ Y 31 ,
Y 3,4 = Y 3,40 ∪ Y 3,41 , Y 4 = Y 40 ∪ Y 41 ∪ Y 42 , Y 5 = Y 50 ∪ Y 51 ∪ Y 52 .
Definition A.6. Given two boundary particles x′, x′′ ∈ Y 1 ∪ Y 2 ∪ Y 2,3 ∪ Y 4 ∪ Y 5 = ∂X \
(Y 3 ∪ Y 3,4) we say that x′ follows x′′ and we write x′ → x′′ if there exist M ∈ N and a
path x′ = z0, . . . , zM = x′′ in ∂X, oriented according to the counter-clockwise orientation of
∂O(X,V ), such that {zm−1, zm} ∈ Ed∂(X,V ) and zm ∈ Y 3∪Y 3,4 for every m = 1, . . . ,M−1.
Note that the case M = 1 in Definition A.6 corresponds to {x′, x′′} ∈ Ed∂(X,V ). Notice
also that for every point x′ ∈ ∂X \(Y 3∪Y 3,4) there exists a unique point x′′ ∈ ∂X \(Y 3∪Y 3,4)
such that x′ → x′′. Moreover, we set
(A.14) Y jk → Y ba := {x′ ∈ Y jk : x′ → x′′ for some x′′ ∈ Y ba } ,
and Y jk → {Y b1a1 , . . . , Y bLaL } :=
⋃L
l=1 Y
j
k → Y blal .
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For every x ∈ ∂X and for every z1, z2 ∈ X with {x, z1} {x, z2} ∈ Ed(X,V ) , we denote by
ẑ1xz2 the angle formed by [x, z1] and [x, z2] that is “interior” to O(X,V ) . Notice that, if also
z1, z2 ∈ ∂X, then {x, z1} {x, z2} ∈ Ed∂(X,V ) and xˆ = ẑ1xz2 .
As a consequence of Lemma 3.1, we have the following result.
Lemma A.7. Let (X,V ) ∈ AC be such that G(X,V ) is connected, O(X,V ) has simple and
closed polygonal boundary and Edwire,ext(X,V ) = ∅. The following facts hold true.
(i) If x, y, z1, z2 ∈ X are such that x ∈ Y 31 ∪ Y 3,41 , {x, z1}, {x, z2} ∈ Ed∂(X,V ) and
{x, y} ∈ Edint(X,V ), then either ẑ1xy = pi3 or ŷxz2 = pi3 . Moreover, v(x) is parallel
to the bisector of the pi3 angle.
(ii) If x, y1, y2, z1, z2 ∈ X are such that x ∈ Y 42 , {x, z1}, {x, z2} ∈ Ed∂(X,V ) ,
{x, y1} , {x, y2} ∈ Edint(X,V ) and z1, z2, y2, y1 are counter-clockwise oriented, then
ẑ1xy1 =
pi
3 , ŷ1xy2 =
2
3pi and ŷ2xz2 =
pi
3 . Moreover, v(x) is parallel to the bisector of
the angles ẑ1xy1 and ŷ2xz2 .
(iii) If x, y1, y2, z1, z2 ∈ X are such that x ∈ Y 52 , {x, z1}, {x, z2} ∈ Ed∂(X,V ) ,
{x, y1} , {x, y2} ∈ Edint(X,V ) and and z1, z2, y2, y1 are counter-clockwise oriented,
then ẑ1xy1 =
2
3pi , ŷ1xy2 =
pi
3 and ŷ2xz2 =
2
3pi . Moreover, v(x) is parallel to the
bisector of the angle ŷ1xy2 .
Lemma A.8. Let (X,V ) ∈ AC be such that G(X,V ) is connected, O(X,V ) has simple and
closed polygonal boundary and Edwire,ext(X,V ) = ∅. Let x, y ∈ ∂X.
If x, y ∈ Y 10 and x→ y, then M ≥ 2 in Definition A.6 and there exists zm as in Definition
A.6 such that zm ∈ Y 30 ∪ Y 3,40 .
The same statement holds true also if x, y ∈ Y 42 or if x ∈ Y 10 , y ∈ Y 42 or if x ∈ Y 42 , y ∈ Y 10 .
Proof. We prove the claim only for x, y ∈ Y 10 , being the proof in the other cases fully
analogous. By Lemma 3.2, we immediately get M ≥ 2. Assume by contradiction that
zm ∈ Y 31 ∪ Y 3,41 for every m = 1, . . . ,M − 1 . For every m = 1, . . . ,M − 1 let wm be the
only point in X such that {zm, wm} ∈ Edint(X,V ) . By Lemma 3.2 we have that the points
wm are all distinct. Moreover, by Lemma 3.2 and by Lemma A.7(i) we get ŵ1z1z2 =
pi
3 ;
analogously, it follows that ŵ2z2z3 =
pi
3 and in fact, by induction, that ̂wmzmzm+1 =
pi
3 for
every m = 1, . . . ,M − 1 . In particular, ̂wM−1zM−1zM = pi3 , thus contradicting Lemma 3.2.

Proof of Lemma A.5. We preliminarily prove the claim under the assumptions that O(X,V )
has simple and closed polygonal boundary and ]Edwire,ext(X,V ) = 0 ; in such a case
(A.15) Pergr(X,V ) = Per(X,V ) = ]∂X .
Set
I := {e ∈ Edint(X,V ) : ∃x ∈ ∂X such that x ∈ e};
recalling (A.11), we have
(A.16) ]I ≤
∑
x∈∂X
ı¯(x).
In view of (2.1), (3.2), and (3.9), we have
−Per(X,V )− ]I = E(X,V )− E(X ′, V ′) =− 2]X + F(X,V ) + 2]X′ −F(X ′, V ′)
=− 2]∂X + F(X,V )−F(X ′, V ′),
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whence, together with (A.15) and (A.16), we deduce
F(X,V )−F(X ′, V ′) = ]∂X − ]I ≥
∑
x∈∂X
(1− ı¯(x)) .
Therefore, in order to prove the claim it is enough to show that
(A.17)
∑
x∈∂X
(1− ı¯(x)) ≥ 4 .
Recalling (A.12) and (A.13) we have
(A.18)
∑
x∈∂X
(1− ı¯(x)) =]Y 10 − ]Y 52 + ]Y 20 − ]Y 42
+ ]Y 2,30 + ]Y
3
0 + ]Y
3,4
0 + ]Y
4
0 + ]Y
5
0 .
Since O(X,V ) is connected, the Gauss-Bonnet formula gives 2pi =
∑
x∈∂X(pi − xˆ) , where xˆ
denotes the angle at x interior to O(X,V ); therefore,
2pi =
∑
x∈∂X
(pi − xˆ) ≤ 2
3
pi]Y 1 +
pi
3
]Y 2 +
pi
3
]Y 2,3 − pi
3
]Y 4 − 2
3
pi]Y 5,
which, in view of (A.13), yields
(A.19) 6 ≤2(]Y 10 − ]Y 52 ) + ]Y 20 − ]Y 42 − r
where
(A.20) r := 2]Y 51 + 2]Y
5
0 + ]Y
4
1 + ]Y
4
0 − ]Y 2,30 .
We point out that we are making no claims on the on the sign of r.
Recalling the notation introduced in (A.14), for every (j; k) ∈ {(1; 0), (2; 0), (4; 2), (5; 2)},
we set
Ajk := Y
j
k → {Y 20 , Y 52 }, Bjk := Y jk → {Y 10 , Y 42 }, Cjk := Y jk → {Y 2,30 , Y 40 , Y 41 , Y 50 , Y 51 } ,
so that
(A.21) ]Y jk = ]A
j
k + ]B
j
k + ]C
j
k for every (j; k) ∈ {(1; 0), (2; 0), (4; 2), (5; 2)}.
By construction
(A.22) ]A10 + ]A
2
0 + ]A
4
2 + ]A
5
2 ≤ ]Y 20 + ]Y 52 ,
(A.23) ]C10 + ]C
2
0 + ]C
4
2 + ]C
5
2 ≤ ]Y 2,30 + ]Y 40 + ]Y 41 + ]Y 50 + ]Y 51 ,
and, by Lemma A.8,
(A.24) ]B10 + ]B
4
2 ≤ ]Y 30 + ]Y 3,40 .
By applying (A.21) with (j; k) = (1; 0) and (j; k) = (4; 2), summing such identities, and using
(A.22), we have
(A.25)
]Y 10 + ]Y
4
2 − (]B10 + ]C10 + ]B42 + ]C42 ) =]A10 + ]A42
≤]A10 + ]A42 + ]A20 + ]A52 ≤ ]Y 20 + ]Y 52 .
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Moreover, in view of (A.23) and (A.24), we have
(A.26)
− (]B10 + ]C10 + ]B42 + ]C42 )
≥− (]B10 + ]B42 + ]C10 + ]C20 + ]C42 + ]C52 )
≥− ]Y 2,30 − ]Y 40 − ]Y 41 − ]Y 50 − ]Y 51 − ]Y 30 − ]Y 3,40 =: δ¯ ,
which, by (A.25), yields
]Y 10 + ]Y
4
2 + δ¯ ≤ ]Y 20 + ]Y 52 .
Therefore
]Y 20 + ]Y
5
2 = ]Y
1
0 + ]Y
4
2 + δ for some δ ≥ δ¯ ,
or, equivalently,
(A.27) ]Y 20 − ]Y 42 = ]Y 10 − ]Y 52 + δ for some δ ≥ δ¯ .
By (A.27) and by (A.19), we deduce that
6 ≤ 2(]Y 10 − ]Y 52 ) + ]Y 10 − ]Y 52 + δ − r
so that
(A.28) ]Y 10 − ]Y 52 ≥ 2 +
r
3
− δ
3
,
and hence, by (A.27), we get
(A.29) ]Y 20 − ]Y 42 ≥ 2 +
r
3
+
2
3
δ .
By (A.18), (A.28), (A.29), (A.20) and (A.26) we obtain∑
x∈∂X
(1− ı¯(x)) ≥4 + 2
3
r +
δ¯
3
+ ]Y 2,30 + ]Y
3
0 + ]Y
3,4
0 + ]Y
4
0 + ]Y
5
0
≥4 + 4
3
]Y 51 +
4
3
]Y 50 +
2
3
]Y 41 +
2
3
]Y 40 −
2
3
]Y 2,30
− 1
3
]Y 2,30 −
1
3
]Y 40 −
1
3
]Y 41 −
1
3
]Y 50 −
1
3
]Y 51 −
1
3
]Y 30 −
1
3
]Y 3,40
+ ]Y 2,30 + ]Y
3
0 + ]Y
3,4
0 + ]Y
4
0 + ]Y
5
0
=4 +
2
3
]Y 30 +
2
3
]Y 3,40 +
4
3
]Y 40 + 2]Y
5
0 +
1
3
]Y 41 + ]Y
5
1
≥4 ,
which implies (A.17) and hence the claim in the case that O(X,V ) has simple and closed
polygonal boundary and ]Edwire,ext(X,V ) = 0 .
If O(X,V ) is connected and Edwire,ext(X,V ) = ∅ (without assuming that O(X,V ) has
simple and closed polygonal boundary), we argue in the following manner. By Lemma 3.1(iii),
every point x ∈ ∂X can lie either on two boundary edges or on four boundary edges. We set
Xbow := {x ∈ ∂X : x lies on four boundary edges}.
Let Oˆ1(X,V ), . . . , OˆK(X,V ) be the connected components of O(X,V ) \ Xbow. For every
k = 1, . . . ,K we set O˜k(X,V ) := clos(Oˆk(X,V )), X˜k := X ∩ O˜k(X,V ) and we denote by
(X˜k, V˜k) the corresponding configuration. Clearly, O(X˜k, V˜k) = O˜k(X,V ) has simple and
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closed polygonal boundary, G(X˜k, V˜k) is connected and Ed
wire,ext(X˜k, V˜k) = ∅; therefore, by
the above proven result, we get
(A.30) F(X˜k, V˜k) ≥ F(X˜ ′k, V˜ ′k) + 4 for every k = 1, . . . ,K.
Since
∑K
k=1F(X˜ ′k, V˜ ′k) = F(X ′, V ′), by (A.30) we get
(A.31)
F(X,V ) =1
2
Pergr(X,V ) +
1
2
defgr(X,V ) + 2
=
K∑
k=1
(1
2
Pergr(X˜k, V˜k) +
1
2
defgr(X˜k, V˜k)
)
+ 2
=
K∑
k=1
F(X˜k, V˜k) + 2(1−K) ≥
K∑
k=1
(
F(X˜ ′k, V˜ ′k) + 4
)
+ 2(1−K)
=F(X ′, V ′) + 2K + 2 ≥ F(X ′, V ′) + 4.
Finally we treat the general case. Let O1(X,V ), . . . , OK(X,V ) be the connected compo-
nents of O(X,V ). For every k = 1, . . . ,K we set Xk := X∩Ok(X,V ) and we denote by (Xk, Vk)
the corresponding configuration. Clearly, O(Xk, Vk) = Ok(X,V ) and Ed
wire,ext(Xk, Vk) = ∅,
so that, by (A.31), we have
(A.32) F(Xk, Vk) ≥ F(X ′k, V ′k) + 4 for every k = 1, . . . ,K.
Now, since
∑K
k=1F(X ′k, V ′k) = F(X ′, V ′), by (A.32) we obtain
F(X,V ) =1
2
Pergr(X,V ) +
1
2
defgr(X,V ) + 2 ≥
K∑
k=1
(1
2
Pergr(Xk, Vk) +
1
2
defgr(Xk, Vk)
)
+ 2
=
K∑
k=1
F(Xk, Vk) + 2(1−K) ≥
K∑
k=1
(
F(X ′k, V ′k) + 4
)
+ 2(1−K) ≥ F(X ′, V ′) + 4,
which concludes the proof of the Lemma.

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