Abstract. Given a family A(t) of closed unbounded operators on a UMD Banach space X with common domain W, we investigate various properties of the operator
1. Introduction. Throughout this paper, we assume some familiarity with the concepts of Banach space with UMD (unconditionality of martingale differences) and of randomized (a.k.a. Rademacher) boundedness, henceforth abbreviated as r-boundedness. The expositions in the monograph by Denk, Hieber and Prüss [11] or alternatively in any of the papers [3] , [8] , [25] , [32] , are sufficient for our purposes.
If X is a complex Banach space and p ∈ [1, ∞], recall that W 1,p (0, 2π; X) is the subspace of L p (0, 2π; X) of those functions whose derivatives in the sense of X-valued distributions are in L p (0, 2π; X). As is well known, W 1,p (0, 2π; X) ֒→ C 0 ([0, 2π], X), so that u(0) and u(2π) are unambiguously defined in X and depend continuously on u ∈ W 1,p (0, 2π; X). Thus, the subspace It is noteworthy that, in Theorem 1, the operator A need not generate a semigroup. In fact, σ(A) may not even be contained in any half-plane. Nonetheless, the case when ±A does generate a semigroup is of course important in the applications.
In this paper, we consider the more general case when A = A(t) is 2π -periodic with t-independent domain W and discuss various extensions and complements of the "if" part of Theorem 1. If W = X is finite-dimensional, it is an easy by-product of Floquet's theory (see for instance Farkas [13] ) that the operator
is similar to an operator with constant coefficients, so that everything boils down to applying Theorem 1.
On the other hand, if W = X is infinite dimensional, then Floquet's theory usually breaks down, even in Hilbert space. Furthermore, its validity depends upon properties of the monodromy operator which are rarely verifiable in practice, or place drastic limitations on the size of ||A(t)|| (Massera and Schäffer [22] ). See however Chow, Lu and Mallet-Paret [7] for the case of scalar parabolic equations in one space variable. We also point out that "obvious" variants of the condition σ(A) ∩ iZ = ∅ in Theorem 1 do not provide an adequate substitute, even in the finite dimensional case when the r-boundedness condition is vacuous. This can be seen on the simple scalar example X = W = C and A(t) = iae it with a ∈ R\Z. Clearly, σ(A(t)) ∩ iZ = ∅ for all t, yet ker D A contains u(t) := e ae it . We shall follow a much different route and consider the broader issue of finding sufficient conditions for D A to be a Fredholm operator. Index considerations and spectral properties are discussed in detail as well. Eventually, isomorphism theorems will be obtained in the t-dependent case, but not under hypotheses fully generalizing those of Theorem 1.
We shall always assume that X is a Banach space with UMD, that the operators A(t) have a common domain W and that the embedding W ֒→ X is compact. The latter is not required in Theorem 1, but it is essential in our approach (see Remark 3) . In particular, our assumptions rule out the case W = X when dim X = ∞ but they are compatible with A(t) being a differential operator acting between Sobolev spaces. The specific hypotheses are listed in Section 2, where some (mostly known) preliminary results are also collected for convenience.
A sufficient condition for D A : W
1,p
per (0, 2π; X) ∩ L p (0, 2π; W ) → L p (0, 2π; X) to be semi-Fredholm is given in Section 3 (Theorem 2). Under our assumptions, both the forward and backward Cauchy problems for D A are ill-posed in general, so that evolution systems cannot be used and there is no monodromy operator. In particular, it does not even make sense to ask whether a generalization of Floquet's theory is available. Instead, the method consists in obtaining suitable a priori estimates via Theorem 1 and a partition of unity. This line of arguments follows Rabier [27] , where (0, 2π) is replaced by the whole line, and has further roots in the work of Robbin and Salamon [29] . As a corollary, we obtain that D A has compact resolvent and index 0 when σ(D A ) = C (Corollary 1).
EVOLUTION OPERATORS ON SPACES OF PERIODIC FUNCTIONS 7
By reduction to the constant coefficient case, it is easily seen that D A has index 0 when dim X < ∞ (see also Remark 7) and we know of no example when σ(D A ) = C. Accordingly, we have no explicit example when indexD A = 0, but Theorem 2 does not rule out their existence and even allows for problems with index −∞. In Section 4, we show, by a duality argument and under the exact same hypotheses, that D A is actually Fredholm, i.e., of finite index (Theorem 3). Various conditions ensuring that D A has index 0 without the help of any spectral information are also given.
Section 5 addresses various spectral and related questions. The main results there are that σ(D A ) and indexD A are p-independent (Theorem 5). Corollary 5 is especially relevant when A(t) is an elliptic operator with boundary conditions on a bounded domain.
The Fredholmness of linear operators is important in its own right (Fredholm alternative), but it is also the key to using degree arguments in nonlinear problems, especially when the index is 0. For such matters, see Benevieri and Furi [6] , Pejsachowicz and Rabier [24] and the references therein. However, there is a technical difficulty in using the results of Sections 4 and 5 in nonlinear problems, which is explained at the beginning of Section 6 and motivates studying the operator D A acting between the higher order spaces W The problem in higher order spaces is investigated in Sections 6 and 7. In Section 6, we mostly focus on extending many (but not all) results to the new functional setting by relying on the previously developed theory or by repeating more or less the same arguments. The purpose of Section 7 is to show that indexD A and σ(D A ) (and even the multiplicity of the isolated eigenvalues) are not affected by passing to the higher order spaces. This is substantially more demanding and is essentially done by proving several regularity results for D A . Thus, while higher order spaces are better suited to nonlinear problems, the verification of the Fredholm and spectral properties can safely be confined to the simpler original setting. Naturally, no specific nonlinear application is described in this paper. Also, we did not discuss the properties of
per (0, 2π; X) when k > 1, which can be done by the same methods.
In concrete problems, especially those of PDE type, it often happens that the operators A(t) act between whole families of spaces (W, X) rather than just a single pair of such spaces (for instance, a differential operator with boundary conditions acts between many pairs of Sobolev spaces). It makes then sense to ask whether indexD A and σ(D A ) depend upon the pair (W, X). Their independence of (W, X) is proved in Section 8, under some natural "compatibility" conditions between such pairs. The main regularity result of Section 7 (Lemma 15) is instrumental in the proof of the (W, X)-independence.
Unlike the index of Fredholm operators, the compact resolvent property is not stable by arbitrary compact (or even finite rank) perturbations. Thus, prior to Section 9, the only infinite dimensional case when this property is known (t-independent case; see Theorem 4) is of limited use in other problems. In Section 9, we give a sufficient condition for D ±(A−λI) to be an isomorphism when Reλ is large enough (Theorem 11). In particular, D ±A has compact resolvent. The method of proof does not reveal what extra condition could ensure the isomorphism property when λ = 0, that is, for D ±A . However, such an extra condition (dissipativity) is given in 8 WOLFGANG ARENDT AND PATRICK J. RABIER Corollary 10. Then, by using the (W, X)-independence results of Section 8, the isomorphism property can next be extended to suitable pairs ( W , X) without requiring the dissipativity in that setting.
All the statements regarding Fredholmness, nullity or deficiency (and hence also index or invertibility) remain true in real Banach spaces, for these concepts are unaffected by replacing X and W by their complexifications.
The spectral and index independence questions for evolution problems, especially abstract ones, have been studied little, although partial results (p-independence of the index) can be found in [27] for problems on the whole line and the half line. Therefore, it is difficult to put this paper in the perspective of earlier works, which partly explains its length. On the other hand, spectral independence in elliptic PDEs has been investigated extensively. It is often a simple corollary to elliptic regularity on "good" bounded domains, but a more delicate matter on unbounded ones (see Hempel and Voigt [15] , Arendt [1] , the survey by Davies [9] , Leopold and Schrohe [19] , Hieber and Schrohe [17] , among others). Still for elliptic problems, the index independence goes back to Geymonat [14] when the domain is bounded. It fails when the domain is R N in the weighted spaces considered by McOwen [23] and others, but positive results in non-weighted Sobolev spaces can be found in Rabier [26] , [28] . (Much earlier, Seeley [30] proved the index independence for a class of elliptic singular integral operators on L p for which ellipticity is equivalent to Fredholmness, but this requirement is not met by the operators arising from PDEs on the whole space.)
The notations used throughout are standard. We only mention explicitly that, as is customary, a "dot" is often used to denote t-differentiation.
2.
Preliminaries. From now on, X is a Banach space with UMD, W ⊂ X is a Banach space and (A(t)) t∈[0,2π] ⊂ L(W, X). In particular, A(t) may also be viewed as an unbounded operator on X with domain W and it thus make sense to refer to the spectrum resolvent, etc., of A(t).
In the sequel, we shall frequently retain some or all of the following hypotheses.
(H1) The embedding W ֒→ X is compact.
is r-bounded in L(X) when A(t) is viewed as an unbounded operator on X with domain W.
Remark 1. None of the above hypotheses is affected by changing A(t) into −A(t).
The following preliminary result will be used in various places later on. The (easy) proof can be found in [27, Theorem 2.1], in a slightly different context. Lemma 1. Suppose that the embedding W ֒→ X is continuous. The following properties hold for every t ∈ [0, 2π] :
(ii) If ρ(A(t)) = ∅, the norm of W is equivalent 1 to the graph norm of A(t) (hence A(t) is a closed operator on X with domain W ).
(iii) If ρ(A(t)) = ∅ and (H1) holds, then A(t) has compact resolvent (hence σ(A(t)) is discrete and consists of isolated eigenvalues of finite algebraic multiplicity). (iv) W is a Banach space with UMD.
All the conditions required in Lemma 1 are fulfilled if (H1) and (H3) hold. In particular, from (H3) and Lemma 1 (i), it follows that R(ik, A(t)) ∈ L(X, W ) for k ∈ Z and |k| ≥ κ(t). This yields an equivalent formulation of (H3) which will be useful in Section 4:
Lemma 2. Suppose that the embedding W ֒→ X is continuous. Condition (H3) holds if and only if for every t ∈ [0, 2π], there is κ(t) ∈ N such that
Proof. Suppose first that (H3) holds and let k ∈ Z be such that |k| ≥ κ(t). From the relation ikR(ik, A(t)) = I + A(t)R(ik, A(t)), (2.1)
Since, by Lemma 1 (ii), the norm of W is equivalent to the graph norm of A(t), it follows that {R(ik,
The technical property that r-boundedness conditions such as (2.1) are unaffected by some perturbations will be very useful. Several results of this type are available in the literature. In particular, by (a straightforward variant of) [25, Theorem 3.5] and since the relatively compact operators have relative bound 2 0, we obtain Lemma 3. Let X be a Banach space and let A 0 be a closed unbounded operator on X with domain W equipped with the graph norm. Suppose that there is κ 0 ∈ N∪{0} such that {kR(ik,
(Of course, this implies that R(ik, A 0 + K) exists if |k| ≥ κ.)
It follows from Lemma 3 that, if (H3) holds, then it also holds when A is replaced by A + K, provided that K(t) ∈ K(W, X) for every t ∈ [0, 2π]. In particular, if (H1) and (H3) hold, then (H3) also holds when A is replaced by A − λI for any λ ∈ C. This will be used repeatedly and often implicitly.
In Section 7, we shall also need the following "stability" result.
Lemma 4.
Suppose that A satisfies (H2) and (H3). Then, (H3) also holds for every
Proof. Let t 0 ∈ [0, 2π] and ε > 0 be given. If t ∈ [0, 2π] and x ∈ W, then
From the equivalence of the norm of W and the graph norm of A(t 0 ), there is a constant c 0 > 0 depending only upon A(t 0 ) (and the norms of X and W ) such that
for every x ∈ W and every t ∈ J t0 :
Thus, if ε > 0 is chosen small enough in the first place, it follows from (H3) with t = t 0 and from [25, Theorem 3.5 and Remark 3.5], that there is κ(ε) ∈ N such that r L(X) ({kR(ik, B(t)) : k ∈ Z, |k| ≥ κ(ε)}) < ∞ for every t ∈ J t0 . The conclusion follows by covering [0, 2π] with finitely many intervals J t0 .
The next lemma reveals an important by-product of the hypothesis (H3).
Since r-boundedness implies boundedness and Banach spaces with UMD are reflexive, Lemma 5 follows from the more general result below, presumably not new but for which we have found no reference in the literature.
Lemma 6. Let Z be a reflexive complex Banach space and let L be an unbounded linear operator on Z such that there is a sequence (λ n ) ⊂ C with lim n→∞ |λ n | = ∞ and
Proof. Let µ ∈ ρ(L) be chosen once and for all. Since the hypotheses of the lemma readily imply lim n→∞ R(λ n , L) = 0 in L(Z), it follows that
Let x ∈ Z be given. By the boundedness of the sequence λ n R(λ n , L)x and the reflexivity of Z, we may assume with no loss of generality that there is y ∈ Z such that
has closed range and finite dimensional null-space, i.e., is semi-Fredholm of index ν ∈ Z ∪ {−∞}.
For simplicity of notation, we shall set 
is compact (see also Aubin [5] ). As a result, the embedding
is compact. As the proof will show, Theorem 2 is then a simple by-product of this compactness together with the inequality
where M > 0 is a constant independent of u.
Most of this section is devoted to proving the validity of (3.4), which is done in Lemma 11. This will follow from the case when u has compact support contained in (0, 2π) (Lemma 10), although the corresponding subspace is not dense in W p per . In turn, the method of proof of Lemma 10 is loosely inspired by the classical procedure to obtain a priori estimates for elliptic PDEs, by freezing the coefficients and partition of unity. Proof. By Lemma 1 (ii), the operator A(s 0 ) is a closed unbounded operator on X with domain W equipped with a norm equivalent to the graph norm of A(s 0 ) and hence equivalent to the graph norm of A(s 0 )−λ 0 I. Next, by (H3), A(s 0 ) satisfies the condition (2.2) of Lemma 3, so that, by (H1), there is κ ∈ N ∪ {0} such that the set {kR(ik, A(s 0 ) − λ 0 I) : k ∈ Z, |k| ≥ κ} is r-bounded. Since σ(A(s 0 ) − λ 0 I) ∩ iZ = ∅, the set {kR(ik, A(s 0 ) − λ 0 I) : k ∈ Z, |k| < κ} is well defined and finite (hence r-bounded). Therefore, the set {kR(ik, A(s 0 ) − λ 0 I) : k ∈ Z} is r-bounded (union of two r-bounded sets). As a result, 
Proof. Given s 0 ∈ [0, 2π], it follows from Lemma 1 (iii) that σ(A(s 0 )) is discrete. As a result, the projection of σ(A(s 0 )) onto the real axis consists of countably many points. If λ 0 ∈ [−1, 1] is chosen in the complement of this countable set, then 
Proof. Let u ∈ W 
where C > 0 is a constant independent of s 0 , u and ψ. By writing
we obtain the estimate
By substitution into (3.6), we get
which yields (3.5) with ε = 1 2C independent of u and ψ since f := D A u.
Remark 2. It is trivial, yet crucial to the above proof, that ψu ∈ W p per because (ψu)(0) = (ψu)(2π)(= 0). In particular, Lemma 8 cannot be used if ψ is a cut-off function that does not vanish at t = 0 or t = 2π since the multiplication by ψ does not preserve periodicity in this case.
We are now in a position to prove the validity of the estimate (3.4). We proceed in two steps.
Lemma 10. Suppose that (H1) to (H3) hold. Then, for every compact interval 
This implies (3.7) with M (Q) := 2ε
Proof. Extend A to all of R by periodicity and note that (H1) to (H3) are not affected by changing [0, 2π] into [a, a + 2π] where a ∈ R is arbitrary. Thus, (3.7) in Lemma 10 remains true when Q is a compact subinterval of (a, a + 2π), the spaces W p per and X p are replaced by W 1,p
; W ) and L p (a, a + 2π; X), respectively and Supp u ⊂ Q. Here, membership of u to W
1,p
per (a, a + 2π; X) means that u ∈ W 1,p (a, a + 2π; X) and that u(a) = u(a + 2π). Given u ∈ W p per , extend u to all of R by periodicity. For j ∈ {−1, 0, 1}, let
Since Suppϕ −1 u ⊂ Q −1 , it follows from (3.7) with [0, 2π] replaced by [−π, π] (see the discussion at the beginning of the proof) that there is M (Q −1 ) > 0 such that
By using D A (ϕ −1 u) = ϕ −1 D A u +φ −1 u and (3.10), this yields
.
By the periodicity of u and
Similar inequalities hold when j = 0 and j = 1 in (3.9), which yields (3.8) with
2)) has closed range and finite dimensional null-space for every p ∈ (1, ∞).
Proof. By the well known Yood criterion (Deimling [10] , Yood [33] ), it suffices to show that D A is proper on the closed bounded subsets of
By the compactness of the embedding (3.3), we may assume that (u n ) is convergent in X p with no loss of generality. That (u n ) actually converges in W p per thus follows from (3.7) with u replaced by u n − u m . 
Another way to state Theorem 2 is to say that D
Since dim ker D A < ∞, this amounts to saying that P u n is convergent in W p per . Therefore, u n is convergent in W p per and its limit coincides with its limit u in X p . This shows that u ∈ W p per . Then, by the continuity of
On the other hand, for every λ ∈ C, the operator A + λI satisfies (H1) to (H3) (use (H1) and Lemma 3) and
for every λ ∈ C by Theorem 2 and so its index is independent of λ ∈ C. In particular, indexD A = indexD A+λ0I = 0.
In Corollary 1, σ(D A ) refers to the spectrum of D A as an unbounded operator on X p with domain W p per for the chosen value of p ∈ (1, ∞). As we shall see in Section 5, this value may be left unspecified since σ(D A ) turns out to be independent of p. 
Proof. Call j : W ֒→ X the embedding, so that j * : X * → W * is the mapping j * (x * ) = (x * ) |W . By Lemma 5, j * is one to one and thus a continuous embedding of X * in W * . More specifically, this means that X * can be identified with the subset of W * of those forms that are continuous for the topology of X. Also, j * is compact since j is compact by (H1) and W * is a Banach space with UMD since this is true of W (Lemma 1 (iv)).
In addition, given λ ∈ C, then A * (t) − λj * is invertible if and only if A(t) − λj is invertible, which shows that R(λ, A * (t)) = R(λ, A(t)) * . Now, by (H3) and Lemma 2, the set
Since X is a Banach space with UMD, it follows from [25, Lemma 2.3 and Remark 3.1] that {R(ik, A(t)) * , |k| ≥ κ(t)} = {R(ik, A * (t)), |k| ≥ κ(t)} is r-bounded in L(W * , X * ). In turn, by another application of Lemma 2 with X and W replaced by W * and X * , respectively, it follows that {kR(ik, A * (t)), |k| ≥ κ(t)} is r-bounded in L(W * ). In summary, W * is a Banach space with UMD and the hypotheses (H1) to (H3) hold with X and W replaced by W * and X * , respectively and A(t) replaced by A * (t), and hence also when replaced by −A * (t) (Remark 1). As a result, by 
, the latter by the reflexivity of X (see Edwards [12] ), whereas ker
. Thus, the claim that (rgeD A ) ⊥ ⊂ ker D −A * is in fact an abstract regularity result for the members of (rgeD A )
⊥ . The precise meaning of the relation (
for every u ∈ W p per . In particular, given any x ∈ W and any ϕ ∈ C ∞ 0 (0, 2π), we may choose u = ϕ ⊗ x in (4.2), so that
This may be rewritten as
and, since the Bochner integral commutes with duality pairings, also as
Now, observe that if x * ∈ X * and x ∈ W, then x, x * X,X * = x, x * W,W * since x * ∈ X * is simply identified with its restriction to W when it is viewed as a member of W * . Thus, (4.3) also reads
Since x ∈ W is arbitrary, it follows that 2π 0φ
In turn, because ϕ ∈ C ∞ 0 is also arbitrary, this means thaṫ
as a distribution with values in
To complete the proof it suffices to show that v * (2π) = v * (0) (well defined in 
By (4.4), this amounts to
Although the relation (rgeD A ) ⊥ ⊂ ker D −A * suffices in the above proof, it is easily seen (by reversing the arguments and by the denseness of (C W q * , respectively, for any choice of p, q ∈ (1, ∞) (in particular, when p = q). This is useful in some arguments.
In its general form, Corollary 2 below does not follow from the well known property that compact perturbations of Fredholm operators do not affect the index. [18] , Lindenstrauss and Tzafriri [20] ).
In Corollary 2, the compactness of K(t) does not suffice to ascertain that D A+K is a compact perturbation of D A . However, this is true provided that
, where Z is a Banach space such that W ⊂ Z ⊂ X and the embedding W ֒→ Z is compact, for then the embedding W (ii) rgeD
Proof. By Lemma 1 (iii), σ(A) is discrete, so that there is λ ∈ R such that σ(A − λI) ∩ iZ = ∅. Furthermore, since λI is compact when viewed as an operator from W to X by (H1), it follows from (H3) and Lemma 3 that there is κ ∈ N such that the family {kR(ik, A − λI) : k ∈ Z, |k| ≥ κ} is r-bounded. Since {kR(ik, A − λI) : k ∈ Z, |k| < κ n } is finite (and well defined), hence r-bounded, it follows that {kR(ik, A − λI) : k ∈ Z} is r-bounded. By Theorem 1, the operator D A−λI is an isomorphism of W . Thus, u(k) = 0 if ik ∈ ρ(A), i.e., for all but finitely many indices k by (H3), and then Fejér's theorem (see [2] for the vector-valued case) shows that u = {k∈Z,ik∈σ(A)} e k ⊗ u(k) (finite sum). This proves the claim.
This is a restriction only if ik ∈ σ(A). For every such k, and since A − ikI is Fredholm of index 0, we have codim rge(A − ikI) = dim ker(A − ikI) := d k . Choose a complement Z k of rge(A − ikI) in X (so that dim Z k = d k ) and call P k ∈ L(X) the projection onto Z k associated with the direct sum X = rge(A − ikI) ⊕ Z k . Next, define P k : X p → X by
With this notation, the necessary condition f (k) ∈ rge(A − ikI) whenever ik ∈ σ(A) for f to be in rgeD A reads
From part (i) and since D A has index 0, it follows that d :
If so, equality must hold in (4.6), whence rgeD A = {f ∈ X p : f (k) ∈ rge(A − ikI), ∀k ∈ Z}. Now, the space Z :
, and then f = 0. This completes the proof. Proof. Use Theorem 4 and Corollary 2.
From the comments after Corollary 2, if
where Z is a Banach space such that W ⊂ Z ⊂ X and the embedding W ֒→ Z is compact, then Corollary 3 remains true when A(0) = A(2π). We complete this section with the remark that a very different property (symmetry) also implies that the index is 0.
Corollary 4. Suppose that, in Theorem 3, A(2π
It is obvious that A s satisfies (H1) to (H3), so that D As : W 
Proof. Since the result is obvious if p ≥ q, we assume p < q. By an argument similar to the one used in the proof of Lemma 11 (extension of A, u and f by periodicity), and by noticing that W p per ⊂ X p ∩ X q , it suffices to prove the result when Suppu is contained in a compact subinterval Q of (0, 2π).
Let t 0 ∈ Q be given. Since σ(A(t 0 )) = C by (H3), choose λ 0 ∈ C such that A(t 0 ) − λ 0 I ∈ GL(W, X), so that D A(t0)−λ0I is an isomorphism of W p per to X p and of W q per to X q by Theorem 1. For ε > 0, define A ε (t) by Observe that D A−λ0I (ψu) = D Aε−λ0I (ψu) since Suppψ ⊂ (t 0 − ε, t 0 + ε) and since A ε (t) coincides with A(t) for t ∈ [t 0 − ε, t 0 + ε]. Therefore,
Above, the right-hand side is in X p ∩ X q since f ∈ X p ∩ X q by hypothesis and since u ∈ W Proof. First, it follows at once from Lemma 12 that ker D A is independent of p. Thus, the injectivity of D A is independent of p. Below, we show that, given p, q ∈ (1, ∞) and k ∈ N ∪ {0}, the condition codimrgeD
per → X q , so that codimrgeD A is independent of p. In particular, whether D A is onto X p is independent of p. Thus, the index of D A and its invertibility are independent of p. Upon replacing A by A − λI in the last statement, it follows that σ(D A ) is independent of p.
Suppose then that codimrgeD
is unaffected by small enough perturbations of Z k . In particular, by the denseness of
q . This completes the proof that indexD A and σ(D A ) are independent of p.
If
is an isolated eigenvalue of finite multiplicity (Corollary 1). Given p ∈ (1, ∞), the multiplicity m p of λ when D A : W p per → X p is the (finite) dimension of the space P p (X p ), where
and Γ is a small circle around λ lying entirely in ρ(D A ) (independent of p from the above). By the denseness of X p ∩ X q in X p and the finite dimensionality of P (X p ), it follows that
and hence m p = m q .
In the above proof, the result that ker D A is independent of p is also true when A is replaced by A − λI with λ ∈ C. Therefore, all the eigenspaces of D A are p-independent (irrespective of σ(D A ) being the whole plane or not).
Remark 5. It is readily checked that σ(D
is an eigenvalue of D A . If u is a corresponding eigenfunction and k ∈ Z, then λ + ik is an eigenvalue associated with the eigenfunction v := e ikt u.
The next corollary is especially relevant when ±A(t) is a differential operator. Recall that a closed operator A 0 on X with domain W is said to be sectorial if both W and A 0 (W ) are dense in X and if (−∞, 0) ⊂ ρ(A 0 ) with {ζR(−ζ, A 0 ) : ζ > 0} bounded in L(X). If the set {ζR(−ζ, A 0 ) : ζ > 0} is not only bounded but also r-bounded in L(X), then A 0 is said to be r-sectorial.
If A 0 is an r-sectorial operator, then for θ > 0 small enough, the set {ζR(−ζ, A 0 ) : | arg ζ| ≤ θ} is r-bounded in L(X) (see for instance [11, p. 43] ). The r-angle φ r A0 of A 0 is the infimum of those θ ∈ (0, π) such that the set {ζR(−ζ, A 0 ) : | arg ζ| ≤ π−θ} is r-bounded. The value of Corollary 5 below when ±A(t) is an elliptic operatorpossibly a system-associated with suitable homogeneous boundary conditions 3 on a domain with compact boundary, is that there are known sufficient conditions about the coefficients ensuring that A(t) + µ t I is r-sectorial with r-angle φ r A(t)+µtI < Proof. Upon increasing µ t by any amount, it is not restrictive to assume that A(t)+ µ t I is invertible. This does not affect r-sectoriality and does not increase the rangle (see for instance Proposition 4.3 in [11] with B = 0 and α = β = 0 in that proposition). Then, since φ r A(t)+µtI < π 2 , it follows that {ξR(−iξ, A(t) + µ t I) : ξ ∈ R} is r-bounded in L(X). Since this set is invariant upon changing ξ into −ξ, this amounts to saying that {ξR(iξ, A(t) + µ t I) : ξ ∈ R} is r-bounded in L(X). In particular, {kR(ik, A(t) + µ t I) : k ∈ Z} is r-bounded in L(X). By (H1) and Lemma 3, it follows that there is κ(t) ∈ N such that {kR(ik, A(t)) : k ∈ Z, |k| ≥ κ(t)} is r-bounded, so that (H3) holds. Thus, the conclusion for D A follows from Theorem 3.
Next, observe that the hypotheses of the corollary are unchanged by changing 6. Higher order spaces I. This section is motivated by the applications of the Fredholm theory for D A to nonlinear problems, notably in PDEs. Typically, such applications involve a nonlinear mapping F : W p → X p . Since W p and X p are spaces of functions on (0, 2π) with values in W and X, respectively, many such mappings arise from some F : [0, 2π] × W → X via substitution, that is, defined by F (u)(t) := F (t, u(t)) where u ∈ W p . (Incidentally, the part −A(t)u in D A is also of this form.) Of course, the properties of F must ensure that F (u) ∈ X p whenever u ∈ W p . Now, it is intuitively clear and widely corroborated by numerous examples, that there are many more nonlinear mappings (and with better properties) defined on a Banach algebra rather than just on a Banach space. Since
, the only obvious way for W p to embed in a Banach algebra 4 is when either
is contained in such an algebra. The case W = C already shows that this is hopeless for the latter space, so that the only option is that W 1,p (0, 2π; X) is contained in a Banach algebra. This will indeed happen when X is contained in a Banach algebra. However, keeping in mind that X must also be UMD, hence reflexive, the most useful case in PDE applications is when X is a (closed subspace of a) Lebesgue space L q (Ω) where Ω is an open subset of R N . Unfortunately, L q (Ω) is a Banach algebra only when q = ∞, a case ruled out in virtually all PDE applications.
On the other hand, it is typical that W is a closed subspace of some Sobolev space W m,q (Ω) with m ≥ 1, which is a Banach algebra when mq > N. If so, As we shall see in this section and the next one, the Fredholm and spectral properties of D A in the above setting can be obtained by using a combination of the previous results or arguments together with "regularity" properties that we shall establish along the way. The first one is a variant of Theorem 1 (t-independent case) in this new functional framework. 4) , it suffices to show that v =u. This is obvious if f is an Xvalued trigonometric polynomial, for then f = n k=−n e k ⊗ f (k) for some n ∈ N∪{0} (where, as before, e k is the function e ikt ) and u = − 
per . Since alsou n tends tou as a distribution with values in X, it follows thatu = v.
The proof of the denseness claim is the same as in the familiar scalar case: Given m, n ∈ N ∪ {0}, set
By Fejér's theorem, f n → f in X p and f n →ḟ in X p (the latter since the Fourier coefficients ofḟ are (ik f (k)) by the periodicity of f ). On the other hand, it is obvious that g m =ġ m , so that f n =ḟ n . Therefore, f n → f in X 1,p per . 5 Recall that in this paper, X has the UMD property.
In what follows, we shall use the notation
. Thus, (6.5) is a strengthening of (H2). This will be used repeatedly without further mention.
By using Theorem 6 instead of Theorem 1, we obtain the following variant of Theorem 2:
Theorem 7. Suppose that (H1) and (H3) hold and that
per (see (6.1) and (6.3)) is well defined and has closed range and finite dimensional null-space.
per (see (6.3) ). This shows that D A maps W 
However, by the uniform continuity of A andȦ on [0, 2π], this is not an obstacle to reproducing the proof of Lemma 10 with obvious modifications and Lemma 11 remains valid because of the assumptions made about A (in particular,Ȧ(0) = A(2π) ensures that the periodic extension of A is C 1 ). Then, the argument used in proof of Theorem 2 yields the desired result. Observe that the repetition of this argument makes use of the compactness of the embedding 6) which follows at once from (6.4) and the compactness of the embedding
It is readily checked that Corollary 1 is still true in the W 1,p
Because the proof of Theorem 3 relies heavily on the fact that the dual of 
per if Z ⊂ X is a Banach space such that the embedding Z ֒→ X is compact. Thus, the conditionK(0) =K(2π) is not needed in this case.). Likewise, Theorem 4 (constant A) as well as Corollaries 3 and 4 are still valid, provided that X) ) in the latter two. Lemma 12 remains true as well, but the (simple) proof must be given. This is done below.
Lemma 13. Suppose that (H1) and (H3) hold and that
Proof. Since the result is trivial if p ≥ q, it suffices to consider the case p < q. By Lemma 12, we already have that u ∈ W 
Proof. It follows easily from (H3) and the continuity of A that if k ∈ Z and |k| is large enough, then A(t) − ikI is invertible for every
per . Thus, upon replacing A by A − ikI, we may and shall assume that A(t) is invertible for every t ∈ [0, 2π]. By setting B := A −1 for simplicity of notation and observing
Let ω ∈ C ∞ 0 be such that ω ≥ 0, Suppω ⊂ (−1, 1) and R ω = 1. For ε > 0, set ω ε (t) := ε −1 ω(ε −1 t). By extending (7.1) to all of R by periodicity and convolving with ω ε , we infer that
In the right-hand side,
. As a result, ω ε * u ∈ W 2,p (0, 2π; W ) and, in fact, ω ε * u ∈ W per . Accordingly, the remaining step is to prove the boundedness of D A (ω ε * u) in X 1,p per as ε → 0, which is the same as boundedness in
3) is bounded in W 1,p (0, 2π; X) and it only remains to show that A[B(ω ε * u) −ω ε * (Bu)] is bounded as well. In turn, this reduces to showing that
. Both (i) and (ii) follow at once from the boundedness of B(ω ε * u) −ω ε * (Bu) in L p (0, 2π; W ), proved below. Write
Since B is C 1 and periodic on R, there is a constant c > 0 such that
If t ∈ [0, 2π] and ε > 0 is small enough, then χ [−2π,4π] (s) = 1 whenever s ∈ [t − ε, t + ε], so that (7.4) also reads
Hence, for every t ∈ R,
Now, |ω ε (t)| = ε −2 |ω(ε −1 t)|, so that ε|ω ε (t)| = η ε (t) with η := |ω| and (7.5) becomes
and so, by Young's inequality,
by periodicity, we find
In the above arguments, we may replace u byu or B byḂ (even thoughḂ is not C 1 , it is C 0,1 and this is the property of B actually used to obtain (7.4)). Thus, both B(ω ε * u) − (ω ε * (Bu)) andḂ(ω ε * u) − (ω ε * (Ḃu)) are bounded in L p (0, 2π; W ) as ε → 0, which implies that
. This is the requirement (iii) and the proof is complete.
The method of proof of Lemma 14, by mollification and a priori estimates, is a standard way to establish elliptic regularity in PDEs. In evolution problems, it was also used by Robbin and Salamon [29] in a special case (p = 2, X Hilbert, A(t) selfadjoint) for related but different purposes and in a different spirit.
With the help of Lemma 14, we can now show that, under the additional condition per , respectively. The extra condition about A will be removed later. Proof. By Theorems 2 and 7, indexD A ∈ Z ∪ {−∞} is well defined in both cases and, if also A is in W 2,∞ (0, 2π; L(W, X)), the result follows from Lemma 15. Thus, it suffices to show that A n satisfies (H1) to (H3) (for n large enough), for then the finiteness and independence of indexD An upon the functional setting -and then those of indexD A as well -follow from the first part of the proof. But (H1) and (H2) are not an issue and, if n is large enough, the validity of (H3) is ensured by Lemma 4. Our next task will be to prove that σ(D A ) is independent of the functional setting when A is only C 1 (if A is W 2,∞ , this was shown in Lemma 15) . To do this, we need the following abstract lemma; see [28, Lemma 4.3] for a proof.
Lemma 15. Suppose that (H1) and (H3) hold and that
Lemma 16. Let E and F be complex Banach spaces and let T ∈ L(E, F ) be Fredholm of index 0 and not invertible. There is an open ball B(0, ρ) ⊂ L(E, F ) with the following property: Given H ∈ B(0, ρ) such that T + H is invertible and ε > 0, there is δ ∈ (0, ε] such that if S ∈ B(T, δ) ⊂ L(E, F ), then S + zH is not invertible for some z ∈ C with |z| < ε.
Since the meaning of Lemma 16 may be somewhat cryptic on a first reading, it may help to notice that, when E = F and 0 is an isolated eigenvalue of T, then H may be chosen to be a multiple of I. If so, Lemma 16 asserts that every operator S ∈ L(E) close enough to T has an eigenvalue arbitrarily close to 0. This is of course well known. Lemma 16 is a generalization of this property when either E = F or 0 is not necessarily an isolated eigenvalue of T. In [28] , Lemma 16 was already used We do not know whether Corollary 7 is still true when σ(D A ) = C and A is not better than C 1 (if also A ∈ W 2,∞ (0, 2π; L(W, X)), this is settled in Lemma 14) . By using Corollary 7, we obtain in turn a refinement of Corollary 6: In practice, it is important to notice that the r-sectoriality or the dissipativity (in Corollary 10) needs to be retained in either (i.e. (W, X) or ( W , X)) setting, but is not needed in both.
