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Abstract Multi-Agent Systems (MASs) have been used to solve complex prob-
lems which demand intelligent agents working together to reach the desired goals.
These Agents should effectively synchronize their individual behaviors so that they
can act as a team in a coordinated manner to achieve the common goal of the whole
system. One of the main issues in MASs is the agents’ coordination, being common
domain experts observing MASs execution disapprove agents’ decisions. Even if
the MAS was designed using the best methods and tools for agents’ coordination,
this difference of decisions between experts and MAS is confirmed. Therefore, this
paper proposes a new dataset schema to support learning the coordinated behavior
in MASs from demonstration. The results of the proposed solution are validated
in a Multi-Robot System (MRS) organizing a collection of new cooperative plans
recommendations from the demonstration by domain experts.
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1 Introduction
Multi-Agent Systems (MASs) are solutions to complex problems demanding a
team of intelligent autonomous agents acting towards their common goals. To
achieve these common goals, agents in a MAS should be capable of interacting
with other agents, not simply by exchanging data, but by engaging as in social
activities, such as those people participate in their daily lives: cooperation, coordi-
nation, negotiation, and the like. In MASs, agents are assumed to be autonomous
- capable of making independent decisions about to do in order to satisfy their
design objectives, and thus they need mechanisms that allow them to synchronize
and to coordinate their activities at run time [31]. Although one of the main issues
in MASs is the agents’ coordination structure, this is not hard-wired at design
time, as MASs are typically in standard concurrent/distributed systems.
One well-known strategy for coordination in MAS is the design of multi-agent
coordinated plans [7][35][36][33][14] that include, not only usual agents’ actions
defined by their effectors, but also communication actions to achieve the neces-
sary synchronization and coordination. To represent communication actions, some
specific languages were created, e.g. Knowledge Query and Manipulation Lan-
guage (KQML), Knowledge Interchange Format (KIF) [31]. KQML is a message-
oriented language that defines a common format for messages to be exchanged
between agents in a MAS. The development of KIF originally intended to provide
a common language for expressing properties of a particular domain, i.e., the pur-
pose of KIF was to express an ontology for a specific domain. Later, it was also
used to represent messages between agents.
Although the languages and ontologies defined for MAS are generally useful,
there are some specific domain properties and relations that are relatively hard to
be expressed. One of these domains is Multi-Robot Systems (MRSs), often used in
stochastic, partially-observed, dynamic environments, and whereby an agent in a
MAS represents each robot. One well-known challenge of these complex domains is
robotic soccer, as proposed by the RoboCup Federation1 into the RoboCup Soccer
Simulation League2. This league presents a context in which teams composed of
eleven agents face each other in a soccer match. This challenge is considered a
good test-bed for developing coordinated plans named setplays, in the robotic
soccer domain.
Many works have developed solutions to create setplays in the robotic soccer
domain [18][10][1][11][4][27]. Section 2 presents details about these solutions and
tools. However, even with all the development in setplays design, situations have
commonly been observed whereby domain experts would recommend a different
setplay, from the one decided by the team of agents. This difference is due to the
informality present in the specialized knowledge. In fact, it is often hard to ex-
tract some natural features from domain experts during the knowledge extraction
design phase, when an intelligent agent project has been started. For example,
in a robotic soccer domain, two different domain experts may recommend differ-
ent triangulation setplays to overcome an opponent player, but both setplays are
equivalent and a MRS can consider these setplays as a unique choice to deal with
the posed situation.
1 https://www.robocup.org
2 https://ssim.robocup.org
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Learning from Demonstration (LfD) has been used to learn robots basic skills
or even very simple setplays in a MRS [11]. Although, there is no register of using
LfD to learn complex setplays. Therefore, this work proposes using LfD to offer
domain experts a chance to watch robotic soccer matches and suggest new setplays
for each situation for which they think the MRS has made a bad decision.
Section 3 presents the state-of-the-art for learning coordinated plans in MAS.
One of the main issues in LfD for setplays is the nature of the dataset generated
from the domain experts recommendation. Some features in this dataset are not
of primitive types as scalars or strings, but some complex types, such as objects,
structures, trees, etc. Thus, we also define a strategy presented in Section 2.4, to
handle this kind of complex data.
The proposed solution has a two-level dataset, detailed in Section 4. To as-
sess the feasibility of using this dataset to support setplays learning, the Fuzzy
C-Means (FCM) algorithm is used to organize setplays recommendations into
clusters. The choice of the FCM algorithm is due to the imprecision inherent in
the friendly interface proposed for use by experts to generate the recommendations
of setplays. The suggestions from experts are organized in clusters to solve the se-
mantic equivalence issue presented in Section 2. Section 5 describes the assessment
process and its results. Section 6 has conclusion and future work descriptions.
2 Background
In a MRS, an agent always faces a situation defined by the properties extracted
from the environment in the current or previous states. This set of features states
how the agent sees the world, which is called world state or mind state. Hence, a
sequence of situations summarizes the whole agent life. These situations can be
strategic or active. Whenever the agent is positioned to favor the team behavior,
there is a strategic situation going on. Otherwise, when an agent performs active
behaviors (e.g. passing a ball, dribbling a ball, intercepting a ball, etc) that gen-
erates relevant changes in the environment state, an active situation is going on
[23].
We here focus on active situations. When an agent detects an active situation,
it can either decide to perform a single active behavior or it can choose to fire
an instance of a predefined cooperative plan (setplay). Each setplay has an initial
condition CI that identifies the situations in which this setplay may be activated.
A setplay can be defined as a multi-step flexible plan involving a variable
number of robots [19]. Originally, setplays were defined as a combination of [29]:
– an activation condition that defines a set of world states in which the setplay
will be activated;
– a set of m setplay roles Rsp = {spr1, . . . , sprm} that defines the behaviors that
to be executed by the robots participating in the setplay. Each setplay role
spri (i = 1, . . . ,m) includes:
– a behavior to be executed; and
– a end condition indicating a set of states of the world in which the agent
must abandon its role in the setplay and resume its normal behavior.
This definition limits the setplay to a single flow of steps. At first, setplays were
used in specific situations, such as dead-ball plays (e.g., corner kicks, kick-ins, etc.)
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in robotic soccer. Then, the concept was extended to support multiple streams of
steps and applications to various scenarios [19].
A setplay must have a unique name or identification and a list of references
to the agents taking part in a specific setplay activation. These references can
be related to specific agents or roles in the team strategy definition [23]. A set
of abort conditions defines the world states which lead to setplays abortion. The
setplay roles were renamed as steps and their concept was extended [19]. Steps
are fundamental blocks used to build setplays. Setplays are built from a list S =
{S1, S2, . . . , Sn} containing n steps. A step represents a state during a setplay
activation. Agents participating in a setplay can be part of all its steps or just a
few. Each step has an unique numerical id. A step is defined as:
– a list of behaviors Bs = {b1, . . . , bκ}, whereby s is the step id and κ is the
number of agents participating in step s;
– a set of transition conditions τs = {C1, . . . , Ck}, whereby k is the number of
transitions in step s
A specific step 0 is the initial step by default. The transition conditions in τs
are based on the properties from the agents’ world state. Appropriate temporal
transition conditions may also be part of τs. Wait time is a special condition that
defines the minimum time a set of agents should wait to perform a transition
to another step. Abort time is the maximum time a set of agents can stay at
the same step. If the abort time is reached, the setplay execution is aborted. A
subset of τs defines special terminal conditions Csuc, Cf1, Cf2, . . . , Cfp ∈ τs, where
suc, f1, f2, . . . , fp < k. Csuc is a success condition that indicates the setplay has
successfully finished. The Cf j, 1 < j < p, are failure conditions, that indicate
the setplay has unsuccessfully finished. Not all steps contain success or failure
conditions in their τs set.
A setplay can be modeled as a deterministic finite automaton (DFA) in which
steps are represented by states and the transitions in τs,∀s ∈ S, are modeled as the
state transitions in a DFA. Figure 1 illustrates an example of a setplay modeled
as a DFA.
Fig. 1 Setplay modeled as a DFA. Steps 0, 1 e 2 are the usual setplays steps, including the
initial step 0. Step 3 is the final step, which indicates successfully finishing the setplay. Step
4 indicates that the setplay aborts with failure. Condition Ci is the initial condition that
indicates the situation in which the setplay is activated. C1 e C2 are transition conditions and
Cs, Cf1, Cf2 e Cf3 are terminal conditions.
One agent participating in a step never changes its behavior while keeping the
same current step. Thus, the set of transition conditions τs of a step s should
include all the conditions that fire a transition if at least one of the participating
agents changes its current behavior.
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Agents’ coordination in a setplay should be achieved using a defined commu-
nication and synchronization policy [19]. The main goal is to assure that all the
agents synchronize to the same setplay step. Considering that information in the
world model of each agent is not equal, it would be possible for some agents to
define one current step and other agents believe they are at different current step.
Communication enables the synchronization of steps, which is an essential require-
ment for the setplay to work. The communication policy defines one agent at each
step to be the step leader. The same agent can be the leader of more than one step.
In the robotic soccer domain, for example, the agent that takes the ball possession
can be the agent leader. In defensive setplays, the closest agent to the ball can be
the step leader. Once a clear and unambiguous criterion is chosen to define the
step leader, the policy will work to synchronize the steps during setplay execution.
The leader agent broadcasts messages to all the agents with information about
the current setplay, the current step, the transition conditions, and abort condi-
tions. Therefore, only the leader agent decides about steps transitions, and all the
agents are synchronized with this decision.
Although setplays are an essential solution for developing MRSs capable of
solving complex problems by coordinating simple behaviors, hand-coding a setplay
can be an arduous task. The next subsection describes some tools developed to
facilitate the task of developing a setplay using high-level languages more abstract
than programming languages.
2.1 Tools for designing setplays
FCPortugal Setplay Framework (FSF) is a free software to support setplays build-
ing using collaborative behaviors in a team of robotic soccer players [17]. FSF
uses a grammar based on S-Expressions to define an abstract language to express
setplays in the problem domain abstraction level. This language can be used to
interpret and to execute setplays in any soccer competition, even in human soccer
matches. Setplays can be used in dead ball situations or regular play-on mode.
Listing 1 shows a fragment of a setplay expressed in the S-expression language
defined by FSF. A name and a unique id identify the setplay (line 1 in listing 1).
Other important general properties are the list of players taking part in the set-
play (lines 3–9 in listing 1) and the general abort conditions (line 10 in listing 1).
In this example, the abort condition is the ball owner (bowner), one of the players
in the opponent team (:team opp) and the current play-mode is not play_on or
kick off to our team (ko_our). When this condition arises in any step, the setplay
aborts.
The code fragment in Listing 1 was generated using Setplays Planner (SPlanner)
[17]. SPlanner is a graphical tool that provides the domain expert with an easy to
use interface to create setplays. The SPlanner user does not need to understand
the S-expressions syntax. It interacts only with a DFA representing the setplays
steps and a soccer field where it puts the players and defines their behavior for each
step. When the setplay finishes, it can be exported to an S-expressions format.
Listing 1 Fragment of a text file containing the beginning of a setplay represented in the
S-expressions language
1 ( s e tp l ay : name newSetPlay : id 1 : i n v e r t i b l e t rue
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2 : v e r s i on splanner_1 . 5
3 : p l ay e r s
4 ( l i s t
5 ( p layerRole : roleName Player7 )
6 ( p layerRole : roleName Player5 )
7 ( p layerRole : roleName Player6 )
8 ( p layerRole : roleName Player8 )
9 )
10 : abortCond ( or ( bowner : p l aye r s ( l i s t ( p laye r
: team opp : number 1) ( p laye r : team opp
: number 2) ( p laye r : team opp : number 3)
( p laye r : team opp : number 4) ( p laye r : team
opp : number 5) ( p laye r : team opp : number 6)
( p laye r : team opp : number 7) ( p laye r : team
opp : number 8) ( p laye r : team opp : number 9)
( p laye r : team opp : number 10) ( p laye r : team
opp : number 11) ) ) ( and ( not ( playm play_on ) )
( not ( playm ko_our ) ) ) )
The sequence of steps that compose a setplay is represented using the same
syntax as verified in the example of Listing 2. A step has a unique numeric id and
optional abort conditions, e.g. abortTime (line 3 in listing 2). Then, a list of the
participants in this step is presented with their positions in the field (lines 4–10
in listing 2), for example, at ( playerRole : roleName Player7 ) ( pt : x 0 : y 0)
means Player7 is in position (0, 0). This list must be a subset of the list of players
participating in the setplay presented in Listing 1. The players can be identified by
an absolute numeric id or by a role in the team strategy. The :condition expression
states the condition of moving from a previous step to the current one (line 11 in
listing 2). If the current step is the initial step (id = 0), this is the start condition
used to fire the setplay. The :leadPlayer identifies the leader agent in the current
step (line 12 in listing 2).
Listing 2 Fragment of a text file showing a step and its transition in a setplay represented in
the S-expression language
1 : s t ep s
2 ( seq
3 ( s tep : id 0 : waitTime 0 : abortTime 26
4 : p a r t i c i p an t s
5 ( l i s t
6 ( at ( p layerRole : roleName Player7 ) ( pt : x
0 : y 0) )
7 ( at ( p layerRole : roleName Player5 ) ( pt : x
6 : y 1 ) )
8 ( at ( p layerRole : roleName Player6 ) ( pt : x
1 . 5 : y 3) )
9 ( at ( p layerRole : roleName Player8 ) ( pt : x
1 . 5 : y 4 ) )
10 )
11 : cond i t i on ( playm ko_our )
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12 : l eadPlayer ( p layerRole : roleName Player7 )
13 : t r a n s i t i o n s
14 ( l i s t
15 ( nextStep : id 1
16 : d i r e c t i v e s
17 ( l i s t
18 ( do : p l aye r s ( l i s t ( p layerRole
: roleName Player6 ) )
19 : a c t i on s ( l i s t ( pos
: r eg i on ( pt : x 4 : y
3) ) )
20 )
21 ( do : p l aye r s ( l i s t ( p layerRole
: roleName Player7 ) )
22 : a c t i on s ( l i s t ( bto
: p l ay e r s
( l i s t ( p layerRole
: roleName
Player5 ) ) : type
normal ) )
23 )
24 ( do : p l aye r s ( l i s t ( p layerRole
: roleName Player8 ) )
25 : a c t i on s ( l i s t (mov
: r eg i on ( pt : x 3 .5 : y
4 ) ) )
26 )
27 ( do : p l aye r s ( l i s t ( p layerRole
: roleName Player5 ) )
28 : a c t i on s ( l i s t ( i n t e r c e p t )
)
29 )
30
31 )
32 )
33 )
34 )
The :transitions contain a list of behaviors executed by each participating
agent to change the current world state to a condition that fires a transition to the
next step (lines 13–33 in listing 2). The FSF must map all the possible behaviors
developed in the agents code, in which FSF is used. In this example, we can see
some behaviors as mov and pos which are different kind of movements towards a
specific region in the field, bto, which means kicking the ball in the direction of
another player and intercept which means trying to intercept the ball.
The setplay S-expression language defined by FSF provides an abstraction to
define and to discuss setplays considering only the domain knowledge concepts.
Detail from agents implementation is not considered. If a MRS needs to use FSF,
the agents in the MRS must extend the abstract classes in the FSF and implement
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their virtual functions. This procedure is the way a MRS can interpret and execute
a setplay described by the FSF S-expression abstract language.
An initiative to foster scientific development in Artificial Intelligence (AI) and
Robotics according to the RoboCup Federation directives is Bahia Robotics Team
(BahiaRT)3, which already extended the FSF. Thus, BahiaRT’s agents are able to
interpret and execute setplays defined in S-expression language [22]. The output of
SPlanner is used as input for the BahiaRT’s MRS agents which extends the FSF.
The primary purpose of the initiative BahiaRT is to validate research results in
practice using scientific competitions such as RoboCup. The interaction of these
tools is illustrated in Figure 2.
Fig. 2 SPlanner generates a S-expression file containing a setplay to be interpreted by FSF
and executed by BahiaRT MRS.
A complete example of a setplay designed using SPlanner is exhibited in Figure
3 that shows an offensive corner kick situation. The setplay finishes successfully if
the team scores a goal. The user can create the setplay just dragging-and-dropping
the players to desired positions and right-clicking on the players to choose one of
the behaviors available.
Fig. 3 An example of a setplay designed using SPlanner. (a) In the first step, agent number
6 performs a pass to agent number 7 while agent number 8 goes into the goal area; (b) in the
second step, agent number 7 will performs a pass to agent number 8; (c) in the third step,
agent number 8 will try a shot on goal [17]
Using this set of tools, a domain expert can devise the setplay design concerned
only with the domain issues. He does not need to worry about programming lan-
guages, data structures, or s-expression details. Even supported by these tools, the
3 See http://www.acso.uneb.br/bahiart
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design of setplays to deal with important situations in a MRS is hard to be accom-
plished. In robotic soccer competitions, setplays designers are usually unsatisfied
with their robots cooperative behavior because they think they could perform a
different setplay in that situation.
An option to fill this gap between what setplays designers think and what
the agents in the MRS effectively do is using machine learning strategies. In a
previous work [28], general architecture for learning new setplays from domain
experts demonstration was presented. One of the main issues in this proposal is
to define an adequate dataset to feed the machine learning engine. This work
is concerned to provide such a dataset which can support the machine learning
solution. Section 4 presents our proposal to solve this problem. Before describing
the solution, next subsection defines the concept of setplays semantic equivalence.
2.2 Semantic equivalence
Domain experts may see two different setplays implemented by a MRS and think
they represent the same setplay for the domain environment where the MRS runs.
Let us consider an example in the robotic soccer domain. Figure 4 shows two
different setplays.
(a) (b)
Fig. 4 Semantic equivalence of setplays in the robotic soccer domain.
In the setplay illustrated in Figure 4(a), the player with ball possession (num-
ber 1) chooses to pass the ball to player number 2. At the same step, player number
3 advances. In the remainder of the setplay, player number 2 receives the pass and
performs another pass to player number 3. The setplay thus finishes successfully
when player number 3 receives the ball. The setplay goal is to overcome the oppo-
nent represented by the red circle. If we draw lines joining the two target points
of the passes and the initial position of the ball, we form a triangle. This triangle
leads soccer experts to call this kind of play triangulation.
In Figure 4(b), the setplay described is different from the first setplay for the
agents in the MRS perspective. For a soccer domain expert, both are triangulations
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and represent the same soccer play. The differences are the teammate chosen to
receive the first pass and the consequent movements performed by the other players
to complete the setplay. For a soccer domain expert, both setplays have the same
goal (i.e., to overcome the opponent player) and are triangulations.
If we need to extract this kind of abstract knowledge from a domain expert
and translate it to a setplay that a set of agents in a MRS can execute, we need
to represent this kind of semantic equivalence in the dataset used to learn the new
setplays.
Definition 1 (Semantic equivalence) Two setplays σp and σq are considered
semantic equivalents if they represent the same play in the domain abstract knowl-
edge level.
A challenge derived from this definition is how we can model this concept for a
machine learning engine. Let us consider the S-expression fragments presented in
Listings 1 and 2. If the role names of the players participating in two setplays are
different, but the number of steps and the behaviors assigned to each player at all
steps are the same, and the abort and finish conditions are equal, we may probably
consider the two setplays semantic equivalents. The execution by the MRS can be
slightly different, but for a domain expert it represents the same play.
In another example, if in two different setplays the position of players in each
step is not the same, but all the players present the same behavior in all steps
and the abort and finish conditions and number of steps are equal, the setplays
are probably semantic equivalent. This equivalence is a typical case where the
same play can be executed in different field regions, but representing the same
coordinated plan.
These examples show that there are many situations whereby slightly different
setplays are semantic equivalent. The criteria to define if two or more setplays
are semantic equivalent are not precise. A clustering engine can organize all the
instances of a dataset into groups of semantic equivalent setplays. Due to the
imprecision inherent to the semantic equivalence concept, one setplay instance
can be a member of more than one group at the same time. In this case, this
instance presents different membership degrees to each group. Section 4 presents
a fuzzy solution to define setplay clusters representing the semantic equivalence.
Before this, in the following Section, the RoboCup 3D Soccer Simulation used as
the source of data for this work is described.
2.3 The RoboCup 3D Soccer Simulation League
The robotic soccer challenge proposed by the RoboCup Federation is a great stan-
dard problem to model a MRS in which the use of setplays can be validated. The
RoboCup Federation splits soccer challenge into five leagues4. The leagues differ
in the kind of robots (physical or simulated, humanoid or wheeled, etc.), size of
the field, the number of players on the field, adaptations to real soccer rules. As
setplays regard high-level cooperative AI, the simulation league is one of the most
promising leagues to test setplays.
4 https://www.robocup.org/domains/1
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Soccer Simulation League comprises two sub-leagues: 2D simulation league and
3D simulation league. In the 2D league, the simulation uses a kind of long-term
futuristic robot. This robot has nearly perfect skills, such as running and kicking.
The agents are not supposed to control joints or individual body parts. They only
need to send commands such as dash, kick or tackle to the simulator, and the
simulation server performs an almost perfect behavior. It is an excellent test-bed
for setplays. Setplays that are well succeeded in 2D simulation league are not
feasible to be executed by current real robots in most cases. No robots are very
likely to perform skills similar to 2D robots in the coming years.
The 3D Soccer Simulation League was created to reduce the gap between
simulated robots and real robots. The simulation server models a modified version
of a real robot. The NAO robot from Softbank Robotics5 is the base for the robot
model in the simulator. Figure 5 shows the simulated robots playing soccer in
the 20x30 meters field provided by the simulation server. Each team uses eleven
players, and rules are similar to official soccer rules.
Fig. 5 Simulated NAO-based robots playing soccer in the field provided by the Simulation
server.
The RoboCup 3D Soccer Simulation league maintains the simulation server
as a free software project. Simspark and Rcssserver3d are the two main modules
of the simulation server6. The Simspark is a generic physics simulator that can
simulate any robot model to be used in any application. The Rcssserver 3D is
the soccer server that provides specific domain rules, such as soccer rules. The
recommended system architecture should use one dedicated computer to run the
simulation server Simspark.
Each team is an autonomous MRS; each simulated robot is thus controlled
by an autonomous agent. The eleven agents join a MAS running in a dedicated
client computer. RoboViz7 is a visualization tool that allows watching the soccer
matches. RoboViz supports both real-time and recorded matches exhibition. In the
standard mode, RoboViz connects to the server using local computers network to
exhibit real-time matches. When RoboViz launches in logMode it can exhibit a
match recorded in a log file previously generated by Rcssserver3d and Simspark.
5 https://www.softbankrobotics.com/emea/en/nao
6 https://gitlab.com/robocup-sim
7 https://github.com/magmaOffenburg/RoboViz
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Fig. 6 3D Soccer Simulation league system architecture.
Figure 6 shows the system architecture for a 3D Soccer Simulation league setup
in which BahiaRT faces opponent teams in matches simulated by Simspark and
exhibited by RoboViz.
2.4 Problem Definition
The previous subsections presented existing tools and concepts to design cooper-
ative behaviors in MRSs. First, complete architecture to learn new cooperative
plans (e.g. setplays in robotic soccer) from domain experts demonstration was
presented [28]. Learning setplays means generalizing two kinds of knowledge:
– situations in which setplays are fired; and
– setplays components, such as a list of players and their positions, ball position,
list of steps and their transitions, abort, and success conditions.
Agents world model properties define the situations whereby each setplay may
be fired. The agents obtain the values of these properties from their sensors. To
define the set of features required to model the situations capable of firing setplays,
the current decision-making policy in the MRS of team BahiaRT was considered.
All the features used in the current policy were mapped and organized into a
dataset. Data from matches between team BahiaRT and teams that participated
in the RoboCup 2017 were used to feed the dataset. The learning process aims
to define which behavior or setplay each agent should execute depending on the
combined values of the features in the dataset. This goal characterizes a classifi-
cation problem. A decision tree with the CART algorithm [5] was used to classify
the situations [28].
The accuracy of the learned classifier was greater than 98% when compared
with current BahiaRT decision making policy. These results validated the set of 24
features extracted from the agents world model to describe the situations whereby
setplays are fired [28].
LfD directives inspire the proposed solution. The domain expert uses a modi-
fied version of RoboViz using a new demonstration mode. In this mode, the user
can stop a match reproduced from a log file and starts a setplay recommendation
beginning in the current match scene. The user can select the teammates and
Dataset Schema for Cooperative Learning in a MRS 13
opponent players that take part in the recommended setplay. RoboViz writes a
setplay file using the S-expression syntax and launches SPlanner loading this file.
The domain expert can use SPlanner starting with a situation derived from the
real scene watched in RoboViz. The remaining steps of the setplay can be de-
signed as usual in the SPlanner. The setplay designed must be transformed into
a recommendation into a dataset for setplays learning. Figure 7 illustrates the
recommendation process.
Fig. 7 Learning setplays from demonstration. The domain expert uses a modified version of
RoboViz to define the starting situation to the recommended setplay. The remaining steps are
designed in the SPlanner. The resulting setplay is converted into a recommendation to the
dataset for learning new setplays.
The main problem investigated herein is the dataset generation. As described in
Section 2, the setplay is composed of some non-primitive data types. For example,
all the setplays contains Boolean conditions (e.g. transitions, abort and finish
conditions) and lists of objects (e.g., lists of players and lists of steps). These data
types are not scalar types or even strings of characters. As far as we know, all
machine learning strategies require pre-processing of non-scalar data to feed their
learning engines with an adequate dataset.
In setplays definition, the data is also hierarchical. For example, a setplay
contains a list of steps, each step contains a list of participating players, and
each player contains a pair of coordinates. Semantic equivalence also needs to
be considered when solving the dataset generation problem. The MRS needs to
generalize groups of setplays and not necessarily individual setplays. Since, the
knowledge is in the domain experts’ level, including its possible informality and
imprecision, the bounds between setplays groups are not strict. Section 4 presents
a solution to this problem detailing the features in the dataset for a possible
clustering approach that generates clusters of setplays to the MRS. The next
Section discusses some related works.
3 Related Works
A number of researchers have investigated planning in MAS. A scalable solution
to large teams ( 1024 agents) considers the team geometric pattern instead of
individual agents positions for multiagent learning [7]. A neural network model
14 Marco A. C. Simões et al.
named HyperNEAT was used to generalize the agents roles in the MAS from
the agents positioning in the system. The authors argue that their contributions
are conceptual. The model was not validated in real applications or well-known
challenges in the scientific community.
Another work [35] describes the use of Bayesian networks to learn the behavior
of opportunistic criminals in an urban area. The idea is to plan the schedule of pa-
trol units using the criminals’ behavior learned as input. This work was extended
[34] to use the algorithm Expectation Maximization(EM) together with Bayesian
networks to enhance the learning of opponent agents behavior (e.g., opportunis-
tic criminals in urban areas). Opponents behavior learning is also explored using
Markov chains models with Monte Carlo methods to support MAS planning [21].
MAS planning is alternated with opponents behavior learning to feed the plans
generated. None of these approaches learn new cooperative multiagent plans. They
use learned information about opponent behaviors to support the classical multi-
agent planning process.
A model for concurrent planning in a MAS was presented using two learning ap-
proaches: Monte Carlo and LfD [33]. The authors validated this work in a domain
of static manipulator robots which cooperate in a MAS to assemble an object. The
nature of data in this environment is different from the data in mobile robots MRS
in a stochastic, real-time, partially observable environment (e.g., robotic soccer).
Nothing was mentioned about semantic equivalence (or any similar issue) when
several domain experts provide slightly different recommendations with similar
semantic meaning for domain experts. The interdependence of agents behavior in
a MAS was explored using the algorithm Q-Learning and distributed Bayesian
networks to model the planning of supply chains in a product global sales mar-
ket [37]. Another approach [15] investigates fault (and their causes) detection in
MAS plans. The fault detection is associated with agents actions interdependence.
Bayesian inference was used to diagnose the MAS faults and their causes. None
of these solutions provides new coordinated plans. Both works with learning or
reasoning about behaviors interdependence which can be useful to deal with abort
conditions in a setplay, for example. Synergy Graphs were presented for real-time
training of coordination between agents in a MAS [14]. The work used the well-
known multi-armed bandit problem for validation. The authors did not mention
if the learning process is restricted to the coordination between agents or if the
process learns full coordinated plans with all their steps and agents’ behaviors. In
any case, no demonstrations from domain experts were used.
The tools described in Section 2.1 for setplays designing does not try to learn
new setplays. They are a useful support for setplays designers, but no domain
expert knowledge is directly extracted from demonstration based on real situations
[18][24]. Automatic analysis of match logs was used to generalize a setplay in a
simulated robotic soccer environment from a sequence of successful events [1]. A
sequence of behaviors derived from coordinated positioning is formalized as a plan
and incorporated to the team setplays library for future use. The knowledge used
emerges from the agents natural interaction. Agents do not use any domain expert
knowledge for coordination.
A promising approach based on LfD consists of hierarchical task decomposi-
tion [11]. The goal is to split complex behaviors into simpler tasks. The authors
presented a multiagent supervised learning system named Hierarchical Training of
Agent Behaviors (HiTAB).The latter represents agents behaviors as DFAs. Each
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state in a DFA can represent a single atomic behavior or even a new DFA at a
lower level. Each level in the hierarchy represents a level of abstraction. Following
the LfD directive, the goal is to learn collaborative behaviors from scratch only
using a human demonstrator to teach all the robot behaviors. The approach was
validated in the RoboCup Humanoid Soccer League in RoboCup 2011 and 2012.
One robot had all its previous programmed behavior deleted a few days before the
RoboCup competitions and was trained by a human demonstrator using HiTAB
just a few days before the competition. The robot succeeded in participating in the
MRS performing the basic skills learned. In another experiment, the authors used
an existing basic skills library to enable setplays learning. In this assay, two robots
were individually trained, and then the two individual behaviors were joined into
a higher level abstraction to form a setplay. The robots have no communication
with each other. It was a simple pass and score setplay in the humanoid robotic
soccer. One obvious limitation of this experience is the low number of robots (2)
involved. For larger MRS communication, synchronization and coordination must
be present. This work did not mention anything related to semantic equivalence
or treatment to inherent imprecision in the knowledge provided by several human
demonstrators.
Multiagent Q-Learning was used to learn a transition function for multi-flow
setplays [10]. In multi-flow setplays, each state can lead to more than one following
state, depending on the transition conditions. In this work, these transition con-
ditions were generalized using reinforcement learning. Yet this proposal does not
presents how agents can learn a complete setplay. A framework to enable many
domain specialists to recommend new behaviors for agents defined the concept
of crowdsourcing [16]. Crowdsourcing means using the demonstrations from da
very large number of domain experts to feed a dataset for learning. The authors
used this approach for learning only individual agents control policy. The proposal
does not present how agents could learn coordinated plans. The authors did not
mention the semantic equivalence issue and any possible solution for it.
A complete solution for decision making in a robotic soccer environment con-
sists in aggregating the training dataset instances and the selection of adequate
strategies using information from the environment, even if they are incomplete or
imprecise [27]. This work combines Support Vector Machine (SVM), decision tree
and reinforcement learning to generalize a complete control policy to the MRS.
Although, this approach does not say how the team can learn coordinated plans
(e.g., setplays). The solution learns decision-making policies for individual agents,
and collaborative behavior is expected to emerge from the interaction of these in-
dividual policies. This approach for collaborative behavior is different from using
setplays. Another work presents a solution to transfer knowledge from one domain
to another using Case-Based Reasoning (CBR) [4]. Although this proposal works
in the domain abstraction level, it does not say how agents can learn cooperative
behaviors or coordinated plans. It can be useful to transfer setplays learned in a
domain (e.g., RoboCup 3D Soccer Simulation) to another context (e.g., RoboCup
Humanoid Soccer League).
Many types of research try to treat the datasets to turn more adequate for the
machine learning process. One of these works uses genetic algorithms to evaluate
the similarity in the instances of groups generated by FCM [32]. The main focus
is on dataset size reduction. The authors did not mentioned semantic equivalence
treatment or any similar concept.
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Another work describes a clustering solution to deal with datasets with incom-
plete information [26]. Although incomplete information represents an important
issue, it is different from the semantic equivalence problem. A promising solution
uses a selection of features representing symbolic objects [38]. The idea presents
some similarity with the solution presented in the current work because each sym-
bolic object can represent a class of objects. There is no reference to any issue
similar to the semantic equivalence. There was also no validation using any dataset
related to MAS coordinated plans or LfD.
Different works deals with optimization or preprocessing of very large datasets
[12][30][25]. Although it is not the main focus of the current work, we probably
need to deal with large datasets if we use recommendations from many domain
experts. However, none of these approaches deal with the semantic equivalence
issue.
Another work presents a method to reclassify the instances of a cluster gener-
ated by FCM to minimize misclassification problems in these classes. The results
of this work may complement the results from the current work. The single reclas-
sification use cannot solve the semantic equivalence issue.
As far as we know, none of the state-of-the-art researches deals with semantic
equivalence between coordinated plans (e.g., setplays) in a MAS. Although some
recent work use LfD directives, none of them can learn a complete setplay from
demonstration, considering the imprecision present in the domain-level knowledge.
We can say that Section 4 presents a novel solution to organize setplays demonstra-
tions to support learning setplays in a MRS dealing with the semantic equivalence
issue.
4 A Dataset Schema for Learning Setplays
SPlanner generates a setplay as a large text file using the S-expression syntax.
After collecting several setplays generated from recommendations from one or more
domain experts, we can extract the relevant features representing each setplay.
These features form a dataset schema which is used to generalize the instances in
meaningful setplays in the domain-level knowledge.
A clustering solution based on FCM is used to solve the semantic equivalence
issue. The choice of FCM is due to the inherent imprecision in the classification of
a setplay. For example, one setplay can be classified as a triangulation, an offensive
setplay, and a defensive setplay depending on the positioning of the players and the
behaviors performed in the steps. It is more natural to consider a fuzzy clustering
than strictly grouping these instances.
A dataset schema was defined for clustering the setplays extracted from S-
expression file analysis. Table 2 lists the features necessary to represent a setplay
in the dataset.
Table 1: Dataset features representing setplays extracted from SPlan-
ner.
Feature Description Data type
ourPlayersNumber number of BahiaRT players par-
ticipating in the setplay
Integer
Continues in the next page
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Table 1 – continues from previous page
Feature Description Data type
theirPlayersNumber number of opponent players par-
ticipating in the setplay
Integer
abortCondition Boolean expression representing
the condition to abort the setplay
Binary tree repre-
senting the parsed
Boolean expression
Steps total number of steps composing
the setplay
Integer
stepsList list of steps composing the setplay Vector of Step. Each
step is a composed
structure presented
in Table 2.
The last feature(stepsList) in Table 1 is a list of complex structures composed
of several features. A secondary dataset described in Table 2 details the stepsList .
Figure 8 illustrates a schematic view of the proposed dataset schema. The schema
is divided into two levels. At the first level, there are features that identify the
setplays. Each instance at this level represents a different setplay recommended
by demonstrators. The second level describes the steps within each setplay. In the
extraction phase, the S-expression files are read and transformed into the structure
illustrated in Figure 8.
Table 2: Features that composes one step.
Feature Description Data type
ourPlayersInStep Number of BahiaRT players
participating in this step. This
number must be smaller than
or equal to ourPlayersNumber
Integer
theirPlayersInStep Number of opponent partici-
pating in this step. This num-
ber must be smaller than or
equal to theirPlayersNumber
Integer
waitTime minimum time to wait before a
transition from a current step
to another can be conducted
Double
abortTime maximum time to finish the
current step.
Double
ourPlayersList List of BahiaRT players par-
ticipating in this step.
Vector of Player
PB . Each Player
pB ∈ PB is
represented by
a Cartesian
coordinates pair
(xpB , ypB ) .
Continues in next page
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Table 2 – continues from previous page
Feature Description Data type
theirPlayersList List of opponent players par-
ticipating in this step.
Vector of Player
PO. Each Player
pO ∈ PO is
represented by
a Cartesian
coordinates pair
(xpO , ypO )
nextStep identification of the next step
after a transition condition is
met.
Integer
condition Boolean expression determin-
ing the transition condition to
the next step
Binary tree
representing the
parsed Boolean
expression.
behaviorsList list of behaviors executed by
each player pB ∈ PB .
Vector of strings.
Fig. 8 Schematic representation of the dataset schema. The first level contains the features
from Table 1 that identify the setplays. The second level contains the features from Table 2
that describe the steps of each setplay.
To perform the clustering of the dataset organized in this schema, we use the
FCM in two stages. At the first stage, only the features at the first level of the
dataset schema are considered, except for the stepsList feature. The first stage
generates a new dataset named Grouped dataset 1. This dataset contains a set of
clusters of semantic equivalent setplays, considering only the similarity between
the first four features at the first level of the dataset schema. The idea is that
setplays with a similar number of steps, abort conditions and number of players
can be grouped under the same class. As we are using a Fuzzy approach, one
setplay can be part of more than one class with different degrees of membership.
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At the second stage, we execute many instances of FCM, one for each class in
the Grouped dataset 1. The idea is to consider each cluster as the base dataset
for each FCM execution. As a result, Grouped dataset 1 contains clusters with
many sub-clusters. The set of all sub-clusters generated in this second stage forms
the Grouped dataset 2. At this second stage, the algorithm performs a fine-grained
evaluation of semantic evaluation. Now the features at the second level of the
dataset schema are considered. Setplays with similar steps descriptions can be
grouped under the same sub-cluster.
The motivation to split the solution into two stages was to reduce the complex-
ity of evaluating semantic equivalence. As the concept of semantic equivalence is
itself ambiguous, we provide a bias to the clustering solution. Initially, we use only
the features in the first level of the dataset schema to foster that setplays with
important differences in the number of players or steps not to be grouped in the
same cluster of semantic equivalence. Also, setplays with considerable differences
in the abort condition are not grouped in the same cluster. Of course, as in fuzzy
approach, obtaining some setplays with differences in these features from the oth-
ers in the same cluster is possible, but presenting a lower degree of membership.
Figure 9 illustrates the complete solution for setplay learning.
Fig. 9 Schematic representation of the FCM two-stage solution to identify classes of semantic
equivalent setplays.
When the FCM outputs the Grouped dataset 2, it is joined with the previously
validated BahiaRT world model dataset [28] describing the environment situations
whereby each setplay can be fired. The classifier will learn a decision-making policy
to decide if a setplay will be fired or not. If the policy chooses a setplay to be fired,
the choice is for a group of semantic equivalent setplays. Then, all the setplays in
this group and their degrees of membership will be sent to the current FSF setplay
manager algorithm to choose which instance of the chosen class will effectively be
fired.
We use the classical FCM algorithm [3][20] and the unique pending definition
to apply it to our dataset schema is a norm to estimate the distance between
two instances in the dataset. The Euclidean distance is commonly used as a norm
to estimate the distance between two instances for scalar features. The proposed
dataset schema contains some non-scalar data types. The next subsection defines
20 Marco A. C. Simões et al.
a norm to estimate the distance between two instances, considering the data types
heterogeneity present in our dataset schema.
4.1 A norm to estimate the distance between two instances in the dataset schema
Consider a set of instances X = {x1, x2, . . . , xn}; where n is the number of in-
stances in the dataset X. Each instance xi; ∀i = 1, . . . , n is a vector representing
the 5 features described in the Table 1. So, xi = {xi,1, xi,2, . . . , xi,5} represents
the values of the features in the Table 1 for the instance xi.
Given two instances xi and xj ;∀i, j = 1, . . . n; i 6= j, the distance between xi
and xj is defined by:
d (xi, xj) = d (xj , xi) =
√
(xj,1 − xi,1)2 + (xj,2 − xi,2)2 + ‖xj,3 − xi,3‖2 + (xj,4 − xi,4)2
(1)
Notice that features xi,5 and xj,5 are not considered at the first stage of the
FCM solution. For this reason their values are not used to calculate the distance
between xi and xj . xi,5 and xj,5 are stepsLists and their values will be considered
in the second stage of the FCM execution.
Features xi,3 and xj,3 need a special norm because they are non-scalar data
types. xi,3 and xj,3 are binary trees representing Boolean expressions. All the
Boolean expressions in this dataset are automatically generated from SPlanner
from a finite set of conditions. The structure of the binary trees generated presents
a few variations. Therefore, the norm for xi,3 and xj,3 can be defined as:
‖xj,3 − xi,3‖ = DiffNode (xi,3, xj,3) (2)
where DiffNode (xi,3, xj,3) is the number of different nodes in the trees repre-
sented in xi,3 and xj,3. The remaining features are scalar and the norm is calculated
in a similar fashion to the Euclidean distance.
The norms defined in (1) and (2) are used to compute the objective function
and iterative update of the partition matrix in the FCM algorithm.
At the second stage of the FCM execution, the instances in the Grouped dataset
1 (GD(1)) will be considered. GD(1) = {ψ1, . . . , ψC(1)}, where C(1) is the number
of clusters generated in the first stage. Each ψa; a = 1, . . . , C(1) is a set of instances
considered as the initial dataset for each FCM execution in the second stage. The
dataset is defined by Ya,k = {ya,k,1, ya,k,2, . . . , ya,k,mk}; where mk is the number
of steps of the kth setplay in the cluster ψa derived at the first stage, and used as
a dataset at each FCM execution at the second stage. k = 1, . . . , G; where G is
the total number of setplays belonging to the current dataset.
Given two setplays in the current cluster, Ya,k e Ya,l;∀k = 1, . . . ,mk; l =
1, . . . ,ml; where mk e ml are the number of steps of Ya,k e Ya,l. The distance
between Ya,k e Ya,l is defined as:
d (Ya,k, Ya,l)
(2) = d (Ya,l, Ya,k)
(2) = d (Ya,l, Ya,k)
(1) +
min(mk,ml)∑
z=1
‖ya,l,z − ya,k,z‖
(3)
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where d (Ya,l, Ya,k)(1) and d (Ya,l, Ya,k)(2) are the distances between setplays Ya,l
and Ya,k at the first and second stage respectively in the dataset ψa. d (Ya,l, Ya,k)(1)
is calculated as defined in (1).z = 1, . . . ,min (mk,ml) is the step number of setplays
Ya,l and Ya,k.
Each step in both setplays is compared, computing the distance between them.
Each step ya,k,z or ya,l,z is a vector of features described in Table 2. ya,k,z =
{pa,k,z,1, . . . , pa,k,z,9} and ya,l,z = {pa,l,z,1, . . . , pa,l,z,9} represent the 9 features
representing each step. The distance between two steps is defined by:
‖ya,l,z − ya,k,z‖
=
√√√√(pa,l,z,7 − pa,k,z,7)2 + ∑
i=5,6,8,9
‖pa,l,z,i − pa,k,z,i‖2 +
4∑
j=1
(pa,l,z,j − pa,k,z,j)2
(4)
Following the same criteria used at the first stage, the features with scalar data
types (e.g. pa,l,z,iandpa,k,z,i; i = 1, 2, 3, 4, 7) use a calculation similar to the one
used in Euclidean distance. The remaining features use specific norms according
to their data type. pa,l,z,8 and pa,k,z,8 are binary trees with Boolean expressions.
Their norm is defined using the same method as the one used in (2).
Features pa,l,z,9 and pa,k,z,9 are vectors of strings representing the behaviors
of each player at steps ya,k,z and ya,l,z. The norm compares the two vectors and
counts the number of different behaviors. The norm for pa,l,z,9 and pa,k,z,9 is
defined as:
‖pa,l,z,9 − pa,k,z,9‖ =
√√√√max(Ba,l,z,Ba,k,z)∑
i=1
∆i;
∆i =
{
1, if βa,l,z,i 6= βa,k,z,i
0, otherwise
(5)
where Ba,l,z and Ba,k,z are the number of behaviors in vectors pa,l,z,9 and pa,k,z,9
respectively; ∆i is an accumulator; βa,l,z,i and βa,k,z,i are individual strings rep-
resenting behaviors in vectors pa,l,z,9 and pa,k,z,9.
The remaining features pa,l,z,5, pa,k,z,5, pa,l,z,6 and pa,k,z,6 are player lists.
Each player is defined by a Cartesian coordinated by the ordered pair (x, y), where
x and y are the regions where each player is supposed to be at the beginning of
each step. The Euclidean distance can define the distance between two players.
The sum of all distances between pairs of players defines the norm of these lists of
players.
The FCM algorithm can be executed both at the first and second stages using
the defined norms to generate a set of clusters and sub-clusters representing the
semantic equivalence concept. The next Section presents the assessment of this
solution.
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5 Assessment
The dataset schema proposed to organize setplays into clusters is based on fuzzy
clustering as stated in previous sections. In this section, we assess if the schema
presented meets the requirements to organize the full dataset of setplays into
a number of groups. One of the goals when using FCM is to define the best
number of clusters to adequately represent the system of interest. A widely known
and simple scheme for defining the number of clusters consists in executing the
fuzzy clustering algorithm several times for different numbers of clusters and then
selecting the particular number of clusters that provides the best result according
to a specific criterion [2][13].
Many Cluster Validation Indexs (CVIs) were proposed and analyzed in recent
work [9][8]. These CVIs are used to assess the quality of data organization into
clusters. CVIs are popular measures to assess the number of clusters used in a par-
ticular data organization. We use Fuzzy Silhouette (FS) to verify if our proposed
data schema can provide a good organization for setplays and represent the con-
cept of semantic equivalence in an adequate number of clusters. FS non-monotonic
bias, good scalability to large datasets, and low computation costs are the main
reasons for our choice [6].
For the assessment, we used the FCM algorithm to split a sample dataset into
clusters. The dataset was generated using SPlanner. The dataset was composed of
18 setplays. To provide diversity, the setplays was created in four different play-
modes: play on, goal kick, kick in and kick-off. At least four different setplays
were created for each play mode. The number of players in each setplay presents
a variation from 1 to 8 and the number of steps varies from 2 to 6. Hence, the
dataset is composed both by simple and complex setplays. The next subsection
briefly describes the FS CVI.
5.1 Fuzzy Silhouette (FS)
Consider the fuzzy partition matrix P = [µi,j ]CxN ; where C is the number of
clusters used in the FCM algorithm, N is the number of objects to be organized
into clusters, µi,j is the membership degree of object j to cluster i, i = 1, . . . , C,
j = 1, . . . , N . The FS is defined by [6]:
FS =
∑N
j=1 (µp,j − µq,j)α sj∑N
j=1 (µp,j − µq,j)α
, (6)
where µp,j and µq,j are the first and second largest elements of the jth column of
the fuzzy partition matrix, respectively, and α is a user-defined weighting coeffi-
cient. sj is the silhouette of object j defined as follows:
sj =
bp,j − ap,j
max (ap,j , bp,j)
, (7)
where ap,j is the average distance of object j to all other objects belonging to
cluster p. The distance is calculated using the norms defined in Section 4. Belong-
ing to cluster p means that the membership of the jth object to the pth fuzzy
cluster, µp,j , is higher than the membership of this object to any other fuzzy
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cluster, i.e., µp,j > µq,j∀q ∈ {1, . . . , c} , q 6= p. Let dq,j be the average distance
object j to all objects belonging to another cluster q, q 6= p. bp,j is the minimum
dq,j computed over q = 1, . . . , c, q 6= p. Exponent α is an optional user-defined
parameter (α = 1, by default). When α approaches zero, the FS measure defined
in (6) approaches the Crisp Silhouette (CS) measure which serves as a basis to
define FS [6]. CS is the crisp counterpart of FS and is used for crisp cluster-
ing algorithms applied to hard datasets whereby no overlap between clusters is
present. Conversely, increasing α moves FS away from CS by diminishing the rel-
ative importance of data objects in overlapping areas. Accordingly, increasing α
tends to stress the effect of revealing smaller regions with higher data densities
(sub-clusters), if they exist. Such an effect can be particularly useful, for exam-
ple, when dealing with data sets contaminated by noise. Bearing this in mind,
exponent α can be seen as an additional tool for exploratory data analysis, as is
the case with fuzzifier exponent (m) of the FCM algorithm. From another per-
spective, the FS with exponent α can be seen as a family of parameterized CVIs,
rather than a single measure with a coefficient that must be adjusted to a spe-
cific problem in hand. We here used four combinations of m and α, as follows:
(m = 1.5, α = 1); (m = 1.5, α = 2); (m = 2, α = 1); (m = 2, α = 2).
FS is a maximization CVI. Hence, the higher the value of FS for a particular
value of c, the better this specific clustering is. The goal when using FS to evaluate
the clusters setup generated by FCM is to find the value of c that maximizes FS.
5.2 Experimental setup
We adapted the standard FCM implementation [3] to use the norms defined in
Section 4. The algorithm was also developed to split the clustering process into
two stages as described. At the first stage the feature stepsList of the setplays
objects is ignored. When the centroids of each cluster are defined, the abortCond
feature is assigned the binary tree from the abortCond property of the instance
with a higher membership value in the fuzzy partition matrix.
We populated our dataset with setplays assigned to four different setplays
categories based on their current game play-mode. We thus considered C(1) =
2, . . . , 8 to run the FCM and to find different organizations for the dataset. Our
experiment consists of a 18-instance dataset created from 4 different group of
setplays. So our expectation is to get something near C(1) = 4 clusters of setplays.
To assess if this expectation is confirmed we decided to vary the value of C(1) up
to 2 × 4 = 8 groups. FS where used to assess each setup with different values of
c. For each value of c, we ran 10 instances of the FCM algorithm initializing with
a random prototype of clustering. The higher value of FS among the 10 instances
was considered the representative value for that c particular instance.
After running the experiment for the first stage we found the optimal value
C(1)
∗
for C(1). We used a cluster instance for C(1) = C(1)
∗
to start the second
stage.
To define the membership of dataset instances for each of the C(1)
∗
clusters,
consider ∆µi = (maxµi,j) − γ ; j = 1, . . . , N ; i = 1, . . . , C(1)∗ ; where γ ∈ [0, 1]
is a constant used to define how flexible the membership condition was. Greater
values of γ tend to give more flexibility to the membership condition, i.e., instance
of setplays with membership degrees far from the best-valued instance were also
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considered as a member of that particular cluster. When γ tends to 1, all the
instances of setplays in the dataset were considered members of the ith cluster.
When γ tended to 0 only the best-valued instance was considered a member of
the ith cluster. The clustering setup degenerated to a set of singletons, i.e., groups
with only one instance.
We defined that the jth instance was a member of the ith cluster if ui,j > ∆µi.
In this work, we used γ = 0.5 for all the experiments.
5.3 Results
After the first stage we could assess the first level of our dataset schema. Figure
10 shows the results. In most combinations of m and α, the best configuration was
obtained when C(1) = 5. This result was expected, since we created 4 different
groups of setplays, one for each of four different play-mode situations (e.g., play-on,
kick-in, goal-kick and kick-off). Thus, an optimal value for C(1) near the original
number of groups (4) was expected.
(a) m = 1.5 α = 1 (b) m = 1.5 α = 2
(c) m = 2 α = 1 (d) m = 2 α = 2
Fig. 10 Results of FS for C(1) = 2, . . . , 8 getting the best solution after 10 executions for
each value of C(1).
In Figure 10(d), the best value for C(1) is 3, but its FS value is very close to
the measurement for C(1) = 5. In Figure 10(c), the values for FS are closer to the
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values exhibited in Figure 10(d) than those in the other two configurations. It is a
clear result of the influence of the fuzzifier exponent (m = 2). Higher values of m
give a bias to the algorithm to explore the fuzzy nature of the dataset assigning
more relevance to overlapping features. In Figures 10(a) and 10(b), when the value
of m = 1.5, the clusters exhibit less overlapping and the FS for C(1) = 5 presents
a greater difference to the other clusters’ setup than in the other two figures.
When visualizing the membership of the configuration with C(1) = 5, a clear
semantic equivalence is observed in each cluster. Simpler setplays are in the same
cluster and more complex setplays are grouped in other clusters. In each cluster,
the difference between the number of teammate players, number of opponnent
players or number of steps are always smaller than 2. Most of the instances in
the same cluster are related to the same play-mode situation, or similar tactical
situations, e.g. offensive or defensive situations. The experiment showed that, at a
first level, it can represent the semantic equivalence. However, there are different
situations within the same group, i.e., at a first glance, a kick-in setplay and a
kick-off setplay in the same cluster do not seems the most adequate setup. This
kind of situation is explained because in the first level, we did not consider the
features related to players’ positions and behaviors. The second stage of the FCM
takes these features into account.
In the second stage, the execution of FCM was held for each subset of setplays
grouped into each of C(1) = 5 clusters defined in the first stage. Each cluster in
the first stage is identified by c(1) = 1, . . . , C(1). The number of clusters in the
second stage is defined as C(2) and the FCM algorithm was executed for C(2) = 2.
The choice for using this unique value for maximum number of clusters is due to
the low number of instances in each cluster generated in the first stage. If we use
higher values for C(2) the solution tends to degenerate to a C = N setup with one
cluster per instance. These unitary clusters are named singletons. It is usual to
consider the maximum value for C(2) =
√
N , where N is the number of instances
in each the dataset used as input for FCM. At the second stage, the FCM was
executed using C(2) = 2,m = 2, α = 1. Figure 11 depicts the configuration of
clusters of the first level used as input for the FCM algorithm at the second stage
and the FS index measure for the clusters generated at the second stage. For each
c(1) ∈
[
1, C(1)
]
, the FCM was executed 10 times and the highest value of FS is
presented in Figure 11(b).
Figure 11(a) shows the number of instances in each cluster resulting from the
first stage. The groups resulting from first stage present only one singleton(c(1) = 5
containing a single kick-off setplay with only two steps. It is the trivial kick-off
setplay case in which the goalie just performs a long pass to one of the teammates
in the middle of the field. Singletons can not be divided into other sub-clusters. To
deal with this situation, we considered FS = 1 for these cases. In Figure 11(b), it is
possible to see that FS = 1 for the singleton c(1) = 5. The other four clusters were
successfully split into C(2) = 2 sub-clusters each. Two instances of setplays belong
to cluster c(1) = 4. When this cluster was split into two sub-clusters the value of
FS tends to 0 because the two setplays in c(1) = 4 are too similar to each other.
Both are kick-in setplays in close regions of the fields and the same number of
steps. Thus, the distance between the players and the behaviors in the list of steps
is short and the two setplays are too close in the dataset. This scenario derives a
low value for FS. Clusters c(1) = 1, . . . , 3 present higher values of FS when divided
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(a) c(1) = 1 (b) c(1) = 2
Fig. 11 Results of FS for the second stage of FCM. Figure (a) exhibits the number of instances
of the dataset belonging to each cluster generated in the first stage. Figure (b) shows the FS
value for executing FCM algorithm for each cluster of first level c1 = 1, . . . , 5 using c(2) = 2.
into C(2) = 2 sub-clusters. The resulting configuration shows semantic equivalent
groups containing setplays that represent the same play-mode situation or tactical
situation. The results allow concluding that we would split the c(1) = 1, . . . , 3 into
C(2) = 2 sub-clusters but we should keep c(1) = 4, . . . , 5 as a single cluster for the
final configuration of the dataset.
6 Conclusions and Future Work
This work presents a novel schema to represent coordinated plans in a MRS. The
dataset includes non-scalar features such as Boolean conditions, lists of complex
objects (i.e., list of behaviors, list of players, list of steps). The dataset schema is
divided into two levels to deal with the complexity of these non-scalar data types.
The main motivation to create this schema is to represent the semantic equivalence
defined in Section 2.2. This work is part of a project that aims to enable domain
experts to suggest new coordinated plans from real situations in which robots act in
an MRS. Big datasets, formed by recommendations from several domain experts,
tend to present a number of semantic equivalent instances. These instances may
have different features values but the meaning in the abstract human knowledge
level is the same.
If learning approaches are applied to the rough dataset, the solution will present
high computational costs and may present problems with over fitting due to a
high number of semantic equivalent instances. Therefore, the main goal of this
work is to propose a dataset schema to organize the original dataset into groups of
semantic equivalent instances. The concept of semantic equivalence has no strict
limit, because it is in the human abstract knowledge level. Thus, one instance can
be semantic equivalent to instances of two different groups with different degrees
of membership. For this reason, we considered the use of a fuzzy approach to
organize the dataset.
The FCM algorithm was used in a two-stage implementation to deal with the
two-level structure of the proposed dataset schema. The FS clustering validation
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index was used to assess the cluster configuration generated by the FCM exe-
cution. Besides using an objective measure to assess the groups configuration, it
is important to visually check which instance is assigned to each cluster. Since
semantic equivalence is an abstract concept, the assessment should consider this
aspect when evaluating if the cluster configuration makes sense. In our assessment,
we used a dataset generated in our lab using the SPlanner tool.
The results show an useful group configuration for future setplays learning
experiments. The clusters contain semantic equivalents setplays and some hidden
similarities were discovered due to the fuzzy aspect of the solution used to assess
the dataset schema. The objective FS measure shows that clusters in the second
level can be representative of the semantic equivalence or not. Clusters at the first
level with higher number of instances tend to generate more adequate sub-clusters
at the second level. It is also possible to use FS to define if a group at the first
level will be split into two or more groups at the second level or if it should be
kept as a single group.
Hence, we can conclude that the proposed dataset schema can be used as a
base to organize a setplays dataset in an MRS into semantic equivalent groups of
instances. Using this contribution, it is possible to support the setplays learning
from a demonstration project. As future work, we plan to use other cluster validity
indexes to compare the measurements with the results of this work. Larger datasets
built from different domain experts recommendations will be used to acknowledge
the results presented. The results of these experiments using real databases will
be used to assess the setplays learning from demonstration proposal.
Although this work has applied all the assessment to the robotic soccer domain,
any MRS using coordinated can benefit from the results presented here. Conditions
and list of behaviors and steps are common features in any coordinated plans for
robots in an MRS.
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