Data on monetary aggregates are subject to periodic redef initions, presumably in part to improve their link to measures of output. Money data are also revised on a regular basis. Taking these data imperfections into account, we reassess the evidence on the marginal predictive content of M1 and M2 for real and nominal output. In particular, by¯rst using the latest version of the data that is available, and then using sequences of historical time series that would have been available to forecasters in real-time, we are able to provide a comprehensive assessment of whether money is useful for predicting output. We conclude that the generally signi¯cant marginal predictive content of M1 or M2 for output that is found using a recently revised data set is not duplicated in a realtime setting, although M2 is shown to remain useful when 1-year ahead forecasts are constructed using¯tted vector autoregressive models.
Introduction
The causal link between money and output is an ongoing issue of primary importance in macroeconomics. In particular, numerous studies over the last decade have attempted to assess whether money improves forecasts of output, beyond what can be achieved by using the history of other macroeconomic variables. Despite the immense amount of work carried out on this subject, the extent of the marginal predictive content of money for output remains largely uncertain. However, some recent studies (e.g. Becketti and Morris (1992) , Feldstein and Stock (1994) , Hafer and Kutan (1997) , Stock and Watson (1989) , and Swanson (1998) ) have provided strong evidence to support the hypothesis that money is useful for predicting real and nominal output, at both monthly and quarterly frequencies. 1 These authors -and most contributors to this literature -focus their analysis on the properties of¯tted residuals from regressions and, to a lesser extent, on out-of-sample prediction errors. In all cases, however, analyses are based on the use of substantially revised data.
As Diebold and Rudebusch (1991) point out for the case of the composite leading index (CLI), using revised data for investigating predictive ability can provide a distorted picture since the CLI is regularly subjected to ex post rede¯nitions to strengthen its historical link to output. The same criticism can be levelled at monetary aggregates, which are also occasionally subjected to rede¯nitions, presumably in part to improve their historical link with output. Rede¯nitions aside, monetary aggregates are also continually revised because of incomplete data collection and seasonal factor adjustments, for example. The combination of rede¯nitions and revisions suggests that it would be useful to reconsider the evidence on the predictive content of monetary aggregates for output. This is particularly true when out-of-sample prediction errors are used to examine the data, as these errors may change depending on the extent to which the revision process has been completed for each element of a data series.
Our approach is to provide a comprehensive analysis of the real-time marginal predictive content of M1 and M2 for both real and nominal output, at monthly and quarterly frequencies. The methoodology which we use to carry out our analysis follows closely that used by Diebold and Rudebusch (1991) . To lay the groundwork for our real-time results, we¯rst provide evidence based on the latest version of the data which is available. Some of these results con¯rm earlier¯ndings in the literature, while others are new and therefore provide a fuller picture of the marginal signi¯cance 1 Opposing evidence is discussed in Friedman and Kuttner (1992) and Friedman (1997) , for example.
of money in output models. We then consider whether using real-time data in the same types of computations alters our conclusions about the usefulness of money. In so doing, we bridge the large literature that has investigated money-income causality with the growing literature that utilizes real-time data sets. 2 Three of our primary¯ndings can be summarized as follows. First, for in-sample analysis, both M1 and M2 appear to have marginal predictive ability for output when the latest version of data is used, but this weakens, or disappears, for real-time data. Second, neither M1 or M2 has marginal predictive content for output when correctly designed real-time out-of-sample experiments are carried out, with the noteable exception of M2, which is found to be useful when 1-year ahead forecasts based on¯tted linear vector autoregressive (VAR) models are constructed. Indeed, VAR and vector error correction (VEC) models are found to perform better in most cases when money is not included, based on the application of Diebold and Mariano (1995) predictive ability tests.
Finally, we¯nd that, in many instances, VEC models outperform¯rst-di®erence VAR models, in contrast to much of the literature which has found that VAR models typically produce more accurate forecasts of macroeconomic variables.
The remainder of the paper is organized as follows. In the next section, we brie°y discuss the real-time data sets which we use, including the nature of the revisions and rede¯nitions to the output, price, and money series. In the third section, we present evidence on the in-sample marginal predictive content of M1 and M2 for output. In the fourth section, we carry out a truly ex ante forecasting experiment. This experiment is ex ante in the sense that only data available in real-time are used to construct sequences of forecasts. In addition, our predictive ability summary measures and tests based on ex ante forecasts can be viewed as out-of-sample Granger causality criteria, in the sense of Ashley, Granger, and Schmalensee (1980) , where it is stated on page 1149 that: \ ... a sound and natural approach to such tests [Granger causality tests] must rely primarily on the out-of-sample forecasting performance of models relating the original (non-prewhitened) series of interest." Some concluding remarks are made in the¯nal section.
The variables used throughout this paper are nominal output, real output, the price level, M1, M2, and a short-term nominal interest rate. For series that are observed at a monthly frequency, we use industrial production (IP), the consumer price index -all items (CPI), M1, M2, and the secondary market rate on ninety-day United States Treasury bills. For series that are observed at a quarterly frequency, we use nominal GNP (NGNP), nominal GDP (NGDP), real GNP (RGNP), real GDP (RGDP), the implicit GNP de°ator, and the GDP chain-weighted price index. Whether GNP or GDP is used depends on which series was favored by the Bureau of Economic Analysis in the National Income and Product Accounts at each point in time (hereafter, we simply refer to GDP, even if GNP is the relevant series). Data for the last month within each quarter is used to construct quarterly money and interest rates series. Except for the T-bill rate, all series were published seasonally adjusted.
In order to assess the impact of data revisions and rede¯nitions on measures of the predictive content of money for output, we have assembled a sequence of real-time data sets. A real-time data set for the period 1978:1, say, contains historical observations which were actually available to forecasters in 1978:1. In this way, a complete real-time data set contains a unique vector of real-time observations for each date in the sample. In principle, then, a real-time data set can be constructed for each period in the past, although the construction of such data sets is clearly tedious unless it is done as data become available. 3 For data at a monthly frequency, we compiled a vector of real-time observations available at each date from January 1978 until December 1997. Each of these real-time data vectors contains observations starting in 1959:1. Likewise, we use vectors of quarterly observations dating back to 1959:1 that would have been available to forecasters in each quarter from the¯rst quarter of 1978 to the fourth quarter of 1997. Since new and revised observations are released at various points within the month (quarter), we chose roughly the 15th of the month (15th of the middle month of the quarter) as the cut-o® date for data that was deemed to be available to forecasters in a particular period. In all cases, this means that in period t, the latest available observation is for period t ¡ 1 (i.e. there is a one period lag in data availability).
Data on M1 and M2 are subject to three types of changes: near-term revisions, rebenchmarkings, and rede¯nitions. It is common for these series to undergo the¯rst type of change, near-term To create the real-time money data sets, we used the full historical M1 and M2 series published in each yearly Money Stock Revisions as the basis for all of the quarterly data sets for that year, and for the monthly data sets from February of that year to January of the following year. Consistent 4 The earliest version of a series that corresponds to present day M1 was the¯rst monetary aggregate published by the Federal Reserve beginning in November 1960, simply called the money supply. It was subsequently rede¯ned (at one time, two de¯nitions existed, M1A and M1/M1B), and¯nally became M1 as it is currently de¯ned in February 1988.
5 Our real-time data sets for quarterly output and prices were obtained from the website of the Federal Reserve Bank of Philadelphia (http://www.phil.frb.org/econ/forecast/rtd.html). The data are discussed in detail in Croushore and Stark (1999) .
with our timing convention, the monthly money series were supplemented by data provided in the H.6 that was published closest to the middle of the month (i.e. between the 12th and 18th); the quarterly series were created analogously based on the appropriate H.6 for the middle month of each quarter. 6 In accord with our timing assumption, IP and CPI data are released on or around the 15th of each month, and a typical months' release of data for these variables is comprised of a¯rst, or preliminary, release for the previous month, and one to¯ve months of revisions to data previously released. In addition, more comprehensive rebenchmarking and base year revisions occur from time to time for each of these variables. Corresponding to our money data and our quarterly GDP data, Our real-time data set for seasonally adjusted CPI was constructed from Federal Reserve Bank 6 There is one signi¯cant exception to these timing rules. In 1981, Money Stock Revisions was not published until July. Consequently, for dates prior to this, in which otherwise we would have drawn upon the Money Stock Revisions published in February as a basis for historical observations, we used instead the full historical series already gathered for January of that year, and updated these with the appropriate H.6 releases, as described in the text. 7 As a result of a major revision, there is a missing entry in 1985:3. We replaced the missing observation with thē rst available data for that period (the second release). The fact that many data series possibly face regular updates means that we can never claim to have a¯nal record of historical data which is immune from potential future revision. Nonetheless, for the purpose of providing an ex post benchmark with which to compare the real-time forecasting
properties of our models, we obtained a full sample of data that had already been subjected to one and a half years of revisions beyond the end date of our sample period. 8 We call this benchmark data set our¯nal (revised) data. In closing our discussion of real-time data, it is worth stressing that observations on T-bill rates are not subject to revision, so that¯nal T-bill rate data are also real-time. 3 In-Sample Evidence
Methods
The¯rst type of marginal predictive evidence which we consider is obtained from the¯tted residuals of estimated linear time series equations. We estimate two types of equations: ones speci¯ed using logged¯rst-di®erences of the variables (equations from a vector autoregression of order p -VAR(p) model) and ones speci¯ed using¯rst-di®erences and error-correction terms (equations from a vector error correction -VEC(p) model). Our decision to use time series models with multiple variables re°ects our desire to assess the marginal predictive content of money for output, after controlling for the in°uence of other common macroeconomic time series. In particular, lags of output and price series are commonly included as regressors in reduced-form exercises of the type considered
here. In addition, many authors have reported that when a short-term interest rate, or the spread between the commercial paper and T-bill rates, is included in these reduced-form equations, money no longer has predictive ability in the output equation (e.g. Sims (1980) Note that we specify equations in terms of the logged¯rst-di®erences of all of the variables in view of the substantial evidence suggesting that these variables are characterized by the property that their¯rst di®erences are second-order stationary, while their levels are not. 12 In addition, we allow for cointegration because many authors report evidence of cointegrating relationships among the variables which we are examining (e.g. Stock and Watson (1993) ). In addition, allowing for the possibility of cointegration addresses Feldstein and Stock's (1994) critique that tests of Granger-11 The T-bill rate serves as a proxy for the opportunity cost of holding either M1 or M2 balances. A better measure of this opportunity cost would be the di®erence between the T-bill rate and the rate of return on holding M1 or M2 balances, respectively.
12 An earlier version of this paper reported evidence on the integration properties of the series used here.
causality may be misleading if cointegrating relations are wrongly omitted from the model.
In total, we estimate 36 di®erent models for any given data set (real-time or¯nal). For the real output equations, the models are distinguished by: (i) the frequency of data -monthly or quarterly,
(ii) the shortest time lag between the regressand and the regressors -1-period or 1-year ahead., (iii) the exclusion (small model) or inclusion (big model) of M1 or M2 in the estimated models, and (iv) the choice of dependent (or target) variable -RGDP, NGDP, or IP. Our VAR models are estimated using least squares, and the equation of interest from the models can be written as follows:
where j represents the prediction step (for quarterly data, j = 1; 4; for monthly data, j = 1; 12), ¢y t is the log¯rst-di®erence of either real (RGDP, IP) or nominal (NGDP) output, ¢p t is the loḡ rst-di®erence of the price index, ¢R t is the¯rst-di®erence of the interest rate, ¢m t is the loḡ rst-di®erence of money, and ² t is a residual. The lag length, k; is set equal to 9 (3) for monthly (quarterly) data. 13 The small models which exclude the money terms impose the restriction that
Similarly, our the equation of interest from our VEC models can be written as:
where the´r ;t (r = 1; :::; h) are the error-correction variables constructed using the maximum likelihood approach of Johansen (1988 Johansen ( , 1991 . Here, small models are characterized by the additional restriction that the cointegrating space of the variables is estimated after excluding the relevant money variable from the model.
To test for the in-sample marginal signi¯cance of money in the VAR models, we calculate standard Wald statistics from recursive estimation of 201 monthly models and 67 quarterly models. 13 These choices re°ect common practice in the literature mentioned above. We obtain similar results if k is chosen based on the Schwarz Information Criterion, with a maximum allowable 12 (4) lags for monthly (quarterly) data.
14 When Wald F-tests of the Granger non-causality null hypothesis are constructed, the lag lengths chosen for the big models are also applied to the small models. 15 The timing of the samples used in our in-sample analysis can be explained by considering our quarterly sample periods, and noting that our last real-time data set was for the period 1997:4. At this time, data for the period causality test statistic is constructed. In order to provide an alternative in-sample predictive ability measure, we also calculated sequences of Schwarz Information Criteria (SIC) values for the small and big VEC models. These criteria were compared in order to assess the number of times that the big model which includes money was preferred to the small model. 16 of data for period 1997:3 will be available. This is clearly not feasible. Hence, in order to line up the end points of the samples used in our in-sample analysis with the forecast period examined in our out-of-sample analysis, we end our in-sample period in 1994:4 (which is the calendar date of the last real-time data set used to construct forecasts in our out-of-sample analysis). For the 1-year ahead horizon (j = 4), end points of samples are three quarters (11 months for monthly data) earlier. selects VEC models with money 50 to 100% of the time in most cases, regardless of data frequency, money measure, or horizon. However, the evidence is generally less favorable for money when real-time data is used (compare the last two columns in Panels A and B). In 5 of the 12 cases, the money models are rejected more than 50% of the time; for quarterly data, the largest proportion of times a model with money is selected is only 58%. The in-sample evidence from F-test rejection frequencies based on VAR models is more mixed when comparing¯nal and real-time data results.
Results
In Panel A, M1 and M2 appear useful for predicting output at a 1-period horizon based on¯nal data. Given that most studies focus on the 1-step horizon, this result is not surprising, and agrees with much of the recent evidence presented in the literature, e.g., Feldstein and Stock (1994) for quarterly data and Swanson (1998) for monthly data. When real-time data is used, the results are less favourable for M1, but M2 still appears to have marginal predictive power. Finally, both M1 and M2 are uniformly useless at the 1-year horizon regardless of data type. As indicated by the average cointegrating ranks, the VAR models appear to be misspeci¯ed, and therefore more attention should be paid to results based on VEC models, both here and in the next section.
Thus, overall, these results suggest that the signi¯cant marginal predictive content of money that is reported in the recent literature, and con¯rmed here for the most part, does not carry over to real-time data. However, we have yet to assess the predictive content of money for output in a truly ex ante forecasting scenario. This is done in the next section.
4 Out-of-Sample Evidence
Methods
If one's primary interest is to forecast future output, then it is natural to assess the marginal predictive content of money for output using some sort of tests of out-of-sample predictive ability (as discussed in Ashley, Granger and Schmalensee (1980), for example). If, in addition, one is interested in considering models which may be useful for real-time decision making, then one must also be careful not to use a single vector of time series data when constructing sequences of forecasts, 19 and instead use real-time data sets which were truly available at the point in time during which each of the forecasts were made. In short, one must go not only beyond the analysis of in-sample predictability, but also beyond the naive approach of creating sequences of forecasts using data which are not real-time and erroneously calling such forecasts ex ante. Accordingly, in this section we analyze the properties of various truly ex ante sequences of 1-step and 1-year ahead forecasts of output.
The estimation procedures used here are the same as those used in our in-sample analysis, except that real-time vectors of observations available at each point in time are used to produce out-of-sample 1-step and 1-year ahead forecasts, using VAR and VEC models. These forecasts are compared with actual data in order to form sequences of forecast errors. However, note that it is not obvious which actual data our forecasts should be compared to. In particular, it is not clear what the true realized value is that should be used as a basis for comparing forecasts, since a given data point is potentially continually subject to revision. As pointed out by Robertson and Tallman (1998), the most relevant measure of the truth for judging forecasts may not be a value reported many years after the fact, but one that is available for forecast evaluation within reasonable proximity of the calendar date at which time a forecast is made. This is particularly true in¯nancial markets, for example, where markets clearly react to macroeconomic announcements of preliminary¯gures, while they may not react as vigorously to announcements of revisions. On the other hand, policy setters, for example, may be interested in forming preliminary forecasts which are as close as possible to some¯nal¯gure, hence suggesting that forecast errors be constructed using data which have been revised many times. However, in the face of radical rede¯nitions to the targeted series being forecasted, it may not be reasonable to compare real-time forecasts that are constructed to predict one de¯nition of a series to a di®erent de¯nition of the series which has been adopted many years later, for example.
In response to the dilemma of how to choose the most appropriate actual realization of a variable when forming forecast errors with which to assess the usefulness of competing models, we compare forecasts to many di®erent \vintages" of realized observations. Speci¯cally, we extract four time series on which to base forecast comparisons from our sequences of real-time data sets, namely: values available after one period (vint1), 20 one year (vint4 or vint12), two years (vint8 or vint24), and three years (vint12 or vint36). We also use the¯nal revised (¯nal) data in our comparisons, corresponding to the real-time forecast analysis of Diebold and Rudebusch (1991) . 20 These correspond to our preliminary releases of data.
The forecast errors are then used to construct mean square forecast error (MSFE) criteria. In addition, the forecast errors are used to form Diebold and Mariano (DM: 1995) predictive ability test statistics. 21 The MSFE criteria and DM statistics are constructed in order to compare big models which contain money with small models which do not contain money. This in turn allows us to choose between the models. When models with money are chosen, we have direct ex ante forecasting evidence that°uctuations in the money stock anticipate°uctuations in output. In order to facilitate comparison with what we will call our erroneous method, we also form sequences of forecasts using only¯nal revised data, and compare these forecasts with¯nal realizations. These forecasts are clearly not real-time, and are subject to the problems discussed above.
Results
Our out-of-sample forecasting results are contained in Tables 2 (GDP) for in-sample and out for out-of sample). The second and third columns describe the data sets used to estimate the forecast models and to form the forecast errors, respectively. Columns four and¯ve report MSFEs based on 1-step ahead predictions from the VAR models with and without 21 The DM tests which we construct correspond to our MSFE criterion, and are formed by¯rst setting
, where e 1t and e 2t are the forecast errors associated with our big and small forecast models, respectively. The null hypothesis of equal predictive ability is then tested by forming the statistic dm = d=b ¾ d , where
HAC estimator of the standard error of d, P is the out-of-sample forecast period, and dm has a nonstandard limiting distribution (see McCracken (1998) for complete details). Additionally, because critical values for the test depend on the rate at which the in-sample and out-of-sample periods grow with respect to each other (say ¼) as T increases, there is some question as to the appropriate critical values to use in our empirical exercises. For our puposes, unity was used as the 5% critical value (see McCracken (1998) for further discussion). Alternative predictive ability tests are discussed in Chao, Corradi, and Swanson (2000) , for example. money, while columns six and seven are the same, except that VEC models are used. Columns eight through eleven contain 1-year ahead prediction results which are analogous to the 1-step ahead results contained in columns four through seven. An asterisk beside an entry in the table denotes signi¯cantly better predictive ability (based on the application of the DM test at a 5% level). Corresponding to our in-sample results, Table 2 Tables 2 and 3) , models with M1 (or M2) essentially always achieve lower MSFEs than models without M1 (or M2). This result essentially holds regardless of forecast horizon, data frequency, and model type (VAR or VEC), and is perhaps not surprising, since MSFEs in the¯rst row of the three M2 panels in Tables 2 and 3 are somewhat re°ective of the statistics reported in Table 1 . 23 Recall that the second row of entries in each panel of Tables 2 and 3 corresponds to our erroneous method. Note that for quarterly data (Table 2) , use of this method suggests that M1 is not useful for predicting output, while M2 is, again regardless of forecast horizon, data frequency, and model type (VAR or VEC)of data frequency. However, although big model MSFEs are smaller when M2 is used, these di®erences are only signi¯cant at the annual forecast horizon. For example, in Panels B and D of Table 2 , when VAR models are used, the big model MSFEs are 16.40% and 19.70%, respectively, while the corresponding small model MSFEs are 17.43% and 21.13%, and DM tests based on pairwise comparison of the alternative models reject the null hypothesis of equal predictive ability. Thus, even when out-of-sample forecasting is carried out, M2 still appears useful, as long as our erroneous method is used to construct the forecasts. 24 The¯ndings di®er markedly, however, when real-time data are used to form truly ex ante forecasts.
The main conclusion which is immediately apparent upon examination of the real-time results contained in the third through seventh rows of each panel in Tables 2 and 3 is that not only is M1 not useful for predicting output, but M2 is also not useful, with the exception that M2 is useful for 22 Note that Diebold-Mariano predictive ability test statistics were not calculated for these cases, as the MSFEs for these cases are not based on out-of-sample predictions.
23 Exact comparisons to Table 1 are not possible since these results are based on the full sample of¯nal data, whereas the values in Panel A of Table 1 are based on averages across recursive samples. 24 Results based on monthly data (Table 3) are less clear, although the general patterns of¯ndings discussed above generally hold (see below for further details).
1-year ahead forecasting when VAR models are estimated. For example, note that when comparing
MSFEs based on VEC models in Table 2 , the small models always outperform the big models, regardless of forecast horizon, money measure, and output measure used, and the di®erences in forecasting ability are signi¯cant in many cases. This¯nding is immune to the data which are used to evaluate the forecasts, as the¯ve di®erent rows correspond to forecast errors constructed using di®erent vintages of data, from preliminary (vint1) up to¯nal. Interestingly, this¯nding does not hold up for M2 when VAR models are used instead of VEC models, and 1-year ahead forecasts are constructed. Indeed, in this particular case, models with M2 signi¯cantly (based on DM tests) outperform models without M2. Taken together with the fact that 1-year ahead VAR MSE values are lower than corresponding VEC MSE values, we have some evidence that M2 is in fact useful for predicting output, at least at the 1-year horizon.
Out-of-sample forecasts from monthly data paint a somewhat di®erent picture. In particular,
there appears nothing to choose between models with and without money, as there are only two cases for which one model outperforms the other, based on the DM test (and in both of these cases, the model without money \wins"). Note also how poorly the models forecast IP growth, as evidenced by the large MSFE values, particularly when compared with corresponding MSFEs from our quarterly results. This suggests that IP is not only di±cult to forecast, but also that output predictions based on quarterly data may be preferred to those based on more noisy monthly data.
Turning again to Table 2 , a¯nal interesting observation can be made by comparing MSFEs for similar models and money measures across data vintage (i.e. data used for the forecast comparison). In particular, constructing forecast errors by subtracting real-time forecasts from preliminary actual data yields substantially lower MSFEs than in all other cases. In some sense, this is not surprising, given that much of the most recent data used in the construction of the forecast are almost preliminary, in the sense that they have been revised very little. Put another way, if the objective of the real-time forecaster is to construct a forecast as close as possible to some¯nal value, then she/he should not expect to produce as accurate a picture of the future as he/she could have, had the objective been to predict preliminary data, highlighting the potential perils involved with basing forecasting assessments solely on data revised many years after the fact. However, notice that the ranking of the models does not change with vintage, as models without money generally outperform those with money regardless of vintage, although there is one noteable exception, as discussed above..
A visual check for the sub-period robustness of the results in Tables 2 and 3 is provided in Figure 2 . The plots in this¯gure are of the di®erences between the absolute forecast errors of the small and big models used to predict RGDP and IP at a one-period horizon, when real-time data are used in forecast construction and¯nal data are used for comparison purposes. 25 Our¯nding that money has little predictive content across the full range of samples is mirrored by the fact that the plots are not regularly above the zero line. There are periods when the forecast di®erences are small and periods when the di®erences are large. However, there is rarely a prolonged period in which one model dominates the other, even though the models sometimes greatly outperform one another, albeit by roughly equal magnitudes.
Conclusions
Our results show that one's perception of statistical relationships can be a®ected by the vintage of data used in forecast evaluations. Our most striking¯nding is that the signi¯cant marginal predictive content of M2 for output at the quarterly forecast horizon which is obtained using fully revised data disappears when data that were available in real-time are used, although M2 remains useful for constructing annula predictions in some cases. In addition, we present a substantial body of evidence suggesting that M1 has no marginal predictive ability for output, regardless of forecast horizon and of the data used to perform the evaluations. Indeed, we provide evidence that using money data in real-time forecasting may actually make matters worse.
Our conclusions suggest it may be useful to look at other (less broad) monetary aggregates, which may be subject to fewer revisions, e.g., the monetary base. Alternatively, in light of criticisms that have been levelled against simple-sum aggregates, a worthwhile topic for future research is to analyze the real-time properties of weighted money aggregates, like the Divisia index (Barnett, 1980) . 25 The¯gure provides evidence on absolute forecast errors, whereas the tables provide evidence on squared forecast errors. money stock measure used in the big models (those including money), while the second column reports averages and standard errors of cointegrating ranks estimated across the di®erent samples. Entries in the third and fourth columns denote rejection frequencies (for 5% nominal size F-tests) of the null hypothesis that the smaller model is pre®ered to the bigger model. Elements in thē fth and sixth columns are counts of the number of times the bigger models with money are selected (using the SIC criteria). In all cases, VARs (for the F-tests) and VECs (for the SIC criteria) are estimated with regressor sets which include 9 lags (monthly) or 3 lags (quarterly) of the dependent variable, prices, and interest rates (small models); in addition, the big models include the same number of lags of money terms. All models are estimated using maximum likelihood. Starred entries denote models which outperform their bigger (smaller) counterparts that include (exclude) money, and thus indicate that money does not have (has) marginal predictive content for output, based on the use of 5% nominal size DM tests (see Clark and McCracken (1999) and McCracken (1998) for a discussion of these tests in the current context). In column one, the forecast type is denoted \in" when out-of-sample forecasts are not constructed, and instead, in-sample residuals are used to construct the MSFEs. For those cases where the forecast type is denoted \out", out-of-sample forecasts are constructed. In columns two and three, the data sources for forecast construction and comparison are given, respectively. See the text for a description of¯nal and real-time data sets. The terms vint1 through vint12 refer to the vintage of data release that is used to make the forecast comparison. The sample periods for the forecast sequences used to construct the MSFEs are the same as in Table 1 . ¤ Notes: Each of the panels contains a plot of the absolute forecast error from the small model (i.e. excluding money) minus the absolute forecast error from the big model (i.e. including money). The left-hand side panels are based on forecasts of RGDP at a quarterly frequency and the right-hand side panels are based on forecasts of IP at a monthly frequency. The labels above the plots detail the target variable, the type of model used to make the forecasts (VAR or VEC), and which measure of money is used in the big models. All forecasts are constructed using real-time data sets, and forecast comparisons are based on f inal actual data. The forecast errors for RGDP are for the the period 1978:2-1994:4, while those for IP are for the period 1978: 4-1994:12. See the notes to Tables 2 and 3 for further details.
