This paper presents a convex reformulation of a nonlinear constrained optimization problem for Markov decision processes, and applies the technical findings to optimal control problems for an ensemble of thermostatically controlled loads (TCLs). The paper further explores the formulation and solution of a (linearized) AC optimal power flow problem when one or more ensembles of TCLs are connected to a power network. In particular, a receding horizon controller is proposed, to simultaneously compute the optimal set-points of distributed energy resources (DERs) in the grid and the optimal switching signal for the TCLs. This formulation takes into account hardware constraints of the DERs, operational constraints of the grid (e.g., voltage limits), comfort of the TCL users, and ancillary services provision at the substation. Numerical results are provided to verify the effectiveness of the proposed methodology.
I. INTRODUCTION
The paper focuses on Markov decision processes (MDPs) and outlines a methodology to formulate and solve nonlinear constrained optimization problems associated with an MDP. Technical findings are applied to management of classes of thermostatically controlled loads (TCLs) in power distribution grids [1] - [3] , which include heating, ventilation, and air conditioning (HVAC) systems, heat pumps, and electric water heaters to mention a few. In particular, this paper considers a constrained, non-convex finite horizon optimal control problem over the evolution of an MDP. We propose a nonlinear change of variables that, for a large class of constraints, leads to an equivalent convex optimization problem which can be solved with substantial computational savings. A similar strategy was considered in [4] ; however, the paper provide a more intuitive alternative proof, and the proposed method is applicable to generic convex constraints. The convex reformulation of the constrained MDP problem is then applied to management of TCLs. Motivated by the recent works demonstrating the potential of TCLs to complement DERs in providing ancillary services to assist the (re)balancing of the grid [1] , [2] , [5] , [6] , it is shown how the proposed methodology allows one to embed the MDPs optimization into a (linearized) AC optimal power flow (OPF) problem for distribution systems to coordinate the operation of the TCLs and other distributed energy resources (DERs) in a distribution grid, which solution ensures to satisfy operational constraints of both DERs and TCLs, and network constraints [3] .
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TCLs has been first proposed in [7] . Linear models for the system evolution and the control action of this model have then been proposed in various works such as [8] and [9] . However, it could be argued that such a model of the control action is not fully coherent with the underlying probabilistic model for the system. Other authors have proposed a control action based on modifying the deadband in which the TCL does not switch [10] , [11] . Recently, a different control paradigm based on requests of energy packets has been proposed in [12] . The model of the control action proposed in [13] is similar to the one proposed in this paper, since the controller acts directly on the transition probabilities of the system. However, [13] does not take into account the constraints and optimization variables of the rest of the grid and the MDP can then be solved via value iteration.
Notation: Let R and R ≥0 denote the set of real and nonnegative real numbers, respectively. Upper-case (lowercase) boldface letters will be used for matrices (column vectors), and (·) denotes transposition. For a given N × 1 vector x ∈ R N , x 2 := √ x x, diag{x} is a diagonal matrix with the elements of x on the main diagonal, and x i denotes the i-th entry. When the notation x k , k = 1, . . . , K is used to index vectors in a set, x k,i denotes the i-th entry of x k . Given a matrix X ∈ R N ×M , X (m,n) denotes its (m, n)-th entry and X 2 denotes the 2 -induced matrix norm. When the notation X k , k = 1, . . . , K is used to index matrices in a set, X k,(m,n) denotes the (m, n)-th entry of X k . The matrix I n ∈ R n×n denotes the identity matrix. The vector 1 n is the vector of all ones in R n and vector 0 n is the vector of all zeroes in R n . We denote with P(·) the probability of an event. The notation P(A|B) denotes the probability of event A conditioned on event B and P(A, B) denotes the joint probability of events A and B.
II. CONSTRAINED OPTIMIZATION OF MDPS
An MDP is a discrete time stochastic control process that allows to model situations where the outcomes are partly random and partly under the control of a decision maker [14] . In this section we consider a class of nonlinear, stochastic finite horizon optimal control problems that can be modeled in this framework and we show that, under suitable variable transformations, they can be cast as convex optimization problems and thus solved efficiently. We denote by Ω = {1, . . . , N } the discrete state space of the MDP. We want to model the evolution of a large population of agents. Let s t i ∈ Ω denote the state of agent i at time t with i = 1, . . . , K K 1. Since modeling the evolution of each agent is impractical, we consider the evolution of the prob-ability distribution over the states at time t. We denote this distribution by ρ t = [ρ t 1 , . . . , ρ t N ] ∈ R N ≥0 . Each ρ must lie in the probability simplex S N := ρ ∈ R N ≥0 | 1 N ρ = 1 . The evolution of the state of each agent is stochastic and it follows the law
Let Π t ∈ R N ×N be the transition probability matrix, with elements Π t (i,j) as defined in (1) . Given an initial distribution ρ 0 ∈ P N , the distribution evolves over time according to
We define the set of valid transition probability matrices as
The matrices in this set are valid in the sense that, if Π t ∈ P N , then ρ t ∈ S N , t = 1, . . . , T . In the following, we assume that some of the transition probabilities are controllable, that is, they can be modified by the decision maker within certain constraints to minimize a cost function.
A. Markov Decision Process
Suppose the decision maker is allowed to modify certain transition probabilities and, given an initial probability distributionρ, wishes to solve the following finite horizon optimal control problem
where f : R N T → R is a generic cost function formulated on the probability distributions and c is a constraint function, vector valued with dimention ν . Clearly problem (3) is in general intractable due to the bilinear terms in Π and ρ independently of convexity of f . In the following, we define classes of tractable functions c that will allow for a convex reformulation of (3).
Definition 2.1 (Tractable constraints):
We call a constraints function c :
is convex and of one of the following forms
Note that in Problem (3) every element of Π is controllable, but the set of controllable transitions can be restricted by imposing constraints of the kind Π t (i,j) = β, which are of the form (4c). We now require the following to hold:
tractable (as in Definition 2.1) and I := {i ∈ {1, ..., ν} | c i is of the form (4c)}. There exist at least one set (Π 0 , ..., Π T −1 ) such that the following equations are feasible (5) is a linear feasibility problem. Assumption 2 simply states that the "input constraints" are not inconsistent and can be easily tested. 
problem (3) is equivalent to the convex optimization problem
where every i th element ofc is convex and defined as
and the set M N is defined as
Furthermore, given an optimal solution ρ t , t = 0, . . . , T and M t , t = 0, . . . , T − 1, the optimal matrices Π t , t = 0, . . . , T − 1 can be obtained as
The proof is omitted for reasons of space and is available online [15] . Note that, from (6) and from the definitions of Π t and ρ t ,
, which allows us to interpret the element M t (i,j) as the joint probability of being in state j at time t and at state i at time t + 1 (instead, Π t (i,j) is the probability of transitioning to i knowing that the state at t is j). Proposition 2.2 offers a simpler and more direct proof of the results in [4] , where the authors propose the solution of an MDP using a convex optimization problem over the joint transition probabilities.
III. MODELING AND OPTIMAL CONTROL OF TCLS
Thermostatically controlled loads (TCLs) are electric appliances such as HVAC systems, fridges, heat pumps and water heaters, that inherently present a thermal capacity. In this section we will present a model for a population of TCLs as an MDP and show that, under basic assumptions, Proposition 2.2 can be applied to several finite horizon optimal control problems of interest.
A. Modeling of TCLs dynamics
The development of the model for a population of TCL (in this example, heating systems) follows the steps presented in [16] . The evolution of the temperature of each TCL is given by the stochastic differential equation
where X is the temperature of the system, R and C are the thermal resistance and capacity, θ a is the external temperature, P h is the power consumption, η is a coefficient of performance and dω is a Wiener process with variance σ, representing the uncertainties in the model. We will denote by τ the time when considered in continuous form. 
, the evolution in time of these functions is given by the Fokker-Planck equations [7] ∂µ
where f ψ (x) is the r.h.s of (9) . We discretize the temperature range with an uniform temperature grid with coarseness ∆x
where θ ++ and θ −− are temperatures that the system has a low probability to reach. Let us define then a (time-varying) vector ρ ∈ R N which represents the probability distribution over all the N bins that can be reached by the TCL
We approximate µ ψ to be constant within each bin. In particular, the value of the approximated probability density over bin k (which range is θ k ≤ x ≤ θ k+1 ) is assumed to be equal to the (exact) probability density computed at the extreme temperature of the bin towards which the system is evolving, that is, θ k+1 if the system is heating (ψ = 1) and θ k if it is cooling (ψ = 0). We refer to this choice as "asymmetric discretization". This choice is different from the discretization proposed in [16] and we will cover the advantages of it later in this section. Following the procedure in [16] , ρ can be obtained by integrating the discretization of µ ψ and, substituting the result in (10), we obtain the continuous-time linear system
where the matrix A nat ∈ R N ×N is the continuous-time evolution matrix of the probability distribution ρ. It can be shown that, assuming the heating power P h large enough so that f 1 (x) > 0 ∀x ∈ [θ −− ; θ ++ ], A nat is a Metzler matrix (its off-diagonal elements are nonnegative) and 1 A nat = 0 . The proof is omitted for reasons of space and is available at [15] . We now apply the forward Euler approximation with discretization step ∆t to obtain the discrete time system
where Π nat = I + ∆t A nat . It is easy to see that Π nat ∈ P N (as defined in (2)) if the diagonal elements of Π nat are non negative, which happens if the following condition is met:
The discretization previously proposed in [16] , that is, to approximate the probability density function with the average of the values at the extremes of the bins, guarantees the Metzler property (and, consequently, a valid discrete-time transition matrix) only when the noise variance is high enough. This assumption is very restrictive (for instance, it renders the model ill-defined in the nominal case with σ = 0). By contrast, condition (14) is only related to the Euler discretization and it can always be satisfied with a fine enough time discretization. Equation (13) defines then the evolution of a Markov Chain where each state is characterized by the temperature bin and ON/OFF state.
B. TCL control as a convex optimization problem
We now model the control action by assuming that a centralized controller can define the ON/OFF switching probabilities of a population of TCLs within the temperature dead-band. We denote by Π ctrl the transition probability matrix that takes into account the action of the controller. Let us define for indexing needs the binsk, k such that θk +1 = θ + and θ k = θ − . These bins represent the ones at which, if the temperature further increases (resp. decreases), the thermostat will automatically switch the system OFF (ON). We also define the quantity δ :=k + 1 − k. As illustrated in Figure 1 , bins within the deadband which index differ by δ are at the same temperature. For every state k ≤ j ≤k, the controller can determine freely Π ctrl (j+δ,j) ∈ [0, 1], which represents the probability of a TCL in state j turning OFF, and Π ctrl (j−δ,j) ∈ [0, 1] withk+1 ≤ j ≤k+δ, which represents the probability of a TCL in state j turning ON. Applying a control action to a transition probability will influence other transitions. In particular, let F ⊂ Ω × Ω be the set of state pairs (i, j) such that the transition probability from i to j cannot be modified directly by the controller. Assuming that, if no switch occur, the system evolves according to its natural transition probabilities and that no switch occur within the deadband without a control action, we can write
where the sign + or − hold respectively when the system is required to switch OFF or ON from state j. Then, a generic finite horizon optimal control problem for a population of TCLs takes the form
The constraint (15d) models additional constraints for the TCLs (for example, constraints on user comfort). If f and g are convex, then all constraints of (15) satisfy Assumptions 1 and 2 and, using Proposition 2.2, the change of variables (6) leads to a convex reformulation of (15).
IV. AC OPF PROBLEM WITH TCLS
The goal of this section is to apply Proposition 2.2 to formulate (and solve) an AC optimal power flow (OPF) for power distribution systems featuring aggregations of TCLs as well as various DERs. Consider a distribution grid with N +1 nodes, with node 0 representing the substation, modeled as an infinite bus. The nodes are given by the set N {0}, N := {1; . . . ; N }. Denote as V j ∈ C the phasor of the voltage at node j, respectively. For brevity, let v = [V 1 , . . . , V N ] ∈ C N , and v t mag := [|V 1 |, . . . , |V N |] ∈ R N . Further, let P t 0 denote the active power entering the substation. Each node j ∈ N has uncontrollable active and reactive loads, collected in the vector t j ∈ R 2 , where t is the time index. Let G := {1, . . . , G} be the set of DER such as photovoltaic (PV) systems and energy storage systems. At time t DER i ∈ G injects real and reactive powers, which are collected in the vector x t i ∈ R 2 . Per DER i and time t, X t i ⊂ R 2 is a set modeling hardware constraints; X t i is assumed to be convex and compact for all DERs. For a PV system one has that
whereP t i is the maximum power generation (based on prevailing ambient conditions), and S i is the capacity of the inverter. It is well known that the non-linear AC power flow equations lead to a nonconvex formulation of the AC OPF problem. Here, we apply a linear approximations such as the ones proposed in, e.g., [17] - [19] (and pertinent references therein), to obtain an approximate linear relationship between voltage magnitudes and net injected powers of the form:
where each H k ∈ R N ×2 is built based on the location of the DERs and the non-controllable loads on the network, and a ∈ R N is a constant. Similarly, an approximate relationship between P t 0 and net injected powers reads:
A convex surrogate of the AC OPF can then be written as:
is a proper convex function modeling costs associated with the DERs; v t min and v t max are vectors collecting minimum and maximum values for the voltage magnitudes, respectively; P t 0,ref is a target value for the power at the substation; and is a given tracking accuracy for the power at the substation. Building on (18) , consider now the case where the network has aggregations of (homogeneous) TCLs; let C be the set of aggregations. Assume that the k-th aggregation has N k states; let ρ t k and M t k be quantities pertaining to the k-th aggregation of TCLs and referred to the timestep t. Defining the vector w k = [1 N k /2 , 0 N k /2 ] , one can write the expected number of TCLs in the kth aggregation to be in the ON state at time t as w k ρ t k . Therefore, the expected power consumed by the TCL aggregations k at time t reads:
where P max TCL,k is the power consumption of the TCL aggregation when every agent is ON. Assuming no TCL reactive power consumption for simplicity, and therefore the vector of powers of the TCL k is [P TCL,k (ρ t k ), 0] , one can modify (16) and (17) to obtain an approximation for the expected voltage magnitudes and powers at the substation:
where h j , φ j,1 relate v t mag and P t 0 to the power consumed by the TCLs. Consider now formulating a multi-period OPF over T time intervals; using notation and definitions above, (18) can be reformulated as follows to accommodate Problem (15) :
Param. Value  13  20  19  18 21 s. to:
If the constraint (22e) is convex, then problem (22) is convex and can be efficiently solved using standard convex programming algorithms. As a final remark, problem (22) can be utilized as a building block for a model predictive control strategy, where the solution {x 1 k }, {ρ 1 k , M 1 k } is implemented, and then (22) is reformulated (and solved) once the window of T time slots is advanced of one slot.
V. NUMERICAL EXPERIMENTS
In this section, we illustrate the results of the paper on a modified version of the IEEE 37-node test feeder. We consider a single phase version of the feeder with real load and irradiance data measured in the Anatolia neighborhood (California) during a week in August 2012 [20] . 18 PV systems are located at nodes 4, 7, 10, 13, 17, 20, 22, 23, 26, 28, 29, 30, 31, 32, 33, 34, 35, 36 . The ratings of these PV systems are 300 kVA for nodes 13, 17, 20, 22, 23, 26, 36, 350 kVA, 100 kVA for node 10 and 200 kVA for the remaining nodes. Let us denote the active power generated by the inverters of the PV systems by P i,g (t) and the reactive power generated as Q i,g (t). We denote as S i the rated complex power of the PV system i, which is a known constant, and P max i,g (t) denotes the available maximum at each PV system. Three populations of 100 TCLs are located at nodes 8, 11 and 19. Each TCL consumes 4 kW for a total maximum consumption of 400 kW. The parameters of the TCL population were chosen among typical parameters for residential heat pumps [2] and they can be found in Table I . The controller can command the PV inverters and alter the transition probabilities of the TCLs as discussed in the previous sections. The goals are (i) maintain the voltage at each bus between 0.95 and 1.05 power units and (ii) track a power reference signal at the substation. In order to simulate a sudden reduction in the power produced by the PV systems (i.e. cloud coverage), the irradiance is reduced by 50% at nodes 13, 17, 20, 22 and 23 around 12:00 and 14:00, as depicted in Figure 2 . It is expected that the thermal energy stored in the TCLs can overcome this loss in solar power production. The simulation is run over the time-span between 8 AM and 17 PM, with time discretization granularity ∆ t = 20s. The TCLs are modeled with the procedure described in Section III-A using a temperature discretization ∆x = 0.1 • C. We choose an horizon length T = 60, which corresponds to a time of 20 minutes. At every time-step the optimization problem (22) is solved in a receding horizon fashion using a forecast of the load and irradiance. To guarantee feasibility, the constraint (22d) is substituted by a soft constraint introducing as an optimization variable. The cost function chosen is
with cost factors γ P = 3 on the power curtailment of the PV systems, γ Q = 2 on the reactive power generation of the PV systems and γ M = 1 on the control action at the PV systems, aimed to penalize the probability of a switch happening, which is linked to premature deterioration of the system and discomfort of the user. A high enough weight of the soft constraint γ P0 guarantees that, if the problem (22) is feasible, then the soft constrained problem will have the same optimal solution (see e.g., [21, Proposition 1] ). Therefore, we choose γ P0 = 10 6 . The state evolution of each TCL is sampled from the transition probabilities determined by the controller. The grid is then simulated both using Matpower (nonlinear AC power flow) and the linearization (16) and (17) . Figure 3 summarizes the advantages of having controllable TCLs in the system: the feeder is able to track the desired power reference even when the PV systems alone cannot. Furthermore, the total curtailment during the day is reduced, although for brief periods the controller increases the curtailment to take into account the user comfort and the constraints. In Figures 4 and 5 , we show the model mismatch between the linearized (16) and (17) and the nonlinear solution of the AC power flow equations computed by Matpower. While the voltages remain at an acceptable level, the power at the substation appears to have a constant offset. Future research will focus on off-set free control methods using either feedback-based optimization or adding integral action to the MPC controller.
VI. CONCLUSION
In this paper we presented a method for solving a class of MDPs through an equivalent tractable convex programming problem. This class of problems can be a good representation of many problems concerning the control of a stochastic Reference tracking at substation no TCLs with TCLs reference Fig. 3 : Advantages in using the TCL control. First graph: cumulative difference in power curtailed by the PVs in one day. Second graph: the thermal energy stored by the TCLs allows to track the reference even under reduced power production. process in discrete time. To show a possible application, we devised a model of the evolution of a population of TCLs as a MDP and then we proposed a convex formulation of the OPF problem in the case when a bus is connected to a population of TCLs. Finally, a receding horizon control system was implemented and simulations were run to show the improvement on the performances of the grid when such a control is applied to the grid. 
