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ABSTRACT
Distinct wind conditions driven by prevailing weather patterns exist in every region
around the globe. Knowledge of these conditions can be used to select and place tur-
bines within a wind project, design controls, and build space-time models for wind fore-
casting. Identifying regimes quantitatively and comparing the performance of different
regime identification methods are the goals of this research. The ability of statistical
clustering techniques to correctly assign hourly observations to a particular regime and to
select the correct number of regimes is studied through simulation. Pressure and the hori-
zontal and vertical wind components are simulated under different regimes with a first-order
Markov-switching vector autoregressive model, and the following five clustering algorithms
are applied: (1) classification based on wind direction, (2) k-means, (3) a nonparametric
mixture model, and (4,5) a Gaussian mixture model (GMM) with one of two covariance
structures. The GMM with an unconstrained covariance matrix has the lowest misclassifi-
cation rate and the highest proportion of instances in which the correct number of regimes
are selected. This method is applied to one year of averaged hourly wind data observed
at twenty meteorological stations. The lagged wind speed correlations between neighboring
sites under upwind and downwind regimes are shown to differ substantially.
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The goal of this analysis is to select and apply a method for objectively and systematically
synthesizing meteorological data into wind regimes, which are predominant wind conditions
driven by the prevailing weather patterns of a given region. We define “wind conditions” as
being characterized by the strength and variability of both wind speed and wind direction.
Understanding these regimes is informative for research in many fields, such as the trans-
port patterns of air pollutants, contaminants, and corrosives (Zaremba and Carro 1999 and
Morcillo et al. 2000), the spread of wildfires (Sharples et al. 2009), coastal erosion (Waeles
2004), and maritime line profitability (Ailliot et al. 2003).
In particular, a number of efficiencies in harnessing wind energy, both at the design
and operational stages, can be realized by accurately identifying predominant regional wind
patterns. More accurate and streamlined assessments of the wind power potential at a given
location (Burlando et al. 2008 and Mathew et al. 2002) would assist in designing optimal
wind turbine placement within a wind project. By understanding the conditions under which
a turbine is expected to function, optimal specifications, such as a turbine’s hub height and
rated wind speed, can be determined (Mathew et al. 2002). Efficiency of energy capture
through the design of turbine controls may also be improved (Bianchi et al. 2007 and Pao
and Johnson 2011). However, a major motivation for wind regime identification is to use
these regimes to inform wind forecasting models that are used in utility scheduling and
transmission to balance supply and demand (Marquis et al. 2011). Forecasting models that
are tuned to regime-specific behaviors (Gneiting et al. 2006 and Pinson and Madsen 2012)
have shown improvements over state-of-the-art time series techniques in forecasting wind
speed or power. Our goal is to formalize a method to identify regime-specific behaviors
in new locations with unknown wind patterns so that space-time wind forecasting models
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(Hering and Genton 2010) can be improved.
Various methods have been employed to define wind regimes, often with different objec-
tives in mind. Surprisingly, many common methods for defining both the type and number
of wind regimes often depend on expert knowledge of a particular region (e.g. Gneiting et
al. 2006) or on the optimization of a specific predictive model (e.g. Zhu et al. 2012 and
Pinson and Madsen 2012), thereby making it difficult to generalize to other regions and
applications. Moreover, many methods tend to be subjective in nature. For example, in
generating synthetic wind speed data via first and second order Markov models, Shamshad
et al. (2005) define regimes based on a visual inspection of wind speed histograms.
A more formal approach is given in Burlando et al. (2008), who identify wind regimes
when analyzing the wind power potential of Corsica, France. In this analysis, wind regimes
are identified by applying a two-step clustering procedure to the wind speeds observed at
eleven stations during a three-year period. The individuals of the cluster analysis are vectors
of length eleven, corresponding to the measured wind speeds at each of the eleven sites at
a given time. The two-step process involves first determining the number of regimes via a
preliminary hierarchical cluster analysis, from which the corresponding centroids are then
used as the initial seeds in a k-means algorithm. Clifton and Lundquist (2012) also use k-
means clustering to identify wind regimes by synthesizing fourteen years of wind observations
from one location in order to determine if climate oscillatory behaviors, such as El Niño, can
be detected in wind. They consider not only wind speed but also wind direction by applying
k-means clustering to the u and v wind components. The Bayesian Information Criterion
(BIC) is used to determine an optimal number of regimes.
While hierarchical and k-means clustering techniques are simple and popular clustering
approaches, the validity of applying such methods to identify wind regimes depends in large
part on the objective of the analysis. K-means identifies compact spherical clusters of the
same radius, implying that all variables have the same variability both within and across
clusters. This is not typically warranted for wind data. Furthermore, the ability to capture
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differences in variability under different regimes is important for quantifying the uncertainty
associated with forecasts so that stability can be maintained in the utility system (Lannoye
et al. 2011; Kiviluoma et al. 2011).
Additionally, in nearly all of the methods discussed, regimes are identified based on the
observed wind speed and direction and do not incorporate information from other atmo-
spheric variables. Since atmospheric conditions play a large role in wind behavior, including
variables such as pressure, humidity, and temperature in a cluster analysis could aid in dis-
tinguishing between different wind regimes. For instance, atmospheric conditions such as
air density and temperature are of practical importance in harnessing wind energy, and un-
derstanding how these conditions characterize different regimes could improve estimates of
a region’s wind resource potential.
While methods for identifying wind regimes abound, their ability to correctly classify
observations is not usually tested but rather assessed indirectly in light of the performance
of a given forecasting model or the ability for synthetic data to replicate certain features
of an observed dataset. However, we are directly interested in the predominant wind con-
ditions themselves and believe that the numerous applications that depend to some extent
on wind regimes would benefit from a more rigorous identification process. For this rea-
son, we implement a simulation study in which regime identification methods are directly
assessed. Specifically, we generate artificial wind and atmospheric data according to pre-
defined regimes and then assess the ability of different methods (1) to distinguish between
these known regimes and (2) to select the correct number of regimes. Then, using the best
method among the ones tested, we identify and discuss both regional and local regimes based
on two sets of variables: (1) the u and v components of wind and (2) the u and v components
along with pressure, humidity, and temperature. In both cases, we use one year of hourly
averages at twenty meteorological towers. We then provide an example of using the regimes
to distinguish between conditions in which the lagged wind speeds of neighboring locations
are either strongly or weakly correlated with the current wind speeds at a site of interest,
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which is an important step towards building a space-time forecasting model.
We compare the following five methods in the simulation study: a simple switching al-
gorithm based on the wind direction at one location; k-means; a nonparametric mixture
model (NPMM) (Benaglia et al. 2009a, 2009b); and two different Gaussian mixture models
(GMM) (Fraley and Raftery 2002). By not specifying the functional form of the underlying
distributions, the NPMM approach overcomes some of the restrictions implicit in k-means
clustering and accounts for the non-normal, highly skewed distributions observed in mete-
orological variables. The GMM approach does assume univariate Gaussian models for the
variables within each regime, but when combined, the distributions need not be Gaussian.
The two cases of GMMs assume different covariance structures for the variables in each
regime. In the first, the variables are assumed to be independent, but the variances of each
variable can differ both within and across clusters. In the second, and albeit more realistic
scenario, the variances of each variable can differ both within and across clusters and variable
dependence is also allowed.
The remainder of this thesis is organized as follows. Chapter 2 provides a description of
the data used in the analysis along with methods applied for its quality correction. Chapter
3 describes the data simulation model along with the clustering methods that will be applied
and assessed. The results of this designed simulation study are presented in Chapter 4. The
best method selected by the simulation study is applied to the data in Chapter 5 with a
short demonstration of how these results can inform wind forecasting. Finally, we conclude




Data obtained at twenty meteorological sites in the Pacific Northwest for the one-year
period of December 21, 2010 to December 20, 2011 is used to guide the simulation and iden-
tify the regimes. These sites are located in and around the Columbia River Gorge, which
partially defines the border between Oregon and Washington (see Figure 2.1). Raw five and
ten-minute averages obtained from the Bonneville Power Administration (available pub-
licly at http://transmission.bpa.gov/Business/Operations-/Wind/MetData.aspx) is quality
corrected, and hour-ending averages of barometric pressure (inHG), relative humidity (%),
temperature (◦F), wind direction (Deg), and wind speed (MPH) are formed. The tower
heights vary from 30 to 164 meters above ground level (agl), so wind speeds are first ad-
justed to a uniform height of 70 meters agl using the wind profile power law with α = 0.143
for the coefficient of friction constant (Archer and Jacobson 2003). Most of the tower heights
are near 70 m agl, so this height is chosen since it is roughly the median of all of the tower
heights.
The general geography of this area of the Pacific Northwest is well-documented and has
been exploited in many wind forecasting studies (Gneiting et al. 2006; Hering and Genton
2010; Yoder et al. 2013; Zhu et al. 2012). The Cascade Mountains extend north-south
through Washington and Oregon dividing the states into two climate regions: wet maritime
to the west and dry continental to the east. This mountain range, with its crest lying just
west of Hood River (HOO), acts as a barrier across which substantial east-west pressure
gradients develop. These pressure differences lead to winds that are channeled through the
Columbia River Gorge, which is the only near sea level gap in the Cascades, as described
by Sharp and Mass (2004). Given this information, we can determine if the wind regimes
identified in this analysis are physically consistent with known wind patterns as opposed to
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artificial products of the clustering procedure.
Some quality control of the data is necessary, so observations are investigated to deter-
mine (i) if the observation is within plausible ranges of the variable and (ii) if any unusual
observations occur relative to its temporal neighbors. This process is discussed in further
detail in the following section.
2.1 Data Cleaning
When recording meteorological measurements over the course of a year, errors will in-
variably occur. Any number of factors may contribute to the degradation of data quality
including sensor malfunctions or issues in data archiving. Assessing the quality of data is
complicated by the nature of meteorological variables. Various meteorological phenomena
may in fact produce unusual observations that are flagged as erroneous despite having been
legitimately observed. However, as it is the aim of this research to discern overall trends
within the data, drastic, infrequent observations have less relevance than they might in other
forms of analysis such as forecasting wind ramping events. Furthermore, as the data recorded
for a given hour will be treated as the individual of interest in a cluster analysis, the im-
putation of missing data is unnecessary. Rather, any hours of missing data will simply not
factor into the cluster analysis. Thus, the primary concern when assessing the BPA datasets
for abnormalities is that obvious errors be removed along with any extreme, infrequent ob-
servations. With this objective in mind, the following steps are employed to ensure data
quality:
1. Identify plausible data ranges and flag observations outside of these ranges.
2. Investigate time series plots for visible outliers.
3. Consider any observations flagged in steps 1) and 2) within the context of temporal
neighbors.
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Initially, plausible data ranges are identified by qualitatively comparing the minimum and
maximum values obtained for each variable at each of the twenty meteorological sites. These
ranges are listed in Table 2.1 where locations are sorted from west to east, corresponding to
Figure 2.1. Recordings of -6999 are obviously erroneous and are consequently recoded as “not
applicable” (NA). Aside from these blatant errors, a number of values seem to fall beyond
a reasonable scope; for instance, relative humidity recordings reach well above 100%. Such
values are flagged and assessed individually to determine their validity. The temperature of
-40◦F observed at the Chinook (CHI) site occurred on an evening in mid-July and is both
preceded and immediately followed by temperatures above 60◦F. Furthermore, the values of
three other variables at this particular time are also drastically inconsistent with surrounding
observations. As such, all variables for this observation are assigned values of NA.
Similarly, two observations at the Butler Grade (BUT) station feature unusually low
pressure values (falling below the first quartile by 5 × IQR) as well as abnormally high
temperatures (112◦F and 111◦F) and are immediately followed by intervals of missing data.
Such suspect observations are also removed from the dataset. Aside from these two outliers
at Butler Grade, Megler (MEG) is the only other station where recorded pressure values
fall below the first quartile by 5 × IQR (see Figure 2.2). While such extreme values occur
in the Megler dataset more than twice, overall, these values for pressure are infrequent and
extreme. Consequently, they are discarded.
As demonstrated in Figure 2.2, time series plots provide a further means for investigating
data quality. Time series plots are generated for each variable at each meteorological site
and are examined for discrepancies. Figure 2.3 contains an example of four such plots from
the Chinook site spanning the dates of November 22–December 11, 2011. It is strange that
all four variables are constant for roughly three days beginning November 22nd. Rather than
rely on this seemingly imputed data, these values are removed.
At Mary’s Peak (MAR), abnormal values of humidity are recorded. For instance, a value
of 145% is immediately followed by a two day span of 0% recordings. This leads into a thirteen
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day interval where the variable is not reported at all. The values of humidity recorded in this
interval of the Mary’s Peak dataset are considered unreliable and are therefore discarded. In
addition, beginning September 25th, humidity at Mary’s Peak fluctuates between values well
above 100% to 0%, ending in a one month interval of missing data (see Figure 2.4). Even
though the interval contains a few plausible values, the entire interval is deemed unreliable,
and the observations are removed.
Finally, all observations are examined for duplicate entries. Time intervals are often
reported twice within a given dataset. For instance, entries beginning July 31st through
August 2nd are repeated within the Goodnoe Hills (GDH) dataset for all variables. In such
cases, replicates are compared for discrepancies across the recorded variables. In each case,
the records are identical, which resolves any issues in determining which replicate to discard.
Table 2.2 reports the percentage of inter-hour observations in the raw data that are removed
due to abnormalities. Also reported are the total percentages of incomplete data in the
resulting quality corrected dataset; this includes both observations that we removed as well
as those that were not initially recorded. Since questionable values in the raw data are
removed but not imputed before taking the hour-ending averages, the percentage of missing
data on the hourly scale is not as great as the percentage missing at the original temporal
scale (Table 2.3). Table 2.3 shows that only seven of the twenty stations have more than
1% of their hourly observations missing for any variable. Most of these seven stations have
percentages below 10%, but the Mary’s Peak site has over 14% missing data for each variable,
which is primarily due to a month of unrecorded data in the fall.
2.2 Hourly Averages
As a final note, we discuss the method for converting reported inter-hour data into hourly
averages. Hour-ending averages are calculated based on the sixty-minute interval of obser-
vations up to and including the given hour. For instance, in the case of data reported in
ten-minute intervals, the hourly average for 9:00 am is calculated by averaging the six ob-
servations from 8:10 am through 9:00 am. Calculating averages is straightforward for all
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variables with the minor exception of wind direction, which is measured from 0◦ to 360◦. For
the average wind direction, observations are converted from angles into corresponding unit
vectors. These unit vectors are then averaged, and the resultant mean vector is converted
into an angle between 0◦ and 360◦, thus providing the average wind direction.
2.3 Figures
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Quality Corrected Megler Data
Figure 2.2: Time series plots of pressure from the raw Megler dataset (above) and the
quality corrected Megler dataset (below). Abnormally low observations in the raw data are






























































Figure 2.3: Time series plots of raw data recorded for variables at the Chinook meteoro-
logical site. Constant values are reported from 11/23/2011–11/28/2011 for all variables.
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Quality Corrected Mary’s Peak Data
Figure 2.4: Time series plots of humidity from the raw Mary’s Peak dataset (above) and the
quality corrected Mary’s Peak dataset (below). Abnormal fluctuations are followed by a one





Table 2.1: Range of values documented in the raw data for each variable at each of the twenty meteorological sites, sorted from
west to east. Values italicized below are obviously errors, thus the next smallest values are also reported. Values in bold are
considered abnormal in comparison to observed data ranges.
Site (Abbreviation)
Pressure Relative Humidity Temperature Wind Direction Wind Speed
(inHG) (%) (F) (Degrees) (MPH)
min max min max min max min max min max
Megler (MEG) 19.2 29.5 17.8 102.2 20.8 88.1 0 360 0.0 64.3
Tillamook (TIL) 29.3 30.7 14.2 101.1 20.5 93.6 0 360 0.0 31.7
Naselle Ridge (NAS) 27.3 28.6 10.1 101.3 17.1 85.5 0 360 0.0 70.1
Mt. Hebo (HEB) 26.0 27.3 2.6 102.3 13.5 87.5 0 360 0.0 40.9
Mary’s Peak (MAR) 25.1 26.3 0.0 267.3 10.4 94.0 0 360 0.0 62.9
Forest Grove (FOR) 29.2 30.5 13.4 99.7 17.7 98.2 0 360 0.0 18.0
Troutdale (TRO) 29.3 30.7 13.9 100.0 21.6 100.3 0 360 0.0 32.4
Biddle Butte (BID) 27.8 29.1 18.1 101.1 13.0 86.1 0 360 0.0 46.7
Augspurger (AUG) 26.2 27.6 11.8 106.3 5.8 88.9 0 360 0.0 47.5
Hood River (HOO) 28.7 30.2 10.0 101.1 5.1 101.6 0 360 0.0 24.6
Seven Mile Hill (SML) 27.2 28.7 -6999 /11.3 102.6 -6999 /5.9 96.7 0 360 0.0 56.1
Shaniko (SHA) 25.5 26.8 7.8 97.5 0.8 90.9 0 360 0.0 43.6
Wasco (WAS) 26.7 28.2 -6999 /10.1 107.7 -6999 /7.1 97.8 0 360 0.0 51.2
Goodnoe Hills (GDH) 26.5 28.0 10.5 102.4 -6999 /5.3 95.7 0 360 0.0 46.6
Roosevelt (ROO) 27.3 28.8 9.3 111.6 8.6 95.1 0 360 0.0 64.9
Sunnyside (SUN) 26.0 27.4 10.6 102.2 4.5 91.5 0 360 0.0 76.6
Horse Heaven (HOR) 28.7 30.3 11.3 99.3 14.0 98.3 0 360 0.0 43.9
Chinook (CHI) 28.9 30.3 0.0 100.7 -40.0 97.5 0 360 0.0 45.8
Kennewick (KEN) 26.9 28.4 -6999 /9.6 102.3 -6999 /5.5 90.0 0 360 0.0 80.0
Butler Grade (BUT) 20.9 28.8 10.0 101.4 -6999 /5.2 112.8 0 360 0.0 59.7
Table 2.2: Percentage of missing data at each site after raw datasets are assessed and edited
for quality assurance. “Removed” reports the percentage of inter-hour observations that we
remove from the raw dataset due to abnormalities. “Total” reports the overall percentage of
incomplete inter-hour observations in the quality corrected dataset, including observations
that are removed as well as those that are not recorded in the original dataset.
Site Removed Total
(% of minutes) (% of minutes)
Megler 0.90 1.00
Tillamook 0.00 0.07
Naselle Ridge 0.00 0.10
Mt. Hebo 0.00 0.12
Mary’s Peak 2.08 16.98
Forest Grove 0.00 0.09
Troutdale 0.00 0.70
Biddle Butte 0.00 0.06
Augspurger 0.00 0.14
Hood River 0.00 0.07
Seven Mile Hill 0.00 8.95
Shaniko 0.00 0.07
Wasco 1.37 4.38
Goodnoe Hills 0.00 9.41
Roosevelt 0.00 0.59
Sunnyside 0.00 0.07
Horse Heaven 0.00 0.90
Chinook 1.47 11.38
Kennewick 0.00 3.03
Butler Grade 0.01 8.96
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Table 2.3: Percentage of missing hourly averaged observations for each variable at each site, sorted from west to east.
Barometric Relative Temperature Wind Direction Wind Speed
Site Pressure (inHG) Humidity (%) (F) (Deg) (MPH)
Megler 0.89 0.03 0.03 0.03 0.03
Tillamook 0.01 0.01 0.01 0.01 0.01
Naselle Ridge 0.02 0.02 0.02 0.02 0.02
Mt. Hebo 0.05 0.05 0.05 0.05 0.05
Mary’s Peak 14.91 16.36 14.91 15.41 14.91
Forest Grove 0.02 0.02 0.02 0.02 0.02
Troutdale 0.64 0.64 0.64 0.64 0.64
Biddle Butte 0.01 0.01 0.01 0.01 0.01
Augspurger 0.01 0.01 0.01 0.08 0.08
Hood River 0.01 0.01 0.01 0.01 0.01
Seven Mile Hill 5.92 8.93 5.92 3.39 3.39
Shaniko 0.01 0.01 0.01 0.01 0.01
Wasco 0.00 4.09 0.00 0.00 0.31
Goodnoe Hills 6.37 9.37 6.37 3.84 3.84
Roosevelt 0.51 0.51 0.51 0.51 0.51
Sunnyside 0.01 0.01 0.01 0.01 0.01
Horse Heaven 0.81 0.81 0.81 0.81 0.81
Chinook 9.71 11.35 9.71 7.18 7.18
Kennewick 0.01 3.01 0.01 0.01 0.01
Butler Grade 5.94 8.94 5.94 3.49 3.58
CHAPTER 3
SIMULATION DESIGN
In the simulation study, data is generated according to predefined regimes that capture
salient characteristics of wind and atmospheric variables. In this section, we examine be-
haviors within the observed data in order to construct such regimes. We then outline the
data simulation mechanism and demonstrate how the simulated data emulates the observed
values.
3.1 Defining Regimes
In order to assess a regime identification method, we plan to calculate its average mis-
classification rate when applied to many simulated datasets in which the wind regimes are
known. Methods that distinguish between observations with different behaviors in terms of
wind speed, wind direction, and atmospheric variables are of primary interest. Therefore, we
seek to capture realistic behaviors in simulating these variables under the different regimes
that will be used for testing.
In order to construct such regimes, an exploratory analysis is conducted across each of
the met sites. For a given location and month, observations of pressure, humidity, and
temperature are categorized as being either “low” (below the median) or “high” (above
the median). The behavior of observations falling within different combinations of these
categories is then examined via wind rose plots. For example, Megler’s January observations
are divided into four groups based on their pressure and humidity levels. The wind roses for
these groups are plotted in Figure 3.1, where we see that a low humidity level corresponds to
predominantly easterly winds with speeds ranging between zero and 20 mph, whereas high
humidity observations exhibit wind speeds of up to 40 mph in a southerly direction. In this
example, however, there is less distinction between the observed wind behavior across low
and high pressure levels. For this case, one might consider defining two regimes: one based
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on the wind behavior observed at high humidity levels and another capturing the behavior
at low humidity levels.
Figure 3.1 illustrates a similar example for wind data from the Tillamook (TIL) site during
September. Again, the humidity levels distinguish between two different wind behaviors:
one in which higher speeds are observed from a northwesterly direction (low humidity) and
another in which low speeds are predominantly observed in a range of southerly and easterly
directions (high humidity). The pressure levels fail to separate the data into distinct wind
behaviors, and again it seems reasonable to define two regimes characterized by low and high
humidity for this dataset.
Following this procedure, we find that the different sites generally exhibit two distinct
wind behaviors within a given month. For this reason, we mainly focus on simulating data
from a two-regime model. In particular, Tillamook’s September dataset is selected as the
foundation for the simulation with the behavior of low humidity observations characterizing
the first regime (R1) and that of high humidity observations characterizing the second (R2),
see Figure 3.2. This subset of the data is selected in particular for its differentiation between
the mean speed and mean direction observed under each regime and also for the differences
in these variables’ distributions. In Figure 3.2, wind speeds are slightly higher and also more
variable at a low humidity level (R1), while the spread of wind direction is more compact.
At a high humidity level (R2), however, speeds are consistently lower with a greater spread
in direction.
To further investigate the performance of the different regime identification methods,
data is also simulated from a three-regime model. In this case, since no one site exhibits
three distinct wind behaviors during a given month, the R1 and R2 regimes observed at
Tillamook are preserved, and a third regime is defined based on the low humidity observations
at the Megler site during September (Figure 3.2). This third regime, R3, is characterized
by predominantly northerly and northeasterly wind directions with wind speeds frequently
ranging from 10 to 20 mph. With higher wind speeds and a different wind direction, this
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regime is fairly distinct from both the R1 and R2 regimes. Additionally, R3 is simulated
with pressure values that are slightly lower than those of R1 and R2.
We next consider how best to generate data that is representative not only of these
regimes, but also of the skewness, autocorrelation, and variable dependence characteristic of
wind data in general.
3.2 Artificial Data Simulation
A model from which to simulate data is determined based on the behaviors observed in the
exploratory analysis. For simplicity, we focus on generating data from the two-regime model.
In this case, our goal is to simulate data from regimes that are representative of the R1 and
R2 datasets identified at Tillamook during September. To capture these distinct behaviors
along with the variable and temporal dependence characteristic of wind and atmospheric
variables, we use a Markov-switching vector autoregressive (MS-VAR) model (Fruhwirth-
Schnatter 2006).
Markov-switching models are a popular form of nonlinear time series modeling whereby
parameter values (e.g., mean, variance, and autoregressive coefficients) are dependent on a
finite set of unobservable states or regimes that switch according to a Markov process. In
this case, regime-specific parameters are chosen based on the observations classified within
the R1 and R2 datasets. Since the regimes are defined in terms of humidity, which is strongly
correlated with temperature, we do not simulate either of these variables and instead focus
on simulating pressure and the wind u and v components for each regime.
In particular, let yt be the 3× 1 vector of pressure and the wind u and v components at
time t, and let {Rt} be a Markov chain on finite space, {1, 2}, that indicates the regime at
time t. The regime-switching process is defined by a transition probability matrix P = {pjk},
j, k = 1, 2, where pjk = P (rt+1 = k|rt = j), and
∑
k pjk = 1 for all j. In this simulation, the
transition probability matrix is irreducible and aperiodic, and thus the chain has a limiting
distribution π = (π1, π2) for which the long-run probability of being in a given regime is
non-zero (i.e. πi = P (Rt = i) and π1, π2 > 0).
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In modeling the temporal dependence of wind and atmospheric variables, we need to
account for nonstationarity due to diurnal and seasonal trends as well as autocorrelation.
By simulating data based on a particular month, changes in seasonality are avoided; however,
to account for diurnal cycles and autocorrelation, we utilize the following diurnal-adjusted
MS-VAR(1) model:
yt − µrt(h) = Art(yt−1 − µrt−1(h− 1)) + ε(rt); ε(rt) ∼ N(0,Σrt), (3.1)
where the lag-one autoregressive matrix Art , innovation covariance matrix Σrt , and mean
vector µrt(h) all depend on the regime, rt, at time t, i.e.
Art =
 A1 if rt = 1A2 if rt = 2 , Σrt =
 Σ1 if rt = 1Σ2 if rt = 2 , µrt(h) =
 µ1(h) if rt = 1µ2(h) if rt = 2 ,
and the regime-dependent mean µrt(h) is assumed to be a function of the hour h = 0, 1, ..., 23.
It is assumed that µrt(h) has a period of 24 hours, so µrt(24) = µrt(0). After removing the
hourly trend, the MS-VAR(1) model provides a parsimonious representation of the temporal
dependence of the variables considered.
Overall, the MS-VAR(1) model acts as a general framework for generating data with
various properties. To better understand the performance of the five regime identification
methods that we test, data is simulated under four scenarios in which different assumptions
are relaxed to better represent realistic properties of wind and atmospheric data. Under
these scenarios (1) variables are either dependent or independent and (2) observations are
either independent or follow a first-order autoregressive process. Table 3.1 summarizes and
names each scenario.
Simple constraints are placed on Equation (3.1) to generate each scenario. The most
basic scenario, S1, assumes that observations are independent in time and that the variables
are independently distributed. To simulate data, the off-diagonal entries of Σrt are set
to zero, and all entries in the autoregressive matrix, Art , are zero. Furthermore, to ensure
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independent observations, the Markov process {Rt} is generated using transition probabilities
pij = 0.50 for all i and j. This equal transition probability matrix results in an equal
proportion of observations being generated under each regime. Under S2, the assumption of
temporal independence is relaxed, but variables remain conditionally independent within a
given regime. Under this scenario, the off-diagonal entries of Σrt and Art are set to zero, and
the Markov process {Rt} is generated according to a transition matrix wherein the observed
proportions are used to switch from one regime to another. For the September Tillamook
dataset, p11 = 0.92 and p22 = 0.90, which results in an expected proportion of time spent
in R1 (0.55) that is slightly higher than that spent in R2 (0.45). The S3 scenario accounts
for dependence among the three variables within a given regime but does not account for
temporal dependence. In this case, the covariance matrix, Σrt is unconstrained; however, all
entries in the autoregressive matrix Art are set to zero, and as in S1, the transition matrix
entries are pij = 0.50 ∀ i, j. Finally, S4 provides the most realistic representation of the R1
and R2 wind regimes by accounting for both temporal dependence as well as dependence
among the variables within each regime. In this scenario, the matrices Σrt and Art are
unconstrained, and the estimated transition matrix used in scenario S2 is used to generate
{Rt}.
For each scenario, parameter values are chosen based on the observations classified under
the R1 and R2 regimes (see Appendix A for a list of the parameter values used under each
scenario). To estimate the hourly trends, µ1(h) and µ2(h), we compute the median hourly
values of each variable under each regime. Two months of data (September and October)
are combined so that at least six observations are available at each hour of the day under
each regime. Figure 3.3 shows histograms of the number of observations at each hour in
this combined dataset. Within a given regime, the median value observed at each hour is
computed, and a loess curve is fit to the resulting 24 points, as shown in Figure 3.4. The
estimated trends are then removed from the data, and the detrended series are used to
determine the remaining parameters, namely Art and Σrt . Ordinary least squares is used
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to obtain values for Art , and the Σrt matrices are set equal to the sample covariance of the
resulting residual series.
Finally, one additional step is taken to smooth the generated pressure series in scenarios
S2 and S4. Despite the use of relatively high lag-one autoregressive estimates, due to regime
switches, the simulated pressure time series are less smooth than what is observed in the
sample data. Thus, an equally weighted moving average with a five-hour window is applied
to the initially generated pressure series, and these values are taken as the final simulated
series for pressure.
This model can easily be extended to simulate data from three or more regimes. For
instance, in the three-regime case, we base parameter estimates for the third regime on
the R3 dataset identified at Megler. While extending the model to three regimes is fairly
straightforward, the artificial nature of combining regimes from two different sites requires a
few additional considerations. For instance, in the S2 and S4 scenarios, the transition prob-
ability matrix can no longer be estimated from the observed proportion of regime switches.
Instead, in all scenarios, the data is artificially simulated so that approximately 50% of ob-
servations are generated from R1, 30% are generated from R2, and 20% are generated from
R3. Under the S2 and S4 scenarios, this is accomplished by using a transition probability
matrix whose limiting distribution is π = (π1 = 0.50, π2 = 0.30, π3 = 0.20), corresponding
to the expected durations of twelve, seven, and five hours in each regime, respectively. To
maintain temporal independence under S1 and S3, at each time step the regime is randomly
selected independent of the prior regime with probabilities set according to the desired pro-
portions. Additionally, Megler’s pressure values are considerably lower than those observed
at Tillamook. In order to avoid simulating such a clearly differentiable scenario, the diurnal
trend that is initially fit to the R3 pressure series is shifted up to make it more similar to
what is observed at the Tillamook site (see Appendix A for the parameter values used in
simulating data under R3). Finally, due to more frequent regime switches and the increased
variability introduced by the R3 regime, a wider ten-hour window is used to smooth the
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initially generated pressure series.
3.3 Data Validation
Having outlined methods for simulating data under each of the four scenarios, we now
investigate whether the resulting simulated datasets on average capture general character-
istics of the atmospheric variables in our dataset and whether the data generated under
each regime reflects the properties observed in the R1 and R2 datasets. Since the first three
scenarios are simplified versions of the more realistic S4 scenario, we focus this investigation
on the properties of the S4 generated data. Furthermore, since the three-regime scenario is
created artificially and is not actually observed in the data, we focus on comparing the results
of the two-regime model to the observed September Tillamook data. The primary properties
of interest, both overall and within each regime, are (1) center, spread, and skewness of each
variable; (2) temporal dependence of each variable; and (3) variable dependence.
3.3.1 Shape
In assessing the shape of the marginal densities of the simulated variables, Table 3.2
provides the sample median, standard deviation, and skewness of pressure and the u and
v components observed at Tillamook during September along with the average of these
values across 500 simulated S4 datasets, each of length 720 hours. These statistics are
calculated across the entire time series as well as for the observations within each of the
R1 and R2 regimes. The average center and spread of the simulated variables are similar
to the values observed in the sample data. Visually, this is depicted in Figure 3.5, which
shows the histogram and kernel density estimate of the observed data for each variable along
with the corresponding densities estimated from five simulated datasets. In all cases, the
Sheather and Jones (1991) plug-in estimator is used to select the bandwidths for the density
estimates. For each variable, it seems plausible that the observed density for the entire
time series could itself be a realization of the simulated data. Furthermore, despite having
relatively symmetric distributions within the R1 and R2 regimes, the overall skewness of
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the simulated u and v components is representative of the overall sample data and of the
non-normal behavior typical of these variables.
Within each regime, the center and spread of the sample pressure series is well reproduced
and, although the centers of the simulated u and v components are not exact representations
of the observed R1 and R2 data, they maintain the relative relationship between the distri-
butions in each regime. For example, in the case of the simulated v component, on average
the R1 data is centered at lower values with a greater spread than the R2 data, which is
centered at relatively higher values with less spread. Ultimately, maintaining these relative
distinctions is of greater concern with regard to testing a method’s ability to distinguish
between the two regimes than is producing exact replications of the sample data.
3.3.2 Time Series Properties
To assess the temporal dependence in each simulated variable, we generate time series
plots in Figure 3.6 and examine the estimated lag-one autocorrelations averaged across the
simulated datasets in Table 3.3. The simulated pressure time series in Figure 3.6 are less
smooth than the observed time series; however, the estimated lag-one autocorrelations in
these three examples are all comparable to that of the observed pressure. The smoothness
of the u and v components are more similar to the observed time series, but the average
simulated lag-one autocorrelations are less than those observed in the sample data (Table
3.3). Despite these differences, the simulated variables are still reasonably representative of
the temporal dependence expected from such atmospheric variables. Within each regime,
Table 3.3 shows that the simulated data maintains the relative behavior observed in the
sample R1 and R2 datasets, with stronger lag-one autocorrelations under R1. Furthermore,
Figure 3.6 indicates that the duration of the two regimes is well represented.
3.3.3 Variable Dependence
In assessing whether the simulated data reasonably captures variable dependence, in
Table 3.4 we examine the average estimated correlation computed across the 500 simulated
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datasets. Both within each regime and across the entire dataset, the average simulated values
are commensurate with those of the observed data, indicating that the linear dependence
among the variables is well represented in the simulated datasets. Since the R1 and R2
regimes are defined in large part to capture distinct relationships between wind speed and
wind direction, we translate the simulated u and v components into speed and direction and
examine their relationship via wind rose plots. Figure 3.7 contains wind rose plots for four
S4 simulated datasets. Comparing these plots to the wind roses of the September Tillamook
dataset in Figure 3.2, we see that the simulated R2 data is representative of the original R2
dataset, with low speeds directed from a southeasterly direction. The simulated R1 data
reflects the high speeds and predominantly northwesterly winds of the original R1 dataset;
however, we see more observations with a southeasterly wind direction than in the original
data, making the two simulated regimes less distinguishable from one another. While this
overlap is perhaps more pronounced than in the original data, it represents a realistic scenario
that many clustering methods are ill-equipped to handle and thus results in a more stringent
test of their performance. Overall, despite some minor differences between the observed data
and the average of the simulated data, the MS-VAR(1) model in Equation (3.1) reproduces
the salient properties of the observed variables.
3.4 Clustering Methods
In this section, we describe five methods for identifying wind regimes: a wind-direction
based switching algorithm, k-means clustering, and both nonparametric and Gaussian mix-
ture model-based clustering. While the switching algorithm is a heuristic approach tested
for comparison purposes, the other methods are different forms of model-based clustering
that involve fitting finite mixture models. A finite mixture model assumes that the d × 1
random variable X is generated from K distinct random processes or regimes. These regimes
are each modeled by a density, fk(x|θk), with parameters τk representing the proportion of
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where Θ = (τ1, ..., τK ;θ1, ....θK) is the set of parameters.
With respect to clustering, after fitting a mixture model, observations can be classified
as belonging to the regime under which they have the greatest likelihood of occurring. In
this way, clusters correspond to the K underlying regimes, and the densities, fk, describe
the distribution of observations within each cluster.
3.4.1 Directional
The switching algorithm is based on the fact that the identified regimes are characterized
in large part by differences in the wind direction observed under each, see Figure 3.2. Accord-
ingly, we form a basic identification method based solely on the observed wind direction. In
the two-regime case, observations with a northwesterly wind direction, (240◦, 360◦]
⋃
[0◦, 60◦],
are classified as belonging to the first regime while those with a southeasterly direction,
(60◦, 240◦], are classified as belonging to the second. Similarly, in the three-regime case,
the intervals (225◦, 345◦], (105◦, 225◦], and (0◦, 105◦]
⋃
[345◦, 360◦], are used to classify ob-
servations in the R1, R2, and R3, regimes, respectively. This approach is referred to as the
directional method.
3.4.2 K-Means
Even though k-means can be represented in terms of model-based clustering, it is often
thought of in terms of an algorithmic approach. It assigns observations to clusters having
the nearest mean with the aim of minimizing the within-cluster sum of squares. Given an
initial set of K means, the algorithm proceeds by alternating between two steps:
1. Assign each observation to the cluster whose mean is nearest.
2. Recalculate the means of the resulting clusters.
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This process proceeds until no more reassignments take place.
In terms of model-based clustering, k-means is equivalent to fitting a mixture of K
multivariate Gaussian distributions with constrained covariance structure Σk = λI for
k = 1, ..., K, where I is the identity matrix, and λ is a constant scalar. In particular,
the model can be fit by using a variation of the expectation maximization (EM) algorithm
called classification EM (CEM) (Celeux and Govaert 1992). In CEM , observations are
classified as belonging to one of the underlying regimes rather than being assigned a set of
weights that reflect the likelihood of their membership within each regime, as is done in the
EM algorithm.
The k-means method is expected to perform well when the data adheres to the model’s
assumptions that all regimes have the same covariance matrix and all variables are inde-
pendently distributed with the same variance, λ. Geometrically, k-means is well-suited for
identifying equally sized spherical clusters (see Figure 3.8(a) for an example of clusters gen-
erated under the model assumed by k-means). While k-means provides a simple approach to
clustering, there is little support for these strict assumptions when working with wind data.
For this reason, we consider the less restrictive model-based methods of GMM and NPMM.
3.4.3 Gaussian Mixture Models
Many of the constraints imposed by k-means can be overcome by considering GMMs in
which assumptions related to the covariance matrix, Σk, are relaxed. Without any restric-
tions on Σk, the GMM is able to model ellipsoidal clusters of any size and orientation (see
Figure 3.8(c)) and is denoted GMM(Σk). However, this parameterization of Σk requires
(d (d+1)
2
K) parameter estimates when x ∈ Rd, whereas the more simple covariance structure
of k-means, Σk = λI, requires only one. A less extreme simplification than that of k-means
is one in which Σk = Λk, where Λk denotes a matrix in which the diagonal values are allowed
to vary, but all off-diagonal entries are set to zero. Consequently, this more parsimonious
model, referred to as GMM(Λk), ignores dependence among the variables. Geometrically,
the underlying densities are ellipsoidal in shape and vary in size; however, their orientation
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is fixed parallel to the coordinate axes (see Figure 3.8(b)).
Despite the somewhat strict assumption of multivariate normality, GMMs can model data
with fairly diverse characteristics. For example, even if an underlying mixture component
is non-normal, it can be approximated by several Gaussian components (Fraley and Raftery
1998). Nevertheless, for the sake of interpretation, we wish to avoid identifying many normal
sub-regimes if a single non-normal regime is more appropriate. This is a particular concern
in modeling wind data with GMMs since these variables are known to exhibit non-normal
behaviors, as shown in Figure 3.5.
3.4.4 Nonparametric Mixture Model
To avoid assumptions about the structure of the underlying regime densities, we also
consider a NPMM as a means for wind regime identification. Since each regime may follow
its own unknown distribution, rather than assume a specific structure such as multivariate
Gaussian for all regimes, we instead use nonparametric kernel densities to infer the underlying
structure from the data itself. Benaglia et al. (2009a) describe an npEM algorithm to fit
this model. In their formulation, although observations may be multivariate, the variables












where Θ′ = (τ ′,g′) = (τ1, ..., τK ; g1, ..., gK)
′ denotes the parameter vector, and fjk(·) denotes
the nonparametric univariate density of the jth variable under the kth regime. Standard
normal kernels are used in each density estimate, and bandwidths for each are computed
using a generalization of Silverman’s rule of thumb as suggested by Benaglia et al. (2009b).
The bandwidths are computed under the assumption that the observations are independent.
Overall, k-means, GMM(Λk), GMM(Σk), and the NPMM methods present different vari-
ations of finite mixture model-based clustering. While each has its strengths and weaknesses,
these four methods and the simple directional method all assume temporal independence
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among observations. This assumption is a concern with regard to wind regime identification
as the observations are known to exhibit strong temporal dependence. Consequently, in the
simulation we are particularly interested in each method’s performance on data generated
with temporal dependence, specifically scenarios S2 and S4.
3.5 Simulation Outline
Initially, the five regime identification methods are evaluated based on their average
misclassification rate when applied to data simulated under the four simulation scenarios. In
particular, 500 datasets of 2,000 hourly observations (roughly three months or one season) are
generated under each of the scenarios, S1, S2, S3, and S4. Given the true number of regimes,
K = 2 or K = 3, average misclassification rates across the 500 datasets are computed for
each scenario when each of the five methods: directional, k-means, GMM(Λk), GMM(Σk),
and NPMM, is applied. Furthermore, each method is applied to all three variables as well as
to just the u and v components. While the larger set of variables may better inform broad
studies of a region’s wind power potential, the wind variables alone may prove sufficient for
applications in wind forecasting.
Since observations are simulated with a diurnal trend under each regime, we also consider
applying each clustering method to simulated datasets after having first removed a global
diurnal trend from each variable. In particular, pairs of harmonics in hours are fit to each
variable’s simulated time series via a forward selection method. Initially, one pair of har-
monics is fit to the data and the Bayesian Information Criteria (BIC) of the corresponding
model is calculated. Provided at least one component in the pair is significant at an α = 0.05
significance level, a second more frequent pair of harmonics is then added to the model. If at
least one component of this pair is significant and the overall model results in a reduced BIC,
a third pair of harmonics with greater frequency is then considered. This process continues
until either the added pair is not significant or the resulting model does not result in a lower
BIC.
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Since there is no guarantee that the algorithms used to estimate the k-means, GMM, and
NPMM solutions will converge to the global optimum, each algorithm is run multiple times
with different starting conditions. For k-means, we consider ten random initial centers and
select the solution that minimizes the within-cluster sum of squares. This k-means classifi-
cation is then used to initiate the npEM algorithm, a procedure that is found to work well
in practice (Benaglia et al. 2009a). When fitting the GMM(Λk) and GMM(Σk), we follow
the approach of Fraley and Raftery (2002) in which model-based agglomerative hierarchical
clustering is used to obtain a classification from which to initiate the EM algorithm.
In practice, the number of regimes, K, is not known, and thus, in order to fully evaluate
a given method, we must also consider a systematic approach for determining the number of
regimes with which to fit each model. A benefit of the model-based approach to clustering
is that it allows us to consider this question in terms of model selection. While likelihood-
based criteria are straightforward to implement for k-means, GMM(Λk), and GMM(Σk),
the NPMM model does not have a likelihood function. Due to this complication and the less
promising misclassification rates obtained from NPMM (discussed in Chapter 4), we only
estimate the number of clusters for the k-means, GMM(Λk) and GMM(Σk) methods.
Determining the number of regimes to use in fitting k-means and the GMMs requires
finding a balance between a good fit to the data and the variability introduced with the
estimation of additional parameters in more complex models. This is a common dilemma in
model-selection problems, and a number of criteria have been proposed to assess the overall
quality of different models with regard to this bias-variance trade-off. In this case, we use the
BIC, and although finite mixture models do not satisfy the regularity conditions that justify
the use of BIC, in practice it is found to give good results in the context of model-based
clustering (see Fraley and Raftery (2002) and sources therein).
When testing the ability of BIC paired with the GMM methods to identify the correct
number of wind regimes, we fit both GMM(Λk) and GMM(Σk) models to the simulated
datasets, in each case allowing the number of regimes to vary from one to ten. In the case
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of k-means, BIC is frequently optimized at this upper bound. To prevent k-means from
selecting the upper bound, the number of regimes for k-means is instead allowed to vary
from one to fifty. We record the frequency that each number of regimes is selected by each
method under each scenario.
The simulation study can be summarized in the following three steps:
1. Generate 500 datasets each of length 2,000 under each of the four scenarios: S1–S4.
2. Given the true number of regimes, K = 2 or K = 3, average misclassification rates
across the 500 datasets are computed under each scenario when applying each method
to 1) pressure and the u and v components and 2) the u and v components. This step
is conducted on both the non-detrended and detrended simulated datasets.
3. The k-means, GMM(Λk), and GMM(Σk) methods are tested for their ability to de-
termine the correct number of regimes for each set of variables using BIC. For each of
the simulated datasets, GMM(Λk) and GMM(Σk) are fit with up to ten regimes while
k-means is fit with up to fifty. The BIC is then used to select the optimal number of





































































































































































































Figure 3.1: Wind roses of January Megler wind data (top) and September Tillamook data
(bottom). Wind roses on the left include all observations during the month. Right-hand
panels display the wind roses obtained after dividing the data into four distinct groups based
on “Low” or “High” pressure and humidity levels. Petal sizes indicate the frequency of wind
blowing from a given direction; for instance, a large petal at 0◦ indicates a high frequency
of wind blowing from the north. The color of each petal indicates the range of wind speeds
observed from the corresponding direction.
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Tillamook September

























































Figure 3.2: Top: Wind roses of September Tillamook data split according to “Low” and
“High” humidity levels. These observations make up the R1 and R2 datasets, respectively.
Bottom: Wind rose of low humidity observations at Megler during September. These
observations make up the R3 dataset.
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Figure 3.3: Number of observations at each hour of the day for data classified as R1 (left)
and R2 (right) in the Tillamook dataset during the months of September and October.
























R1 RSE = 0.03    R2 RSE = 0.02
















R1 RSE = 0.93    R2 RSE = 0.59












R1 RSE = 1.01    R2 RSE = 1.1
Figure 3.4: A loess curve is fit to the median hourly values observed for pressure and the u
and v components within each regime based on data from Tillamook during September and
October. R1 values are in blue while R2 values are in red. The residual standard errors of





























































































































































































Figure 3.5: Histograms and estimated densities of the pressure, u, and v components (black)
across the entire September Tillamook dataset (left column) and split according to regime
(right columns). Overlaid in color are corresponding density estimates for datasets simulated
under the S4 scenario.
34
0 100 200 300 400 500 600 700
Original:  0.995 
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Figure 3.6: Time series of the observed pressure, u, and v components compared to three
simulated S4 datasets. Time series are colored according to the regime under which observa-
tions are generated: R1 (blue) or R2 (red). The estimated lag-one autocorrelation is listed












































































































































































































Figure 3.7: Wind roses of four different datasets simulated under the S4 scenario. Within
each panel is a wind rose of the entire month of data (top) and wind roses of the observations












(a) Same variance for each vari-












(b) Different variances for each













(c) Different variances for each
variable which can differ across
clusters. Dependent variables.
Figure 3.8: Examples of two clusters of bivariate data formed under the models assumed
by k-means, GMM(Λk), and GMM(Σk).
3.7 Tables





S2 Independent Dependent: AR(1)
S3 Dependent Independent
S4 Dependent Dependent: VAR(1)
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Table 3.2: The sample median, standard deviation, and skewness of the observed (Obs) pres-
sure, u, and v components compared to the average of these statistics (Sim) when calculated
across 500 S4 simulated datasets. Statistics are calculated for the entire dataset and for the
observations in each of the R1 and R2 regimes.
Pressure
Overall R1 R2
Obs Sim Obs Sim Obs Sim
Median 29.98 29.99 29.96 29.96 30.00 30.03
SD 0.12 0.12 0.13 0.12 0.11 0.12
Skew -0.28 0.00 -0.18 0.02 -0.24 0.01
U-Component
Overall R1 R2
Obs Sim Obs Sim Obs Sim
Median 0.37 0.19 1.80 0.52 -0.23 -0.02
SD 3.17 2.91 3.71 3.50 1.59 1.85
Skew 0.36 0.20 -0.32 0.05 0.52 0.01
V-Component
Overall R1 R2
Obs Sim Obs Sim Obs Sim
Median 0.25 0.98 -1.24 0.24 0.79 1.42
SD 3.77 3.66 4.58 4.40 1.93 2.19
Skew -0.19 -0.34 0.24 -0.06 1.10 0.01
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Table 3.3: The sample lag-one autocorrelation of the observed (Obs) pressure, u, and v
components compared to the average lag-one autocorrelations (Sim) computed across 500
simulated S4 datasets. Values are calculated for the entire dataset and for the observations
in each of the R1 and R2 regimes.
Overall R1 R2
Obs Sim Obs Sim Obs Sim
Pressure 0.99 0.99 0.98 0.96 0.94 0.95
u component 0.83 0.76 0.82 0.75 0.52 0.53
v component 0.89 0.80 0.89 0.81 0.62 0.59
Table 3.4: Sample correlation of the pressure, u, and v observations (left) compared to the
average correlation computed across 500 simulated S4 datasets (right). Values are calculated
for the entire dataset (top) and for each of the R1 and R2 regimes.
Overall
Obs P U V
P 1.00 0.06 -0.32
U 1.00 -0.50
V 1.00
Sim P U V




Obs P U V
P 1.00 0.20 -0.45
U 1.00 -0.51
V 1.00
Sim P U V




Obs P U V
P 1.00 0.00 -0.30
U 1.00 -0.04
V 1.00
Sim P U V






We first consider the misclassification rates obtained when applying each of the five wind
regime identification methods to the datasets generated under each of the four simulation
scenarios when assuming a known two or three-regime structure. We then evaluate the
percentage of times k-means, GMM(Λk), and GMM(Σk) paired with BIC correctly identify
the number of regimes used to generate each dataset. The results obtained from applying
the methods to both the non-detrended and detrended simulated datasets are discussed in
each section.
4.1 Misclassification Rates
When computing misclassification rates, each method is applied to the simulated datasets
given the true number of regimes. While both the directional and k-means methods simply
assign each observation to a particular regime, the NPMM and GMM methods assign each
observation a probability of having been generated under each regime. For the NPMM and
GMM methods, we therefore classify observations as belonging to the regime under which
they have the greatest probability of occurrence. These classifications are then compared
to the regimes under which the observations were actually generated. When making this
comparison, there is an identification issue in that the names “R1,” “R2,” and “R3” are
arbitrarily assigned to the regimes. Since we are interested only in distinguishing between
groups of observations, permuting the names of the identified regimes effectively results in
the same solution. Thus, for a given dataset, we consider each method’s solution in light
of all possible naming permutations (K! for the K-regime case), and select the naming
structure that minimizes the overall misclassification rate. These corresponding rates are
then recorded.
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The average misclassification rates and corresponding standard errors for the two and
three-regime simulation studies are listed in Tables 4.1 through 4.4. Tables 4.1 and 4.2 con-
tain the results obtained when each method is applied directly to 1) the simulated pressure,
u, and v components and 2) only the simulated u and v components, respectively. Simi-
larly, Tables 4.3 and 4.4 contain the results obtained when a diurnal trend is first removed
from the variables of interest. In all cases, with standard errors of less than one percentage
point, conducting the simulation across 500 datasets yields relatively precise estimates of
each method’s average performance.
In almost all of the two-regime cases, applying a given method to detrended data results
in a higher misclassification rate than applying the method directly to the non-detrended
data. This decrease in performance is likely a result of removing a diurnal trend that is a
blend of the two regimes, making the detrended observations less distinguishable from one
another. In the three-regime case, there are more instances where using detrended data
results in lower misclassification rates; however, as discussed in the next section, remov-
ing this variability often results in BIC underestimating the number of underlying regimes.
Logically, detrending the data is an unfavorable approach since it unnecessarily removes
variability from the regimes that we are interested in distinguishing between. Therefore, we
proceed in our discussion of the results by focusing on the non-detrended results in Tables
4.1 and 4.2.
4.1.1 Two Regimes
In the two-regime case, we see from Tables 4.1 and 4.2 that under all scenarios the
average misclassification rate of GMM(Σk) is significantly lower than that of any other
method considered. This is the case for both sets of variables, though rates are slightly
better when GMM(Σk) is applied to pressure and the u and v components.
Under the S1 scenario, the simulated data is produced with the covariance structure
assumed by GMM(Λk), therefore we might expect it to outperform the other methods con-
sidered. However, while GMM(Λk) results in a significantly lower average misclassification
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rate than the directional, k-means, and NPMM methods, the best results are still obtained
with GMM(Σk). Despite correctly modeling the covariance structure, the diurnal trends
simulated under each regime likely add a level of complexity that the GMM(Λk) method
cannot capture in two regimes.
In the S3 scenario, data is simulated with the covariance structure assumed by the un-
constrained GMM, accounting for the variable dependence observed in wind data. In this
case, GMM(Σk) results in the lowest average misclassification rate, performing only slightly
worse than under the S1 scenario. In contrast, the performance of both the NPMM and
GMM(Λk) methods is considerably degraded relative to S1, with both methods more or less
losing their prior advantage over the k-means and directional methods. This is particularly
true when all three variables are considered. Such differences highlight the importance of
accounting for variable dependence in identifying wind regimes.
Since none of the clustering methods account for the temporal dependence present in
S2 and S4, it is not surprising that all methods attain their worst average misclassification
rates under these scenarios. Despite this fact, under S2 and S4 the results from GMM(Σk)
are considerably better than those of the other four methods. For a visualization of each
method’s performance under the two-regime case, Figure 4.1 plots the clusters of the u and
v components that result from applying each method to five different S4 simulated datasets.
Wind roses corresponding to each method’s classification of one S4 dataset are also provided
in Figure 4.2. In both of these figures, GMM(Σk)’s superiority over the other methods
is apparent. Nevertheless, while GMM(Σk) performs well relative to these methods, the
percent of observations it misclassifies under S2 and S4 increases by roughly ten percentage
points when compared to its performance under S1 and S3. Overall, the relatively high
misclassification rates produced by all methods under S2 and S4 indicate the potential to




When data is simulated under three regimes, misclassification rates are considerably
higher for all methods. The difference in performance across the four simulation scenarios
is also less dramatic than in the two-regime case. For instance, the average misclassification
rates obtained using the GMM(Σk) method are similar regardless of the scenario used to
generate the data. In fact, GMM(Σk)’s highest rates are actually obtained under the S1
scenario while its lowest rates are obtained under S4. The overall increase in misclassification
rates can be explained by the inherently more difficult problem of distinguishing between
three groups of observations rather than two. Additionally, this more challenging framework
may diminish the more subtle difficulties introduced by simulating data under different
dependence structures. Nevertheless, in the three-regime case, the GMM methods yield
the lowest misclassification rates for both sets of variables. Interestingly, when only the u
and v components are considered in the S3 scenario, k-means results in the lowest average
misclassification rate; however, its performance is not significantly different from GMM(Σk).
While GMM(Λk) provides better results in some of the simpler scenarios, GMM(Σk) still
significantly outperforms all methods in the more realistic S4 scenario. Figure 4.3 plots the
clusters of the u and v components that result from applying each method to five different
S4 simulated datasets when observations are generated from three regimes, and Figure 4.4
provides the corresponding wind roses for one of these datasets. From these figures, we see
that despite producing relatively high misclassification rates, the NPMM and GMM methods
are able to capture some general aspects of the wind behaviors that characterize each regime.
This is illustrated particularly well in the GMM(Σ) example shown in Figure 4.4.
Overall, based on the average misclassification rates obtained under both the two and
three-regime cases, the GMM methods produce the most promising results. In particular,
GMM(Σk) performs the best under the more realistic S4 scenario. For this reason and the
fact that there is currently no automatic way to select the number of regimes for the NPMM
method, we proceed to test whether the GMM methods can correctly identify the number
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of underlying regimes when paired with BIC. Furthermore, we also consider the number of
regimes identified by k-means for comparison.
4.2 Number of Regimes Identified
Tables 4.5 through 4.8 list the percentage of times that a given number of regimes are
identified across the 500 simulated datasets generated under either two or three regimes for
both the non-detrended and detrended cases. As mentioned in the previous section, when
a diurnal trend is first removed from the simulated variables, Tables 4.7 and 4.8 show that
the number of regimes identified by BIC is reduced. While this is a logical consequence of
removing variability from the datasets, it is not conducive to regime identification since it
may inadvertently remove information that aids in distinguishing between the observations
generated under each regime. In the two-regime case, for example, when GMM(Σk) is
applied to detrended data generated under the S2 and S4 scenarios, rather than correctly
selecting two regimes for over 80% of the simulated datasets as in the non-detrended case,
BIC frequently selects only one regime. In particular, it selects one regime in nearly half
of the S4 datasets when applied to the u and v components. These results are similar for
the three-regime case where two regimes are incorrectly selected more frequently when the
methods are applied to detrended data. Based on these results and the misclassification
rates of the prior section, applying the methods to non-detrended data seems to be a better
approach to identifying regimes. Thus, we proceed to focus on the non-detrended results in
Tables 4.5 and 4.6.
4.2.1 Two Regimes
In Table 4.5 we see that under all scenarios in the two-regime case, BIC with GMM(Σk)
correctly identifies two regimes in a majority of the datasets. However, when applied to all
three variables, this rate is considerably less under S2 and S4 in which cases three regimes
are identified nearly one third of the time. In contrast, when only the u and v components
are considered, GMM(Σk) identifies the correct number of regimes in 85% of S4 datasets.
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For both sets of variables and all scenarios, BIC with GMM(Λk) overestimates the number of
regimes, identifying three regimes in a majority of datasets. When k-means is applied to all
three variables, substantially more regimes are required (results not shown). This is likely
explained by the difference in variability between pressure and the u and v components,
which k-means is unable to model in a single cluster. Applying k-means to standardized
values would likely reduce the number of regimes identified; however, similar to removing a
global diurnal trend, standardizing the data across the entire series may diminish differences
between data generated under the two regimes. If instead k-means is applied to the u and v
components (whether detrended or not), results are considerably different with BIC selecting
only one regime in over 95% of the datasets for all four scenarios.
4.2.2 Three Regimes
When data is simulated under three-regimes, results are similar to the two-regime case.
BIC with k-means either identifies over thirty regimes or one regime depending on the set of
variables considered (results not shown). Again, BIC with GMM(Λk) tends to overestimate
the number of regimes, identifying four regimes in most cases. In contrast to the two-regime
results, while BIC with GMM(Σk) often correctly identifies three regimes, it also tends to
underestimate the number of regimes, selecting only two regimes in over 30% of the datasets
generated under the S1, S2, and S4 scenarios.
In conclusion, of the methods considered, the GMMs produce the most promising results
with regard to misclassification rates and the number of regimes identified. In particular, in
both the two and three-regime cases, GMM(Σk) performs the best under S4’s more realistic
representation of wind regimes. However, this method tends to overestimate the number of








































































































































































































































































































































Figure 4.1: Plot of the u and v components from five two-regime S4 simulated datasets.
Each row contains a different dataset. The first column contains plots that are color-coded
to indicate the regime under which each observation was simulated: R1 (blue) or R2 (red).
The additional columns correspond to each of the five clustering methods. In these columns,
points are colored according to the classification that results from applying the given method























































































Directional Classification (error rate = 42.4%)


































K−means Classification (error rate = 41.5%)


































NPMM Classification (error rate = 39.2%)


































GMM(Λk) Classification (error rate = 40.65%)


































GMM(Σk) Classification (error rate = 24.3%)
Figure 4.2: Wind roses corresponding to the classification of observations in a two-regime
S4 simulated dataset when each of the five methods is applied. For comparison, both the
wind rose for the entire simulated dataset and the wind roses for the observations generated
under each of the R1 and R2 regimes is also provided (top panel). Misclassification rates are
listed above each plot.
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Figure 4.3: Plot of the u and v components from five three-regime S4 simulated datasets.
Each row contains a different dataset. The first column contains plots that are color-coded
to indicate the regime under which each observation was simulated: R1 (blue), R2 (red), or
R3 (green). The additional columns correspond to each of the five clustering methods. In
these columns, points are colored according to the classification that results from applying
















































































































Directional Classification (error rate = 50.3%)














































K−means Classification (error rate = 51.3%)














































NPMM Classification (error rate = 47.75%)














































GMM(Λk) Classification (error rate = 42.2%)














































GMM(Σk) Classification (error rate = 30.65%)
Figure 4.4: Wind roses corresponding to the classification of observations in a three-regime
S4 simulated dataset when each of the five methods is applied. For comparison, both the
wind rose for the entire simulated dataset and the wind roses for the observations generated
under each of the R1, R2, and R3 regimes is also provided (top panel). Misclassification




Table 4.1: Non-detrended Three-Variable Results: Average percentage of misclassified observations with standard errors
in parentheses that are obtained from testing each method on 500 simulated datasets of 2,000 hourly observations of pressure
and the u and v wind components. Results are provided for the two-regime (left) and three-regime (right) simulated datasets.
In each case, the lowest average percentage obtained under each scenario is in bold.
Average Misclassification Percentage (%) when
applied to Pressure and the U and V wind components
Two Regimes Three Regimes
Scenario: S1 S2 S3 S4 S1 S2 S3 S4
[Var/Obs]: [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep] [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep]
Directional
37.95 39.99 37.98 40.12 51.65 51.27 50.46 50.27
(0.0482) (0.0856) (0.0459) (0.0898) (0.0475) (0.0866) (0.0461) (0.0919)
k-means
35.70 39.10 35.19 39.02 46.99 48.64 45.42 47.14
(0.0626) (0.1130) (0.0597) (0.1210) (0.0747) (0.1511) (0.0593) (0.1385)
NPMM
31.35 37.20 35.05 40.15 46.37 48.87 46.13 48.40
(0.1137) (0.1310) (0.0638) (0.1720) (0.1364) (0.1981) (0.1573) (0.1476)
GMM(Λk)
25.91 38.91 38.03 41.90 42.92 46.96 43.74 46.65
(0.3583) (0.3052) (0.1318) (0.1452) (0.1701) (0.1721) (0.0714) (0.1429)
GMM(Σk)
21.30 30.68 22.38 31.88 47.29 47.14 47.14 46.22
(0.1896) (0.3421) (0.2670) (0.3529) (0.1940) (0.2079) (0.1149) (0.1668)
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Table 4.2: Non-detrended Two-Variable Results: Average percentage of misclassified observations with standard errors in
parentheses that are obtained from testing each method on 500 simulated datasets of 2,000 hourly observations of the u and v
wind components. Results are provided for the two-regime (left) and three-regime (right) simulated datasets. In each case, the
lowest average percentage obtained under each scenario is in bold.
Average Misclassification Percentage (%) when
applied to the U and V wind components
Two Regimes Three Regimes
Scenario: S1 S2 S3 S4 S1 S2 S3 S4
[Var/Obs]: [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep] [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep]
Directional
37.95 39.99 37.98 40.12 51.65 51.27 50.46 50.27
(0.0482) (0.0856) (0.0459) (0.0898) (0.0475) (0.0866) (0.0461) (0.0919)
k-means
35.70 39.10 35.18 39.02 47.00 48.53 45.42 47.13
(0.0626) (0.1130) (0.0597) (0.1210) (0.0747) (0.1773) (0.0593) (0.1383)
NPMM
33.33 37.70 34.12 38.26 47.17 49.52 47.89 48.70
(0.0547) (0.1177) (0.0483) (0.1135) (0.5289) (0.3125) (0.1269) (0.2771)
GMM(Λk)
29.10 39.08 35.09 41.47 46.57 47.83 47.11 48.04
(0.2593) (0.2586) (0.2386) (0.1528) (0.1257) (0.1873) (0.0798) (0.1571)
GMM(Σk)
25.35 31.60 26.60 32.65 48.87 47.14 45.52 45.51
(0.1818) (0.2700) (0.2144) (0.2643) (0.1634) (0.1885) (0.0960) (0.2122)
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Table 4.3: Detrended Three-Variable Results: Average percentage of misclassified observations with standard errors in
parentheses that are obtained from testing each method on 500 simulated datasets of 2,000 hourly observations of pressure and
the u and v wind components after removing a global diurnal trend from each variable. Results are provided for the two-regime
(left) and three-regime (right) simulated datasets. In each case, the lowest average percentage obtained under each scenario is
in bold.
Average Misclassification Percentage (%) when applied to Pressure and
the U and V wind components after removing a global diurnal trend from each
Two Regimes Three Regimes
Scenario: S1 S2 S3 S4 S1 S2 S3 S4
[Var/Obs]: [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep] [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep]
Directional
42.15 42.57 42.36 42.79 52.81 51.96 51.31 50.90
(0.0495) (0.0927) (0.0492) (0.0958) (0.0509) (0.1701) (0.0518) (0.1050)
k-means
41.64 42.69 41.54 42.66 49.05 49.09 47.98 48.18
(0.0536) (0.0987) (0.0546) (0.1013) (0.0533) (0.0930) (0.0536) (0.1343)
NPMM
31.71 41.12 46.68 45.61 42.31 49.31 47.99 49.60
(0.1150) (0.2106) (0.1044) (0.1336) (0.8379) (0.2330) (0.1209) (0.1913)
GMM(Λk)
26.31 37.14 44.21 45.02 47.41 48.65 47.61 48.21
(0.0949) (0.2561) (0.1547) (0.1431) (0.1620) (0.1694) (0.1119) (0.1542)
GMM(Σk)
25.83 36.30 25.05 37.02 46.64 47.31 43.29 45.19
(0.0837) (0.2646) (0.1333) (0.2845) (0.1127) (0.1769) (0.0843) (0.1750)
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Table 4.4: Detrended Two-Variable Results: Average percentage of misclassified observations with standard errors in
parentheses that are obtained from testing each method on 500 simulated datasets of 2,000 hourly observations of the u and v
wind components after removing a global diurnal trend from each variable. Results are provided for the two-regime (left) and
three-regime (right) simulated datasets. In each case, the lowest average percentage obtained under each scenario is in bold.
Average Misclassification Percentage (%) when applied to the
U and V wind components after removing a global diurnal trend from each
Two Regimes Three Regimes
Scenario: S1 S2 S3 S4 S1 S2 S3 S4
[Var/Obs]: [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep] [Ind/Ind] [Ind/Dep] [Dep/Ind] [Dep/Dep]
Directional
42.15 42.57 42.36 42.79 52.81 51.96 51.31 50.90
(0.0495) (0.0927) (0.0492) (0.0958) (0.0509) (0.1701) (0.0518) (0.1050)
k-means
26.71 31.49 41.54 42.65 49.05 49.09 47.98 48.21
(0.3814) (0.4628) (0.0546) (0.1014) (0.0532) (0.0931) (0.0535) (0.1197)
NPMM
31.62 39.03 38.92 42.58 44.28 46.39 47.80 48.62
(0.1265) (0.1920) (0.0884) (0.1237) (0.5238) (0.4231) (0.1650) (0.2164)
GMM(Λk)
33.23 40.39 38.14 42.20 47.44 48.47 46.69 47.84
(0.1336) (0.1790) (0.0666) (0.1290) (0.1063) (0.1569) (0.0697) (0.1154)
GMM(Σk)
32.44 39.69 34.01 40.91 45.00 46.34 43.35 44.43
(0.1463) (0.2136) (0.1574) (0.2060) (0.0898) (0.1993) (0.0646) (0.1877)
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Table 4.5: Non-detrended Two-Regime Results: Percentage of times BIC paired with either the GMM(Λk) or GMM(Σk)
method selects the number of regimes listed in each column when applied to the pressure, u, and v components (top) or only
the u and v components (bottom). Percentages are computed across the 500 simulated datasets generated under each scenario.
The most frequent number of regimes identified within each row is in bold. The column corresponding to the true number of
regimes is shaded in gray.
Pressure and the U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7
GMM(Λk)
S1 [Ind,Ind] 0.00 0.80 97.00 2.20 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 0.80 83.40 11.60 3.40 0.60 0.20
S3 [Dep,Ind] 0.00 0.00 92.00 7.00 1.00 0.00 0.00
S4 [Dep,Dep] 0.00 0.00 55.20 22.00 15.60 5.80 1.40
GMM(Σk)
S1 [Ind,Ind] 0.00 94.40 5.60 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 67.60 27.80 4.00 0.60 0.00 0.00
S3 [Dep,Ind] 0.00 85.80 14.20 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 61.20 33.20 4.60 0.80 0.20 0.00
U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7
GMM(Λk)
S1 [Ind,Ind] 0.00 0.60 98.60 0.80 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 6.00 93.40 0.60 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 0.00 99.60 0.40 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 0.40 97.60 2.00 0.00 0.00 0.00
GMM(Σk)
S1 [Ind,Ind] 0.00 92.80 7.20 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 83.60 16.40 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 89.60 10.40 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.20 84.80 15.00 0.00 0.00 0.00 0.00
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Table 4.6: Non-detrended Three-Regime Results: Percentage of times BIC paired with either the GMM(Λk) or GMM(Σk)
method selects the number of regimes listed in each column when applied to the pressure, u, and v components (top) or only
the u and v components (bottom). Percentages are computed across the 500 simulated datasets generated under each scenario.
The most frequent number of regimes identified within each row is in bold. The column corresponding to the true number of
regimes is shaded in gray.
Pressure and the U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7 8 9 10
GMM(Λk)
S1 [Ind,Ind] 0.00 9.40 8.20 80.60 1.80 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 19.60 31.40 32.00 10.20 5.40 1.00 0.20 0.00 0.20
S3 [Dep,Ind] 0.00 0.00 1.20 85.20 13.00 0.60 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 0.00 17.40 43.80 23.80 11.00 2.40 1.40 0.00 0.20
GMM(Σk)
S1 [Ind,Ind] 0.00 31.80 67.80 0.40 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 46.20 39.00 11.60 2.40 0.80 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 3.40 81.60 15.00 0.00 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 31.20 47.00 18.40 3.00 0.40 0.00 0.00 0.00 0.00
U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7 8 9 10
GMM(Λk)
S1 [Ind,Ind] 0.00 33.80 17.00 49.00 0.20 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 48.00 32.00 19.40 0.60 0.00 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 0.00 5.40 94.00 0.60 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 3.20 29.80 63.60 3.40 0.00 0.00 0.00 0.00 0.00
GMM(Σk)
S1 [Ind,Ind] 0.00 35.00 62.40 2.60 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 69.20 28.40 2.40 0.00 0.00 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 16.20 74.20 9.60 0.00 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 59.00 38.00 2.80 0.20 0.00 0.00 0.00 0.00 0.00
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Table 4.7: Detrended Two-Regime Results: Percentage of times BIC paired with either the GMM(Λk) or GMM(Σk)
method selects the number of regimes listed in each column when applied to the detrended pressure, u, and v components (top)
or only the detrended u and v components (bottom). Percentages are computed across the 500 simulated datasets generated
under each scenario. The most frequent number of regimes identified within each row is in bold. The column corresponding to
the true number of regimes is shaded in gray.
Pressure and the U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7
GMM(Λk)
S1 [Ind,Ind] 0.00 82.60 17.40 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 4.80 31.60 45.20 12.80 4.00 1.40 0.20
S3 [Dep,Ind] 0.00 0.00 84.80 14.60 0.60 0.00 0.00
S4 [Dep,Dep] 0.00 0.40 39.40 33.40 20.00 5.80 1.00
GMM(Σk)
S1 [Ind,Ind] 0.20 99.80 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 12.80 69.20 17.00 1.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.40 98.20 1.40 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 20.80 61.20 16.40 1.40 0.20 0.00 0.00
U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7
GMM(Λk)
S1 [Ind,Ind] 0.00 72.80 26.80 0.40 0.00 0.00 0.00
S2 [Ind,Dep] 10.80 58.80 29.60 0.80 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 0.20 97.20 2.60 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 9.60 86.40 4.00 0.00 0.00 0.00
GMM(Σk)
S1 [Ind,Ind] 0.40 98.60 1.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 31.00 67.60 1.40 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 1.40 97.80 0.80 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 46.20 53.40 0.40 0.00 0.00 0.00 0.00
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Table 4.8: Detrended Three-Regime Results: Percentage of times BIC paired with either the GMM(Λk) or GMM(Σk)
method selects the number of regimes listed in each column when applied to the detrended pressure, u, and v components (top)
or only the detrended u and v components (bottom). Percentages are computed across the 500 simulated datasets generated
under each scenario. The most frequent number of regimes identified within each row is in bold. The column corresponding to
the true number of regimes is shaded in gray.
Pressure and the U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7 8 9 10
GMM(Λk)
S1 [Ind,Ind] 0.00 92.20 7.20 0.60 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 42.00 25.80 20.00 8.00 2.80 1.20 0.00 0.00 0.20
S3 [Dep,Ind] 0.00 0.00 8.80 76.40 14.00 0.80 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 0.40 24.60 41.00 23.20 7.00 2.80 0.60 0.40 0.00
GMM(Σk)
S1 [Ind,Ind] 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 67.60 22.80 6.20 2.20 1.20 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 99.40 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 68.60 21.60 8.00 1.40 0.40 0.00 0.00 0.00 0.00
U and V wind components
Scenario Number of Regimes (K)
[Variable/Observation] 1 2 3 4 5 6 7 8 9 10
GMM(Λk)
S1 [Ind,Ind] 0.00 83.80 16.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 77.80 20.20 2.00 0.00 0.00 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 0.20 93.60 6.20 0.00 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 3.80 84.20 11.20 0.80 0.00 0.00 0.00 0.00 0.00
GMM(Σk)
S1 [Ind,Ind] 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S2 [Ind,Dep] 0.00 97.00 2.80 0.20 0.00 0.00 0.00 0.00 0.00 0.00
S3 [Dep,Ind] 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S4 [Dep,Dep] 0.00 97.00 2.80 0.20 0.00 0.00 0.00 0.00 0.00 0.00
CHAPTER 5
IDENTIFYING REGIMES
Based on the simulation study, the GMM(Σk) method performs the best when applied
to the data simulated with the variable and temporal dependence typical of wind data.
Thus, we apply this method in identifying both regional and local wind regimes in the
observed data. First, we average the hourly u and v components at each time across all
locations in the domain. Applying the method to data aggregated at this level should yield
information about the region-wide wind flow. At this regional level, regimes are identified
both across the entire year of data as well as within each season. Secondly, we apply the
method to the u and v components observed individually at each of the twenty stations to
obtain local regimes. From the different sets of regimes identified, we find some interesting
regional and seasonal patterns. Additionally, in all cases, the GMM(Σk) method is applied
to a larger set of variables that includes the wind u and v components as well as the three
atmospheric variables pressure, humidity, and temperature. These results are somewhat less
informative and are briefly discussed. Finally, we use the results obtained based on the u
and v components at both the regional and local levels to demonstrate how such regimes can
be helpful in constructing a wind forecasting model by investigating wind speed correlations
between pairs of neighboring sites.
5.1 Annual Regional Regimes
Initially, regimes are identified across the entire year by clustering averaged hourly u and
v observations across all twenty met sites. Up to ten regimes are considered from which
GMM paired with BIC identifies six annual regimes. Table 5.1 summarizes the identified
regimes in terms of their mean wind speed and mean wind direction. Also reported are the
standard deviations of speed and direction for observations classified under each regime. In
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the case of direction, the sample circular standard deviation (see Mardia and Jupp 2000) is
reported.
From Table 5.1 we see that the identified annual regimes are fairly distinct from one
another, capturing different aspects of wind behavior. One exception may be regimes A4 and
A5, which are characterized by a similar mean wind speed and direction. Figure 5.1 provides
a visual comparison of these regimes (colored in pink and purple, respectively) with ellipses
indicating the regime densities and arrows indicating the mean wind vector of each regime.
Here, the difference in direction of these two westerly regimes is more apparent. A further
distinction between regimes A4 and A5 is demonstrated in Figure 5.2 where each regime’s
seasonal and daily cycle is considered. The left panel in Figure 5.2 displays histograms of the
month in which observations under each regime occur, while the right panel includes similar
histograms for the hour of the day. Regime A5 displays distinct seasonal and diurnal trends
with observations occurring predominantly during summer months and in the evening. In
contrast, regime A4 is more uniformly observed across the entire year at all hours of the
day. Distinctions between diurnal trends are of particular importance in determining a site’s
wind power potential. Since electrical output generated by wind energy must be used when
it is available, it is useful to understand the timing of wind flows relative to peak hours of
demand. Diurnal cycles are less apparent across the other regimes.
Seasonal cycles are also observed in regimes A2, A3, and A6. Regime A2, the only
regime characterized predominantly by easterly winds, is observed primarily in the fall and
winter seasons, which coincides with known wind patterns of the area (Sharp and Mass
2004). Interestingly, regimes A3 and A6 are characterized by the same mean wind direction
and demonstrate similar seasonal and diurnal trends. The main difference between these
regimes is in their mean wind speeds and frequency of occurrence. Regime A6 has nearly
double the mean wind speed of regime A3 and occurs a third less frequently. By allowing
for the identification of different sized regimes, the GMM method is able to distinguish
this smaller set of “extreme” observations from the more common behavior observed under
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regime A3. On the Beaufort scale (Meaden et al. 2007), this translates to the seemingly
slight difference between “light breezes” and “moderate breezes;” however, with the cubic
relationship between wind power and wind speed, such distinctions can have material impacts
on wind power production.
5.2 Seasonal Regional Regimes
While an understanding of annual regimes can inform decisions regarding the siting of
wind farms and turbine placement, the considerable seasonality observed in both wind and
atmospheric variables makes identifying regimes within each season a more natural approach
for applications in forecasting. In this case, the hourly data consisting of the u and v wind
components averaged across the twenty sites is divided into the four seasons: winter (Dec
21, 2010-Mar 19, 2011), spring (Mar 20 - Jun 20, 2011), summer (Jun 21 - Sep, 22 2011)
and fall (Sep 23 - Dec 20, 2011). Up to ten regimes are fit for each season, and the identified
regimes are listed in Table 5.2. Seven regimes are identified during winter, and four regimes
are identified in each of the other seasons.
Figure 5.3 provides a visual representation of these regimes, and we see that within each
season, the regimes are fairly distinct from one another with the exception of two westerly
regimes identified in summer and another two westerly regimes identified in spring. These
spring regimes, Sp2 and Sp4, account for over half of the observations during the season as
do the summer regimes, Su3 and Su4. Wind speeds under the Sp4 regime are characterized
by greater variability and a higher average value than those of Sp2. The Su3 and Su4 regimes
are also similar, but the variability and average values of wind speeds under these regimes
are not as distinct as those in the spring. This may be a case where the GMM is choosing
too many regimes; however, these findings are consistent with knowledge of this region in
that there is a significant westerly atmospheric flow.
In the annual analysis, only one easterly regime is detected, occurring with greatest
frequency in the fall and winter months. Here, however, we see that easterly winds occur
quite frequently within each season, except perhaps during summer where a northeasterly
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regime, Su2, accounts for only 8% of observations. It is interesting to note that easterly
winds occur at fairly low speeds in the spring but at more moderate speeds during the
winter. Westerly winds during the spring and summer occur more consistently at moderate
speeds whereas the one westerly regime identified in the winter has such high variability that
it ranges from nearly 0 mph to 13 mph within one standard deviation of its mean. Such high
variability in wind speeds is not characteristic of the other regimes identified.
5.3 Local Regimes
To identify local regimes, clustering may be performed on a subset of neighboring stations
or on each individual location. Such local information may be helpful in siting new wind
farms and making local forecasts for either a single wind farm or a focused group of wind
farms. In this case, we apply clustering to the u and v components at each location in each
season with up to fifteen regimes considered for each one. Table 5.3 lists the number of
regimes identified at each location, and Figure 5.4 provides a regional plot of these local
regimes.
Local variation is apparent from Table 5.3 where, for a fixed season, the number of regimes
identified at different sites can vary from one to ten (e.g. Mary’s Peak and Sunnyside in
winter). Overall, all of the seasons have roughly the same number of regimes. As expected,
Figure 5.4 shows that the regimes of sites along the Columbia River Gorge capture the
predominant west-east wind flows while regimes at sites further from the gorge exhibit greater
diversity in regime direction (e.g. Sunnyside (SUN) and Shaniko (SHA)). Along the gorge
itself, diverse behaviors are apparent. To the west of the Cascades (i.e. Biddle Butte (BID)
and Troutdale (TRO)) during spring and summer, regimes are characterized by much lower
mean wind speeds than those to the east. Furthermore, during the cooler seasons of winter
and fall, these sites’ regimes are characterized by high wind speeds in an easterly direction
and calmer westerly winds while the reverse is true of regimes to the east of the mountain
range. This behavior is also noted in the work of Sharp and Mass (2004). While the regional
regimes indicate an increase in speeds of easterly winds during the winter, it is informative
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to know that this change can be attributed to the wind behavior at a specific area within
the region.
5.4 Additional Atmospheric Values
When clustering is applied to the five variables pressure, humidity, temperature, and
the u and v wind components, BIC is minimized at the upper bound. Consequently, the
maximum number of regimes fit is incrementally increased until BIC is optimized for a
value of K less than the upper limit. In the end, BIC indicates substantially more regimes
than when only the u and v components are considered. In the case of annual regimes,
GMM(Σk) and BIC identify 31 regimes. With 31 regimes characterized by five variables,
these results are challenging to interpret. Results are exacerbated for the seasonal and local
regimes where nearly three times as many regimes are identified than when only u and v are
considered (52 and 1,003 total regimes, respectively). With the complex dependencies among
these five variables in addition to the strong diurnal cycles of atmospheric variables, it is
perhaps not surprising that many underlying regimes are required to capture their behavior.
Furthermore, in the case of the regional regimes, with the Cascades dividing the region into
two distinct climates, there is little justification for averaging values of pressure, humidity,
and temperature across this considerably non-homogeneous region. However, utilizing all of
these variables may be more useful at the local level.
In the particular application of wind forecasting, using only the u and v components
would be sufficient. To do a wind resource assessment, including additional variables may
give a fuller picture of wind energy potential. Additionally, depending on the objective, one
might first conduct the clustering on the u and v components and then consider the behavior
of additional variables within each of the identified regimes.
5.5 Case Study Application
To demonstrate the potential use of regimes in space-time forecasting, correlations be-
tween the current wind speeds at a location of interest and the lagged wind speeds at neigh-
62
boring sites are considered. Correlations are computed for the entire year across all obser-
vations as well as for subsets of observations that are classified as being in either “upwind”
or “downwind” regimes. Regimes are classified as upwind or downwind based on the mean
wind direction of the regime and whether, relative to the prediction site, the neighbor under
consideration falls within an interval of plus or minus 90◦ from this direction. As such, the
classification of regimes as upwind or downwind varies with each neighbor considered, and
we expect wind speeds at the prediction site to be more strongly correlated with lagged wind
speeds at a neighboring site when observations are classified under upwind regimes.
In this case study, we consider the results obtained when the Chinook (CNK) and
Mt. Hebo (HEB) sites are taken as the prediction locations of interest. Tables 5.4 and
5.5 provide correlations between current wind speeds at Chinook and Mt. Hebo, respec-
tively, and the one and two-hour lagged wind speeds of their surrounding neighbors. In each
table, neighboring sites are listed from west to east with a line delineating sites to the west of
the prediction location (above) from those to the east (below). Classifications are based on
both the seasonal regimes identified throughout the entire region as well as the local regimes
identified at the prediction site.
In general, correlations between Chinook and its neighbors to the west behave as we
anticipate and are stronger under upwind regimes than downwind regimes. Despite Chinook
having the strongest overall correlation with lagged wind speeds at Roosevelt (ROO), this
dependence is considerably weaker under downwind regimes. Results are similar for the
Goodnoe Hills (GDH) and Wasco (WAS) sites; however, for Chinook’s nearest neighbor,
Horse Heaven (HOR), the discrepancy between upwind and downwind correlations is not as
dramatic.
Surprisingly, Chinook’s eastern neighbors have higher correlations under downwind regimes
than under upwind regimes. This is likely due to the nature of wind flows in this region,
where winds from the west are typically much stronger than those from the east. In the case
of strong westerly winds, even the lagged wind speeds at the downwind locations of Ken-
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newick (KEN) and Biddle Butte (BUT) are strongly correlated with current wind speeds
at Chinook. With weaker easterly winds, however, correlations are diminished despite these
sites now being upwind.
Correlations between current wind speeds at Mt. Hebo and the lagged wind speeds at
its surrounding neighbors are also unexpected. While stronger correlations are observed
under upwind regimes with respect to the Mary’s Peak (MAR) site, for all other neighbors,
correlations are actually stronger under downwind regimes. Again, the strong westerly winds
in this region likely explain why correlations between Mt. Hebo and its neighbors to the east,
Forest Grove (FOR) and Troutdale (TRO), are stronger under downwind regimes. For the
Megler (MEG), Naselle Ridge (NAS), and Tillamook (TIL) sites, the results are most likely
due to strong southerly winds and weaker northerly winds along the coast. Thus, while
the southern Mary’s Peak site is strongly correlated with Mt. Hebo when winds are blowing
from the south, so too are the downwind sites of Megler, Naselle Ridge, and Tillamook to the
north. Interestingly, the upwind correlations between Mt. Hebo and Mary’s Peak are only
slightly less than the downwind correlations between Mt. Hebo and the Megler and Naselle
Ridge locations. Although the results obtained for Mt. Hebo and Chinook are somewhat
unexpected, in both cases the regional and local regimes still distinguish between groups of
observations with distinct correlation structures.
Additionally, from Tables 5.4 and 5.5 we see that both the local and regional regimes
yield similar results, indicating that regional regimes may prove useful when predicting wind
speeds at an unobserved location where local regimes have yet to be determined. The results
obtained at Mt. Hebo are particularly promising since this site is located in an area further
from the gorge where wind flows adhere less closely to the predominate west-east wind flows
captured in the regional regimes.
From these results, it is clear that the spatial dependence among neighboring sites varies
with changes in both wind speed and direction. By utilizing regimes to group similar ob-
servations, we gain a better understanding of the spatial dependence among neighboring
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sites under different sets of wind conditions. In this case study, we see that correlations can
be considerably different when restricting computations to observations falling within a set
of upwind or downwind regimes. Overall, the ability to identify these different underlying
correlation structures may lead to improved space-time forecasting models.
5.6 Figures















Figure 5.1: Plot of the six annual regional wind regimes identified based on the averaged
u and v wind components across all met sites. Arrows indicate the mean wind speed and
direction characterizing each regime, while ellipses correspond to the regime densities. Bars












































































































































































































Daily Distribution of Annual Regimes
Figure 5.2: Seasonal (left) and daily (right) distribution of the six regional wind regimes
identified for the full year based on the averaged u and v wind components across all met
sites. Regime colors correspond to those in Figure 5.1.




























































Figure 5.3: Plots of the regional regimes identified for each season based on the average u
and v wind components across all sites. Arrows indicate the mean wind speed and direction
characterizing each regime while ellipses correspond to the regime densities. Bars on arrows
indicate one standard deviation above and below the mean wind speed.
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Figure 5.4: Plot of the local regimes defined in terms of the u and v wind components at each met site during each season.
Arrows indicate the mean wind speed and direction characterizing each regime.
5.7 Tables
Table 5.1: Mean wind speed and direction of the six regional wind regimes identified for the
full year based on the averaged u and v wind components across all met sites. Listed are
the standard deviations of both wind speed and direction for observations classified within
each regime. For wind direction, the sample circular standard deviation is reported.
Annual Regimes
Regime % in Each Speed Direction Cardinal
Regime Mean SD Mean SD Direction
A1 21.87 2.02 2.21 293 0.29 NW
A2 17.90 4.69 2.55 74 0.34 E
A3 13.64 7.22 4.39 233 0.24 SW
A4 27.25 8.71 3.12 254 0.22 W
A5 14.69 9.14 2.42 276 0.12 W
A6 4.65 14.32 3.04 233 0.22 SW
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Table 5.2: Mean wind speed and direction of the regional regimes identified in each season
based on the hourly u and v wind components averaged across all twenty met sites. Listed are
the standard deviations of both wind speed and direction for observations classified within
each regime. For wind direction, the sample circular standard deviation is computed. The
percentage of observations identified within each regime is calculated based on the number
of observations in each season.
Winter
Regime % in Each Speed Direction Cardinal
Regime Mean SD Mean SD Direction
W1 17.46 2.11 1.25 179 0.92 S
W2 20.79 6.64 6.10 268 0.93 W
W3 25.80 7.11 2.16 223 0.45 SW
W4 11.99 7.24 2.18 77 0.19 E
W5 7.54 7.77 1.27 119 0.30 SE
W6 5.29 13.08 3.35 189 0.42 S
W7 11.14 13.96 2.59 223 0.15 SW
Spring
Regime % in Each Speed Direction Cardinal
Regime Mean SD Mean SD Direction
Sp1 25.58 1.37 3.00 86 1.74 E
Sp2 20.07 8.79 1.82 271 0.16 W
Sp3 18.55 9.86 1.78 237 0.20 SW
Sp4 35.80 11.46 3.47 262 0.33 W
Summer
Regime % in Each Speed Direction Cardinal
Regime Mean SD Mean SD Direction
Su1 40.69 4.08 2.48 300 0.80 NW
Su2 7.98 4.95 1.50 39 0.37 NE
Su3 37.15 9.17 2.47 270 0.16 W
Su4 14.18 9.98 3.20 254 0.24 W
Fall
Regime % in Each Speed Direction Cardinal
Regime Mean SD Mean SD Direction
F1 38.58 3.12 2.57 94 0.86 E
F2 51.45 6.14 4.45 247 0.54 SW
F3 6.79 6.34 2.59 294 0.16 NW
F4 3.18 13.83 4.92 207 0.23 SW
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Table 5.3: Number of local regimes identified for the u and v wind components observed at
each met site for each season when up to K = 15 regimes are considered.
Site Winter Spring Summer Fall Total
Megler 6 5 5 6 22
Tillamook 6 6 6 7 25
Naselle Ridge 6 7 9 9 31
Mt. Hebo 3 4 5 4 16
Mary’s Peak 1 2 3 1 7
Forest Grove 6 5 5 7 23
Troutdale 7 4 6 5 22
Biddle Butte 5 4 7 4 20
Augspurger 2 5 4 4 15
Hood River 5 3 4 3 15
Seven Mile Hill 3 5 3 4 15
Shaniko 6 5 7 5 23
Wasco 6 5 4 7 22
Goodnoe Hills 3 6 5 4 18
Roosevelt 7 7 7 4 25
Sunnyside 10 6 6 6 28
Horse Heaven 4 3 4 4 15
Chinook 5 4 3 5 17
Kennewick 4 4 4 5 17
Butler Grade 7 4 3 4 18
Total 102 94 100 98 394
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Table 5.4: Correlations between current wind speeds at Chinook and the wind speeds at one and two hours prior at neighboring
sites. Each regime in a given set (either the regional regimes or the local regimes identified at Chinook) is classified as being
“upwind” or “downwind” based on its mean wind direction and the given neighbor’s location relative to the Chinook site.
Correlations are computed overall across all observations, as well as for the subsets of observations classified under either
upwind or downwind regimes. Neighbors are sorted from west to east with a line delineating those to the west of Chinook
(above) from those to the east (below).
Prediction site: Chinook Regional Regimes Local Regimes
Neighbors
Overall Upwind Downwind Upwind Downwind
t− 1 t− 2 t− 1 t− 2 t− 1 t− 2 t− 1 t− 2 t− 1 t− 2
Shaniko 0.32 0.34 0.35 0.38 0.28 0.29 0.35 0.37 0.24 0.28
Wasco 0.56 0.57 0.54 0.56 0.47 0.45 0.58 0.59 0.32 0.30
Goodnoe Hills 0.78 0.78 0.76 0.76 0.42 0.41 0.79 0.79 0.37 0.35
Roosevelt 0.82 0.81 0.81 0.80 0.41 0.37 0.83 0.82 0.23 0.25
Sunnyside 0.42 0.41 0.49 0.47 0.37 0.39 0.31 0.30 0.37 0.35
Horse Heaven 0.80 0.77 0.80 0.77 0.68 0.62 0.87 0.82 0.71 0.68
Kennewick 0.62 0.62 0.36 0.33 0.58 0.57 0.38 0.33 0.62 0.61
Butler Grade 0.70 0.67 0.33 0.30 0.66 0.63 0.12 0.20 0.70 0.68
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Table 5.5: Correlations between current wind speeds at Mt. Hebo and the wind speeds at one and two hours prior at neighboring
sites. Each regime in a given set (either the regional regimes or the local regimes identified at Mt. Hebo) is classified as being
“upwind” or “downwind” based on its mean wind direction and the given neighbor’s location relative to the Mt. Hebo site.
Correlations are computed overall across all observations, as well as for the subsets of observations classified under either upwind
or downwind regimes. Neighbors are sorted from west to east with a line delineating those to the west of Mt. Hebo (above)
from those to the east (below).
Prediction site: Mt. Hebo Regional Regimes Local Regimes
Neighbors
Overall Upwind Downwind Upwind Downwind
t− 1 t− 2 t− 1 t− 2 t− 1 t− 2 t− 1 t− 2 t− 1 t− 2
Megler 0.61 0.60 0.49 0.48 0.64 0.63 0.56 0.54 0.68 0.67
Naselle Ridge 0.59 0.58 0.41 0.38 0.65 0.64 0.42 0.38 0.66 0.65
Tillamook 0.40 0.41 0.22 0.28 0.57 0.55 0.23 0.28 0.56 0.54
Mary’s Peak 0.58 0.57 0.65 0.64 0.45 0.42 0.71 0.70 0.41 0.39
Forest Grove 0.35 0.35 0.10 0.11 0.38 0.38 0.29 0.31 0.40 0.39
Troutdale 0.25 0.26 0.22 0.21 0.40 0.40 0.17 0.18 0.38 0.37
CHAPTER 6
DISCUSSION
Many statistical clustering algorithms exist in the literature (Izenman 2008), but rel-
atively few have been applied to the unique problem of clustering observations with the
purpose of identifying prevailing wind conditions. In this work, we have simulated data
according to a realistic model with two regimes for pressure and the wind vector. We apply
more advanced clustering techniques to cluster wind observations that are based on mixture
models of Gaussian and nonparametric distributions, and we have quantified the misclassi-
fication rates of these techniques in this particular application. We have also been able to
validate how the GMMs perform in selecting the appropriate number of regimes. Addition-
ally, by applying each method to data simulated under a variety of scenarios, we have been
able to gauge how robust each method is to the temporal and variable dependence typical
of wind data. Since clustering methods are often considered under the basic assumptions of
temporal and variable independence, few studies such as this one have been conducted that
explore the performance of these methods in light of more complex dependence structures.
In practice, knowledge of wind regimes may be key in building fully space-time models for
forecasting wind speeds for utility system planning and wind turbine control. The space-time
dependencies of wind are known to be complex, so a localized understanding of wind’s spatial
and temporal dependencies may provide more accurate spatial predictions at unobserved
locations of interest. A noted difficulty in characterizing the spatial dependence among
many locations is that the location that is upwind of the site of interest changes with the
wind direction, so no single off-site location will have a consistently high correlation with
the prediction site (Kretzschmar et al. 2004). However, with the methodology that we
propose, we can characterize the spatial correlation among sites within each regime and
have demonstrated with the case study that correlations can be higher when restricting
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computations to those observations falling within a specific set of regimes.
This research has raised a number of interesting questions for future work. The GMM(Σk)
method produces the lowest misclassification rates and provides a simple way to select the
number of regimes, but it could certainly be improved to account for temporal dependence.
For instance, in fitting the GMM, the use of a heteroscedastic and autocorrelation consistent
(HAC) estimator (Andrews 1991) of the covariance matrix at each step in the EM algorithm
may improve results. The NPMM algorithm could also be improved in order to account for
variable and temporal dependence. When the number of variables is small, a multivariate
kernel will not significantly increase the number parameters in the bandwidth matrix that
need to be estimated and will allow for variables to interact. In addition, methods for
adjusting the bandwidths of nonparametric density estimators in time series exist and could
be integrated here (Hart 1996 and Opsomer et al. 2001). Once these improvements have
been made, an effective degrees of freedom for a nonparametric density estimator needs to
be developed in order to formally compare the fits between NPMMs and GMMs in order to
select the number of regimes.
Several additional methods may also be evaluated in terms of their misclassification rates
and ability to select the correct number of clusters. We have chosen to leave an evaluation
of these methods to future work at the moment since the five methods that we have applied
in this work have not been formally evaluated via simulation. We did, however, attempt
to include fitting a Markov-switching model (MSM) as a sixth method. This approach
has produced relevant and interpretable results in identifying planetary-scale atmospheric
regimes in univariate data (Franke et al. 2008). However, when using the EM algorithm
proposed by Hamilton (1990) to fit an MS-VAR model to the simulated data, the algorithm
suffers from convergence issues and is very sensitive to initial conditions, thereby making
it difficult to assess via simulation. Such complications are also remarked upon in the
work of Drougmaguet (2012), who considers the finite-sample properties of MSM parameter
estimates via simulation and is unable to yield fruitful results when estimating multivariate
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models whose means switch.
Even though we have implicitly assumed stationarity within a given season, two methods
designed to cluster non-stationary time series (Horenko 2010 and Wiljes et al. 2013) have
also been proposed. Horenko (2010) develops an extension of k-means with cluster means
that are allowed to evolve in time using a finite element approach and applies this method to
multivariate temperature data. Wiljes et al. (2013) develop a method designed to deal with
ill-posed problems, or data whose cluster means overlap, and also addresses the initialization
problems that affect the local minimization algorithms used when fitting MSMs. In both
of these works, the methods are generally only applied to singular examples of a simulated
univariate time series or a set of independent time series, and a more comprehensive assess-
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APPENDIX - SIMULATION PARAMETER VALUES




hour R1 R2 R3 R1 R2 R3 R1 R2 R3
0 29.94 30.03 29.89 -0.02 -0.69 -1.23 2.21 1.03 -4.67
1 29.92 30.03 29.89 -0.71 -0.71 -2.41 2.59 1.04 -4.98
2 29.91 30.03 29.88 -1.25 -0.69 -3.37 2.84 1.05 -5.18
3 29.90 30.03 29.88 -1.63 -0.66 -4.12 2.98 1.05 -5.26
4 29.90 30.03 29.88 -1.85 -0.60 -4.65 3.00 1.06 -5.23
5 29.90 30.04 29.88 -1.91 -0.51 -4.95 2.88 1.07 -5.12
6 29.91 30.04 29.88 -1.81 -0.41 -5.05 2.67 1.08 -4.86
7 29.92 30.05 29.88 -1.56 -0.27 -4.94 2.35 1.08 -4.46
8 29.94 30.05 29.89 -1.14 -0.12 -4.59 1.86 1.09 -4.06
9 29.95 30.06 29.90 -0.36 0.09 -3.77 0.94 1.05 -3.47
10 29.98 30.07 29.91 0.69 0.35 -2.58 -0.28 0.99 -2.74
11 29.99 30.07 29.91 1.57 0.57 -1.46 -1.31 1.05 -2.36
12 30.00 30.08 29.91 2.43 0.82 -0.13 -2.31 1.41 -2.45
13 30.00 30.08 29.91 3.36 1.10 1.44 -3.40 1.91 -2.76
14 29.99 30.07 29.91 3.89 1.22 2.50 -4.03 2.25 -3.30
15 29.99 30.07 29.90 3.81 1.13 2.89 -4.01 2.37 -4.34
16 29.98 30.06 29.90 3.43 0.92 2.98 -3.67 2.43 -5.70
17 29.98 30.05 29.89 3.01 0.70 2.79 -3.17 2.38 -6.67
18 29.97 30.04 29.89 2.53 0.46 2.34 -2.54 2.24 -7.20
19 29.97 30.04 29.89 1.89 0.17 1.62 -1.67 2.02 -7.65
20 29.97 30.03 29.89 1.16 -0.17 0.63 -0.62 1.71 -7.88
21 29.96 30.03 29.89 0.35 -0.54 -0.61 0.57 1.30 -7.85
22 29.96 30.03 29.89 -0.56 -0.95 -2.10 1.93 0.80 -7.60
23 29.96 30.03 29.90 -1.58 -1.39 -3.85 3.47 0.21 -7.16
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Table A.2: Transition matrix used in the S2 and S4 scenarios, P, and that used in S1 and







Table A.3: Transition matrix used in the S2 and S4 scenarios, P, and that used in S1 and
S3, Pequal, when simulating data from three regimes.
P R1 R2 R3
R1 0.92 0.04 0.04
R2 0.07 0.86 0.07
R3 0.10 0.10 0.79
Pequal R1 R2 R3
R1 0.33 0.33 0.33
R2 0.33 0.33 0.33
R3 0.33 0.33 0.33
Table A.4: Parameter values of the vector autoregression matrices used in the S2 and S4
scenarios. For S1 and S3, all entries are zero.
Vector Autoregression Matrices (Art)
S2
R1 R2 R3
Pt−1 Ut−1 Vt−1 Pt−1 Ut−1 Vt−1 Pt−1 Ut−1 Vt−1
Pt 0.98 0.00 0.00 0.96 0.00 0.00 0.96 0.00 0.00
Ut 0.00 0.76 0.00 0.00 0.53 0.00 0.00 0.89 0.00
Vt 0.00 0.00 0.85 0.00 0.00 0.62 0.00 0.00 0.89
S4
R1 R2 R3
Pt−1 Ut−1 Vt−1 Pt−1 Ut−1 Vt−1 Pt−1 Ut−1 Vt−1
Pt 0.99 0.00 0.00 0.96 -0.00 -0.00 0.96 0.00 0.00
Ut -0.10 0.76 -0.01 0.25 0.53 -0.06 -2.20 0.89 -0.00
Vt -2.67 -0.02 0.81 -0.80 -0.01 0.62 -1.09 -0.01 0.88
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Table A.5: Parameter values of the innovation covariance matrices used in each simulation
scenario.
Innovation Covariance Matrices (Σrt)
S1
R1 R2 R3
P U V P U V P U V
P 0.02 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00
U 0.00 8.78 0.00 0.00 2.67 0.00 0.00 26.37 0.00
V 0.00 0.00 15.03 0.00 0.00 3.76 0.00 0.00 32.49
S2
R1 R2 R3
P U V P U V P U V
P 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
U 0.00 3.75 0.00 0.00 1.93 0.00 0.00 5.68 0.00
V 0.00 0.00 4.16 0.00 0.00 2.38 0.00 0.00 7.16
S3
R1 R2 R3
P U V P U V P U V
P 0.02 0.05 -0.21 0.01 0.00 -0.06 0.01 0.05 -0.22
U 0.05 8.78 -3.18 0.00 2.67 -0.11 0.05 26.37 2.09
V -0.21 -3.18 15.03 -0.06 -0.11 3.76 -0.22 2.09 32.49
S4
R1 R2 R3
P U V P U V P U V
P 0.00 0.01 -0.01 0.00 -0.00 -0.01 0.00 0.00 -0.03
U 0.01 3.75 -0.93 -0.00 1.91 0.06 0.00 5.63 0.33
V -0.01 -0.93 4.06 -0.01 0.06 2.36 -0.03 0.33 7.14
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