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Re´sume´
Si ω et Ω, ω ⊂ Ω, sont deux ouverts borne´s de R2 ou` Ω := (0, L)× (0, H) et ω := (l1, l2)× (a, b), 0 ≤
l1 < l2 ≤ L, 0 ≤ a < b ≤ H , on ve´rifie a` la main qu’il existe une constante Cω telle que 0 < Cω ≤
Rω(u) :=
‖u‖2
L2(ω)
‖u‖2
L2(Ω)
< Vol(ω)Vol(Ω) pour toute fonction propre u du Laplacien-Dirichlet −∆ sur Ω. Comme
cette double ine´galite´ est inexacte pour un ope´rateur autoadjoint elliptique A dont les coefficients ne sont
plus constants, on examine ici la possibilite´ de distinguer deux familles de fonctions propres normalise´es de
l’ope´rateur A : FG pour fonctions propres guide´es et FNG pour fonctions propres non guide´es, telles que
- ∀ω ⊂ Ω,∃Cω > 0, u ∈ FNG =⇒ Rω(u) > Cω,
- ∃ω ⊂ Ω, ω 6= ∅,=⇒ infu∈FG Rω(u) = 0.
On donne ici, sur deux mode`les tre`s simples en dimension 2 1, une condition suffisante, et parfois ne´cessaire,
qui devrait permettre de caracte´riser ces ensembles. Nous prouvons dans certains cas que ces deux compo-
santes constituent une partition. Le milieu e´tant stratifie´, nous pouvons passer de la repre´sentation habi-
tuelle du spectre de l’ope´rateur A, i.e. σ(A) ⊂ R, a` une repre´sentation en deux dimensions qui permet de
comprendre la re´partition des valeurs propres associe´es ainsi que d’autres re´sultats relie´s : interpre´tation
microlocale, mesure de de´faut de sous-suites, ...
1 Introduction : objectifs et les trois mode`les de base
Pour un ope´rateur elliptique autoadjoint agissant dans un ouvert Ω borne´ ou non, on sait que les variations
du ou des coefficients de diffusion de la partie principale, ainsi que des conditions au bord particulie`res a` la
frontie`re de Ω, cre´ent un phe´nome`ne de concentration de l’e´nergie. La litte´rature e´tant abondante, nous ne
donnerons que quelques exemples,
1. en 1930, Epstein [8] a mis en e´vidence, en milieu non borne´, des ondes guide´es acoustiques pour
une famille de vitesses, chacune e´tant une fonction analytique ne de´pendant que de la coordonne´e
verticale, ce qui a donne´ naissance a` de nombreux travaux. Les applications vont de l’acoustique aux
fibres optiques 2, (cf. [11] ainsi que [13] et sa bibliographie).
1. facilement prolongeable a` des dimensions supe´rieures.
2. Les fibres optiques sont de tre`s bonnes illustrations. La fibre monophase correspond au mode`le traite´ ici, c’est a` dire deux vitesses
avec un cœur d’indice plus grand (donc avec la vitesse la plus petite), est un bon exemple de la concentration de l’e´nergie dans le cœur.
Cette concentration est d’autant plus grande que le rayon transversal de celui-ci est petit (c’est l’analogue du h0 de ce travail). La
difficulte´ est de bien placer la source face au cœur, ce qui ame`ne souvent a` lui pre´fe´rer la fibre multiphase´e (traite´e plus tard) qui a
d’autres ennuis car il faut espacer les pulses dans le temps.
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2. le syste`me de l’e´lasticite´ line´aire a` surface libre dans le demi-espace Ω = Rn × (0,+∞) cre´e un
couplage a` la frontie`re donnant naissance a` une onde particulie`re, l’onde de Rayleigh. Elle est par-
ticulie`rement destructrice lors d’un tremblement de terre ([12], [6]). Les noms des physiciens Lamb,
Love et Stoneley ont aussi e´te´ donne´s a` des phe´nome`nes voisins ([5]).
Dans ces deux items, les fonctions propres le sont en un sens ge´ne´ralise´ car elles n’appartiennent pas au domaine
de l’ope´rateur mais des sous-familles guide´es sont quand meˆme distingue´es. Dans le travail pre´sente´ ici, nous
modifions le cadre pour nous placer dans le suivant :
Hypothe`se ge´ne´rale (H0)
• Ω := (0, L)× (0, H) et ω := (l1, l2)× (a, b), 0 ≤ l1 < l2 ≤ L, 0 ≤ a < b ≤ H,
• la fonction scalaire c : x = (x1, x2)→ c(x) est constante par morceau ou est de classe C1,
• la fonction c est monotone croissante et c(x) = c(x2), 0 < cmin ≤ c ≤ cmax < +∞,
•

A = −c∆ de domaine D(A) := H10 (Ω) ∩H2(Ω), ope´rant dansH := L2(Ω, c−1dx)
ou
A = −∇ · (c∇) de domaine D(A) := {u ∈ H10 (Ω);Au ∈ L2(Ω)}, ope´rant dans L2(Ω,dx).
Nous comple´tons l’hypothe`se (H0) afin de distinguer nos deux mode`les de base :
Mode`le a` N sauts : Hypothe`se (H1)
• l’ouvert Ω := (0, L)× (0, H) ⊂ R2 est partage´ en N + 1 parties, Ω0 := (0, L)× (0, h0),
Ωi := (0, L)× (hi−1, hi), i = 1, . . . , N, avec 0 = h−1 < h0 < . . . < hi < hi+1 < . . . < hN−1 < hN = H,
qui sont se´pare´es par N interfaces horizontales Si := (0, L)× {hi}, i = 0, . . . , N − 1,
• une fonction scalaire c prenant N + 1 valeurs, a` savoir c(x) =

c0 si 0 < x2 < h0,
c1 si h0 < x2 < h1,
...
cN si hN−1 < x2 < H,
avec c0 < c1 < . . . < cN−1 < cN .
Mode`le C1 : (H3) La fonction scalaire c est strictement croissante et appartient a` C1([0, H]).
Nous partons donc d’un ouvert Ω borne´ et d’un ope´rateur elliptiqueA autoadjoint et positif et nous sommes
inte´resse´s par le rapport
Rω(v) :=
∫
ω |v(x)|2dx∫
Ω |v(x)|2dx
, (1)
qui nous permettra de distinguer deux sous-familles de fonctions propres : les fonctions propres guide´es et les
autres. L’ide´e de s’inte´resser au rapport (1) n’est pas nouvelle. Pour le Laplacien sur des varie´te´s compactes,
analytiques re´elles avec une me´trique analytique re´elle, l’ine´galite´
Ce−cλ
1
2
j ‖ϕj‖2L2(Ω) ≤ ‖ϕj‖2L2(ω) (2)
est connue, cf. [7]. Elle est devenue un cas particulier de l’ine´galite´ de Lebeau-Robbiano, cf. [10], pour des
ope´rateurs a` coefficients variables re´guliers dans un ouvert borne´. Dans un re´cent travail de Camille Laurent
et Matthieu Le´autaud, cf.[9], les auteurs ge´ne´ralisent (2) a` des ope´rateurs hypoelliptiques lorsque Ω est une
varie´te´ compacte sans bord, disons un tore, toujours sous la condition d’analyticite´.
Nos estimations montrent en notre cas que des encadrements plus pre´cis sur des sous-espaces vectoriels de
2
L2(Ω) sont atteignables, meˆme avec des coefficients non re´guliers. En particulier, l’exposant λ
1
2
j de (2) ne peut
eˆtre remplace´ par λ
1
α
j avec α > 4 (cf. Corollaire 3). L’exemple avec N = 1, c0 = 1, c1 = 2 e´claire le type de
re´sultats prouve´s :
• Pour la famille FNG (fonctions propres non guide´es) le rapport Rω(v) est uniforme´ment minore´ par une
constante positive. Autrement dit, on se trouve dans le cas d’un ope´rateur elliptique a` coefficients constants
(se reporter au The´ore`me 2)
• Si (vn) est une suite de fonctions propres guide´es, i.e. contenue dans FG, alors le rapport Rω(vn) → 0 si
ω¯ ⊂ Ω1, i.e. est contenu dans la zone ou` le coefficient de diffusion a sa plus grande valeur. De plus, selon la
sous-suite choisie et la localisation microlocale  de celle-ci, le taux de la convergence de Rω(vn) vers 0
varie de e−b1λ
1
2
n a` cωλ
−3/2
n en passant par e−b2λ
1
4
n , λn e´tant la valeur propre associe´e a` vn.
En fait, les re´sultats obtenus pour vn sont beaucoup plus pre´cis si, au lieu d’utiliser les valeurs propres λn, on
utilise la distance introduite dans la Remarque 3. Pour le mode`le avec N = 1, la concentration de la norme
L2 a lieu d’un coˆte´ de l’interface pour les hautes fre´quences (The´ore`me 3, Cas 3) tandis que, pour N = 2, le
The´ore`me 4 exhibe une concentration a` cheval sur l’interface S1. Le Cas 1 du The´ore`me 3 ainsi que la Propo-
sition 2 sont aussi des re´sultats inhabituels.
Le milieu e´tant stratifie´, l’approche par se´paration des variables s’impose et les valeurs propres seront
naturellement indexe´es par deux indices, a` savoir (λk,`), k, ` ≥ 1. Pour chacun des deux mode`les de ce papier
on construit une base orthonorme´e de fonctions propres B := (vk,`)k≥1,`≥1, associe´es aux valeurs propres λk,`
avec vk,` = ak,` sin(kpiL x1)uk,`(x2) ou` uk,`(x2) satisfait
(cu′)′ + (λk,` − ck
2pi2
L2
)u = 0, u(0) = u(H) = 0. (3)
Comme l’intervalle (l1, l2), largeur de ω, n’influence que la valeur des constantes encadrant Rω(v), il sera suf-
fisant de travailler avec les fonctions x2 → uk,`(x2). Il est clair que toute suite extraite d’une base orthonorme´e
B := (uk,`)k≥1,`≥1 ainsi de´finie, converge faiblement vers 0 dans L2(0, H). Si λ est une valeur propre multiple,
il y a plusieurs possibilite´s : elles peuvent eˆtre toutes associe´es a` des e´le´ments de FG ou bien de FNG ou encore
a` des e´le´ments des deux. C’est, en partie, cette repre´sentation par deux indices qui est a` l’origine des re´sultats
de ce papier.
Reprenons l’exemple du mode`le a` un saut, i.e . N = 1, 0 < c0 < c1. La base orthonorme´e est constitue´e
de deux familles de´crites visuellement dans la partie gauche de la figure 1 par les valeurs propres qui leurs sont
associe´es. Les fonctions dites guide´es correspondent aux valeurs propres situe´es entre les deux paraboles λ =
c0
k2pi2
L2
et λ = c1 k
2pi2
L2
(voir la partie gauche de la Figure 1). Pour chaque k, il n’y a qu’un nombre fini de valeurs
propres entre les deux paraboles alors que, pour chaque k, il y a une infinite´ de valeurs propres λk,` au-dessus de
la parabole d’e´quation λ = c1 k
2pi2
L2
. En restant toujours dans ce mode`le, ces paraboles de´terminent deux zones
qui deviennent coniques par un changement de variables, par exemple (k, λ) → (κ,√λ) = (kpi,√λ) permet
d’e´tablir une correspondance avec les notions microlocales habituelles en travaillant dans Ω × ((N piL) × R).
L’application (k, λ) → (k2pi2
L2
, λ) convient aussi (cf. la partie droite de la Figure 1) mais ne donne pas une
correspondance imme´diate avec les coordonne´es microlocales.
Afin d’illustrer comment ce pre´ce´dent changement de coordonne´es donne un autre point de vue, notons la
distance du point (κ = k
2pi2
L2
, λk,`) a` la droite d’e´quation λ = c1κ par dist et posons dist := (
√
1+c21
c1
dist)
1
2 . On
obtient, entre autres re´sultats, le
3
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FIGURE 1 – mode`le a` un saut : re´partition des valeurs propres
The´ore`me 1. SoitN = 1, ω = (l1, l2)×(a, b), h0 ≤ a < b ≤ H et une suite de valeurs propres (λkn,`n)n, kn →
∞, contenue dans un coˆne c0κ < λ < (c1 − ε)κ, alors
Rω(vkn,`n) = O
(
e−2(a−h0)distn
distn
)
(4)
Dans le mode`le a` deux sauts, i.e. N = 2, nous conjecturons que les fonctions dites guide´es correspondent
aux valeurs propres situe´es entre les deux paraboles λ = c0 k
2pi2
L2
et λ = c2 k
2pi2
L2
que nous divisons en la zone
(0)= {c0 k2pi2L2 < λk,` < c1 k
2pi2
L2
} et la zone (I)= {c1 k2pi2L2 < λk,` < c2 k
2pi2
L2
}. On distinguera donc trois zones
spectrales dont deux correspondants a` une famille de fonctions propres guide´es (voir la Figure 2). Les fonctions
propres associe´es a` la zone (0) sont des ondes presque rasantes en S0 car elles arrivent sur cette interface avec un
angle supe´rieur a` l’angle limite de la re´flexion totale et, malgre´ cela, ont une e´nergie essentiellement localise´e
dans Ω1 ∪ Ω2 tandis que les fonctions propres associe´es a` la zone (I) peuvent traverser l’interface S0 sans
difficulte´ mais subissent une re´flexion totale sur l’interface S1 et sont donc essentiellement localise´es dans
Ω0 ∪Ω1. Les re´sultats des sections 3 et 4 sur la de´croissance exponentielle des fonctions propres feront penser
a` ceux de S. Agmon (cf. [1]) et d’autres travaux ou` les auteurs agissent principalement dans des ouverts non
borne´s. L’analogie s’arreˆte la` pour plusieurs raisons :
• C’est l’influence d’un potentiel q dans l’ope´rateur −∇ · (A∇) + q qui les motive, la distance d’Agmon
permettant d’estimer la concentration de certaines fonctions propres en des zones de´pendant de q. Nous
n’avons pas de potentiel car nous conside´rons des ope´rateurs de la forme −∇ · (c∇) 3 ou −c∆ et ce
sont les variations de c qui nous importent.
• Pour les valeurs propres λ infe´rieures a` Σ, l’infimum du spectre essentiel, les fonctions propres associe´es
de´croissent exponentiellement a` l’infini avec un taux lie´ a` la diffe´rence
√
Σ− λ (Theorem 4.1 de [1]).
3. Si c ∈ C1, un changement de fonction inconnue permettrait d’introduire un potentiel mais le proble`me changerait.
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FIGURE 2 – mode`le a` deux sauts.
Dans le travail qui vient, bien que Σ = +∞ 4, on ne voit que pour certaines valeurs propres une
de´croissance d’allure exponentielle pour x2 ∈ (hi, H), i = 0, 1.
Nous parlons donc, comme les physiciens, de solutions guide´es et le substitut a` Σ sera la barrie`re spectrale
mentionne´e dans la Remarque 3. Les auteurs de [2] e´largissent dans un re´cent travail des ide´es d’Agmon mais
l’exigence d’un potentiel q ≥ 0, q 6= 0, ne permet qu’une comparaison partielle a` ce stade avec nos re´sultats :
elle pourrait eˆtre faite avec notre ope´rateur re´duit Aku := −(cu′)′+ ck2pi2L2 u puisque le potentiel ck
2pi2
L2
satisfait
leur condition.
Le plan de ce papier est le suivant. La section 2 e´tablit une condition suffisante pour qu’une fonction
propre se comporte comme si l’ope´rateur A avait un coefficient de diffusion constant. Cette condition est aussi
ne´cessaire pour le mode`le a` un saut, il reste a` le prouver dans les deux autre cas. Dans les sections suivantes on
s’inte´resse aux fonctions propres guide´es. La section 3 rassemble les proprie´te´s des suites de fonctions propres
guide´es du mode`le a` un saut. La section 4 conside`re aussi les fonctions propres guide´es, cette fois-ci pour le
mode`le a` deux sauts, mais elle est incomple`te pour le moment. Des extensions sont en devenir : conside´rer un
ouvert Ω qui serait un disque ainsi que Ω0, un disque inte´rieur de meˆme centre, Ω1 e´tant la couronne Ω \ Ω0,
ou bien travailler avec un tore plat ou` le coefficient de diffusion est discontinu. Nous pensons que les re´sultats
seront analogues. Il faudrait aussi envisager la ge´ne´ralisation a` des situations moins simples. La plupart des
calculs sont renvoye´s aux Annexes.
2 Fonction propre non guide´e : condition suffisante
Commenc¸ons par e´noncer le re´sultat principal de cette section. Il faut noter que la preuve ne ne´cessite pas
la connaissance de la relation de dispersion, celle dont les racines sont les valeurs propres de l’ope´rateur A.
The´ore`me 2. Soient ε > 0 et un ouvert ω := (l1, l2)× (a, b) avec 0 ≤ l1 < l2 ≤ L, 0 ≤ a < b ≤ H, qui sont
fixe´s. Si nous posons cH := sup0<x2<H c(x2), alors il existe une constante Cω strictement positive, telle que
4. Cas que [1] n’exclue pas.
5
l’on ait pour toute fonction propre vk,` associe´e a` la valeur propre λk,`
λk,` > (cH + ε)
k2pi2
L2
=⇒ 0 < Cω ≤
‖vk,`‖L2(ω)
‖vk,`‖L2(Ω)
≤ 1. (5)
• Cette constante est invariante pour toute translation de ω.
Remarque 1. Lorsque c ∈ C1(0, H) mais non a` C1([0, H)]), il faudra que les translations respectent 0 <
α < a < b < H − α < H avec α fixe´. Pour le mode`le a` un saut, on peut poser ε = 0 mais il faut effectuer
alors une e´tude fine de la relation de dispersion.
2.1 Preuve du The´ore`me 2 pour le mode`le a` N sauts
Dans cette sous-section les hypothe`ses (H0) et (H1) sont satisfaites et nous prenons A = −∇ · (c∇). Ne
conside´rant que les valeurs propres λ > cH k
2pi2
L2
(ici cH = cN ), nous nous inte´ressons aux solutions u de
−(cu′)′ + (ck
2pi2
L2
− λ)u = 0, u(0) = u(H) = 0. (6)
Si on pose ξi := ( λci − k
2pi2
L2
)
1
2 , la fonction propre u associe´e a` la valeur propre λ = λk,` (on remplace x2 par
x) s’e´crit
u0(x) = a0 sin(ξ0x), 0 < x < h0,
u1(x) = a1 sin(ξ1x) + b1 cos(ξ1x), h0 < x < h1,
... =
...
ui(x) = ai sin(ξix) + bi cos(ξix), hi−1 < x < hi,
... =
...
uN−1(x) = aN−1 sin(ξN−1x) + bN−1 cos(ξN−1x), hN−2 < x < hN−1,
uN (x) = aN sin(ξNx) + bN cos(ξNx), hN−1 < x < hN = H,
= α sin(ξN (H − x)), hN−1 < x < hN = H. (7)
Quelque soit la fonction propre conside´re´e, nous choisissons le meˆme a0, par exemple 1, mais, par contre, les
(ai, bi), i = 1, . . . , N, de´pendent de (k, `). A` l’interface Si, i = 0, · · · , N − 1, les conditions de transmission
s’e´crivent
ai sin(ξihi) + bi cos(ξihi) = ai+1 sin(ξi+1hi) + bi+1 cos(ξi+1hi)
ciaiξi cos(ξihi)− cibiξi sin(ξihi) = ci+1ai+1ξi+1 cos(ξi+1hi)− ci+1biξi+1 sin(ξi+1hi) (8)
d’ou` l’e´criture matricielle Si
(
ai
bi
)
= Ti
(
ai+1
bi+1
)
avec detSi = −ciξi, detTi = −ci+1ξi+1 et on ve´rifie
que
Ti =
(
sin(ξi+1hi) cos(ξi+1hi)
ci+1ξi+1 cos(ξi+1hi) −ci+1ξi+1 sin(ξi+1hi)
)
, T−1i =
(
sin(ξi+1hi)
cos(ξi+1hi)
ci+1ξi+1
cos(ξi+1hi) − sin(ξi+1hi)ci+1ξi+1
)
,
Si =
(
sin(ξihi) cos(ξihi)
ciξi cos(ξihi) −ciξi sin(ξihi)
)
, S−1i =
(
sin(ξihi)
cos(ξihi)
ciξi
cos(ξihi) − sin(ξihi)ciξi
)
.
(9)
6
Il est alors facile d’obtenir pour i = 0, 1, 2, . . . , N − 1,(
ai+1
−bi+1
)
=
(
sin(ξi+1hi)
ciξi
ci+1ξi+1
cos(ξi+1hi)
− cos(ξi+1hi) ciξici+1ξi+1 sin(ξi+1hi)
)(
sin(ξihi) cos(ξihi)
cos(ξihi) − sin(ξihi)
)(
ai
bi
)
(10)
(
ai
−bi
)
=
(
sin(ξihi)
ci+1ξi+1
ciξi
cos(ξihi)
− cos(ξihi) ci+1ξi+1ciξi sin(ξihi)
)(
sin(ξi+1hi) cos(ξi+1hi)
cos(ξi+1hi) − sin(ξi+1hi)
)(
ai+1
bi+1
)
(11)
Lemme 1. Les normes euclidiennes dans R2 des ope´rateurs line´aires associe´s aux matrices
Bi+1,i :=
(
sin(ξihi)
ci+1ξi+1
ciξi
cos(ξihi)
− cos(ξihi) ci+1ξi+1ciξi sin(ξihi)
)
, Bi,i+1 :=
(
sin(ξi+1hi)
ciξi
ci+1ξi+1
cos(ξi+1hi)
− cos(ξi+1hi) ciξici+1ξi+1 sin(ξi+1hi)
)
(12)
ve´rifient
‖Bi+1,i‖ = max
(
1,
ci+1ξi+1
ciξi
)
, ‖Bi,i+1‖ = max
(
1,
ciξi
ci+1ξi+1
)
(13)
De´monstration. On a ‖Bi+1,iv‖2 = v21 + ( ci+1ξi+1ci+1ξi )2v22 ≤ max
(
1, ( ci+1ξi+1ciξi )
2
)
(v21 + v
2
2) si on pose v =
(v1, v2), d’ou` ‖Bi+1,iv‖ ≤ max
(
1, ci+1ξi+1ciξi
)
. Pour obtenir l’e´galite´ on prend v = (1, 0) si ci+1ξi+1ciξi ≤ 1 ou
v = (0, 1) si ci+1ξi+1ciξi ≥ 1.
Lemme 2. Si λk,` > cN k
2pi2
L2
(cH = cN ), on a√
ci
ci+1
<
ciξi
ci+1ξi+1
, i = 0, . . . , N − 1, (14)
ciξi
ci+1ξi+1
<
√
ci(cN − ci)
ci+1(cN − ci+1) , i = 0, . . . , N − 2. (15)
‖Bi+1,i‖ ≤
√
ci+1
ci
(16)
De´monstration. Pour la premie`re ine´galite´, il suffit de remarquer que ( ciξici+1ξi+1 )
2 = cici+1
λ−ci k
2pi2
L2
λ−ci+1 k2pi2L2
ou` le
deuxie`me facteur est toujours plus grand que 1. Comme l’hyperbole de´crite par l’application λ → λ−ci
k2pi2
L2
λ−ci+1 k2pi2L2
est de´croissante sur l’intervalle conside´re´, on en de´duit la seconde ine´galite´. La dernie`re ine´galite´ est une
conse´quence de la premie`re ine´galite´ et de (13).
Lemme 3. Si λk,` > cN k
2pi2
L2
, on a
|a0| ≤
√
ci
c0
∥∥∥∥( aibi
)∥∥∥∥ , i = 0, . . . , N, (17)
et il existe une constante M > 0 telle que∥∥∥∥( aibi
)∥∥∥∥ ≤M |a0|, i = 0, . . . , N − 1. (18)
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De´monstration.
(
sin(ξi+1hi) cos(ξi+1hi)
cos(ξi+1hi) − sin(ξi+1hi)
)
e´tant unitaire, on a |a0| ≤ ‖B1,0‖ · · · ‖Bi,i−1‖
∥∥∥∥( aibi
)∥∥∥∥
d’ou` |a0| ≤
√
ci
c0
∥∥∥∥( aibi
)∥∥∥∥ , i = 0, . . . , N en utilisant (16). La matrice ( sin(ξihi) cos(ξihi)cos(ξihi) − sin(ξihi)
)
e´tant
aussi unitaire, on a ‖
(
ai
bi
)
‖ ≤ ‖Bi−1,i‖ · · · ‖B0,1‖ |a0| ce qui permet de dire, utilisant (15), que les vecteurs(
ai
bi
)
sont borne´s, pour i = 0, . . . , N −1, par M1|a0| ou` M1 est une constante ne de´pendant pas de la valeur
propre λk,` > cN k
2pi2
L2
.
On voudrait que (18) reste vraie pour i = N mais ‖BN−1,N‖ = max(1, cN−1ξN−1cN ξN ) tendra vers l’infini
s’il existe une suite infinie de valeurs propres (λkn,`n)n, λkn,`n − cN k
2
npi
2
L2
→ 0+. Pour cette raison, nous
conside´rerons les valeurs propres satisfaisant λk,` > (cN + ε)k
2pi2
L2
. En effet, avec ce choix 5, on a cN−1ξN−1cN ξN ≤√
cN−1(cN−cN−1+ε)
cNε
ce qui permet d’affirmer que les couples (ai, bi), i = 0, . . . , N, sont comparables les uns
avec les autres (b0 = 0) et nous obtenons la
Proposition 1. Si ε > 0, il existe une constante Mε > 0 telle que∥∥∥∥( aibi
)∥∥∥∥ ≤Mε|a0| ≤Mε√ cic0
∥∥∥∥( aibi
)∥∥∥∥ , i = 0, . . . , N,∀λk,` > (cN + ε)k2pi2L2 . (19)
qui a pour conse´quence (5). En effet, on commence par noter que
1. nous pouvons e´crire ai sin(ξix) + bi cos(ξix) =
√
a2i + b
2
i cos((ξi − βi)x) ou` 0 ≤ βi < 2pi lorsque
hi−1 < x < hi;
2. il existe au moins un indice j, 0 ≤ j ≤ N tel que ωj := ω ∩ (hj , hj+1) = (l1, l2) × (d, d′) avec
d′ − d ≥ b−aN+1 .
3.
∫ d′
d u
2(x)dx =
√
a2j+b
2
j
2 (d
′ − d)[1 + sin((ξj−βj)(d′−d))(ξj−βj)(d′−d) ].
Puis, si ξj − βj = 0 alors
∫
ωj
u2(x)dx =
√
a2j + b
2
j (d
′ − d) et la preuve est finie en utilisant (19). Sinon, on a
ξj − βj 6= 0 et on pose M¯ = maxξi−βi 6=0 | sin((ξi−βi)(d
′−d))
(ξi−βi)(d′−d) | < 1 qui est une quantite´ inde´pendante de l’indice
i. On peut encore conclure puisque
∫ d′
d u
2(x)dx ≥ (1− M¯)
√
a2j+b
2
j
2 (d
′ − d).
2.2 Preuve du The´ore`me 2 pour le mode`le C1
Si on suppose de´ja` que le coefficient c est une fonction continue de x2 strictement croissante et strictement
positive, l’ope´rateur A = −∇ · (c∇) devient alors A = −c∂1 − ∂2(c∂2). Cherchant des fonctions propres v
de la forme v(x) = sin(kpiL x1)u(x2) associe´es a` la valeur propre λ, nous introduisons la famille d’ope´rateurs
re´duits autoajoints (Ak), agissant dans L2(0, H), de´finis formellement par Aku = −(cu′)′ + ck2pi2L2 u, u(0) =
u(H) = 0, et nous sommes amene´s a` re´soudre l’e´quation
(cu′)′ + (λ− ck
2pi2
L2
)u = 0, u(0) = u(H) = 0. (20)
5. Le choix λk,` > cN k
2pi2
L2
+ ε ne conviendrait pas.
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Pour u dans le domaine de l’ope´rateur re´duit Ak, on a
∫ H
0 (cu
′2 + (ck
2pi2
L2
− λ)u2)dx = 0 ce qui implique que
le spectre σ(Ak) ve´rifie σ(Ak) ⊂ ((inf c)k2pi2L2 ,+∞). Lorsque le coefficient c a un peu de re´gularite´ on peut se
ramener a` la forme F ′′ + QF = 0. Par exemple, si le coefficient c est deux fois de´rivable, le changement de
fonction F = u√
c
donne
F ′′ +
c′2 − 2cc′′ + 4(λ− ck2pi2
L2
)c
4c2
F = 0, (21)
ce qui donne a` penser que la solution u aura un comportement sinusoı¨dal pour λ > maxx(ck
2pi2
L2
+ cc
′′
2 ).
Intuitivement, on serait dans la situation non guide´e de la Figure 1.
Nous de´composons la preuve en quatre e´tapes.
• E´tape 1 : Se ramener a` F ′′ +QF = 0.
La transformation de Liouville demande le changement de variable s =
∫ x
0
1
c(t)dt. Cette application, g : x→ s,
est positive, croissante et de classe C1. Sa re´ciproque g−1 est aussi positive, croissante et de classe C1. Posant
F (s) = u(g−1(s)), on ve´rifie que
F ′(s) = u′(g−1(s))c(g−1(s))
F ′′(s) = u′′(g−1(s))(c(g−1(s)))2 + u′(g−1(s))c′(g−1(s))c(g−1(s))
ce qui implique u′′(g−1(s))c(g−1(s)) = F
′′(s)
c(g−1(s))−u′(g−1(s))c′(g−1(s)). Comme cu′′+c′u′+(λ−ck
2pi2
L2
)u =
0, on a
F ′′ +QF = 0.
Q(s) = (λ− k2pi2
L2
c ◦ g−1(s))c ◦ g−1(s)
Pour ces ope´rations on a suppose´ que c est de´rivable. La fonction Q est positive de`s que λ est assez grand.
• E´tape 2 : utiliser la transformation de Pru¨fer modifie´e
La re´solution de F ′′ + QF = 0, se rame`ne a` la re´solution des deux e´quations diffe´rentielles du premier ordre
suivantes (cf. [14]){
φ′(s) = −Q1/2 − 14 Q
′
Q sin(2φ)
1
RR
′(s)) = 14
Q′
Q cos(2φ).
=⇒
{
F (s) = R(s)Q−1/4 cos(φ(s)),
F ′(s) = R(s)Q1/4 sin(φ(s)).
(22)
• E´tape 3 : Proprie´te´s de l’amplitude R et de la phase φ
Posant c¯(s) := c(g−1(s)), c¯M :=
∫ H
0
1
c(t)dt, nous avons F
′′ + QF = 0 sur l’intervalle (0, c¯M ). On note
c0 := c(0) et cH := c(H).
Lemme 4. Soit ε > 0 et supposons que c ∈ C1([0, H]). On a
1.
(λ ≥ cH k2pi2L2 ) =⇒ c20( λc(H) − k
2pi2
L2
) ≤ Q ≤ c2H( λc0 − k
2pi2
L2
)
(λ ≥ (cH + ε)k2pi2L2 ) =⇒
∣∣∣Q′Q (t)∣∣∣ ≤ c¯′c¯ (1 + c¯ε) (23)
2. Si λ ≥ (cH + ε)k2pi2L2 , les solutions φ et R de l’e´quation diffe´rentielle (22) ve´rifient
φ(s) ∼ −
∫ s
0
Q1/2(t)dt quand (
λ
c¯
− k
2pi2
L2
)→∞ (24)
R(s) = Ce
1
4
∫ s
0
Q′
Q
cos(2φ)dr
, C 6= 0. (25)
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De´monstration. De Q′(s) = c¯′(λ − 2c¯k2pi2
L2
) on voit que Q
′
Q =
c¯′
c¯ (
λ−2c¯ k2pi2
L2
λ−c¯ k2pi2
L2
) = c¯
′
c¯ (1 −
c¯ k
2pi2
L2
λ−c¯ k2pi2
L2
) et comme,
avec l’hypothe`se faite, on a λ − c¯k2pi2
L2
≥ εk2pi2
L2
on arrive a`
c¯ k
2pi2
L2
λ−c¯ k2pi2
L2
≤ c¯cH+ε < 1. Si on avait suppose´
λ ≥ (2cH + ε)k2pi2L2 on aurait 0 < Q
′
Q (s) <
c¯′
c¯ . Noter que pour (24) la condition (
λ
c¯ − k
2pi2
L2
) → ∞ est remplie
si k →∞ mais aussi quand λ = λk,` avec `→∞.
L’amplitude R n’est jamais nulle sinon elle le serait identiquement. En imposant φ(0) = 0 ou φ(0) = pi/2
on obtient deux solutions line´airement inde´pendantes d’ou` la solution cherche´e correspond a` φ(0) = pi2 (a`
un multiple pre`s) 6. On a donc trouve´ la forme e´crite de la fonction propre correspondant a` la valeur propre
λ ≥ (cH + ε)k2pi2L2 ) :
u(x) = R(g(x))(Q(g(x))−1/4 cos(φ(g(x))) avec g(x) =
∫ x
0
1
c(t)
dt. (26)
• E´tape 4 : Estimation de ‖u‖2L2
Corollaire 1. Soient ε > 0 et un ouvert ω ⊂ Ω. Il existe une constante aε;ω > 0, inde´pendante par translation
de ω dans Ω, telle
aε;ω ≤
∫
ω |u(x)|2dx∫
Ω |u(x)|2dx
≤ 1 (27)
pour la famille des fonctions propres associe´es aux valeurs propres λ > (cH + ε)k
2pi2
L2
, hormis un ensemble
fini.
De´monstration. Il vient du Lemme 4 que le module de la fonctionR est borne´ infe´rieurement et supe´rieurement
par deux constantes strictement positives : r1 < |R| < r2 puisque 0 < s < c¯M , et si on joint ce re´sultat a`
l’encadrement de Q de (23) on peut affirmer que pour 0 < a < b < H
r21c
−1
H (
λ
c0
− k
2pi2
L2
)−1/2
∫ b
a
cos2(φ(g(x)))dx ≤
∫ b
a
(R(g(x)))2(Q(g(x)))−1/2 cos2(φ(g(x)))dx
≤ r22c−10 (
λ
cH
− k
2pi2
L2
)−1/2
∫ b
a
cos2(φ(g(x)))dx. (28)
On a un encadrement similaire pour
∫ H
0 (R(g(x)))
2(Q(g(x)))−1/2 cos2(φ(g(x)))dx ce qui veut dire qu’il suf-
fit de regarder le rapport 7
∫ b
a cos
2(φ(g(x)))dx/
∫ H
0 cos
2(φ(g(x)))dx. Comme φ′ est ne´gative pour les valeurs
propres conside´re´es, a` l’exception e´ventuelles d’un nombre fini, la fonction x → φ(g(x)) est strictement
de´croissante. Avec le nouveau changement de variable t = φ(g(x)), on a dx = c(g
−1(φ−1(t)))
φ′(φ−1(t)) dt d’ou`∫ b
a
cos2(φ(g(x)))dx =
∫ φ(g(a))
φ(g(b))
c(g−1(φ−1(t)))
−φ′(φ−1(t)) cos
2 tdt. (29)
6. La dimension du sous-espace propre de chacune des valeurs propres de cet ope´rateur est de dimension 1. En effet, soient u1 et
u2 deux fonctions propres associe´es a` λ. Le wronskien W = cu′1u2 − cu′2u1 a une de´rive´e nulle sur (0, H) ce qui montre que les
vecteurs (u1, cu′1) et (u2, cu′2) sont coline´aires.
7. De`s que 2ε < cH − c0, il existe 0 < d < c0cH tel que d < (
λ
cH
− k2pi2
L2
)( λ
c0
− k2pi2
L2
)−1 < 1
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On peut oublier c(g−1(φ−1(t))) car on le controˆle tre`s bien. On se rappelle que −φ′ = Q1/2 + 14 Q
′
Q sin(2φ).
Comme λ > (cH + ε)k
2pi2
L2
, on a
(1− 1)Q1/2 ≤ −φ′ ≤ (1 + 1)Q1/2 (30)
a` l’exception e´ventuelle d’un nombre fini de valeurs propres λ ∈ Λ (le cardinal de Λ de´pend de ε) et, par suite,
M
1 + 1
∫ φ(g(a))
φ(g(b))
cos2 t
Q1/2(t)
dt ≤
∫ b
a
cos2(φ(g(x)))dx ≤ M
1− 1
∫ φ(g(a))
φ(g(b))
cos2 t
Q1/2(t)
dt
M(1− 2)
cH(
λ
c0
− k2pi2
L2
)
1
2
∫ φ(g(a))
φ(g(b))
cos2 tdt ≤
∫ b
a
cos2(φ(g(x)))dx ≤ M(1 + 2)
c0(
λ
cH
− k2pi2
L2
)
1
2
∫ φ(g(a))
φ(g(b))
cos2 tdt. (31)
Dans l’inte´grale
∫ φ(g(a))
φ(g(b)) cos
2 tdt = 12 [φ(g(a)) − φ(g(b)) + cos(2(φ(g(a))))−cos(2(φ(g(b))))2 ] le dernier terme du
crochet est majore´ par 1. Pour φ(g(a))− φ(g(b)) = (g(b) − g(a))(−φ′(d1)) on a vu que l’on controˆle φ′(d1)
inde´pendamment de la position de a et b (utiliser (23) et (30)). Il reste a` constater que (g(b)−g(a)) = (b−a) 1d2
pour un re´el 1cH < d2 <
1
c0
ce qui montre que c’est la diffe´rence (b − a) qui importe. On fait de meˆme pour∫ φ(g(0))
φ(g(H)) cos
2 tdt ce qui permet de conclure pour un paralle´le´pipe`de puisque
∫ l2
l1
sin2(kpix1)dx1 =
l1−l2
2 −
[ sin(2kpix1)4kpi ]
l2
l1
. Il n’y a pas de difficulte´ a` ge´ne´raliser ceci a` n’importe quel ouvert ω puisque ce dernier contient
toujours un paralle´le´pipe`de.
3 Concentration : cas du mode`le a` un saut
Maintenant nous conside´rons les ondes guide´es pour un milieu avec un coefficient de diffusion ayant deux
valeurs. De manie`re intuitive, les fonctions propres sont celles dont l’essentiel de la masse est concentre´e dans
une partie de l’ouvert Ω. Ici, ces fonctions propres correspondent exactement aux ondes ayant une re´flexion
dite totale sur l’interface.
On pose par commodite´, dans cette section, c0 = 1, L = 1 et parfois h0 = 12 . Ces restrictions n’ont aucune
conse´quence sur la ge´ne´ralite´ des re´sultats car des transformations unitaires permettent de se ramener au cas
ge´ne´ral (cf. Remarque 10). Avant de de´tailler la formulation des vk,`, pre´cisons quelques notations dans les-
quelles les λk,` sont les valeurs propres de l’ope´rateur A que nous choisirons de la forme A = −c∆ (la forme
divergentielle −∇ · c∇ donnerait des re´sultats ge´ne´raux analogues)
ξ0 = ξ0(k, `) := (λk,` − k2pi2)1/2,
ξ′1 = ξ′1(k, `) := (k2pi2 − λk,`c1 )1/2.
(32)
Les fonctions propres dites guide´es sont de la forme
vk,`(x) = ak,`
√
2 sin(kpix1)
{
sin(ξ0x2) si 0 < x2 < h0,
sin(ξ0h0)
sinh(ξ′1(H−h0)) sinh(ξ
′
1(H − x2)) si h0 < x2 < H, (33)
ou` les quantite´s λk,`, ξ0 et ξ′1 sont lie´es par la relation de dispersion
tanh(ξ′1(H − h0))
ξ′1
= −tan(ξ0h0)
ξ0
. (34)
Cette relation exprime la continuite´ des traces des fonctions propres et de leurs de´rive´es normales en x2 = h0.
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Remarque 2. Si (ukn,`n)n est une suite de solutions guide´es, il n’est pas possible que ξ0(kn, `n)→ 0 puisque
l’on aurait a` la fois ξ′1 → ∞ et tanh(ξ
′
1(H−h0))
ξ′1
→ −h0, ce qui est impossible puisque l’expression de gauche
est positive. Par conse´quent, ξ′1(kn, `n)→ +∞ et ξ0 borne´ implique sin(ξ0h)→ 0. De meˆme, sin(ξ0h0)→ 0
implique ξ′1 →∞.
Les coefficients ak,` servent a` la normalisation des fonctions propres. Noter que les solutions ne ve´rifient ni
ξ′1 = 0 ni ξ0 = 0.
Remarque 3. Les quantite´s ξ0 et ξ′1 ont une interpre´tation spectrale ge´ome´trique simple si on pose κ :=
k2pi2 : dans le nouveau repe`re (κ, λ) 8 les paraboles deviennent des droites et la quantite´ (ξ′1)2 est e´gale a`√
1+c21
c1
d(Mλk,` , B) ou` d(Mλk,` , B) est la distance du pointMλk,` = (κ, λk,`) a` la barrie`re spectrale d’e´quation
λ = c1κ. De son coˆte´,
√
2ξ20 est la distance de Mλk,` a` la frontie`re spectrale d’e´quation λ = κ.
Pour k fixe´, on pose L = Lk := max{`; ` ≥ 1, λk,` < c1k2pi2}. C’est le plus grand entier ` tel que λk,` est
une valeur propre guide´e. On posera aussi dans l’article
Ck;ω := vol(ω)
(
1− sin(kpi(l2 − l1))
kpi(l2 − l1) cos(kpi(l2 + l1))
)
, (35)
Rk,`;ω :=
∫
ω |vk,`(x)|2dx∫
Ω |vk,`(x)|2dx
(36)
pour les fonctions propres vk,`, 1 ≤ ` ≤ L, k ≥ 1, avec ω := (l1, l2)× (a, b), 0 ≤ l1 < l2 ≤ 1, 0 ≤ a < b ≤ H
et vk,`(x) := ak,`
√
2
L sin(kpix1)uk,`(x2) ou` L = 1, uk,` e´tant de´fini implicitement par (33). Noter qu’il ne faut
pas confondre les nombres re´els l1 et l2 avec les entiers `n, que l’on utilise. Quand il n’y a aucune possibilite´
d’ambiguı¨te´, la notationC de´signe une constante strictement positive qui peut prendre diffe´rentes valeurs. Noter
qu’e´tudier les vk,` revient a` e´tudier les uk,`.
3.1 Les e´nonce´s
The´ore`me 3. Suivant la localisation de l’ouvert ω := (l1, l2)× (a, b) ⊂ Ω on a
• Cas 1 : ω ⊂ Ω1, i.e. h0 ≤ a < b, et une suite de fonctions propres guide´es (vkn,`n)n≥1.
Si la suite (vkn,`n)n ve´rifie ξ
′
1 →∞, alors on a
‖vkn,`n‖2L2(ω)
‖vkn,`n‖2L2(Ω)
∼ l2 − l1
h0
sin2(ξ0h0)
1− sin(2ξ0h0)2ξ0h0
e−2ξ′1(a−h0)
ξ′1
. (37)
Avec kn → ∞, ceci a lieu, en particulier, dans les deux cas suivants : `n ≤ Lkn − 1, ou bien s’il existe une
constante d, c0 = 1 < d < c1, telle que (knpi)2 < λkn,`n ≤ d(knpi)2.
• Cas 2 : ω ⊂ Ω0 et une suite de fonctions propres guide´es (vkn,`n)n≥1.
1. Si la suite (vkn,`n)n ve´rifie ξ
′
1 → ∞, alors on a l’encadrement suivant pour tout ε > 0, de`s que
k ≥ N(ε),
vol(ω)
h0
(1− ε) ≤
‖vkn,`n‖2L2(ω)
‖vkn,`n‖2L2(Ω)
≤ 5
2
vol(ω)
h0
(1 + ε). (38)
Ceci a lieu, en particulier, si `n ≤ Lkn − 1 ou bien s’il existe une constante d, c0 = 1 < d < c1, telle
que (knpi)2 < λkn,`n ≤ d(knpi)2.
8. Ce n’est pas celui qui correspond exactement aux coordonne´es microlocales usuelles.
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2. Pour la suite de fonctions propres guide´es associe´es aux λk,Lk , on a
∀ε > 0, ∃N, ∀k > N =⇒ vol(ω)
h0 +
2
3(H − h0)
(1− ε) ≤
‖vk,Lk‖2L2(ω)
‖vk,Lk‖2L2(Ω)
≤ vol(ω)
h0
(1 + ε). (39)
Si, de plus, ξ′1 →∞ pour une suite extraite, celle-ci ve´rifie
‖vk,Lk‖2L2(ω)
‖vk,Lk‖2L2(Ω)
∼ 1
h0
vol(ω). (40)
• Cas 3 : ω est une bande ouverte a` cheval sur l’interface, i.e. ω := (0, L)× (h0 − α−, h0 + α+), 0 < α− <
h0, α+ < H − h0. On pose ωi := ω ∩ Ωi, i = 0, 1, et soit (vkn,`n)n une suite de fonctions propres guide´es.
Si ξ′1 → ∞ pour la suite de fonctions propres guide´es (vkn,`n)n il alors existe une constante positive a¯ =
a¯(α−) < 1 telle que, pour tout n, on a
1
2α−
sin2(ξ0h)
ξ′1
(1 + o(e−ξ
′
1α+)) ≤
‖v2kn,`n‖2L2(ω1)
‖vkn,`n‖2L2(ω0)
≤ 1
1− a¯
sin2(ξ0h)
ξ′1
(1 + o(e−ξ
′
1α+)) (41)
Ceci a lieu, en particulier, si `n ≤ Lkn − 1 ou bien s’il existe une constante d, c0 = 1 < d < c1, telle que
(knpi)
2 < λkn,`n ≤ d(knpi)2.
Nous n’avons conside´re´ que des suites de fonctions propres sans re´pe´tition et, dans le Cas 3, pour revenir a`
un ω = (l1, l2)× (h0−α−, h0 +α+), il suffit de multiplier par le coefficient 2
∫ l2
l1
sin2(kpix1)dx1 les re´sultats
affiche´s.
Corollaire 2. Soit ω := (l1, l2)× (a, b) ⊂ Ω et une suite de fonctions propres guide´es (vk,`)k, l’indice ` e´tant
fixe´. On a alors
• Cas 1 : ω ⊂ Ω1, i.e. h0 ≤ a < b,
a1λ
− 3
2
k,` e
−a2λ
1
2
k,`‖vk,`‖2L2(Ω) ∼ ‖vk,`‖2L2(ω), k →∞, (42)
ou` a1 =
(l2−l1)(`pi)2
h30
(
c1
c1−1
) 3
2 et a2 = 2(a− h0)
√
c1−1
c1
.
• Cas 2 : ω ⊂ Ω0, i.e. 0 ≤ a < b < h0,
‖vk,`‖2L2(ω)
‖vk,`‖2L2(Ω)
∼ 1
h0
vol(ω)
(
1− sin(`
pi
h0
(b− a))
2` pih0 (b− a)
cos(2`
pi
h0
(a+ b))
)
, k →∞, (43)
• Cas 3 : ω est une bande ouverte a` cheval sur l’interface, i.e. ω := (0, L)× (h0 − α−, h0 + α+), 0 < α− <
h0, α+ < H − h0. On pose ωi := ω ∩ Ωi, i = 0, 1,.
2
3α−
sin2(ξ0h0)
ξ′1
(1 + o(e−ξ
′
1α+)) ≤
‖vk,`‖2L2(ω1)
‖vk,`‖2L2(ω0)
≤ 2
α−
sin2(ξ0h0)
ξ′1
(1 + o(e−ξ
′
1α+)) (44)
ou` sin2(ξ0h0) ∼ c1pi2h2(c1−1) 1k2n et ξ
′
1 →∞.
Remarque 4. Il est important de noter que
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1. Lorsque ω = Ω1 et ξ′1 → ∞ pour la suite conside´re´e, le cas 1 du Corollaire 2 dit que la norme L2
se concentre dans Ω0 en O( 1ξ′1
). De plus, pour ω = (0, 1) × (h0 − ε, h0), ε > 0, le Cas 2-item 1 du
The´ore`me 3 implique que lim infk→∞Rk,`n,ω > 0, (cf. (51)), l’indice `n pouvant varier avec k.
2. Pour le mode`le a` un saut, il est certain que la courbe λ = c1 k
2pi2
L2
de´finit la frontie`re entre les valeurs
propres guide´es et celles qui ne le sont pas. Ceci n’est pas encore prouve´ pour le proble`me a` plusieurs
sauts.
Il reste a` e´tudier la suite (vk,Lk)k, c’est a` dire la suite des fonctions propres dont les valeurs propres sont
les plus proches de la barrie`re spectrale. Pour cette suite on a ξ0 = ξ0(k,Lk) → ∞ quand k → ∞ mais les
comportements de ξ′1(k,Lk) et sin2(ξ0h0) sont plus de´licats a` de´terminer car l’item 2 du Lemme 5 ne re´pondra
a` toutes les possibilite´s. Par souci de simplicite´ rappelons que h0 = 12
9. Il faut se reporter a` l’Annexe B pour
certains de´tails e´nonce´s et utilise´s dans le Cas 1 du Corollaire 2 et la Proposition 2.
Proposition 2. Supposons h0 = 12 , ω¯ ⊂ Ω1
1. Si
√
c1 − 1 ∈ N, il existe des constantes positives C1, C ′1, C2, C ′2 telles que la suite de fonctions propres
guide´es correspondant aux valeurs propres λk,Lk ve´rifie l’encadrement
C ′1e
−C′2λ
1
4
k,Lk‖uk,Lk‖2L2(Ω) ≤ ‖uk,Lk‖2L2(ω) ≤ C1e
−C2λ
1
4
k,Lk‖uk,Lk‖2L2(Ω). (45)
2. Si
√
c1 − 1 ∈ R \ N, il existe des constantes positives C1, C2 telles que la suite de fonctions propres
guide´es correspondant aux valeurs propres λk,Lk ve´rifie l’encadrement
C1e
−C2λ
1
4
k,Lk‖uk,Lk‖2L2(Ω) ≤ ‖uk,Lk‖2L2(ω) ≤ ‖uk,Lk‖2L2(Ω). (46)
3. Si
√
c1 − 1 ∈ R \ N, il existe des constantes positives C1, C ′1, C2, C ′2 et une sous-suite de fonctions
propres guide´es correspondant aux valeurs propres λk,Lk ve´rifiant l’encadrement
C ′1e
−C′2λ
1
4
k,Lk‖uk,Lk‖2L2(Ω) ≤ ‖uk,Lk‖2L2(ω) ≤ C1e
−C2λ
1
4
k,Lk‖uk,Lk‖2L2(Ω). (47)
Corollaire 3. Soient (ϕj) une base orthonormale de fonctions propres associe´es a` la suite croissante des
valeurs propres µj ≤ µj+1 ≤ · · · de l’ope´rateur A = −∇ · (c∇) et un ouvert ω ⊂ Ω. On sait ([10]) qu’il
existe une constante C telle que∑
µj≤µ
|aj |2 ≤ CeCµ
1
2
∫
ω
|
∑
µj≤µ
ajϕj |2dx,∀aj ∈ R, ∀µ > 0. (48)
Il n’est pas possible de remplacer le facteur eCµ
1
2 par eCµ
1
α avec α > 4.
C’est une conse´quence imme´diate de la Proposition 2 en prenant une suite de fonctions propres satisfaisant
cette Proposition et ω ⊂ Ω1.
Lemme 5 (Lemme pre´paratoire). On conside`re une suite de fonctions propres guide´es (ukn,`n)n.
9. Ce choix ne change pas la nature du re´sultat puisque l’on ne fixe pas en meˆme temps la valeur nume´rique de c > 1.
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1. La constante Ckn;ω, de´finie par (35), tend vers vol(ω) si kn →∞.
2. Si `n = ` fixe´, on a λkn,` − λ` = o(1) ou` λ` = λ`(kn) := k2npi2 + `2 pi
2
h2
, ce qui implique que
ξ0(kn, `)→ `pih et ξ′1(kn, `)→∞ quand n→∞.
On a plus pre´cise´ment√
c1 − 1
c1
λ
1
2
kn,`
− ξ′1(kn, `) =
pi`2
2h20
√
c1
c1 − 1
1
kn
+ o(
1
kn
), (49)
sin(ξ0h0) = − 1
pih0
√
c1
c1 − 1
1
kn
+ o(
1
kn
) (50)
3. (ξ′1 = ξ′1(kn, `n)→ 0) =⇒ | sin(ξ0h0)| > C > 0.
De´monstration. L’item 1 est e´vident. Pour l’item 2, voir l’Annexe A. Pour l’item 3, on utilise la relation de
dispersion (34) et on remarque que ξ0(kn, `) ≥ ξ0(kn, 1) → pih0 d’apre`s l’item pre´ce´dent. Il suffit alors d’agir
par l’absurde puisque l’on aurait − tan(ξ0h0)ξ0 ∼ (H − h0), les deux coˆte´s ayant des signes oppose´s.
3.2 Preuves
3.2.1 Cas 1 du The´ore`me 3 et du Corollaire 2 : de´croissance dans ω ⊂ Ω1
L’ouvert ω e´tant contenu contenu dans Ω1, la partie ou` le coefficient de diffusion c est au maximum, on part
de
Rk,`;ω = Ck;ω
sin2(ξ0h0)
sinh2(ξ′1(H−h0))
(
sinh(ξ′1(b−a))
ξ′1(b−a) cosh
(
ξ′1(2H − (b+ a))
)− 1)
h0(1− sin(2ξ0h0)2ξ0h0 ) + (H − h0)
sin2(ξ0h0)
sinh2(ξ′1(H−h0))
(
sinh(2ξ′1(H−h0))
2ξ′1(H−h0) − 1
) .
Tout repose sur les re´sultats de l’Annexe A a` laquelle il convient de se reporter. Appliquant l’hypothe`se `n = `
fixe dans le The´ore`me 3 et les proprie´te´s du Lemme 5 on a directement le Corollaire 2. De plus, l’estimation
(37) est moins pre´cise que (42) si les indices `n sont tous e´gaux puisqu’on sait que sin(ξ0h0) → 0 dans le cas
de (42).
Par contre, on peut remplacer dans (37) le terme ξ′1(kn, `n) par la racine carre´e de la distance du point M =
(k2pi2, λkn,`n) a` la barrie`re spectrale, a` un coefficient multiplicatif pre`s. Se reporter a` la Remarque 3 dans ce
but. Noter que les quantite´s 1 − sin(2ξ0h0)2ξ0h0 ne tendent pas vers 0 dans (37) et que, si ω touche l’interface, l’ex-
ponentielle disparaıˆt dans (42) et (37).
3.2.2 Cas 2 du the´ore`me 3 et du Corollaire 2 : concentration dans ω ⊂ Ω0
Maintenant on a
Rk,`;ω = Ck;ω
1− sinh(ξ0(b−a))ξ0(b−a) cos
(
ξ0(a+ b)
)
h0(1− sin(2ξ0h0)2ξ0h0 ) + (H − h0)
sin2(ξ0h0)
sinh2(ξ′1(H−h0))
(
sinh(2ξ′1(H−h0))
2ξ′1(H−h0) − 1
) ,
que l’on peut mettre sous la forme
Rk,`,ω = vol(ω)
(1 +O( 1k ))
(
1− sin(ξ0(b−a))ξ0(b−a) cos(ξ0(a+ b))
)
h0(1− sin(2ξ0h0)2ξ0h0 ) + sin2(ξ0h0)
(
1
ξ′1 tanh(ξ
′
1(H−h0)) −
H−h0
sinh2(ξ′1(H−h0))
) . (51)
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• Pour le Corollaire 2, on sait que, d’une part ξ0 → ` pih0 (cf. Lemme 5) et, d’autre part, ξ′1 →∞. Il suffit alors
d’utiliser (51).
• Pour le point 1 du The´ore`me 3, on a ξ′1 →∞ et h0(1− 12pi ) < h0(1− sin(2ξ0h02ξ0h0 ) < h0.
• Pour le second point, on sait que ξ0(k,Lk) → ∞ mais le comportement de ξ′1 pre´sente une difficulte´. Si
ξ′1 →∞, ce qui arrive lorsque
√
c1 − 1 est un entier, on a
‖uk,Lk‖2L2(ω)
‖uk,Lk‖2L2(Ω)
∼ 1hvol(ω). Lorsque
√
c1 − 1 n’est pas
un entier, ce sera le cas pour une sous-suite comme il sera montre´ dans l’item 2 du Lemme 6. Sinon, on ve´rifie
que 0 < 1
sinh2(ξ′1(H−h0))
(
sinh(2ξ′1(H−h0))
2ξ′1(H−h0) − 1) ≤
2
3 .
3.2.3 Cas 3 du the´ore`me 3 et du Corollaire 2 : concentration sous l’interface S0.
Si Rkn,`n de´signe le rapport
∫
ω+
u2kn,`n (x)dx∫
ω− u
2
kn,`n
(x)dx
, on a
Rkn,`n =
α+
α−
sin2(ξ0h0)
sinh2(ξ′1(H − h0))
sinh(ξ′1α+)
ξ′1α+
cosh(ξ′1(2H − 2h0 − α+))− 1
1− sin(ξ0α−)ξ0α− cos(ξ0(2h0 − α−))
.
Comme ξ′1 →∞, on voit que Rkn,`n = sin
2(ξ0h0)
ξ′1α−
1+o(e−ξ
′
1α+ )
1− sin(ξ0α−)
ξ0α− cos(ξ0(2h0−α−))
. Dans le Corollaire on utilise (50)
et on remarque que
1
2
< 1− | sin(2`pi
α−
h )|
2`piα−h
≤ 1− sin(ξ0α−)
ξ0α−
cos(ξ0(2h0 − α−)) ≤ 1 +
| sin(2`piα−h0 )|
2`piα−h0
<
3
2
.
Pour le The´ore`me, on note que la quantite´ ξ0(kn, `n) ne s’approche pas de 0 car ξ0(kn, `n) ≥ ξ0(kn, 1) → pih .
Par conse´quent, il existe une constante strictement positive a¯ = a¯(α−) < 1 telle que | sin(ξ0α−)ξ0α− | ≤ a¯(α−) < 1
ce qui implique (41).
Dans les deux re´sultats, α+ n’intervient plus que dans o(e−ξ
′
1α+) ce qui peut surprendre si on voulait faire
grandir α+ mais il faut bien voir que α+ est fixe´.
On remarque, pour le premier cas particulier du Cas 3 du The´ore`me, que c1ξ′1(k,Lk−1) = c1k2pi2−λk,Lk−1 >
λLk − λLk−1 = ( pi4h)2(4Lk − 3) → ∞ dans les Cas 1 et 3 de l’Annexe B. Pour le Cas 2 de l’Annexe B, on a
c1ξ
′
1(k,Lk − 1) > λLk−1 − λLk−2 →∞.
3.2.4 La Proposition 2
Lorsque
√
c1 − 1 est un entier strictement positif, on a toujours ξ′1(k,Lk), ξ0(k,Lk) → ∞, et, de plus,√
k, ξ′1(k,Lk) et λ
1
4
k,Lk sont comparables. La preuve s’appuie sur la Remarque 4 qui donne
Rk,L;ω ∼ sin
2(ξ0h0)
h0
e−2ξ′1(a−h0)
ξ′1
si ξ′1(k,Lk), ξ0(k,Lk)→∞, k →∞. (52)
De plus, il n’est pas possible que sin2(ξ0h0) → 0. En effet, si sin2(ξ0h0) → 0, il vient de la relation de
dispersion que sin2(ξ0h0) ∼ ξ
2
0
(ξ′1)2
mais on sait aussi que ξ0 et ξ′1 sont relie´s par
ξ20
(ξ′1)2
= (c1−1) k2pi2(ξ′1)2 −c1. Cette
dernie`re quantite´ explosant puisque
√
k et ξ′1 sont comparables, nous avons montre´ que sin
2(ξ0h0) > C > 0 et
on peut encadrer Rk,Lk;ω par
e−2ξ
′
1(a−h0)
ξ′1
a` un facteur multiplicatif pre`s.
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Lorsque
√
c1 − 1 n’est pas un entier, on a, de manie`re ge´ne´rale,
0 < ξ′1(k,Lk) ≤ Cλ
1
4
k,Lk , (53)
ce qui n’implique pas (52) mais on peut extraire une sous-suite ayant les meˆmes proprie´te´s que dans la preuve
de la Proposition 2 : sin2(ξ0h0) 9 0, ξ′1(k,Lk), ξ0(k,Lk)→∞ et, de plus,
√
k, ξ′1(k,Lk) et λ
1
4
k,Lk e´tant com-
parables. Ceci prouve l’item 3 (cf. Annexe B pour les de´tails).
On ne sait pas affirmer la meˆme chose pour toutes les sous-suites.
Commenc¸ons par examiner l’item 2 qui concerne la suite comple`te. Outre (53), on montre que λ
1
4
k,Lk est com-
parable a`
√
k et ξ20 est comparable a` k
2, ce qui implique ξ
2
0
(ξ′1)2
≥ Ck. Si sin(ξ0h0)→ 0, la relation de dispersion
implique ξ20
tanh2(ξ′1(H−h0))
(ξ′1)2
→ 0. Par conse´quent, ξ′1 →∞, et comme tanh(ξ′1(H − h0))→ 1, il faudrait que
ξ20
(ξ′1)2
→ 0 ce qui contredit la croissance en k.
Maintenant nous savons que sin2(ξ0h0) > C > 0, (C ne de´pendant pas de la sous-suite conside´re´e). On a donc
Rk,Lk;ω ∼ vol(ω)×
sin2(ξ0h0)
(
sinh(ξ′1(b−a))
ξ′1(b−a) cosh
(
ξ′1(2H − (a+ b))
)− 1)
h0 sinh
2(ξ′1(H − h0)) + (H − h0) sin2(ξ0h0)
(
sinh(2ξ′1(H−h0))
2ξ′1(H−h0) − 1
) .
A` cause de (53) on doit regarder les comportements de ce rapport pour des sous-suites ou` l’on aurait l’une des
situations suivantes : ξ′1 → 0, ξ′1 →∞ ou 0 < a1 < ξ′1 < b1 <∞. On obtient
Rk,Lk;ω ∼ vol(ω) sin2(ξ0h0)
(b− a)2 + 12(H − a+b2 )2
6(h0 +
2
3)(H − h0)2
si ξ′1 → 0, (54)
Rk,Lk;ω ∼ vol(ω) sin2(ξ0h0)
1
h0(b− a)
e−2(a−h0)ξ′1
ξ′1
si ξ′1 →∞, (55)
0 < C1 ≤ Rk,Lk;ω ≤ C2 si 0 < a1 < ξ′1 < b1 <∞. (56)
ce qui donne l’encadrement peu pre´cis (46) si, au lieu de ξ′1(k,Lk), on introduit la valeur propre associe´e λk,Lk .
Il faut noter la diffe´rence des exposants entre (42) et (45) : l’exposant indiquant la de´croissance est λ
1
4 si la
suite des points Mλ longe la barrie`re spectrale alors qu’il est λ
1
2 si les points sont du type (k2npi
2, λkn,`), ` e´tant
fixe´.
4 Concentration : cas du mode`le a` deux sauts
Pour alle´ger l’e´criture nous remplacerons provisoirement x2 par x. L’e´quation a` satisfaire dans L2(0, H)
est
−(cu′)′ + (ck
2pi2
L2
− λ)u, u(0) = u(H) = 0, (57)
et nous utiliserons les notations suivantes :
ψ0(x) := ψ(x) si 0 < x < h0, ψ1(x) := ψ(x) si h0 < x < h1, ψ2(x) := ψ(x) si h1 < x < H,
ξ20 :=
λ
c0
− k2pi2
L2
, ξ21 :=
λ
c1
− k2pi2
L2
, (ξ′1)2 :=
k2pi2
L2
− λc1 , ξ22 := λc2 − k
2pi2
L2
, (ξ′2)2 :=
k2pi2
L2
− λc2 ,
(58)
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e´tant entendu que les valeurs ξ20 , ξ
2
1 , ξ
′
1 et ξ
′
2 seront toujours des nombres re´els positifs quand nous les utiliserons.
On ve´rifie que
u0(x) = a0 sin(ξ0x)
u1(x) = a1 sin(ξ1x) + b1 cos(ξ1x) si ξ21 > 0,
u1(x) = a
′
1 sinh(ξ
′
1x) + b
′
1 cosh(ξ
′
1x) si ξ
2
1 < 0,
u2(x) = a2 sinh(ξ
′
2(H − x)) si ξ22 < 0,
u2(x) = a2 sin(ξ2(H − x)) si ξ22 > 0.
(59)
et on obtient trois relations de dispersion suivant la position de la valeur propre λ :
Zone(0) − tan(ξ0h0)c0ξ0 =
tanh(ξ′1(h1−h0))
c1ξ′1
+
tanh(ξ′2(H−h1))
c2ξ′2
1 +
c1ξ′1
c2ξ′2
tanh(ξ′1(h1 − h0)) tanh(ξ′2(H − h1))
si ξ21 < 0, (60)
Zone(I)
tanh(ξ′2(H−h1))
c2ξ′2
=
tan(ξ0h0)
c0ξ0
+ tan(ξ1(h1−h0))c1ξ1
c1ξ1
c0ξ0
tan(ξ0h0) tan(ξ1(h1 − h0))− 1
si ξ21 > 0 et (ξ
′
2)
2 > 0, (61)
Zone(II) tan(ξ2(H−h1))c2ξ2 =
tan(ξ0h0)
c0ξ0
+ tan(ξ1(h1−h0))c1ξ1
c1ξ1
c0ξ0
tan(ξ0h0) tan(ξ1(h1 − h0))− 1
si ξ21 > 0 et ξ
2
2 > 0. (62)
Si on conside`re, a` k fixe´, la position des valeurs propres λk,` par rapport aux valeurs limites c0 k
2pi2
L2
, c1
k2pi2
L2
et
c2
k2pi2
L2
, on constate que
— lorsque c0 k
2pi2
L2
< λk,` < c1
k2pi2
L2
, la restriction a` Ω0 de la solution uk,` arrive sur l’interface S0 avec un
angle supe´rieur a` l’angle limite de la re´flexion totale ;
— lorsque c1 k
2pi2
L2
< λk,` < c2
k2pi2
L2
, la restriction a` Ω0 ∪Ω1 traverse S0 et arrive sur l’interface S1 avec un
angle supe´rieur a` l’angle limite de la re´flexion totale ;
— lorsque c2 k
2pi2
L2
< λk,`, la solution uk,` est, dans chaque re´gion Ω0,Ω1 et Ω2, une combinaison line´aire
de sinus et cosinus sans re´flexion totale sur une interface.
4.1 Zone (0) : cas de la relation de dispersion (60)
Dans cette sous-section nous conside`rons donc les valeurs propres λ telles que c0 k
2pi2
L2
< λ < c1
k2pi2
L2
. Il y
en a une infinite´ formant une suite a` deux indices λk,`, k = 1, · · · , 1 ≤ ` ≤ Lk, l’entier Lk e´tant une fonction
monotone croissante de k.
Proposition 3. Posant a0 = 1, on a, a` une constante de normalisation pre`s,
u0(x) = sin(ξ0x) (63)
u1(x) = cosh(ξ
′
1(x− h0))
[
sin(ξ0h0) +
c0ξ0
c1ξ′1
cos(ξ0h0) tanh(ξ
′
1(x− h0))
]
(64)
u2(x) =
cosh(ξ′1(h1 − h0))
sinh(ξ′2(H − h1))
[
sin(ξ0h0) +
c0ξ0
c1ξ′1
cos(ξ0h0) tanh(ξ
′
1(h1 − h0))
]
sinh(ξ′2(H − x)) (65)
Proposition 4 (Estimations pre´paratoires). Lorsque l’indice ` est fixe´, 1 ≤ 2`L, on a
1.
ξ0 =
`pi
h0
(
1− h20
2`2pi2
Mk,`
1
k + o(
1
k )
)
avec c
2
0`
2√
c1(c1−c0)
< Mk,` < 2
c20`
2√
c1(c1−c0)
,
sin(ξ0h0) = (−1)`+1 h
2
0
2`pi
Mk,`
k + o(
1
k ),
cos(ξ0h0) = (−1)`(1− h
2
0
4`2pi2
M2k,`
k2
+ o( 1
k2
)).
(66)
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2.
ξ′1 =
√
c1−c0
c1
kpi
L
(
1− c0`2L2
2(c1−c0)h20
1
k2
+ o( 1
k2
)
)
, ξ′2 =
√
c2−c0
c2
kpi
L
(
1− c0`2L2
2(c2−c0)h20
1
k2
+ o( 1
k2
)
)
,√
c1−c0
c0c1
λ
1
2
k,` − ξ′1 = pi2 `
2L
h20
√
c1
c1−c0
1
k + o(
1
k ).
(67)
3.
cosh(ξ′1(h1 − h0))
sinh(ξ′2(H − h1))
[
sin(ξ0h0) +
c0ξ0
c1ξ′1
cos(ξ0h0) tanh(ξ
′
1(h1 − h0))
]
= (−1)`+1 (1 + o(1))
k
× e−(ξ′2(H−h1)−ξ′1(h1−h0)) c0`
h0
√
c1(c1 − c0)
[
h30
2pi
√
c1(c1 − c0)
c0
Mk,`
`2
− L
]
(68)
Remarque 5. L’onde associe´e a` la fonction propre dans Ω0 devient rasante le long de l’interface S0 lorsque
k → ∞. En effet, d’apre`s (66) la quantite´ ξ0 est e´quivalente a` `pih0 ce qui fait que l’angle d’incidence θ0 de
l’onde par rapport a` la normale a` S0 ve´rifie tan θ0 ∼ h0L`k. Asymptotiquement (en k) il n’y aurait donc plus de
transmission entre Ω0 et Ω1 ∪ Ω2.
Maintenant, en vue de conside´rer la localisation d’une suite de fonctions propres uk,` lorsque k → ∞, `
e´tant fixe, sur un ouvert ω := (0, L) × (a, b) ⊂ Ω, nous ne´gligeons la largeur de l’ouvert Ω et nous nous
contentons d’estimer la norme L2 de la suite de fonctions associe´es ψk,` lorsque k →∞.
Proposition 5. Si ω := (0, L)× (a, b) ⊂ Ω, 0 ≤ a < b ≤ H, on a les cas suivants lorsque k →∞,
• ω ⊂ (0, h0)∫
(a,b)
|uk,`(x)|2dx = b− a
2
(
1− sin(2ξ0b)− sin(2ξ0a)
2ξ0(b− a)
)
→ b− a
2
(
1− sin(2
`pi
h0
b)− sin(2 `pih0a)
2 `pih0 (b− a)
)
(69)∫
(0,h0)
|uk,`(x)|2dx = h0
2
(
1− sin(2ξ0h0)
2ξ0h0
)
→ h0
2
(70)
• ω ⊂ (h0, h1)∫
(a,b)
|uk,`(x)|2dx = `
2c20
2h20c1(c1 − c0)
(
h30
√
c1(c1 − c0)
2pi`2c0
Mk,` − L
)2
e2ξ
′
1(b−h0)
2k2ξ′1
(1 + o(1)) (71)
∫
(h0,h1)
|uk,`(x)|2dx = `
2c20
2h20c1(c1 − c0)
(
h30
√
c1(c1 − c0)
2pi`2c0
Mk,` − L
)2
e2ξ
′
1(h1−h0)
2k2ξ′1
(1 + o(1)) (72)
• ω ⊂ (h1, H).∫ b
a
|uk,`(x)|2dx = `
2c20
2h20c1(c1 − c0)
(
h30
√
c1(c1 − c0)
2pi`2c0
Mk,` − L
)2
e−2(ξ′2(a−h1)−ξ′1(h1−h0))
2k2ξ′2
(1+o(1)) (73)
∫ H
h1
|uk,`(x)|2dx = `
2c20
2h20c1(c1 − c0)
(
h30
√
c1(c1 − c0)
2pi`2c0
Mk,` − L
)2
e2ξ
′
1(h1−h0)
2k2ξ′2
(1 + o(1)) (74)
19
Remarque 6. Le the´ore`me pre´ce´dent nous ame`ne aux pre´cisions suivantes
1. Dans (70) la convergence vers h02 se fait par valeurs supe´rieures. Une partie de l’e´nergie fuit donc vers
Ω1 ∪ Ω2.
2. L’introduction du terme Mk,` est d’origine technique car nous ne connaissons pas exactement la solu-
tion de (60). A` cause de cette impre´cision nous supposerons que
(H) L <
c0h
3
0
2pi
ou L >
c0h
3
0
pi
, (75)
ce qui implique Ac0,c1,k,` :=
(
h30
√
c1(c1−c0)
2pi`2c0
Mk,` − L
)2
> 0.
3. La normalisation de chaque fonctions propre uk,` e´tant la meˆme pour x2 ∈ (0, H), il est facile de voir
qu’avec celle-ci
‖uk,`‖2L2(Ω) ∼
`2c20
2h20c1(c1 − c0)
Ac0,c1,k,`
(
1
ξ′1
+
1
ξ′2
)
e2ξ
′
1(h1−h0)
2k2
(76)
The´ore`me 4 (concentration autour de S1). On suppose que ` fixe´ et que l’hypothe`se (75) est satisfaite, alors
l’essentiel de l’e´nergie de la suite (uk,`)k≥1 se concentre au voisinage de l’interface S1 = {(x1, h1); 0 < x1 <
L}. Plus pre´cise´ment, si 0 < ε < inf(H − h1, h1 − h0), on a∫
(0,L)×(h1−ε,h1) |uk,`|2dx∫
Ω |uk,`|2dx
∼ ξ
′
2
ξ′1 + ξ′2
(77)∫
(0,L)×(h1,h1+ε) |uk,`|2dx∫
Ω |uk,`|2dx
∼ ξ
′
1
ξ′1 + ξ′2
(78)
sachant que ξ
′
1
ξ′2
=
√
c2(c1−c0)
c1(c2−c0)(1 + o(
1
k )) avec une limite strictement infe´rieure a` 1.
La remarque 5 fait penser que l’hypothe`se (75) n’est pas essentielle pour qu’il y ait concentration dans
Ω1 ∪ Ω2.
Remarque 7. Il faudrait comprendre la raison pour laquelle il n’y a pas de concentration de l’e´nergie au
voisinage de l’interface S0. Posant x = h0(1− y), y → 0+, on a sin(ξ0x) = (−1)`+1`pi(y+ h
2
0
2`2pi2
Mk,`
k +
y
k +
o( 1k )). Ainsi, a` k fixe´, sin(ξ0x) ∼ (−1)`+1
h20
2`2pi2
Mk,`
k lorsque y → 0+. Toujours dans ce cadre,
1. si ` est impair, ψ0(x) est petit et positif, sa de´rive´e, ne´gative, est proche de − `pih0 . Elle de´croıˆt et est
concave mais cette concavite´ (− `piMk,`2k ) devient petite lorsque k augmente. Apre`s avoir de´passe´ x =
h0, la courbe continue a` de´croıˆtre mais la concavite´ change de sens d’autant plus fortement que k
augmente.
2. si ` est pair, les variations sont analogues mais syme´triques.
Ces comportements n’expliquant pas vraiment la situation il faudrait peut-eˆtre chercher une explication utili-
sant le lien entre la de´rive´e normale et la de´rive´e tangentielle.
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4.2 Zone (I) : cas de la relation de dispersion (61)
Puisque ξ21 > 0 on a
u0(x) = a0 sin(ξ0x)
u1(x) = a1 sin(ξ1x) + b1 cos(ξ1x),
u2(x) = a2 sinh(ξ
′
2(H − x))
(79)
Notation : Soient (fn) et (gn) sont deux suites. La notation fn u gn signifiera que ces quantite´s sont com-
parables, i.e. qu’il existe des nombres re´els positifs M1,M2 > 0 tels M1 ≤ fngn ≤ M2 de`s que n est assez
grand.
The´ore`me 5. On suppose que la suite (λkn,`n)n appartient a` la zone (I) , i.e. c1 k
2pi2
L2
< λkn,`n < c2
k2pi2
L2
.
1. Soit 0 < ε < c2−c12 . Si la suite ve´rifie (c1 + ε)
k2npi
2
L2
< λkn,`n < (c2 − ε)k
2
npi
2
L2
, la suite des fonctions
propres associe´es (ukn,`n)n concentre leurs normes L
2 dans Ω0 ∪ Ω1 :
h1 ≤ a < b < H =⇒
∫ b
a
|uk,`(x)|2dx u e
−2ξ′2(a−h1)
ξ′2
(80)∫
Ω0
|ukn,`n(x)|2dx u
∫
Ω1
|ukn,`n(x)|2dx (81)
2. Si la suite des quantite´s (ξ′2)n, correspondant a` la suite (λkn,`n)n, tend vers 0 alors la norme L2 des
fonctions propres associe´es (ukn,`n)n est re´partie de manie`re comparable sur les Ωi, i = 0, 1, 2 :∫
Ω0
|ukn,`n(x)|2dx u
∫
Ω1
|ukn,`n(x)|2dx u
∫
Ω2
|ukn,`n(x)|2dx (82)
3. Si la suite des quantite´s (ξ1)n, correspondant a` la suite (λkn,`n)n, tend vers 0 alors la norme L
2 des
fonctions propres associe´es (ukn,`n)n se concentre dans Ω1 :
h1 ≤ a < b ≤ H =⇒
∫ b
a
|ukn,`n(x)|2dx u
e−2ξ′2(a−h1)
ξ′2
(83)
h0
2
∼
∫
Ω0
|ukn,`n(x)|2dx 
∫
Ω2
|ukn,`n(x)|2dx u
1
ξ′2
(84)
De´monstration. Utiliser les trois cas particuliers de l’Annexe C.
Il faut noter que toutes les possibilite´s n’ont pas e´te´ examine´es car il se pourrait, par exemple, que la suite
des valeurs propres ve´rifie α1 > ξ1 > α2 > 0 sans que l’on soit dans la situation 1 du the´ore`me 5.
Conclusion Beaucoup reste a` faire dans cette voie, en particulier la ge´ne´ralisation a` un coefficient de diffusion
seulement continu mais les re´sultats obtenus disent de´ja` ce qu’il est possible d’espe´rer. Il faut noter que si l’e´tude
tre`s pre´cise du cas N = 1 (Section 3) re´sulte d’une re´solution presque explicite de la relation de dispersion, ce
n’est plus le cas dans la Section 4.2. D’autre part, nous aurions pu aussi conside´rer l’e´nergie |uk,`|2 + |∇uk,`|2
au lieu de |uk,`|2, un rapide coup d’oeil montre que dans la plupart des cas la valeur du rapport Rω(v) dans (1)
change mais pas sa nature.
Annexes
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A Item 2 du Lemme 5 et The´ore`me 3 : indications
Remarque 8. Comme les valeurs propres guide´es λk,` ve´rifient k2pi2 < λk,` < c1k2pi2, elles sont comparables
a` k2pi2.
• Les notations de´finies en (32) seront parfois e´tendues au cours du texte en y remplac¸ant la valeur propre λk,`
par la variable λ parcourant un intervalle de R mais aucune confusion ne sera possible.
• L’entier k est provisoirement fixe´, la constante c1 est suppose´e strictement supe´rieure a` 1. On a L = Lk
valeurs propres λk,` classe´es dans l’ordre croissant k2pi2 < λk,1 < λk,2 < · · · < λk,L < c1k2pi2. Elles
correspondent aux abscisses des points d’intersection de la courbe repre´sentant la fonction croissante λ 7→
1
ξ′1
tanh(ξ′1(H − h0)) avec la courbe λ 7→ − 1ξ0 tan(
ξ0
2 ) ou`, ici, ξ0 = (λ − k2pi2)1/2, ξ′1 = (k2pi2 − λc1 )1/2. La
figure 3 repre´sente ceci ou` on a pose´
λ` = λ`(k) = k
2pi2 + (2`− 1)2 pi
2
4h20
, λ` = λ`(k) := k2pi2 + `2
pi2
h20
, 1 ≤ ` ≤ Lk + 1. (A.1)
Maintenant, nous nous inte´ressons a` l’intervalle Ik,` := (λ`, λ`+1) :
+1kL
¸
kL
¸
kL¸
kk;L
¸
{1kL¸
{1kk;L
¸
{1kL
¸
¸
1¸ 2¸
1¸ 2¸ 3¸
2¼2ck
2¼2k
² ² ² ²²
k¼
||||||||||||
))h{H(c||
{1ck¼tanh(
{1c
||c
`¸
`¸
k;`¸
+1`¸
FIGURE 3 – re´partition des valeurs propres
1. la longueur de l’intervalle Ik,` est e´gale a` 2`pi
2
h20
et ne de´pend donc pas de l’indice k;
2. le milieu de l’intervalle est (λ` + λ`+1)/2 = k2pi2 + (4`2 + 1) pi
2
4h20
;
3. λ` = λ`+λ`+12 − pi
2
4h20
;
4. la restriction de la courbe λ 7→ − 1ξ0 tan(ξ0h0) a` l’intervalle Ik,` est inde´pendante de l’indice k ce qui
se voit imme´diatement par le changement de variable µ = λ− k2pi2 − (2`− 1)2 pi2
4h20
et µ ∈ (0, 2`pi2
h20
).
D’autre part, sur Ik,`, la courbe en tangente hyperbolique de´pend de k et s’e´crase de plus en plus vers
l’axe des abscisses lorsque k → ∞, ce qui prouve que la suite (λk,`)k tend vers λ` quand k → ∞,
l’indice ` restant fixe,
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5. La quantite´ ξ0 devient alors
√
µ+ (2`− 1)2 pi2
4h20
. Si µ` correspond a` λ` et µk,` a` λk,`, on obtient
tanh(ξ′1(H − h0))
ξ′1
=
√
c1
c1 − 1
1
kpi
(
1 +
1
2(c1 − 1)k2 (
µ− µ`
pi2
+
`2
h20
) + o(
1
k2
)
)
, (A.2)
−tan(ξ0h)
ξ0
=
h30
2`3pi3
(µ` − µ) + o(µ` − µ), (A.3)
µ` − µk,` = 2`
3pi2
h30
√
c1
c+ − 1
1
k
+ o(
1
k
). (A.4)
De son coˆte´, la relation de dispersion (34) s’e´crit (µ e´tant la solution µk,`)
µ` − µk,` = 2`
3pi3
h30
√
c1
c1 − 1
1
kpi
+ o(
1
k2
) + o(µ` − µ) (A.5)
Il n’y a plus qu’a` rassembler ces re´sultats et revenir aux notations ξ0, ξ′1 et λk,` pour avoir le Lemme 5 (cf. [3]
pour plus de de´tails).
• Examinons maintenant le The´ore`me 3. On suppose provisoirement que ω est une bande (0, 1)× (a, b) de Ω+
et on appelle Rk,`;ω le rapport
‖uk,`‖2L2(ω)
‖uk,`‖2L2(Ω)
10. Les hypothe`ses du The´ore`me 3 impliquent de´ja` que ξ′1(k, `)→∞
car la distance des points (k2pi2, λk,`) a` la barrie`re spectrale tend vers l’infini avec k. On ve´rifie que∫
ω
|uk,`(x)|2dx = a2k,`
sin2(ξ0h0)
2(1− e−2ξ′1(H−h0))2
{
e−2ξ′1(a−h0)
ξ′1
(1 + o(1))− 4(b− a)e−2ξ′1(H−h0)
}
∼ a2k,`
sin2(ξ0h0)
2
e−2ξ′1(a−h0)
ξ′1
, (A.6)∫
Ω−
|uk,`(x)|2dx = a2k,`
h0
2
(
1− sin(2ξ0h0)
2ξ0h0
)
, (A.7)∫
Ω+
|uk,`(x)|2dx = a2k,`
sin2(ξ0h0)
2ξ′1
[1− 2(H − h0)ξ′1e−2ξ
′
1(H−h0) + o(e−2ξ
′
1(H−h0))]. (A.8)
Pour cette dernie`re relation on a utilise´ l’e´quivalence sin2(ξ0h0) ∼ ξ
2
0
(ξ′1)2
cos2(ξ0h0), conse´quence de la relation
de dispersion (34). On arrive ainsi a`
Rk,`;ω ∼ sin
2(ξ0h0)e
−2ξ′1(a−h0)
ξ′1h(1− sin(2ξ0h0)2ξ0h0 ) + sin2(ξ0h0)
(
1 +O(ξ′1e−2ξ
′
1(H−h0))
) . (A.9)
Pour l’item 1, on utilise le Lemme 5 qui implique sin2(ξ0h0) ∼ ξ
2
0
(ξ′1)2
, d’ou`
Rk,`;ω ∼ (`pi)
2
h30
e−2ξ′1(a−h0)
(ξ′1)3
. (A.10)
C’est maintenant la relation (49) qui permet d’obtenir (42). Cf. [4] pour plus de de´tails.
• Pour l’item 2, on note que les relations (A.6)-(A.9) sont toujours valables car c1(ξ′1(kn, `n))2 ≥ (c1 −
10. Pour revenir au cas ge´ne´ral il suffira de multiplier les limites, lim sup et lim inf, du rapport par l2 − l1.
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d)k2npi
2 → ∞. De plus, ξ0(kn, `n) ≥ ξ0(kn, 1) 11 implique lim inf ξ0(kn, `n) > 0 puisque ξ0(kn, 1) → pih
d’apre`s le Lemme 5. Ces trois constatations ame`nent a`
Rk,`;ω ∼ 1
h0
sin2(ξ0h0)
1− sin(2ξ0h0)2ξ0h0
e−2ξ′1(a−h0)
ξ′1
. (A.11)
Remarque 9. Il faut noter que l’e´quivalence (A.9) n’exige pas que l’indice ` soit constant mais seulement que
ξ′1 →∞ tandis que (A.11) n’exige pas non plus que ` soit constant mais que ξ′1 →∞ et lim inf ξ0(kn, `n) > 0.
B Proposition 2 : indications
Remarque 10. Choisir h0 = 12 n’est pas restrictif. En effet, partons des trois e´le´ments : l’ouvert Ω = (0, 1)×
(0, H) avec une interface en x2 = h, le coefficient de diffusion c et le couple (A,D(A)) introduits dans la
Section 1 et posons
Ω˜ = (0, 1)× (0, H˜),Ω = (0, 1)× (0, H), 2hH˜ = H,
ϕ : Ω˜ 7→ Ω, ϕ(x˜) =
{
(x˜1, 2hx˜2) si 0 < x˜2 < 12 ,
(x˜1, 2h(x˜2 − 12) + h si 12 < x˜2 < H˜,
c(x) = (2h)2c˜(ϕ−1(x)),
U : L2(Ω˜, c˜−1dx˜) 7→ L2(Ω, c¯−1dx), (Uf˜)(x) = √2hf˜(ϕ−1(x)),
(B.1)
on ve´rifie que
1. U est une application unitaire entre ces deux espaces d’Hilbert ;
2. l’interface de Ω est ramene´e de x2 = h a` x˜2 = 12 ;
3. U−1AU = A˜ ou` le couple (A˜,D(A˜) est de´fini par A˜ = −c˜∆ etD(A˜) := {u˜ ∈ H10 (Ω˜); A˜u˜ ∈ L2(Ω˜)}.
Comme c|Ω˜− n’est pas e´gal a` 1 mais a` (2h)
2 il faut corriger les valeurs propres par ce coefficient multiplicatif
mais les fonctions propres sont inchange´es.
Les quantite´s ξ′1(k, `), 1 ≤ ` ≤ Lk, sont les indicateurs du taux de de´croissance des fonctions propres
guide´es dans la partie Ω+ et elles ve´rifient
ξ′1(k, 1) > ξ
′
1(k, 2) > · · · > ξ′1(k,Lk) > 0. (B.2)
Remarque 11. Pour h = 12 , c1 = 2, des calculs assez simples aboutissent aux ine´galite´s plus pre´cises suivantes
pi < ξ0(k, 1) < ξ0(k, 2) < · · · < pi(k − 2) < ξ0(k,Lk) < pik
pi√
2
√
k2 − 1 > ξ′1(k, 1) > ξ′1(k, 2) > · · · >
√
2pi
√
k − 1 > ξ′1(k,Lk) > pi√2
√
k − 12 .
(B.3)
Dans ce cas particulier, la quantite´ ξ′1(k,Lk) est de l’ordre de
√
k donc du meˆme ordre que λ
1
4
k,Lk . Ceci servira
de guide dans ce qui suit mais, malheureusement, nous n’avons pas ce re´sultat dans le cas ge´ne´ral, sans
l’exclure cependant.
11. L’interpre´tation ge´ome´trique de la Remarque 3 rend e´vidente cette ine´galite´.
24
Dans la suite on n’impose plus c1 = 2 mais, comme on suppose h0 = 12 , on a
λ` = λ`(k) = k
2pi2 + (2`− 1)2pi2, λ` = λ`(k) := k2pi2 + 4`2pi2, 1 ≤ ` ≤ L+ 1. (B.4)
Appelant L¯k le plus petit entier ve´rifiant c1k2pi2 ≤ λL¯k+1, on est confronte´ a` trois possibilite´s pour situerL = Lk (le plus grand entier tel que λk,Lk < c21k2), dans les intervalle Ik,` = (λ`, λ`+1) :
1. Cas 1, i.e. λL¯k ≤ c1k2pi2 ≤ λL¯k+1, repre´sente´ a` gauche dans la figure 3, d’ou` Lk = L¯k ;
2. Cas 2, i.e. λL¯k < c1k
2pi2 < λL¯k et les deux courbes ont un point commun dans cet intervalle (centre
de la Figure 3) d’ou` Lk = L¯k ;
3. Cas 3, i.e. λL¯k < c1k
2pi2 < λL¯k et les deux courbes n’ont pas de point commun dans cet intervalle
(a` droite de la Figure 3) d’ou` Lk = L¯k − 1. Ce dernier cas ressemble alors au premier, moyennant le
de´calage d’une unite´.
Remarque 12. Dans les deux derniers cas, la double ine´galite´ λLk < c1k2pi2 < λLk implique que
k
√
c1 − 1
2
< Lk < k
√
c1 − 1
2
+
1
2
. (B.5)
Ainsi, d’une part k et Lk sont comparables 12 et, d’autre part, ces deux cas ne pourront jamais se produire si√
c1 − 1 est un entier. Plus ge´ne´ralement, que
√
c1 − 1 soit un rationnel pq , q 6= 0, ou un irrationnel, (B.5) ne
sera pas ve´rifie´e pour une suite (kn) tendant vers l’infini et donc les cas 2 et 3 ne pourront pas se produire pour
ces entiers kn. C’est cette suite qui ve´rifiera (47).
L’existence de cette suite (kn) de´coule des deux points qui suivent.
• Soit √c1 − 1 = pq , p, q > 0, p, q ∈ N et conside´rons la suite (kn) de´finie par kn = 2nq, n ∈ N. Alors
k
√
c1−1
2 < Lk < k
√
c1−1
2 +
1
2 devient np < Lk < np+ 12 ce qui est impossible.
• Soit α :=
√
c1−1
2 /∈ Q. L’ine´galite´ (B.5) s’e´crit donc kα < Lk < kα+ 12 , ou encore Lk− 12 < kα < Lk.
Nous agissons par l’absurde en montrant que la proposition :
∃N = N(α),∀k > N, ∃L ∈ N =⇒ L− 1
2
< kα < L (B.6)
est fausse. Soit un entier k > N quelconque. Il ve´rifie par hypothe`se L − 12 < kα < L et soit l’entier
p, p ≥ 1, tel que L − 12 < (k + p − 1)α < L < (k + p)α. Si α < 12 , on a (k + p)α < L + 12 , ce
qui montre ce que nous voulons. Si 12 < α < 1, nous posons α =
1
2 + β d’ou` β <
1
2 . Conside´rons
l’analogue de (B.6) pour β. Si cette nouvelle proposition est exacte, elle est ve´rifie´e pour unN ′ = N(β)
et choisissons k = 2p, k > max(N,N ′). Comme on a suppose´ que (B.6) est vraie, on devrait avoir
L − 12 < p + kβ < L d’ou` (L − p) − 12 < kβ < (L − p) et l’on peut recommencer le raisonnement
utilise´ pour α < 12 .
Lemme 6. On conside`re la suite des valeurs propres (λk,Lk)k≥1. Les entiers k etLk sont toujours comparables.
De plus,
1. Cas 1 et 3 : les quantite´s k,Lk, λ
1
2
k,Lk et (ξ
′
1)
2 sont comparables entre elles ;
12. i.e. il existe deux constantes positives a1, a2 telles que 0 < a1 ≤ kLk ≤ a2 pour les quantite´s variables k et Lk.
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2. Cas 2 : les quantite´s k,Lk, λ
1
2
k,Lk sont comparables entre elles et
(ξ′1)
2
λ
1
2
k,Lk
= O(1).
De´monstration. Nous e´tudions les trois cas se´pare´ment.
Cas 1 λLk ≤ c1k2pi2 ≤ λLk+1.
Lk est le plus grand entier tel que λLk ≤ c+k2pi2, i.e. k2pi2 + 4L2kpi2 ≤ c1k2pi2 d’ou` 2Lk ≤ k
√
c1 − 1 puis
Lk = E
(
k
√
c1−1
2
)
(E(x) de´signe la partie entie`re du nombre re´el x), d’ou` k
√
c1−1
2 = L+ α avec 0 ≤ α < 1.
Par suite, k et Lk sont comparables et λk,Lk est ainsi comparable a` L2k puisque λLk < λk,Lk < λLk . Pour
pre´ciser λk,Lk nous proce´dons en deux e´tapes :
(a) Commenc¸ons par e´valuer la valeur ΛLk de λ 7→ 1ξ′1 tanh(ξ
′
1(H − 12)) en λ = λLk . En ce point
on a (ξ′1)2 =
pi2
c1
((c1 − 1)k2 − (2Lk − 1)2). Comme (c1 − 1)k2 = 4(Lk + α)2, on obtient ξ′1 =
2pi
√
Lk
c1
(1 + 2α+ (2α−1)(1+2α)4L ), d’ou`
ΛLk =
tanh
(
2pi
√
Lk
c1
(1 + 2α+ (2α−1)(1+2α)4Lk )(H − 12)
)
2pi
√
Lk
c1
(
1 + 2α+ (2α−1)(1+2α)4Lk
) . (B.7)
Pour Lk grand, donc k grand, la majoration ΛLk > 14pi
√
c1
L est vraie.
(b) Nous e´valuons la valeur Λ¯ de la fonction λ 7→ − 1ξ0 tan(
ξ0
2 ) en Λ
Lk = λLk+λ
Lk
2 , milieu des abscisses
λLk et Λ
Lk . On a ΛLk = k2pi2 + (4L2k − 4Lk−12 )pi2 et la valeur de ξ0 en ce point est e´gale a` 2piLk(1−
4Lk−1
8L2k
)1/2. Quand Lk →∞, ξ02 ∼ piLk − pi4 et
Λ¯Lk = −
tan
(
ξ0
2
)
ξ0
∼ 1
2piLk < ΛLk . (B.8)
Cela signifie que la valeur propre λk,Lk satisfait λLk < λk,Lk < Λ
Lk pour k grand, ce qui implique que
c1(ξ
′
1(k,Lk))2 > c1k2pi2 −
λLk + λ
Lk
2
= c1k
2pi2 − λL + λ
Lk − λLk
2
>
λLk − λLk
2
=
4Lk − 1
2
pi2 →∞.
(B.9)
Comme ξ′1 = 2pi
√
Lk
c1
(1 + 2α+ (2α−1)(1+2α)4Lk ), valeur de ξ
′
1 en λLk , est supe´rieur a` la valeur de ξ
′
1 en λk,Lk ,
on de´duit de (B.9) que ξ′1(k,Lk) est comparable a`
√Lk et que le taux de de´croissance dans le cas 1 est de
l’ordre de λ
1
4
k,Lk . On peut donc utiliser l’e´quivalence (A.11) sachant que ξ0 →∞..
Cas 3 λL¯ < c1k2pi2 < λL¯, sans intersection
Ce cas est facile a` traiter (Figure 4, a` droite) car il signifie qu’il y a Lk = L¯k − 1 valeurs propres. Il vient
(4Lk + 1)pi2 = λLk+1 − λLk < c1(ξ′1(k,Lk))2 = c1k2pi2 − λk,Lk < λLk+1 − λLk = 3(4Lk + 1)pi2. (B.10)
Comme Lk est le plus grand entier tel que Lk <
√
c1−1
2 k+ 1, les entiers Lk et k sont comparables et sont donc
aussi comparables a` λ
1
2
k,Lk ce qui montre que le taux de de´croissance dans le cas 3 est de l’ordre de λ
1
4
k,Lk .
26
kk;L
¸
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¸
kL¸
kL¤
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¤
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¤¹
kL
¸
2
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FIGURE 4 – Cas 1 a` gauche, Cas 2 au milieu, Cas 3 a` droite
On peut encore utiliser l’e´quivalence (A.11) sachant que ξ0 →∞.
Pour les Cas 1 et 3 on a donc
Rk,`;ω ∼ sin
2(ξ0h0)
h0
e−2ξ′1(a−h0)
ξ′1
. (B.11)
Cas 2 λLk < c1k2pi2 < λLk , avec intersection
Cette situation ne peut arriver que si on a, en meˆme temps,
(i)
√
c1 − 1 ∈ (0,∞) \ N (voir Remarque 12),
(ii) λLk < c1k
2pi2 < λLk , c’est a` dire k
√
c1−1
2 < Lk < k
√
c1−1
2 +
1
2 , ce qui entraıˆne que k,Lk et λ
1
2
k,Lk
sont comparables,
(iii) − tan(
1
2
√
c1−1kpi)√
c1−1kpi < H −
1
2 .
On peut de´ja` majorer ξ′1(k,Lk). En effet, de c(ξ′1)2 = c1k2pi2 − λk,Lk < c1k2pi2 − λLk = c1k2pi2 − λLk +
λLk −λLk < λLk −λLk = (4Lk− 1)pi2 on de´duit que ξ′1 ≤
√
4Lk−1
c1
pi, cette dernie`re quantite´ e´tant de l’ordre
de λ
1
4
k,Lk ce qui montre l’existence d’une constante C1 > 0 telle 0 < ξ
′
1(k,Lk) ≤ C1λ
1
4
k,Lk .
On voudrait ame´liorer la minoration de ξ′1 mais prouver l’existence de C2 > 0 telle que ξ′1(k,Lk) ≥ C2λ
1
4
k,Lk ,
par exemple en prouvant que le cas 2 n’arrive pas, est encore un proble`me ouvert a` ce jour dans le cas ge´ne´ral.
On a ainsi prouve´, a` l’aide de la Remarque 12, que le taux de de´croissance dans le Cas 2 est de l’ordre de
λ
1
4
k,Lk−1 pour une suite (kn) convenable, mais le comportement associe´ a` λk,Lk reste ouvert en ge´ne´ral dans ce
cas.
C De´tail des calculs pour la zone (I).
Nous conside´rons une fonction propre associe´e a` une valeur propre λ de la zone (I) : c1 k
2pi2
L2
< λ < c2
k2pi2
L2
.
Les conditions de transmission aux interfaces S0, S1 s’e´crivent
a1 sin(ξ1h0) + b1 cos(ξ1h0) = a0 sin(ξ0h0)
c1a1ξ1 cos(ξ1h0)− c1ξ1b1 sin(ξ1h0) = c0a0ξ0 cos(ξ0h0)
a1 sin(ξ1h1) + b1 cos(ξ1h1) = a2 sinh(ξ
′
2(H − h1))
c1a1ξ1 cos(ξ1h1)− c1ξ1b1 sin(ξ1h1) = −c2a2ξ′2 cosh(ξ′2(H − h1)). (C.12)
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et la re´solution donne pour (a1; b1)
a1 = a0
c1ξ1 sin(ξ0h0) sin(ξ1h0) + c0ξ0 cos(ξ0h0) cos(ξ1h0)
c1ξ1
,
b1 = −a0 c0ξ0 cos(ξ0h0) sin(ξ1h0)− c1ξ1 sin(ξ0h0) cos(ξ1h0)
c1ξ1
,
a21 + b
2
1 = a
2
0
(
sin2(ξ0h0) + (
c0ξ0
c1ξ1
)2 cos2(ξ0h0)
)
, (C.13)
tandis que pour a2
a1 = −a2−c1ξ1 sinh(ξ
′
2(H − h1)) sin(ξ1h1) + c2ξ′2 cosh(ξ′2(H − h1) cos(ξ1h1)
c1ξ1
,
b1 = a2
c2ξ
′
2 sin(ξ1h1) cosh(ξ
′
2(H − h1)) + c1ξ1 sinh(ξ′2(H − h1)) cos(ξ1h1)
c1ξ1
,
a21 + b
2
1 = a
2
2
(
sinh2(ξ′2(H − h1)) + (
c2ξ
′
2
c1ξ1
)2 cosh2(ξ′2(H − h1))
)
,
a22 = a
2
0
sin2(ξ0h0) + (
c0ξ0
c1ξ1
)2 cos2(ξ0h0)
sinh2(ξ′2(H − h1)) + ( c2ξ
′
2
c1ξ1
)2 cosh2(ξ′2(H − h1))
. (C.14)
Cas particulier 1 : (c1 + ε)k
2pi2
L2
< λ < (c2 − ε)k2pi2L2 , pour un ε > 0.
On ne conside`re ainsi que les valeurs propres λk,` qui ne s’approchent pas trop pre`s des bords de la zone (I), au
sens qui vient d’eˆtre pre´cise´. Avec cette hypothe`se on a
c2ε
c1(c2 − c1 − ε) ≤
(
c2ξ′2
c1ξ1
)2 ≤ c2(c2 − c1 − ε)
c1ε
(C.15)
c0(c1 − c0 + ε)
c1(c2 − c1 − ε) ≤
(
c0ξ0
c1ξ1
)2 ≤ c0(c2 − c0 + ε)
c1ε
. (C.16)
Il vient alors que, pour toute suite infinie de valeurs propres distinctes ve´rifiant ce cas particulier, les quantite´s
a21+b
2
1 et a
2
0 sont comparables (utiliser (C.13) ) et que a2 → 0. Pre´cise´ment, il existe deux constantesM1,M2 >
0 telles que
M1e
−2ξ′2(H−h1) ≤ a22 ≤M2e−2ξ
′
2(H−h1), (C.17)
i.e. a22 u e−2ξ
′
2(H−h1) avec la notation introduite a` la Section 4.2.
Nous conside´rons maintenant deux autres cas particuliers dont on ne peut pas affirmer pour l’instant qu’ils
existent. Pour cette e´tude, il est inte´ressant de connaıˆtre les relations suivantes
c2(ξ
′
2)
2 + c1ξ
2
1 = (c2 − c1)
k2pi2
L2
(C.18)
c2(ξ
′
2)
2 + c0ξ
2
0 = (c2 − c0)
k2pi2
L2
(C.19)
c0ξ
2
0 − c1ξ21 = (c1 − c0)
k2pi2
L2
(C.20)
et posons N = sin2(ξ0h0) + ( c0ξ0c1ξ1 )
2 cos2(ξ0h0) et D = sinh2(ξ′2(H −h1)) + ( c2ξ
′
2
c1ξ1
)2 cosh2(ξ′2(H −h1)). Cas
particulier 2 : ξ′2 → 0.
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Avec cette e´ventualite´ on ve´rifie que
(
c0ξ0
c1ξ1
)2 ∼ c0(c2−c0)c1(c2−c1) .On aN u 1 etD = sinh2(ξ′2(H−h1))(1 + ( c2ξ′2(H−h1)c1ξ1 )2 cosh2(ξ′2(H−h1))sinh2(ξ′2(H−h1))) ∼
sinh2(ξ′2(H − h1)). Le terme a2 exploserait, plus pre´cise´ment (a2a0 )2 est comparable a` (ξ′2(H − h1))−2 tandis
que a20 u a21 + b21.
Cas particulier 3 : ξ1 → 0.
Il vient que ξ′2 →∞, ξ0 →∞,
(
c2ξ′2
c1ξ1
)2 →∞ et D ∼ ( c2ξ′2c1ξ1)2 cosh2(ξ′2(H − h1)) ce qui donne
a22 ∼
a20
cosh2(ξ′2(H − h1))
((c1ξ1
c2ξ′2
)2
sin2(ξ0h0) +
(c0ξ0
c2ξ′2
)2
cos2(ξ0h0)
)
(C.21)
d’ou` a22 ≤ a20 Mcosh2(ξ′2(H−h1)) puisque
(
c0ξ0
c2ξ′2
)2 ∼ c0(c1−c0)c1(c2−c1) .
1. Si cos2(ξ0h0) ne tend pas vers 0 alors a22 u a20 mais a21 + b21 →∞.
2. Si cos2(ξ0h0) → 0 et tan(ξ0h0)c0ξ0 = 0(1) on a c0ξ0 cos(ξ0h0) 9 0. Cette situation est possible a`
la condition que tan(ξ0h0)c0ξ0 ∼ −h1−h0c1 (utiliser la relation de dispersion (61)) et alors a21 + b21 ∼( c0ξ0
c1ξ1
)2
cos2(ξ0h0)→∞.
3. Si cos2(ξ0h0) → 0 et | tan(ξ0h0)c0ξ0 | → ∞, on utilise encore (61) : le membre de gauche tendant vers 0, il
faut que le de´nominateur du coˆte´ droit tende vers l’infini mais le coˆte´ droit de (61) serait alors e´quivalent
a` 1
c1ξ21)(h1−h0)
→∞ d’ou` une contradiction et cette situation ne peut arriver.
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