Abstract. We develop an abstract categorical framework that generalises the classical "system-solution" adjunction in algebraic geometry, proving that such adjunctions take place in a multitude of contexts. We then look further into these geometric adjunctions at different levels of generality, from syntactic categories to equational classes of algebras. In doing so, we discuss the relationships between the dualities induced by our framework and the theory of dualities generated by a "schizophrenic" object. Notably, classical dualities like Stone duality for Boolean algebras, Gelfand duality for commutative C * -algebras, Pontryagin duality for Abelian groups, turn out to be special instances of this framework. To determine how such general adjunctions restrict to dualities we prove abstract analogues of Hilbert's Nullstellensatz and Gelfand-Kolmogorov-Stone lemma, completely characterising the fixed points on one side of the adjunction.
Introduction
We are concerned in this paper with a generalisation of the affine adjunction of classical algebraic geometry to algebraic and categorical settings, and with the resulting relationship to the theory of dualities. We establish a general framework that encompasses several important categorical dualities in mathematics, as well as several attempts to unify them. The paper thus spans a number of different topics, often at varying levels of generality. We offer an introduction that is perhaps longer than customary, in the hope of providing motivation and guidance for the interested reader.
1.1. The classical affine adjunction. In classical affine algebraic geometry, one studies solutions to systems of polynomial equations with coefficients in an algebraically closed field k. For any subset R of the polynomial ring over finitely many variables k[X] := k[X 1 , . . . , X n ], there remains defined the (possibly infinite) system of equations: p(X 1 , . . . , X n ) = 0, p ∈ R.
(1) Let us write V (R) ⊆ k n for the set of solutions of (1) over k n , where k n is the affine n-space over k. Then V (R) is the affine set defined by R. Since k[X] is Noetherian by Hilbert's Basis Theorem, it is no loss of generality to assume that R be finite.
Conversely, for any subset S ⊆ k n we can consider the set C (S) ⊆ k[X] of polynomials that vanish over S, which is automatically an ideal. Then C (S) is the ideal defined by S. Again by Hilbert's Basis Theorem, the quotient k-algebra k[X]/ C(S) -the co-ordinate ring of the affine set S-is finitely presentable.
Writing 2
E for the power set of the set E, we obtain functions (implicitly indexed by n)
V :
that yield a (contravariant) Galois connection. The fixed points of the closure operator V • C are then precisely the affine sets in k n . Since V • C is a topological closure operator -i.e. it commutes with finite unions-affine algebraic sets are the closed sets of a topology on k n , namely, the Zariski topology. The fixed points of the dual closure operator C • V, on the other hand, may be identified thanks to Hilbert's Nullstellensatz: they are precisely the radical ideals of k [X] , that is, those ideals that coincide with the intersection of all prime ideals containing them. The Nullstellensatz thus characterises co-ordinate rings, for k[X]/I is one such if, and only if, I is radical. Since radical ideals may in turn be elementarily characterised as those ideals I such that k[X]/I has no non-zero nilpotents, co-ordinate rings are precisely the finitely presented nilpotent-free (or reduced ) k-algebras.
The Galois connection given by the pair (C, V) in (2-3) can be made functorial. On the algebraic side we consider the category of finitely presented k-algebras with their homomorphism. On the geometric side we take as objects subsets of k n , for each finite n, by which we mean sets S equipped with a specific embedding S ֒→ k n . It is important not to blur the distinction between S itself -a mere set-and S ֒→ k n -an object of our category. Indeed, arrows in the geometric category are to be defined affinely, i.e. by restriction from k
n . An arrow from S ֒→ k n to T ֒→ k m is a regular map S → T , that is, the equivalence class of a polynomial function f : k n → k m such that f throws S onto T ; two such functions are equivalent if, and only if, they agree on S. There is a functor that associates to each regular map S → T a contravariant homomorphism of the (automatically presented) co-ordinate rings of V • C (T ) and V • C (S). And there is a companion functor that associates to each homomorphism of presented k-algebras k [ 1.2. The universal algebra framework. A first aim of this paper is to generalise the classical affine adjunction above to any variety of algebras, whether finitary to infinitary. We assume some familiarity with Birkhoff's theory of general, or "universal", algebra; for background see e.g. [8, 16, 26, 10] . Henceforth, variety (of algebras) means "possibly infinitary variety (of algebras)" in the sense of S lominsky [44] and Linton [31] (after Lawvere [30] ). The main observation is that in any variety, the free algebras play the same rôle as the ring of polynomials in the above correspondence. Ideals of the ring of polynomials become then, in full generality, congruences of some free algebra, while the ground field k can be substituted for any algebra A in the variety. We refer the reader to Table 1 translation of the main concepts in the adjunctions. In Part 3 we show that the classical affine adjunction extends verbatim to this general algebraic setting.
It is important to note that in the geometric adjunction, co-ordinate rings are presented, that is, they are not merely isomorphic to a ring of the form k[X]/I: they come with a specific defining ideal I. By an easy general argument relying on the Axiom of Choice -cf. Remark 6.10 below-the category of finitely presented kalgebras is equivalent to that of finitely presentable k-algebras (morphisms being the ring homomorphisms in each case), whether actually presented or not. Nonetheless, for our purposes here the presented and the presentable objects are to be kept distinct. We shall indicate by V p the category of presented algebras in the variety V.
Algebraic geometry
Universal algebra Categories Ground field k Any algebra A in V 
Pair (t, C (S)) in R
Affine variety V • C-closed set Pair (t, V (R)) in S Table 1 . Corresponding concepts in the geometric, algebraic, and categorical setting.
In Corollary 6.13 we obtain the adjunction between V op p , the opposite of the category of presented V-algebras, and the category of subsets of (the underlying set of) A µ , as µ ranges over all cardinals, with definable maps as morphisms. The functors that implement the adjunction act on objects by taking a subset R ⊆ F (µ) × F (µ) -that is, a "system of equations in the language of V"-to its solution set V (R) ⊆ A µ , where V (R) is the set of elements of A µ such that each pair of terms in R evaluate identically over it; and a subset S ֒→ A µ to its "co-ordinate V-algebra", namely, F (µ)/ C (S), where C (S) is the congruence on F (µ) consisting of all pairs of terms that evaluate identically at each element of S. Please see section 6 for details.
To identify the fixed points of this general affine adjunction on the algebraic side, we prove an appropriate generalisation of the Nullstellensatz. The final result is stated as Theorem 7.7. The identification of an appropriate notion of radical congruence (in part (ii) of the theorem) leads to a result formally analogous to the ring-theoretic Nullstellensatz. Additionally, the identification of an appropriate type of representation for those V-algebras that are fixed under the adjunction (in part (iii) of the theorem) leads to a result reminiscent of Birkhoff's Subdirect Representation Theorem. Failure of the latter for infinitary varieties is irrelevant for our purposes here. In fact, while our Theorem 7.7 may be be conceived of as a version of the Subdirect Representation theorem that is "relative to the ground algebra A", it is formally incomparable to Birkhoff's result: neither statement entails the other, in general. See section 5 for details and further comments.
To characterise the fixed points on the affine side, we use the fact that in several cases the composition V • C gives a topological closure operator. The topology induced by V • C is readily seen to be a generalisation of the Zariski topology (see e.g., [24, Chapter 1] ). We therefore provide some sufficient condition to characterise the fixed points on this side as topological A-compact sets ( [46] ).
1.3. The general affine adjunction. The general affine adjunction of Corollary 6.13 can be lifted from the algebraic setting to a more general categorical context. This we do in Part 2 of the paper, thus achieving our second aim. Conceptually, the key ingredient in the algebraic construction sketched above is the functor I A : T → Set. In the categorical abstraction, the basic datum is any functor I : T → S, which can be conceived as the interpretation of the "syntax" T into the "semantics" S, along with a distinguished object △ of T. (In the algebraic specialisation, △ is F (1), the free singly generated V-algebra.) Here T and S are simply arbitrary (locally small 2 ) categories. Out of these data, we construct two categories D and R of subobjects and relations, respectively.
The category D abstracts that of sets affinely embedded into A µ ; here, sets are replaced by objects of S, the powers A µ are replaced by objects I (t) as t ranges over objects of T, and the morphisms of S that are "definable" are declared to be those in the range of I . The category R abstracts the category of relations (not necessarily congruences) on the free V-algebras F (µ); that is, its objects are relations on the hom-set hom T (t, △), as t ranges over objects of T. Arrows are T-arrows that preserve the given relations.
It is possible, in this setting, to define the operator C in full generality. In order to define an appropriate abstraction of the operator V, we need to require that S has enough limits (Assumption 1 below), because "solutions" to "systems of equations" are computed by intersecting solutions to "single equations". The pair (C, V) yields a Galois connection (Lemma 2.4) that satisfies an appropriate abstraction of the Nullstellensatz, as we show in Theorem 2.5. Moreover, the Galois connection functorially lifts to an adjunction between D and R; see Theorem 2.8. This is to be considered a weak form of the algebraic adjunction, because in the algebraic setting one can additionally take quotients of the categories D and R that have semantic import.
One would like to identify pairs of definable morphisms in D, if they agree on the given "affine subobject". Similarly, one would like to identify morphisms that agree on the same "presented object", in the appropriate abstract sense. See section 2 for details. This can be done via appropriate equivalence relations that lead us to quotient categories D q and R q . However, in order for the adjunction between D and R to descend to the quotients, it is necessary to impose a condition on the object △. More precisely, we find that it suffices to assume that △ be an I -coseparator ; please see Definition 3.5 and Lemma 3.6. (In the algebraic specialisation, we prove that this assumption on △ = F (1) is automatically satisfied; see Lemma 6.11.) Under this additional assumption (Assumption 2 below) we obtain our general affine adjunction between D q and R q , Theorem 3.8. In section 4 of the paper we develop some further theory with an eye towards comparing our results to the existing literature.
1.4. Applications to duality theory. Our third and final aim in this paper is to illustrate the connection between the theory of dualities, and the general affine adjunctions that we have hitherto summarised. This we do in Part 3, where we select three landmark duality theorems in order to illustrate different aspects of our construction. Some familiarity with duality theory is assumed here. By way of a preliminary, in section 9 we show in detail how the classical affine adjunction can be recovered as a rather direct special case of the algebraic affine adjunction. In section 10 we frame Stone duality for Boolean algebras in our setting. This provides the most classical example of a duality for a finitary variety of algebras.
In section 11 we do the same for Gelfand duality between commutative unital C * -algebras and compact Hausdorff spaces, an important example of a duality for an infinitary variety of algebras. Our treatment of Gelfand duality stresses its analogy with Stone duality for Boolean algebras.
1.5. Related literature. Before turning to the proofs, we comment on related literature. The idea of generalising the classical affine adjunction to an algebraic setting is far from new. In [18] and subsequent papers, various elements of abstract algebraic geometry for finitary varieties of algebras are developed. The authors use this to apply geometric methods in universal algebra. However, they do not relate their theory to duality theory, so the overlap with our results is modest.
In [19] Diers develops a framework generalising the classical affine adjunction for rings of polynomials to the context of (possibly infinitary) algebraic theories. He establishes, for any algebra L in a given variety, an adjunction between a category of "affine subsets" over L and a category of "algebraic systems", as well as an adjunction between a category of "affine algebraic sets" and the category of algebras of the given sort, specialising to a duality between the former category and a category of "functional algebras" over L. The notion of (algebraic) affine set in the sense of Diers is significantly different from ours: indeed, it amounts to a pair (X, A(X)) consisting of a set X and of a subalgebra of the algebra L X . Nonetheless, in section 4.4 we show that Diers' "system-solution" adjunction can be obtained from our general categorical framework with an appropriate choice of the parameters. Another important difference between Diers' approach and ours consists in the fact that the categories of algebras involved in his other adjunction are not categories of presented algebras (i.e., algebras equipped with a presentation) as it is the case in our setting, nor the objects of his category of affine algebraic sets are presented as subsets of affine spaces.
There is also a strong connection between our approach and the theory of dualities generated by a dualising object (see e.g. [5] , [15] , and [42] ). In section 4.2 we show that, whenever S is the category of sets and maps, and I is representable, our adjunction can be seen as one induced by a dualising object. Moreover, in section 4.1 we show that every duality between categories satisfying mild requirements can be obtained from the general categorical framework developed in Part 2.
Finally, we mention that the connection between a general Nullstellensatz theorem for varieties of algebras and Birkhoff's subdirect representation theorem is addressed in [45] , although in a context different from ours.
Part 2. The general adjunction 2. The weak Nullstellensatz, and the weak affine adjunction If x and y are objects in a category C, and f : x → y is an arrow in C, we write hom C (x, y) to denote the collection of arrows in C from x to y, and dom f to denote the domain x of f . We consider the following.
• Two categories T and S.
• A functor I : T → S.
• An object △ of T.
2.1.
The category D of subobjects and definable morphisms. Objects are all pairs (t, s) where t is T-object and s : dom s → I (t) is an S-subobject.
2.2. The category R of relations and relation-preserving morphisms. Objects are all pairs (t, R) where t is a T-object and R is a relation on hom T (t, △).
satisfies the property
We say in this case that f preserves R ′ (with respect to R).
Remark 2.1. Observe that if (4) satisfies the property above, then it must factor through the equivalence relations R ′ and R generated by R ′ and R, respectively. In other words, if the T-arrow f : t → t ′ preserves R ′ with respect to R, then it also preserves R ′ with respect to R.
We emphasise that D will depend on I (and hence on T and S) but not on △, and R will depend on △ (and hence on T) but not on I (nor on S). Hence a more informative notation would be D I and R △ , which however we do not adopt for the sake of legibility.
Terminology. Throughout, when we say that f : (t, s) → (t ′ , s ′ ) is a D-arrow, we entail that f : t → t ′ is the unique T-arrow that defines it. Similarly, when we say that f : (t, R) → (t ′ , R ′ ) is an R-arrow, we imply that f : t → t ′ is the unique T-arrow that defines it.
The Galois connection (C, V).
Definition 2.2. For any (t, s) ∈ D, we define the following equivalence relation on hom T (t, △):
In order to define V it is necessary to assume that S has enough limits. It is sufficient to make the following Assumption 1. Henceforth, we always assume that S has equalisers of pairs of parallel arrows, and intersections of arbitrary families of subobjects. We denote the intersection of a family {E i } i∈I of S-subobjects by i∈I E i . Definition 2.3. For any (t, R) in R, we set
where, for (p, q) ∈ R, Eq (I (p), I (q)) denotes the S-subobject of I (t) given by the equaliser in S of the S-arrows I (p), I (q) :
We now show that the operators V and C yield contravariant Galois connections between relations and subobjects. Let us write to denote the partial order on subobjects in a category. Thus, as usual, if x and y are subobjects of z, x y if there is an arrow m : dom x → dom y such that x = y • m.
Lemma 2.4 (Galois connection)
. For any T-object t, any relation R on hom T (t, △), and any S-subobject s : dom s → I (t), we have
if, and only if, s V (R).
Proof. We have R ⊆ C(s) if, and only if, for any (p, q) ∈ R it is the case that I (p)•s = I (q)•s. On the other hand, s V (R) if, and only if, there is an S-arrow m : dom s → dom V (R) with s = V (R) • m. Now, if the former holds then s must factor through V (R) because the latter is defined in (6) as the intersection of all Ssubobjects of I (t) that equalise some pair in R. Conversely, if the latter holds then for each (p, q) ∈ R we obtain, composing both sides of
2.4. The weak Nullstellensatz. Recall that a collection of arrows A ⊆ hom X (x, y) in a category X is jointly epic if whenever
Theorem 2.5 (Weak Nullstellensatz). Fix an R-object (t, R). For any family Σ = {σ i } i∈I of subobjects of I (t) such that for each σ i there exists m i with
) and the family of S-arrows {m i } i∈I is jointly epic in S, the following are equivalent.
(i) R = C (V (R)), i.e. R is fixed by the Galois connection (7).
(ii) R = i∈I C(σ i ).
Proof. First observe that the Galois connection (7) in Lemma 2.4 implies the expansiveness of C • V, i.e.
Further, since each σ i V (R), again by general properties of Galois connections, it follow that
(i)⇒(ii) As by hypothesis R = C (V (R)), by (9) above, it is enough to prove
By hypothesis, the latter can be rewritten as
• m i . Now, the family of factorisations {m i } i∈I is jointly epic in S, hence we obtain
(ii)⇒(i) By (8) above and the hypothesis (ii), it is enough to prove
. By composing on the right with m i we obtain, for all
Applying the above commutativity of σ i one obtains
Remark 2.6. Notice that one such family Σ always exists, namely dom V (R) and the arrow V (R). However, in this case the theorem becomes tautological. When the category S is Set, the category of sets and functions, one can chose as Σ the family of maps with domain the singleton * (i.e. the terminal object of Set). The family Σ is obviously jointly surjective and Theorem 2.5 can be restated in a more concrete form as follows.
Theorem 2.7. Suppose S = Set. For any R-object (t, R) the following are equivalent.
where σ ranges over all S-subobjects * → I (t).
The operators C and V naturally give rise to functors C and V , as we spell out in the following.
The functor
To check that this is well-defined, we need to show that the function
Composing both sides of (12) with g, and applying (11), we obtain
2.6. The functor V : R → D. For any R-object (t, R), we set
For an R-arrow f :
To check that this is well-defined, we need to show that
2.7. The weak adjunction. The Galois connection (7) lifts to an adjunction. Proof. Let us show that for any D-object (t, s) and any R -object (t ′ , R ′ ) we have a natural bijective correspondence between the R-arrows
The general adjunction
We now consider appropriate quotients of the categories D and R. We shall need a lemma about factorisations of adjoint pairs through quotient categories [36, II.8] . A congruence relation on a category X is a family R of equivalence relations R x,x ′ on hom X (x, x ′ ) indexed by the pairs (x, x ′ ) of X-objects, such that for all X-
The quotient category X/R of X modulo the congruence R has then as objects the X-objects, and as hom-sets the quotients hom X/R (x,
for each pair of (X/R)-objects (x, x ′ ); composition is defined in the obvious manner. There is a canonical projection functor
that acts identically on X-objects, and carries the X-arrow x → x ′ to the X/R arrow given by its R x,x ′ -equivalence class. The functor F R is universal amongst functors G : X → C with the property that (f, g) ∈ R x,x ′ implies G (f ) = G (g); see [36, Proposition II.8.1].
Lemma 3.1. Let F : X → Y and G : Y → X be two adjoint functors with F ⊣ G . Let R and S be two congruence relations on X and Y, respectively. Suppose that F preserves R, in the sense that
′ of X-arrows. Similarly, suppose that G preserves S. Then the factorisations F q : X/R → Y/S and G q : Y/S → X/R of F and G , respectively, through the canonical projection functors
Proof. Consider an X-object x and a Y-object y. Because F ⊣ G , there is a natural bijection hom Y (F (x), y) ∼ = hom X (x, G (y)). Since F and G preserve R and S, respectively, it is elementary to verify that there is an induced natural bijection between the quotient sets hom Y/S (F q (x), y) and hom X/R (x, G q (y)). Indeed, the arrow α f : x → G (y) corresponding to an arrow f : F (x) → y under the bijection above is given by the composite of G (f ) with the unit η x : x → G (F (x)) of the adjunction between F and G, and
• η x (here we use the fact that S is a congruence and that G preserves R); the proof of the other direction is entirely analogous (it uses the counit of the adjunction between F and G , the fact that R is a congruence and the fact that F preserves S). Definition 3.2. We define D q to be the quotient of D modulo the congruence δ defined by declaring the D-arrows f, g : (t, s) → (t ′ , s ′ ) equivalent precisely when
It is an exercise to check that the relation above is indeed a congruence. Specularly, Definition 3.3. We define R q to be the quotient of R modulo the congruence ρ defined by declaring the R-arrows f, g :
through the quotient sets hom T (t ′ , △)/R ′ and hom T (t, △)/R are equal, where R ′ and R denote the equivalence relations generated by R ′ and R, respectively. (Recall Remark 2.1.)
Once more, it is elementary to verify that the relation defined above is indeed a congruence. We therefore have canonical projection functors
Remark 3.4. The arrows in the categories D q and R q admit the following more concrete descriptions: the arrows (t, s) → (t ′ , s ′ ) in D q are precisely the functions dom(s) → dom(s ′ ) which are restrictions of some arrow of the form I (f ) where
/R which are induced by an arrow t → t ′ in the sense specified above. In fact, in Remark 4.4 we shall define functors that, under the hypotheses of Theorem 4.8, realise R qop and D q (in case S = Set) as concrete categories structured over Set. Definition 3.5. We say that the T-object △ is an I -coseparator if for any Tobject t the family of arrows I (ϕ) : I (t) → I (△), as ϕ ranges over all T-arrows ϕ : t → △, is jointly monic in S. In other words, given any two S-arrows h 1 , h 2 :
We need to show that (C (f ),
, and C (g) = g, we equivalently need to show that the fac-
• s, which can be obtained from (14) above by composing both sides with I (ϕ).
(ii) Let (t, R), (t ′ , R ′ ) be R-objects, and suppose that (f, g) ∈ ρ (t,R),(t ′ ,R ′ ) . This holds if, and only if, for all ϕ :
Assumption 2. In light of Lemma 3.6.ii, we henceforth assume that the T-object △ is an I -coseparator.
q be the functors given by Lemma 3.6 as the canonical factorisations of the functors V ρ • C and C δ • V through the projection functors C δ and V ρ , respectively.
Theorem 3.8 (General affine adjunction). Under our standing Assumption 2, the functors
Proof. Combine Lemma 3.6 and Lemma 3.1.
Remark 3.9. The algebraic Nullstellensatz (Theorem 2.5) applies verbatim to the quotient categories D q and R q , too. Indeed, the theorem does not mention morphisms in D or R at all.
Further general theory
4.1. Comprehensiveness of the framework. We prove in this section that any duality meeting Assumption 1 is amenable to our framework. Theorem 4.1. Suppose a duality between two categories X and Y is given by functors F : X op → Y and G : Y → X op , further suppose that Y satisfies the requirements in Assumption 1. Then there exist categories T, S a functor I : T → S and an object △ in T such that:
(1) X op is equivalent to a full subcategory R eq of R, (2) Y is equivalent to a full subcategory D eq of D, (3) the suitable compositions of the above equivalencies with V and C yield F and G .
Proof. Let us set
op → Y, and • ∆ a fixed but arbitrary element of X. The categories R and D are defined as in sections 2.1 and 2.2. Define the full subcategories R eq and D eq as follows. The former is given by the pairs (t, R) in R such that R is the identity relation on hom(t, △), which we call id t . The latter is given by the pairs (t, s) in D such that s is the identity (subobject) of I (t), which we call 1 t . Notice that if f : t → t ′ is any arrow in T, then f is also an arrow in R eq . Indeed, (p, q) ∈ id t ′ iff p = q and this
Further, f is also an arrow in D eq for similarly trivial reasons.
It is useful to calculate how V and C operate on R eq and D eq . Given an object (t, id t ) in R eq , we have V (t, id t ) = (t, V(id t )), where
Given an object (t, 1 t ) in D eq , we have C (t, 1 t ) = (t, C(1 t )), where
where (16) holds because 1 t is an iso and (17) because I = F is faithful. In fact, V and C induce an equivalence between R eq and D eq . We now define four functors as follows:
(1) U R eq : R eq → X op , is defined on objects as U R eq (t, id t ) := t and as the identity on arrows. (2) U Deq : D eq → Y, is defined on objects as U D eq (t, 1 t ) := 1 t and on arrows as F . (3) L : X op → R eq , is defined on objects as L (x) := (x, id x ) and as the identity on arrows (4) R : Y → D eq , is defined on objects as R(y) := (G (y), 1 G (y) ) and on arrows as G . So we have the following diagram:
Notice that the pairs L , U Req and R, U Deq are equivalences, indeed:
Finally we calculate the compositions:
4.2.
The case of a representable I : T → S. In this section we show that, under the hypothesis that the functor I : T → S is representable, a suitable restriction (spelled out in Remark 4.6) of the adjunction of Theorem 3.8 is induced by a dualising object, in the sense of the definition below.
Recall that a functor F from a category C into Set is called representable if there exists an object c ∈ C such that F is naturally isomorphic to the functor hom(c, −). A representation of F is a pair (c, ψ) where ψ : hom(c, −) → F is a natural isomorphism. (1), (2), and (5) hold, for in this case conditions (3) and (4) follow from the other ones.
Remark 4.4. Notice that we can always define a forgetful functor U R q : R qop → Set as follows. For any object (t, R) of R q , we set
and for any arrow f :
where
across the quotients hom T (t ′ , △)/R ′ and hom T (t, △)/R (recall Remark 2.1). The fact that this functor is faithful comes immediately from the fact if two arrows yield the same factorisation, then they are equal in R q .
If, in addition, S = Set, we can define another forgetful functor
where g : dom(s) → dom(s ′ ) is the factorisation of I (f )•s through s ′ , as required in section 2.1. The functor U D q is faithful, for if f ′ and f ′ yield the same factorisation, then they are the same arrow in D q .
For the sequel, it is important to introduce the following notion.
Definition 4.5. Let (t, R) be an object of the category R q . We say that the relation R is △-stable if for any (h, k) ∈ R and any arrow f : Proof. We need to provide a set-theoretical bijection hom R q ((t, R), (△, id △ )) ∼ = hom T (t, △)/R naturally in (t, R) ∈ R q . By Definition 3.3, the arrows (t, R) → (△, id △ ) in R q are the arrows f : t → △ in T (as all of them preserve id △ ), modulo the equivalence relation ρ. Recall from Definition 3.3 that f ρf ′ if, and only if, the factorisations of − • f, − • f ′ through hom T (△, △)/ id △ and hom T (t, △)/R ′ (which by an abuse of notation we still indicate by − • f and − • f ′ ) are equal. This latter condition is equivalent to saying that (f,
For the other implication, notice that, by assumption, R is △-stable. This amounts to saying that, for any arrow
This proves that sending a R q -arrow from (t, R) to (△, id △ ) into its R-equivalence class in hom T (t, △), gives a bijection. Now, since the functor I is represented by the object ▽ we have a natural isomorphism
from which it follows at once that for any k ∈ hom T (▽, t) the following diagram commutes: Figure 1 . The naturality diagram for the isomorphism I ∼ = hom T (▽, −) with respect to k.
It follows that for any
. Therefore for any arrow f : ▽ → t in T, we have that I (f ) factors through s if and only if ξ t (f ) lies in dom(s). This can be proved as follows. We have that I (f ) factors through s if and only if for any (h, k) ∈ R, I (h)
by the remarks above, this holds if and only if
by the naturality of ξ with respect to the arrows k and h, is equivalent to the requirement
The arrows (▽, 1 ▽ ) → (t, V (R)) in D q can thus be naturally identified with the elements of I (t) which are in the image of the subobject s, i.e. with the elements of dom(s), as required.
To verify this, we have to exhibit a bijection hom
We have to check that there exists a bijection 
Recall that the functor I is represented by the object ▽. So, for any arrow g : t → △, (19) gives the following commutative naturality square. Figure 2 . The naturality diagram for the isomorphism I ∼ = hom T (▽, −) with respect to g.
Notice that the factorisations of − • f and − • f ′ are equal if and only if for every
Hence, the commutativity of the above diagram allows to rewrite the latter condition as
. In turn, ξ t being an isomorphism, the latter is equivalent to f = f ′ . This complete the proof of (20) . In order to complete the proof the claim, it remains to observe that for any f ∈ hom T (▽, t),
if and only if
To conclude the whole proof, it remains to observe that
, and that, by the representability of I , I (△) ∼ = hom T (▽, △).
Remark 4.9. The functors U D q : D q → Set and U R q : R qop → Set defined above are faithful and representable, that is they realise D q and R qop as concrete categories structured over Set (cf. Remark 3.4).
4.3.
The setting of syntactic categories. The notion of syntactic category of a first-order theory is particularly useful in connection with the abstract categorical framework for generating affine adjunctions developed in Part 2. In fact, it allows us to apply this framework in contexts which go well beyond the standard setting of universal algebra investigated in Part 3. In the following paragraphs we recall just the basic notions useful for our analysis; for more details we refer the reader to an introduction to categorical logic and topos theory (see e.g., [13] ). Definition 4.10. Let T be a theory over a signature L in a given fragment of first-order logic. The syntactic category C T of T has as objects the formulas-incontext { x.φ} over the signature (considered up to 'renaming' of variables), where the context x contains all the free variables appearing in the formula φ. The arrows { x.φ} → { y.φ} 3 are the T-provable equivalence classes [θ] of formulas θ( x, y) which are T-provably functional from φ( x) to ψ( y), in the sense that the sequents
The notion of T-provably functional formula naturally generalises the notion of (morphism defined by) a term; indeed, for any term t( x), the formula y = t( x) is provably functional from { x.⊤} to { y.⊤}.
We shall be concerned in particular with syntactic categories of geometric theories, i.e. (many-sorted) first-order theories whose axioms can be presented in the form (∀ x)(φ( x) ⇒ ψ( x)), where φ( x) and ψ( x) are geometric formulas that is, firstorder formulas built-up from atomic formulas by only using finitary conjunctions, possibly infinitary disjunctions and existential quantifications.
One can consider models of (many-sorted) first-order theories not only in the classical set-theoretic context, but in arbitrary Grothendieck toposes. The sorts of the language over which the theory is written are interpreted as objects of the topos, the function symbols as arrows, and the relation symbols as subobjects; the interpretation of the formulas is given by subobjects defined inductively from these data by using the categorical structure present in the topos, mimicking the classical Tarskian definition of first-order structure. Recall that the category Set of sets and functions between them is a Grothendieck topos.
For any geometric theory T, the models of T in any Grothendick topos E can be identified with functors C T → E preserving the geometric structure on the category
] M abusing notation, whose graph is the interpretation of the formula θ in M .
To apply the categorical framework of section 2, we stipulate, for a given geometric theory T:
• T a suitable full subcategory of C T containing the object {x.⊤};
• △ the object {x.⊤};
• S a Grothendieck topos (for instance, the category Set of sets);
• I the functor F M : T → S corresponding to an arbitrarily fixed T-model M in S as specified above. Assumption 1 of Part 2 is satisfied as any Grothendieck topos S has small limits. The next lemma takes care of verifying the remaining requirement that △ is a I -coseparator.
Lemma 4.11. In the setting defined above, the object △ is always a I -coseparator.
Proof. We have to verify that for every object { x.φ} of T, the family of arrows
n → M , which are obviously jointly monic.
Remarks 4.12. (a) If T is an algebraic theory, it is natural to take T equal to the subcategory of C T whose objects are the powers of {x.⊤}. One can prove that the T-functional formulas between formulas are all induced by terms, up to T-provable equivalence (see e.g. [9, p. 120], where it is proved that any T-provably functional geometric formula θ( x, y) between Horn formulas is Tprovably equivalent to a formula of the form y = t( x), where t is a sequence of terms of the appropriate sorts in the context x). As we shall see below, the algebraic framework of Part 3 can be precisely obtained by specialising the framework defined above to such syntactic categories. 
As an example, let T be the algebraic theory of Boolean algebras. The algebra {0, 1} is a conservative model for T, and in fact the free Boolean algebra on k generators can be identified with the set of definable maps {0, 1} k → {0, 1}. (c) This framework generalises that of Part 3, which relies on the existence of a free object in the variety. By working at the syntactic level, we can to carry out our constructions by replacing the underlying set of each free object on k generators by the set of arrows { x k .⊤} → {x.⊤} in the syntactic category of the theory.
A particularly natural class of theories to which one can apply the setting defined above is that of theories of presheaf type.
A (geometric) theory is said to be of presheaf type if it is classified by a presheaf topos (for a self-contained introduction to the theory of classifying toposes we refer the reader to [13] ). This class of theories is interesting for several reasons:
(1) Every finitary algebraic theory (or, more generally, any cartesian theory) is of presheaf type; (2) There are many other interesting mathematical theories which are of presheaf type without being cartesian, such as the theory of total orders, the theory of algebraic extensions of a base field, the theory of lattice-ordered abelian groups with strong unit, the theory of perfect MV-algebras, the cyclic theory classified by Connes' topos (cf. [14] ) etc. (3) Every small category can be regarded, up to idempotent-splitting completion, as the category of finitely presentable models of a theory of presheaf type (cf. [12] ).
The class of theories of presheaf type thus represents a natural generalisation of the class of algebraic theories. For a comprehensive study of this class of theories, we refer the reader to [12] .
Interestingly, free objects in the category of set-based models of a theory of presheaf type T do not always exist, but this category is always generated by the finitely presentable (equivalently, finitely presented) models of the theory. The full subcategory spanned by such models is dual to the full subcategory of the syntactic category of the theory T on the T-irreducible formulas (cf. [11] ), and for each such formula φ( x) presenting a model M φ , we have M φ ∼ = hom C T ({ x.φ}, {x.⊤}) (cf. [12] ). Definition 4.13. Let T be a geometric theory and M a T-model.
Remark 4.14. As we recalled above, if T is a finitary algebraic theory then the T-provably functional formulas {x.⊤} k to {x.⊤} are all induced by terms, up to T-provable equivalence, so the above notions specialize to the classical universal algebraic ones.
Proposition 4.15. If T is a theory of presheaf type and M is a finitely presentable T-model then any congruence on M is △-stable (regarding M as hom T ({ x.φ}, △), where { x.φ} is a formula presenting M ).
Proof. We have to show that if R is a congruence on M = hom T ({ x.φ}, △) then for any ( 
φ}, △), whence our thesis follows immediately.
Hence, taking T to be the full subcategory of the geometric syntactic category C T of a theory of presheaf type T on the formulas which are either {y.⊤} or Tirreducible and S to be Set yields in particular an adjunction between a category of congruences on finitely presentable T-models and a certain category of definable sets and T-definable homomorphisms between them.
We note that the equivalence between the first two items in the algebraic Nullstellensatz (Theorem 7.7) holds more generally for any theory of presheaf type T (replacing F (µ) with any finitely presentable T-model), with essentially the same proof.
4.4. Recovering Diers' "system-solution" adjunction. In this section we show that Diers' system-solution adjunction ([20, Proposition 3.6]) can be recovered as an instance of Theorem 2.8.
The context in which Diers works is that of an (essentially) algebraic theory T, and of a fixed model L in Set. Diers defines a category Af SubSet(L) of affine subsets over L whose objects are the triplets (X, A(X), Y ), where X is a set, A(X) is a T-subalgebra of the T-algebra L X and Y is a subset of X, and whose arrows
On the other side, he considers a category AlgSyst(L) of algebraic systems over L, whose objects are triplets (X, A(X), E), where X is a set, A(X) is a T-subalgebra of the T-algebra L X and E is a set of pairs (u, v), where u, v ∈ A(X). He then defines two functors defining a "system-solution" adjunction: Z : AlgSyst(L) → Af SubSet(L) and S : Af SubSet(L) → AlgSyst(L) by setting Z(X, A(X), E) equal to (X, A(X), S), where S is the locus of solutions in X of the equations u = v for (u, v) ∈ E and S(X, A(X), Y ) = (X, A(X), E), where E is the set of pairs (u, v) of elements of A(X) such that u(x) = v(x) for all x ∈ Y .
This adjunction can be recovered as a particular case of our Theorem 3.8 by setting:
• T equal to the category Af Set(L) whose objects are the pairs (X, A(X), where X is a set, A(X) is a T-subalgebra of the T-algebra L X and whose arrows (X, A(X)) → (X ′ , A(X ′ )) are the functions f :
• S equal to the category Set of sets • I : T → S equal to the forgetful functor sending any object (X, A(X)) in C to the set X and any arrow f :
Indeed, for any object (X, A(X)) of T, the set hom T ((X, A(X)), (L, A L )) is canonically isomorphic to A(X), since a function f : X → L belongs to A(X) if and only if
f is a T-algebra homomorphism and hence its restriction to
, as any element of A L can be obtained from 1 L by applying the T-operations a finite number of times).
The objects of the category R can thus be identified with the pairs ((X, A(X)), R), where R is a relation on the set A(X). The arrows ((X, A(X)), R) → ((Y, A(Y )), R ′ ) are the functions f : X → Y such that L f restricts to a function A(Y ) → A(X) which sends R ′ -pairs to R-pairs. In other words, R coincides with the category AlgSyst(L). On the other hand, it is immediate to see that the category D coincides with the category Af SubSet(L) of affine subsets over L of [20] . It is also clear that the adjunction of Theorem 2.8 specializes precisely to the adjunction between Z and S of [20, Proposition 3.6]. 
The general setting
We now specialise the setting of part 2 to algebraic categories. In particular, we shall work with varieties of algebras (i.e., equationally definable classes of algebras) in the sense of S lominsky [44] and Linton [31] .
In this section we fix the following notation.
− V is a (possibly infinitary) variety of algebras, regarded as a category whose objects are the V-algebras and whose morphisms are the V-homomorphisms. − U : V → Set is the canonical underlying set functor. − F is the canonical free functor, i.e. the left adjoint to U . − A is an arbitrary but fixed V-algebra. We henceforth often speak of 'algebras' and 'homomorphisms' (and also 'isomorphisms' etc.) rather than 'V-algebras' and 'V-homomorphisms', the variety V being understood.
If I is any set, the algebra F (I) in V is, as usual, a free algebra generated by I. We fix canonical representatives for the isomorphism class of each free algebra in V. To this end, let
be a specific set (of variables, or free generators) of cardinality µ, where α ranges over ordinals (of cardinality) less than µ. We often write µ as a shorthand for X µ , and therefore F (µ) as a shorthand for F (X µ ). To stress that we are selecting a specific representative for the isomorphism class of a free algebra F (I), we refer to F (µ) as the free algebra on µ generators. The adjunction relation
shows that U (A) may be naturally identified (in Set) with the set of homomorphisms F (1) → A, i.e.
In particular, because F is a left adjoint and therefore preserves all existing colimits,
i.e. F (µ) is the coproduct in V of µ copies of F (1). To specialise the general framework of section 2 to varieties of algebras, we stipulate that 5 :
• T is the opposite of the full subcategory of V whose objects are the free V-algebras F (µ), as µ ranges over all cardinals.
• S is the category Set.
• △ is the T-object F (1). It remains to provide an instantiation for the functor I : T → S. To this end notice that any algebra A yields a functor I A : T → Set that preserves arbitrary products, in the spirit of the Lawvere-Linton functorial semantics of algebraic theories [29, 31, 39, 22, 32, 1, 2] ; henceforth we shall write just I for I A . To define I on objects, we set
5 Notice that this framework is a particular case of that developed in section 4.3, obtained by taking as T the algebraic theory axiomatising the variety V and taking T equal to the full subcategory of of the syntactic category of T, whose objects are powers of the object {x.⊤}.
for any µ. Given a homomorphism F (µ) → F (ν), we construct a function U (A) ν → U (A) µ as follows. First, by (24) , it suffices to consider the case that µ = 1, i.e. the free algebra be singly generated. Thus, let
be given. Given an element of U (A) ν , i.e. a function
by the adjunction (22) there is a unique V-arrow
We then have the composition
of (26) and (28) . Applying again the adjunction (22) to (29) we obtain an arrow in Set
i.e. an element of U (A), called the evaluation of p at a ν . Keeping p fixed and letting a ν range over all elements (27) of U (A) ν , we thus obtain the evaluation map
We set
and this completes the definition of the functor I : T → Set.
µ is called definable (in the language of V) if it is in the range of I , as defined above. In other words, the definable functions U (A) ν → U (A) µ are precisely those that can be obtained by evaluating a µ-tuple of elements of U (F (ν)) at the ν-tuples of elements of U (A).
Remark 5.2. Observe that, in the above, I preserves all products in T by construction. Moreover, recall that the forgetful functor U : V → Set commutes with products in Set, because it is adjoint on the right and hence preserves all existing limits. Stated otherwise, products in varieties are direct products. Hence we have an isomorphism of sets U (A µ ) ∼ = U (A) µ . Therefore, the replacement of (25) in the definition of I by F (µ) −→ U (A µ ) would be immaterial.
Let us now consider the categories D and R in the present algebraic setting. Specialising the definitions in Subsection 2.1, we see that the D-objects are all subsets S ⊆ U (A) µ , as µ ranges over all cardinals. The D-arrows from
µ , in the sense of Definition 5.1, that restrict to functions S ′ → S. We stress that distinct definable functions U (A) ν → U (A) µ are regarded as distinct D-arrows even when they yield the same restriction S ′ → S. Concerning the category R, let us specialise the definitions in Subsection 2.2. The R-objects can be naturally identified with the relations R on U (F (µ)), as µ ranges over all cardinals. To see this, observe that an R-object is, by definition, a relation R on hom T (F (µ), F (1)). That is, by our choice of T, R is a relation on hom V (F (1), F (µ) ). By the adjunction (22) , homomorphisms F (1) → F (µ) are in natural bijection with the elements of U (F (µ)), so that we can regard R as a relation on U (F (µ)). Let us henceforth write (F (µ), R)
to denote an R-object. We show next that an R-arrow
can be naturally identified with a homomorphism
that preserves R with respect to R ′ , i.e. satisfies
Indeed, the R-arrow (F (ν),
for each pair of homomorphisms p, q : F (1) → F (µ). Identifying p and q with elements of U (F (ν)) as usual via the adjunction (22), we obtain (34) from (35). Notation 5.3. For the rest of this paper we follow the standard practice in algebra of omitting the underlying set functor. Thus when we write, for instance, a ∈ A, it is understood that we mean a ∈ U (A).
The algebraic affine adjunction
Let us specialise the functors C : D → R and V : R → D to the algebraic setting of section 5.
Recall that V is a variety of algebras, A is an arbitrary V-algebra, T is the opposite of the full subcategory of V whose objects are the free V-algebras F (µ), as µ ranges over all cardinals, △ := F (1), and I : T → Set is the functor defined in (25) (26) (27) (28) (29) (30) (31) (32) above. It is appropriate to recall at this stage the notions of operation and congruence. Definition 6.1. For ν a cardinal, a V-operation (or, more simply, an operation) of arity ν is a V-homomorphism t : F (1) → F (ν). The operation h is finitary if ν is finite, and infinitary otherwise. An operation on the V-algebra A is a function f : A ν → A that is definable in the sense of Definition 5.1, that is, such that h = I (t) := ev(t, −) for some t :
Remark 6.2. Since homomorphisms t : F (1) → F (ν) are naturally identified with elements t ∈ F (ν) via the adjunction (22) , the preceding definition agrees with the usual notion of operations as term-definable functions; one calls t a defining term for the operation in question. By a classical theorem of G. Birkhoff (see e.g. [10, Theorem 10.10] ) the free algebra F (ν) can indeed be represented as the algebra of terms -elements of absolutely free algebras-over the set of variables X ν , modulo the equivalence relation that identifies two such terms if, and only if, they evaluate to the same element in any V-algebra. For the infinitary case see [44, Ch. III].
Remark 6.3. When, in the sequel, we say that homomorphisms commute with operations, we mean that given any V-homomorphism h : A → B, any ν-ary operation t ∈ F (ν), and any element a := (a β ) β<ν ∈ A ν , we have
where ev A (t, −) : A ν → A and ev B (t, −) : B ν → B are the evaluation maps with respect to A and B. That (36) holds follows by direct inspection of the definitions. It is common to write (36) as
where the algebras A and B over which t is evaluated are tacitly understood.
Definition 6.4.
A congruence θ on a V-algebra A is an equivalence relation on A that is compatible with (or preserved by) all operations, i.e. with all definable maps f : A ν → A, where ν is a cardinal. This means that whenever x ν := (x β ) β<ν , y ν := (y β ) β<ν are ν-tuples of elements of A,
(38)
Remark 6.5. With the notation of the preceding definition, upon writing f = ev(t, −) for some defining term t ∈ F (ν) condition (38) reads
Equivalently, with the convention adopted in (37),
It is a standard fact, even in the infinitary case, that congruences in the sense of Definition 6.4 coincide with congruences defined in terms of kernel pairs; see [31, p. 33] and [44, Ch. II.5].
The Galois connections (C, V) of Subsection 2.3 now specialise as follows. Given a subset S ⊆ A µ , we have
where ev(p, −) : A µ → A is, once more, the evaluation map (31).
Lemma 6.6. For any cardinal µ, and any subset S ⊆ A µ , the set C (S) ⊆ F (µ) 2 is a congruence relation.
Proof. It is clear that C (S) is an equivalence relation. To show it is a congruence, let ν be a cardinal and consider two ν-tuples (x β ) β<ν , (y β ) β<ν of elements of F (µ). Since the pairs (x β , y β ) are in C (S) for each β < ν, we have
for all a ∈ S. If t ∈ F (ν) is any ν-ary operation on F (µ), applying t to (42) we obtain
that is, more explicitly, ev(t, (ev(x β , a)) β<ν )) = ev(t, (ev(y β , a)) β<ν )).
Directly from the definitions one verifies
so that from (44-45) we obtain
for all a ∈ S, and the proof is complete.
Remark 6.7. Every congruence on the free algebra F (µ) is △-stable (cf. the proof of Proposition 4.15).
Concerning the operator V, note first that Set obviously satisfies Assumption 1. Given a relation R on F (µ), we have
Lemma 2.4 asserts that, for any cardinal µ, any relation R on F (µ), and any subset S ⊆ A µ , we have
and only if, S ⊆ V (R).
In other words, the functions V : 2
2 yield a contravariant Galois connection between the indicated power sets.
Consider subsets S ′ ⊆ A ν , S ⊆ A µ , with µ and ν cardinals, and a D-arrow
Recall from (25-32) that f is induced by a (uniquely determined) homomorphism h : F (µ) → F (ν) via evaluation. We have
with C (S) as in (41) , and similarly for S ′ . Recall from section 5 that an Rarrow (F (ν), C (S ′ )) → (F (µ), C (S)) is naturally identified with a homomorphism F (µ) → F (ν) that preserves C (S) with respect to C (S ′ ) in the sense of (34) . Now C carries the D-arrow f to the unique R-arrow corresponding to the homomorphism h : F (µ) → F (ν), i.e. we have
Consider, conversely, R-objects (F (ν), R ′ ) and (F (µ), R), together with an R-arrow (F (ν), R ′ ) → (F (µ), R). The latter, by our choice of T, can be identified with a homomorphism h : F (µ) → F (ν) that preserves R with respect to R ′ . We have
with V (R) as in (46), and similarly for (F (ν), R ′ ). Via evaluation, h induces a definable function f : A ν → A µ that restricts to a function S ′ → S, and thus yields a D-arrow f : S ′ ⊆ A ν → S ⊆ A µ ; i.e., we have
The weak affine adjunction (Theorem 2.8) applies to show C ⊣ V .
We shall carry the adjunction C ⊣ V through to the quotient categories D q and R q in the algebraic setting. 6.2. The quotient R q : Presented algebras. Continuing our specialisation of Subsection 3, the quotient category R q has as objects the pairs (F (µ), R), where µ ranges over all cardinals, and R is a relation on (the underlying set of) F (µ). The R q -morphisms (F (ν), R ′ ) → (F (µ), R) are the homomorphisms h : F (µ) → F (ν) that preserve R with respect to R ′ in the sense of (35), up to the equivalence relation that identifies two of them if, and only if, their factorisations through the natural quotient maps F (µ) ։ F (µ)/R and F (ν) ։ F (ν)/R ′ are equal. As already noted, when R and R ′ are congruences, the factorisations in question are in fact homomorphisms from the algebra F (µ)/R to the algebra F (ν)/R ′ . We therefore recall a standard Definition 6.8. We call a pair (F (µ), θ), for µ a cardinal and θ a congruence on F (µ), a presentation (in the variety V). We call the algebra F (µ)/θ the algebra presented by (F (µ), θ). We write V p for the category of presented V-algebras, having as objects all presentations in V, and as morphisms the V-homomorphisms between the V-algebras presented by them.
Theorem 6.9. Let V be any (finitely or infinitary) variety of algebras, V p the associated category of presented V-algebras. Set T to be the opposite of the full subcategory of V whose objects are the free V-algebras F (µ), for µ an arbitrary cardinal, △ := F (1), I : T → Set to be the functor defined in section 5 and R q be the category defined as in section 3. Then, the category V p fully embeds into (R q ) op .
Proof. Consider the functor that sends an object (F (µ), θ) in V p into the object (F (µ), θ) of (R q ) op . The functor associates with any map h : (F (µ), θ) → (F (ν), θ ′ ), a maph : F (ν) → F (µ) which is the dual of the unique homomorphism extension of the assignment X α → Y β , where {X α | α < µ} are the free generators of F (µ) and Y β is an arbitrary representative of the θ ′ -equivalence class h(X α /θ). The verification that this is indeed a well-defined functor is straightforward. It remains to prove that it is full and faithful. For the first claim, consider a (representative of the)
is well-defined and is a homomorphism of V p -algebras. Now,h as defined above, sends a free generator X α into an arbitrary representative of the θ ′ -equivalence class h(X α /θ) = f (X α )/θ ′ , soh and f have the same factorisation through the algebras (F (µ), θ) and (F (ν), θ ′ ), hence they are the same arrow in R q . To prove that the functor is faithful, notice that if two arrows h 1 , h 2 : (F (µ), θ) → (F (ν), θ ′ ) in V p are different, thenh 1 andh 2 are different in R and they belong do different equivalence classes in R q as they factors differently through the quotients.
Remark 6.10. While V p is clearly not a variety of algebras -it is not closed, for example, under isomorphisms-it is equivalent to V. Indeed, we have a functor that sends each presented algebra (F (µ), θ) into the quotient F (µ)/θ in V and acts identically on maps. It is an exercise to see that such a functor is full, faithful, and dense, hence provides an equivalence of categories.
6.3. Algebraic affine adjunction. Recall the notion of I -coseparator from Definition 3.5. In the algebraic setting, Assumption 2 always holds:
Lemma 6.11. The object △ = F (1) is an I -coseparator for the functor I defined in (25-32) above.
Proof. We need to show that, for any cardinal µ, the family of definable functions f : A µ → A is jointly monic in Set. That is, given any two functions
Note that the canonical projection functions π α : A µ → A of the product A µ , for α < µ an ordinal, are definable. Indeed, inspection of the definition of I shows that the unique homomorphism
by the universal property of products there α < µ with π α • h 1 = π α • h 2 , as was to be shown.
Remark 6.12. In the light of Lemma 6.6 and Theorem 6.9, the image of C q ranges within the full subcategory V p of R q . Thus, without loss of generality, we restrict our attention to this subcategory rather than the whole R q .
Specialising Definition 3.7, we obtain functors
As an immediate consequence of Theorem 3.8, Lemma 6.11, Remark 6.12, and Theorem 6.9, we have: 
The algebraic Nullstellensatz
Remark 7.1. It is well known that in any (finitary or infinitary) variety V of algebras we have:
(1) The monomorphisms are exactly the injective V-homomorphisms, which we also call embeddings. (2) The regular epimorphisms (=the coequalisers of some pair of parallel arrows) are exactly the surjective V-homomorphisms, which we also call quotient maps. (See [31, pp. 87-88] .) We shall use these basic facts often in this section.
7.1.
A Stone-Gelfand-Kolmogorov Lemma. Recall from section 5 that, for a cardinal ν and a given element a ∈ A ν , we have the homomorphism
Note that the action of (the underlying function U ( a) of ) (28) is given by
For, applying the adjunction F ⊣ U to
we obtain the commutative diagram
where we write p : 1 → U (F (ν)) for the unique function corresponding to p : F (1) → F (ν) under the adjunction. We also have the natural quotient homomorphism
By construction, q a preserves the relation C ({a}) on F (ν) with respect to the identity relation on F (ν)/ C ({a}). Now, a preserves the relation C ({a}) on F (ν) with respect to the identity relation on A. Indeed, if (p, q) ∈ C ({a}) then, by definition, ev(p, a) = ev(q, a), whence a(p) = a(q) by (50). Therefore, by the universal property of the quotient homomorphism there exists a unique homomorphism
that makes the diagram in Fig. 3 commute.
a qa γa ! Figure 3 . The Gelfand evaluation γ a .
Definition 7.2 (Gelfand evaluation)
. Given a cardinal ν and an element a ∈ A ν , the homomorphism (52) above is called the Gelfand evaluation (of F (ν) at a). (i) For each a ∈ A ν , the Gelfand evaluation γ a is a monomorphism, and hence its underlying function U (γ a ) is injective.
(ii) Conversely, for each congruence relation θ on F (ν), and each homomorphism e : F (ν)/θ → A, consider the commutative diagram
where q θ is the natural quotient homomorphism. Set a := (e • q θ (X β )) β<ν ∈ A ν . If e is a monomorphism, then θ = C ({a}), and the commutative diagram above coincides with the one in Fig. 3 . (That is, q θ = q a , e = γ a , and e • q θ = a.)
Proof. (i) It suffices to check that the underlying function of γ a is injective, cf. Remark 7.1. Pick p, q ∈ F (ν) such that (p, q) ∈ C ({a}). Then, by definition, ev(p, a) = ev(q, a), and therefore a(p) = a(q) by (50). But then, by the definition of Gelfand evaluation, it follows that γ a (p) = γ a (q).
(ii) Since e is monic, we have ker (e • q θ ) = ker q θ = θ. Explicitly, ∀s, t ∈ F (ν) : (s, t) ∈ θ ⇐⇒ e(q θ (s)) = e(q θ (t)).
Since homomorphisms commute with operations, cf. Remark 6.3, and recalling the definition of a, (53) yields
Therefore, by (54), we have a ∈ V (θ). By the Galois connection (7) this is equivalent to
For the converse inclusion, if (u, v) ∈ C ({a}), then ev(u, a) = ev(v, a), and therefore (u, v) ∈ θ by (54). This proves θ = C ({a}), and therefore q θ = q a . To show a = e • q a , note that, by the definition of a and the universal property of F (ν), they both are the (unique) extension of the function X β → ev(X β , (e • q θ (X β ))), for β < ν.
7.2.
Transforms. For a congruence relation θ on F (ν), we now consider the natural quotient homomorphism
together with the product a∈V (θ) F (ν)/ C ({a}) and its projections π a :
We also consider the power A V (θ) and its projections
The morphisms (52-58) yield the commutative diagrams -one for each a ∈ V (θ)-in Fig. 4 , where σ θ and ι θ are the unique homomorphisms whose existence is granted Figure 4 . The Gelfand and Birkhoff transforms γ θ and σ θ .
by the universal property of the products a∈V (θ)
Definition 7.4 (Gelfand and Birkhoff transforms)
. Given a cardinal ν and a congruence θ on F (ν), the homomorphisms γ θ := ι θ •σ θ and σ θ given by the commutative diagram above are called the Gelfand and the Birkhoff transforms (of F (ν)/θ with respect to A), respectively.
Lemma 7.5. With the notation above, and for each a ∈ A, the homomorphisms π a • σ θ and ι θ are surjective and injective, respectively.
Proof. It is clear that π a • σ θ is onto, because q :
, and suppose ι θ (x) = ι θ (y). With reference to the commutative diagram in Fig. 4 , for each a ∈ V (θ) we have p a (ι θ (x)) = p a (ι θ (y)), and therefore γ a (π a (x)) = γ a (π a (y)). Since γ a is a monomorphism for each a by Lemma 7.5, we infer π a (x) = π a (y) for each a, and hence x = y by the universal property of the product a∈V (a) F (ν)/ C ({a}).
7.3. The algebraic Nullstellensatz.
Definition 7.6 (Radical). For a cardinal ν and a relation R on F (ν), we call the congruence
the radical of R (with respect to the V-algebra A).
Note that the inclusion
always holds, cf. (9).
Theorem 7.7 (Algebraic Nullstellensatz). For any V-algebra A, any cardinal ν, and any congruence θ on F (ν). The following are equivalent.
θ is a radical congruence with respect to A.
Remark 7.8. In the proof that follows we apply three standard results in universal algebra, namely, [10, Theorems 7.15, 6.15, and 6.20]. Although in [10] these results are stated and proved for finitary varieties, the same proofs work for infinitary ones.
Proof. The hypotheses of Theorem 2.5 are satisfied: the terminal object in Set is a singleton {a}, and the family of functions {a} → V (R) -i.e. the elements of V (R)-is obviously jointly epic. This proves the equivalence of (i) and (ii).
(ii) ⇔ (iii). By [10, Theorem 7.15] , given any algebra B and a family {θ i } i∈I of congruences on B, the natural homomorphism h : B → i∈I B/θ i induced by the quotient homomorphisms q θi : B → B/θ i is an embedding if, and only if, i∈I θ i is the identity congruence ∆ on B. Taking B := F (ν)/θ and {θ i } := {C ({a})} a∈V (θ) , we obtain the natural homomorphism
where C ({a})/θ denotes the set {(p/θ, q/θ) ∈ F (ν)/θ | (p, q) ∈ C ({a})}, which is easily seen to be a congruence relation on F (ν)/θ. It is clear by construction that if h is an embedding, then it is subdirect. Hence we have:
h is a subdirect embedding ⇐⇒
For each a ∈ V (θ), by the Galois connection Lemma 2.4 we have θ ⊆ C ({a}). Therefore, by the Second Isomorphism Theorem [10, Theorem 6.15], ∀a ∈ V (a) :
From (61-62) we see:
h is a subdirect embedding ⇐⇒ σ θ is a subdirect embedding.
Finally, upon recalling that, by [10, Theorem 6.20] , the mapping θ ′ → θ ′ /θ is an isomorphism of lattices between the lattice of congruences of F (ν) extending θ and the lattice of congruences of F (ν)/θ, we have
In conclusion, (60-64) amount to the equivalence between (ii) and (iii).
Remark 7.9. Since Birkhoff's influential paper [7] the theory of algebras definable by operations of finite arity only has been developed intensively. In [7 [31] , in particular, extended Lawvere's categorical treatment of universal algebra [29, 30] .
As a consequence of Theorem 7.7, the adjunction C q ⊣ V q need not be a duality for the whole variety V. The case of MV-algebras, treated in [34] , is a non-trivial example of the adjunction C q ⊣ V q that only fixes a subclass of the variety V. The following corollary provides some sufficient and some necessary conditions for the whole variety V to be fixed under the composition C q • V q ; it will also be useful to prove the dualities for Boolean algebras and C * -algebras in sections 10 and 11 of Part 4. In the light of Remark 6.10, instead than V p we work with the equivalent category V.
Corollary 7.10.
(1) Let V be a semisimple variety and suppose there is a cardinal κ such that the number of pairwise non-isomorphic simple algebras in V is less than κ. Let A be the coproduct of all pairwise non-isomorphic simple algebras in V, then the composition C q • V q fixes all algebras in V. (2) Let V be a finitary variety and suppose there is a cardinal κ such that the number of pairwise non-isomorphic subdirectly irreducible algebras in V is less than κ. Let A be the coproduct of all pairwise non-isomorphic subdirectly irreducible algebras in V, then the composition C q • V q fixes all algebras in V. Proof. We prove item (1). We set the algebra A to be the aforementioned coproduct. Notice that, if an algebra F (µ)/ψ is simple algebra, then it canonically embeds into A, for A is the coproduct of all pairwise non isomorphic simple algebras. So, by Lemma 7.3, ψ = C({a}) for some a ∈ V(ψ). Let now F (µ)/θ be any algebra in V. Since the variety V is semisimple, F (µ)/θ is semisimple, so by definition there is a subdirect embedding of F (µ)/θ into simple algebras. Each of the simple algebras in V is isomorphic to F (µ)/ C({a}) for some cardinal µ and some a ∈ A µ . Since the decomposition is subdirect θ ⊆ C({a}), so by (7) we have a ∈ V(θ). But as seen in Figure 4 , there is only one arrow from F (µ)/θ into a∈V({a}) F (µ)/ C({a}) and this is the Birkhoff transform. Thus, Theorem 7.7 can be applied yielding that the algebra F (µ)/θ is fixed by C q • V q and a straightforward verification of the definitions of C q and V q give us C q (V q ( (F (µ), θ) )) ∼ = (F (µ), θ). For the proof of item (2), replace "simple" for "subdirectly irreducible" in the proof of item (1) . The proof then goes through, upon noticing that by Birkhoff theorem in a finitary variety any algebra is the subdirect product of subdirectly irreducible algebras.
For the proof of item (3), the sufficiency is again obtained as in (2) . To see that also the other direction holds, notice that a congruence of F (µ) presents a subdirectly irreducible algebra if, and only if, it is completely meet irreducible in the lattice of congruences of F (µ) (see e.g. [36, Lemma 4.43] ). Recall that an element x of a lattice L is completely meet irreducible if whenever x = K for some subset K of L, then x must belong to K. Now, suppose that the composition C • V fixes all algebras in V, let F (µ)/θ be a subdirectly irreducible algebra. In particular we have C • V(θ) = θ, so by Theorem 7.7 θ = a∈V(θ) C ({a}). But θ is completely meet irreducible, so there exists a ∈ V (θ) such that θ = C ({a}). By Lemma 7.3 this entails that F (µ)/θ embeds into A and the claim is proved.
Finally, to prove item (4), notice that, by (3) A must contain all subdirectly irreducible algebras in V, hence it generates the variety.
The topological Nullstellensatz
Having settled the characterisation of fixed points on the algebraic side, we turn to the study of the fixed points on the geometric side of the adjunction. Unfortunately, we are not able at this stage of giving a characterisation as satisfactory as the one for the algebraic side. Nonetheless, in this section we collect some general facts that will be useful to obtain Stone and Gelfand dualities in the next sections. We shall assume henceforth that the operator V • C is topological 6 i.e.,
. We shall topologise the set A by declaring closed the sets of the form V • C (S) for some S ⊆ A . We call this the Zariski topology or the V • C topology.
For any cardinal µ the power A µ can be endowed with at least two natural topologies:
(1) The product topology w.r.t. the V • C topology on A.
(2) The V • C topology given by definable definable functions from A µ into A i.e., where the closed subsets are of the form
We are interested in cases in which the two topologies above coincide on A µ for any cardinal µ. Strong continuity generalises spectral maps in the setting of Stone duality for distributive lattices. Notice that strong continuity implies continuity. Proof. Let f be a definable function from A µ into A, with definable term λ((X) α<µ ) and let C = V • C (S) for some S ⊆ A. Consider the set θ = {(s(λ), t(λ)) | (s, t) ∈ C(S)}, we claim that
if, and only if, ∃c ∈ C such that f (d) = c if, and only if, ∃c∀(s, t) ∈ C(S), s(f (c)) = t(f (c)), if and only if, c ∈ V(θ).
As an immediate consequence of Lemma 8.2 and the fact that projections are definable functions, we observe that the product topology is coarser than the V • C topology. Proof. Let us write S for the smallest closed set in the product topology that contains S. As noticed above, the product topology is coarser than the V • C topology, so we have V • C (S) ⊆ S.
To prove the other direction, notice that if X is any topological space, and Y is Hausdorff, then for any two continuous functions f, g : X → Y the solution set of the equation f = g is a closed subset of X, [21, 1.5.4] . Now, by assumption A is Hausdorff and definable functions are continuous by Lemma 8.2, so for any pair of terms (s, t), the set V (s, t) is closed in product topology. On the other hand,
holds by Lemma 2.4. We conclude that V(R) is closed in the product topology for any subset R of F µ × F µ . Thus we obtain the inclusion S ⊆ V (C (S)).
Corollary 8.4. Suppose V is finitary. If the V • C topology on A is discrete, then the V • C topology and the product topology coincide.
Proof. If the V • C topology on A is discrete then it obviously is Hausdorff. In addition all finite products are also discrete, and this can be shown to imply that definable functions are continuous with respect to the product topology on A µ for any cardinal µ, because the variety is finitary. Thus the assumptions of Lemma 8.3 are met and the corollary follows. Continuing the notation in the Introduction, we consider an algebraically closed field k, and finitely many variables X := {X 1 , . . . , X n }, n 0 an integer. Then kalgebras and their homomorphisms form a finitary variety in the sense of Birkhoff. The k-algebra freely generated by X is the polynomial ring k[X]. Congruences on any k-algebra are in one-one inclusion-preserving correspondence with ideals. We shall now apply the results of Part 3 to derive a form of the Nullstellensatz, with the proviso that congruences are conveniently represented by ideals. We let V be the variety of k-algebras, and we let A := k. The details then depend on what definition one takes for the notion of radical ideal. We shall use: Definition 9.1. An ideal of a k-algebra is radical if, and only if, it is an intersection of maximal ideals.
We shall need a classical result from commutative algebra; see e.g. [3] . Lemma 9.2 (Zariski's Lemma). Let F be any field, and suppose E is a finitely generated F -algebra that is itself a field. Then E is a finite field extension of F .
Specialising the Stone-Gelfand-Kolmogorov Lemma 7.3 to the ring-theoretic setting now yields: Lemma 9.3 (Ring-theoretic Stone-Gelfand-Kolmogorov). An ideal I of k[X] is maximal if, and only if, there exists a ∈ k n such that I = C ({a}).
Proof. Assume I = C ({a}), and consider the Gelfand evaluation γ a : k[X]/ C ({a}) → k of Definition 7.2. By Lemma 7.3, γ a is an embedding. From the fact that γ a is a homomorphism of k-algebras it follows at once that it is onto k, and hence an isomorphism. Moreover k, being a field, is evidently simple in the universal-algebraic sense, i.e. it has no non-trivial ideals. Hence C ({a}), the kernel of the homomorphism q a : k[X] → k[X]/I as in (51), is maximal (by direct inspection, or using the more general [10, Theorem 6.20] ). Conversely, assume that I is maximal, and consider the natural quotient map (i) C (V (I)) = I.
(ii) I is radical.
Proof. Immediate consequence of Lemma 9.3 together with Theorem 7.7.
It is now possible to functorialise the above along the lines of the first part of this paper, thereby obtaining the usual classical algebraic adjunction. We do not spell out the details.
Stone duality for Boolean algebras
In this section we derive Stone duality for Boolean algebras from the general adjunction. Let V be the variety of Boolean algebras and their homomorphisms, and set A to be two-element Boolean algebra {0, 1}. By Corollary 6.13 we have a dual adjunction between V p and D q given by the functors C q and V q . We are interested in characterising the fixed points of this adjunction. We begin with the algebraic side. Recall the following:
To within an isomorphism, the only subdirectly irreducible Boolean algebra is {0, 1}.
Corollary 10.2. With V and A as in the above, and with reference to the functors of Corollary 6.13, one has
Proof. Apply Corollary 7.10 item 1 in view of Lemma 10.1.
We now turn to the side of affine subsets. The category D q is given by subsets of {0, 1} µ for µ ranging among all cardinals, and definable maps among them. The Zariski (=V • C) topology on {0, 1} is discrete as {0} = V (0, x) and {1} = V (1, x).
µ is closed in the product topology if, and only if, V (C (S)) = S.
Proof. The topology on A is discrete and Boolean algebras form a finitary variety, so the claim follows from Corollary 8.4.
So the space {0, 1}
µ is a Cantor cube, i.e. it is topologised by V • C according to the product topology, {0, 1} having the discrete topology.
Corollary 10.4. Let V be the variety of Boolean algebras and their homomorphisms, and let A be the Boolean algebra {0, 1}. With reference to the functors of Corollary 6.13, one has that for any closed set S ∈ D q ,
Proof. By Lemma 10.3 and direct inspection of the definitions. The last result needed to obtain Stone duality in classical form is an intrinsic characterisation of the closed subspaces of {0, 1} κ for κ any cardinal. This is a specific instance of a general problem in abstract topology: given a topological space E, characterise the topological spaces which are subspaces of E κ . Such spaces are known as E-compact spaces [46, Section 1.4].
Lemma 10.6. The category of compact, Hausdorff, totally disconnected spaces with continuous maps among them is equivalent to the category D q .
Proof. It is enough to prove that for any compact, Hausdorff, totally disconnected space X, there exists a cardinal µ and closed subset S of {0, 1} µ such that X is homeomorphic to S. The rest is routine. To prove the claim notice that by [27, Lemma 4.5, pag. 116] given a family F of continuous functions from a Hausdorff space X into spaces Y f the evaluation map e : X → f ∈F Y f defined as e(x) f := f (x) is a homeomorphism between X and f [X], provided that for any p ∈ X and any closed subset C such that p / ∈ C there exists f ∈ F such that f (p) / ∈ f [C]. Given a compact, Hausdorff, totally disconnected space X, we therefore consider the family F of all continuous functions from X to {0, 1}. If C is a closed subset of X and p ∈ X \ C, then there exists a clopen K which extends C and does not contain p. Consider the function
It is straightforward to see that the function f belongs to F . 
11.
Gelfand duality for C * -algebras A (complex, commutative, unital ) C * -algebra is a complex commutative Banach algebra A (always unital, with identity element written 1) equipped with an involution · * : A → A satisfying xx * = x 2 for each x ∈ A. Henceforth, 'C * -algebra' means 'complex commutative until C * -algebra'. The category C * has as objects C * -algebras, and as morphisms their * -homomorphisms, i.e. the complex-algebra homomorphisms preserving the involution and 1. If X is a any compact Hausdorff space, let C (X, C) denote the complex algebra of all continuous complex-valued functions on X, with operations defined pointwise. Equipped with the involution * given by pointwise conjugation, and with the supremum norm, this is a C * -algebra. The landmark Gelfand-Naimark Theorem (commutative version) states that, in fact, any C * -algebra is naturally representable in this manner. A functorial version of the theorem leads to Gelfand duality: the category C * is dually equivalent to the category of KHaus of compact Hausdorff spaces and continuous maps.
In this section we show how Gelfand duality fits in the framework of affine adjunctions developed above. The first important fact is that we can work at the level of the algebraic adjunction. For this, we first recall that x ∈ A is self-adjoint if it is fixed by * , i.e. if x * = x. Further, we recall that self-adjoint elements carry a partial order which may be defined in several equivalent ways; see e.g. [17, Section 8.3] . For our purposes here it suffices to define a self-adjoint element x ∈ A to be non-negative, written x 0, if there exists a self-adjoint y ∈ A such that x = y 2 . There is a functor U : C * → Set that takes a C * -algebra A to the collection of its non-negative self-adjoint elements whose norm does not exceed unity:
U (A) := {x ∈ A | x * = x, 0 x, x 1}.
In particular, U (C) = [0, 1], the real unit interval. In the following we always topologies [0, 1] with its Euclidean topology, and powers [0, 1] S with the product topology. It is elementary that the restriction of a * -homomorphism A → B to U (A) induces a function U (A) → U (B), for all C * -algebras A and B, so that U is indeed a functor.
Theorem 11.1. The category C * is equivalent to the category V * of models of a (necessarily infinitary) algebraic variety. Moreover, under this equivalence the underlying set functor of the variety naturally corresponds to the functor U : C * → Set above. The left adoint F to the functor U associates to a set S the C * -algebra of all complex valued, continuous functions on the compact Hausdorff space [0, 1] S .
Proof. It is well known that the unit-ball functor on C * -algebras is monadic over Set, see [37, Theorem 1.7] . The functor U that we are considering here is a variant of the unit-ball functor. See [40] for further background and results. The fact that no finitary variety can dualise KHaus was proved, as a consequence of a considerably stronger result, in [4] . Together with Gelfand duality this shows that V * cannot be finitary.
Remark 11.2. In [25] , Isbell proved that there is a finite set of finitary operations, along with a single infinitary operation of countably infinite parity, that generate all operations in V * . It has been a long-standing open problem to provide a manageable equational axiomatisation of V * . A solution to this problem appears in [33] , where a finite axiomatisation is provided. The interested reader is referred to [33] for details. For our purposes here, we do not need an explicit presentation of V * . Indeed, we shall identify C * -algebras with objects of V * whenever convenient, it being understood that this identification is via Theorem 11.1.
We start by setting:
(1) V := V * , and (2) A := U (C) = [0, 1]. Corollary 6.13 ensures that there exists a dual adjunction C q ⊣ V q between V * and the category of subsets of [0, 1] µ -with µ ranging among all cardinals-and definable maps.
The characterisation of the fixed points of the compositions C q • V q and V q • C q is now very similar to the one in Stone duality.
Lemma 11.3.
(1) The C * -algebra C is the only simple algebra in V * . (2) The variety V * semisimple.
Proof. The first item amounts to the standard fact that a quotient of a C * -algebra modulo an ideal I is isomorphic to C if, and only if, I is maximal. The second item amounts to the equally well-known fact that each C * algebra has enough maximal ideals, hence it is a subdirect product of copies of C.
Corollary 11.4. Every commutative C * -algebra is fixed by the composition C q •V q .
Proof. By combining Proposition 7.10 and Lemma 11.3.
We now turn to the characterisation of the fixed points in the geometric side. Proof. For any fixed cardinal µ, by Theorem 11.1 the underlying set of the algebra in V * freely generated by a set of cordiality µ is U (F (µ)), that is, the collection of all continuous functions from [0, 1] µ to [0, 1] . By definition, a function f : S ⊆ A µ → T ⊆ A ν is definable if, and only if, there exists a family of elements (t β ) β<ν of elements of U (F (µ)) such that for any x ∈ S, f (x) = (t(x) β ) β<ν . This proves the lemma. Proof. This is a standard fact; see e.g. Kelly's embedding lemma [27, Lemma 4.5, pag. 116].
Corollary 11.8. The variety V * is dually equivalent to KHaus.
Conclusions
The categorical and the algebraic frameworks presented above are general enough to encompass several dualities in mathematics. The algebraic framework of Part 3, for example, accommodates such standard theories as Priestley duality for distributive lattices [43] , Baker-Baynon duality for Riesz spaces and lattice-ordered Abelian groups [6] , or Pontryagin duality for compact Abelian groups [41] . Also, we remark that the dualities for semisimple and finitely presented MV-algebras developed in [34, 35] arose by applying the constructions of the present paper to that specific setting, and thus motivated the present general development. We conclude the paper with a few remarks on further research.
Remark 12.1 (Galois theory of field extensions). Let K be a field, L a fixed extension of K, and let Gal K (L) be the group of automorphisms of L that fix K (i.e. if h ∈ Gal K (L) and k ∈ K then h(k) = k).
The classical Galois connection between the intermediate field extensions K ⊆ F ⊆ L and the subgroups of Aut K (L) can be recovered as a restriction of the adjunction of Theorem 3.8. To this end we set:
• T = Gal K (L) (i.e., the category with a single object △ and with arrows the elements of the group Gal K (L), composition between them being given by the group operation), • △ is the unique object of T, • S has field extensions of K as objects and elements of Gal K (L) as arrows, • I is the functor picking the object L of S and acting identically on arrows. In this set up the objects of the category R are pairs (△, R), where R ⊆ hom 2 T (△, △). As the first component of the pairs can only be △, we only write R for an object of R.
Further, as automorphisms always have an inverse, the condition that p and q act equally on some field F is equivalent to the condition that the automorphism pq −1 acts identically on F . We can therefore conceive of relations on hom (△, △) as subsets of hom (△, △). The objects of the category D are pairs (△, F ) where F is a a field such that K ⊆ F ⊆ L. For the same reason as above, we only write F for an object of D.
For any object R in R, the operator V specialises to the following:
For any object F in S, the operator C specialises to the following:
The right-hand set of (65) is often denoted by L R in classical Galois theory [28, Chapter VI] The right-hand side of (66) is actually Aut K (F ).
I a similar way one can also give an account of the Galois connection between fundamental groups and covering spaces of a sufficiently nice topological space; cf. Grothendieck's paper [23] .
We have characterised the fixed points of affine adjunction in the algebraic framework through the Nullstellensatz and the Stone-Gelfand-Kolomogorv Lemma. The topological side, however, awaits further investigation. In particular, one would like to know when the operator V • C is topological, and one would like to be able to compare abstractly the V • C and the product topology on A µ .
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