Abstract. Some examples of the interplay between matrix theory, graph theory and n-dimensional Euclidean geometry are presented. In particular, qualitative properties of interior angles in simplices are completely characterized. For right simplices, a relationship between the tree of legs and the circumscribed Steiner ellipsoids is proved.
Gram matrices.
As is well known, the Gram matrix G(S) of an ordered system S = (a 1 , . . . , a m ) of vectors in a Euclidean n-space E n is the matrix G(S) = [ a i , a j ], where u, v means the inner product of the vectors u and v.
Gram matrices form a natural link between positive semidefinite matrices and systems of vectors in a Euclidean space because of the following: Theorem 1.
Every positive semidefinite matrix is a Gram matrix of some system of vectors S in some Euclidean space. The rank of the matrix G(S) is equal to the dimension of the smallest Euclidean space containing S.
In
addition, every linear relationship among the vectors in S is reflected in the same linear relationship among the rows of G(S), and conversely.
Let us present an example. Proof. Let n be the order of A. By Theorem 1.1, there exist in some Euclidean space (its dimension is at least the rank of A) vectors u 1 , . . . , u n , such that u i , u j = a ij for i, j = 1, . . . , n. Since the row sums of A are zero, the vectors u i satisfy i u i = 0.
Thus for every k ∈ {1, . . . , n}, the lengths satisfy 
Proof. Since
is positive semidefinite (of rank n if A has order n), the same holds for 
Therefore, their Hadamard product
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Observe that both conditions in Theorem 1.4 involve the diagonal entries of both matrices A and A −1 only. It was shown ( [5] ) that the best possible condition between the diagonal entries of A and A −1 is (in addition to (1.1))
This last result has interesting geometrical consequences: Theorem 1. 
Conversely, if nonnegative numbers
We recall here somewhat modified conditions from [5] when equality is attained.
Then the following are equivalent:
3.
A is diagonally similar to
where c is a real vector with n − 1 coordinates and
Euclidean simplices.
An n-simplex in E n is a generalization of the triangle in the plane and the tetrahedron in the three-dimensional space. It is determined by its n + 1 vertices, say,
We denote by φ ij the (dihedral) interior angles between ω i and ω j . In matrix theory, completion problems are now very popular. Let us mention one for the lengths of edges in an n-simplex. What are necessary and sufficient conditions for the lengths of some set of segments {l ij , (i, j) ∈ S} that they can serve as lengths of edges A i A j of some n-simplex? (For instance, strict triangle inequalities have to hold for every "closed" triplet, and a strict "polygonal inequality" for every closed polygon.)
Similarly as in matrix theory, graphs play an important role here. e ij x i x j < 0, whenever
This is equivalent to the condition that the matrix
where e is the column vector of all ones and M = [e ij ] (the Menger matrix) is elliptic, i.e. has one eigenvalue positive and the remaining negative.
The following crucial fact is presented without proof and will be used in the sequel. As is well known, there is an intimate relationship between the irreducibility of a symmetric matrix and the connectedness of the corresponding (undirected) graph: 
Since Ae = 0, we have
Thus both -nonnegative-terms are zero, we obtain a contradiction with the positive definiteness of A since the first summand is the value (Ay, y) for the non-zero vector y = (y i ),
To prove the converse, let C be given. We Proof. If we assign to the given simplex the matrices M 0 and Q 0 from (2.1) and (2.2), then the matrix Q = [q ij ] as Gram matrix of the outer normals has the property that q ij < 0, q ij = 0, or q ij > 0, according to whether the interior angle φ ij is acute, right, or obtuse. (Indeed, the angle spanned by outer normals is π − φ ij .) Theorem 2.5 applied to the matrix Q yields the result.
This result has many consequences:
Theorem 2.7. Every n-simplex has at least n acute interior angles. We called such simplices right simplices in [2] .
3. Right simplices. We recall here the main properties of right simplices and add a new one. In accordance with the right triangle, we call these edges legs. Hence: Theorem 3.2. The tree of legs can be completed to an (n-dimensional) box (i.e., a rectangular parallelepiped); its center of symmetry is thus the circumcenter of the simplex. Remark 3.3. A particularly interesting example is the Schlaefli simplex when the tree of legs is a path.
We recall here its main properties. In the case of the right simplex, the matrix Q from (2.2) is an acyclic matrix in the sense of [6] . We can thus apply a theorem from [6] which describes sign-patterns of eigenvectors of such matrix in terms of those edges -so called negative-of the corresponding tree for which the coordinates of the eigenvector have different signs. In our terms, the assertion from [6] gives: To find the geometric interpretation of the eigenvalues and eigenvectors of Q, let us remind that for every n-simplex, there exists a distinguished circumscribed ellipsoid (circumscribed means that it contains all vertices of the simplex), the so called Steined circumscribed ellipsoid) which has its center in the centroid and the tangent hyperplane at every vertex is parallel to the opposite face. In fact, it is the affine image of the circumscribed hypersphere in the affine transformation of a regular n-simplex into the given simplex. It is easily seen that the equation of the Steiner circumscribed ellipsoid S in barycentric coordinates with respect to the simplex is
Indeed, the tangent hyperplane at the vertex A k is then Thus, the column vector (α 1 , . . . , α n+1 ) T is an eigenvector of Q. Suppose now that (p, q) is an edge of the tree and that α p α q < 0. Then the leg between A p and A q contains an intersection point with the hyperplane α as its interior point. We now use the result proved in [7] : The halfaxis of the Steiner ellipsoid corresponding to an eigenvalue λ of Q (and hence corresponding to the hyperplane α) is proportional to the reciprocal of λ.
By
We obtain: Theorem 3.6. Let Σ be a right n-simplex. Remark 3.7. In fact, it follows by a continuity argument that one can allow the hyperplane α to contain a vertex of Σ in which exactly two legs meet. This vertex is then counted as a single intersection with the tree of legs.
