INTRODUCTION
Edge reductions in cubic graphs were first used in a significant way by Steinitz and Rademacher [25] to prove that a graph is planar, cubic, and 3-connected if and only if it is the graph of a simple 3-polytope. In fact, they chose edge reductions which preserved 3-connectedness.
The definition of cyclic connectivity first appears in Tutte [30] . The concept of cyclic k-connectivity in cubic graphs has appeared in the theory developed to solve the Four Colour Conjecture. In 1852, Guthrie [S] conjectured that every planar bridgeless graph was 4-face colourable. Tait [27] in 1880 showed that this conjecture was equivalent to the statement that every planar bridgeless cubic graph is 3-edge coulourable. As well, Tait [26] showed that the Four Colour Conjecture would follow if every 3-connected cubic graph was hamiltonian.
But in 1946 Tutte [29] constructed a nonhamiltonian planar 3-connected cubic graph. Later Tutte [30] and Walther [31] constructed nonhamiltonian planar cubic graphs that were cyclically 4-connected and cyclically 5-connected, respectively. The work of Isaacs [ 16) and Goldberg [14] has shown that 4-edge chromatic bridgeless cubic graphs which are not cyclically 5-connected can be constructed using smaller 4-edge chromatic bridgeless cubic graphs. Thus, the nontrivial 4-edge chromatic bridgeless cubic graphs are cyclically 5-connected.
Edge reductions of cubic graphs which preserve the cyclic k-connectedness are useful as a proof technique. For example, such edge reductions can be used to prove that any S of three independent edges in a 3-connected cubic graph is contained in the edge set of some cycle if S is not an edge cut.
In the rest of the introduction we give some background and prove some results needed in later sections. In Section 2 we examine the structure of G[N,], where G is a cyclically k-connected cubic graph and Nk is the set of edges which are in independent k-edge cuts. In section k we examine edge reductions in cyclically k-connected cubic graphs, k = 3,4, 5. Edge reductions in cyclically k-connected cubic graphs with girth at least k + 1, where 3 < k, are examined in Section 6.
We use the notation and terminology of Bondy and Murty [7] in this paper. In particular, for a graph G, v(G) is the number of vertices of G, E(G) is the number of edges of G, o(G) is the number of components of G, &(x) is the degree of x in G, and 6, is the minimum degree of G. In addition, define vi(G) to be the number of vertices of degree i in graph G, 0 < i, define pi to be the path with j vertices, 16 j, and define d,(e, f) to be the shortest distance in graph G between an end of edge e and an end of edge f:
The graph in Fig. x.y.z will be referred to as GtX,+,,,. In the figures we will use large circles and ovals to represent subgraphs and we will refer to them as clouds. For example, Fig. 5 .2 has five clouds. Frequently, we will use notation in a proof which is defined by an accompanying figure.
Let Ai be a graph such that v2 = k and v3 = v -k, and let xi,, ***xi, be its vertices of degree two, i= 1,2. We define Hk(A,, A2) to be A, + A, + (x4x2, I j = 1, . . . . k}. We note that A, and A, do not always uniquely determine Hk(A,, A2). Depending on the context, we will use Hk(A, , A2) to refer to an arbitrary such graph or to all such graphs.
Let G be a graph and let XC V(G) and S G E(G). If IX/= k and 2 < w(G -X), then X is called a k-vertex cut. If ISI = k and 2 < u(G -S), then S is called a k-edge cut. If 1x1 = k and G has subgraphs G1 and G2 such that G= G1 u G2, V(G, n G2) = X, and both G1 and G2 contain cycles, then X is called a cycle-separating k-vertex cut. If I SI = k and G -S has at least two components which contain cycles, then S is called a cycle-separating k-edge cut.
If G has a pair of nonadjacent vertices and every vertex cut of G contains at least k vertices, then G is said to be k-vertex connected. If G has a spanning complete subgraph and k -1 6 v(G), then G is also said to be k-vertex connected. If every edge cut of G contains at least k edges, then G is said to be k-edge connected. If every cycle-separating vertex (edge) cut of G has size at least k, then G is said to be cyclically k-vertex (edge) connected.
If G is a cubic graph, then G has a cycle C. Since G = C u G, V( C n G) = V(C), and both C and G have cycles, V(C) is a cycle-separating vertex cut. Hence there is a largest k such that G is cyclically k-vertex connected, and k is at most the girth of G.
Let e be in E(G). If H is a subgraph of graph G and e has one end in V(H) and one end in V(G) -V(H), then we say that e is incident with H. If e is incident with disjoint subgraphs H, and H, of G, then we say that e joins H, and H,.
Let 0 be the loopless graph on two vertices with exactly three edges.
The following two theorems demonstrate that various forms of connectivity are equivalent for all but a finite number of cubic graphs. Both have routine proofs. The first statement of Theorem 1.2 is a corollary of a result of Lovasz [ 18; 19, Exercise 10.41. THEOREM 1.1. If G is a connected cubic graph such that G # 8 and 1 <k < 3, then the following statements are equivalent:
Let G be a connected cubic graph. G has two disjoint cycles if and only tf G# (0, K4, K,,,).
If G# (0, K,, I&,), then the following three conditions are equivalent:
(i) G is cyclically k-vertex connected. (ii) Every independent edge cut of G has size at least k. (iii) G is cyclically k-edge connected.
Yl Y2 separating or independent edge cut. Hence, for these three graphs, (ii) and (iii) are vacuously satisfied for all values of k. We will say that a graph G is cyclically k-connected if G is cyclically k-vertex connected. Let e be an edge joining distinct vertices x and y in a cubic graph G. Let N(x) = {y, x1, x2) and N(y)= {x, yi, yz}. Suppose that e is the only edge joining x and y and that x and y are not incident with a loop, that is, suppose (x,y}n(x,,x,,y,,y*)=0.
Define (G-e)* to be (G-{x,y})+ (x1 x2, y, y2} (see Fig. 1 .1). By our assumptions (G -e)-is a well defined cubic graph with v(G) -2 vertices. We say that (G -e) N is obtained from G by an edge reduction at e, and that G is obtained from (G -e)-by adding an edge e across x1 x2 and y1 y2.
Since a cyclically 3-connected cubic graph has no loops or multiple edges, there is an edge reduction at every edge.
If G is a cyclically k-connected cubic graph and G $ (0, &, K3, 3}, then we define N,(G) to be the set of edges which are in some independent k-edge cut. For G in (8, &, KJ, 3 }, we define Nk( G) to be E(G). We define R,(G) to be E(G) -iVk( G). The next theorem, phrased differently, is proven in a paper by Wormald [32] . It demonstrates the significance of preceeding definitions. THEOREM 1.3. If G is a cyclically k-connected cubic graph, where 3 < k, then Nk(G) is the set of edges e such that (G-e)-is not cyclically k-connected. The next theorem is stated without proof in a paper by Wormald [32] . THEOREM 1.4. Let G be obtained by adding an edge e across two edges in a cyclically k-connected cubic graph G'. Then G is cyclically k-connected if and only if G has girth at least k.
Proof. If G has girth less than k, then G has a cycle C with less than k vertices. Then v(C) is a cycle-separating vertex cut with less than k vertices, and so G is not cyclically k-connected. Suppose G is not cyclically k-connected. Since 4 < v(G') + 2 = v(G), G#8. If G is K4 or K3,3, then G' is 8 or &, respectively, and the result follows. Suppose G $ { 8, &, K,,, }. Then Theorem 1.2 implies that G has an independent edge cut S such that ISI < k and S is cycle-separating. Let Ai be a component of G -S having a cycle Ci, i = 1,2.
Suppose e E S. Since e 4 E(A i) there is a cycle Cl in G' corresponding to Ci, i = 1, 2. Now S -(e > is a cycle-separating edge cut in G' of size less than k, a contradiction.
Thus, we may assume that e E A 1. If A 1 -e has a cycle, then G' again has two cycles separated by an edge cut of size less than k. Hence A 1 -e is acyclic. Since 6 Al = 2, A, -e has at most two leaves. Hence, A, -e is a path, and so A, is a cycle. But the number of vertices of degree two in A I is ISI, and so Al is a cycle of length less than k. Thus, the girth of G is less than k. 1 We end the section with two lemmas on the structure of the components of a graph G -S, where S is an independent k-edge cut in a cyclically k-connected cubic graph G. LEMMA 1.5. Let S be an independent k-edge cut in a cyclically k-connected cubic graph G. Then G -S has exactly two components. If 3 < k and A is a component of G -S, then A is 2-vertex connected.
Proof. By definition G -S has at least two components. If G-S has three components, then S -(e} is a cycle-separating (k -1)-edge cut for any e in S, a contradiction.
Suppose A is not 2-vertex connected. Then V(A) contains a vertex x such that A -x is not connected. Since dA(x) < 3, x is incident with a cut edge e of A. Let A, and A, be the components of A -e. Let Si be the set of edges in S incident with Ai, i= 1,2.
A vertex in Ai has degree one in Ai if and only if it is incident with e and an edge in Si, i = 1,2. Hence, A, and A, each have at most one vertex of degree one, and so A, and A2 both have cycles. Therefore, Si u (e} is cycleseparating, and so k 6 I Si u (e} I, i= 1,2. Thus, 2(k-1) < lSi[ + lSZl = ISI = k, and so k < 2. 1 LEMMA 1.6. Let A be a subgraph of a cubic graph G, let S be the set of edges incident with A, and let B = G -V(A ). Suppose I SI = k, where 1 < k, and the edges in S have distinct ends in V(A). If G is cyclically (k + l)connected, then B is acyclic. If 1 <k < 2, then B has a cycle. If 3 < k < 5 and B is acyclic, then B = pk _ 2.
Proof: Suppose G is cyclically (k + 1 )-connected. Then I SI < k + 1 implies that A or B is acyclic. Since the edges of S have distinct ends in V(A), 6, = 2. Then A has a cycle, and so B is acyclic. 
CROSSING EDGE CUTS AND THE SUBGRAPH INDUCED

BY THE EDGES IN INDEPENDENT k-EDGE CUTS
In this section we define crossing edge cuts and prove a lemma which gives the structure of a cyclically k-connected cubic graph having two independent k-edge cuts which cross. This main lemma provides insights on the structure of G[N,], where G is a cyclically k-connected cubic graph. In particular, we show that the edges in Nk which are not on k-cycles induce a forest. If in addition, G has girth k + 1 and Nk # 0, then this forest has at least k trees. This last result is reminiscent of a theorem of Mader L-6, p. 24; 201: the vertices of degree at least k + 1 in a minimally k-connected graph induce a forest. Mader's proof uses the notion of crossing cuts. We also define a method of constructing new cubic graphs from given cubic graphs and prove several results needed in later sections.
Let S and S' be independent k-edge cuts in a graph G. We say that S and S' cross if there are components A and B of G -S and components A' and B' of G-S' such that AnA', AnB', BnB', and BnA' are nonempty.
Define o8 to be the graph obtained by replacing every edge of 8 by a path of length three. Since S1 n S2 = E12 and S1 u S2 = S u E12, l&l + l&l = ISI + 2 l4zl = k + 2 I&l. Since S is independent and G is cubic, A is a k-cycle or A is a subdivision of a cubic graph H. Suppose we have the second case.
Since G is cyclically k-connected, A has girth at least k. If H has two disjoint cycles, then so does A. But then 2k < v(A) and we contradict (2.4); so H does not have two disjoint cycles. Hence, H has no cycle-separating edge cut, and so Theorem 1. is acyclic.
ProoJ
Suppose C is a cycle of G[ N;]. Let e, E E(C) and let S be an independent k-edge cut such that e, ES. Then S contains another edge e2 E E(C). Suppose e, , e2, and S are chosen so that d,(el, e,) is minimal. Let p be an (e,, e,)-path in C with length d,(eI, e,).
If there exists e E E(p) n S, then we have contradicted the choice of e1, e2, and S because d,(el, e) < d,(el, e,). Therefore, p is a subgraph of a component A of G -S. By Lemma 1.5, G -S has only one other component; call it B.
Choose fi E E(p). Let S' be an independent k-edge cut containing fi . If E(p) u {e 1, e2 } contains an edge f in S' -{ fi ), then f, fi , and S' contradict the choice of e, , e2, and S.
Let q be an (e,, e,)-path in B. Let C' be the cycle G[E(p) u E(q) u (el, e2}]. Since fi E E(C'), there exists another edge f2 in S' n E(C'). By the previous paragraph, f2 is in E(q). Hence, S and S' cross. We now adopt the notation of Lemma 2.1 (see Fig. 2 .1). Since (fi } = (E(p) u (e,, e2}) n S', we may assume that e, E A' and e2 E B'. Thus, not all the edges in A' (respectively, B') are on k-cycles. The edges in E(C) which are incident with e, are in E(A) and E(B). Thus, not all the edges in A (respectively, B) are on k-cycles.
Suppose k< IS1(. Then by Lemma 2.1, IS31 = 2k-2 IEz41 -ISI1 <k. Since G is cyclically k-connected, G3 is acyclic. If k < I S2j, then I SJ = 2k -2 I E131 -I SzI < k; so G4 is acyclic. Then Lemma 2.1 implies that every edge of B is on a k-cycle, a contradiction. Hence, I SzJ < k. If G2 is acyclic then Lemma 2.1 implies that every edge of B' is on a k-cycle, a contradiction. Therefore, G2 has a cycle. Let Va be the set of ends in G2 of edges in S2. Since l/a is a cycle-separating vertex cut and G is cyclically k-connected, k < I Val < I S21. Thus, k = IS21 and the edges in S2 have distinct ends in G2. Hence, S2 is an independent k-edge cut. But now e2, fi, and S2 contradict the choice of e,, e2, and S. Thus, IS, I < k. Similarly, I S21 < k.
If Gi contains a cycle, then we can again show that Si is an independent k-edge cut, i = 1,2. This will again contradict the choice of e, , e2, and S. Therefore, G, and G, are acyclic. Applying Lemma 2.1 again we obtain our final contradiction: every edge of A is on a k-cycle. 1 Proof The girth of G is at least k + 1, so Nk = N;. The result now follows from Theorem 2.3. 1 THEOREM 2.5. Let GO be a cyclically k-connected cubic graph, where 5 <k. Let Gi+ 1 be obtained from Gi by edge addition, i = 0, 1. If G2 has girth at least k, then G2 is cyclically k-connected.
Proof
If G1 has girth less than k -1, then G2 can have girth at most k-1, a contradiction.
Hence, G1 has girth at least k-1. Using Theorem 1.4 twice we derive that G2 is cyclically (k -1 )-connected.
Suppose G2 has an independent (k -1 )-edge cut Sz. Let A2 and B, be the components of G, -S2. If v(AJ = k -1, then A2 is a (k -1 )-cycle, a contradiction. If v(A2) = k + 1, then A2 has two vertices of degree 3 and k -1 vertices of degree 2. Using the methods in the proof of Lemma 2.1, we have 3k we are done. By Lemma 2.6, this is the case if k = 3. So we may assume 4 < k and S and S' cross. We use the notation of Lemma 2.1 (see Fig. 2.1 ). If k = 4, then G has the form G (2,2.aJ by Lemma 2.6. If Si or S2 is an independent 4-edge cut, then we are done. If not, then Gi = K2 by Lemma 1.6, i=l,2.
But th en v(A) = 4 and we have a contradiction. We now prove the theorem when G has girth at least k + 1. Suppose IS1 1 < k. Then Gi is acyclic. If 1 Sz[ < k, then G2 is also acyclic; but now we have a contradiction because A has a k-cycle by Lemma 2.1. Hence, k 6 IS,l. Similarly, k < IS,l. By Lemma 2.1, IS,1 + IS,[ = 2k -2 IElsl; so
If G2 is acyclic, then A again has a k-cycle; so G2 has a cycle. Let Va be the set of ends in G2 of edges in S2. Since V, is a cycle-separating vertex cut and G is cyclically k-connected, k < I &I < I S21. Thus, k = I S2 I and the edges in S2 have distinct ends in GZ. Hence, S2 is an independent k-edge cut. Since e E S2 and S2 E E(A) u S, we are done. Similarly, if JSJ c k, for some i E { 2, 3,4 >, we are done.
Suppose k < )Sil, i= 1,2,3,4. By Lemma 2.1, IS,/ + IS31 < 2k and lSzl + I S41 < 2k, so I SJ = k, i = 1, 2, 3,4. If G2 contains a cycle, then as before we can show that S2 is the required independent k-edge cut. Similarly, if G1 contains a cycle we are done. If G1 and G2 are acyclic, then we have a contradiction because A has a k-cycle by Lemma 2.1. m
EDGE REDUCTIONS IN CYCLICALLY ~-CONNECTED CUBIC GRAPHS
Throughout this section, G will denote a cyclically 3-connected cubic graph such that G # &.
In this section we will examine edge reductions in cyclically 3-connected cubic graphs. The first theorem proves that G[N,] is a forest with at least three trees and that [NJ 6 v -3. We then state a characterization of those graphs G with INsI = v-3.
It is a classical theorem that every 3-connected graph except K4 can be reduced to a smaller 3-connected graph by means of a more general form of edge reduction. This was proven for planar 3-connected graphs by Steinitz and Rademacher [25] and later for all 3-connected graphs by Barnette and Griinbaum [3] , and independently, Titov [28] . This result implies that every cyclically 3-connected cubic graph except K4 has an edge reduction which gives a smaller cyclically 3-connected cubic graph. Suppose H, is a cubic graph equal to H3(A,, K3), i = 1,2. We define H, Q) H, to be H3(A,, AZ). We note that H, and H, do not uniquely determine H, @ H,. We will use H, Q) H, to refer to all such graphs.
We now recursively define a set Y. Let Hf3.1.al, Hf3.1.bJ, and H(,.,.,, be Y. If H, and H, are in Y -( HC3.1.aJ > then H, Q) H, is in Y. See Fig. 3.1 .
The following theorem has a routine proof by induction on v. It is similar to the methods used in [21] . The proof is given in [22] . 
EDGE REDUCTIONS IN CYCLICALLY 4-CONNECTED CUBIC GRAPHS
Throughout this section, G will denote a cyclically 4-connected cubic graph.
Every cyclically 4-connected cubic graph, except K3, 3 and the 3-cube, has an edge reduction which gives a smaller cyclically 4-connected cubic graph. This was proven for planar graphs by Kotzig [ 17) and, independently, by Faulkner and Younger [9] ; later it was proven in general by Wormald [32] and, independently, by Fontet [lo] .
In this section we define a very restricted subset Ni of N4. Unlike
for a 3-connected cubic graph H, G[N,] is not necessarily a forest. But if we consider Nz = N4 -Ni, then we are able to show that G[Ni] is a forest with at least four trees when N$ # 0. We next define a function f4 and show that it is an upper bound for 1 N,(G)I.
In [21] , f4 is shown to be a sharp upper bound and the extremal graphs are characterized. When G is restricted to being planar, the upper bound for 1 N,(G)1 can be improved, as is shown in [ 151. In [21] , the upper bound of [ 151 is shown to be sharp and the extremal graphs are characterized. If G is a plane graph, then its dual graph G* is a 4-connected plane triangulation.
An edge reduction of G results in a smaller cyclically 4-connected graph if and only if the contraction of the dual edge in G* results in a smaller 4-connected graph. Hence, the results of [21] give a sharp lower bound on the number of edge contractions of a 4-connected plane triangulation which give a smaller 4-connected triangulation. The extremal graphs are the duals of the extremal graphs for edge reductions.
Let P~=x~x~'. .x, and pk=y,y,.s. y, be disjoint paths. The 2n-ladder, L 2n9 is defined to be pn + pi + (Xi yi 1 i = 1, . . . . n>. Define p,, and pk to be the sides Si and S2 of L2,,, define the edges in E(S,) u E(S,) to be the side edges of L2n, define the edges in {Xi yi I i = 1, . . . . n > to be the rungs of L2n, define x 2 3 ***, x, -19 Y, 9 *se, y,-1 to be the intermediate vertices of L2n, and define x1, .Y,, x,, y, to be the end vertices of L,,. Two side edges on the same 4-cycle are said to be corresponding side edges. Two end vertices incident with the same rung are said to be corresponding end uertices. Let E,(t), E,(L), and I(L), be the sets of side edges, rungs, and intermediate vertices, respectively, of ladder L. Note that for L, we may choose which two independent edges in E(L,) are the side edges. The other two independent edges will then be the rungs.
Let N!(G) be the set of edges e which satisfy each of the following conditions :
(i) eENq.
(ii) e is on a 4-cycle. The following lemma has a routine proof using induction and Theorem 1.4. The following lemma has a routine proof. If e, and e2 are both in some independent 4-edge cut S and there is an (e,, e,)-path p in G[Ni], then one of the components of G -S is a ladder having p as a side.
Proof Suppose the result is false. Choose e,, e2, S, and p so that the length of p is minimum.
Suppose some edge e in S-(el, e2} is in E(p). Let pi be the subpath of p joining e and ei, i= 1,2. Then pi is shorter than p and e E Ni. Since e, ei, S and pi cannot contradict the choice of e,, e2, S, and p, one of the components of G -S is a ladder having pi as a side, i = 1,2. Since V( pl) and V(p2) contain different ends of e, the component of G -S containing p1 is distinct from the one containing p2. Hence, both components of G -S are ladders. Thus, Ns z S by Lemma 4.3. But then E(p) g Nz, and so we have a contradiction.
Hence, (S -{e, , e2}) n E(p) = 0 and p is a subgraph of one of the components, say G,, of G -S.
Let fi be in E(p) is a forest.
We now prove that G[Ns] has at least four components. Suppose G has no 4-cycles. There is an independent 4-edge cut T because Ni # 0. Since N i # 0, T c N$ Since G has no ladders, no two edges in T are in the same component of G[ Nf] by Lemma 4.4.
Suppose G has a 4-cycle. Choose a maximal ladder L. Let S' be the set of edges incident with L. If L is a spanning subgraph of G, then ISI = 2 and GEJVU~.
But N$= 0 for graphs in J%' n .Z? by Lemma 4.1, a contradiction. If the edges of S' are not independent, then G -V(L) = K2 by Lemma 1.6. But then corresponding end vertices of L are adjacent to distinct adjacent vertices of G -V(L), and we contradict the maximality of L. Hence, S' is an independent 4-edge cut. Since L is maximal, none of the edges in S' is on a 4-cycle, and so S' s Ni.
If the edges in S' are in different components of G[ Nf] we are done; so suppose not. By For v < 10, the previous equation gives INal < f4( v). 1
EDGE REDUCTIONS IN CYCLICALLY ~-CONNECTED CUBIC GRAPHS
Throughout this section, G will denote a cyclically 5-connected cubic graph.
In this section we examine edge reductions in cyclically 5-connected cubic graphs. We found that f3 and f4 were linear in v. In contrast there exists a graph G on v vertices such that N,(G) = E(G), for all v > 10 such that v # 16. In this section we characterize such graphs G. As with N4 we will define a restricted subset Nt of NS. The characterization is then found mainly by examining the structure of G[N g].
Define S12, h and & to be +l.a), Gt5.1.bj, and Gt5.1.cj9 respectively. See Proof: It is easy to show PIO, Si2, S14, S18, and DzO are cyclically 5-connected. The graphs in ~8 are cyclically 5-connected by definition.
We prove by induction that the graphs in 9 and 9 are cyclically 5-connected. Suppose n>5. Then PZ(n--2)=((P2n-~n~n)--~,_I~,_I)and D,,, _ 1) = ((D,, -x,zZn _ 1 ) --ynz2,,) -. Thus, PZn and D4,, are obtained from P,,, _ 2J and D,,, _ 1j, respectively, by two edge additions. Since P,,, -2) and D,,, -Ij are cyclically 5-connected, Theorem 2.5 implies that P2n and D,, are cyclically 5-connected. 1
For any graph G in 9 u 9 u 9, every edge is incident with a 5-cycle; so N,(G) = E(G). For any graph G in ~4, N,(G) = E(G) by definition. Thus, N,(G) = E(G) for all graphs G in X LEMMA 5.2. If G has the form G(,.,.,, and e E N,(G), then e is incident with a 5-cycle. (See Fig. 5 
.2.)
Proof:
Let e be the independent 5-edge cut T. By Lemma 1.5, Gi is 2-connected, i = 1,2. Furthermore, the vertices xi and yi of Gi are in different components of G -T, i = 1,2. Hence 2 < IE( Gi) n TI, i = 1,2. Thus, if we consider the disjoint, crossing, independent 5-edge cuts T and (fi , f2, f3, f4, fs >, Lemma 2.6 implies G has the form Gt5.2.bJ. (We note that the role of x and y in Figure 5 .2.b. can be assumed without loss of generality.) Let K be the component of G -T such that x E V(K). By Lemma 1.6, B -x is isomorphic to K2. Therefore, v(K) = 5. K is also simple and 2-regular, and so K is a 5-cycle. Since E(G) = N,(G), e is in an independent 5-edge cut S. S must necessarily include another edge e' in E(C). Hence, G has the form G(5.3.a).
If yl, y2, y3, y4, and y, are not distinct, then G2 =p3 by Lemma 1.6. Then K = G[ V( G2) u { z1 , z2}] has 5 vertices. K is also simple and 2-regular; so K is a 5-cycle and we are done.
Suppose yl, y2, y3, y,, and y5 are distinct. Then G has the form G(,.,.,,. Therefore, Lemma 5.2 implies that zlz2 is incident with a 5-cycle. Thus, G has the form G (5.3.bJ. (We note that the role of e and e' could be interchanged in Fig. 5.3 .b. We will show that e and e' are both incident with some 5-cycle.)
If y, , u2, u3, y,, and y5 are not distinct, then G; = p3 by Lemma 1.6. Then G2 is a 5-cycle. Hence, y1 and y, are both adjacent to some vertex w. Then e and e' are incident with the 5-cycle zlz2 y2 WY,. Similarly, if x1, If G has two 5-cycles whose intersection is p3, then G E { PIO, S12, S14}.
Proox
If G has two 5-cycles whose intersection is p3, then G has a G (5.4.a) subgraPh. Figure 5 .4 shows a proof of the theorem. Let r be in (a, c, d, e]. By Lemma 5.3, the dashed edge of Gf5.4.rJ is incident with a 5-cycle. Then G must have as a subgraph one of the graphs to which there is an arrow from G (5.4.r ). We assume that from G (5. 
ProoJ
If the intersection of two kycles is p3, then G E ( Plo, S12, S14} by Lemma 5.4. Therefore, we may assume that the intersection of any two 5-cycles is empty or p2.
Let K be a component of G[Nt]. Figure 5 .5 gives a proof that K has a G (5.5.eJ subgraph. Let r be in {a, b, c, d}. By Lemma 5.3, the dashed edge of Gt5.5.rJ is incident with a 5-cycle C. The possibilities for C are limited by the fact that G has girth five and by the assumption that the intersection of any two 5-cycles is empty or p2. As well as insuring that the intersection of C and any other 5-cycle is not p3, we must insure that this is also true for the a b d FIGURE 5.5 5-cycles using exactly one edge in E(C) -E(G,,.,,r,). For Gt5.5.cJ, this is the case: if C= u1v2u3u7vg, then (u3uqugugu7) n (u~u~u~u~u~~) =p3. In all possibilities one of the arrows from G (5.5.rJ points to a graph which is also a subgraph of K. For every even integer m 2 14, we define B, as follows. We use the notation used in the definitions of the graphs in 9 ~9. If m = 2n and n is odd, then B,=&--{u~u~,u~u~, uzu,). If m=4n, then B,=Ddn-(x1x2, z1z2, y1 v,>. Since G (5.5.eJ = B14, we may choose a B, subgraph of K such that 14 <m and m is maximal.
Suppose m = 0 (mod 4) and consider B, = Gc5w6.aj. See Fig. 5 .6. By Lemma 5.3, xlzl is incident with a 5-cycle C. By assumption, the intersection of C and any other 5-cycle is not p3. Then K has a Gt5.6.bJ, Gt5,6.cJ, G(5.649 or G(5.6.e) subgraph. If K has a Gt5.6.bJ subgraph, then we have contradicted the maximality of m since G(5.6.bj = B, + 2. If K has a Gf5.6.cj subgraph, then G = Gt5.6.cJ + x1 x2. But then ylz2 is not incident with a 5-cycle, contradicting Lemma 5.3. If K has a Gt5.6.dJ subgraph, then 20 d m and G = Gt5.6.d) + x1 x2 = D,. If K has a G,, 6e, subgraph then consider y 1 z2. Since y, z2 and x1 z1 are isomorphic edges of B,, when we consider the 5-cycle incident with y, z2, we can show that either G = D, or YIJVW).
If Yl Yn E W)9 then G = G(5.6.e) + bl Y29 w21 = D20.
Suppose m = 2 (mod 4) and consider B, = GfS.7.al. See Fig. 5.7 . By Lemma 5.3, u1 u1 is incident with a 5-cycle C. By assumption, the intersection of C and any other 5-cycle is not p3. Then K has a Gt5.7.b), Gt5.,.cj, G(w.+ G(5.7.e~9 or G(5.7.fJ subgraph. If K has a G(5.7.bj subgraph, then we We end this section by stating a theorem on the structure of graphs in &. A proof can be found in [22] .
Let H be a cubic graph equal to H'(A, D). We say that H'= H5(A, C,) is the D-reduction of H at D (see Fig. 5.9 ). Define N; to be the set of edges in NS which are not on a 5-cycle. THEOREM 5.6. Let G be in &. G has at least two D subgraphs. Any D-reduction of G is cyclically Sconnected. If e E N;, then there exists an independent 5-edge cut T contained in N; such that eE T. G[N;] is a forest with at least fiue trees.
EDGE REDUCTIONS
IN CYCLICALLY
~-CONNECTED CUBIC GRAPHS WITHOUT ~-CYCLES Throughout this section G will represent a cyclically k-connected cubic graph with girth at least k + 1, where 3 \< k.
In Section 2 we proved that for every k, if N,(G) # 0, then G[N,] is a forest with at least k trees. In this section we give more results about the structure of G and derive a theorem of Nedela and Skoviera. For k E (3,4,5}, we give a sharp upper bound gk(v) on 1 N,(G)1 for all G with v vertices and a complete characterization of the extremal graphs obtaining this bound.
A subgraph A of a cyclically k-connected graph H is a k-end if E(A) n N,(H) = 0 and A is a component of H -S, for some independent k-edge cut s. We now give a sharp upper bound for IN,J G)I and characterize the extremal graphs, for k E (3,4, 5 >. We will only prove the upper bound for IN,( G)I. The rest of the proof is similar to the methods used in [ 211 and Section 3. A complete proof can be found in [22] . THEOREM 6.4. Let k be in (3, 4, 5) . Then IN,(G)1 < g,(v(G)), and I N,(G)1 = gk(v( G)) if and only if G E Xk. A$~ contains a graph on v vertices, for every possible v.
Proof: If G has an independent 5-edge cut S, then it is a routine exercise to show that both components of G -S have at least 11 vertices. Hence, NS = @ if v < 20.
Suppose N5 # 0. By Theorem 2.3, G[N,] is a forest with at least five trees. Let Y be the number of 5-ends of G. Let Ve be the set of vertices which are not incident with an edge in N,(G). Each 5-end has at least 11 vertices and the 5-ends are disjoint by Theorem 6.1, and so 6r < 1 Vel. From Theorem 6.2 we know that 2 < r. Thus, INsI = v(G[N,])co(GINl]) < ~V-V,~-5=v-~V'~--5~~-6r-5~~-17. 1
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The results of Section 3 were obtained independently by Fouquet and Thuillier Ill]. Andersen, Fleischner, and Jackson [2] have independently proven that (N,(G)1 < (6v -12)/5, for all cyclically 4-connected graphs G. Consider Gc5,5,dj to be a subgraph of a cyclically 5-edge connected cubic graph G and let e = v2ulo and f = v7vg, where we have used the notation of Fig. 5 .5.~. We refer to an edge reduction at e followed by an edge reduction at f as a special double edge reduction of G. Barnette [4] and Butler [S] have independently proven that every planar cyclically 5-connected cubic graph except D, has an edge reduction, a D-reduction, or a special double edge reduction to a smaller planar cyclically 5-connected cubic graph. The set of graphs G in d such that every component of G[N;] is isomorphic to K2 was first discovered by Wormald [32] . The characterization of cyclically 5-connected cubic graphs with no edge reduction to a smaller cyclically 5-connected cubic graph was independently discovered by Aldred and Holton [l] . Fouquet and Thuillier [13] have independently proven Theorem 6.4 for k = 3,4. The proof of Theorem 6.3 given by Nedela and Skoviera [24] roughly follows the version given in this paper, that is, they prove versions of the relevant parts of Lemma 2.1 and Theorems 2.7 and 6.2.
