Abstract-Thomson scattering measurements were performed on plasma jets created from a 15-µm-thick radial Al foil load on a 1-MA pulsed power machine. The laser used for these measurements has a maximum energy of 10 J at 526.5 nm. Using the full energy, however, significantly heats the 5 × 10 18 cm −3 jet by inverse bremsstrahlung, creating a density bubble in the jet. To measure the evolving plasma parameters of this laserheated jet, a streak camera was used to record the scattered spectrum, resulting in the sub-ns time-resolved Thomson scattering. Analysis of the streak camera image showed that the electron temperature of the jet was about 25 eV prior to the laser pulse. The laser then heated the plasma to 80-100 eV within about 2 ns. The electron temperature then stabilized for about 0.5 ns prior to falling at the end of the laser pulse. Jets made from a radial Ti foil showed more heating by the laser than the Al jets, going from 50 to over 150 eV, and heating was detected even when only 1 J of laser energy was used. Also, the ion-acoustic peaks in the scattered spectrum from the Ti jets were significantly narrower than those from Al jets, a result of several possible differences in the plasma created from these two materials.
I. INTRODUCTION
A POWERFUL diagnostic technique in plasma physics is Thomson scattering. In the ideal case, Thomson scattering is a nondisruptive measurement method that can give plasma parameters, such as density, electron temperature, and flow velocity. Collective Thomson scattering has been used by many in the high energy density field to probe these plasma parameters, for example, [1] - [4] . These measurements are normally taken on the plasmas with temperatures of at least 100 eV. The original motivation for our experiments was to use Thomson scattering to measure the rotation of a magnetized plasma jet [5] . However, initial experiments with a plasma jet at an electron temperature of roughly 20 eV and electron density of 5 × 10 18 cm −3 showed that our 10-J laser had enough power density to perturb and heat the plasma. Though this did not appear to affect the measured flow velocity, the perturbation was detected as a density bubble in the interferometry images, a hot spot in extreme ultraviolet (XUV) images, and differences in Thomson scattering electron temperature measurements dependent on the laser energy used. In order to study how the jet was heated by the laser as well as to develop a time-resolved Thomson scattering system at Cornell University, a streak camera was set up to record the scattered spectrum. This paper discusses the initial results from using this streaked Thomson scattering diagnostic on plasma jets and shows how the measured electron temperature changes during the 3-ns laser pulse.
II. EXPERIMENTAL SETUP
The experiments were performed using the COrnell Beam Research Accelerator (COBRA) pulsed power generator [6] . COBRA has a peak current of about 1.2 MA and was operated in "short pulse mode" with a 100-ns current rise time, as shown in Fig. 1 . The load was a 15-μm-thick radial foil, which carried current, as shown in Fig. 2 [7] . When compared to the earlier jet experiments on COBRA [7] , this configuration with an Fig. 3 . Top-down image of the scattering setup. Two fiber bundles were set up opposite to each other and at 90 • relative to the laser path. Though both fibers went to spectrometers, the output of the spectrometer with single fiber went to a streak camera for a time resolution of a single location, while the other spectrometer went to a 6-ns gated camera in order to achieve spatial resolution.
anode pin is considered to be "reverse polarity." The radial foil was either aluminum (Al) or titanium (Ti), and the brass anode pin had a diameter of 5 mm for all tests reported in this paper.
A Thomson scattering system was set up to measure the properties of the plasma jet. Thomson scattering was performed using a Nd-YLF diode-pumped laser master oscillator with 4 flashlamp-driven amplifiers. After passing through a frequency-doubling crystal, the laser can produce a 10-J pulse at 526.5 nm with a full width half maximum (FWHM) of 2.3 ns. The laser was focused using a 2.5-m focal length lens to a measured beam diameter of 350 μm over the center axis of the plasma jet and 5 mm above the surface of the foil.
The scattered radiation from the plasma was captured by two different fiber bundles set up orthogonal to the propagation direction of the laser in a horizontal plane, as shown in Fig. 3 . Both of these fiber bundles had 20 100-μm fibers that were arranged linearly with a center-to-center spacing of 125 μm and all fibers were focused along the focal path of the laser. The first fiber bundle was coupled to a spectrometer with a gated camera, allowing spatial resolution of the plasma; 18 fibers from this bundle were used, each having a spatial resolution of 150 μm in the radial direction with a total field of view of about 3.3 mm along the laser's path. The other fiber bundle was taken to a spectrometer with a streak camera to gather the time-resolved Thomson scattering from the plasma at a single point. Only one fiber from this bundle was used, and it had a spatial resolution of 325 μm.
The spectrometer used for both of these fiber bundles was a 750-mm Czerny-Turner spectrometer, part of the Andor Shamrock series. Both spectrometers used a 2400-/mm grating and a 100-μm slit width, resulting in a spectral FWHM of 0.4 Å.
The gated camera used was the Andor iStar, and the gate width was set to 6 ns to catch the entire laser pulse. The streak camera was a high dynamic range streak camera model C7700 from Hamamatsu. For most experiments, the streak camera was used with a 10-ns full sweep and a 125-μm slit width, yielding a temporal FWHM of 150 ps. In order to increase the signal-to-noise ratio, a single time bin had 25 pixels, resulting in a time resolution of 270 ps when using a 10-ns full streak sweep.
III. THOMSON SCATTERING
Thomson scattering for this experiment was performed in the collective regime, meaning that the scattered radiation showed effects from the electrons interacting with other electrons and the ions in the plasma. Collective scattering is defined when α = 1/kλ De 1, where k is the wavenumber for the scattering and λ De is the electron Debye length. For the scattering in this experiment, a convenient form of α is expressed as
which is about 2.5 with T e = 50 eV and n e = 5 × 10 18 cm −3 .
In the collective regime, the scattering profile has distinctive features at both the ion-acoustic and electron plasma wave frequencies. The focus of this paper was to use the ion-acoustic features to determine the changing electron temperature of the plasma. Experimental Thomson scattering spectral data were analyzed by comparing them with a collisionless theoretical spectral density function, S(k, ω), as a function of various plasma parameters [8] , [9] . The parameters for this spectral density function, k and ω, are defined in terms of the laser wave vector and frequency, k l and ω l , and the scattered wave vector and frequency, k s and ω s , where k = k s − k l and ω = ω s − ω l . The full details of S(k, ω) can be found in the literature [8] , [9] . We focused on the peak separation of the ion-acoustic features. The separation of these two peaks in the scattered profile [8] is governed by
where λ l is the laser wavelength, θ is the angle between k s and k l , and Z is the degree of ionization. When Z T e > 3T i , the first term under the radical will dominate; in that case, the peak separation gives a good estimation of Z T e . Properties of the plasma were found by performing a best fit between the raw data and S(k, ω). For these fits, it was assumed that n e = 5 × 10 18 cm −3 , as estimated from interferometry, and T e = T i . Though the electron and ion temperature may not be exactly the same, especially after the electrons have been heated by the laser, it serves as a good estimate as the peak separation depends mainly on the electron temperature, and errors in this assumption can be accounted for in the error bars by allowing the ratio between T e and T i to vary as discussed in the following. The main effect of any significant error in this assumption would be to cause T e to be lower than presented in this paper if T i was high enough that Z T e ≈ 3T i , so we have at least an upper bound on the increase in electron temperature. Better estimation of the ion temperature is challenging, as the widths of the Thomson scattering profile depends not only on ion temperature but also on other factors, such as collisions, velocity gradients, and turbulence [2] , [10] . Others have accounted for these features by convolving S(k, ω) with a Gaussian profile [2] . Here, we use the FWHM of this profile as one of our parameters, which is normally between 0.5 and 1 Å, and are able to find higher quality fits to the central dip portion of the spectrum. In addition to the width of this Gaussian, three other parameters, mean flow velocity, plasma temperature, and relative electron-ion drift velocity, were used as fitting parameters. Z was found from the average Z calculated by the FLYCHK table, which is a nonlocal thermodynamic equilibrium model [11] .
Error bars were estimated using a Monte Carlo technique, as many parameters can influence the quality of the fit [2] . After finding the best fit profile to the raw data with the above-listed four fitting parameters, 100 synthetic spectra were generated by adding random noise to the best fit profile based on the variance between the best fit and the raw data. Each of these synthetic spectra was then fit with the same fitting parameters as the raw data, but several assumed parameters were varied to a random point within a Gaussian distribution. These assumed parameters and the standard deviation of their Gaussian distribution are as follows: electron density 50%, average ionization state 10%, ratio of ion temperature to electron temperature 50%, width of the instrument function 20%, laser wavelength 0.2 Å, and linear dispersion 1.5%. For each of the four fitting parameters, the results are reported as the median of these 100 fits with an error bar equal to the standard deviation of the 100 fits.
IV. RESULTS

A. Aluminum Jets
An XUV image of a typical Al plasma jet after the 10-J laser has perturbed the jet is shown in Fig. 4 . The measured electron temperatures from a typical shot with this perturbation are shown in Fig. 5 . The blue circles show the time evolution of the electron temperature measured by the streak camera, In all of these plots, time zero corresponds to the start of the laser pulse, which here is 170 ns after the start of the current pulse (see Fig. 1 ). The blue circles are the data for each time segment (time width of 270 ps), the green line and region are the best fit and error bars if the entire streak signal is time integrated, and the red region is the measurement from the gated camera. The y-axis error bars represent one sigma errors from the Monte Carlo simulation, whereas the x-axis error bars are the time period of a single measurement.
with time 0 being the start of the laser pulse, about 170 ns into the current pulse, as shown in Fig. 1 . The plasma starts with an electron temperature of 25 eV and then heats up to a peak temperature of about 85 eV in 2 ns. At later times, as the laser power falls, the plasma begins to cool, dropping to about 70 eV before the Thomson scattering signal ends. In addition, the result from the on-axis fiber of the gated camera is shown as the red line with the error bars being the shaded region, and compared with the temperature obtained from fitting a time integration of the entire streaked spectrum, shown as the green line. We see that though the measured electron temperature is higher on the time-integrated sweep, they both show heating relative to the initial temperature measurement on the streak camera, though not as much as the time-resolved spectrum does. The differences in the measured electron temperature could be due to the different magnifications of the two fibers or slight differences in alignment, leading to the collection from different scattering volumes.
The rapid heating of the plasma by the laser can be explained by the inverse bremsstrahlung. The electrons are accelerated by the electric field of the laser and then collide with the ions, randomizing their motion. The ions are then heated on the time scale of the ion-electron energy-transfer collision frequency, which is of the order of a few nanoseconds. The credibility of the laser heating the plasma jet can be seen by comparing the energy density of the laser with that of the electron plasma. The energy density of the plasma can be estimated from 3n e T e /2, which is 2.4 × 10 7 J/m 3 if n e = 5 × 10 18 cm −3 and T e = 20 eV. The energy density of the absorbed fraction of laser energy can be estimated from K E/A, where K is the absorption coefficient defined by Dawson and Oberman [12] , E is the laser energy, and A is the cross-sectional area of the beam at focus. For our plasma, at the above-mentioned parameters used to calculate the energy density, and laser K = 1.3 × 10 −2 cm −1 , E = 10 J, and A = (0.017) 2 ι = 9.08 × 10 −4 cm 2 , giving an energy density As it is evident from this estimation of the two energy densities, the laser will deliver to the plasma an energy density that is greater than the energy density already in the plasma, meaning that it can significantly affect the plasma conditions. Another interesting feature of our plasma was the rapid drop in temperature at the end of the laser pulse. The laser pulse shape was Gaussian in time, meaning that the laser pulse begins to drop in energy after about 1.5 ns into the pulse. Dawson [13] and Basov and Krokhin [14] explain that after the initial laser heating, a significant fraction of the energy deposited in the plasma goes into radial expansion. This radial expansion cools the plasma, and if the laser does not have enough power density to keep heating the expanding plasma, the plasma temperature will drop. Since the laser is at a lower power density at later times, and the absorption coefficient has decreased due to the dropping density and increasing electron temperature, it cannot sustain the plasma temperature, and we can see the drop in temperature caused by radial expansion.
To confirm experimentally that this is the laser heating of the jet, two things were done. First, a comparable experiment was carried out with only 1 J of laser energy (power density reduced by a factor of 10). The results are shown in Fig. 6 , and it is clear that the plasma is not significantly heated during the laser pulse. The initial temperature measurement using the 1-J laser pulse also shows a lower temperature than the start of the 10-J pulse, suggesting that the laser has already started to heat the plasma by the time of the initial measurement during a full power shot. In addition, on a different test, a measurement was performed with the full laser power of about 20 ns later, or 190 ns into the current pulse, with comparable results to those in Fig. 5 . The heating is clearly an effect of the laser, as it disappears with less laser energy and the results are similar at different times in the COBRA power pulse, and it appears to be in reasonable agreement with heating from the inverse bremsstrahlung.
B. Titanium Jets
In addition to the experiments on Al jets, experiments with Ti jets were also carried out in order to see if there might be significant differences between either the Thomson scattering spectra or the laser perturbation with the two material jets. Fig. 7 shows the results of a typical shot. Ti jets were heated to a higher temperature than the Al jets, starting from 50 eV rising to a peak electron temperature of around 225 eV before leveling off at 150 eV. When only 1 J of laser energy was used, the plasma, as for Al jets, started from a lower initial temperature around 20 eV, but in these experiments, heating was detected as the plasma reached 50-70 eV in temperature. This suggests that there are significant differences in laser energy coupling between the Ti and Al jets. One possible explanation is the differences in the laser absorption coefficient, K , as it scales with Z for matching electron densities [12] , and the FLYCHK table predicts higher Z for Ti than Al at comparable temperature and densities (8.3 compared to 6.0 at T e = 23 eV and n e = 1 × 10 19 cm −3 ) [11] . The repeated difference in temperature in the initial time measurements of the 10-and 1-J laser shots shows that the plasma has been perturbed by the laser by the time of the initial measurements.
Another interesting feature of Fig. 7 is that the electron temperature appears to be rapidly increasing for the first nanosecond before rapidly dropping to a more stable temperature. The highest temperature is at a time when there appeared to be two very sharp ion-acoustic peaks in the Thomson scattering spectrum, which were rapidly separating, as shown in Fig. 8 (Right) . More experimental data, possibly looking at the jet from different angles, are needed to understand what is happening here, but it does appear that the Ti jets have complex Thomson scattering features that are not apparent in the Al jets.
A final significant difference between the Thomson scatterings spectra of Al and Ti jets is in the widths of the ionacoustic peaks, as shown in Fig. 8 . In the first half of the laser pulse, the Al jet has significantly broader Thomson scattered peaks than the Ti jet. This difference suggests several possible key differences between the plasmas created from these two different materials. The first is that T i is significantly smaller for the Ti jets than the Al jets, since a lower ion temperature would cause weaker Landau damping, leading to sharper ion-acoustic peaks. Another reason for these peaks could be narrower is that the plasma outside the jet could be coming into the jet slower for Ti than Al, which would cause lower velocity gradients within the scattered volume and therefore narrow the peaks. Measuring this flow velocity for magnetized Al jets was explored in [5] , but further experiments are needed to compare the velocities of unmagnetized Al and Ti jets. A third possibility is a collisional difference between the two plasmas. Though a full collisional model is challenging to add to Thomson scattering, basic models show that collisions can significantly affect the width of the peaks [15] .
V. CONCLUSION
We have shown the ability to use a streaked Thomson scattering system in order to measure the heating caused by the probe laser. When an Al plasma jet was created, the 10-J laser heated the plasma from about 25 up to 90 eV in about 2 ns, consistent with heating due to the inverse bremsstrahlung. Measurements were also performed on Ti jets, and they showed significantly more heating than the Al jet. In addition, the Ti jet showed significantly narrower ion-acoustic peaks than the Al jets for a portion of the laser pulse.
In the future experiments, we hope to develop a better understanding of the difference between the Al and Ti jets, and perhaps collect the Thomson scattering spectra from other materials that might help determine the process that is causing the narrow ion-acoustic peaks in the Ti streaks. Future plans also include splitting the laser into two colinear beams, each at 2.5 J, which, along with the streak camera, will enable looking at two different moments in time for 3 ns, or for a continuous 6-ns time period. This streaked Thomson scattering diagnostic can now be used to make time-dependent measurements on other plasma loads, such as a gas-puff Z-pinch [16] , [17] .
