Abstract-One of the widely studied structural properties of social and information networks is their community structure, and a vast variety of community detection algorithms have been proposed in the literature. Expansion of a seed node into a community is one of the most successful methods for local community detection, especially when the global structure of the network is not accessible. An algorithm for local community detection only requires a partial knowledge of the network and the computations can be done in parallel starting from seed nodes. The parallel nature of local algorithms allow for fast and scalable solutions, however, the coverage of the communities heavily depends on the seed selection. The communities identified by a local algorithm might cover only a subset of the nodes in a network if the seeds are not selected carefully.
I. INTRODUCTION
The emergence of large-scale social and information networks have motivated numerous studies of the structural properties of these networks such as their community structure. A community typically refers to a group of densely connected nodes which have sparse connections with the rest of the nodes in the network, and a wide variety of algorithms have been proposed for identifying communities [8] , [20] .
Community detection algorithms can be divided into global and local algorithms. Global algorithms require a global knowledge of the entire structure of the network in order to uncover all the communities in that network. Since such knowledge might not be available for largescale networks, local algorithms are gaining more popularity [5] , [17] , [19] , [7] . Local algorithms typically start from a number of seed nodes (sets) and expand them into possibly overlapping communities by examining only the neighborhood of the seeds. Due to their nature, local algorithms can be parallelized and are scalable. However, they might only cover a subset of the nodes in a network if the seeds are not chosen carefully. A naive approach for achieving high coverage is therefore to consider all the nodes in a network as seeds. However, this approach is computationally expensive and leads to many redundant communities. Although the goal of local algorithms is not to achieve a complete coverage of a network, finding a small number of seeds which are well distributed over the network and can lead to a high coverage is very desirable.
Since our knowledge of the community structure of largescale real-world networks is usually limited, finding good seeds that span over the network using only the knowledge of the local structure of a network is a challenging problem. In this paper, we present a novel local seed selection algorithm which achieves a high coverage and a community quality similar to the naive approach (where all nodes are used as seeds) but with a significantly lower execution time.
Our algorithm uses similarity indices from link prediction techniques. In link prediction, similarity indices are used to estimate the similarity of nodes which are expected to get connected, however, we use them to asses the similarity of nodes which are already connected. We assign a local similarity score to each node based on a similarity index and identify nodes that are similar to their neighbors and therefore are expected to be in the same community. Andersen et al. [2] theoretically showed that a seed set that is "nearly contained" in a target community is a good seed set for that community. We select a node as a seed if it has the highest score among its neighbors, and we show that this method is very effective in finding a small number of very good seeds in a network which can be expanded into high quality communities. However, similar to other existing local seeding algorithms, the communities expanded from these seeds do not achieve a high coverage of the network.
In order to improve the coverage, we propose to use distributed graph coloring. Although we show that we can select good seeds using graph coloring, we also introduce a new distributed biased graph coloring algorithm to further enhance our seeding algorithm, where the nodes with the highest local similarity score, which are expected to be good seeds, are assigned a specific color. Then the ties are broken at random so that no two adjacent nodes pick the same color. In the end, the nodes which received the specific color are selected as seeds. Our proposed algorithm is parameter free, is computed locally, selects seeds from parts of the network where the other local similarity methods fail to pick any seeds, and does not lead to many duplicate communities since it does not pick any neighboring nodes as seeds.
The selected seeds are then expanded into overlapping communities using a personalized PageRank-based local community detection algorithm, which can be computed locally and is known to result in high quality communities [22] . We have empirically compared our proposed seeding algorithm with a number of existing seeding methods, as well as a state-of-the-art local community detection algorithm with respect to quality and coverage of the identified communities. The quality is assessed using ground truth data where such data exists, and conductance which is a widely used quality function.
Overall, our contributions in this paper are as follows.
• We define a similarity score which is calculated as the sum of the similarity of a node with all of its connected neighbor by adopting the similarity indices from link prediction techniques.
• We propose a new local seeding algorithm which uses these similarity scores (link prediction-based seeding).
• We propose to use graph coloring for picking random seeds in a network and introduce biased graph coloring for enhancing our seeding algorithm (biased coloringbased seeding).
• We empirically compare the different similarity indices which we have used in our seeding algorithm. We also experimentally evaluate our seeding algorithm and show that it can find a reasonably small number of seeds which are expanded into communities with high coverage and a similar quality compared to when all the nodes are used as seeds but with significantly reduced execution time.
• We show that our biased coloring algorithm is also successful in improving the coverage of other existing local seeding algorithms. The remainder of the paper is organized as follows. Sections II and III present the related work and the background, respectively. Our seeding algorithm is presented in Section IV. Section V presents the experimental results. Finally, Section VI concludes our work.
II. RELATED WORK
There have been numerous studies proposing different types of community detection algorithms [8] , [20] . In this paper, we only consider local algorithms.
Coscia et al. [7] have proposed the Demon algorithm, which starts from all the nodes in a network to identify the local communities in each neighborhood and then uses merging to form the optimal global communities. A closely related approach is the Node Perception by Soundarajan et al. [17] which is a template for first finding local subcommunities and then identifying all the communities.
There are a variety of local community detection algorithms which assume that the seeds are given, e.g., [5] or can be picked at random, e.g., [11] . However, there are not many studies which have looked into the problem of selecting good seeds. Shen et al. [16] proposed to use maximal cliques, which form the core of the communities, as seeds which is computationally expensive. Gargi et al. [9] used the number of times a video has been viewed in the Youtube network to select the top videos as seeds, however, this type of nonstructural information is not available for many networks.
Gleich et al. [10] showed that the egonets with low conductance are good seeds for finding the best communities of a network with respect to conductance. However, Whang et al. [19] showed that these communities do not achieve high coverage. Chen et al. [4] proposed an algorithm for selecting the nodes with local maximal degree as seeds. The authors suggested to remove the identified communities expanded from these seeds from the network and find new seeds in the remaining parts of the network repeatedly to improve the coverage. These methods are explained in more detail in the next section and are compared against our proposed seeding algorithm.
Whang et al. [19] have proposed two seeding algorithms which achieve high coverage. In the Graclus centers they run a partitioning algorithm to create network partitions and then the nodes in the center of these partitions are selected as seeds. In the spread hub algorithm, at least nodes with the highest degree in the network are selected as seeds. Both seeding algorithms require some global knowledge as well as the number of seeds to be known which is not a realistic assumption since we typically do not know the community structure of the real-world networks in advance.
Our seeding algorithm is parameter free and uses similarity indices from local link prediction and local graph coloring. Yan and Gregory [21] have used a similarity index to add edge weights to unweighted networks in order to improve the quality of existing global community detection algorithms. Psicologia et al. [6] have used simple graph coloring as the first step for a label propagation community detection algorithm. These works do not introduce local seeding algorithms and therefore are fundamentally different from our work.
Our algorithm can be used for seeding any local community detection algorithm. In this paper, we have used a variant of a personalized PageRank algorithm by Yang et al. [22] . Although Yang et al. have shown that this algorithm is very successful in identifying the communities to which a given seed belongs, they did not investigate the effect of using a seeding algorithm.
III. BACKGROUND A. Notations
Let = ( , ) be a connected, undirected, and unweighted graph, where is the set of nodes and is the set of edges or links of . Let ∈ be a node in . The set of the neighbors of is denoted by
The degree of is shown as = |Γ( )|, and Δ refers to the maximum degree in the graph. The egonet of is the subgraph induced by the node and its neighbors and is defined as
A local community detection algorithm expands a seed node into a community which is a set of nodes including . We denote by = { 1 , . . . , } the collection of overlapping communities expanded from distinct seed nodes which are selected by a seeding algorithm. The coverage of the collection of communities is defined as
. The conductance of a community, which is used both as a scoring function and as a quality function, is defined as
∈ }| is the number of inter-cluster edges and
is the volume of a community and corresponds to the sum of the degree of all the nodes in the community.
B. Existing Seeding Methods
In this study, we have selected a number of state-of-the-art algorithms to be compared against our proposed algorithm.
Spread hub (SH) [19] In this method, first the nodes are sorted in order of decreasing degree. Then, as long as the number of selected seeds is less than , the nodes with the maximum degree are greedily chosen as seeds. This algorithm can pick more than seeds, where is given as input, and only picks neighboring nodes as seeds when their degree is equal. The complexity of SH is ( log + ).
Low conductance cuts (EC) [10]
Gleich et al. have shown that the low conductance egonets are good seed sets. This algorithm selects around 3% of the network nodes as seeds. A node can be a seed if for all ∈ Γ( ), ( ( )) ≤ ( ( )). EC can find these seeds with time complexity ( Δ). Whang et al. [19] showed that this method performs poorly with respect to coverage.
Local maximal degree (MD) [4]
This algorithm uses a list of nodes in the graph. If a node has the highest local degree, it is added to a seed set and is removed from the list together with all its neighbors with lower degrees. If a node is not a local-maximal-degree node, it is also removed from the list. This process is repeated until all the nodes are removed from the list. The complexity of MD is ( Δ).
C. Link Prediction and Similarity Indices
Link prediction is the problem of predicting the relations that should exist in a network or are very likely to be formed in the future. These methods typically estimate the similarity of nodes which are not connected to each other using similarity indices. We have selected a number of basic and widely used similarity indices for local link prediction [12] .
Neighbors index (CN) is a very basic metric which calculates the size of the neighborhood overlap of two nodes and is formally defined as CN(
Hub promoted index (HP) assigns higher scores to the edges adjacent to high degree nodes (hubs) and is defined as HP( , ) = CN( , )/min( , ).
Leicht-Holme-Newman index (LHN) assigns high values to the nodes that have many common neighbors compared to the expected number of neighbors and is defined as
Resource Allocation index (RA) is motivated by the resource allocation process where the common neighbors of two nodes act like transmitters which distribute their recourses to all their neighbors. Therefore, the amount of recourses a node receives from a node can be used for calculating their similarity as RA( , ) = ∑ ∈Γ( )∩Γ( ) 1 . Preferential Attachment (PA) is motivated by the preferential attachment mechanism, where the probability that a new link is connected to a node is proportional to the degree of the node and is defined as PA( , ) = × .
D. Graph Coloring
The problem of coloring the nodes of a graph with a small number of colors is a fundamental graph problem and has been widely studied. The goal of a graph coloring algorithm is to color the nodes in a graph with at most Δ + 1 colors, where Δ is the maximum degree in the graph, so that no two neighboring nodes share the same color. Coloring has many applications such as assigning time or frequency slots for communications of wireless devices.
The most well-known distributed algorithm for Δ + 1 graph coloring is a randomized algorithm based on the maximum independent set algorithm of Luby [13] , [14] which needs (log ) time. Barenboim et al. [3] have shown that deterministic distributed coloring can be implemented in linear (Δ) time.
In distributed graph coloring, each node picks a color uniformly at random from the set of colors which are available to it, and solves the conflicts with its neighbors by picking new colors and exchanging confirmations. Eventually, the algorithm converges when each node has a color different from the colors of all its neighbors.
IV. OUR METHOD
In this section we present our approach to overlapping community detection using our novel seeding algorithm and a personalized PageRank-based seed expansion algorithm.
A. Link Prediction-based Seed Selection
In our seeding algorithm, we propose to use similarity indices from link prediction methods to calculate the similarity of the nodes which are directly connected. Our intuition is that if a node has high similarity with its neighbors, it is expected that they belong to the same community. Moreover, 24: return a node is a good seed if it has many neighbors in the target community [2] . Therefore, a node which is very similar to its neighbors can be a good representative for its neighborhood, thus can be selected as a seed for local community detection.
Our seed selection algorithm is presented in Algorithm 1. Each node calculates its similarity with its direct neighbors and assigns a score( ) to itself based on the sum of the similarities. The sim( , ) function refers to any of the similarity indices introduced in the previous section. Then, each node compares its score with its neighbors and decides if it is a seed or not. Table I shows a summary of the names we use in the rest of the paper for the instances of our seeding algorithm when different similarity indices are used for calculating the score of the nodes.
B. Biased Coloring-based Seed Selection
Although our proposed seeding algorithm using similarity scores can be used on its own for seed selection, we propose to enhance it by adopting a graph coloring algorithm. Coloring helps us to pick seeds that are better distributed over the network and therefore can lead to improved coverage. First, we propose a basic random coloring method for seed selection based on the randomized distributed coloring algorithm of Luby [14] . Random Coloring (RN) can be directly used for selecting seeds, by picking the nodes which have the same color, for example color 1 . The RN seed selection has some advantages over simply picking seeds at random. It does not require the number of seeds to be picked to be known and it does not pick two neighbors as seeds resulting in fewer redundant communities.
Although basic random coloring can be used for seed selection, we also propose a biased graph coloring algorithm which favors the nodes with high similarity scores to improve the seed selection. The main difference between the biased and the basic coloring is that, in biased coloring, the nodes which are expected to be better seeds with respect to link prediction-based similarity scores pick a specific color, but in basic coloring, random nodes get the specific color.
Algorithm 2 shows our enhanced seeding algorithm with our biased graph coloring. First each node calculates its score using a local similarity function, and then assigns the color 1 to the nodes with the highest score in its egonet, ( ). If a node has not received the color 1 from itself or any of its neighbors, it picks a color for itself at random from the set of available colors. In other words, if a node has the highest score in at least one neighborhood it gets the color 1 , otherwise, it picks a random color. After initialization, each node checks the color of its neighbors, if there is no conflict, the color is confirmed. Otherwise, if the score of the node is less than or equal to the score of its conflicting neighbor, the node picks a new color uniformly at random using pick color. This makes sure that the nodes with high scores preserve their original color 1 .
The algorithm converges when all the nodes in the network have a confirmed color. After convergence, the nodes which have the color 1 are selected as the seeds, since these nodes have the highest similarity score in their neighborhood and are expected to be good seeds. Figure 1 shows two scenarios where coloring dramatically improves seed selection 1 . Figure 1a shows an example where three densely connected communities exist and therefore it MD [4] (b) Figure 1 : Example graphs and the selected seeds using different methods. Biased coloring improves the seed selection.
is expected that a good seed selection algorithm can pick at least one seed in each community. However, it can be seen that while PA only picks one seed, the others pick many seeds including neighboring nodes. For instance, SH (see Section III-B) which requires the number of seeds to be known in advance, picks node 4, 5, and 6 which have the highest degree in the network but are directly connected. We can also see that by adding biased coloring, the seed selection improves. For instance, PA combined with coloring selects one seed from each community and the methods which earlier picked many neighbors, now pick fewer seeds which are better distributed across the network. Figure 1b shows another example where the neighboring nodes do not have any common neighbors. Therefore, by using the common neighbor-based similarity indices, i.e., CN, HP, LNH, and RA, all the nodes get a similarity score of zero, so our algorithm fails to pick any seeds at all. However, the figure also shows that when adding biased coloring to the local seeding methods, a number of seeds are selected which are well distributed over the graph. In these scenarios, the biased coloring actually works similar to the random coloring, since a node will only receive color 1 if it has picked it at random.
Time complexity: The time complexity of link predictionbased score calculation is ( Δ). Our distributed biased coloring algorithm which is used for enhancing seeding is based on the algorithm by Luby which can run in (log ).
C. Local Community Detection
After selecting the seeds, any type of seed expansion algorithm can be used to identify local communities. In this paper, we use a local algorithm by Yang et al. [22] which uses truncated random walks to approximate personalized PageRank. The main advantages of random walk-based techniques are that they can be computed locally and in parallel, the time and space requirements of such algorithms do not depend on the size of the network [2] , and the communities identified by these types of algorithms are structurally close to real-world communities [1] .
The algorithm by Yang et al. works as follows. First, the PageRank-Nibble algorithm of Andersen et al. [2] is used to compute an approximate personalized PageRank 2 Then, the algorithm by Spielman and Teng [18] is used to create a collection of sets of nodes. The set which has the first local optima of a scoring function is selected as the final community. The details of the algorithm can be found in [22] , [2] , [18] . In this study, we have used conductance as the scoring function which has been shown to be good for identifying ground truth communities [22] .
Time complexity: The overall complexity of the local community detection algorithm can be approximated with ( ∑ =1 ( ( ))), where is the number of the seeds obtained from the seeding algorithm 3 .
V. EXPERIMENTAL RESULTS
In this section, we evaluate and compare our local seeding algorithm with other existing algorithms using large scale real-world networks.
A. Datasets
The networks we have used for this study are listed in Table II . We have selected different types of publicly available real-world datasets. Additionally, we have collected a subset of users from an online social network of a sound sharing website (SoundCloud) and have generated a new network for this study.
Amazon is a product network in which nodes are products and two products have an edge if they were co-purchased frequently. DBLP is a collaboration network where nodes are authors and two authors are connected with an edge if they have co-authored at least one paper. In the Youtube and 2 The community detection algorithm approximates PageRank with an accuracy value . In our experiments, we use a constant = 10 −4 for comparing different seeding algorithms, instead of trying to find the accuracy value which leads to the best conductance. 3 The complexity of PageRank-Nibble, which is the main components of the community detection algorithm, is (| | Table I ). EC [10] and MD [4] refer to the local seeding algorithms being compared with our algorithm, and All refers to when all the nodes in the network are used as seeds.
LiveJournal networks, the nodes are the users of the video sharing and online blogging websites, respectively, and the edges correspond to friendships. In the SoundCloud network, nodes are users and edges correspond to following relations.
B. Comparison
In order to compare the seeding algorithms, we have considered the number of nodes which are selected as seeds by each algorithm, the quality of the identified communities from these seeds, and the number of nodes being covered by these communities.
In order to compare the quality of the identified communities, we use both the conductance of the communities and the similarity with the ground truth communities. The similarity is calculated using the F1-score which is defined as F1-score = 2 If there is more than one community that overlaps with a ground truth community, we select the one with the highest f1-score, and the duplicate communities are ignored. Moreover, communities which do not have any common nodes with the ground truth communities are not considered in the calculation of the average f1-score. Such communities exist, since there are nodes in the networks which belong to a community but are not annotated to be in the ground truth community, i.e., the networks are "partially annotated" [19] . Figure 2 shows a comparison of our link prediction-based seeding algorithm (Algorithm 1) using similarity indices CN, HP, LHN, PA, and RA (see Table I ) with two other local seeding algorithms EC [10] and MD [4] (see Section III-B), as well as when all the nodes in the network are used as seeds (All). It can be seen that PA results in the highest average f1-score and the lowest average conductance for most of the networks being studied. The other four similarity indices used in our algorithm also succeed in selecting a small number of good seeds, which are expanded into high quality communities. However, none of the local seeding methods can achieve a high coverage in all the networks. Figure 3 shows a comparison of seed selection enhanced with biased coloring, as well as the basic random coloring (RN). It can be seen, that by adding biased coloring, the coverage of the communities is dramatically improved regardless of the similarity index being used. Without biased coloring, our seeding algorithm (Algorithm 1) was able to identify a few very high quality communities, but after being enhanced with coloring (Algorithm 2), it selects a small number of seeds but now leads to communities with a similar average quality compared to when all the nodes are used as seeds (All). The figure also shows that using biased coloring has improved the coverage of existing local seeding methods, i.e., EC and MD (see Section III-B).
1) Link Prediction-based Seed Selection:

2) Biased Coloring-based Seed Selection:
Note that the biased coloring is not deterministic since the color conflicts are resolved at random. Although it is possible to use a deterministic distributed coloring algorithms, e.g., [3] , our experiments have shown that the induced randomness does not affect the community detection much , and PA refer to our local seeding algorithm enhanced with biased coloring (Algorithm 2) using the respective similarity indices, and RN refers to our basic random coloring algorithm (see Table I ). EC + coloring and MD + coloring refer to existing local seeding algorithms which are also enhanced with our biased coloring algorithm, and All refers to when all the nodes in the network are used as seeds.
and the results are quite stable. 4 
3) Local versus Global Seeding:
The seeding algorithms compared up to this point are all local methods. There are also seeding algorithms which assume that a global knowledge of a network exists, and therefore this knowledge can be used for selecting good seeds. In this study, we include the Spread hub (SH) algorithm [19] which requires the degree of all the nodes in the network to be known and which is shown to select good seeds (Section III-B). Table III shows the results using SH for three of the networks.
In addition to the global knowledge, SH requires the minimum number of seeds, , to be known in advance. Unfortunately, our knowledge of the real community structure of many real networks is very limited, therefore it is not easy to estimate a correct value for . It can be seen in the table that the selection of dramatically affects the quality and the coverage of the communities. The table also shows the community quality and coverage when SH is enhanced with our biased coloring, and it can be seen that coloring can compensate for a bad selection of . Although the global knowledge is available in this scenario, our experiments show that using local coloring for seed selection is a good and safe choice, since even with a global knowledge of the network, selecting the right number of seeds is not easy.
4) Execution Time:
Finally, we have compared the execution time of personalized PageRank-based community detection using our seeding algorithm (PA + coloring) versus running the community detection for all the nodes in 4 In the figures, all the results for the coloring enhanced seeding methods are computed at least 5 times and the figures show the mean values with 95% confidence interval (the error bars were too small to be shown). the network (All). We have also compared the execution times with an state-of-the-art local overlapping community detection algorithm, DEMON [7] , which is based on the idea that different nodes have different views of the communities in their neighborhood and these communities can be merged into the global communities of the network. All the implementations we have used are in Python.
5 Table IV summarizes the execution times. It can be seen that our seeding algorithm (PA + coloring) is very fast and that the use of seeding dramatically reduces the execution time of the community detection. It can also be seen that our algorithm leads to a better combination of high coverage with good quality communities compared to DEMON.
VI. CONCLUSIONS
In this paper, a novel distributed parameter-free seed selection algorithm is presented which only requires local computations. In our algorithm, we have taken advantage of the similarity indices widely used for link prediction to select a small number of good seeds. We have also enhanced our seeding algorithm with a novel biased coloring algorithm to further improve the seed selection. The seeds identified by our algorithm have then been expanded into high quality overlapping communities using a personalized PageRankbased community detection algorithm which can also be computed locally.
Experiments using different types of large-scale realworld networks have shown that our seeding algorithm is able to pick nodes that are well-distributed over the networks and are expanded into communities with both high coverage and good quality. Our results also show that using seed selection can dramatically reduce the execution time of community detection while preserving the quality of the identified communities.
