Clustering is a method that collects data objects into groups based on their similary. Performance of the state-of-the-art clustering methods is different according to the data characteristics. There have been numerous studies that performed experiments to compare the accuracy of the state-of-the-art clustering methods by applying various kinds of datasets. A common problem of these studies is that they only consider clustering algorithms that yield the most accurate results for a particular dataset. They do not consider what factors affect the execution time of each clustering method and how they are affected. Nevertheless, execution time is an important factor in clustering performance if there is no significant difference in accuracy. In order to solve the problems of the existing research, through a series of experiments using various types of datasets, we compare the accuracy of four representative clustering methods. In addition, we perform practical clustering performance comparisons by deriving time complexity and identifying factors that influences to its performance.
Introduction
Clustering is an unsupervised learning approach that gathers data into one group considering its similarity [1] . The clustering methods can be broadly divided into four categories: partitioning, hierarchical, density and grid-based clustering. These clustering methods perform the same function of data clustering, however, the clustering performance of each method is greatly different. Thus, it is important to choose a clustering method that can achieve the best performance depending on the type of dataset. There have been much research on performance comparison of clustering method. Most of these research performed experiments to compare the accuracy of the state-of-the-art clustering methods by applying various kinds of datasets. A common problem of these studies is that they only consider clustering algorithms that yield the most accurate results for a particular dataset. They do not consider what factors affect the execution time of each clustering method and how they are affected. Nevertheless, execution time is an important factor in clustering performance if there is no significant difference in accuracy. In order to solve the problems of the existing research, through a series of experiments using various types of datasets, we compare the accuracy of four representative clustering methods. In addition, we perform practical clustering performance comparisons by deriving time complexity and identifying factors that influences to its performance.
Related Work
Abbase et al. [2] proposed a comparison between the state-of-the-art data clustering methods, including self-organizing maps (SOM) [3] and expectation maximization (EM) [4] . All these methods are compared according to the factors, such as size of dataset, number of clusters, type of dataset and type of software used. Tests are created for each factors and each test is performed twice (e.g., the size of the dataset is tested with a large dataset and a small dataset). All tests are performed on each method, and the results are analyzed through performance such as execution time and accuracy. Gulagiz et al. [5] proposed to evaluate clustering methods using different datasets. The authors evaluate the performance of six clustering methods including K-means [6] , Farthest-first [7] , and DBSCAN [8] by performing a test with a total of seven datasets, including IRIS and WINE, the most commonly used datasets in the UCI library. For performance evaluation and comparison, they used processing time, the sum of the center similarities, the sum of the average pair similarities (SOAPS), and the squared error exponent sum. As a result of the experiment, DBSCAN provides the most accurate results and K-Means is the fastest algorithm. Agrawal. [9] proposed a CLIQUE for clustering high-dimensional spatial data. It demonstrates the need for CLIQUE through comparison with other clustering methods such as BIRCH [10] and DBSCAN. The experiments progress with increasing dimensions of the dataset, including the five-dimensional cluster. As the dimension increases in the experiment, each clustering method checks to observe if it can find the cluster. For BIRCH and DBSCAN, all clusters cannot be found in the 5-dimension.
However, at a higher dimension, the cluster cannot be found. On the other hand, CLIQUE was able to find the cluster in all cases.
[ Fig. 1 ] Comparative Experiment flowchart A common problem of the related studies is that these studies show only the numerical results and state which clustering method is the most accurate without demonstrating how the execution time of each clustering algorithm is affected by what factors and how much it is affected. In this paper, we consider not only the accuracy but also the time complexity and execution time of each algorithm as an algorithm comparison evaluation factor. For datasets that need to be processed in real time, even if they provide accurate results, it can not be stated that it takes longer to process. In this case, the time complexity of each algorithm can be a measure of comparison. In addition, we present visual evidence to clearly compare the shape and characteristics of the clusters created through visualization of clustering result.
Proposed method

Overall
In this study, we use four clustering methods. They are as follows: the partitioning (K-means), the hierarchical (agglomerative) [11] , the density-based (DBSCAN) and the grid-based (CLIQUE) methods. The datasets used for the experiment are real and artificial datasets. An artificial dataset is an ideal dataset for each clustering method and is generated through the data manufacturing process in Figure 1 . The data preprocessing removes the class field of each dataset to generate unlabeled datasets. The data preprocessing creates an unlabeled dataset by removing fields and class fields that are not used for clustering each dataset. Apply each clustering method to the generated unlabeled dataset as shown in Figure 1 , and obtain the result. Finally, we visualize with visual evidence such as scatter plot, graph based on the dataset obtained from clustering. Experiments are performed in the same process for all datasets, and the performance of each clustering is evaluated according to the results obtained.
Comparison evaluation factors
For comparative experiments, we use a variety of evaluation factors. Firstly, to evaluate the accuracy and precision of clustering results, we use the confusion matrix. The confusion matrix is mainly used to evaluate the results of supervised learning in machine learning. This is a way to observe how accurate learning is performed by comparing the learning results with labels using a test training dataset that is already labeled. The confusion matrix compares true and false between true and expected values to derive true positive (TP), true negative (TN), and false positive (FP) and false negative (FN) values.
In this paper, we use already labeled experimental datasets to use the confusion matrix.
When clustering is performed, a preprocessing process is performed to remove the dataset label, and a confusion matrix is generated with comparison between dataset label and the expected value of the cluster generated by the analysis. At this time, the negative value only considers about outlier dataset. Conversely, a positive value only considers data with a label that is not an outlier.
The generated confusion matrix can be used to evaluate the analysis results. TP and TF are the values that match the actual value of the experimental dataset with the expected value of the analysis. The ratio of TP and TF for the whole dataset is an index of the accuracy of the analysis result. In other cases, we can calculate how well the clusters obtained from the clustering are similar to the groups in the actual dataset. This is calculated using the values TP and FP that are predicted to be the same as the actual dataset.
Another evaluation factor is the time required to perform each clustering algorithm. The most accurate cluster analysis is also important, but in certain cases, it may be necessary to analyze it as soon as possible with accuracy. Time complexity is a good way to measure the performance of each algorithm. We can observe what factors affect the speed of the algorithm and calculate the approximate run time. However, calculating time complexity is difficult. This is because the time complexity depends on factors, such as how the algorithm is implemented and the experimental environment in which the algorithm is used. Thus, we experiment with different values for various properties such as the number of clusters, the number of objects, the size of the dimensions, and guess the time complexity through statistical methods. We propose an optimal clustering method for each dataset type by evaluating performance using these factors of accuracy and speed.
Visual evidence
We use scatter plots, linear graphs as mentioned in Figure 1 as visual evidence for a comparative evaluation of each cluster method. A scatter plot is a graph that shows the location of dataset as a dot. A scatter plot is used to identify the type, distribution, and characteristics of the dataset. We visualize the clustering results as scatter plots, which provide evidence of what the optimal clustering algorithm. More specifically, it enables us to visually compare the group form of the actual dataset and the clusters obtained from the experiment.
In addition, we also use linear graphs as a way of estimating time complexity. To estimate the time complexity, we visualize the process time obtained from several experiments as a graph and obtain visual evidence of whether the process time linearly increases or exponentially increases for each factor. By presenting the visual evidence using these data visualization methods, it is possible to propose a more suitable clustering algorithm by proving the validity of the cluster result without evaluating the cluster analysis result by numerical value alone.
Experiment Results
Experimental Settings
The experimental environment for measuring the performance of clustering methods is as follows. We used a computer equipped with Intel (R) Core (TM) i5-3470 CPU @ 3.20GHz, 8GB RAM, 540GB hard disk and Windows 10 Pro OS. R was used as the software for clustering. In this study, experiments were conducted to analyze the clustering processing speed and the clustering accuracy. We use five different types of datasets for experiments. The datasets used in the experiments are shown in Table 1 . Among them, datasets, such as IRIS and A. K. Jain's Toy, were imported from the UCI Machine learning repository. The Outliers and Gaussian datasets are arbitrary datasets that are generated for the experiments. Among them, Gaussian dataset is used as experimental dataset to compare time complexity of clustering algorithms while changing the number of objects, the number of dimensions, and the number of classes.
Datasets other than Gaussian are used to compare the accuracy and precision of each clustering algorithm.
[ Table 1] Experiment datasets   dataset  objects  dimensions  classes  IRIS  150  4  3  Outliers  230  2  2  Gaussian  1000  6  2  Toy Problem  373  2  2 The reason for choosing the specific dataset in Table 1 is different according to each dataset.
More specifically, for the sake of diversity, we have chosen the datasets with various characteristics such as the type in which the outliers exist, the distribution of the dataset is not constant, or the dataset is distributed in an arbitrary shape instead of a circle. Figure 2 is a scatter plot of the experimental datasets that demonstrates the appearance and characteristics of distribution and dataset at a glance. 
Comparison of Time Complexity
In this experiment, the time complexity, which is an index of the processing speed of each clustering algorithm, is estimated. Estimate approximate time complexity to identify factors that influences execution time. The dataset used in the experiment are Gaussian dataset. Experiment is to measure the process time by changing the number of objects, the number of dimensions and the number of clusters. In this case, the average of process time obtained by performing 100 experiments is used. The experimental results are shown in Table 2 .
From the Table 2 and Figure 3 , we can roughly estimate the time complexity of each clustering algorithm. In case of partitioning method, the execution time increases linearly with the number of objects and the number of clusters, and it is not affected by the number of dimensions. Hierarchical method shows that as the number of objects increases, the execution 
Comparison of Accuracy and Precision
To evaluate the accuracy and precision of clustering results, we used the confusion matrix. Table 3 shows clustering results for IRIS dataset. Note that IRIS dataset is not a large in terms of volume, nor is it complicated and enables to perform experiments on general characteristics.
Clustering results can be observed more clearly through the scatter plot shown in Figure 4 .
[ Table 4 shows the experimental results for the Outliers dataset. The partitioning and the hierarchical methods are generally based on distance similarity for all object. Thus, neither method can identify which object is an outlier. The density-based method, on the other hand, demonstrates the identification of relatively low-density outliers because they form a cluster of data densities rather than distance similarities. The grid-based method also identifies certain outliers. However, it is not suitable due to the limitations of cluster redundancy. These clustering results can be observed through the scatter plot in Figure 5 .
[ Finally, the experimental results for Toy dataset of A. K. Jain are shown in Table 5 . The Toy dataset is a dataset with an arbitrary shape. Partitioning and hierarchical methods are distance-based methods, and thus, all clustering results tend to be sphere-shaped. Thus, not only Toy datasets used in this experiment, but also arbitrary datasets that are not spherical datasets, are less accurate. As shown in Figure 6 , we can observe that the partitioning and the hierarchical methods form a spherical cluster, not a random form. On the other hand, the density-based method shows that a crescent-shaped cluster is formed. A density-based method can find any type of cluster. However, if it is not connected to a density area, the cluster will be broken down into separate clusters or not being found at all.
[ 
Conclusion
In this paper, we compared the clustering speed, which is not discussed in the performance comparison of existing clustering methods, by estimating the time complexity. We estimated the approximate time complexity by changing the value according to the number of objects, the number of dimensions, and the number of clusters, and confirmed how much influence it has on the processing speed of each clustering method. In addition, we compared the accuracy of each clustering method. This experiment not only compared the accuracy of each clustering method, but also confirmed its advantages and disadvantages. In addition, through visual evidence, we were able to identify clusters actually formed and understand their meaning more accurately. Distance similarity-based partitioning and hierarchical methods have high accuracy in datasets that have no outlier dataset and have a spherically shaped distribution that is clearly distinguished by the measurements. However, if the dataset has arbitrary shape or contains outliers, the accuracy drops sharply. The density-based methods can have clusters of any shape and identify outliers dataset. However, there is a problem of being unable to identify the cluster due to the distribution of the dataset or misjudging it as an outlier. The grid-based methods can identify anomalies and are not affected by the type of dataset, however, it has a fatal disadvantage of cluster redundancy.
