We present a class of fast quantum algorithms, based on Bernstein and Vazirani's parity problem, that retrieves the entire contents of a quantum database Y in a single query. The class includes binary search problems and coin-weighing problems. We compare the efficiency of these quantum algorithms with the classical algorithms that are bounded by the classical information-theoretic bound. We show the connection between classical algorithms based on several compression codes and our quantum-mechanical method.
I. INTRODUCTION
Quantum computers have been shown recently to be able to solve certain problems faster than any known algorithm running on a classical computer ͓1-3͔. These problems include factoring, which can be performed in polynomial time on a quantum computer ͓2͔, but is widely believed to be difficult on a classical computer, and database lookup, which is provably faster on a quantum computer ͓3͔. Understanding the power of quantum algorithms and developing new algorithms is of major interest as the building of a quantum computer will require a huge investment.
In this paper we present quantum algorithms for binary search and coin-weighing problems in which the information in a quantum database is retrieved with a single query. These are applications of the Bernstein and Vazirani parity problem ͓4,5͔ and provide a strong illustration of the power of quantum computation and point out the limitations of classical information-theoretic bounds applied to quantum computers.
Information theory is a useful tool for analyzing the efficiency of classical algorithms. Problems involving information retrieval from a database are particularly amenable to such analysis. Consider this database search problem: we have a database Y that contains n items, of which a single one is marked. This database is represented as a bit string y of length n with Hamming weight 1 (y has exactly one ''1''͒. One would like to locate the marked item in as few queries to the database as possible. The queries are bit strings x of length n such that the database returns the answer a͑x,y ͒ϭx•yϵ ͚ͩ iϭ1 n x i y i ͪ mod 2 ͑1͒ where x i and y i are the ith bits of x and y. A simple version of this problem is the case in which the allowed queries x have Hamming weight 1. The information retrieved by a single query x j ϭ␦ i j is small-it adds or eliminates item i from the set of possible marked items. It thus takes nϪ1 queries to locate the marked item in the worst case. A surprising result of Grover ͓3͔ is that a quantum-mechanical algorithm can be faster than this and find the marked item with high probability in O(ͱn) quantum queries, contrary to one's ''classical'' intuition. Grover's algorithm does not, however, violate the information-theoretic lower bound on the minimal number of queries M .
The information-theoretic lower bound ͓11͔ on M is given by the amount of information in the database divided by the maximal amount of information retrieved by a query that has A possible answers, i.e.,
where H(Y )ϭϪ͚ y p y log 2 p y , p y is the probability for Y to contain y and ͚ y p y ϭ1.
A quantum algorithm employs a database that responds to superpositions of queries with superpositions of answers. The quantum database acts on two input registers: register X containing the query state ͉x͘ and register B, an output register of dimension A initially containing state ͉b͘. We define the operation of querying the database as
where R y is a classical reversible transformation that maps basis states to basis states ͑that is, a permutation matrix͒ depending on the contents of the database, and a(x,y) is the answer to query x, given database state y. In a classical query only query basis states ͉x͘ are used and the output register B is initially set to ͉0͘. However, a quantum database is not restricted to working only on basis states but can handle arbitrary superpositions of inputs ͓6͔. The quantum algorithms presented here are a major improvement on the classical algorithms in terms of computation time if the computation performed by the database is costly. All our algorithms make use of an interaction with the database of the form a(x,y)ϭx•y. A direct implementation of such a database takes O(log 2 n) time using n Toffoli and n XOR gates in parallel. In general we will be given some algorithm that computes a(x)ϭx•y for any input x͕0,1͖ n and that runs in some time T(n). We will compare the running time of the quantum algorithms including this cost to the classical running time.
The parity problem and coin weighing
Bernstein and Vazirani ͓4,5͔ have given the first algorithm in which a single quantum query to the database is sufficient and a strong violation of the classical informationtheoretic bound comes about. In their parity problem they consider a database Y that contains an arbitrary n-bit string y. The answer to queries represented by n-bit strings x to the database is the parity of the bits common to x and y given by a(x,y)ϭx•y. Note that the problem is to determine y in its entirety, not to merely determine the parity of y. Bernstein and Vazirani have shown that y can be determined in only two queries to the database. But by preparing the output register B in an initial superposition 1/ͱ2(͉0͘Ϫ͉1͘) ͓10͔, the algorithm can be simplified to comprise a single query. Their algorithm can be directly applied to the coin-weighing problem. Coin-weighing problems are a group of problems in which a set of defective coins is to be identified in a total set of coins ͓11͔. Assume there are two types of coins, good and bad ones, and we can weigh arbitrary sets of coins with a spring scale ͑which gives the weight of the set of coins directly, as opposed to a balance that compares two sets of coins͒. All sets of coins are equiprobable. A set of n coins is represented as a bit string y of length n where y i ϭ1 indicates that coin i is defective. A weighing can be represented by a query string x, where x i specifies whether coin i is included in the set to be weighed. The result of a classical weighing is the Hamming weight of the bitwise product of x and y, w H (xٙy). For this problem the information-theoretic bound ͑2͒ gives
This is close to what the best predetermined algorithm, which perfectly identifies the set of coins, can achieve ͓11͔,
If one has a spring scale capable of performing weighings in superposition, then one can use the Bernstein-Vazirani algorithm to identify the defective coins perfectly with a single weighing by using only the parity of the Hamming weight answer. We can compare the total running time of this quantum algorithm with that of the classical algorithm. The preprocessing and postprocessing of the register X of the query state and the preprocessing of the B register all consist of the Hadamard transforms on individual bits,
which can be done in parallel. The total running time is then simply 2ϩT(n). In the classical algorithm the database is queried at least ͓see Eq. 5͔͒ n/log 2 (nϩ1) times resulting in a total running time of at least nT(n)/log 2 (nϩ1).
II. COMPRESSIVE ALGORITHMS
In this section we will consider modifications of this problem in which the information in the database H(Y ) is less than n bits. In these cases retrieving the data from the source can be viewed as a problem of data compression of a source Y . We will restrict ourselves here to the compression of the data from a single use of the source. In the classical case, each query to the database retrieves a single digit of the word into which the bit string y will be encoded. The minimal set of predetermined classical queries will serve to construct the single quantum query algorithm. We will use coding schemes that minimize the amount of pre/postprocessing in the single query quantum algorithm. A classically optimal encoding scheme ͑cf. ͓12͔͒ has
where l i is the length of the compacted y i and p i is the probability that the database contains bit string y i . It is not guaranteed, however, that such an optimal encoding scheme can be implemented by the type of database interaction that one is given to use, namely expression ͑3͒.
In the following section we present single query quantum algorithms of which the construction is based on optimal classical encoding schemes, namely Huffman coding. In the section thereafter we consider more general types of databases and use a random coding scheme. Each of these schemes will require precomputation of a set of queries based on the encoding schemes. The time for this computation will not be counted in the total running time as the queries can be precomputed once and reused on subsequent problems.
A. Binary search problem
The first part of this section is included for pedagogical purposes. Binary search problems are defined as problems in which the database responds with one of two answers to the query. Here we look at such a search problem in which the queries have Hamming weight n/2. The database contains a bit string y with Hamming weight 1. Let us first look at the problem in which all these bit strings are equiprobable. We assume that n is an integer power of 2. For other n one simply extends the database size to the next higher power of 2.
Classically it is well known that the marked item can be found in log 2 n queries, which achieves the classical information-theoretic bound ͑2͒. The kth query, g k , is a string of 2 kϪ1 zeros alternating with a string of 2 kϪ1 ones, where kϭ1, . . . ,log 2 n, i.e.,
The result of query g k is
where z k is the kth bit of the encoding z of y. Each y will have a different encoding z and thus z uniquely determines y. The g k 's are the generators of the group F of Walsh functions whose group multiplication rule is addition modulo 2. We can represent a Walsh function f s as
where s is an arbitrary bit string of length log 2 n. The quantum-mechanical algorithm that takes a single query is similar to the Bernstein-Vazirani algorithm. It makes use of superpositions of all the Walsh functions. We construct the query state
.
͑12͒
After one query the state becomes
It can be shown that 
As all states ͉ y ͘ and ͉ y Ј ͘ are orthogonal, they can be distinguished by a measurement and no further queries to the database are required. What are the transformations that are required for preprocessing and postprocessing of this single query? The preparation of the queries takes 1ϩ(nlog 2 n)/2 steps. Register s is prepared in superposition using parallel one-bit Hadamard transforms and used as input to the circuit shown in Fig. 1 . The circuit in Fig. 1 uses multibit XOR's, which we have counted as being in series. The same sequence in reverse is used as the postprocessing. The total running time is thus 2 ϩnlog 2 nϩT(n). In the classical case the queries are also prepared using the circuit in Fig. 1 , but the multibit XOR's can be done in parallel, and the total time is log 2 nϩT(n)log 2 n. Note that in the Cirac-Zoller ion-trap model ͓13͔ of quantum computation, a multibit XOR gate can be done in parallel by using the ''bus phonon'' modes. Such quantum computers run our algorithm in time 2ϩlog 2 nϩT(n).
The straightforward Bernstein-Vazirani algorithm to retrieve y and subsequent compaction of y to z would have taken time 2ϩT(n) for the algorithm plus nlog 2 n time steps for the compression, which amounts to the same running time as this direct compression.
If we generalize this problem to databases that have unequal probabilities assigned to different y's, a scheme based on Huffman coding ͓12͔ is sometimes more efficient in terms of pre/postprocessing. We assume that the probability distribution, or H(Y ), is known beforehand.
Huffman coding is a fixed-to-variable-length encoding of a source, in our case the database, which is optimal in the sense that it minimizes the average codeword length ͚ i p i l i рH(Y )ϩ1 with H(Y ) the entropy of the source. The encoding prescribes a set of queries that play the role of the Walsh generators in the equal probabilities case. This is illustrated with an example in Fig. 2 . ͑In fact, the Huffman construction results in Walsh queries in the equal-probability case.͒ Classically, instead of querying with the Walsh generators, one can use these Huffman queries, until the marked item has been found. The optimality of the Huffman code assures that the expected number of queries is minimized. Choose the set of queries that will take the place of the Walsh generators in the following way. Select a set of m queries, the first m queries that are used in the classical case, such that the probability of not finding the marked item after these m queries is very small. The value of m will depend on the probability distribution. If mр log 2 n , ͑17͒
this Huffman scheme can be more efficient than a Walsh scheme.
Note that this requirement is not necessarily satisfied for all probability distributions. For example, for the distribution p 1 ϭ1/10,p i ϭ9/10n,iϭ2, . . . ,n, the length of nϪ1 encoded words will be about log 2 n . Choosing a number of queries that is less than the length of these words will result in a high probability of error.
This set of m queries will take the place of the Walsh generators in our quantum algorithm. The circuit that implements the Huffman queries will be as in Fig. 1 but with a different pattern of XOR's corresponding the Huffman queries. All the database states that gave rise to distinct codewords after these m classical queries will give rise to distinct ͉ y ͘ in our quantum algorithm.
If we query only once, the total running time will be 2 ϩmnϩT(n) if we are willing to accept a small chance of error. A classical algorithm that uses the same Huffman queries and has the same probability of error takes mϩmT(n) time. Thus for some probability distributions, m can be significantly smaller than log 2 n and the algorithm is faster than a straightforward search with the Walsh queries.
B. Random coding
The binary search and the coin-weighing problem are special cases of a more general problem in which we have a database Y that contains k arbitrary base A strings of length n. Here we restrict ourselves to databases that contain k equally probable strings.
The queries x are all possible base A strings of length n, the elements of (Z A ) n . The database returns the answer
The information H(Y ) is equal to log A k. A classical predetermined algorithm to determine y with high probability makes use of mϭlog A kϩl random strings, where l is a relatively small integer. Pick m linearly independent random base A strings of length n; these are the queries g i , i ϭ1, . . . ,m. Similarly to Eq. ͑10͒ we define the encoding as
where z k is the kth digit of z. The g i 's are used to compress the string y of length n to the codewords z of length m. What is the probability that the codeword z determines y uniquely? The probability that two base A strings of length n are mapped onto the same codeword is equal to (1/A) m . Thus, the probability of a collision with y is
͑20͒
For small 2 Ϫl we approximate
This probability can be made arbitrarily small for only a relatively small l. Thus O(log A k) random g i 's are sufficient to retrieve the information with arbitrarily low probability of error. It is clear that for negative l the length of the codewords is not sufficiently large to avoid collisions. A codeword length of O(log A k) is thus necessary as well as sufficient. If the contents of the database are to be determined with certainty, the codeword length m must be made larger.
A code with no collisions and with codeword length O(2log A k) always exists ͑cf., the discussion of the birthday problem ͓14͔͒.
Our quantum algorithm to determine the contents of the database in a single query with high probability makes use of this classical random coding construction. A set of random linearly independent strings g i , iϭ1, . . . ,m, is the set of generators of a group C A . The multiplication rule for this group is a digitwise addition modulo A and the identity element is the string 0. Members of C A can be written as 
͑24͒
We can write, using the encoding z of y defined in Eq. ͑19͒, a"c͑s ͒,y…ϭs•z. ͑25͒
Thus we have If two different strings y and yЈ are mapped onto a different codeword, they are thus distinguishable by a measurement. The probability that this occurs ͓Eq. ͑21͔͒ can be made arbitrarily small just as in the classical case since the encoding is the same. In order to measure, we reverse the preparation steps and then we perform a Fourier transform over (Z A ) m ,
A measurement in the query basis determines z and, with high probability, y. The circuit used to implement the random coding is similar to that in Fig. 1 but the XOR's are replaced by summation base A operators,
and their locations are according to the random queries. The total quantum running time is 2ϩmnϩT(n) if we take the basic unit of time to be an operation on an A-dimensional Hilbert space. The classical time using the same random codewords is mϩmT(n). Since m is less than n, this algorithm is better than the direct coin-weighing algorithm provided we are willing to tolerate a small chance of error bounded by p col .
III. DISCUSSION
We have discussed the complexity of our quantum algorithms compared to a classical setup and shown that the quantum algorithms are faster in situations in which T(n) ϾO(n). In problems where querying the database would occur repeatedly, a bigger ͑real͒ separation between the classical computation time and the quantum computation time could be achieved ͑see ͓5͔ for an instance of such a problem͒.
It is noteworthy that in the binary search problem in the classical case only the generators of the Walsh functions are required, while the quantum algorithm needs all the Walsh functions to achieve this speedup. It would be interesting to find out whether any speedup is possible if the database only responds to queries that are the generators.
We have chosen the quantum database R y as defined in expression ͑3͒ to make a fair comparison with the classical setting. A unitary U y could easily become more powerful, as was pointed out in ͓15͔. At its most general, a quantum database could be defined by an arbitrary unitary transformation acting on an input register and a hidden quantum state ͑the database͒. This has no good classical analog and might be worthwhile to explore.
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