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Abstract
Pedestrian detection has achieved great improvements with the help of Convolutional Neural Networks (CNNs). CNN can learn
high-level features from input images, but the insufficient spatial resolution of CNN feature channels (feature maps) may cause a loss
of information, which is harmful especially to small instances. In this paper, we propose a new pedestrian detection framework,
which extends the successful RPN+BF framework to combine handcrafted features and CNN features. RoI-pooling is used to
extract features from both handcrafted channels (e.g. HOG+LUV, CheckerBoards or RotatedFilters) and CNN channels. Since
handcrafted channels always have higher spatial resolution than CNN channels, we apply RoI-pooling with larger output resolution
to handcrafted channels to keep more detailed information. Our ablation experiments show that the developed handcrafted features
can reach better detection accuracy than the CNN features extracted from the VGG-16 net, and a performance gain can be achieved
by combining them. Experimental results on Caltech pedestrian dataset with the original annotations and the improved annotations
demonstrate the effectiveness of the proposed approach. When using a more advanced RPN in our framework, our approach can be
further improved and get competitive results on both benchmarks.
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1. Introduction
Pedestrian detection is a prerequisite task for many vision
applications such as video surveillance [1, 2], car safety [3],
and robotics. During the last decade, pedestrian detection has
been attracting intensive research interests and great progress
has been achieved [4, 5]. Feature extraction is an important
step for pedestrian detection algorithms, and various features
have been proposed to improve detection accuracy. These im-
age features can be grouped into handcrafted features and Con-
volutional Neural Network (CNN) features.
Traditional pedestrian detection methods employ the sliding
window paradigm based on handcrafted features and traditional
classifiers [6]. Among the handcrafted features, the histogram
of oriented gradient (HOG) descriptor [7] is the most well-
known and works very well with linear Support Vector Ma-
chine (SVM) [7]. Felzenszwalb et al. [8] proposed the De-
formable Part Model (DPM) based on HOG features to han-
dle pose variations of objects. Dollar et al. [9] proposed In-
tegral Channel Feature (ICF) which uses integral images to
extract features from HOG channels and LUV color channels
(HOG+LUV) and adopts boosted decision forests for pedes-
trian detection. Following ICF, further improvements have
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been made by applying various handcrafted or learned filters
to the HOG+LUV channels, such as Aggregated Channel Fea-
tures (ACF) [10], SquaresChntrs [11], InformedHaar [12], Lo-
cally Decorrelated Channel Features (LDCF) [13], Checker-
boards [14], and RotatedFilters [15]. Extended Filtered Chan-
nel Framework (ExtFCF) [16] combines several advanced fil-
tered channel features (LDCF, Checkerboards, and Rotated-
Filters) in a multilayer architecture to further improve perfor-
mance. While these filtered channel feature detectors have
achieved competitive results with low computational complex-
ity, the handcrafted features are not robust enough for pedes-
trian detection in complex scenes.
Recently, deep CNNs have achieved great success in gen-
eral object detection [17, 18, 19, 20, 21, 22]. CNNs can learn
high-level semantic features from input images, which are more
discriminative for classification and have also been applied to
pedestrian detection. Early CNN-based pedestrian detection
methods [23, 24, 25, 26] use handcrafted-feature-based detec-
tors to generate a sparse set of pedestrian proposals and refine
them with CNN classifiers. Some works [27][28][29] com-
bine the feature maps from a pre-trained CNN model and a
boosted forest classifier to improve the accuracy. The work
[28] also reveals that the coarse resolution of feature maps
makes it hard to handle small instances. Later, more and more
research works focus on developing end-to-end approaches
by using customized architectures or adapting Fast-RCNN or
Faster-RCNN to pedestrian detection. Scale Aware Fast R-
CNN (SA-FastRCNN) [26] extends Fast-RCNN with multiple
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built-in sub-networks to adaptively detect pedestrians of dif-
ferent scales. Multi-Scale CNN (MS-CNN) [30] and Multi-
branch and High-level semantic convolutional neural Network
(MHN) [31] use feature maps of multiple layers to handle
objects of different scales. TLL-TFA [32] integrates somatic
Topological Line Localization (TLL) network and Temporal
Feature Aggregation (TFA) to detect multi-scale pedestrians.
Graininess-aware Deep Feature Learning method (GDFL) [33]
uses scale-aware pedestrian attention masks and a zoom-in-
zoom-out module to identify small and occluded pedestrians.
Fused Deep Neural Network (F-DNN) [34] combines multiple
deep classifiers with a soft-reject strategy to refine proposals.
Some other works improve pedestrian detection by using se-
mantic segmentation as a strong cue [34, 35, 36, 37] or part-
based detection [38]. While CNN-based approaches have con-
sistently improved the detection accuracy, they always result in
more complex architectures and higher computational costs.
Instead of designing new CNNs for pedestrian detection, a
straightforward way to improve pedestrian detection is to com-
bine the high resolution and easy-to-compute handcrafted fea-
ture channels with the low resolution and computational expen-
sive CNN feature channels. Other than using handcrafted fea-
tures to generate proposals and CNNs to classify them, some
other methods have been proposed to take advantage of both
kinds of features. Complexity Aware Cascade Training algo-
rithm (CompACT) [39] learnes a complexity aware cascade to
integrate handcrafted features and CNN features with a trade-
off between detection accuracy and speed. In Multi-layer Chan-
nel Features (MCF) [40], a multi-stage cascade AdaBoost is
trained based on HOG+LUV and each layer of a CNN one af-
ter another. Mao et al. [35] integrated extra feature channels
into CNN-based detectors by creating a new shallow branch
alongside the back-bone CNN, but their experiments indicate
that while the semantic features generated by a separated neural
network can bring improvement to pedestrian detection, hand-
crafted features make almost no contribution. They further pro-
posed Hyper-learner to jointly learn pedestrian detection as well
as extra features supervised by semantic channels.
We follow this line and propose a simple and effective
pedestrian detection framework called Hybrid Channel Detec-
tor (HCD) by extending the successful RPN+BF framework
[28] to combine handcrafted features and CNN features. For
each proposal generated by RPN, ROI-pooling is used to extract
features from both handcrafted feature channels and CNN fea-
ture channels, and with larger output resolution for handcrafted
feature channels to retain more detailed information. Finally,
the two kinds of features are concatenated and sent to boosted
forests classifier. Overall, this work makes the following major
contributions:
1) A simple yet effective framework is proposed to combine
handcrafted features and CNN features for pedestrian detec-
tion. RoI-pooling is used to extract features from both hand-
crafted channels and CNN channels, and larger pooling out-
put resolution is used for handcrafted channels to keep more
detailed information.
2) We explore several handcrafted channels such as
HOG+LUV, Checkerboards, and RotatedFilters in our
framework. Our ablation experiments show that the hand-
crafted features can achieve better detection accuracy than
the CNN features extracted from the VGG-16 net.
3) Experiments are conducted on Caltech pedestrian dataset
[41] with the original annotations and also a new set of
improved annotations provided by [15]. Our approach
achieves the MR of 9.53% and 6.41% on the two bench-
marks respectively, both of which outperform previous ap-
proaches that combining handcrafted features and CNN fea-
tures by a large margin.
4) We further improve our approach by using SDS-RPN [36],
a more advanced RPN, in our framework. And the approach
achieves the MR of 8.62% and 6.14% on the two bench-
marks respectively.
The rest of the paper is organized as follows. Under Section
II, we introduce some works related to our approach. Then,
our proposed approach and its implementation details are intro-
duced in Section III. Section IV shows the experimental results
and analysis. Finally, we conclude this paper in Section V.
2. Related works
2.1. ICF family pedestrian detectors
In Integral Channel Features (ICF) [9], HOG+LUV channels
are computed from an input image, and features such as local
sums, histograms, and Haar features are extracted efficiently by
using integral images. These features combined with boosted
decision forests are very effective for pedestrian detection. To
improve ICF, Aggregated Channel Feature (ACF) [10] is pro-
posed and becomes popular, in which features are single-pixel
lookups from the aggregated (sum-pooled) channels. After that,
various filtered channel features have been designed to com-
pute over the HOG+LUV channels. The SquaresChntrs [11]
includes a set of simple square pooling regions with different
sizes. InformedHarr [12] incorporates the statistical pedestrian
model into the design of simple haar-like features. Nam et al.
[13] proposed LDCF whose filters are the top learned princi-
pal components analysis (PCA) eigenvectors. Zhang et al. [14]
proposed a framework of filtered channel features to unify the
aforementioned channel features, and systematically explored
different filter banks. They found that the simple Checker-
boards filters achieved the best performance among the filtered
channel features. After that, Zhang et al. [15] proposed Rotat-
edFilters, a simplification of Checkerboards inspired by LDCF
and SquaresChntrs, generating a performance close to Checker-
boards. Among these filtered channel features, LDCF is the
only method whose filters are obtained by unsupervised learn-
ing rather than manually designed.
2.2. Region-CNN for pedestrian detection
The CNN-based object detectors can be classified to two
groups, one-stage detectors [21, 22] and two-stage detectors[19,
18, 20, 14]. Although the one-stage detectors are more efficient
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Figure 1: The architecture of HCD: Top: RPN computes candidate bounding boxes and scores, and the backbone network generates CNN feature maps. Bottom:
handcrafted feature channels are generated from the input image. Features are extracted by RoI-pooling from handcrafted feature channels and CNN feature maps
respectively, and concatenated before being sent to Boosted forest (BF).
than the two-stage ones, the current state-of-the-art object de-
tectors are two-stage ones. In the two-stage frameworks, the
first stage generates a sparse set of category-agnostic object pro-
posals, and the second stage classifies the proposals into one of
the foreground classes or background as well as refine their co-
ordinates.
Among the two-stage detectors, Region-CNN (R-CNN) fam-
ily [19, 18, 20, 14] is well-known and has consistently promoted
the accuracy of object detection on major challenges and bench-
marks. In R-CNN [17], the selective search method is used to
generate category-agnostic proposals, CNN is used to extract a
fixed-length feature vector for each proposal, and an SVM clas-
sifier is used to classify the proposals. The speed of R-CNN
is limited by the CNN feature extraction for each proposal. In
Spatial Pyramid Pooling Network (SPPNet) [18], spatial pyra-
mid pooling is introduced to allow the computation of CNN
feature extraction once per image. Based on SPPNet, Fast R-
CNN [19] uses the RoI-pooling and multi-task learning of class
classification and bounding box regression and is trained end-
to-end. Furthermore, Faster R-CNN [20] introduces a Region
Proposal Network (RPN) that shares full-image CNN features
with the detection network to efficiently generate object pro-
posals. Since there is only one foreground object (pedestrian)
in pedestrian detection, RPN can be trained as a pedestrian de-
tector. In the work [28], it is found that RPN as a stand-alone
pedestrian detector outperformes all handcrafted-feature-based
detectors, and combining RPN with a boosted forest classifier
further improves the performance.
3. Hybrid channel detector
The handcrafted channel features, like ICF and other filtered
channel features, are able to describe the low-level and even
middle-level image information well and have been proven ef-
fective for pedestrian detection. Meanwhile, CNNs can learn
not only low-level and middle-level features in its first few lay-
ers, but also high-level features in the last few layers. While
CNN feature channels (feature maps) get lower resolutions in
higher layers, the HOG+LUV channels and other filtered chan-
nels have the resolutions close to the original image and can
keep more detailed information. To take advantage of both
sides, we combine handcrafted channels and CNN channels to
construct a hybrid channel detector (HCD).
The architecture of our hybrid channel detector is given in
Figure 1. It consists of four basic modules: 1) Firstly, pedes-
trian proposals are produced by a proposal generation network,
e.g. RPN, and CNN feature channels are generated by the back-
bone CNN. 2) Secondly, traditional handcrafted channels, like
HOG+LUV or other filtered channels, are generated from an
input image, and this can be done in parallel with the first step.
3) Thirdly, for each pedestrian proposal, RoI-pooling is used to
extract the feature vectors from the two kinds of feature chan-
nels respectively. 4) Finally, the two kinds of features are con-
catenated and sent to a boosted forest classifier.
3.1. Region proposal network
Faster R-CNN [20] is a successful method for general object
detection. It consists of two components: a Region Proposal
Network (RPN) for generating region proposals, followed by
a Fast R-CNN [19] to classify the proposal regions into object
categories or background. The RPN shares full-image CNN
features with the Fast R-CNN, thus enabling nearly cost-free re-
gion proposals. The RPN is composed of an intermediate 3 × 3
convolutional layer and followed by two sibling 1 × 1 convo-
lutional layers for classification and bounding box regression.
The RPN uses classifiers and regressors on sliding windows
over CNN feature maps to predict proposals relative to anchor
3
Figure 2: Example image and computed HOG+LUV channels
boxes of multiple scales and aspect ratios (3 scales and 3 aspect
ratios used in [20]). The classifier determines the probability
of a proposal having an object, and the regressor regresses the
coordinates of the proposal. The cost-function for training RPN
contains both classification loss and regression loss.
RPN is a class-agnostic proposal generator in the scenario of
multi-category object detection. For single-class object detec-
tion, RPN is naturally a detector for the only foreground cat-
egory concerned. In [28], RPN is specially tailored for pedes-
trian detection and achieves competitive results as a stand-alone
pedestrian detector. VGG-16 net [42] pre-trained on ImageNet
dataset [43] is adopted as the backbone network. Instead of
3 aspect ratios used in the original RPN, a single aspect ra-
tio of 0.41 (width to height) is used, since it is the average
aspect ratio of pedestrians as indicated in [41], and anchors
of inappropriate aspect ratios would be noisy and harmful to
detection accuracy. In addition, anchors of 9 different scales
are used, starting from 40 pixels height with a scaling stride
of 1.3×, which spans a wider range of scales than the origi-
nal RPN. With these adaptations, RPN achieves the log-average
miss-rate (MR) of 14.9% on the Caltech evaluation benchmark,
which outperformes the leading traditional pedestrian detection
methods: SCF [4], LDCF [13] and Checkerboards [14]. In this
paper, we follow the adaptations for RPN in [28].
In fact, any proposal generation network can be used in place
of RPN in our framework. Simultaneous Detection Segmen-
tation RCNN (SDS-RCNN) [36] contains a region proposal
network to generate pedestrian proposals and a Binary Clas-
sification Network (BCN) to classify them. Box-based se-
mantic segmentation is introduced to both networks as auxil-
iary tasks. SDS-RCNN achieves leading performance on Cal-
tech dataset, and even its region proposal network, SDS-RPN,
achieves promising 9.63% miss rate. In our experiments, we
also evaluate our framework with SDS-RPN to demonstrate its
generality.
3.2. Handcrafted feature channels
In traditional pedestrian detection, an image is first trans-
formed into the 10 HOG+LUV channels (shown in figure 2),
which include normalized gradient magnitude, histogram of
oriented gradients on 6 directions, and LUV color channels.
Then different filtered channel features [14] have been pro-
posed by convolving different filter banks with the HOG+LUV
channels. Among these filtered channel features, the sim-
ple Checkerboards filters [14] achieves the best performance.
Zhang et al. [15] further proposed RotatedFilters, a simplifi-
cation of Checkerboards. Therefore, we investigate to apply
the basic HOG+LUV, Checkerboards, and RotatedFilters to our
framework in this paper.
Checkerboards: Checkerboards is a naı¨ve set of filters of
the same sizes: a uniform square, all horizontal and vertical
gradient detectors ( ±1 values), and all possible checkerboard
patterns. The number of filters increases rapidly with checker-
board size. For up to 4×4 cells, there are 61 filters (CB61). But,
more filters lead to higher computaional complexity for training
and testing. Cai et al.[39] adopted eight 2 × 2 Checkerboards-
like filters for limited complexity. You et al. [16] added three
more homologous filters to get 11 filters (Checkerboards-11,
CB11) in total, as shown in Figure 3. After applying the 11 fil-
ters to the 10 HOG+LUV channels, 110 feature channels are fi-
nally generated. CB11 achieves competitive performance (MR
= 18.60%) on Caltech compared to the original CB61 (MR =
18.47%), and run ∼ 5× faster than it. In this paper, we adopt
CB11 for its good trade-off between the accuracy and complex-
ity.
RotatedFilters: RotatedFilters (RF) [15] (shown in Figure
4) is inspired by the filterbank of LDCF [13]. The first three
filters for each feature channel of HOG+LUV are the constant
filter and two step functions in orthogonal directions, with the
two step functions rotated for the oriented gradient channels of
HOG. In the same spirit as SquaresChnFtrs [11], each filter per
channel repeats over 3 scales (4×4, 8×8, and 16×16), resulting
in 9 filters per channel. After applying these filters to the 10
HOG+LUV channels, 90 feature channels are finally generated.
RotatedFilters also achieves competitive performance (MR =
19.20%) compared to CB61, and run ∼ 6× faster than it. RF is
also explored in our study. The main difference between RF and
CB11 is that CB11 has abundant filters whereas RotatedFilters
focuses on fine and coarse grained information under the multi-
scale design.
3.3. Feature extraction and fusion
By now, both the handcrafted channels and the CNN chan-
nels have been computed from an input image, and the propos-
als generated by RPN need to be classified based on the feature
vectors extracted from the two kinds of feature channels.
RoI-pooling is a feature extraction method proposed in [19],
which extracts a fixed-length feature vector from feature maps
for each object proposal. It can achieve a significant speedup
of both training and testing and also maintain a high detection
accuracy. Thus, it has been widely used in CNN-based object
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detection. The RoI-pooling layer uses max-pooling to convert
the features inside any valid region of interest (RoI) into a small
feature map with a fixed spatial extent of H × W (e.g., 7 × 7).
RoI-pooling works by dividing an h×w input RoI window into
a H ×W grid of sub-windows of approximate size h/H × w/W
and then max-pooling the values in each sub-window into the
corresponding output grid cell. If an RoI-pooling’s input reso-
lution is smaller than the output resolution (e.g., < 7 × 7), the
pooling bins collapse and the features become less discrimina-
tive. In [28], the same RoI-pooling output resolution (7 × 7)
as in Faster R-CNN [20] is used to extract features from fea-
ture maps of different layers, and Conv3 3 gives the best accu-
racy among them. Since the feature maps in the 3rd layer has a
4× downsampling factor compared to the input image, the fea-
tures of object proposals less than 28× 28 in an input image are
less discriminative. If the features are extracted from Conv5 3
which has a 16× downsampling factor, the features of the ob-
ject proposals less than 112 × 112 in an input image are less
discriminative, and not suitable for small object detection. This
would be an important reason that the features from Conv3 3 is
remarkably better than those from Conv5 3. In [28], the prob-
lem of low-resolution feature maps is alleviated by extracting
features from lower layer (Conv3 3), and by using the a` trous
trick [16] to increase feature map resolution. In this paper, RoI-
pooling with output resolution 7 × 7 is used to extract features
from Conv3 3.
For handcrafted channels, we also use RoI-pooling to extract
a feature vector for each proposal. Handcrafted channels, like
HOG+LUV and the filtered channels, have the same or simi-
lar resolution as the input image. Therefore we can use RoI-
pooling with larger output resolution. When the output resolu-
tion gets larger, the extracted features can retain more detailed
information but have a larger dimension. In this paper, we in-
vestigate several output resolutions (7 × 7, 14 × 14, 20 × 20
and 28 × 28) for handcrafted feature extraction. After feature
vectors extracted from the two kinds of feature channels, they
are concatenated and sent to the classifier. This kind of feature
combination allows the two kinds of features to have different
lengths.
3.4. Boosted forest
Boosted Forest (BF) or Boosted Decision Trees (BDT) is an
ensemble learning method. It trains a number of decision trees
sequentially with a boosting process. Boosting re-weights ver-
sions of the training data depending on whether the previously
trained tree classifies them correctly, and makes the final deci-
sion by taking a weighted majority vote of the sequence of clas-
sifiers produced so far [44]. Boosted Forest can achieve fast and
accurate classification, and has been widely used in computer
vision such as object recognition [45, 46], pedestrian detection
[9, 28, 47, 10, 13, 27] and super-resolution [48, 49, 50]. In [28],
BF classifier is applied to RPN proposals for pedestrian detec-
tion, and is superior to Fast R-CNN classifier in the following
aspects. Firstly, BF is extremely light-weight and easy to learn
with fewer hyper-parameters; secondly, it is less prone to over-
fitting and adversarial examples [51, 27, 52, 53]; thirdly, the BF
Figure 3: Eleven 2 × 2 Checkerboards-like filters. Blue or Yellow represents
+1 or -1, respectively.
is flexible for combining features with various dimensions; fi-
nally, it is flexible for incorporating effective bootstrapping for
mining hard negatives. Owing to these merits of Boosted For-
est, we adopt it to classify proposals in our framework.
3.5. Implementation details
The program for computing all the handcrafted channels, in-
cluding HOG+LUV, CB11, and RF, is implemented based on
Piotr Dollar’s Matlab toolbox [54]. The source codes of [28]
are used for implementing RPN and BF in our framework and
the training procedure and related hyper-parameter settings in
[28] are also followed. VGG-16 net [42] pre-trained on the Im-
ageNet dataset [43] is used as the backbone network, and RPN
is fine-tuned to Caltech dataset in the same way as in [28]. After
proposal generation, non-maximum suppression (NMS) with a
threshold of 0.7 is also used to filter the proposal regions. Then
the proposal regions are ranked by their scores, where the top-
ranked 1, 000 proposals (and ground truths) of each image are
used for training BF classifier, and the top-ranked 100 propos-
als are used for testing. The RealBoost algorithm is used for
BF classifier. The training is bootstrapped for 6 times, and af-
ter each stage, hard negative mining is also applied. The forest
in each stage consists {64, 128, 256, 512, 1024, 1536} trees, and
tree depth is set to 5. After the 6 bootstrapping stages, a forest
of 2, 048 trees is trained and used for inference. Following [28],
the confidence score of each proposal computed by RPN is used
to compute the stage-0 classifier. We also adopt single-scale
training and testing, without using feature pyramids. An image
is resized such that its shorter edge has 720 pixels before train-
ing and testing. For more detailed information, please refer to
[28] and its publicly available source codes. For SDS-RPN[36],
we simply use the trained model provided by the authors.
4. Experiments and analysis
4.1. Datasets and evaluation metrics
We evaluate the effectiveness of our approach on Caltech
dataset [41], and also evaluate our framework with SDS-RPN
to demonstrate its generality. The evaluation metric employed
is the log average Miss Rate on False Positive Per Image (FPPI)
in [10−2, 100], denoted as MR 2, or in short MR. Caltech pedes-
trian dataset and its associated benchmark are widely-used for
evaluation of pedestrian detection. The dataset is comparatively
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Figure 4: Filter patterns of RotatedFilters. Blue or Yellow represents +1 or -1
respectively.
large and challenging, consisting of about 10 hours of videos
(30 frames per second) collected from a vehicle driving through
urban traffic. Every frame in the raw Caltech dataset has been
densely annotated with the bounding boxes of pedestrian in-
stances. There are totally 350, 000 bounding boxes of about
2, 300 unique pedestrians labeled in 250, 000 frames. Various
evaluation settings have been defined based on height and frac-
tion of occlusion of pedestrians. The settings used in this paper
are introduced as follows.
Reasonable subset: Pedestrian instances have 50 or more
pixels in height and at least 65% visible body parts. It is the
most frequently used evaluation setting and considered as a
standard evaluation benchmark in almost all pedestrian detec-
tion research works. In this paper, we also use it as the default
setting for evaluation.
Occlusion-related settings: Partial and heavy occlusion
subsets include pedestrians taller than 50 pixels and having 1%–
35% and 36%–80% body parts occluded respectively.
Scale-related settings: Near and Medium subsets include
pedestrians have 80 or more pixels and 30-80 pixels in height
respectively.
In addition to Caltech dataset with the original annotations,
we also evaluate our approaches on the new annotations pro-
vided by [15], which corrects the errors in the original annota-
tions. For simplicity, RPN and SDS-RPN are not fine-tuned to
the new annotations when evaluating on them.
4.2. Evaluation of handcrafted channels
We first carry out ablation experiments to evaluate the hand-
crafted channel features. That is, we only use the features ex-
tracted from the handcrafted channels, and do not use the fea-
tures from the CNN channels. Since the handcrafted channels
have higher resolution than the CNN channels, RoI-pooling
with higher output resolutions can be used to retain more de-
tailed information. In the experiments, we explore four kinds
of RoI-pooling output resolutions, 7 × 7, 14 × 14, 20 × 20 and
28 × 28, and compare three handcrafted channels, HOG+LUV,
CB11 and RF. The experimental results are shown in table 1.
As shown in Table 1, HOG+LUV, CB11, and RF achieve
their best MR of 11.79%, 11.12% and 10.6% respectively.
Among them, RF achieves the best result, and the MR of
HOG+LUV is only 1.2 percentage points lower than that. This
is an amazing result, considering that HOG+LUV has only
10 channels while CB11 and RF have 110 and 90 channels
Table 1: Detection performance (MR%) of handcrafted channel features with
different RoI-pooling resolutions.
RoI features 7×7 14×14 20×20 28×28
HOG+LUV 14.47 13.88 11.79 12.81
CB11 12.34 11.21 11.51 11.12
RF 12.09 10.94 10.6 11.26
respectively. All these performances are better than the best
MR of 12.4% achieved by CNN features from Conv3 3 [28].
Even with the same output resolution of 7 × 7 as in [28],
CB11 and RF outperform Conv3 3, and HOG+LUV outper-
forms Conv2 3 and Conv5 3. Since the RPN+BF framework
is used in both our study and the work in [28], it can be con-
cluded that the developed handcrafted channel features have
better representation power than the CNN features of VGG-16
pre-trained on ImageNET. To the best of our knowledge, this
observation has not been reported by previous works. Tradi-
tional methods always adopt the handcrafted features with the
sliding-window paradigm, and the leading handcrafted channel
feature CB61 only achieves MR of 18.47%. This also indicates
the RPN+BF framework is superior to the traditional sliding-
window paradigm. HOG+LUV and RF achieve the best per-
formance with the RoI-pooling output resolution of 20×20, and
CB11 achieves the best one with 28×28. In the following ex-
periments, we use the RoI-pooling output resolution of 20×20
for all the three handcrafted channel features.
4.3. Evaluation of hybrid channels detector
This section is devoted to exploring the effectiveness of the
proposed hybrid channels detector. The feature maps from
Conv3 3 of VGG-16 are used as the CNN channels in our
framework because it achieves the best performance among the
different layers in [28, 27]. HOG+LUV, CB11, and RF are used
as the handcrafted channels respectively. For the CNN feature
channels, the output resolution of RoI-pooling is set to 7 × 7,
the same as in [28, 27]. The features extracted from the two
kinds of channels are concatenated before being sent to the BF
classifier.
Table 2 shows the results of different combinations of hand-
crafted features and CNN features and also the results of the
combinations of different CNN features in [28]. From the re-
sults, we can see that, combination of handcrafted features and
CNN features outperforms each of CNN features alone. They
outperform the approaches based only on handcrafted chan-
nel features for about 1.5 percentage points and outperform
the approaches based only on Conv3 3 for about 2.5 percent-
age points. Among them, the combination of RF and Conv3 3
achieves the best MR at 9.53%, which is slightly better than
the best MR of 9.6% achieved in [28]. In their work, the
best result is achieved by the combination of Conv3 3 and
the a´ trous version of Conv4 3, which takes extra computa-
tion time to re-compute the Conv4 3 features maps with the
a´ trous trick. While in our approach, the handcrafted channels
can be computed in parallel with VGG-16. The combination of
HOG+LUV and Conv3 3 achieves the MR of 10.03%, and the
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Table 2: Detection performance of different combinations of channel features.
RoI features MR(%)
(HOG+LUV), Conv3 3 10.03
CB11, Conv3 3 10.00
RF, Conv3 3 9.53
Conv3 3, Conv4 3 [28] 11.5
Conv3 3, Conv4 3, Conv5 3 [28] 11.9
Conv3 3, Conv4 3 (a` trous) [28] 9.6
Table 3: Detection performance (MR) under different scales and occlusion set-
tings
Methods Medi. Near Heavy Partial None
RPN stand-alone 58.09 2.59 78.77 27.64 11.33
HOG+LUV 56.31 2.59 76.62 26.54 9.95
CB11 56.11 2.54 75.08 24.80 10.01
RF 55.85 2.05 75.57 24.92 8.88
Conv3 3 56.61 3.9 75.08 24.91 10.07
RF, Conv3 3 54.35 1.66 74.72 20.4 8.15
combination of CB11 and Conv3 3 achieves the MR of 10%.
All our three kinds of combination outperform the combina-
tions of CNN features from two or three layers of VGG-16 in
[28]. This indicates the handcrafted features can provide more
complementary information to the CNN features.
4.4. Evaluation with respective to occlusion and scale
We further evaluate our approach under different scale evalu-
ation settings (Near and Medium) and different occlusion eval-
uation settings (None, Partial and Heavy). Table 3 lists the
results of RPN as a stand-alone detector, our framework with
Conv3 3, HOG+LUV, CB11 and RF alone respectively, and the
combination of RF and Conv3 3. All tested methods beat RPN
stand-alone detector, and the combination of RF and Conv3 3
achieves the best performance. All three handcrafted features
outperform Conv3 3 not only on the Near subset but also on
the Medium subset. This indicates that the larger RoI output
resolution can help handcrafted features to handle smaller ob-
jects. Under the occlusion-related settings, CB11 and Conv3 3
slightly outperform RF on the Heavy and Partial occlusion sub-
sets, but RF is far ahead on the None occlusion subset. RF
gets very good results under the easier settings like Near and
None-occlusion, and also outperforms Conv3 3 under these set-
tings. The combination of RF and Conv3 3 can further im-
prove the performance under all the settings, and more rela-
tive improvement can be made under the easier settings (e.g.
Near and None occlussion). Comparing the combination of RF
and Conv3 3 with RPN stand-alone, while the former reducing
6.4% of MR from 58.09% to 54.35% on the Medium subset, it
reduces 35.9% of MR from 2.59% to 1.66% on the Near subset.
This may suggest that high-level features and/or more sophistic
learning schemes are necessary to handle more difficult situa-
tions like small scale and heavy occlusions.
Table 4: Comparison of our works with other works on Caltech with the original
and new annotations.
Methods MRO MRN
CompACT-Deep [39] 11.75 9.15
MCF [40] 10.40 7.98
SDS-RPN [36] 9.63 -
RPN+BF [28] 9.6 7.3
HCD 9.53 6.41
F-DNN [37] 8.65 -
HCD (SDS-RPN) 8.62 6.14
PCN [38] 8.4 -
F-DNN+SS [37] 8.18 6.89
GDFL [33] 7.85 -
TLL-TFA[32] 7.39 -
SDS-RCNN [36] 7.36 6.44
HyperLearner[35] - 5.5
4.5. Comparison with state-of-the-art methods on Caltech with
the original and new annotations
Table 4 lists our best result (the combination of RF and
Conv3 3) and those of the state-of-the-art methods on Caltech
dataset with original and new annotations. O stands for the
original annotations, and N for the new ones. Our approach
has achieved MR of 9.53% and 6.41% on the two benchmarks
respectively. Both of the results are much better than the pre-
vious methods which combine handcrafted features and CNN
features, e.g. CompACT [39] and MCF [40]. Our approach
reaches the same results as previous RPN+BF [28] on the orig-
inal Caltech dataset, and gets a better result of 6.41% over its
7.3% on Caltech dataset with the improved annotations.
When we use SDS-RPN [36] in our framework for proposal
generation, our approach can be improved further. SDS-RPN as
stand-alone pedestrian detector achieves the MR of 9.63% on
Caltech dateset, and our approach achieves the MR of 8.62%
and 6.1% on the two benchmarks respectively. These results
demonstrate the generality of our framework.
There are some research works which have obtained better
performance than ours, but they always have more complex ar-
chitectures and higher computational costs. In the work [35],
the combination of CNN features and HOG+LUV channel fea-
tures gives almost no improvement, and Hyper-learner is fur-
ther proposed to jointly learn pedestrian detection as well as
extra features supervised by semantic channels and achieves
leading performance on Caltech dataset with the new annota-
tions, but it needs another CNN to generate the semantic chan-
nels. Part and context network (PCN) [38] consists of three
DNNs subnetworks: a part branch which uses LSTM for se-
mantic information communication, an original branch using
an original box from RPN, and a context branch introducing
max-out operation for region scale selection. F-DNN [34] uses
a soft-rejection to fuse multiple deep neural networks to clas-
sify the candidates. F-DNN+SS [34] further uses a pixel-wise
semantic segmentation network to refine the classification and
improves accuracy at the expense of a significant loss in speed.
GDFL [33] includes three components: a convolutional back-
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bone, a scale-aware pedestrian attention module and a zoom-in-
zoom-out module to identify small and occluded pedestrians.
TLL-TFA [32] integrates the somatic topological line localiza-
tion (TLL) networks and temporal feature aggregation for de-
tecting multi-scale pedestrians. In SDS-RCNN [36], their RPN
and Binary Classification Network (BCN) do not share features,
and box-based semantic segmentation is introduced to both net-
works as auxiliary tasks.
Since HOG can be accelerated by GPU implementation, and
CheckerBoards and RotatedFilters can be implemented with
convolution layers, our HCD can archive the efficiency close
to the original RPN+BF. If the handcrafted channels are com-
puted in parallel with RPN, HCD can reach the same speed as
RPN+BF.
5. Conclusion
In this paper, we propose a novel hybrid channel based pedes-
trian detector which extends the RPN+BF framework to in-
tegrate handcrafted features and CNN features. Our ablation
experiments reveal that the handcrafted features extracted by
RoI-pooling with larger output resolution can achieve better de-
tection accuracy than the CNN features from the VGG-16 net.
With the combination of the efficient handcrafted features and
high-level CNN features, our approach achieves comparable
detection accuracies on the Caltech pedestrian dataset with the
original and the improved annotations, and outperforms previ-
ous methods which combine handcrafted features and CNN fea-
tures by a large margin. When we use SDS-RPN in our frame-
work for proposal generation, our approach can be improved
further. This also demonstrate the generality of our framework.
Our study also indicates that handcrafted features are comple-
mentary to CNN features for pedestrian detection and it can be
further explored in other deep frameworks.
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