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product–service systems 
 
 
 
Abstract: A product–service system (PSS) is a combination of products and services to create value for both 
customers and manufacturers. Modelling a PSS based on function orientation offers a useful way to distinguish 
system inputs and outputs with regards to how data are consumed and information is used, i.e. information flow. 
This article presents a review of diagrammatic information flow tools, which are designed to describe a system 
through its functions. The origin, concept and applications of these tools are investigated, followed by an analysis of 
information flow modelling with regards to key PSS properties. A case study of selection laser melting technology 
implemented as PSS will then be used to show the application of information flow modelling for PSS design. A 
discussion based on the usefulness of the tools in modelling the key elements of PSS and possible future research 
directions are also presented. 
 
 
 
 
 
 
 
1. Introduction 
A product–service system (PSS) [1] is a concept that offers value proposition based on the 
delivery of integrated products and services [2–4]. It involves considering factors relating to the 
life cycle of products, closely linking products and services, and establishing links (with 
customers and other manufacturers) to aid product/service delivery. Once these factors have been 
considered, the next step should involve the modelling of business requirements for the 
development of an effective and efficient PSS [5]. These business requirements define how 
companies can meet customer demands for complex solutions that combine products and 
services. Function-oriented modelling [6, 7], object-oriented modelling [8], conceptual 
modelling [5] and service modelling [9] are some approaches to modelling the business 
requirements for a PSS.  
Function orientation is an approach to design which decomposes a system into a set of 
interacting functions [10]. Decomposition or ‘top-down’ analysis is a term which describes the 
process of breaking down a system into smaller manageable parts. Modelling this functional 
decomposition is an activity which could aid in identifying products and services within a PSS 
[5]. This process could be applied to analyse existing systems, to redesign systems or to develop 
new systems [11].  
The function-oriented approach is classified into three main categories or species: mathematical 
axioms, tree structure and function input and output [12]. Mathematical axioms are employed for 
complete description of the system in conformance with precise rules while tree structures 
identify functions without the involvement of data used. Function input and output distinguishes 
system inputs and outputs with regards to how data are consumed and information is used.  
This article is concerned with the third category–function input and output, especially 
information flows in systems. Information flow is used here and throughout this article, as an 
approach to illustrating the architecture of a system or organisation describing inputs and 
outputs. This architecture influences the system’s efficiency, adaptability and the reusability of 
components [13]. 
According to van Gigch [14], ‘a system is an assembly or set of related elements’. A PSS 
therefore includes products and services as well as other related elements such as information 
and communication technologies [2] and infrastructure [15] that aid delivery processes of a PSS. 
Consequently, modelling information flow for a PSS is an important measure for assessing the 
level of redundancy and inefficiency in PSS delivery processes [6]. This is because an 
information flow model can be used to assess possible actors, roles and scenarios for the delivery 
of integrated products and services [16]. Recommendations based on these assessments can then 
be applied for improving quality, efficiency and financial performance of a PSS in accordance 
with ISO 9000 and ISO 14000 [6].  
In addition, ISO TR 9007 maintains that models of information can provide a common basis for 
different working groups to represent, understand and manipulate the behaviour a set of entities 
[17]. Within the context of a PSS, an information flow model can therefore be used as a common 
basis for PSS designers and operators to describe 
PSS processes. 
The aim of this article is to review existing, diagrammatic, function-oriented information flow 
modelling tools. The paper seeks to contribute to knowledge by analysing these modelling tools 
in terms of their usefulness as modelling tools for PSS design. A case study of selective laser 
melting technology implemented as a PSS will also be applied to demonstrate the use of 
information flow modelling for PSS. The paper concludes by discussing possible use of the 
reviewed modelling tools for PSS design and by making recommendation for future research. 
 
 
2. Diagrammatic information flow tools 
Hungerford et al. [18] have asserted that diagrams or diagrammatic reasoning are better suited to 
solving problems created by increasing complexity in systems when compared with text-based 
(sentential) representations. They highlight three main reasons for this assertion. 
Firstly, diagrams promote information clusters (grouping of information), thus eliminating the 
need to conduct large amounts of searches associated with problem-solving inferences. 
Secondly, diagrams promote information clusters based on a single element, hence eliminating 
the need to match symbolic labels. Thirdly, diagrams offer facilities that support a wide range of 
perceptual inferences, which are simple and easy to use. 
Becker et al. [5] have suggested that standard models (as-is models) should be identified and 
serve as a starting point for models of planned systems (to-be-models). This paper presents, as a 
first step towards this approach, an analysis of some key diagrammatic information flow models. 
Diagrammatic tools beyond the scope of information flow, for example models for timeline 
orientation (UML sequence diagrams), process orientation (flow chart diagrams) or state 
orientation (state transition diagrams), are omitted. 
The information flow diagrammatic models identified from literature are tabulated in Table 1. 
They include data flow diagrams, Integrated DEFinition method of modelling functionality and 
information modelling (IDEFØ and IDEF1), Graphes à Résultats et Activités Interreliés (GRAI) 
grids and nets, Petri nets, Input-Process-Output diagrams and design structure matrices. Each 
modelling approach has its strengths and weaknesses, which must also be taken into 
consideration by PSS designers and operators. 
 
Table 1 A list of Function-Oriented Information flow diagrammatic models found in literature 
Modelling Tool Description Literature 
Data flow diagrams  Analyses information flow within and between 
organisations or systems; applied for the design and 
deployment of information systems 
[12, 18–26]  
Integrated DEFinition method of 
modelling functionality and 
information modelling(IDEFØ 
and IDEF1) 
Illustrates information flow along with constraints and 
mechanism which affect system functions; developed 
from the Structural Analysis and Design Technique 
(SADT) approach 
[11, 34, 27–36]  
Graphes à Résultats et Activités 
Interreliés (GRAI) grids and nets 
Supports information flow in decision communication, 
feedback and review; part of the GRAI methodology 
[25, 34, 37–43]  
Petri nets Represents automated and event-driven information 
flow in systems; 
[44–51]  
Input-process-output (IPO) 
diagrams 
Describes and documents the organisation and logic of 
information flow; integral to the Hierarchy plus Input-
Process-Output (HIPO) approach 
[12, 52–56] 
Design structure matrix Depicts dependency, independency, interdependency 
and conditionality of information flow for systems and 
organisations 
[57–64]  
 
2.1. Data flow diagrams 
Data flow diagrams (DFDs) are very popular diagrammatic models [18, 19] used in describing 
information exchanges in a variety of organisations [20]. They were developed by DeMarco [21] 
in the late 1970s as a tool for analysing sequential information flows [10, 22]. DeMarco defined 
DFDs as ‘network representations’ of automated, semi-automated or manual systems. DFDs 
describe how information flows logically or physically in a system. The logical view describes 
how information flow is expected to happen, while the physical view refers to what actually 
happens. In some cases, both the physical and logical views may be the same. 
Although a wide range of symbols are used in DFD, most authors use a notation for DFDs which 
involves four key features: processes, external entities, data stores and data flows [21, 24, 25] as 
shown in Fig. 1a. 
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Fig 1 Approaches for Data Flow Diagrams (DFDs): (a) DFD representations; (b) Explosion approach to DFD 
development; and (c) Expansion approach to DFD development 
 
With regards to design approaches, Du et al. [22] identified two main schemes for designing 
DFD (see Fig. 1b, c). The expansion approach described by Gane and Sarson [26] is the first 
scheme. It applies a single DFD, which is iteratively expanded till the entire system has been 
comprehensively modelled. In the other scheme, the expansion approach as explained in [21], a 
single diagram is created initially. This diagram is known as the context DFD. The system within 
this context DFD is then exploded to give the overview DFD. After these first two steps, multiple 
DFDs are constructed, with each successive model derived as an explosion from a single activity 
step in a parent or preceding diagram. This process is continued till the entire system has been 
comprehensively modelled. A slight variation of the explosion approach is employed in the 
Structural Analysis and Design Technique developed by Softech, Inc [21]. 
 
2.2. IDEFØ and IDEF1 
The IDEF technique is an approach to modelling and analysing systems and enterprises. It is 
made up of a suite of models which contain a hierarchy of diagrams, text and glossary [27]. 
These models include IDEFØ, IDEF1, IDEF1X, IDEF3, IDEF4 and IDEF5. 
The IDEFØ or the Integrated DEFinition method of modelling functionality is a widely used 
technique employed by organisations, industries and governments to support their enterprises 
and applications [28, 29]. Sullivan [30] asserted that the IDEFØ approach was borne out of the 
need for structured techniques which can be applied in systems, such as manufacturing systems, 
involving information flow. 
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Fig 2 Representations for Integrated DEFinition method of modelling functionality and information modelling 
(IDEFØ and IDEF1) 
 
The foundation for the IDEFØ modelling technique lies in the Structural Analysis and Design 
Technique (SADT) developed by Douglas T. Ross at SofTech, Inc in the early 1970s [28, 30–
33]. SADT is a function-oriented approach which adopts an all-inclusive modelling framework, 
unlike data flow diagrams, which concentrate on information flow in an organisation [33]. In 
1978, the U.S. Air Force adopted the SADT as its modelling technique to support its Integrated 
Computer Aided Manufacturing (ICAM) programme [29, 32]. It is this approach, later revised by 
SofTech, which now exists as the IDEFØ modelling approach. Consequently, IDEFØ can be 
used for all kinds of function-oriented modelling for system-based applications, such as 
operation, activity, process or behavioural modelling needed by a system such as a PSS. 
IDEFØ models contain two main diagrammatic modelling components: boxes and arrows [27, 
29, 33] as shown in Fig. 2. The idea in an IDEFØ model is to begin with a single top-level 
diagram (tagged as AØ) which provides a complete but abstract depiction of the system [28]. 
This top-level diagram is then decomposed into a series of child diagrams, applying the 
explosion approach (see Fig. 1b). Ho et al. [34] suggested that decomposition in IDEFØ 
modelling should continue until a complete description of the system has been attained. This 
process, they contend, removes ambiguity and aids its use and implementation. 
Based on the definition of information flow for this review, the IDEFØ approach can be used to 
model information flow. In other words, the IDEFØ approach illustrates the inputs and outputs of 
a system. For information modelling to complement the IDEFØ approach, the IDEF1 (Integrated 
DEFinition method of modelling Information) is recommended [35]. IDEF1 offers basic 
primitives for describing information that must be managed for an organisation to fulfil its 
objectives [36]. It identifies how functions described in IDEFØ can share data/information. It 
also offers three main modelling primitives: boxes that depict system functions, arrows that 
indicate data, information and object interface, and attachment points between arrows and points 
that represent types of interface (input, output, control or mechanism) described in the IDEFØ 
model. 
 2.3. GRAI grids and nets 
The GRAI (Graphes à Résultats et Activités Interreliés) Engineering method was developed by 
GRAI Laboratory at the University of Bordeaux in the 1970s [37, 38]. Figure 3 shows the GRAI 
Modelling Technique which is based on a hierarchical conceptual model (the GRAI model) for 
supporting decision-making processes during manufacturing and establishing information flow 
for facilitating these decisions [37–40]. 
In [38], the GRAI model is divided into two parts: a macrostructure which displays the 
architecture of the overall system arranged in a hierarchy and a microstructure for system 
components which are identified in the macrostructure. The macrostructure of the GRAI model 
(see Fig. 3a) decomposes the system to be designed into three sub-systems [39, 41, 42]. 
The technological system presents the means for delivering products and services such as people, 
machines and materials. It is also concerned with information flows associated with these 
tangible/intangible offerings for meeting customer expectations. The decision system details the 
locus of decision in the hierarchy. This hierarchy is arranged according to decision-making levels 
which contain blocks known as decision centres. The information system links the decision and 
physical system and the enterprise environment. It also transforms and memorises information. 
The microstructure is concerned with decision centres in terms of their intelligence based on 
recognising the need for a decision to be made, their modelling capabilities of derived or 
gathered information, and their choice for selecting appropriate solutions based on criteria, 
constraints and context. 
Two main diagrammatic tools are used in the GRAI model: GRAI grids and GRAI nets [34, 38]. 
The latter is designed to pinpoint discrepancies at the macrostructure, while the former reveals 
inconsistencies at the microstructure. Ho et al. [34] contended that the intention of these tools is 
for system designers or decision makers to review iteratively the GRAI model until discrepancies 
and inconsistencies are resolved or within acceptable limits of defined goals and objectives. Both 
tools are designed to model activities in systems. Doumeingts [38] defined an activity in a GRAI 
model as an operation which changes an initial state into a final state. Several GRAI grids can be 
developed based on requirements for realising goals and objectives or according to the 
complexity of the system [38, 43]. These grids are also characterised by cells for decision centres 
and relationships between these decision centres [43]. 
Relationships are used in GRAI models to specifically describe information flow and decision 
flow for co-ordination and synchronisation of activities in an organisation or system [41]. 
Relationships are depicted diagrammatically as arrowed lines (see Fig. 3b). Decision flow 
between two decision centres can be represented as large, emboldened lines, while information 
flow can be depicted as small dashed lines.  
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Fig 3 Graphes à Résultats et Activités Interreliés (GRAI) Modelling Technique 
 
GRAI nets are developed after GRAI grids and describe the activities in a decision centre [40]. 
They are done to complement GRAI grids which give high-level diagrammatic representations of 
decisions without providing information about how decisions are made [41]. GRAI nets, as 
shown in Fig. 3c, are made up of three constructs: states, activity and supports. States are 
represented by circles or ovals. Activities are represented as directed arrows, while the supports 
(information and technological resources) are represented as rectangles. 
GRAI grids show information flow but do not represent or model them. GRAI nets on the other 
hand can be used to model this information flow. GRAI nets represent information flow by 
means of events or sequences of events in the manufacturing process or system. GRAI nets also 
depict states and state changes. Although originally designed for the development of production 
management systems, GRAI models can be used where a system is required among different 
groups or processes [20] like a PSS. 
 
2.4. Petri nets 
Petri nets (PNs) or place-transition nets were first proposed by Carl Adam Petri in 1962 for 
modelling processes in an event-driven system [44, 45]. These systems exhibit a wide range of 
characteristics such as non-determinism, concurrency, synchronicity as well as distributed and/or 
parallel features. PNs can also be used for representing the information flow in development and 
simulation of automated manufacturing systems [46, 47]. Murata [48] described PNs as useful 
mathematical and diagrammatical tools for representing control flow in systems. 
Diagrammatically, PNs can be used to methodically describe and communicate ideas among 
designers and implementers. A PN is depicted as a directed, weighted, bipartite graph made up of 
four main symbols as shown by Fig. 4. Black dots represent tokens. Tokens may be resources, 
counters, metrics or attributes. Circles show places and are marked with a non-negative integer k 
of token. Bars depict transitions, while arcs connect places to transitions. In the modelling of 
PNs, transitions represent events in a system, while places illustrate conditions for occurrence. 
The tokens provide the premise for the conditions just as input and output places offer pre- and 
post-conditions for the event respectively. 
Mathematically, PNs are presented as tuples [44, 45]. A tuple is a fixed, ordered list of elements 
or objects. Tuples may contain multiple occurrences of elements and objects. A Petri net is 
defined as a quad-tuple (P, T, I and O) where: 
P  is a set of places i.e. P = {p1, p2, p3, …, pn}; 
T  is a set of transitions i.e. T = {t1, t2, t3, …, tn}, with  TP and TP  (‘ø’ refers 
to a tuple with no elements or objects);  
I  is an input function specifying Arcs directed from places to transitions i.e. 
NTPI  )(:  (where N is a tuple of non-negative integers); and 
O  is an output function specifying Arcs directed from transitions to places i.e. 
NTPO  )(: . 
By applying these definitions, state and algebraic equations can be derived to define the 
behaviour and mathematical models which govern the behaviour of systems. 
Lien [49] described two main principles applied in Petri-net theory: transition enabling and 
transition firing. A transition is enabled or fireable if its input places all hold at least one token. A 
transition can be fired by two processes. First, one token is removed from each input place and 
secondly, the addition of a token to an output place. These symbols and configurations used in 
PNs can assist designers in describing some important system characteristics. These and other 
related principles, theories and formulae are extensively covered in literature [45, 48, 50]. 
Wakefield and Sears [51] identified six possible constructs during the development of PNs. 
These constructs are depicted in Fig 4 and can be described in terms of information flow as 
follows. Sequential execution imposes precedence in the flow of information; concurrency 
shows parallel information flow; synchronisation coordinates information; merging combines 
information required to carry out a function; conflict, in which multiple functions request access 
to transactions are enabled but firing is disabled; and confusion which allows conflict and 
concurrency to coexist. The two latter issues can be remedied by assigning priorities or 
associating probabilities to appropriate transitions [48]. 
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Fig 4 Petri net representations and constructs: a) Sequential execution; b) Concurrency; c) Synchronisation; d) 
Merging; e) Conflict; and f) Confusion 
 
2.5. Input-process-output diagrams  
The HIPO (Hierarchy plus Input-Process-Output) technique was developed by IBM’s System 
Development Division (SDD) in the late 1970s [52, 53]. It offers diagrammatic and textual 
representations for the documentation of systems, programs and processes. The HIPO technique 
is made up of two main components [52-56]: Visual Table of Contents (VTOC) and Input-
Process-Output (IPO) diagrams (See Fig 5). 
The VTOC is represented as a chart showing how functions of a system or modules of a program 
are decomposed in a tree format. It offers a top-down analysis of a program, system or process 
and is made up of three main parts as shown in Fig 5b. The hierarchical diagram contains an 
echelon of numbered and named boxes which correspond to IPO diagrams and is read from left 
to right. A legend and an optional description for each function may also be included in the 
VTOC. 
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Fig 5 The Hierarchy plus Input-Process-Output (HIPO) technique and Input-Process-Output (IPO) diagrams 
 
IPO diagrams are developed after the VTOC has been constructed. They describe functions (or 
modules) in the VTOC in terms of their inputs and outputs by means of processes which may be 
enclosed or encapsulated in the system. IPO diagrams are presented as pages in a form of 
pseudo-code showing local or functional information flow [55]. A page is developed for each 
function (or module). Each page (IPO diagram) contains three main blocks labelled as input, 
process and output as shown in Fig 5d. The idea is to show what is used (input) by the module; 
processing performed (translations and transactions) by the module represented as a high level 
textual representation pseudo code; and fields changed or written to (output) by the module [54-
56]. 
Stay [52] traces the origin of the HIPO approach to structured design which offers methods for 
transforming a description into a functional, modular program structure. He identifies two 
important concepts of structured design exploited by the HIPO technique: module strength 
(relationships within a module) and module coupling (relationship between modules). Originally 
designed for the documentation of programs [52, 56], its use can also be extended for other 
system related activities. The activities can include planning, development and implementation 
where the HIPO technique can offer information about the functions or ‘what a system does’ 
[53]. 
Martin and McClure [12] also suggested its use for both the analysis and the design of systems. 
They recommend its use during analysis to aid definition of various system components as a 
means of kick-starting the design process. For design, they highlight its use as an enabler for 
describing procedures of system components. 
 
2.6. Design structure matrix  
The Design Structure Matrix (also known as problem solving matrix, dependency structure 
matrix and design precedence matrix) is a compact, visual, generic matrix-based framework for 
the graphical and numerical analysis of decomposition and integration in systems [57-59]. 
Syed and Berman [60] traced the history of the Design Structure Matrix (DSM) approach to 
earlier concepts such as matrix mathematics, network precedence diagrams, network relationship 
diagrams and Interface-to-interface (N-to-N or N2). However, DSM in its current form was 
developed by Donald Steward as a tool ‘to analyse the flow of information’ in the design, 
development and operation of systems [61, 62]. 
The DSM is implemented as an N-square matrix (See Fig 6) which represents functions and 
processes of systems in constructs of four forms: sequential, concurrent, coupled or conditional 
[58, 60, 63]. This representation can be applied to depict information flow among types of 
systems and organisations. These system and organisational types can contain elements in the 
form of components or parameters or resources of the system, development phases, position or 
responsibilities of members in an organisation and so on. 
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Fig 6 Design structure matrices according to attributes of marked cells 
 
A DSM can also be configured according to attributes of marked cells such as between binary 
DSM and numerical DSM [58, 61, 64]. Binary DSM typically involves the presence or absence 
of a mark (‘X’ or ‘●’) while numerical DSM could be applied to indicate importance or 
probability of repeating an element. In the DSM example in Fig 6, system elements or 
components are represented along the shaded diagonal. Off-diagonal ‘X’ marks and numerical 
values indicate dependency i.e. of one element on another. The labelled ‘X’ symbol in Fig 6a 
indicates the dependency of element E on element F. 
 
 
3. Information flow models and product-service systems  
 
3.1. Overview of Product-Service Systems 
According to the United Nations, a Product-Service System (PSS) is ‘a competitive system of 
products, services, supporting networks and infrastructure’ [15]. It is made up of services such as 
product maintenance and parts recycling, that focus on fulfilling customer needs in a manner that 
is competitive, life-cycle oriented and environmentally friendly. Several authors have defined, 
described and reviewed the PSS concept by focusing on research and industrial perspectives. The 
reader is referred to works by Mont [1], Aurich [8], Morelli [16] and Baines et al. [65] for 
detailed discussions of the PSS concept.  
However, two perspectives on the PSS approach have received the most interest in literature: 
Sustainable Product-Service System (SPS2) and Industrial Product-Service System (IPS2). In the 
SPS2 approach designers are encouraged to creatively generate ideas so as to reduce the 
environmental impacts of companies by factors between 4 and 20 [7, 66]. An IPS2 concentrates 
on business–to-business (B2B) relationships to deliver ‘integrated product and service shares’ 
[67]. It offers opportunities for dealing with difficulties and high capital costs associated with 
expensive core technologies [8]. Core or enabling technology is used in this context to describe a 
typically expensive device, tool or machinery that offers high-level technological competences 
and capabilities.  
A widely accepted approach to the design and delivery of a PSS identifies three main categories 
of PSS value proposition: product-, use- or result-orientation [1, 7]. In the product-oriented 
approach, a company offers the sale of products and also opens channels for customers to access 
additional services such as upgrades, maintenance, professional advice and consultancy. For the 
use-oriented approach, a company maintains the rights to a product for use in a service 
environment made accessible to customers via services such as product leasing, product sharing, 
product pooling and product renting. Result-oriented approaches involve a company delivering 
contents of a service to customers, independent of product choice. Schemes such as paying-per-
unit service, delivering functional results, activity management and outsourcing, all fall under 
this category.  
 
3.2. Properties of Product-Service Systems and Information Flow Models 
A Product-service system exhibits several aspects that useful diagrammatic tools for information 
flow would be required to model successfully. These are summarised in Table 2. 
Table 2 Key properties of PSS (when viewed as information flows) that a modelling tool would need to successfully 
model 
Property of Product-Service 
Systems 
Characteristics Information Flow Issues Literature 
Open systems  Input and outputs 
Functions and processes  
System architecture 
System components 
Resource use 
Value creation for customer and 
manufacturer 
[2, 4, 65] 
Social construct Actors, roles and scenarios  
Technological and socio-
cultural interactions  
Interfaces and interconnections 
Independency, collaboration and 
distribution 
[6,16] 
Business model Nature of business 
Domain of application 
Available resources 
Mode and structure of operation 
Scale and scope of operation, 
Orientation and size of operation  
[1-3, 5, 65] 
 
Firstly, PSS can be viewed as open process systems to describe processes and functions, which 
receive inputs as resources and transmit outputs in the form of value. Inputs could include 
materials, manpower or information from market studies or customer feedback. Outputs in PSS 
come in the form of integrated product and service provision. Baines et al. [65] described this as 
a key premise for the PSS logic. They suggest that the PSS logic is based on the manufacturers’ 
understanding of processes and functions. This understanding, they contend could be used to 
decrease input (resources) and increase output (value). By applying an appropriate information 
flow model, a PSS could distinguish between functions and processes performed by its system or 
organisation. While processes can be used to describe specific activities that have to be carried 
out in an organisation, functions can be thought of as important areas of activity (such as 
research) within organisations [12].  
Secondly, PSS can also be modelled as a social construct made up of actors, roles and scenarios 
[6]. This description is required to address what Morelli [16] described as communicational 
concerns, which are important for the accurate design and development of a PSS. 
Communicational concerns for PSS can include how processes and functions are controlled by 
independent, collaborative or distributive means. This could be achieved by means of interfaces 
and interconnections for co-operative use and co-ordination of resources in multi-objective and 
multi-goal driven systems like PSS. These facilities offer channels for technological and socio-
cultural interactions which are necessary for the functioning of organisations [16]. Modelling 
these interfaces and interconnections can also serve as an enabler for realising system objectives 
and goals. This is because a model presents a depiction of a set of system components or subject 
area; realised for understanding, analysing or improving the system [28]. When understood, 
these interfaces and interconnects can be improved or redesigned for enhanced organisational 
productivity [24] 
Thirdly, PSSs offer value propositions in business models for social, economical and technical 
benefits in relation to the nature of business, domain of application and available resources. This 
is discussed in further detail below. 
The nature of the business is used in this context to describe the mode and structure of business 
operation. It can be used to model various aspects of a PSS such as: the set up and operation of 
an organisation; the interfacing of software which controls a product; interconnects and 
interfaces for a product; processes and functions during manufacturing; schedule and record of 
information flow in service provisions; and activities requiring exchange of information 
throughout the lifecycle of a provision for a customer. 
The domain of application considers issues such as the orientation and scope of operation for a 
PSS. This consideration could be useful in identifying inter-domain actors, processes and 
function. These elements can in turn be used to propose how information flow policies are 
applied and operations are performed within a domain such as health-care or 
telecommunications. Orientation is used here to describe the placement or adaptation of a 
business to its market. This could be in terms of competing companies or exiting products. This 
consideration with regards to the domain of application offers opportunities to support innovative 
design and development activities for a PSS based business. Scope of operation for a PSS 
focuses to the area of operation of the business. The focus may be on a single area such as 
microfluidics or it could bring together various domains in a large system or organisation. 
Available resources such as capital, investment and manpower can present important 
considerations for choice of modelling technique. This relates to the scale or size of the company 
implementing a PSS. It could also be crucial in deciding the technological facilities and 
capabilities for communication and networking between business units. Some of these facilities 
could include virtual private networks, video conferencing and other communication and 
networking solutions. Scale or scalability in used in this context to describe the ease or grace 
with which a PSS can handle increasing business operations. Size on the other hand relates to the 
magnitude of a PSS in terms of available resources of material, information and energy. 
 
 
4. Modelling information flows for product-service systems: a case study of selective laser 
melting technology 
Selective laser melting (SLM) is an example of a manufacturing technique which promises 
improvements in time to market, production rate, functionality, part accuracy and versatility 
when compared to traditional manufacturing techniques. [68] However, its mainstream adoption 
has had one significant barrier – capital cost. A typical machine for SLM manufacturing such as 
the MCP RealizerSLM [69] can cost as much as half a million pounds. The argument is that such 
high capital costs may not be justifiable since at the current rate of return, it could take a very 
long time before the initial investment can be recouped.  
This section presents a case study of possible value propositions designed to implement SLM 
technology as an IPS2. A data flow model depicting information flow for the implementation of 
SLM as an IPS2 is also presented. 
 
 
4.1. Value proposals for SLM implemented as an IPS2 
The IPS2 approach offers opportunities for SLM machine manufacturers to develop and deliver 
business models to facilitate the use of SLM technology. It does this by shifting focus from the 
sale of an SLM machine (a product) to value propositions associated with the SLM machine and 
the integrated services required to support the life cycle of the machine.  
From the perspective of a user (or customer), the life cycle of a product consists of product 
purchase, product use and product disposal [8]. During the purchase of the machine, services 
provided by the manufacturer could include machine installation, providing samples of 
prototyping units and offering machine insurance. During the use of the machine, the machine 
manufacturer could offer services such as regular maintenance and the supply of metal powder 
and replacement gaskets/motors. For the disposal phase or end of life of the machine, services 
provided by the manufacturer could include take back schemes and machine replacement.  
Based on these services, possible value propositions for SLM implemented as an IPS2 could 
include: the sale of an SLM machine backed by a range of integrated services (product-oriented), 
an SLM machine backed by a range of integrated services made available to customer (use-
oriented), and an SLM machine backed by a range of integrated services that meets customer 
needs (result-oriented). 
 
4.2. Information flow model for SLM implemented as an IPS2 
An example of information flow between a customer and the information system provided by a 
SLM manufacturer is presented. The focus of the example is to model information flow within 
the social construct of an SLM implemented as an IPS2. In the example a customer interacts and 
negotiates with an information system in order to request a service. 
In order to accomplish this, a data flow diagram (DFD) has been developed as shown in Fig. 7. 
DFDs are suitable for this case because they are widely applied in the design of information 
systems in organisations due to their ability to depict data flows and data stores associated with 
processes. The DFD in Fig. 7 shows information flow for the possible orientations (product, 
result and use) of SLM implemented as an IPS2. In the diagram, the processes shown as rounded 
rectangles centre on interactions between the customer and the information system. The 
customer in this scenario is a business that requires the use of a SLM machine to develop product 
components. Within the DFD, the customer is an external entity that initiates and terminates the 
function provided by the information system. Other external entities in this case are training 
standards (regulatory bodies and standards regarding the SLM technology) and credit bureaus 
(firms that provide credit information for financial, investment and insurance purposes).  
The DFD also contains five main data stores: customer records, machine records, service team 
records, business records and sales records. Customer records provide a log of service that have 
been delivered to customers whereas machine records detail transactions during a machine’s 
lifecycle such as maintenance, upgrades and software updates. Service team records shows the 
schedules and availability of service teams while business records provide details of SLM 
instructors and financial advisers. The sales records contain sales entries for SLM customers. 
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Fig 7 Data flow diagram for an information system to implement selective laser melting as an industrial product-
service system 
 
 
5. Discussion 
 
5.1. Analysis of Modelling Tools 
As earlier highlighted, each modelling approach has its strengths and weaknesses. Table 3 
highlights some strengths and weakness of the diagrammatic information flow modelling tools 
described in previous sections. The table highlights relative ease of use, ease of interpretation, 
time taken to construct and ability to model aspects of a system. 
In the previous section, the properties of PSS that require successful modelling were highlighted. 
Below, the strengths and weaknesses of the diagrammatic tools as methods of modelling these 
properties are discussed. 
For a PSS as an open system, different tools may be chosen depending on what is being 
modelled. For instance, DFDs may be suitable for modelling the organisation of a PSS while the 
IDEF or GRAI approach may be suitable for representing PSS manufacturing process. An 
automated device, software system or a manufactured instrument could be ideally modelled by 
PNs, IPO charts and Design Structure Matrices respectively. Similarly, a small company for 
instance, may adopt a flexible and easy to maintain model such as a DFD while a large company 
requiring a complete mapping of its functions and processes may opt for a DSM. 
 
Table 3 Strengths and Weaknesses of Information Flow Diagrammatic Models 
Modelling 
Tool 
Strengths Weaknesses  Related Tool 
Data flow 
diagrams 
Suitable for sequential representation 
of information flow 
Flexible and easy to maintain 
Readily available context makes it 
easy to translate and read 
Varying levels allows focus on area 
of interest 
Popularly used and supported in 
industry 
In large systems such as 
enterprises, these models may 
become  
cumbersome in representation 
difficult to interpret 
time consuming in construction 
Ignores time dependent events or 
event driven processes 
- 
Integrated 
DEFinition 
method of 
modelling 
functionalit
y and 
information 
modelling 
(IDEFØ 
and IDEF1) 
Suitable for analysing a business 
Ideas and concept are easy to grasp 
and apply 
Allows for controlled and 
incremental system description 
Supported by standards and widely 
used in industry 
Supported by closely related 
methodologies such as IDEF3 for 
process flow 
Makes use of limited notation 
making them easy to interpret 
Can be time-consuming and 
inconsistent 
Can be difficult to integrate related 
methodologies 
May not be suitable for system 
development and documentation 
 
IDEF modelling 
technique 
Graphes à 
Résultats et 
Activités 
Interreliés 
(GRAI) 
grids and 
nets 
Suitable for supporting decision 
making processes in manufacturing 
enterprises 
Highlights opportunities for 
synchronicity and concurrency in  
systems by depicting the durations 
for the system processes 
Enhances enterprise performance by 
offering diagnosing mechanisms 
which can identify defects in 
operation and reasons for 
management gaps  
Only concentrates on the 
information flow related to 
decision making processes 
Fails to provide structure details 
such as: enterprise processes, the 
distribution and use of resources 
and the organisation or enterprise 
being modelled  
GRAI 
modelling 
technique 
Petri nets Suitable for automated or event-
driven systems 
Based on a solid mathematical 
foundation 
Allows for extensions and 
modifications 
Tough to learn and popularize 
Easily becomes too complicated 
even in reasonably sized systems   
- 
Input-
process-
output 
(IPO) 
diagrams 
Suitable for hierarchically structured 
programs 
Presents a useful avenue to begin 
program and system designs 
Provides ready-made documentation 
of a system after its 
implementation 
Identifies procedural flow from input 
to output 
Offers clear definitions 
Can quickly become cluttered in 
big programs or systems; 
becoming difficult to interpret 
Can be bulky since it uses a page 
for each module irrespective of 
module size 
Difficult to maintain 
Not widely used in industry 
Lacks support for loops, 
conditions, data structures or data 
links  
HIPO 
(Hierarchy 
plus Input-
Process-
Output) 
modelling 
technique 
Design 
structure 
matrix 
Suitable for representing the entire 
range of interactions among 
functions 
compact and clear representation 
can assist a company identify and 
focus on key issues 
supports continuous learning, 
development and innovation 
Difficult to construct since data 
may not always be available 
Data required may be vast and 
difficult to assimilate 
Do  not include task duration, time 
lines or estimates for task 
duration 
- 
 
Further consideration for PSS as an open system can raise issues which relate to standardisation 
and support for documentation. Collaboration in delivering provisions may require the 
preparation, presentation and submission of documents using standard information flow 
techniques such as DFDs and IDEFØ/IDEF1. In these cases, PSS based companies must follow 
the required regulations for documentation. It would also be sensible and consistent (where 
possible) to employ the same modelling and documentation schemes throughout the company. 
As a social construct, what ever model is chosen should be constructed from the customer 
perspective. Doing this can aid PSS operators concentrate on customer fulfilment and promote 
this focus during interactions.  These models can then assist operators by offering either a great 
deal of insight or an insightful model for design processes [57]. 
Within a social construct, the selection and application of these information models can also be 
based on communication considerations for PSS. These considerations can be applied for issues 
relating to size, scope, resources etc. For instance, the model representation in a large corporation 
or system may not be suitable for a small company seeking to integrate product and service 
provisions to its customers.  The selected models can then act as information management 
mechanisms for an information system to drive effective and efficient organisation and 
communication in a PSS. 
For PSS as business models, modelling tools for PSS need to be developed with flexibility in 
mind so as to ease time and financial costs associated with organisation shifts. This flexibility 
can also have the added benefit of fostering the development of conceptual models. These 
diagrams or models for information flow will also have to be first: carefully selected and 
secondly: rigorously and creatively designed if they are to offer intuitive and computational 
benefits [70, 71]. A DSM for instance can be used for clearly defined representation of functions 
and processes of an innovative product. PNs, likewise, are suited to information flow 
representations which require a great deal of mathematical support. 
 
Table 4 Key properties of PSS (when viewed as information flows) and design implications 
Property of Product-
Service Systems 
Characteristics Modelling Considerations Implications for 
Design 
Open systems  Input and outputs 
Functions and processes  
System architecture 
System components 
Standardisation and support 
for documentation 
Consistency in approach 
Focus on system 
interactions 
Clear definitions of 
system functions 
and processes 
Social construct Actors, roles and scenarios 
Technological and socio-
cultural interactions 
Organisation for the system 
Communication in the 
system 
Management of the system 
Creation of models 
from customer 
perspective  
Business model Nature of business 
Domain of application 
Available resources 
Flexibility of models 
Rigorous and creative 
models  
Development based 
on context of use 
for business and 
applications 
 
All three considerations, open systems, social construct and business model as summarised in 
Table 4, must be considered independently and collectively by the designers and implementers of 
the PSS. The interplay of these issues, in particular, could narrow down the choice to the most 
suitable tool. This tool can then be used to model various aspects of the business. Good designers 
may also decide on a combinatorial approach in which different models are amalgamated to give 
a more generic approach. Conversely, designs could be based on modifications to a model to 
reflect characteristics of a particular PSS. 
 
5.2. Future research directions 
This section recommends three possible directions for future research. The first area 
recommends studies for examining problems of selection and suitability of information flow 
models. The second area suggests studies for investigating the wider issue of modelling for a 
PSS, while the third area recommends research for factors exposed by the case study in Section 
4. 
 
5.2.1. Information flow models: selection and suitability 
 It is important to note that the purpose of modelling information is to communicate knowledge 
and understanding [17]. Consequently, modelling tools must be suited to the purpose for which 
they are required. Possible future research could therefore focus on methodologies for selecting 
and applying models for information flow. These studies could focus on characteristics such as 
those presented in Section 4 (social construct, open system and business model) to make 
recommendations and assign tools to different cases. Initial empirical studies of companies could 
be conducted to capture modelling needs and information flow requirements of designers and 
operators. Such studies may adopt a sector approach by exploring the needs of particular 
industries such as the agriculture sector or the semiconductor industry. Alternatively, the studies 
may focus on the requirements of company departments or business processes. These industrial 
studies could complement the literature analysis for the creation of robust frameworks for model 
selection and application.  
 
5.2.2. PSS modelling: completeness and strategy 
Modelling information flow for a PSS presents a partial view of a PSS. As shown in this review, 
all the tools depict a function as a set of processes connected by inputs and outputs. Other 
features represented by the modelling tools reviewed in this paper include: data stores and 
external entities (DFD), interfaces, controls and mechanisms (IDEF) and decision flows (GRAI). 
Consequently, to create a ‘complete picture of a PSS’ other aspects would have to be considered 
and modelled. These aspects include business processes, product and services, processes, work 
flow and company structure.  
As earlier mentioned, a PSS can be modelled by several techniques such as function-oriented 
modelling, object-oriented modelling, conceptual modelling and service modelling. A 
comparative analysis of different modelling techniques for use in PSS modelling is therefore 
recommended for future studies. Such analysis could act as a starting point for strategizing the 
process of modelling a PSS. In order to accomplish this, studies would need to be conducted to 
propose an appropriate modelling technique to present a complete picture of a PSS. An example 
of research in this area is the System Modelling Language (SysML) that was developed by the 
Object Management Group (OMG) consortium and the International Council on Systems 
Engineering (INCOSE) [72]. SysML was developed to support the analysis and concept phase of 
systems design. Similar approaches could also be adopted within the PSS community whereby 
future work could concentrate on studying the characteristics of PSSs and proposing a 
comprehensive PSS modelling technique. 
 
5.2.3. Information flows for Product-Service Systems: interactions and negotiations  
In terms of PSS information flows, future research could focus on managing interactions and 
negotiations during the design and delivery of PSSs. Information flow may involve several actors 
receiving the same input for different processes. Furthermore, several processes may run 
concurrently or interdependently. These different combinations present a wide range of possible 
scenarios for information flow. It is for this reason that the management of interactions and 
negotiations is important for information flow in PSSs. 
Managing interactions and negotiations for PSS delivery could play an important role in 
harmonising perspectives of PSS designers and operators. For instance, some divisions of 
company that delivers a PSS may adopt a ‘reactive’ approach to their operation whereas others 
may be ‘proactive’ or adaptive in nature. Linking both divisions is a challenge that could require 
the development of new PSS information flow or operating policies.  
Possible future research is therefore required to explore negotiations during PSS design and 
delivery processes. This research area may examine PSS processes involving a single company 
(intra-organisational), between companies (inter-organisational) or between a company and its 
customers (customer-focused). Other areas of research for managing interactions could explore 
techniques for keeping track and maintaining an audit trail of information on PSS processes. An 
information system such as the one modelled in Section 4 provides a useful avenue for modern 
businesses to manage interactions via communication channels such as information 
communication technologies (e.g. electronic mail and video conferencing).  Future research 
could therefore focus on developing, customising or identifying information systems suitable for 
use in PSS design and delivery. 
 
 
 6. Conclusions  
Product-Service Systems (PSSs) are schemes proposed for integrated solutions of products and 
services as a single provision.  They can be modelled by means of function-oriented design 
which involves breaking down systems into manageable interacting parts. Information flow 
representations for function-oriented design provide useful mechanisms for describing function 
input and output in systems and organisations. 
This review paper has attempted to identify some key diagrammatical information flow models. 
Data-flow diagrams (DFDs) can be used in organisations to propose information flow path 
(logical view) and to represent actual flows (physical view). DFDs do this by depicting 
processes, external entities, data stores and flows in sequential representations.  Information 
flows in manufacturing can be highlighted by the Integrated DEFinition method of modelling 
functionality and information modelling (IDEFØ/IDEF1) approaches which makes use of boxes 
(representing functions) and arrows which indicate relations, input, control, output, and 
mechanisms associated with the function. Graphes à Résultats et Activités Interreliés (GRAI) 
grids and nets provide information flow descriptions to support decision making processes in an 
organisation or a system. PNs deliver representations of information flow in development and 
simulation of event-driven and automated manufacturing systems. Input-Process-Output (IPO) 
diagrams offer information flow descriptions in programs but can also be extended to describe 
systems with varying complexity. Design Structure Matrices present compact, visual, matrix 
representations for systems analysis; offering a roadmap of system level knowledge. An example 
of a DFD for selective laser melting implemented as a PSS was presented as a case study to show 
the application of information flow models. The various information flow diagrams reviewed in 
the paper aid comprehension of PSS by modelling their key properties as social constructs in 
open process systems for value propositions in business models.  
The review paper has also attempted to highlight how these key properties are related to 
information flow, what characteristics of PSS any information flow modelling tools are required 
to model successfully and possible future research directions. These considerations are important 
in selecting, modifying or combining approaches for information flow representation suited to 
planned or existing PSS. 
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