1. Introduction. Let K be an algebraic number field of degree n with ring of integers Z K . It is a classical problem in algebraic number theory to decide if K admits power integral bases, that is, integral bases of the form {1, α, α 2 , . . . , α n−1 }. A general survey of this area can be found in K. Győry [10] . For a recent monograph with a detailed description of (mainly) computational results and methods on power integral bases we refer to I. Gaál [4] .
If {1, ω 2 , . . . , ω n } is an integral basis of K, then D K/Q (ω 2 X 2 + · · · + ω n X n ) = (I(X 2 , . . . , X n )) 2 D K where D K denotes the discriminant of the field K, and I(X 2 , . . . , X n ) is the index form corresponding to the above integral basis. As is known, α = x 1 + ω 2 x 2 + · · · + ω n x n ∈ Z K generates a power integral basis of K if and only if x 1 ∈ Z and (x 2 , . . . , x n ) is a solution of the index form equation
were obtained by K. Győry [8] , which made it possible, at least in principle, to determine all solutions in concrete cases; for recent improvements, see [9] , [10] . In the last decade considerable effort was made to develop efficient algorithms for finding explicitly the solutions, which was successful for lower degree fields (n ≤ 5) and partially successful for higher degree fields; see [4] . I. Gaál and K. Győry [6] gave an algorithm for solving index form equations in arbitrary quintic fields. Despite the very short CPU times we had for cubic and quartic fields, in the quintic case (in the most interesting case of totally real fields with Galois group S 5 ) about 8 hours of CPU time were necessary (using a 1 GHz PC under Linux). In [6] the ideas of K. Győry [8] , [9] were used in reducing the index form equation to appropriate unit equations in two variables and applying Baker's estimates. It was observed that if K = Q(ξ) is a totally real quintic field with a doubly transitive Galois group (which is satisfied in the most difficult cases), then the values of the linear factors of the index form are contained in fields of type
) of degree 10 with 9 fundamental units. After having derived a Baker's type estimate for the corresponding 9 unknown exponents in the unit equation, the usual reduction algorithm and a suitably modified version (see I. Gaál and M. Pohst [7] , I. Gaál [4] ) of K. Wildanger's enumeration method [11] were still applicable. The critical part of the algorithm was the enumeration of the small exponent vectors.
Since that time we have been trying to extend the same method to sextic fields, when in the most interesting cases (totally real sextic field, with a doubly transitive Galois group) the corresponding fields L i,j are of degree 15 with 14 fundamental units. This unit rank is already beyond the applicability of the same enumeration procedures.
Despite this, some refinements of the enumeration method lead us to being able to compute all generators of power integral bases in a totally real sextic field with Galois group S 6 . As we expected, the total CPU time was far longer than in the previous lower degree fields: about 5 months. In this paper we present the refined enumeration process and report on the computation.
Preliminaries.
We use the same notation as in [6] , giving here only the basic definitions.
Let K = Q(ξ) be a totally real sextic field with a doubly transitive Galois group. As in [6] this covers the most difficult (hence most interesting) cases. In our example the field has Galois group S 6 . Let d ∈ Z be a common denominator such that each ϑ ∈ Z K can be written in the form
with y 0 , y 1 , . . . , y 5 ∈ Z. In the following assume that ϑ is a generator of a power integral basis, that is, the index of ϑ is 1,
As in [6] we let
whence it can be represented in the form
where γ (1, 2) is an integer in L 1,2 of norm d 0 (the finitely many non-associated possible values of γ (1, 2) can be determined by using Kash [2] ) and
is a representation of the unit η (1,2) in a system of fundamental units ε
of L 1,2 with rational integer exponents a 1 , . . . , a 14 . Let A = max 1≤i≤14 |a i |. We are going to determine a 1 , . . . , a 14 , from which y 1 , . . . , y 6 and thus ϑ can be calculated.
Denote by λ (i,j) the conjugate of any λ = λ (1,2) ∈ L 1,2 corresponding to
Application of Baker's method. For any distinct integers
can be written in the form
where
Observe that our notation implies
. Just as in [6] we can apply Baker's type estimates, that is, we can calculate positive constants c 1 , c 2 and C 0 (this latter constant is a huge one given for example by the estimates of A. Baker and G. Wüstholz [1] ) such that for certain distinct indices i, j, k,
, which implies an upper bound A B for A. In our example we had A B = 10 122 .
4.
Reduction. The reduction of this bound A B is performed by using an appropriate version of Lemma 2.2.2 of [4] .
For a triple (k, j, i) of distinct indices 1 ≤ k, j, i ≤ 6, consider the lattice L spanned by the columns of the 15 by 14 matrix 
where C is a large constant. Denote by b 1 the first vector of an LLL reduced basis of L.
then for all solutions of the inequality
Note that if in the above linear form the terms are linearly dependent over Q then we can reduce the number of variables. We have to perform the reduction procedure for all possible triples (k, j, i). Since (k, j, i) and (k, i, j) give the same linear form, this yields 60 cases to consider. In each case we perform several consecutive reduction steps. In our example the final reduced bound A R for A was 336.
Enumeration.
We have to introduce considerable changes in the enumeration process. First, as in [6] we calculate an S * 0 with 1
for any i, j, k. This is obtained by
14 | .
In our example we had S * 0 = 10 3125 . Our procedure is based on the following statement. In the lemma a triple will mean a 3-element ordered subset of {1, . . . , n}.
Lemma 2. Let γ 1 , . . . , γ n be pairwise distinct complex numbers and let
Let s > 1 be a real number. Then either
. Proof. Replacing each γ i by γ i D −2/(n(n−1)) , we may assume that D = 1 and (10) transforms to
There exists a triple (
it remains to show that if (12) fails, then
.
Hence the product in (9) has, besides |γ l − γ m |, at least n − 2 factors exceeding ∆/2. Therefore the product can be estimated from below by (∆/2) n−1 δ (n−1)(n−2)/2 and trivially from above by δ∆ n(n−1)/2−1 .
which in turn yields the inequality
Now, if (12) fails, then either log ∆ ≥ ((n − 1)/n) log s or log δ −1 ≥ ((n + 1)/n) log s.
Any of these inequalities, combined with (14), implies (13).
Equation (3) can be written as
Let s > 1 be a real number. Applying Lemma 2 we deduce that either for all 1 ≤ i < j ≤ 6 we have
Our enumeration process is divided into several steps similar to those in [6] . Instead of Lemma 2 in [6] we shall use the following consequence of our Lemma 2 above: Lemma 3. Let 3 < s < S be positive constants and let
Assume that for all distinct 1 ≤ i, j, k ≤ 6 we have
Then either for all distinct 1 ≤ i, j, k ≤ 6 we have
or there are distinct indices 1 ≤ i 0 , j 0 , k 0 ≤ 6 such that
Further , for all l = {1, . . . , 6} \ {i 0 , j 0 , k 0 } we have either
Proof. Apply Lemma 2 with n = 6, γ i = ϑ (i) , 1 ≤ i ≤ 6 and D = D K . Then there are two possibilities.
Firstly, if (15) is satisfied for all pairs of indices, then we infer that for any distinct i, j, k,
The same inequality can be derived for β (kji) = 1/β (ijk) , hence we have log |β (ijk) | ≤ 2 log s, which implies (18). Secondly, consider the case when (16) holds for some distinct i, j, k. Note that for any Q > 1 and β ∈ R,
Then, putting Q = (s/3) 5/4 , we deduce from (16) that
whence, by inequality (21), we obtain (19) with k 0 = k, j 0 = j, i 0 = i. Further, for any l ∈ {1, . . . , 6} \ {i 0 , j 0 , k 0 } observe that
By |β (ijk) | < 1/Q this implies that either
whence using inequality (21) we obtain (20).
Let S 0 > S 1 > · · · > S k . We now apply Lemma 3 repeatedly for S = S i , s = S i+1 , i = 0, . . . , k − 1. Initially (17) is satisfied for S = S 0 = S * 0 . In each step we assume that (17) holds. Then either (18) is satisfied for all indices i, j, k, in which case there is nothing to do, or we have (19) for a triple i 0 , j 0 , k 0 and, further, for all l = {1, . . . , 6} \ {i 0 , j 0 , k 0 } one of the inequalities of (20) is satisfied.
By log |β (ijk) | = log |β (ikj) | we have altogether 6 · 5 · 4/2 = 60 triples i, j, k. Arrange these triples i, j, k into a sequence I 1 , . . . , I 60 where each I m yields a triple i, j, k. Let (19) . Further, for each l = {1, . . . , 6} \ {i 0 , j 0 , k 0 } there are two possibilities according to which part of (20) holds. This makes altogether 480 possible distributions of the weights λ 1 , λ 2 , λ 3 . As in [6] , we define
The vectors ϕ(e 1 ), . . . , ϕ(e 14 ) are linearly independent and we have
By the definition of the weights, in view of (19), (20) we have
This inequality defines an ellipsoid that can be enumerated by using the method of U. Fincke and M. Pohst [3] , as in [6] . This enumeration relies on the ideas of K. Wildanger [11] . It is important that here we have altogether four large weights in the coordinates. Since the 14 variables are already too many for this enumeration method (it is efficient at most up to unit rank 11 or 12, see [4] or [5] ), our first idea was to eliminate three of the variables and then to have only 11 variables and one large weight. After making several computational experiments, we found that this method is less efficient than the present algorithm involving 14 variables and four large weights. Also, to have all the possible coordinates here (all 60 possible triples) reduces the number of enumerated vectors (a 1 , . . . , a 14 ) considerably (at the price of enumerating more ellipsoids). The reason for this is that for the enumerated points, almost all initial inequalities are satisfied, and thus having more initial inequalities reduces the number of enumerated vectors.
In the last step
also defines an ellipsoid. We carried out several tests in order to choose the sequence S 0 > S 1 > · · · > S k appropriately. The constant S 0 is determined by (8) . We made several tests to see how large we could make S k so that the lattice points in the ellipsoid (23) could be enumerated. In our example we could enumerate these lattice points within a couple of minutes with S k = 10, but S k = 15 was not successful (even with 12 days of CPU time on a 1 GHz PC). Then the interval (S k , S 0 ) was divided into several parts (also after making several experiments) so that each intermediate step can be performed.
6. Sieve. We only remark that, as in [6] , we also used sieving modulo a suitable prime number (see Section 6 of [6] ) in enumerating the vectors (a 1 , . . . , a 14 ). This was used to get rid of the majority of possible vectors.
7. The example. Let f (x) = x 6 − 5x 5 + 2x 4 + 18x 3 − 11x 2 − 19x + 1 and let ξ be a root of f (x). Then K = Q(ξ) is a totally real sextic field with discriminant D K = 592661, integral basis {1, ξ, ξ 2 , ξ 3 , ξ 4 , ξ 5 } and Galois group S 6 . (Hence we have d = 1 in the representation (2) .) The fields Q(ξ (1) + ξ (2) ), Q(ξ (1) ξ (2) ) are in this case the same. The minimal polynomial of ξ (1) 
) has discriminant 123374497805640685368241. In the example we have d 0 = 1. The fundamental units in L 1,2 were computed by Kash [2] ; it would be far too long to include their explicit forms here. Using the estimates for the linear form in the logarithms in (6) we have c 1 = 2.394, c 2 = 21.4 and finally we obtain the upper bound A B = 10 122 for A = max 1≤i≤14 |a i |.
The table below gives a summary of the reduction procedure. In each step C is the constant used in Lemma 1, and "digits" shows the accuracy used.
Step The most interesting (and time consuming) part of the computation was the enumeration process. By (8) we had S * 0 = 10 3125 , hence we put S 0 = 10 1563 . In the following table we describe the steps of the enumeration process. Note that while enumerating the ellipsoids we also used sieving modulo 5869. We display S = S i , s = S i+1 , the approximate number of the enumerated vectors in all the 480 ellipsoids, the number of vectors that survived the sieve, the accuracy and the CPU time (the total for the 480 ellipsoids). Note that the CPU times refer to a 1 GHz PC running under Linux. The last line refers to the last ellipsoid (23).
Step 
