This paper will present some intuitive interpretation of the adjugate transformations of arbitrary Latin square. With this trick, we can generate the adjugates of arbitrary Latin square directly from the original one without generating the orthogonal array. The relations of isotopisms and adjugate transformations in composition will also be shown. It will solve the problem that when F1*I1=I2*F2 how can we obtain I2 and F2 from I1 and F1, where I1 and I2 are isotopisms while F1 and F2 are adjugate transformations and * is the composition. These methods could distinctly simplify the computation on a computer for the issues related to main classes of Latin squares.
Introduction
When considering the topics related to the main classes of Latin squares, we will usually generate the adjugates (or conjugates) of an arbitrary Latin square. The routine procedure is to generate the orthogonal array of the Latin square first, then permute the rows (or columns in some literature) of the array and turn the new orthogonal array to a new Latin square at last, which seems not so convenient. Among the adjugates of a Latin square Y , the author has not found the detailed descriptions on the adjugates other than the orthogonal array, except two simple cases, Y itself and the transpose Y T . In Sec. 3 intuitive explanation of the adjugates of an arbitrary Latin square will be described. With this method, the other 4 types adjugates of arbitrary Latin square could be generated by transpose and/or replacing the rows/columns by their inverse.
Sometimes we need to consider the composition of adjugate transformations and isotopic transformations, especially when generating the invariant group of a Latin square in main class transformation. It is necessary to change the order of the previous two types of transformations for simplification. But in general cases, an adjugate transformation and an isotopic transformation do not commute. So we want to find the relations of isotopic transformations and adjugate transformations in composition when their positions are interchanged. In other words, for any adjugate transformation F 1 and any isotopic transformation I 1 , how can we find the adjugate transformation F 2 and the isotopic transformation I 2 , s.t., F 1 • I 1 = I 2 • F 2 ? The answer will be presented in Sec. 4.
Preliminaries
Here a few notions appeared in this paper will be recalled so as to avoid ambiguity.
Let n be a positive integer greater than 1.
A permutation is the reordering of the sequence 1, 2, 3, · · · , n. An element α = 1 2 · · · n a 1 a 2 · · · a n in the symmetry group S n is also called a permutation. For convenience, these two concepts will not be distinguished rigorously. They might even be mixing used. When referring "a permutation α" here, sometimes it will be a bijection of the set { 1, 2, 3, · · · , n } to itself, sometimes it will standard for the sequence
, in some occasions it may also stand for a transformation β ∈ S n , such that
The actual meaning can be inferred from the context.
Let α = 1 2 · · · n a 1 a 2 · · · a n ∈ S n , here we may call [a 1 , a 2 , · · · , a n ] the one-row form of the permutation α, and call 1 2 · · · n a 1 a 2 · · · a n the two-row form of the permutation α.
A matrix with every row and every column being permutations of 1, 2, · · · , n, 1 is called a Latin square of order n. Latin squares with both the first row and the first column being in natural order are said to be reduced or in standard form (refer [3] R α will denote the transformation of rows on a Latin square (or a matrix) corresponding to the permutation α, i.e., the α(i)'s row of the Latin square, R α (Y ) is the i's row of the Latin square Y , where α is a permutation of order n. C β will denote the transformation which moves the i'th column (i = 1, 2, · · · , n) of a Latin square (or a general matrix) to the position of the β(i)'th column. L γ will denote the transformation which relabels the entries, i.e., L γ will substitute all the elements i in a Latin square by γ(i)
For ∀α, β, γ ∈ S n , and any Latin square
Let I n be the set of all the isotopy transformations of Latin squares of order n. . . .
In this paper, we do not distinguish the permutation
We define γY i as the one-row form of the composition of γ and the permutation with the one-row form
It is not difficult to verify that
. . .
is the sequence [ζ
is the inverse of the permu-
is obtained in the same way.
Let Y = (y ij ) n×n be an arbitrary Latin square with elements belonging to the set { 1, 2, · · · , n }. With regard to the set T = { (i, j, y ij ) | 1 i, j n }, we will have 
of size 3 × n 2 , with every column being a triplets consists of the indices of a position in a Latin square and the element in that position. The matrix V will also be called the orthogonal array (matrix). From now on, when referring the orthogonal array of a Latin square, it will always be the matrix with every column being a triplets related to a position of the Latin square, unless otherwise specified.
The definition of "orthogonal array" in general may be found in reference [3] (page 190). In some references, such as [2] , the orthogonal array is defined as an n 2 × 3 array.
Every row of the orthogonal array of a Latin square consists of the elements 1, 2, · · · , n, and every element appears exact n times in every row. On the other hand, if we can construct a matrix
× n 2 satisfying the following conditions:
• (O1) Every row of the array is comprised of the elements 1, 2, · · · , n;
• (O2) Every element k (1 k n) appears exact n times in every row;
• (O3) The columns of this array are orthogonal pairwise, that is to say, any pair of columns share at most one element in the same position;
then we can construct a matrix Y 2 of order n from this orthogonal array by putting the number c t in the position (a t , b t ) of an empty matrix of order n (t=1, 2, 3, · · · , n 2 ). It is clear that Y 2 is a Latin square. Hence this array V is the orthogonal array of a certain Latin square Y 2 .
So there is a one to one correspondence between the Latin squares of order n and the arrays of size 3 × n 2 satisfying the conditions before (ignoring the ordering of the columns of the orthogonal array). Hence there is no problem to call a 3 × n 2 matrix an orthogonal array if it satisfies the 3 conditions mentioned here.
This means that an orthogonal array of size 3 × n 2 corresponding to a Latin square Y , will still be an orthogonal array after permuting its rows, but the new orthogonal array will correspond to another Latin square (called a conjugate or adjugate, which will be mentioned later) closely related to Y .
It is clear that the operation of permuting the rows of a Latin square Y according to a permutation α will correspond to the action of α on the members in the 1st row of its orthogonal array. Permuting the columns of a Latin square Y according to a permutation β will correspond to replacing the number i in the 2nd row of its orthogonal array by β(i)
The transformation L γ acting on the Latin square Y corresponds to the action of substituting the number i by γ(i) in the 3rd row of the orthogonal array (i = 1, 2, · · · , n).
Adjugates of a Latin square
It will not be difficult to understand that the permutation of rows of an orthogonal array will not interfere the orthogonality of the columns, and the array after row permutation will still be an orthogonal array of a certain Latin square. The new Latin square is firmly related to the original one. As the number of the reorderings of a sequence of 3 different entries is 6, there are exact 6 transformations for permuting the rows of an orthogonal array.
Every column of an orthogonal array consists of 3 elements, the first is the row index, the second is the column index, and the third is the entry of the Latin square in the position determined by the two numbers before it. Let [r, c, e] or (1) denote the transformation to keep the original order of the rows of an orthogonal array; [c, r, e] or (1 2) denote the transformation to interchange the rows 1 and 2 of an orthogonal array; [r, e, c] or (2 3) denote the transformation to interchange the rows 2 and 3 of an orthogonal array, etc. (A similar notation may be found in reference [6] .) There are 5 transformations that will indeed change the order of the rows of an orthogonal array.
(1) [r, e, c] or (2 3) If the 2nd row and the 3rd row of an orthogonal array V are interchanged, it will result
Sort the columns of V (I) in lexicographical order, such that the submatrix consists of the 1st row and 2nd row will be
It results
Of course V (IA) is essentially the same as V (I) as they correspond to the same Latin square. There are n − 1 vertical lines in the arrays V , which divide it into n segments. Every segment of V represents a row of Y as the members in a segment have the same row index. It is clear that the columns of V (I) in any segment will keep staying in that segment after sorting. That is to say, the entries in the same row of the original the Latin square Y will still be in the same row in the new Latin square (denoted by Y (I) ) corresponds to the orthogonal array V (I) . In every segment, the 2nd row and the 3rd row will make up a permutation in two-row form. So the sequence y
is the inverse of y i1 , y i2 , · · · , y in (i = 1, 2, · · · , n). Hence, to interchange the 2nd row and 3rd row of the orthogonal array of a Latin square corresponds to substitute every row of the Latin square by its inverse. This operation is mentioned implicitly in reference [4] . 
It is difficult to find the relation of the original Latin square Y and the new Latin square V (IV) corresponds to array V (IV) by sorting the columns of V (IV) in lexicographic order. But another way will work. To interchange column (l − 1)n + k and column (k − 1)n + l of V , (l = 1, 2, · · · , n − 1; k = l + 1, · · · , n), which means to sort the columns of V such that the submatrix consists of the 1st row and the 2nd row is
will result Interchanging the 1st row and the 3rd row of V (A) will result 
. Therefore, the Latin square Y (IV) related to V Let η ∈ S 3 , denote by F η the transformation mentioned above, i.e.,
, etc. By definition, it is clear that The inverse type mentioned here may be called "row inverse type" for the sake of accuracy since Y (IV) is another type of inverse (column inverse) of Y . The reason for choosing row inverse type is that the Latin squares are are generated by rows in the following papers by the author. (In some papers, Latin squares are generated by columns, then the column inverse type will be useful.)
Relations on Paratopisms
The transformation that send a Latin square to another one paratopic to it is called a paratopism or a paratopic transformation. Let P n be the set of all the paratopic transformations of Latin squares of order n, sometimes denoted by P for short if it results no ambiguity. It is obvious that P together with the composition operation "•" will form a group, called the paratopic transformation group or paratopism group. Obviously, all the isotopy transformations are paratopisms.
The main relations of arbitrary isotopism and any adjugate transformation in composition is described as below.
Here we present some explanation.
It will not be difficult to find out by hand the following relations of F η and C α , R β , L γ when exchange their orders if we are familiar with how the transformations C α , R β , L γ change the rows and columns in detail.
Lemma 3. For ∀T ∈ I n , ∀α, β, γ ∈ S n , these equalities hold,
With the equalities before, it will be easy to obtain the properties when F (1 3 2) or F (1 2 3) composited with R α , C β , or L γ . And we will have,
Here we denote an isotopism by
, the reason is, when exchanging the position of (R α • C β • L γ ) and F η , the result is to permute the subscript of the three transformation according to the permutation η ∈ S 3 , as shown above. (Just substitute 1, 2, 3 by α, β, γ, respectively. For instance, (1 2 3) will become (α β γ), so when moving F (1 2 3) from the right side of
to the left side, α, β, γ will become β, γ, α, respectively.) So we can denote these formulas as below. Then Theorem 2 is obtained naturally.
It is clear that any paratopic transformation is the composition of an isotopism (R
it is clear that P is a bijection. As a set, P n is isomorphic to I n ×S 3 or S 3 n × S 3 , but as a group, P n is not isomorphic to I n ×S 3 , (refer [6] ) because P is not compatible with the multiplications in P n as (R α • C β • L γ ) and F η do not commute, unless η = (1).
Usually, P α 1 β η −1 (1) , α 2 β η −1 (2) , α 3 β η −1 (3) , ηζ differs from P (α 1 β 1 , α 2 β 2 , α 3 β 3 , ηζ) .
Application
With these theorems mentioned above, we can not only avoid generating the orthogonal array when producing the adjugates of a Latin square, which will be helpful for efficiency in computation especially when writing source codes, but also will save a lot of time when generating all the representatives of main classes of Latin squares of a certain order if we using these relations together with some properties of cycle structures and properties of isotopic representatives, as we can avoid generating a lot of Latin squares when testing main class representatives. When generating the invariant group of a Latin square in paratopic transformations, it will be more convenient to simplify the composition of two or more paratopisms by the relations described in Sec. 3 (although this benefit for improving the efficiency in computation is not so conspicuous for a single Latin square, but it is remarkable for a large number of Latin squares).
For example, when generating all the isotopy representatives of order 7, more than 96.4% reduced Latin squares are easily determined impossible to be representatives of isotopy class (hence impossible to be representatives of inverse types or main classes) by cycle structure test (without generating any of their equivalent members to compare with), we could even be able to avoid generating most of these Latin square by avoiding extending the non-representative Latin rectangles to Latin squares. Among the left reduced Latin square (less than 3.6%), more than 82% of them could be determined impossible to be representatives by some further test; so only less than 0.65% reduced Latin squares is necessary to be tested for representatives at last. When n = 8, much less reduced Latin squares is necessary to be really tested.
Obviously, a main class representative is a representative of inverse type, and is a isotopy representative, too.
Since the rows of F (1 3) (Y ) are the inverse of the rows of Y , so the cycle structure of every row of Y or the cycle structure of the permutation comprised of any two rows of Y are exactly the same as that of F (1 3) (Y ), respectively. The same thing happens for Latin rectangles. In the process of generating all the main class representatives, we could avoid generating most Latin rectangles that are non-representatives of inverse type. When testing the representative of inverse type of Latin rectangles, there is no need to generate the cycle structures for the Latin rectangle compromised of the inverse of rows of the original Latin rectangle any more. Besides, even if some Latin rectangles are representatives of inverse types, there is a possibility that the extended Latin squares are not representatives of main classes, we can avoid a large part of the extensions by test the cycle structure of the partial permutation comprised of any two columns of the Latin square. These ideas could make the computation being executed on a PC (not a super computer) within an acceptable time for Latin squares of orders less than 9. The details are described in [5] .
