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We discuss existence, uniqueness and regularity of the solution of the plane
Neumann]Kelvin problem in a strip, in the case of a beam. The problem is
obtained by linearization of the equations of the wave-resistance problem for a
``slender'' cylinder semisubmerged in a heavy fluid and moving at uniform, super-
critical speed in the direction orthogonal to its generators. The results obtained
may be relevant for the resolution of the nonlinear wave-resistance problem.
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1. INTRODUCTION
Ž . 2 4Let us denote by S the strip x, y g R : yH - y - 0 ; we will callH
 4  4B s R = yH the bottom. On the upper margin R = 0 we denote by I
Ž .  4 Ž .the open interval yx , x = 0 representing the beam and set F s0 0
 w x4  4R_ yx , x = 0 . We consider the following boundary value problem:0 0
Gi¤en a function g defined on I and a number n - 1rH, find a solution
1Ž .¤ g H S ofH
D¤ s 0 in S 1.1Ž .H
¤ s g on I 1.2Ž .
¤ y n ¤ s 0 on F 1.3Ž .y
¤ s 0 on B. 1.4Ž .
We refer to the above problem as the Neumann]Kel¤in problem for a
Ž . Ž .beam; for, given a solution ¤ of 1.1 ] 1.4 , define the potential f such
Ž . Žthat =f s u, ¤ , where u is the harmonic conjugate of ¤ defined in SH
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.up to an arbitrary constant ; then, f satisfies
Df s 0 in S 1.5Ž .H
f s g on I 1.6Ž .y
f q nf s 0 on F 1.7Ž .x x y
f s 0 on B. 1.8Ž .y
Ž .Notice that 1.7 is the classical Neumann]Kelvin condition. We are
Ž . Ž .interested in the solutions of 1.5 ] 1.8 with finite Dirichlet integral in
S . We recall that in the formulations of the Neumann]Kelvin problem inH
w x w xthe mathematical literature, see 1 ] 3 and references therein, it is as-
sumed that the Dirichlet integral of the solution is only locally finite;
however, because of the condition n - 1rH, we are in the case of a
Ž .supercritical stream see below and it is reasonable to look for solutions
with finite Dirichlet integral. We point out a further connection between
the above two problems: by introducing the stream function c , i.e., a
Ž .harmonic conjugate of f defined up to an arbitrary constant it can be
w xshown 2 that, if f has finite Dirichlet integral, then c satisfies a problem
Ž . Ž .of the type 1.1 ] 1.4 .
In the present work, we first prove existence and uniqueness of the
Ž . Ž .¤ariational solution of 1.1 ] 1.4 , for sufficiently regular data g. As we will
see in Section 3, the crucial point is the proof of the coercivity of the
associated bilinear form, which follows precisely from the bound n - 1rH;
Ž .the difficulty arises from the sign of n in the condition 1.3 and is well
w xknown in the so-called floating beam problem 4 . We also discuss regular-
ity and decay properties of the solution. In particular, we show that under
Ž .suitable regularity assumptions on g the ¤elocity field u, ¤ is continuous
and bounded in S , in particular at the end points of the beam; byH
considering the differences of the values of u at these points, we find a
1Ž .condition for the existence of a harmonic conjugate u g H S . Finally,H
the analyticity properties of the complex ¤elocity field v s u y i¤ are
discussed.
Ž . Ž .Then we turn to the discussion of the problem 1.5 ] 1.8 in a suitable
space of functions with finite Dirichlet integral. The remarkable fact is the
construction of a variational formulation of the problem and the proof of
Ž .the existence by using a priori properties of the solutions see Section 4 ;
uniqueness follows by suitably specifying additional conditions at the end
points of the beam. It is worthwhile to stress that the field ¤ s fy
obtained in terms of this solution is not in general a ¤ariational solution of
Ž . Ž .1.1 ] 1.4 , due to its singularities at the end points of the beam.
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The interest in the resolution of the above problems lies in their
connection with the wa¤e-resistance problem, consisting in the determina-
tion of the steady two-dimensional flow generated by an infinitely long,
horizontal cylinder semisubmerged in a heavy incompressible inviscid fluid
of finite constant depth H and moving at a uniform speed c in the
direction orthogonal to its generators. The problem is well known and of
w x w xconsiderable interest for applications 5 , 6 ; unfortunately, very little is
known about existence and uniqueness of its solution due to the presence
Ž .of a nonlinear condition on a free boundary Bernoulli condition . Then,
one usually assumes that the profile of the free surface is a small
Žperturbation of the straight line i.e., the fluid surface in the case of the
.free, parallel flow and considers a linear approximation of such condition
on a fixed boundary; as a result, one ends up with the ``classical'' Neu-
w x w xmann]Kelvin problem 1 ] 3 . However, this approximation is not in
general justified by physical arguments relying on the assumptions of the
problem. We will discuss a linearization of the wave resistance problem
related to the assumption of a ``slender'' cylinder, i.e., with a cross section
depending on a small positive parameter e in such a way that for e “ 0 it
Ž .reduces to a beam parallel to the unperturbed flow. The same kind of
w xapproximation is discussed in 7 for a completely submerged cylinder. As
we will see, for e s 0 the trivial parallel flow is a solution of the problem;
by assuming that all the relevant quantities of the problem admit an
expansion in powers of e , we linearize the problem around the solution at
e s 0 by retaining the first order terms. The resulting linear problem for
Ž . Ž .the component ¤ of the velocity field is of the type 1.1 ] 1.4 . Further-
more, the linearized problem can be completely described in terms of the
Ž . Ž .problem 1.5 ] 1.8 for the potential f together with additional conditions
at the end points of the beam, as previously discussed. In the next section,
we briefly recall the wave-resistance problem and describe our lineariza-
tion procedure. In the subsequent sections, we prove existence and unique-
ness results for the two linear problems. In the appendix the regularity of
Ž . Ž .the solution of problem 1.1 ] 1.4 is investigated by an alternative method,
which involves the discussion of two integral equations of the Wiener]Hopf
type.
2. THE WAVE-RESISTANCE PROBLEM AND
ITS LINEARIZATION
We choose a reference frame connected with the cylinder and such that
the xy-plane is orthogonal to the horizontal generators of the cylinder; the
x-axis is directed as the unperturbed flow, the undisturbed free surface is
at y s 0 and the bottom of the region occupied by the fluid is at y s yH.
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We assume that the cylinder is ``slender'' in the following sense: the
boundary of the cross section of the ``hull'' is described by the equation
y s e f x , 2.1Ž . Ž .
where e ) 0 is a small parameter and f is a C 1 convex function defined in
some interval J, and strictly negative on some subinterval contained in J.
Ž .The fluid surface has equation y s h x , where h is an unknown smooth
w xfunction defined in R_ x , x , with x g J. The two numbers x , x arey q " q y
the abscissae of the points where the free surface meets the hull, so that
Ž . Ž .h x s e f x ; clearly, they are also unknown and their determination is" "
part of the problem. We denote by V the region filled with the fluid, i.e.,
V s x , y : yH - y - e f x , if x F x F x , Ž . Ž . y q
yH - y - h x , if x F x or x G x . 2.24Ž . Ž .y q
Natural bounds on the unknown function h and on f will guarantee that
the domain V is a simply connected subset of the plane, infinite in the x
 Ž .4direction. We assume that the free surface y s h x and the wetted part
Ž . Ž .of the cylinder y s e f x x F x F x , form a single streamline. Asy q
 4usual, also the bottom y s yH is assumed to be a streamline. As
already mentioned in the previous section, we will discuss the problem in
the case of supercritical velocity, i.e.,
'c ) gH , 2.3Ž .
where g is the acceleration of gravity and we require that the perturbation
created by the obstacle on the parallel flow vanishes at infinity upstream
Ž .see below .
A commonly used approach to the problem relies on the introduction of
Ž .the complex variable z s x q iy and a complex velocity function v z s
Ž . Ž .u x, y y i¤ x, y , holomorphic in V, with u and ¤ components of the
velocity vector. Referring to the existing literature for the free boundary
condition on the fluid surface, we can now state our problem in the
following form: find two real numbers x ) 0 and x - 0, a real functionq y
1Ž .h g C R and a complex function v s u y i¤ holomorphic in V such
that the following boundary conditions hold
21 v x , h x q gh x s constant, x - x or x ) x , 2.4Ž . Ž . Ž .Ž . y q2
¤ x , h x s hX x u x , h x , x - x or x ) x , 2.5Ž . Ž . Ž . Ž .Ž . Ž . y q
¤ x , e f x s e f X x u x , e f x , x - x - x 2.6Ž . Ž . Ž . Ž .Ž . Ž . y q
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¤ x , yH s 0, x g R 2.7Ž . Ž .
lim v z s c ; 2.8Ž . Ž .
x“y‘
lim h x s 0. 2.9Ž . Ž .
x“y‘
Ž . Ž .Equations 2.5 ] 2.6 indicate that the free surface and the wetted hull are
Ž .arcs of a streamline; equation 2.7 expresses the same property for the
Ž .bottom, while 2.4 is the Bernoulli condition on the free surface. Further-
more, we recall the continuity condition
h x s e f x . 2.10Ž . Ž . Ž ." "
Ž . Ž . Ž .Finally, note that by using 2.8 and 2.9 in the Bernoulli condition 2.4
1 2one obtains for the constant at the right-hand side the value c . As one2
Ž . Ž .can readily check, when e s 0 the problem 2.4 ] 2.10 has the solution
Ž . Ž .v z s c, h x s 0, so that in the limit case of a floating beam the
problem is solved by the free parallel flow. For small enough e it is
reasonable to look for small perturbations of the above solution. More
precisely, we assume that the two numbers x and x tend to someq y
limiting values in J; without loss of generality, possibly translating the
origin, we can take these values equal to "x . Then, we introduce the new0
Ävariables u, ¤ , h, through the relationsÄ Ä
Äu s c q e u , ¤ s e ¤ , h s e h. 2.11Ž .Ä Ä
Ž . Ž . Ž .By substituting 2.11 in 2.4 ] 2.10 we obtain for e “ 0 the following
boundary conditions
g Ä < <u x , 0 q h x s 0, x ) x 2.12Ž . Ž . Ž .Ä 0c
ÄX < <¤ x , 0 s ch x , x ) x . 2.13Ž . Ž . Ž .Ä 0
By taking the derivative of the first equation, we can eliminate the
Ž .unknown function h x and obtain
g
< <› u x , 0 q ¤ x , 0 s 0, x ) x . 2.14Ž . Ž . Ž .Ä Äx 02c
By the Cauchy]Riemann equations u s y¤ , u s ¤ , and by puttingx y y x
2 Ž .n s grc , we now get for the function ¤ the condition 1.3 . Moreover,
Ž . Ž .from 2.6 we get 1.2 in the form
¤ x , 0 s cf X x , yx - x - x , 2.15Ž . Ž . Ž .Ä 0 0
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Ž . Ž . Ž .while 2.7 coincides with the condition 1.4 . The limit conditions 2.8
yields
lim u x , y y i¤ x , y s 0. 2.16Ž . Ž . Ž .Ä Ä
x“y‘
As will be shown in the next section, there is a unique function u y i¤
1Ž . Ž . Ž .holomorphic in S , with ¤ g H S and satisfying 2.14 ] 2.16 . In thisH H
Ž . Ž . Ž .case, the function h given by 2.12 satisfies 2.9 ; note that equation 2.10
has no linearized counterpart in this framework. We will discuss this
problem in Section 4.
3. VARIATIONAL SOLUTION FOR THE VELOCITY FIELD
We will look for a convenient variational formulation of the problem
Ž . Ž . 1r2Ž .1.1 ] 1.4 . To this purpose, we assume that g g H I ; then, there
1Ž .exists ¤ g H S such that ¤ s g on I, › ¤ s 0 on F and ¤ s 0 on0 H 0 y 0 0
B. A variational form of the problem can now be given in the Sobolev
1Ž .space H S endowed with the equivalent normH
5 5 2 < < 2 < < 2¤ s =¤ q ¤ . 3.1Ž .H H
S BH
Let us put ¤ s ¤ q ¤ and consider the subspace H#1 of the functions0 1
Ž . Ž . 1vanishing on I j B. Then, the weak form of 1.1 ] 1.4 is: find ¤ g H#1
such that
=¤ =w y n ¤ w s y =¤ =w q n ¤ w 3.2Ž .H H H H1 1 0 0
S F S FH H
for e¤ery w g H#1 . We can now state:
1r2Ž .THEOREM 3.1. For any gi¤en g g H I and n - 1rH there is a
1Ž . Ž . Ž .unique solution in H S of the problem 1.1 ] 1.4 . Furthermore, we ha¤eH
the bound
5 5 1 5 5 1r2¤ F C gH H
for some positi¤e constant C.
Proof. We first note that the Dirichlet form H =¤ =w is strictlySH1 Ž .coercive in H# since it generates the norm 3.1 on that subspace.
Moreover, for any ¤ g H#1 we can write
0
¤ x , 0 s ¤ x , y dy.Ž . Ž .H y
yH
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Hence, we have the estimate
0 22 2< < < <n ¤ F n H dx dy ¤ x , y F n H =¤ . 3.3Ž . Ž .H H H Hy
< <F x )x yH S0 H
Ž .By 3.3 and the condition n H - 1, we readily see that the bilinear form at
Ž . 1the left hand side of 3.2 is strictly coercive in H#. Then, existence and
uniqueness of the solution follows by the Lax]Milgram theorem. More-
Ž .over, by putting w s ¤ in 3.2 we easily obtain1
5 5 1 5 5 1 5 5 1r2¤ F c ¤ F C g .H H H1 0
Obviously, the same bound holds for ¤ .
We now investigate the regularity and the decay at infinity of the above
solution.
Ž . Ž .PROPOSITION 3.2. Let ¤ be the solution of 1.1 ] 1.4 . Then, for e¤ery
R ) x we ha¤e0
l < x <1sup e ¤ x , y - ‘ 3.4Ž . Ž .
< <x GR , yHFyF0
where l is the first positi¤e solution of1
l
tan lH s . 3.5Ž . Ž .
n
3r2Ž .Let us further assume g g H I . Then, the function ¤ is continuous and
bounded in the closed strip S .H
Ž .Proof. Let us consider the restriction of ¤ to the domain R, q‘ =
Ž .yH, 0 ; clearly ¤ is harmonic and square integrable in this domain and
Ž . Ž .satisfies the conditions 1.3 and 1.4 on the upper and lower bound
respectively. Then, by separation of variables one gets
q‘
yl xn¤ s c e sin l y q HŽ .Ž .Ý n n
ns1
where l - l - ??? - l - ??? are the positive solutions of equation1 2 n
Ž .3.5 and the coefficients c are uniquely determined by the values of then
Ž . Žfunction ¤ R, ? which is smooth up to the boundary for R ) x , due to0
. yl1 xstandard regularity results . Thus, ¤ ; Ce for large positive values of
x, uniformly with respect to y. Note that from the condition n H - 1 we
get 0 - l - pr2 H. Clearly, the same conclusion holds for large negative1
Ž .values of x. Hence, the bound 3.4 follows.
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3r2Ž .Let us now assume g g H I and consider a small neighborhood B
Ž .  4of the point x , 0 in S . Then, the intersection I s › B l y s 0 can0 H
Ž .be considered as a polygonal boundary with an angle v s p at x , 0 .0
Now, our solution ¤ is harmonic in B and satisfies on I the conditions:
¤ s g g H 3r2 I l I , on I l I ;Ž .
¤ s n ¤ g H 1r2 I l F on I l FŽ .y
Hence, by known regularity results on elliptic problems in polygonal
w xdomains 8 we have
¤ x , y y Cr1r2 sin ur2 g H 2 B , 3.6Ž . Ž . Ž . Ž .
Ž .where C is a constant and r, u equal the polar coordinates of x, y
Ž .around the point x , 0 , with u s 0 on I l I and u s p on I l F.0
Obviously, an analogous statement holds in a neighborhood of the point
Ž . Ž .yx , 0 . Then, the proposition follows by 3.6 and the Sobolev immersion0
2 0Ž . Ž .H B ; C B .
Ž .Remark. By the estimate on the gradient of ¤ which follows from 3.6 ,
one easily verifies that the harmonic conjugate
Ž .x , y
u x y s y¤ dx q ¤ dy , 3.7Ž . Ž .H y x
Ž .x , yÄ Ä
Ž .where x, y is any point in S , extends to a continuous function on theÄ Ä H
closed strip S . In particular, it is meaningful to consider the valuesH
Ž .u "x , 0 . By the above remark and the previous theorem, we get0
Ž . Ž .PROPOSITION 3.3. Let ¤ be the solution of 1.1 ] 1.4 , and let u be any
Ž .harmonic conjugate of ¤. Then u x, y has finite limits c for x “ "‘,"
w x 3r2Ž .uniformly with respect to y g yH, 0 . Moreo¤er, if g g H I and the
condition
u x , 0 y u yx , 0 q n g s 0 3.8Ž . Ž . Ž .H0 0
I
1Ž .holds, then c s c s c and the function u y c belongs to H S , with theq y 0 0 H
same decay at infinity as ¤ .
< < < < 2Ž .Proof. We first note that =u s =¤ , so that =u g L S . Moreover,H
by recalling the proof of Proposition 3.2, we can write
q‘
yl xnu s c q c e cos l y q HŽ .Ž .Ýq n n
ns1
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Ž .for x ) x . An analogous expansion with different constants c , c holdsÄ0 y n
for x - yx . Then, the function u has finite limits c for x “ "‘,0 "
Ž .uniformly with respect to y. We now show that if 3.8 holds, then c s c .q y
Ž . 4Let us consider the rectangle Q s x, y g S , yR - x - R and theR H
Ž .potential f such that =f s u, ¤ . Then, we have
›f
s 0.H
› n› QR
Ž . Ž .By using the boundary conditions 1.6 ] 1.8 and taking the limit for
R “ ‘ we easily obtain the relation
u x , 0 y u yx , 0 q n g y 1 y Hn c y c s 0. 3.9Ž . Ž . Ž . Ž . Ž .H0 0 q y
I
Ž .By recalling that 1 y Hn ) 0, we have from 3.8 that c s c . By denot-q y
Žing with c the common value of the two limits, we see that lim u y0 < x < “‘
. Ž .c s 0. Moreover, the function u y c satisfies the same bound 3.4 as ¤ .0 0
Then, the proposition follows.
Remark. By recalling the discussion of Section 2, we see that in the
Ž . XŽ .case of the linearized wave-resistance problem one has g x s cf x and
Ž . Ž . 1Ž .therefore H g s f x y f yx . Then, a velocity field in H S exists ifI 0 0 H
the function f is symmetric; for, in this case ¤ is antisymmetric with
Ž .respect to x and u is symmetric, so that 3.8 holds. In the general case,
the function u will be fixed by requiring c s 0, which corresponds toy
Ž .satisfy the condition 2.9 in the linearized wave resistance problem. We
Ž .further remark that relations analogous to 3.9 were obtained for the
w x w xordinary Neumann]Kelvin problem in 1 and 2 .
We finally discuss the analyticity properties of the complex velocity field
v s u y i¤ .
THEOREM 3.4. The function v, holomorphic in S , has an analyticH
continuation to the extended strip
 4x g R, y2 H - y - 0 3.10Ž .
Ž . 1Ž .Moreo¤er, if 3.8 holds and v g H S , then for any R ) x we ha¤e theH 0
bound
l < x <1sup e v x q iy - ‘ 3.11Ž . Ž .
< <x GR
uniformly with respect to y, where l is defined as in Proposition 3.2.1
NEUMANN]KELVIN PROBLEM FOR A BEAM 69
Proof. We note that in S the holomorphic function v is continuousH
<up to y s yH with Im v s 0. By the Schwarz reflection principle, ysyH 4
we find that v is holomorphic in the region obtained by reflection of SH
Ž .with respect to the line y s yH, that is in the strip 3.10 . Finally, the
Ž .bound 3.11 follows easily by Propositions 3.2 and 3.3.
4. VARIATIONAL SOLUTION FOR THE POTENTIAL FIELD
As already mentioned in the introduction, the discussion of the lin-
Ž .earized wave resistance problem see Section 2 lead us to consider
Ž . Ž .non¤ariational solutions of 1.1 ] 1.4 which are related to the solutions of
Ž . Ž .the Neumann]Kelvin problem 1.5 ] 1.8 for the potential field. In this
Ž . Ž .section, we will obtain a solution of the problem 1.5 ] 1.8 in a space of
functions with finite Dirichlet integral in S . As we will see, existence andH
uniqueness of the solution follows by the assignment of the values
Ž . Žf "x , 0 which must be chosen to satisfy a compatibility condition, seex 0
.below . This additional requirement can be interpreted as the linearization
Ž .of the continuity condition 2.10 of the wave-resistance problem. Clearly,
1Ž .the corresponding velocity field =f will not be in H S nor continuousH
w Ž .xin S except possibly for particular values of f "x , 0 . We remark thatH x 0
in the wave-resistance problem it is reasonable to expect discontinuities of
the velocity field at the points where the free surface meets the hull of the
semisubmerged cylinder.
2Ž . w y1r2Ž .Assume now that g g L I more generally, we can take g g H I ,
xsee below and consider the space of the restrictions to S of functionsH
Ž 2 . Ž .x g D R . We denote by H S the closure of the above space in theD H
Hilbert norm
5 5 2 < < 2 < < 2x s =x q x . 4.1Ž .H H H xD
S FH
Ž . Ž .Notice that the elements of H S have a trace x x, 0 which is abso-D H
lutely continuous on F, with square integrable derivative; for notational
Ž .simplicity, we will denote by x x, 0 this derivative. We stress that thex
Ž .trace of the derivative x x, y need not exist in H , so that there is nox D
Ž .ambiguity in this notation. Furthermore, we denote by x "x , 0 the limits0
Ž . q yof x x, 0 when x “ x and x “ yx , respectively. We look for a0 0
variational formulation in H of the problem for the potential f ; to thisD
aim, we have to prescribe the behavior of the derivative f at the pointsx
Ž . Ž w x w x. Ž . Ž ."x , 0 see also the discussions in 1 ] 3 . Then, we add to 1.5 ] 1.80
the conditions
f x , 0 s a , f yx , 0 s a , 4.2Ž . Ž . Ž .x 0 q x 0 y
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where a are real constants. A necessary condition for the existence of a"
solution is that the boundary data satisfy
a y a q n g s 0 4.3Ž .Hq y
I
Ž .as one can verify by standard calculations. Note that 4.3 is similar to the
Ž .condition 3.8 found in the previous section. Now, multiplication by a test
function and integration by parts lead us to the weak form of the problem:
find f g H such thatD
1 1
=f =x y f x s g x q a x x , 0 y a x yx , 0 4.4 4Ž . Ž . Ž .H H Hx x q 0 y 0n nS F IH
Ž .for every x g H S . We will show below that the functional at theD H
Ž .right-hand side of 4.4 is continuous on H . Moreover, it is clear that theD
bilinear form at the left-hand side is also continuous on H ; however, itD
can be verified that coercivity does not hold. To overcome this difficulty,
Ž . Ž .we look for a priori conditions on the solutions of 1.5 ] 1.8 which allow
Ž .to identify a suitable subspace of H where the left-hand side of 4.4 isD
coercive. As we will see, the most delicate point is to show that the
Ž . Ž .variational solution obtained in this way is still a solution of 1.5 ] 1.8 and
Ž .4.2 .
In order to motivate our choice of the subspace, we exploit the following
heuristic argument: given j ) x , let us denote by A the set of the points0 j
of S with x ) j . Then, if f is harmonic with derivatives vanishing atH
infinity, we have
›f
s 0.H
› n› Aj
Ž . Ž .Now, if f also satisfies the conditions 1.7 , 1.8 , we easily get
0
f j , 0 s n f j , s dsŽ . Ž .Hx x
yH
for every j ) x . Clearly, the same relation holds for every j g F. The0
above result suggests to consider the operator
02T : H “ L F , Tx j s x j , 0 y n x j , s ds, j g F .Ž . Ž . Ž . Ž . Ž .HD x x
yH
NEUMANN]KELVIN PROBLEM FOR A BEAM 71
As can be easily checked, T is linear and continuous; then, we define the
following closed subspace of H :D
V ’ Ker T . 4.5Ž .D
Ž .We now prove the solvability of 4.4 in V .D
2Ž . Ž .PROPOSITION 4.1. For any gi¤en g g L I , a g R satisfying 4.3 and"
Ž . Ž .for any n - 1rH, there is a unique function f g V S satisfying 4.4 forD H
e¤ery x g V . Moreo¤er, we ha¤e the boundD
5 5 5 5 2 < < < <f F C g q a q a 4.6Ž .Ž .H L Ž I . q yD
for some positi¤e constant C.
Ž .Proof. We first prove coercivity of the left-hand side of 4.4 on V .D
Ž Ž . Ž .. 2From the relation x ?, 0 , Tx ? s 0 we getx L ŽF .
02
x j , 0 dj s n dj x j , 0 ds x j , s . 4.7Ž . Ž . Ž . Ž .H H Hx x x
F F yH
On the other hand, by Holder inequality, we haveÈ
0
dj x j , 0 ds x j , sŽ . Ž .H Hx x
F yH
1r221r2
02F x j , 0 dj x j , s ds djŽ . Ž .H H Hx x
F F yH
1r21r2
02 2'F x j , 0 dj H x j , s ds dj .Ž . Ž .H HHx x
F F yH
Ž .By using the above estimate in 4.7 we find
1r21r2
02 2'x j , 0 dj F n H x j , s ds dj .Ž . Ž .H HHx x
F F yH
Hence, we have the bound
1 2 2< <x j , 0 dj F n H =x 4.8Ž . Ž .H Hxn F SH
Ž .for every x g V . Clearly, if the condition n H - 1 holds, the bound 4.8D
Ž .implies the coercivity of the bilinear form in 4.4 on V .D
It remains to prove that the linear functional at the right-hand side of
Ž . Ž .4.4 is bounded on H . To this aim, we note that by condition 4.3 we canD
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Ž .add an arbitrary constant to the test function x in 4.4 ; hence, we can
always assume that x satisfies the relation
x j , 0 dj s 0. 4.9Ž . Ž .H
I
Ž .Let us now consider the restriction of x to the rectangle Q s yR, R =R
Ž . Ž . <yH, 0 with R ) x . By 4.9 and the Poincare inequality we get x gÂ Q0 R
1Ž .H Q andR
5 < 5 1 5 5x F C xQ H ŽQ . HR R D
for some positive constant C. As a consequence, we obtain
25 5 5 5g x F C g x .H L Ž I . HD
I
Ž . 1ŽŽ . Ž ..Moreover, the trace x j , 0 belongs to H yR, yx j x , R , so that0 0
Ž . 0Žw x w x.x ?, 0 g C yR, yx j x , R and0 0
5 5x "x , 0 F C x .Ž . H0 D
Ž .Then, the continuity of the right-hand side of 4.4 follows as well as the
Ž .bound 4.6 .
Remark. As can be readily verified, the proposition also holds if g g
y1r2Ž . ² : Ž .H I , with a y a q n g, 1 s 0. The bound 4.6 is then modifiedq y
in the obvious way.
We now prove that the function obtained by the above proposition is the
unique solution of the Neumann]Kelvin problem in H .D
2Ž . Ž .THEOREM 4.2. For any gi¤en g g L I , a g R satisfying 4.3 and for"
Ž . Ž . Ž .any n - 1rH, there is a unique solution in H S of the problem 1.5 ] 1.8D H
Ž .and 4.2 . The corresponding complex ¤elocity field v s f y if , satisfiesx y
the same analyticity and decay properties as in Theorem 3.4.
Ž .Proof. We claim that the solution f of 4.4 in V solves the equationD
Df s 0 as a distribution in S . We first note that any smooth functionH
Ž . Ž .with support in the rectangle Q ’ yx , x = yH, 0 belongs to V sox 0 0 D0
Ž .that, by 4.4 , Df s 0 in Q . Let us now consider a function h gx 0
Ž .D S _Q ; we note that in general h is not in V unless the conditionH x D0
0 Ž .H h j , s ds s 0 holds for every j . Then, we putyH x
n 0
x x , y s h x , y q h x , s ds. 4.10Ž . Ž . Ž . Ž .Hh 1 y n H yH
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Ž .As can be easily checked, x g V , so that, by 4.4 we haveh D
1
=f =x s › f › xH Hh x x hnS FH
1 0
s dj f j , 0 ds h j , s . 4.11Ž . Ž . Ž .H Hx x1 y n H F yH
On the other hand, by direct calculation we also get
n 0
=f =x s =f =h q f hH H H Hh x x1 y n HS S S yHH H H
n 0 0
s =f =h q dj f j , t dt h j , s dsŽ . Ž .H H H Hx x1 y n HS F yH yHH
1 0
s =f =h q dj f j , 0 ds h j , s , 4.12Ž . Ž . Ž .H H Hx x1 y n HS F yHH
where in the last equality we used the property f g V . By comparison ofD
Ž . Ž .4.11 and 4.12 we obtain
=f =h s 0 4.13Ž .H
SH
Ž . Ž .for every h g D S _Q . Finally, let c g D S such that supp c hasH x H0
non empty intersections with both Q and S _Q . Let us definex H x0 0
< <c x , y for x F x ,Ž . 0Äc x , y sŽ . ½ < <c x , y for x ) x .Ž .0 0
ÄIt is easily verified that c g V and thatD
Ä=f =c s 0 4.14Ž .H
SH
ÄŽ .by 4.4 . Moreover, the function c y c is continuous, with finite Dirichlet
< <integral and vanishes for x F x . Hence, it belongs to the closure of0
Ž . Ž . Ž . Ž .D S _Q in the norm 4.1 . Then, by 4.13 and 4.14 ,H x 0
Ä Ä=f =c s =f = c y c q =f =c s 0.Ž .H H H
S S SH H H
Thus, our claim follows.
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Ž 2 .Let us now consider the restriction to S of a function x g D R .H 0
This function can be decomposed as the sum of a function x g V and a1 D
Ž .function in D S :H
10
x x , y s x x , y q k y x x , s ds y x x , s ,Ž . Ž . Ž . Ž . Ž .H0 1 0 0nyH
ŽŽ .. 0 Ž .where k g D yH, 0 satisfies H k s 1. Then, the relation 4.4 actuallyyH
holds for every x g H . Thus, by using test functions with suitably chosenD
Ž . Ž .supports, one shows that the boundary conditions 1.7 , 1.8 are satisfied
1r2Ž . 1r2Ž .in the dual spaces of H F and H B , respectively. We can there-loc loc
Žfore apply standard regularity results see also the proof of Proposition
.4.3 and conclude that the function f is smooth in S _ N, where N is anH
arbitrary neighborhood of I; the regularity in N is discussed in the sequel.
Then, by recalling that =f is square integrable on S _Q for everyH R
R ) x , we can repeat the arguments of the previous section, so that the0
conclusions of Theorem 3.4 hold for the complex velocity field f y if .x y
It remains to prove uniqueness of the solution in H . Suppose thatD
Äf g H is another solution of the problem and for every j ) x considerD 0
Äthe previously defined domains A . Clearly, f is harmonic in A andj j
smooth up to the boundary; moreover, by the same arguments as before,
Ä=f is rapidly decreasing for x “ q‘. Then, by recalling the discussion
Äpreceding Proposition 4.1, we easily get f g V . But we know fromD
ÄProposition 4.1 that the solution is unique in V , so that f s f.D
Remark. By inspection of the proofs of Proposition 4.1 and Theorem
4.2, it is clear that we can also prove existence and uniqueness of the
solution with finite Dirichlet integral of the ``classical'' Neumann]Kelvin
Ž .problem for a supercritical stream , i.e., the problem obtained by assum-
ing that I is a simple closed arc lying in the rectangle Q , with end pointsx 0
Ž . Ž ."x , 0 and by replacing condition 1.6 with0
›f
s g .
› n I
We now investigate the regularity properties of f in the neighborhood of
the beam.
Ž . Ž . Ž .PROPOSITION 4.3. Let f be the solution in H of 1.5 ] 1.8 and 4.2 ,D
1r2Ž .where we take g g H I . Then, in a sufficiently small neighborhood B of
Ž . w Ž .xthe point x , 0 or yx , 0 we ha¤e0 0
f x , y y Cr1r2 cos ur2 g H 2 B 4.15Ž . Ž . Ž . Ž .
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where C is a constant and r, u equal the polar coordinates around the point,
Ž .with u s 0 on I and u s p on F. Furthermore, the function f j , 0 isx
Ž .continuous and bounded on F up to the points "x , 0 .0
 4Proof. As in the proof of Proposition 3.2, define I s › B l y s 0
Ž .and consider I as a polygonal boundary with an angle v s p at x , 0 .0
Then, the function f is harmonic in B and satisfies
f s g g H 1r2 I l I , on I l IŽ .y
f s ynf g Hy1r2 I l F , on I l F .Ž .x x y
By the above relation and the properties of the dual space Hy1r2, one can
1r2Ž . 3r2Ž .show that f g H I l F and therefore f g H I l F . Thus, byx
using again the results on elliptic problems in polygonal domains, we
Ž .obtain 4.15 . Moreover, after a suitable translation of coordinates one
Ž .deduce from 4.15
f x , y y Cry1r2 cos ur2 g H 1 B ,Ž . Ž . Ž .x
f x , y y Cry1r2 sin ur2 g H 1 B .Ž . Ž . Ž .y
In particular, by letting u “ p in the last relation we find that the
Ž . < <y1r2 1r2Ž ..function f x, 0 y C x y x belongs to H I l F . Thus, by us-y 0
Ž .ing again the condition 1.7 we have
< <1r2 3r2f x , 0 y C x y x g H I l FŽ . Ž .x 0
and the proposition follows.
Remark. From Proposition 4.3 and the previous discussions, it follows
that the solution f is locally H 2 in S outside any neighborhood of theH
Ž .end points of the beam; thus, for x / "x , the notation f x, 0 is now0 x
Ž .understood as the usual trace of the derivative f x, y .x
APPENDIX: ON THE REGULARITY OF THE
VARIATIONAL SOLUTION
In Section 3 we proved the existence of a variational solution ¤ of the
Ž . Ž . wproblem 1.1 ] 1.4 . By improving the regularity of the datum g namely by
3r2Ž .xtaking g g H I we found that ¤ is continuous and bounded in the
Ž .closed strip S Proposition 3.2 . On the other hand, we know that inH
2Ž .general ¤ f H S , because of the two different boundary conditionsH
Ž .meeting at the points "x , 0 ; the behavior of ¤ in the neighborhood of0
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Ž .these points is described by Equation 3.6 . Here we prove that, in order to
2Ž .get ¤ g H S , the datum g must satisfy precisely two independentH
sŽ .conditions. The result is extended to more general spaces H S .H
‘Ž . Ž .Let us consider a function h g C R such that h x s 1 if x F yx r2,0
Ž . y q Ž . qh x s 0 if x G x r2. Define now ¤ s h¤ , ¤ s 1 y h ¤ ; then ¤ s ¤ q0
¤y. These functions satisfy the following problems
D¤ .s "W in S ; A.1Ž .H
¤y x , 0 y n ¤y x , 0 s 0 for x - yx ,Ž . Ž .y 0
A.2Ž .
q q¤ x , 0 y n ¤ x , 0 s 0 for x ) x ,Ž . Ž .y 0
¤y x , 0 s gy x for x ) yx ,Ž . Ž . 0
A.3Ž .
q q¤ x , 0 s g x for x - x ,Ž . Ž . 0
¤ . x , yH s 0 for x g R. A.4Ž . Ž .
Here we set
W x , y s 2hX x ¤ x , y q hY x ¤ x , y ;Ž . Ž . Ž . Ž . Ž .x
< <h x g x , for x - x ,Ž . Ž . 0yg x s ;Ž . ½ 0, for x G x0
0, for x F yx ,0qg x s A.5Ž . Ž .½ < <1 y h x g x , for x - x .Ž . Ž .Ž . 0
w x .Notice that supp W : yx r2, x r2 . We can represent ¤ in the form0 0
¤ .s "v q s ., A.6Ž .
where v is such that
Dv s W in S ,H
v x , yH s 0 and v x , 0 y nv x , 0 s 0, ; x g R, A.7Ž . Ž . Ž . Ž .y
while s . are harmonic functions on S satisfyingH
s . x , yH s 0 and s . x , 0 y ns . x , 0 s w . x , ; x g R.Ž . Ž . Ž . Ž .y
A.8Ž .
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Here w . are auxiliary unknown functions, to be chosen in such a way that
wy x s 0 for x - yx and v x , 0 q sy x , 0 s gy x for x ) yx ,Ž . Ž . Ž . Ž .0 0
A.9Ž .
wq x s 0 for x ) x and yv x , 0 q sq x , 0 s gq x for x - x .Ž . Ž . Ž . Ž .0 0
A.10Ž .
The above conditions can be more explicitly stated by taking the Fourier
transform of the functions involved. By routine calculations we get
. . Ãs j , 0 s w j K j , 0 , A.11Ž . Ž . Ž . Ž .Ã Ã
0 Ã Ãv j , 0 s y K j , y W j , y dy , A.12Ž . Ž . Ž . Ž .Ã H
yH
Sh j y q HŽ .Ž .ÃK j , y s . A.13Ž . Ž .
j Ch j H y n Sh j HŽ . Ž .
Ž . Ž .The conditions A.9 and A.10 can now be stated in the form
ysupp w : yx , q‘ ,.0
q‘
y yK x y t , 0 w t dt s G x for x ) yx , A.14Ž . Ž . Ž . Ž .H 0
yx0
x0q q qsupp w : y‘, x , K x y t , 0 w t dt s G x for x - x ,Ž Ž . Ž . Ž .H0 0
y‘
A.15Ž .
where we set
0 x r20. .G x s g x " dy dt K x y t , y W t , y , A.16Ž . Ž . Ž . Ž . Ž .H H
yH yx r20
Ž . Ž .for x ) yx and x - x , respectively. The equations A.14 and A.15 are0 0
two Wiener]Hopf equations, whose resolution depends on the possibility
ÃŽ . Ž .of factorizing the kernel K j , 0 as a product of two functions, K j andq
Ž .K j , admitting a holomorphic continuation to the upper and lowery
complex plane z s j q ih, respectively.
In order to achieve such factorization, we first set
y1r22ÃK j , 0 s 1 q j M jŽ . Ž .Ž .
PAGANI AND PIEROTTI78
where
1r221 q jŽ .
M j s .Ž .
j coth j H y nŽ .
Notice that, thanks to the condition n H - 1, M is an even continuous
Ž . Ž .function, M j ) 0 ;j g R and lim M j s 1. These propertiesj “ "‘
Ž w x . Ž .guarantee see 9 , Theorem 2.1.1 the existence of a factorization M j s
Ž . Ž . < Ž . <M j M j , with M j bounded from above and from below byq y "
ÃŽ .positive constants. Then we can factorize K j , 0 in the form
y1r2 1r2ÃK j , 0 s M j 1 y ij M j 1 q ijŽ . Ž . Ž . Ž . Ž .q y
Ž .here we choose the square root with positive real part .
Ž .Now we can apply modulo a preliminary translation Theorem 4.1.1
w Ž .x w xassertion iii of 9 ; we get
PROPOSITION A. Let n - s - n q 1, where n G 1 is an integer; then
Ž .i the two homogeneous problems
y sy1 y yw g H R , supp w : yx , q‘ , supp K ?, 0 )w : y‘, yx ,Ž . . Ž . Ž0 0
q sy1 q qw g H R , supp w : y‘, x , supp K ?, 0 )w : x , q‘ ,Ž . Ž Ž . .0 0
ha¤e only the null solution.
Ž .ii Each of the adjoint homogeneous problems
y ys y yw g H R , supp w : yx , q‘ , supp K ?, 0 )w : y‘, yx ,Ž . . Ž . Ž0 0
q ys q qw g H R , supp w : y‘, x , supp K ?, 0 )w : x , q‘ ,Ž . Ž Ž . .0 0
admits exactly n linearly independent solutions gi¤en by the formula
j " i x j0ij eŽ .
w j s j s 0, . . . , n y 1 .Ž . Ž .Ãj K jŽ .q
Ž . . sŽ . . sy1Ž . Ž . Ž .iii Let G g H R ; then a solution w g H R of A.14 ] A.15
exists if and only if
² .:w , G s 0, ; j s 0, . . . , n y 1.j
nq1Ž .From Proposition A it follows the existence of a H S solution ofH
Ž . Ž . 2Ž .problems A.1 ] A.4 . Take, e.g., n s 1; the two problems admit a H SH
w 2Ž .x .solution which implies ¤ g H S if and only if each of the data GH
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3r2Ž .belongs to H R and satisfies one compatibility condition. If we want to
Ž . Ž .apply this result to our original problem 1.1 ] 1.4 , we first have to choose
3r2Ž . . 3r2Ž . 3r2Žg g H I ; therefore, g belong to H yx , q‘ and to H y‘,0
. . .x , respectively. The next step is to extend g to R, but the solutions w0
2Ž .do not depend on these extensions. Moreover, W belongs to L SH
w 1Ž . 2actually, to H S since our variational solution ¤ is H far from theH
Ž .x wsingular points "x , 0 ; hence the function v solution of the problem0
Ž .x 2Ž . Ž . wA.7 belongs to H S and the trace v ?, 0 which is the integral termH
Ž .x 3r2Ž . . 3r2Ž .in A.16 belongs to H R . In conclusion, we obtain G g H R .
The two compatibility conditions that we can write explicitly, one for Gy
q Ž . yand one for G , imply two quite implicit conditions, one for g and one
q Ž .for g . These conditions guarantee that, in the representation 3.6 , the
constant C is missing.
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