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Abstract
Research into the association between neighborhood disadvantage and adolescent
stress and anxiety/depressive disorders has produced inconsistent results. Contribut-
ing factors may include lack of generalizability and incomplete control for confounding
and positivity violations due to neighborhood selection and segregation. The goal of
this dissertation is to apply causal inference methods to address these research gaps.
We use data from the National Comorbidity Survey Replication Adolescent Supple-
ment (NCS-A), the largest U.S. nationally representative survey of adolescent mental
health (N=10,123).
In Aim 1, we examine urbanicity as a source of effect heterogeneity that could con-
tribute to inconsistent results. We combine propensity score subclassification with
a survey design-based, weighted analysis to address confounding and positivity vi-
olations while maintaining national representativeness. We find evidence of effect
heterogeneity; living in a disadvantaged neighborhood is associated with adolescent
depression/anxiety if the neighborhood is in an urban center, but not if it is in the
suburbs or rural area.
In Aim 2, we estimate the association between neighborhood disadvantage and
cortisol in a subsample. We use propensity score methods coupled with regression to
address non-random selection of families into neighborhoods and cortisol variability.
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We find evidence of a heightened, yet resilient, cortisol response to a novel interview
situation among adolescents in disadvantaged neighborhoods, thereby bolstering the
evidence base suggesting that place may influence the stress response system.
In Aim 3, we address a question raised in Aim 2. Cortisol data are only available
for a subsample of the NCS-A, so the estimated associations may be different from
those estimated in the complete, nationally representative sample. This is a problem
of generalizing results to a target population in the presence of non-random treatment
assignment and a non-random two-stage selection mechanism. In Aim 3, we evaluate
methods for generalizing such results using simulation and provide a tutorial for
implementation.
This dissertation adds to the growing evidence suggesting that neighborhoods
influence adolescent stress and mental health. We demonstrate the possible role of
effect heterogeneity in explaining inconsistent findings. We show how causal inference
methods can be used to address challenges in both neighborhood research and in
large-scale studies involving biomarkers.
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1.1 Disease burden of anxiety and depression
A nationally representative survey of U.S. adolescents estimated that 11.7% of
adolescents met criteria for ever having major depressive disorder or dysthymia and
31.9% have had an anxiety disorder at some point in their lifetimes. [91] Children
with these disorders are more likely to miss school and sociodevelopmental opportu-
nities, which can lead to difficulties in academic achievement and future employment,
earnings, and family life. [11, 37, 65, 66] Moreover, these disorders often extend into
adulthood where the economic costs are high. [96] Depressive disorders result in more
than 500 million disability days per year in the U.S. and anxiety disorders result in
more than 700 million disability days per year. [89] For major depressive disorder
alone, the annual cost of lost productivity in the U.S. is more than 36 billion. [61]
Anxiety and depression are differentially distributed across countries with the
U.S. having the highest prevalence of these disorders. [60] These disorders are also
differentially distributed across smaller spatial scales, like region and neighborhood.
In the following section, I will discuss research on how neighborhood factors may
influence risk of anxiety and depression.
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1.2 Neighborhood context and anxiety and depres-
sion.
1.2.1 Background
Research into the link between neighborhood context and mental health reaches
as far back as Faris and Dunham’s identification of the neighborhood patterning of
schizophrenia in the 1930s. [5] Research into neighborhood-level risk factors—and
social epidemiologic research in general—experienced a rebirth in recent decades, [25]
but the field largely overlooked mental health outcomes. [93] In 2000, Mutaner et al
argued that while research on physical health increasingly looked toward sociology,
mental health research experienced a “rapprochement with biology and a retreat from
sociological questions." [93] Since then, and in the past several years in particular,
research into the relationship between neighborhood and mental health has surged.
To summarize the current state of this rapidly moving area of research, I conducted
a literature review of studies conducted in high-income counties that examined the
association between neighborhood-level characteristics and the mental health of chil-
dren, adolescents, and adults. For literature published prior to 2008, I relied heavily
on several review articles. [25,32,67,76,81] For literature published in 2008 and later,
I systematically searched the Web of Science database using the search terms “men-
tal health" and “neighborhood". I included mental health outcomes of depression,
anxiety, and general psychological distress.
Most of the research used neighborhood SES as the neighborhood exposure. Other
popular neighborhood-level exposures included collective efficacy (i.e., mutual trust
among residents and their willingness to “intervene for the common goodâĂİ [120]),
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disorder (i.e., âĂĲvisible cues indicating a lack of order or social control in the com-
munity" [112]), physical decay (e.g., abandoned, burnt-out, or deteriorating build-
ings [34]), and violence [32]. These neighborhood-level risk factors may be potential
(and potentially competing) hypotheses about what it is about neighborhoods that
confers additional risk of depression and anxiety. For this dissertation, I focus on
neighborhood SES, which serves as a “proxy for a variety of specific features of neigh-
borhoods potentially relevant to health." [24]
The evidence for an association between neighborhood SES and mental health
is mixed. I reviewed 40 studies that examined this independent association after
controlling for hypothesized individual-level confounding variables like age, sex, and
individual-level socioeconomic status. Among adults, nine studies reported an inverse
association between neighborhood SES and depression or depressive symptoms [4,21,
33,68,72,83,97,129] and eleven reported no association. [3,22,46,52,79,124,135,140,
142, 146, 150] Three studies reported no association between neighborhood SES and
anxiety. [27,78,142] Seven studies reported an association with psychological distress,
[35, 70, 77, 114, 131, 132, 141] and three did not. [105, 143, 144] In studies of children
and adolescents, four studies found an independent association between neighborhood
SES and depression and/or anxiety [9, 70,77,149] and four did not. [15,39,130,137]
Several of the referenced articles derived from key neighborhood studies: the Mov-
ing to Opportunity for Fair Housing Demonstration (MTO) and the Yonkers Project.
These studies were designed for the purpose of studying the health effects of neigh-
borhoods, and so likely contain enough neighborhood variability and within- and
between-neighborhood sampling power to detect neighborhood-level effects. [24, 76]
Moving to Opportunity was a randomized control trial funded by the U.S. De-
partment of Housing and Urban Development to evaluate the effects of moving public
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housing residents to private housing in low-poverty, low-minority neighborhoods. [77]
4,248 families with children, residing in public housing in five cities—Baltimore,
Boston, Chicago, Los Angeles, and New York—were randomized to one of three
conditions: (1) receipt of vouchers and moving assistance to move to a low-poverty
neighborhood (defined as less than 10% of residences at or below the federal poverty
line); (2) receipt of vouchers but no moving assistance and no requirement about
where to move; and (3) control group (no intervention). Randomization occurred
between 1994 and 1997. This study’s strengths lie not only in its purposeful neigh-
borhood design, but also in its experimental set up. Because families are essentially
randomized to poor and non-poor neighborhoods, this study was designed to be un-
affected by unobserved confounding. Leventhal and Brooks-Gunn found that parents
who were randomized to move to low-poverty neighborhoods in the New York City
study site reported less distress two years later and male adolescents reported fewer
anxiety and depressive symptoms. [77] No mental health benefits were found for female
adolescents. Similarly, in analysis of five-year follow-up data from all five MTO sites,
Kling et al found an association between randomization to the voucher group and
lower psychological distress among adults. [70] In fact, the reduction in risk of serious
mental illness among adults who moved was “comparable to that found in some of
the most effective clinical and pharmacologic mental health interventions." [70] Kling
et al also found mental health benefits for adolescents. However, unlike the analysis
specific to the New York City study site, female—not male—adolescents randomized
to the voucher group had lower psychological distress at follow-up.
The Yonkers Project was the result a 1985 federal court order to “remedy" the
concentration of public housing in Yonkers, New York. [76] It is similar to MTO in
that it was designed to look at the effect of housing desegregation. However, whereas
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MTO was an experimental study due to randomization of the voucher assignment, the
Yonkers Project was quasi-experimental. Instead of random assignment to treatment
or control conditions, families in public housing signed up to receive vouchers to help
them move to middle-income neighborhoods between late 1992 and 1994. The treat-
ment group was composed of 173 Black and Latino families who signed up and were
selected and the control group was composed of 142 families who signed up but were
not selected. [27] In contrast to the associations found in the MTO study between be-
ing randomized to move to a low-poverty neighborhood and better mental health, the
Yonkers Project found no evidence of such an association among the adults enrolled
in the study. [27] However, adults who moved reported more positive perceptions of
the neighborhood, including more general satisfaction with neighborhood conditions,
lower perceived disorder, and lower violence exposure. In addition, adults who moved
were more likely to be employed either part- or full-time than adults who did not
move, controlling for sociodemographic characteristics.
1.2.2 Gaps
Despite the numerous studies on the relationship between neighborhood SES and
anxiety and depression, the results are inconsistent. There could be at least several
reasons for this. First, some inferences (either null or non-null) could be incorrect due
to bias, possibly due to residual confounding. Even after adjusting for confounders,
families that live in poor neighborhoods may not be exchangeable in terms of various
sociodemographics with families that live in non-poor neighborhoods. Second, null
inferences could be incorrect because wide confidence intervals may obscure true as-
sociations in some analyses. Third, inferences could be correct but inconsistent due
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to effect heterogeneity. That is, there may be an association between living in a poor
neighborhood and increased risk of depression or anxiety in some sub-populations
but not in others. For example, level of urbanicity may identify sub-populations with
differing strengths of association between neighborhood SES and depression/anxiety,
thereby making urbanicity a modifer of the effect. The previous studies that found
an association between neighborhood disadvantage and emotional disorders tended to
sample from urban populations (e.g., [70,77,149]), whereas studies reporting no asso-
ciation tended to sample from non-urban populations and broader metropolitan areas
(e.g., [39, 130]). We discuss how causal inference methods may be used to address
these gaps in Section 1.5.
1.3 How neighborhood disadvantage may increase
risk of depression and anxiety
As stated in Section 1.2.1, neighborhood SES is not, itself, a risk factor for poor
mental health, but is a “proxy for a variety of specific features of neighborhoods poten-
tially relevant to health. [And,] [u]npacking these specific features of neighborhoods
and testing hypotheses about their relationship to specific health outcomes is what is
needed to draw inferences regarding causal neighborhood health effects." [24] Research
has not yet established which features of neighborhoods are risk factors for anxiety
and depression, but neighborhood collective efficacy and violence currently have the
strongest evidence bases. [2,17,31,41,44,71,79,80,92,125,135,149] A conceptual model
of how neighborhood disadvantage may give rise to specific neighborhood features
that increase risk of anxiety and depression is informed by Conditions-Cognitions-
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on qualitative research in urban neighborhoods, but quantitative research also sup-
ports this theory. Several experimental and quasi-experimental studies examined the
employment effects of moving from high- to low-poverty neighborhoods. Based on
Wilson’s construct of neighborhood opportunity structure, we would predict that
residents of high-poverty neighborhoods are more likely to be isolated from formal
institutions, from the formal labor market, and from individuals well-connected with
mainstream society. As such, we would predict that moving from high- to low-poverty
neighborhoods would result in more employment opportunities. In an analysis of data
from the Gatreaux Project in Chicago, Popkin et al found that low-income women
who moved to middle-income neighborhoods were 13% more likely to be employed
after moving, controlling for possible confounding factors like sociodemographic vari-
ables and work history. (This association was statistically significant.) [102] Similarly,
analysis of the Yonkers Project data also found statistically significant associations
between moving to higher-income neighborhoods and being employed. At two follow-
up time points, two and seven years post-intervention, Fauth et al found that adults
who moved were more likely be employed part- or full-time and less likely to be on
welfare than those who did not move. [27, 28] However, analysis of the Moving to
Opportunity data at both two and five years post-intervention found no statistically
significant association between moving to middle-income neighborhoods and employ-
ment. [58,70]
1.3.1 Neighborhood disadvantage to depression
Regarding the upper portion of the conceptual model in Figure 1.1, a lack of
neighborhood opportunity structure may create an effort-reward imbalance (a situa-
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tion that has received much attention in social epidemiologic research) that impedes
collective efficacy on the neighborhood level and diminishes self-esteem and engenders
feelings of powerlessness on the individual level. According to Wilson, legitimate ef-
forts by residents of low-opportunity neighborhoods to improve their situation (effort)
are likely to be ineffective (lack of reward), because of the “systematic blockage of op-
portunities in the environment of the inner city and society as a whole." [148] Research
suggests that an effort-reward imbalance results in individuals feeling powerless, with
little motivation and self-esteem, [128] and is cross-sectionally and longitudinally as-
sociated with physiologic stress [14,56,139] and mental disorder (particularly depres-
sion). [8, 38, 53, 73, 87, 88, 133, 139, 145] Although the vast majority of this research
has been done in the context of the workplace, it is plausible that an effort-reward
imbalance in a neighborhood context could also influence allostatic load and risk of
poor mental health.
Perceived powerlessness and the lack of motivation wrought by an effort-reward
imbalance “stymies collective efficacy," according to Sampson, Raudenbush, and Earls.
[120] In fact, in describing their conceptualization of collective efficacy, Sampson et
al implicate segregation and isolation, aspects of Wilson’s neighborhood opportunity
structure construct, as key influences, saying: “Economic stratification by race and
place thus fuels the neighborhood concentration of cumulative forms of disadvantage,
intensifying the social isolation of lower income, minority, and single-parent residents
from key resources supporting collective social control." [120]
In addition, disadvantaged neighborhoods are likely to experience financial dis-
investment and, because they typically lack the collective efficacy to advocate for
public and private resources, this disinvestment may result in physical decay, includ-
ing deteriorating and vacant buildings and dirty streets. These conditions may be
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visual signals to residents that “no one cares," [147] leading to resident feelings that
their neighborhood is devalued by the city government and those in the dominant
society. [104] Persistent cognitions of devaluation may have the effect of lowering self-
esteem and self-worth, [111, 136] qualities that are predictive of dysregulation of the
stress response system, [69, 103] reduced hippocampal volume, [103] and increased
risk of depression. [12,13,18,119]
1.3.2 Neighborhood disadvantage to anxiety
Regarding the lower portion of the conceptual model in Figure 1.1, there are sev-
eral ways in which neighborhood disadvantage could heighten the risk of experiencing
cognitions of danger. As discussed in Section 1.3.1, a limited neighborhood opportu-
nity structure may thwart collective efficacy, which has been shown to be associated
with increased community violence. [120] In addition, because the opportunity struc-
ture has broken down in these neighborhoods, more adults are likely to be unemployed
and/or out of the labor force, which increases the “likelihood that the residents will
rely on illegitimate sources of income." [148] Because these illegitimate methods may
be a target for police, this may also act to increase neighborhood violence.
More violent neighborhoods may increase feelings of ambient threat among neigh-
borhood residents, because one is more likely to witness or hear about violence.
Mirowsky and Ross write that although individuals living in these types of neigh-
borhoods are at greater risk of victimization, the “likelihood of personal criminal
victimization is low. On the other hand, residents live every day with the threat of
victimization." [113] This ambient threat may increase psychosocial stress (“a height-
ened state of vigilance, alarm, or threat"), which may entail repeated or prolonged
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activation of the stress response system. [75, 85] Do et al and Nazmi et al provide
preliminary evidence of associations between neighborhood violence and markers of
dysregulation of the stress response system. [26, 94] In addition, Findlay-Jones and
Brown found these cognitions of danger to be predictive of anxiety disorders. [30]
1.4 Evidence of an association between neighborhood
SES and allostatic load.
1.4.1 Background
We hypothesize that if there is an association between neighborhood SES and
mental health, it operates through dysregulation of the stress response system. The
beneficial form of the stress response system is called “allostasis," which McEwen and
Seeman describe as the “process of maintaining stability by active means, namely, by
putting out stress hormones and other mediators." [85] Allostasis allows for the “flight-
or-fight" response that promotes survival in dangerous or predatory situations, but
can also be elevated to facilitate adaptation to more mundane situations such as public
speaking, interpersonal conflict, and even the simple act of waking up. [84] However,
this same system may prove deleterious under repeated or prolonged activation—a
concept that has been referred to as both “allostatic load" [85] and “weathering."
[36] McEwen describes allostatic load as the “wear and tear on the body and brain
caused by use of allostasis, particularly when the mediators are dysregulated, i.e., not
turned off when stress is over or not turned on adequately when they are needed."
[84] Allostatic load has been associated with impaired cardiovascular, immune, and
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cognitive functioning. [84]
Several recent studies have found evidence of a relationship between neighborhood
SES and allostatic load. In a paper published in 2010, Bird et al report an associ-
ation between lower neighborhood SES and elevated allostatic load in a nationally
representative sample (NHANES III) of over 13,000 adults from nearly 2,000 Cen-
sus tracts. [7] To measure allostatic load, Bird et al used a nine-indicator summary
measure (developed by Seeman et al for the NHANES sample) to capture “cumula-
tive physiological dysregulations across multiple physiologic regulatory systems [e.g.,
cardiovascular, inflammatory, and metabolic]." [126] Another recent study from the
Multi-Ethnic Study of Atherosclerosis (MESA), a ten-year cohort study of adults aged
45-84 in six cities in the U.S., found evidence of an association between neighborhood
SES and two inflammatory markers of allostatic load. [94] Nazmi et al assessed cross-
sectional and longitudinal associations between three inflammatory markers (fibrogen,
C-reactive protein, and interleukin-6) and neighborhood SES among all 5,370 MESA
cohort members. These authors found neither a cross-sectional nor longitudinal asso-
ciation between C-reactive protein and neighborhood SES. However, they did find a
cross-sectional association between neighborhood SES and fibrogen and a longitudinal
association between neighborhood SES and interleukin-6. [94] Similarly, Pollitt et al
and Petersen et al found evidence of independent associations between inflammatory
markers and neighborhood SES among adults in a multi-site study in the U.S. and
residents of southwestern Pennsylvania, respectively. [99,101]
Although cortisol is only one component of the complex, multi-faceted stress re-
sponse system, [85] it is an important indicator of hypothalamic pituitary-adrenal
(HPA) axis reactivity. [84] A low locus of control is a significant predictor of cortisol
response in humans [23, 103] and primates [121], low-ranking primates show consis-
12
tently elevated HPA activation, [122] and humans who are lonely show higher cortisol
levels upon waking. [134] Studies on rodent pups have shown that early life psychoso-
cial stress (e.g., separation from mothers, poor maternal behavior) has lasting effects
on HPA axis reactivity, and thus, cortisol levels. [86,100] And researchers have found
that children from high-risk families show dysregulation of the HPA axis lasting well
into adulthood. [106]
In addition, cortisol dysregulation has been shown to have multiple effects on the
body. Cushing’s Disease—a disorder caused by a tumor on the pituitary glad resulting
in high levels of cortisol—exemplifies some of these effects. These include cognitive
effects such as increased risk of major depression and anxiety disorders, metabolic
effects such as central obesity and diabetes, immune effects such as increased risk for
infection, and cardiovascular effects such as hypertension and heart disease. [84] The
central role of cortisol is underscored by the fact that Cushing’s disease is effectively
treated by removing the tumor, which allows cortisol levels to return to normal. [98]
Adverse conditions in neighborhood and family environments have been linked to
both cortisol levels and cortisol reactivity, although the evidence is mixed. In adults,
some studies have yielded associations between neighborhood- and individual-level
low socioeconomic status (SES) and cortisol diurnal levels—specifically lower waking
levels, [43] higher average levels, [19, 20] and less steep declines over the course of
the day [1, 26, 43, 57] though others have found null or opposite results. [1, 19, 43] Do
et al also found that neighborhood violence was associated with lower cortisol levels
at awakening and less steep initial declines. [26] In children, studies have reported
associations between individual-level disadvantage (including low SES, exposure to
stressful life events, and family adversity) and lower morning cortisol levels, [6, 106]
higher average cortisol levels, [6,29,59,106] and less steep declines. [40,59,82] In addi-
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tion, some have suggested a curvilinear (upside-down u-shaped) association; children
and adolescents exposed to the most stressful conditions have cortisol levels that re-
semble those of non-disadvantaged individuals, possibly due to eventual blunting of
the HPA axis after repeated activations. [6, 40]
1.4.2 Gaps
The evidence for an independent association between adverse neighborhood con-
ditions and salivary cortisol in adolescents is extremely limited. Studies conducted
to date provide preliminary evidence that neighborhood disadvantage is associated
with higher average resting cortisol levels [10, 16] and greater cortisol reactivity. [42]
However, these studies have been observational and have used standard regression ad-
justment techniques to address non-random selection of families into neighborhoods
without first examining whether or not adolescents living in different kinds of neigh-
borhoods are comparable or whether regression adjustment would instead have to
rely on extrapolation. In addition, the studies have been based on small, racially
homogeneous samples in single urban areas, which could compromise generalizability
in the presence of treatment effect heterogeneity. [10,16,42]
1.5 Causal inference methods to address gaps
Causal inference methods may be used to address gaps in (1) research examin-
ing the association between neighborhood SES and anxiety and depression and (2)
research in examining the association between neighborhood SES and cortisol. As
argued by Rubin [115] and Hernan [47], when randomized trials are not possible (as
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is frequently the case when studying neighborhood residence), using causal inference
methods in the design and analysis of observational studies is the next best option.
Whether or not causal inference is possible in such studies is open for debate. [95] How-
ever, the casual inference framework and methods can nevertheless be used to design
an analysis that carefully assesses and evaluates assumptions and utilizes methods to
minimize reliance on possibly untenable assumptions.
The Neyman-Rubin causal model [127] is a framework for causal inference in ob-
servational settings. Using this model, the researcher explicitly states the assumptions
that must hold to make a statement about a causal effect. The researcher then pro-
vides a logical argument as to the extent to which each of the assumptions hold, pro-
vides data in support of the extent to which each assumption holds, and/or conducts
sensitivity analyses to violations of the assumptions. [115] The central assumptions for
causal inference include: (1) The stable unit treatment value assumption (SUTVA),
which Rubin defines as “the value of Y for unit u when exposed to treatment t will
be the same no matter what mechanism is used to assign treatment t to unit u and
no matter what treatment the other units receive." [117] In other words, SUTVA
has two parts. First, it assumes that there is only one version of each treatment.
Second, it assumes that the treatment that one person receives does not influence the
effect of the treatment that another individual receives. This is also referred to as
assuming no interference. In the context of neighborhood research, the first part of
SUTVA requires that the neighborhood-level exposure is the same for all participants
in the study. The second part of SUTVA assumes that the neighborhood exposure for
one participant does not affect the potential outcomes of another participant. This
second assumption is problematic in most neighborhood studies where many partici-
pants are clustered within a single neighborhood. However, it is less of a concern for
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this dissertation work, as the clustering of participants within neighborhood is very
low. We further discuss possible violations of SUTVA in Section 5.3.1.2. (2) Each
unit must have a non-zero probability of being exposed to any one of the causes/
treatments. [50] This is also called the positivity assumption and means that expo-
sure to a cause/ treatment cannot be deterministic—there must be the potential for
randomness in treatment assignment. (3) Treatment assignment is random, possibly
conditional on background variables. [50] This is also known as the independence
assumption or exchangeability. (4) Sampling of units from the population of units,
U , is random, possibly conditional on background variables. [115] This allows that
“All probabilities, distributions, and expected values involving variables are computed
over U ." [50]
Much work has gone into developing methods that can provide a “statistical solu-
tion" [50] to the fundamental problem of causal inference, which is that one cannot
both simultaneously observe alternative treatment/ causal states. For this disserta-
tion, I will discuss methods that address the assumptions of positivity, independence
in treatment assignment, and independence in sampling. Imai et al decomposed esti-
mation error as
Error = (e x + e u) + (eAx + eAu), (1.1)
where the subscript x denotes observed error and the subscript u denotes unobserved
error, A is exposure assignment, and   is sample assignment. [54] In observational
studies, non-random treatment assignment results in eA, also called confounding bias.
In both observational and experimental studies, non-random sample assignment re-
sults in e , also called lack of generalizability or non-transportability. Non-random
sample assignment can be thought of more generally as a missing data problem that
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applies to sample selection, right-censoring (e.g., loss to follow-up), and non-response.
Such non-random assignment is particularly problematic in the presence of treatment
effect heterogeneity. Without treatment effect heterogeneity, the treatment effect is
assumed to be constant for everyone, and thus, the marginal effect would not be
affected by non-random selection. In the real world, however, it is unlikely that a
particular treatment or exposure would have the same effect on everyone. In the
presence of effect heterogeneity, non-representative missing data in the form of sam-
ple selection, censoring, or non-response that depends on effect modifiers may result
in biased marginal effect estimates as well as biased conditional effect estimates if
all sources of heterogeneity are not accounted for. Addressing both types of bias
becomes more tractable if we can assume independence in sampling and treatment
assignment conditional on background variables. This assumes that e u and eAu in
Equation 1.1 are negligible. Causal inference methods that seek to achieve condi-
tional independence in treatment and selection assignment include weighting, [51],
propensity score methods, [110] G-computation, [107] and numerous double-robust
estimators such as augmented inverse probability weighting (AIPW) [108] and tar-
geted maximum likelihood estimation (TMLE) [138]. Applying the Neyman-Rubin
Causal Model to the research gaps identified in Sections 1.2.2 and 1.4.2, suggests sev-
eral causal inference methods that may be used to address non-random selection of
families into neighborhoods and non-random selection of adolescents into the study
sample.
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1.5.1 Methods to address non-random assignment of families
into neighborhoods
The fact that neighborhood is not randomly assigned threatens the independence
of treatment assignment assumption as well as the positivity assumption. Combined,
these assumptions can be called the strongly ignorable treatment assignment assump-
tion, which says that responses to a treatment are independent of any covariates, and
that the probability of receiving a treatment conditional on those same covariates is
greater than 0 and less than 1. [110] Propensity scores are one way to reduce bias due
to violation of this assumption.
A propensity score is defined as the probability of treatment assignment con-
ditional on a vector of observed variables. [110] It is a type of balancing score (in
fact, it is the coarsest balancing score) because exact matching on propensity score
ensures that the treatment groups being compared are balanced across a vector of
covariates. Rosenbaum and Rubin proved the following theorem: “At any value of a
balancing score, the difference between the treatment and control means is an unbi-
ased estimate of the average treatment effect at that value of the balancing score if
treatment assignment is strongly ignorable," which holds under both large and small
sample theory. [110] They then showed through corollaries that pair matching on the
propensity score, subclassification based on the propensity score, and covariate ad-
justment on the propensity score all produce unbiased estimates of treatment effects
where treatment assignment is strongly ignorable. However, exact matching on the
propensity score is typically impossible. Rosenbaum and Rubin proved that approx-
imate propensity score matching, subclassification, and adjustment reduce bias [110]
and Rubin showed through simulation that this bias reduction is substantial. [116]
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Variables in a propensity score equation should not be affected by the exposure.
In other words, they should not be mediators of the exposure-outcome relationship.
Opportunities and constraints associated with neighborhood disadvantage may in-
fluence several variables included in the propensity score model such as household
income, family structure, and even maternal education and maternal age at child’s
birth when considered as part of a multigenerational feedback loop. Such variables
may have both mediating and confounding roles. To the extent to which they act
as mediators, including such variables in the propensity score model will remove the
indirect effect of neighborhood disadvantage on mental health that operates through
these variables. However, as they may also contribute to confounding, failure to con-
trol for them may bias the results. In this dissertation, we include several of the
variables that may be less influenced by current neighborhood residence (e.g., ma-
ternal education, maternal age at birth of the child) in the propensity score model
to control for family socioeconomic status. We control for other measures of family
socioeconomic status in the regression analysis in separate models.
Thus, propensity score matching and subclassification are two causal inference
methods that can reduce bias stemming from non-random assignment of families to
neighborhoods. These methods have several advantages over traditional model-based
regression adjustment. First, propensity score balance between the two groups can
be compared—residual imbalance in the propensity scores is indicative of “potential
bias in estimated treatment effects." [110] Second, propensity score matching/subclas-
sification reduces variance in the ATE, because this technique makes the covariate
distributions between the groups more similar. [110] Third, propensity score match-
ing/subclassification makes subsequent model-based analyses more robust to model
misspecification. [110] Fourth, propensity score matching/subclassification or adjust-
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ment can offer a way to analyze a dataset that has too small of a sample size to
support controlling for all necessary variables by model-based methods. [110]
Propensity score matching and subclassification be thought of as a data pre-
processing technique to be done prior to and in conjunction with whatever outcome
analysis was originally planned (e.g., regression) in order to best control for confound-
ing. [49] Not only is propensity score matching/subclassification ideally combined with
an outcome analysis like regression, multiple matching methods can be combined for
further bias reductions. Rubin and Thomas demonstrated through analytic proofs
and simulation that matching on the scalar propensity score could be combined with
additional matching methods, such as exact matching and matching within calipers
of the Mahalanobis distance, on a subset of highly influential covariates to reduce bias
both from the linear relationship between the outcome and vector of covariates as well
as from any non-linear relationships between the outcome and subset of particularly
influential covariates included in the exact and Mahalanobis matching. [118]
Propensity score matching and subclassification methods can also be used to ad-
dress violations of the positivity assumption. Violations of the positivity assumption
may be structural. For example, in an observational study, a structural violation
could occur if doctors only give Treatment A to patients in critical condition. [47]
Practical violations of positivity occur if finite sample size prevents seeing individuals
with the same vector of covariate values with different treatments. This is particularly
relevant to neighborhood research. Given the history of racial segregation and red-
lining housing policies in the United States, in finite samples, there may be no poor,
African Americans living in high-SES neighborhoods to compare with poor, African
Americans living in low-SES neighborhoods. In this scenario, adjustment becomes
problematic, because African Americans living in poor communities with a certain
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vector of covariate values may not have exchangeable counterparts living in non-poor
communities, thereby resulting in extrapolation in regression models. [48] Propensity
score tools help by allowing the researcher to limit the analytic sample to the subset
of individuals in one treatment group who have propensity scores that are approxi-
mately equal to propensity scores in the comparison treatment group. In other words,
the analyst can limit to the subset to those whose propensity scores fall within the
region of overlap (area of support) in order to maintain structural positivity. [45, 74]
While restricting the sample to the area of overlap helps in meeting the positivity
assumption, it comes at the price of reducing sample size and possibly compromising
external validity. In scenarios where positivity problems are extensive—as may be
the case in neighborhood research in segregated communities—much of the sample
may be uncomparable.
1.5.2 Methods to address non-random selection of adolescents
into the study sample
Non-random selection of participants into a study threatens the causal inference
assumption of random sampling. If one also assumes a constant treatment effect and
no unobserved confounding, then the methods described above can be used to address
this source of bias. The vector of covariates would need to include effect modifiers
that are predictive of sample selection in addition to confounders of the treatment-
outcome relationship. However, controlling for sample selection is less straightforward
in the presence of effect heterogeneity. Effect heterogeneity means that the effect of
the treatment on the outcome differs based on the value or values of one or more
covariates. For example, the effect of living in a poor neighborhood on risk of anxiety
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may be greater for those living in urban areas than for those living in rural areas.
Let’s say that Sample A contains 90% urban residents and Sample B contains 10%
urban residents. Even if urbanicity is included as a covariate in a regression analysis
in Sample A, the conditional association between neighborhood and anxiety will still
differ between Sample A and Sample B because of effect heterogeneity.
Effect heterogeneity may be integral to the research question or may be a nuisance.
Estimating the conditional effects separately by value of the effect modifier may be
desirable in scenarios where identification of specific differences in treatment effect
are integral to the research question of interest—for example, if one were interested
in an underlying mechanism or in identifying subgroups most likely to benefit from a
treatment. [47] One can do this by including an interaction term between the effect
modifier and treatment/exposure in a parametric regression model. This approach
gives effect estimates that are conditional not only on a particular vector of covariates,
but also on a particular value of the effect modifier. However, this approach is no
longer practical when the number of effect modifiers becomes moderate to large, as
there may not be enough data to estimate the interaction terms with meaningful
precision.
Effect heterogeneity may also need to be addressed even in cases where it is viewed
as a nuisance—for example, in research questions interested in average population ef-
fects, including whether an effect in one population can be applied to another. [47]
When an average population effect and/or transportability are the primary goals,
common methodological options include inverse probability weighting, standardizing
to the target population [47] or imputing data for those who were not selected (how-
ever, this is typically not recommended since the number of individuals not selected
may be much larger than the number of individuals selected and little to no data
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may be available for those not selected). These methods will compute an average
effect—conditional or marginal—standardized to the target population of interest.
Moreover, they can be combined with methods to deal with confounding to address
both sources of non-randomness. [55,109,123]
Addressing both sources of non-randomness is especially important for neighbor-
hood research, because of both the non-random process by which families are se-
lected into neighborhoods and the fact that neighborhood study samples are rarely
nationally representative or population-based. However, there has been little to noth-
ing written about methods—especially double robust methods—that address both
sources of non-randomness in the neighborhood literature or in the broader epidemi-
ologic literature.
1.6 Overview of study aims
As summarized in the previous sections, studies of the association between neigh-
borhood SES and adolescent anxiety/depression and studies of the association be-
tween neighborhood SES and cortisol have generated inconsistent results. Contribut-
ing factors to these inconsistent findings may include non-transportability of effects
estimates across study populations due to effect heterogeneity as well as incomplete
control for confounding and structural positivity due to neighborhood selection/seg-
regation. The goal of this dissertation is to apply several of the causal inference
methods discussed in Section 1.5 to address these research gaps. We use data from
the National Comorbidity Survey Replication Adolescent Supplement (NCS-A), the
largest U.S. nationally representative survey of adolescent mental health (N=10,123),
which was conducted between 2001 and 2004. [62–64, 90] This dissertation has three
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aims.
1. In Aim 1, we examine one source of effect heterogeneity that could contribute
to inconsistent results: urbanicity. Previous studies reporting an association
between neighborhood disadvantage and depression/anxiety have been limited
to urban populations, whereas studies reporting no association tended to sam-
ple from non-urban populations. We hypothesize that living in a disadvantaged
neighborhood in an urban versus rural area likely entails exposure to a different
set of stressors, such as crowding, lack of green space, and exposure to vio-
lence, which may differentially influence mental health. We combine propensity
score subclassification with a survey design-based, weighted analysis to address
confounding and structural positivity stemming from non-random assignment
of neighborhood residence while maintaining the national representativeness of
the sample. We also perform a sensitivity analysis for unobserved confounding.
2. In Aim 2, we estimate the association between neighborhood disadvantage and
cortisol—a biomarker of the HPA axis. We examine the association in a large,
diverse, population-based sample of adolescents, thereby addressing the gap
of limited generalizability of previous research. We combine propensity score
matching methods with regression adjustment to address non-random selection
of families into neighborhoods. We also combine traditional propensity score
matching with exact and caliper matching to strengthen bias reduction for vari-
ables shown to be influential drivers of cortisol variability (a key challenge in
non-laboratory settings). We assess the sensitivity of our results to an unob-
served confounder.
3. In Aim 3, we address a question raised in Aim 2. Cortisol data are only available
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for a subsample of the NCS-A. Thus, the estimated associations may be different
from those estimated in the complete, nationally representative sample because
of effect heterogeneity. To estimate the average population effect of living in
a disadvantaged neighborhood on cortisol, we would need to control for non-
random assignment of families into neighborhoods as well as non-random selec-
tion into the cortisol sample. Put more broadly, this is a problem of generalizing
results from a non-randomized study sample to a specified target population.
In Aim 3 we use simulation to compare practical estimators for the popula-
tion average treatment effect that simultaneously account for non-randomized
treatment assignment and sub-sample selection from a population-based co-
hort, thereby simultaneously addressing internal and external validity. We also
provide a tutorial for applied researchers on how to implement such methods.
This dissertation is important for four main reasons. First, we add to the grow-
ing body of evidence suggesting that neighborhoods influence adolescent stress and
mental health. Second, we demonstrate the importance of effect heterogeneity and
its possible role in explaining inconsistent findings. Third, we show how causal infer-
ence methods can be used to address challenges in both neighborhood research and
in large-scale studies involving biomarkers. Fourth, we evaluate simple estimators
of the marginal mean treatment effect that simultaneously account for non-random
treatment assignment and sample selection and show how their application can lead




The influence of urbanicity on the
association between neighborhood
disadvantage and adolescent emotional
disorder
This chapter’s research has been published. [34] All code associated with this
chapter can be found here: https://github.com/cherrygarcia/Aim1.
2.1 Abstract
Inconsistent evidence of a relationship between neighborhood disadvantage and
adolescent mental health may be, in part, attributable to heterogeneity based on ur-
ban or rural residence. Using the largest nationally representative survey of U.S. ado-
lescent mental health available, we estimated the association between neighborhood
disadvantage and adolescent emotional disorders and the extent to which urbanicity
modified this association. The National Comorbidity Survey Replication Adolescent
Supplement (NCS-A) sampled adolescents aged 13-17 years (N=10,123). Households
were geocoded to Census tracts. Using a propensity score approach that addresses
bias from non-random selection of individuals into neighborhoods, logistic regression
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models were used to estimate the relative odds of having a DSM-IV emotional disorder
(any past-year anxiety disorder, major depressive disorder or dysthymia) comparing
similar adolescents living in disadvantaged versus non-disadvantaged neighborhoods
in urban center, urban fringe, and non-urban areas. The association between neigh-
borhood disadvantage and emotional disorder was more than twice as large for ado-
lescents living in urban centers versus non-urban areas. In urban centers, living in
a disadvantaged neighborhood was associated with 59% (95% confidence interval:
25-103%) increased adjusted odds of emotional disorder. Urbanicity modifies the
relationship between neighborhood disadvantage and emotional disorder in adoles-
cents. This effect modification may explain why evidence of a relationship between
neighborhood disadvantage and adolescent mental health has been inconsistent. Rec-
ognizing the joint influence of neighborhood socioeconomic context and urbanicity
may improve specificity in identifying relevant neighborhood processes.
2.2 Introduction
A nationally representative survey of U.S. adolescents showed that nearly one-
half met criteria for ever having a mental disorder and nearly one-fourth met criteria
for ever having a mental disorder with severe impairment. [24] Children with mental
disorders are more likely to miss school and sociodevelopmental opportunities, which
can lead to difficulties in academic achievement and future employment, earnings, and
family life. [3, 11,17,18] Moreover, these disorder often extend into adulthood. [27]
An array of factors at multiple levels—genetic, family, and environmental—may
influence mental health. Adolescents may be particularly susceptible to the influ-
ences of their neighborhood environment, because of the shift from the home to the
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external environment during this developmental period. [40] Neighborhood socioeco-
nomic disadvantage (henceforth, neighborhood disadvantage)—a “proxy for a variety
of specific features of neighborhoods potentially relevant to health," [31]—is the most
widely studied neighborhood characteristic that may influence mental health.
Research into the relationship between neighborhood disadvantage and child/ado-
lescent emotional disorders (i.e., anxiety and depressive disorders) has resulted in
inconsistent evidence [e.g., [12, 19, 23, 35, 42]]. No study has explained these dis-
crepant findings, nor identified which disadvantaged neighborhoods may be particu-
larly detrimental to child/adolescent mental health. A characteristic that identifies
neighborhoods that have systematically different relationships between neighborhood
disadvantage and mental health—and therefore could offer an explanation for the
inconsistencies—is called an effect modifier.
It is possible that urbanicity is an effect modifier of the neighborhood disadvantage-
adolescent mental health association. The previous studies that found an association
between neighborhood disadvantage and emotional disorders tended to sample from
urban populations [e.g., [19, 23, 42]], whereas studies reporting no association tended
to sample from non-urban populations and broader metropolitan areas [e.g., [12,35]].
Living in a disadvantaged neighborhood in an urban area likely entails exposure to
a different set of stressors than living in a disadvantaged neighborhood in a rural
area. Although certain exposures detrimental to mental health are more prevalent
in rural disadvantaged neighborhoods, such as a lack of access to mental health care
and resources, [25] other stressors may be more prevalent in disadvantaged urban
neighborhoods. Lack of green space, noise, residential instability and exposure to
violence in the neighborhood and in the neighborhood school may be more preva-
lent in disadvantaged urban neighborhoods, and research has linked these stressors
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to emotional disorders [e.g., [9, 21, 36]]. Therefore, we hypothesize that urbanicity
modifies the association between living in a disadvantaged neighborhood; specifically,
we hypothesize that the positive relationship between neighborhood disadvantage and
emotional disorders is greater in urban areas than in non-urban areas.
A central challenge to testing this hypothesis, and to neighborhood research in
general, is addressing non-random selection of families into neighborhoods. [31] The
population of one neighborhood may look very different (e.g., in terms of race/ethnic-
ity, income distribution) from another. This issue is typically addressed with regres-
sion adjustment. However, when trying to estimate the effect of living in one type of
neighborhood versus another, this form of adjustment poses a problem if adolescents
living in disadvantaged neighborhoods do not have similar (also called exchangeable)
counterparts living in non-disadvantaged neighborhoods. [14] To address this chal-
lenge, researchers have increasingly drawn on propensity score tools. [31] However,
we know of no study of the relationship between neighborhood and adolescent mental
health that has used these methods.
Our objectives were to estimate the association between neighborhood disadvan-
tage and emotional disorders in adolescents within levels of urbanicity and to test for
effect modification by urbanicity, addressing non-random selection into neighborhoods
through a propensity score approach. We used data from the National Comorbid-
ity Survey Replication Adolescent Supplement (NCS-A), a nationally representative
survey of adolescent mental health. Design-based, survey-weighted logistic regres-
sion models were combined across propensity score subclasses to estimate the relative
odds of having an emotional disorder comparing similar adolescents living in disad-




The NCS-A is a nationally representative sample of adolescents in the continen-
tal United States designed as a survey of adolescent DSM-IV syndromes/disorders.
The background, sampling and recruitment methods, and weighting scheme have
been described elsewhere. [15, 16] Adolescents aged 13-17 years were sampled via
dual-frame household and school samples. Professional interviewers at the Survey
Research Center at the Institute for Social Research at the University of Michigan
administered face-to-face, laptop computer-assisted personal interviews in the ado-
lescentsâĂŹ homes between February 2001 and January 2004. While an adolescent
was being interviewed, one parent or parent surrogate was asked to complete a self-
administered questionnaire; those who did not complete this questionnaire were asked
to complete a short-form version. Weighting procedures adjust the sample of 10,123
adolescents to be representative of students in the U.S. population in 2000 and are
described in more detail elsewhere. [15] Informed assent and consent were obtained
from each adolescent and his/her parent or guardian. The Human Subjects Commit-
tees of Harvard Medical School and the University of Michigan approved recruitment
and consent procedures.
Participant residential addresses were geocoded to 3367 U.S. Census tracts by
the Survey Research Center at the Institute for Social Research at the University of
Michigan. Excluding adolescents residing in Census tracts with missing or inestimable





Neighborhood socioeconomic status (SES), based on a summary score derived
from factor analysis by Diez-Roux et al., [4] has been used in multiple epidemiologic
studies [e.g., [32]]. It is composed of six indicators from the U.S. Census SF3: 1. log
median household income, 2. percent households with interest, dividend, or rental
income, 3. log median value of housing units, 4. percent persons over age 25 with high
school degree, 5. percent persons over age 25 with college degree, and 6. percent per-
sons in executive, managerial, or professional specialty occupations. Indicators were
transformed to z-scores and summed to make a normally distributed summary score.
We re-examined the factor structure and fit statistics in our sample and confirmed
the one-factor structure. In our sample, the summary score had a Cronbach’s alpha
of 0.83 and ranged from -13.6 to 17.8 with a median value of -0.36. Neighborhoods in
the lowest SES tertile were defined as disadvantaged, and neighborhoods in the two
upper tertiles were defined as non-disadvantaged.
2.3.1.2 Urbanicity
Urbanicity was analyzed using the following Census-derived categories: (1) large-
mid urban center (henceforth, urban center), (2) urban fringe, or (3) non-urban.
Adolescents were categorized as living in a large-mid urban center area if they resided
in a central county of a metropolitan statistical area. Urban fringe areas were defined
as non-central counties of a metropolitan statistical area. Non-urban areas were
defined as small to large towns or rural areas. The non-urban category was used as
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the reference category for the two dummy variables of urban center and urban fringe.
2.3.2 Individual Measures.
2.3.2.1 Outcome measures
During face-to-face interviews, all NCS-A participants were administered a mod-
ified version of the World Health Organization Composite International Diagnostic
Interview (CIDI) to assess the presence of mental health disorders/syndromes consis-
tent with the DSM-IV. [16,24] Past 12-month emotional disorder was defined as any
anxiety disorder, major depressive disorder, or dysthymia. In accordance with prior
recommendations, diagnostic algorithms for emotional disorders included only data
obtained from the adolescent. [1]
2.3.2.2 Covariate measures
As recommended by Leventhal and Brooks Gunn, [22] covariates included ado-
lescent age (in years), race/ethnicity, immigrant generation, household income, ma-
ternal age at birth, maternal level of education, family structure, and region of resi-
dence (i.e., Northeast, Midwest, South, West). Adolescent age, race/ethnicity, immi-
grant generation, and family structure were obtained during the adolescent interview.
Race/ethnicity was categorized as non-Hispanic white, non-Hispanic black, Hispanic,
and Other. Immigrant generation was categorized as first (foreign born), second, or
third or greater. Family structure consisted of two variables assessing whether or
not the adolescent had lived his/her whole life with his/her (1) mother and (2) fa-
ther. Maternal education, maternal age at birth (in years, modeled with linear and
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quadratic terms), and household income (log-transformed) were obtained from the
parent questionnaire. Maternal education was divided into four ordered categories:
less than high school, high school, some college, and college graduate.
2.3.3 Statistical Analysis
We used multiple imputation by chained equations to address missing data. [38]
This procedure has been shown to be an effective way to address missing data in large
datasets and requires less strict assumptions than excluding those with missing data.
[37] Variables in the imputation model included variables hypothesized to influence
response as well as all variables to be used in the analysis.
In implementing the propensity score approach, we followed previous recommenda-
tions for combining propensity score subclassification with complex survey data. [43]
A propensity score [30] was estimated for each adolescent that is the predicted proba-
bility of living in a disadvantaged neighborhood at the time of the study as a function
of the covariates specified above and their interactions with sex. It was estimated
using an unweighted logistic regression model, as this is what is recommended by
Zanutto [43], the rationale being that the propensity score model is used for matching
purposes only and not to make population-level inferences. Variables in a propensity
score equation should not be affected by the exposure. In other words, they should
not be mediators of the exposure-outcome relationship. Opportunities and constraints
associated with neighborhood disadvantage may influence several variables included
in the propensity score model such as household income, family structure, and even
maternal education and age when considered as part of a multigenerational feedback
loop. However, we believe that it is essential to control for these covariates because
33
of their role as potential confounders.
To ensure that we compared participants living in disadvantaged neighborhoods
to exchangeable participants living in non-disadvantaged neighborhoods (formally
known as structural positivity), we restricted the analysis to the region with overlap-
ping propensity scores of individuals living in disadvantaged and non-disadvantaged
neighborhoods (see Figure 2.1 below). This resulted in the exclusion of 474 adoles-
cents (4.7%) who had a propensity score outside the region of overlap in any of the
100 imputed datasets for a total sample size of 9,600 adolescents.
Propensity score subclassification controlled for the bulk of confounding. Figure
2.2, below, compares the imbalance in covariates (as measured by standardized mean
difference) before and after subclassification. Covariate balance between the two
exposure groups was achieved (all standardized mean differences less than 10%) with
the nine subclasses. We used nine subclasses, because this was the largest number
of subclasses that for which there were at least 20 participants in each of the two
exposure groups.
34
Figure 2.1: Propensity score distributions comparing those in the disadvantaged
neighborhood group to those in the non-disadvantaged neighborhood group.


























residual confounding). Variances were approximated using Taylor linearization using
the survey package in the R statistical language (version 2.14.1). Coefficient estimates
and variances were combined across subclasses using the Mantel-Haenszel method.
This method assumes that each subclass is estimating one, common effect. An ad-
vantage of this method over weighting by the total weights in each subclass is that
it incorporates other survey design features, such as sampling strata. In addition,
we found that resulted in smaller variances. Then, these average effects were pooled
across the 100 imputed datasets using Rubin’s combining rules. [33] All analyses were
performed using R.
2.4 Results
Table 2.1 presents design-based, weighted descriptive statistics of the sample by
neighborhood disadvantage status. The mean age of the participants was just over
15 years, and 49% were female. A greater percentage of adolescents in disadvantaged
neighborhoods were Hispanic or Black. Similar percentages reported living with their
mother for their whole life but fewer adolescents in disadvantaged neighborhoods
had lived with their father for their whole life. In non-disadvantaged neighborhoods,
mean household income was about 30 000 dollars greater, and more mothers had a
college education and were about two years older at the time of birth. Adolescents
living in disadvantaged neighborhoods were more likely to live in the urban fringe
and non-urban areas. The prevalence of emotional disorders was slightly higher in
disadvantaged neighborhoods.
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Table 2.1: Design-based, weighted NCS-A sample characteristics by neighbor-
hood disadvantage status.
Disadvantaged (n=3,597) Non-disadvantaged (n=6,003)
Mean 95% CI Mean 95% CI
Female 0.49 0.46 0.53 0.49 0.47 0.51
Age 15.17 15.02 15.31 15.19 15.05 15.34
Race/ethnicity
Hispanic 0.24 0.19 0.29 0.11 0.09 0.13
Black 0.28 0.23 0.32 0.09 0.08 0.11
Other 0.04 0.03 0.05 0.06 0.04 0.08
White 0.45 0.39 0.51 0.74 0.71. 0.77
Lived with mother 0.85 0.82 0.88 0.88 0.87 0.90
Lived with father 0.48 0.45 0.50 0.62 0.59 0.65
Immigrant generation
1st 0.09 0.07 0.11 0.06 0.04 0.07
2nd 0.13 0.11 0.16 0.11 0.10 0.13
3rd or greater 0.78 0.73 0.82 0.83 0.80 0.85
Household income 52 916 49 450 56 626 82 742 78 585 87 118
Maternal education
Less than high school 0.14 0.12 0.17 0.05 0.04 0.06
High school graduate 0.51 0.48 0.55 0.42 0.40 0.44
Some college 0.22 0.20 0.25 0.26 0.24 0.28
Continued on next page
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Table 2.1 – continued from previous page
Disadvantaged (n=3,597) Non-disadvantaged (n=6,003)
Mean 95% CI Mean 95% CI
College graduate 0.12 0.10 0.14 0.26 0.24 0.29
Maternal age at birth 24.58 24.13 25.03 26.83 26.52 27.14
Region
Northeast 0.16 0.05 0.26 0.19 0.15 0.22
Midwest 0.13 0.06 0.20 0.26 0.22 0.30
South 0.51 0.42 0.60 0.3 0.24 0.37
West 0.2 0.15 0.25 0.25 0.19 0.31
Urbanicity
Urban center 0.38 0.29 0.47 0.49 0.43 0.55
Urban fringe 0.41 0.31 0.51 0.38 0.31 0.45
Non-urban 0.21 0.11 0.30 0.13 0.10 0.16
Emotional disorder 0.28 0.25 0.32 0.24 0.22 0.25
We examined the associations between disadvantaged neighborhood residence and
odds of emotional disorder by level of urbanicity by running unadjusted and adjusted
models, both incorporating the survey design and weights (shown in Table 2.2). The
adjusted model also uses the propensity score methods described above to control for
potential confounding.
39
Table 2.2: Relative odds of emotional disorder comparing residence in disadvantaged
versus non-disadvantaged neighborhoods by urbanicity.
Unadjusted, weighted1 Propensity score subclassification, weighted
OR 95% CI OR 95% CI
Non-urban 1.102 0.784, 1.549 0.707 0.467, 1.070
Urban fringe 1.103 0.816, 1.492 1.005 0.795, 1.270
Urban center 1.697 1.233, 2.336 1.591b 1.250, 2.025
a Based on all subjects (N=10 074). Results did not change when based on the 9600
subjects included in the primary analysis.
b The interaction term comparing the odds ratios between urban centers and non-
urban areas was statistically significant (ratio of odds ratios: 2.08, 95% CI: 1.23, 3.55).
In the unadjusted model, living in a disadvantaged versus non-disadvantaged
neighborhood within an urban center was associated with a 70% increased odds
of emotional disorder (OR: 1.70, 95% CI: 1.23, 2.34). The unadjusted association
between emotional disorder and neighborhood disadvantage was not statistically sig-
nificant in urban fringe or non-urban areas.
The inferences remained the same in the adjusted model. Living in a disadvan-
taged versus non-disadvantaged neighborhood was associated with a 59% increased
odds of emotional disorder (OR: 1.59, 95% CI: 1.25, 2.03) among those living within
an urban center. The adjusted association between emotional disorder and neigh-
borhood disadvantage was not statistically significant in urban fringe or non-urban
areas.
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Figure 2.3 depicts each odds ratio and its associated 95% confidence interval.
There is a dose-response relationship between neighborhood disadvantage and odds
of emotional disorder with higher odds ratios across increasing levels of urbanicity.
The formal statistical test for interaction of the urban center and neighborhood dis-
advantage terms was statistically significant; the association between neighborhood
disadvantage and emotional disorder is more than twice as large (ratio of odds ratios:
2.08, 95% CI: 1.23, 3.55) for adolescents living in urban centers versus non-urban ar-
eas. However, there is no statistically significant difference in the association between
urban fringe and non-urban areas.
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Figure 2.3: Log odds ratios and 95% confidence intervals for the effect of neighborhood
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2.5 Discussion
In a large, nationally representative sample of U.S. adolescents, we found that ur-
banicity modified the association between neighborhood disadvantage and emotional
disorder. Disadvantaged neighborhood residence was associated with emotional dis-
order if the neighborhood was within an urban center, but there was no association
if the neighborhood was within a rural or urban fringe area. These results advance
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previous research that did not consider the potentially modifying effect of urbanicity,
and in part, address their conflicting results through demonstrating the impact of the
urban environment. [12, 19,23,35,42]
We recognize that the measurement of neighborhood disadvantage may differ de-
pending on whether the neighborhood is in an urban or rural area. This issue is
typically called measurement variance, and we performed a sensitivity analysis to as-
sess whether our results could be an artifact of measurement variance of neighborhood
disadvantage across levels of urbanicity. Multiple-group confirmatory factor analysis
that allowed the loading coefficients of the neighborhood disadvantage measurement
model to differ by urbanicity was used to estimate factor scores using the regression
method. [2] Defining neighborhood disadvantage based on these factor scores did not
change our inferences (results not shown but available from the first author).
As discussed in the introduction, urbanicity may exacerbate the association be-
tween neighborhood disadvantage and emotional disorders, because risk factors of
poor mental health may be more prevalent in urban disadvantaged neighborhoods
than in non-urban disadvantaged neighborhoods. A meta-analysis of 20 population-
based surveys of adults in developed countries found 21% greater odds of anxiety
disorders in urban areas compared to rural areas and 38% greater odds of mood dis-
orders (e.g., major depressive disorder, bipolar disorder). [28] Despite a long history
of research into the association between urbanicity and mental health, there has been
surprisingly little research regarding specific characteristics of urban living that con-
fer increased risk of emotional disorders. [9] Possibilities include lack of green space,
residential instability, noise, and exposure to violence [e.g., [9, 21,36]].
Our research findings have implications for future work and policy. Previous re-
search suggested that children and adolescents in disadvantaged neighborhoods had
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poorer mental health than those in more advantaged neighborhoods [e.g., [19,23,42]].
Our findings add that adolescents in disadvantaged urban areas may be particu-
larly vulnerable to anxiety and depression, and therefore, targeting resources to this
subpopulation may be appropriate. Risk conferred by the neighborhood and urban
environment argues for policies that aim to improve neighborhood conditions. [26]
Future work should identify specific neighborhood conditions that are detrimental to
or protective of adolescent mental health. These findings can then be used to inform
specific policy interventions such as crime prevention strategies, school climate and
safety interventions, and housing policies such as those designed to reduce racial and
economic segregation.
In addition, future research should examine whether urbanicity modifies the as-
sociations between neighborhood conditions and adolescent behavioral disorders and
substance misuse. Although researchers have studied the relationship between neigh-
borhood conditions and substance use, externalizing problems, and risky sexual be-
havior [e.g., [7, 13]], few have used behavioral disorders that correspond to DSM
criteria. In addition, there has been little research in exploring possible effect hetero-
geneity.
Our analysis is subject to several assumptions and limitations. We assume that
the sampling weights correctly account for sample selection and non-response, and
thus the results generalize to the population of U.S. adolescents. We also assume that
the propensity score model is correctly specified with no omitted variables.
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2.5.1 Sensitivity analysis for an unobserved confounder
Omitted variables could result in biased effect estimates if there is confounding
beyond that for which we have controlled. We used two bias equations for the odds
ratio proposed by VanderWeele and Arah to assess the sensitivity of our results to
an unobserved confounder. [39] For each equation, we made the following three as-
sumptions as discussed by VanderWeele and Arah: (1) the association between the
outcome and unobserved confounder is consistent across levels of exposure and ob-
served covariates; (2) the unobserved confounder is binary; and (3) the prevalence
of the unobserved confounder is constant across levels of the covariates. Let A de-
note the exposure received by an adolescent. In this study, a1 represents residence
in a disadvantaged neighborhood and a0 represents residence in a non-disadvantaged
neighborhood. Let Y denote the observed outcome, past 12-month emotional disor-
der present or absent. Let X denote the observed covariates, and let U denote the
unobserved binary confounder.
First, we used VanderWeele and Arah0s bias equation for the conditional odds
ratio that makes the simplifying rare disease assumption.
dOR(x) ⇡ 1 + (    1)P (u = 1|a = 1, x)
1 + (    1)P (u = 1|a = 0, x) (2.1)
We calculated the bias and resultant corrected lower 95% confidence bound across
an array of input parameter values. We allowed the association between the outcome
and unobserved confounder, E(Y |u = 1, a)/E(Y |u = 0, a) =  , to range from 1
to 5. And the association between the exposure and the unobserved confounder
P (u = 1|a = 1, x)/P (u = 1|a = 0, x) =   also ranged from 1 to 5. The prevalence of
the unobserved confounder in the exposed population ranged from 0.1 to 0.8.
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Figure 2.4, below, plots the corrected lower 95% CI bound (on the y-axis) against
the value of gamma (on the x-axis). The different colored curves in each subplot show
the relationship for different values of delta. Each of the four subplots corresponds to
different input values for the prevalence of the unobserved confounder in the exposed
population (e.g., 0.1, 0.3, 0.5, and 0.8). For  =2 and P (u|a = 1, x)=0.3,   would
have to be at least 3.3 to render our effect estimate nonsignificant.
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Figure 2.4: Approximations of the corrected lower 95% confidence bound by values



































Second, we used VanderWeele and Arah0s bias equation for the conditional odds
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ratio without making the simplifying rare disease assumption.
dOR(x) =
 E(Y |a=1,x,u=1)P (u=1|a=1,x)+E(Y |a=1,x,u=0)P (u=0|a=1,x)
(1 E(Y |a=1,x,u=1))P (u=1|a=1,x)+(1 E(Y |a=1,x,u=0))P (u=0|a=1,x)
E(Y |a=0,x,u=1)P (u=1|a=0,x)+E(Y |a=0,x,u=0)P (u=0|a=0,x)
(1 E(Y |a=0,x,u=1))P (u=1|a=0,x)+(1 E(Y |a=0,x,u=0))P (u=0|a=0,x)
!.
(2.2)
 E(Y |a=1,x,u=1)P (u=1|x)+E(Y |a=1,x,u=0)P (u=0|x)
(1 E(Y |a=1,x,u=1))P (u=1|x)+(1 E(Y |a=1,x,u=0))P (u=0|x)
E(Y |a=0,x,u=1)P (u=1|x)+E(Y |a=0,x,u=0)P (u=0|x)
(1 E(Y |a=0,x,u=1))P (u=1|x)+(1 E(Y |a=0,x,u=0))P (u=0|x)
!
The rare disease assumption is considered appropriate if the prevalence is less than
ten percent. The unadjusted prevalence of emotional disorder in the population of
adolescents living in non-disadvantaged neighborhoods was 0.24.
We specified input values for  ,  , and P (u = 1|a = 1, x) as detailed above.
However, the exact calculation of the conditional odds ratio bias necessitated the
specification of two additional parameters. First, we set E(Y = 1|u = 1, a = 1, x) =
0.5. Second, as defined by our dichotomization of the exposure, we set the prevalence
of exposure to one-third. This was used to calculate P (u|x).
P (u|x) = P (u|a = 1, x)P (a = 1|x) + P (u|a = 0, x)P (a = 0|x) (2.3)
Similar to Figure 2.4, Figure 2.5, below, plots the corrected lower 95% confidence
bound against the value of  . The different colored curves in each subplot show the
relationship for different values of delta. Each of the four subplots corresponds to
different input values for the prevalence of the unobserved confounder in the exposed
population (e.g., 0.1, 0.3, 0.5, and 0.8).
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Figure 2.5: Estimates of the corrected lower 95% confidence bound by values of delta,



































As seen in both figures, our results are more sensitive to a prevalent unobserved
confounder. In the exact analysis, when P (u|a = 1, x)=.8, a U with a 2-fold associ-
ation with A and a 1.4-fold association with Y would change our inference. When
P (u|a = 1, x)=.3, a U with a 2-fold association with A and a 2.5-fold association with
Y would change our inference.
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We also assume that measurement error is minimal and does not affect our infer-
ences. However, our exposure variable is subject to measurement error for at least two
reasons. First, Census tract is a proxy for neighborhoodâĂŤhow residents and/or city
planners would map neighborhood boundaries may differ from Census tract bound-
aries. Nevertheless, Census tracts allow neighborhood measures to be “compared
over time and across regions", [20] and are better than zip codes at detecting differ-
ences in socioeconomic gradation across areas. [20] Second, we may have misclassified
neighborhoods as disadvantaged or non-disadvantaged. However, we believe that this
misclassification is likely minimal as we are using a previously established scale and
dichotomizing the exposure. Although using the first tertile as the cut-point may not
be optimal, misclassification would likely be non-differential and bias our estimates
toward the null.
The outcome variable of emotional disorder is also subject to measurement error.
However, the use of the CIDI in assessing mental disorder is a key strength. It is
more reliable than unstandardized psychiatric diagnoses and shows good agreement
with standardized psychiatric diagnoses. [41] It also has high content validity, as it is
designed to correspond to DSM-IV and ICD-10 criteria. [16]
The large, nationally representative sample is a major strength of this analysis.
With over 10,000 adolescents, the NCS-A is the largest nationally representative sur-
vey of adolescent mental health in the U.S., compiling data collected from adolescents,
parents, and GIS-coded residence for an unusually large amount of information on
context. Because of these attributes, we were well positioned to examine the role of
urbanicity as a potential effect modifier of the association between neighborhood dis-
advantage and mental health. Incorporation of the survey design and weights into our
analysis preserves the NCS-A’s sampling strengths. It accounts for sample selection
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(incorporating strata and cluster variables) and nonresponse, thus addressing cluster-
ing of adolescents within neighborhoods. (Clustering was low in this sample—there
were an average of three adolescents per neighborhood). Incorporation of the survey
design and weights allows us to interpret the results as being nationally represen-
tative, reduces bias from differential non-response, and helps protect our inferences
from inflated Type-1 error rates through better standard error estimation. [10]
Another strength is our use of propensity score subclassification. As discussed
previously, propensity score methods have an advantage over standard regression
methods in that they allow the analyst to look at the data to assess (1) how well
bias is controlled for in each covariate and (2) the extent of propensity score overlap
and thus the range at which the data will support estimates. However, analysis us-
ing a standard multivariate logistic regression model did not change our inferences
(results not shown but available from the first author). In addition, we could have
used other methods besides propensity score subclassification such as inverse proba-
bility of treatment weighting (IPTW). However, IPTW has well-established efficiency
concerns, [29] and multiplying inverse probability of treatment weights by the large
survey weights may further exacerbate these issues. Further, there is some empiri-
cal evidence that subclassifcation may perform slightly better than weighting when
combined with complex survey data. [6]
2.5.2 Conclusion
The associations between urbanicity and mental health and between neighbor-
hood disadvantage and mental health have been studied separately for more than
100 years. [5, 8] No known research has studied effect modification of the associa-
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tion between neighborhood disadvantage and mental health by urbanicity. However,
adolescents live in neighborhoods that simultaneously comprise a level of urbanic-
ity and a level of disadvantage. Our results suggest that the effect of neighborhood
disadvantage on adolescent depression and anxiety is greater in urban centers than
in non-urban areas. Recognizing the dependence of these contexts will aid future
research in identifying specific characteristics of urban, disadvantaged neighborhoods
(e.g., violence, residential instability, lack of green space) that confer risk of mental
disorder, and in this era of shrinking budgets, will help channel funding and services
to those youth most at risk.
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Chapter 3
The association between cortisol and
neighborhood disadvantage in a U.S.
population-based sample of adolescents
This chapter’s research has been published. [64] All code associated with this
chapter can be found here:
https://github.com/cherrygarcia/Aim2.
3.1 Abstract
The association between neighborhood conditions and cortisol is rarely studied in
children or adolescents and has been hampered by small sample size and racial/ethnic
and geographic homogeneity. Our objective was to estimate the association between
neighborhood disadvantage and salivary cortisol levels in a large, geographically and
racially/ethnically diverse sample of adolescents from the National Comorbidity Sur-
vey Replication Adolescent Supplement. Salivary cortisol was collected before and
after an interview administered in the adolescent’s home. We used a propensity score
approach to match adolescents living in disadvantaged neighborhoods with those in
non-disadvantaged neighborhoods to create two similar groups based on the time and
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day of cortisol collection as well as demographic characteristics. Adolescents living
in disadvantaged neighborhoods had higher pre-interview cortisol levels and steeper
rates of decline in cortisol levels over the course of the interview than similar adoles-
cents in non-disadvantaged neighborhoods. This bolsters the evidence base suggesting
that place may influence the stress response system.
3.2 Introduction
Place may influence health through several pathways; stress is one potential medi-
ator that is frequently invoked. [3, 18] For example, living in a blighted urban neigh-
borhood may increase exposure to stressors such as violence, noise, and crowding.
These exposures may elicit repeated activations of the stress response system, which
in turn may lead to eventual dysregulation of the hypothalamic-pituitary-adrenal
(HPA) axis, a primary stress regulatory system. HPA axis dysregulation has been
associated with a range of mental, cardiovascular, immunologic, and metabolic dis-
orders. [3,66] Although recent studies have found associations between neighborhood
conditions and stress biomarkers, [5,11,19,54] there has been limited research on links
between neighborhood conditions and stress biomarkers in children or adolescents.
Cortisol is a hormone involved in the HPA axis [51] that has been used in sev-
eral contexts. Adverse conditions in neighborhood and family environments have been
linked to both cortisol levels and cortisol reactivity, although the evidence is mixed. In
adults, some studies have yielded associations between neighborhood- and individual-
level low socioeconomic status (SES) and cortisol diurnal levels—specifically lower
waking levels, [29] higher average levels, [13,14] and less steep declines over the course
of the day, [1,19,29,36] though others have found null or opposite results. [1,13,29] Do
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et al. also found that neighborhood violence was associated with lower cortisol levels
at awakening and less steep initial declines. [19] In children, studies have reported
associations between individual-level disadvantage (including low SES, exposure to
stressful life events, and family adversity) and lower morning cortisol levels, [4, 58]
higher average cortisol levels, [4,21,37,58] and less steep declines. [26,37,50] In addi-
tion, some have suggested a curvilinear (upside-down u-shaped) association; children
and adolescents exposed to the most stressful conditions have cortisol levels that
resemble those of non-disadvantaged individuals. [4, 26]
The link between individual- and neighborhood-level adverse conditions and cor-
tisol reactivity is likely complex. Some studies have shown that adverse conditions
in childhood are associated with greater cortisol reactivity in adulthood, [24, 49, 56]
but lifetime adversity is associated with blunted reactivity. [24,46] Others have found
no association. [67] Relatedly, moderate adversity has been associated with heighted
reactivity in children and adolescents, [27, 58] whereas more severe forms of adver-
sity, such as prolonged child maltreatment, has been associated with blunted reac-
tivity. [48] The timing and duration of exposure to adverse conditions may also be
influential. [7, 67]
The evidence for an independent association between adverse neighborhood con-
ditions and salivary cortisol in adolescents is extremely limited. Studies conducted
to date provide preliminary evidence that neighborhood disadvantage is associated
with higher average resting cortisol levels [9, 11] and greater cortisol reactivity. [28]
However, the studies have been based on small, racially homogeneous samples in
single urban areas. [9, 11, 28] The present study was motivated to address this gap
in the literature. We used the National Comorbidity Survey Replication Adolescent
Supplement (NCS-A) to estimate the association between neighborhood disadvan-
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tage and salivary cortisol levels in adolescents. The NCS-A consists of a nationally
representative, ethnically diverse sample of adolescents in the United States. Cor-
tisol measurements are available for 2490 of the adolescents, making it the largest
sample of cortisol in U.S. children or adolescents. Our analyses of these data utilize
a propensity score approach coupled with regression adjustment designed to address
a key threat to internal validity—non-random neighborhood assignment and conse-




The NCS-A is a nationally representative, cross-sectional survey of U.S. adolescent
mental health. The background, design, sampling, and field procedures are presented
elsewhere. [38–40,53] Participants ages 13-17 were recruited from a dual-frame sample
consisting of household and school subsamples. Face-to-face, computer-assisted inter-
views (which included a modified Composite International Diagnostic Interview) were
conducted in the adolescent’s home by professional interviewers from the Survey Re-
search Center at the Institute for Social Research at the University of Michigan. The
interviews took place between February 2001 and January 2004. While the adoles-
cent was interviewed, his/her parent or parent surrogate was given a self-administered
questionnaire. A short-form version of the questionnaire was administered to par-
ents who did not complete the long-form version. Each participating adolescent and
his/her parent or guardian provided informed assent and consent. Recruitment and
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consent procedures were approved by the Human Subjects Committees of Harvard
Medical School and the University of Michigan.
3.3.2 Contextual measures
3.3.2.1 Neighborhood Disadvantage
The Survey Research Center at the Institute for Social Research at the University
of Michigan geocoded residential addresses to U.S. Census tracts. Neighborhood SES,
defined at the Census tract level, is a summary measure created by [17] that has been
used previously. [6, 32, 55, 61] We defined neighborhoods in the lowest SES tertile as
disadvantaged, and those in the middle and upper tertiles as non-disadvantaged.
Neighborhood SES is made up of six indicators from the U.S. Census Short Form 3
(SF3): log median household income; % households with interest, dividend, or rental
income; log median value of housing units; % persons over age 25 with high school
degree; % persons over age 25 with college degree; % persons in executive, manage-
rial, or professional specialty occupations. [17] The normally distributed summary
score results from summing the z-score of each indicator. In the NCS-A sample, the





Cortisol levels in ng/mL were measured using saliva samples. Saliva samples
were collected in a salivette by passive drool after the participant chewed on a piece
of sugarless gum immediately before and after the interview, while the interviewer
was present. The interviewer’s laptop automatically recorded the time and date of
each sample collection, and interviews lasted an average of 149 minutes. Salivettes
were treated with sodium azide at Harvard University, centrifuged, and pre-labeled
with subject identification numbers and study information prior to sample collection.
After collection, samples were mailed to NIH where they were stored at -80C until
testing. Quantification of cortisol levels was done by a radioimmunoassay (Siemens
Diagnostic). The sensitivity of the assay was 0.0165 ng/mL. Intra- and inter-assay
coefficients of variation were 5.4% and 26.0%, respectively. Similar coefficients of
variation for this method have been reported previously. [71]
We examined three outcomes in the present study: (1) point-in-time pre-interview
cortisol level, (2) point-in-time post-interview cortisol level, and (3) cortisol rate of
change (slope) over the course of the interview, calculated as the difference in post
versus pre-interview levels divided by the length of the interview in hours. These
outcomes do not directly map onto specific HPA axis dimensions. For example, a
Trier stress test [42] measures stress reactivity, but such a test was deemed inap-
propriate for children by the NCS-A investigators. Instead, pre- and post-interview
samples measure cortisol in slightly different naturalistic settings. In the case of the
pre-interview sample, the adolescent is interrupted from his/her normal routine for
the interview (the adolescent may have been active—not sitting quietly), and the
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adolescent is anticipating the new experience of being interviewed by a stranger as
part of a survey of mental health (which may provoke an HPA response in some). In
the case of the post-interview sample, the adolescent has been seated for an average of
2 12 hours and has finished answering questions that were designed not to be stressful.
We hypothesized that the extent to which neighborhood disadvantage is associated
with cortisol may differ slightly in these two settings. In addition, we hypothesized
that cortisol levels would decline over the course of the interview due to cortisol’s
circadian rhythm, the seated nature of the interview, and the fact that the questions
were designed not to be stressful, and that the rate of decline may also be associated
with neighborhood disadvantage.
Cortisol was measured on the first 2490 adolescents enrolled in the NCS-A. Bud-
get limitations prevented cortisol testing on the full sample. Participants with and
without cortisol measures were similar across most demographic characteristics (see
Table 3.1). They differed slightly in terms of where they were sampled (e.g., region of
the country, urbanicity, neighborhood disadvantage status), when they were sampled
(e.g., season, time of interview), and in terms of family income, maternal education,
current parental employment, small for gestational age, and smoking status. Five of
the 2490 adolescents with cortisol data were excluded, because they resided in Census
tracts with missing or inestimable SF3 indicators, which precluded characterization
of their neighborhood. Removing extreme outlying cortisol values resulted in the
exclusion of six additional participants. A small proportion of adolescents were not
able to complete the interview in one sitting. In an effort to reduce heterogeneity in
the post-interview measure, we excluded those adolescents who took more than four
hours to complete the interview (2.4%) from the post-interview and rate of change
outcome analyses. However, inclusion of those adolescents did not change the infer-
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ences (results not shown).
Table 3.1: NCS-A sample characteristics in 2001-2004 by cortisol status. Results
are combined across imputations and survey design-based standard errors are
estimated using Taylor linearization.
Variable Cortisol No cortisol P-value
N=2485 N=7589 (2-sided)
Mean SE Mean SE
Female, % 49.46 0.97 51.61 0.60 0.065
Age, y 15.153 0.036 15.186 0.032 0.248
Race/ethnicity, % 0.710
Hispanic 18.87 1.16 18.75 0.83
Black 18.71 1.25 19.48 0.95
Other 6.52 0.57 6.01 0.34
White 55.90 1.54 55.76 1.173
Urbanicity, % 0.001
Non-urban 23.18 2.20 22.73 1.71
Suburb 35.33 1.89 31.93 1.46
Urban center 41.49 1.88 45.34 1.53
Region, % <0.001
Northeast 16.42 1.43 18.94 1.20
Midwest 25.15 1.80 28.32 1.50
South 36.78 2.04 33.05 1.53
Continued on next page
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Table 3.1 – continued from previous page
Variable During CAR Post-CAR P-value
West 21.65 1.48 19.70 1.14
Household income (log) 11.106 0.026 11.188 0.0167 0.005
Maternal age at birth, y 26.034 0.128 26.049 0.086 0.463
Maternal education, % 0.012
Less than high school 10.78 1.10 8.79 0.45
High school graduate 43.53 1.12 43.66 0.69
Some college 24.00 1.02 23.95 0.60
College graduate 21.69 1.06 23.59 0.64
Maternal work history, % 0.461
All of adolescent’s life 48.31 1.05 49.53 0.66
Most of adolescent’s life 21.94 0.84 20.73 0.46
Some of adolescent’s life 14.98 0.73 14.15 0.43
A little of adolescent’s life 7.09 0.54 7.41 0.32
Not at all 7.68 0.57 8.17 0.35
Paternal work history, % 0.867
All of adolescent’s life 77.29 1.05 76.72 0.64
Most of adolescent’s life 13.03 0.83 13.71 0.44
Some of adolescent’s life 6.20 0.62 5.99 0.33
A little of adolescent’s life 2.16 0.37 2.08 0.24
Not at all 1.32 0.29 1.49 0.19
Parent current employed, % 72.91 4.57 75.08 0.81 0.033
Continued on next page
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Table 3.1 – continued from previous page
Variable During CAR Post-CAR P-value
Family structure, %
Lived with mother whole life 87.70 0.68 86.83 0.42 0.276
Lived with father whole life 57.20 1.12 56.16 0.74 0.378
Citizen, % 95.90 0.44 95.63 0.27 0.604
English as second language, % 20.60 1.09 19.86 0.77 0.437
Immigrant generation, % 0.519
1st 5.98 0.56 5.88 0.34
2nd 12.27 0.80 13.16 0.55
3rd or greater 81.74 1.02 80.96 0.73
Small for gestational age, % 6.45 0.67 5.33 0.42 0.040
Current smoker, % 5.72 0.48 7.29 0.35 0.009
Current drug user, % 5.51 0.47 6.01 0.31 0.389
Current oral contraceptive, % 3.66 0.37 4.59 0.27 0.057
No. Rx 0.4348 0.020 0.4559 0.012 0.188
Typical bedtime,hr
Weekday 00:22 00:02 00:19 00:02 0.617
Weekend 22:26 00:02 22:25 00:01 0.850
Typical hours of sleep,hr
Weekday 7.672 0.030 7.676 0.018 0.460
Weekend 8.845 0.044 8.851 0.027 0.454
Physical abuse by parent, % 12.30 0.69 12.74 0.45 0.594
Continued on next page
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Table 3.1 – continued from previous page
Variable During CAR Post-CAR P-value
3+ parental adversities, % 3.70 0.39 3.83 0.24 0.811
Disadvantaged neighborhood, % 38.07 2.02 35.37 1.53 0.016
Cortisol sample measurements
Season, % <0.001
Spring 10.54 0.89 27.54 0.89
Summer 42.05 1.32 27.99 0.80
Fall 33.08 1.24 24.42 0.87
Winter 14.33 0.87 20.06 0.71
Weekend, % 29.18 0.97 29.62 0.64 0.690
Collection time, hr 14:52 00:04 15:02 00:02 <0.001
Cortisol peaks in the morning during the cortisol awakening response (CAR) and
then declines over the rest of the day. [12] Research suggests that the association
between salivary cortisol levels and SES may be in opposite directions depending on
whether cortisol is measured during the CAR or afterward. [19] To avoid this source of
heterogeneity, we limited our analysis to those adolescents with measures taken dur-
ing the late decline portion of the cortisol diurnal cycle. [23] We operationalized this
by excluding adolescents whose first sample was taken prior to 10am on a weekday
during the school year and prior to noon on a weekend or during summer vacation
(we did not have information on the time the adolescent awoke on the day of the
interview). Participants with cortisol measures during versus after the CAR were
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similar across most demographic characteristics (see Table 3.2). There were slight
differences in season, weekend versus weekday, typical weekend bedtime, and family
structure.
Table 3.2: NCS-A cortisol sample characteristics by CAR sampling time. Results
are combined across imputations and survey design-based standard errors are
estimated using Taylor linearization.
Variable During CAR Post-CAR P-value
N=449 N=2036 (2-sided)
Mean SE Mean SE
Female, % 47.66 2.33 49.85 1.07 0.430
Age, y 15.116 0.073 15.161 0.038 0.290
Race/ethnicity, % 0.497
Hispanic 18.49 2.07 18.96 1.19
Black 20.71 2.17 18.27 1.31
Other 7.35 1.23 6.34 0.62
White 53.45 2.61 56.43 1.61
Urbanicity, % 0.063
Urban center 22.72 2.88 23.28 2.24
Suburb 31.18 2.70 36.25 1.98
Non-urban 46.10 2.92 40.47 1.92
Region, % 0.705
Continued on next page
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Table 3.2 – continued from previous page
Variable During CAR Post-CAR P-value
Northeast 16.48 2.16 16.40 1.47
Midwest 26.73 2.55 24.80 1.87
South 34.52 2.96 37.28 2.10
West 22.27 2.30 21.51 1.53
Household income (log), dollars 11.135 0.052 11.100 0.028 0.724
Maternal age at birth,y 26.109 0.281 26.018 0.140 0.614
Maternal level of education, % 0.575
Less than high school 9.29 1.87 11.11 1.22
High school graduate 43.83 2.95 43.46 1.19
Some college 25.81 2.33 23.61 1.13
College graduate 21.07 2.11 21.83 1.17
Maternal work history, % 0.729
All of adolescent’s life 51.29 2.42 47.65 1.16
Most of adolescent’s life 20.96 2.08 22.16 0.93
Some of adolescent’s life 13.81 1.63 15.24 0.82
A little of adolescent’s life 6.84 1.21 7.14 0.59
Not at all 7.10 1.22 7.81 0.65
Paternal work history, % 0.942
All of adolescent’s life 76.61 2.42 77.44 1.12
Most of adolescent’s life 13.07 1.77 13.03 0.89
Some of adolescent’s life 6.19 1.28 6.20 0.67
Continued on next page
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Table 3.2 – continued from previous page
Variable During CAR Post-CAR P-value
A little of adolescent’s life 2.67 0.96 2.04 0.40
Not at all 1.45 0.72 1.30 0.29
Parental current employment, % 69.24 5.58 73.71 4.50 0.061
Family structure, %
Lived with mother whole life 87.53 1.59 87.74 0.75 0.964
Lived with father whole life 61.51 2.32 56.25 1.24 0.047
Citizen, % 94.88 1.07 96.12 0.50 0.285
English as second language, % 20.94 2.15 20.53 1.13 0.898
Immigrant generation, % 0.858
1st 6.50 1.27 5.87 0.62
2nd 11.92 1.61 12.35 0.88
3rd or greater 81.58 2.03 81.78 1.08
Small for gestational age, % 6.50 1.63 6.44 0.67 1.000
Current smoker, % 4.23 0.95 6.05 0.54 0.164
Current drug user, % 4.01 0.92 5.84 0.54 0.153
Current oral contraceptive user, % 4.90 1.01 3.39 0.39 0.160
No. Rx 0.452 0.046 0.431 0.022 0.663
Typical bedtime,hr
Weekday 22:42 00:04 22:44 00:02 0.427
Weekend 00:13 00:05 00:24 00:02 0.023
Typical hours of sleep, hr
Continued on next page
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Table 3.2 – continued from previous page
Variable During CAR Post-CAR P-value
Weekday 7.770 0.071 7.650 0.032 0.939
Weekend 8.868 0.102 8.839 0.047 0.602
Physical abuse by parent, % 10.47 1.54 12.71 0.75 0.220
3+ parental adversities, % 2.00 0.66 4.08 0.45 0.049
Disadvantaged neighborhood, % 38.53 3.00 37.97 2.07 0.866
Cortisol sample measurements
Season, % <0.001
Spring 7.80 1.36 11.15 1.00
Summer 57.46 2.47 38.65 1.40
Fall 24.72 2.21 34.92 1.33
Winter 10.02 1.46 15.28 0.94
Weekend, % 56.12 2.47 23.23 0.98 <0.001
Collection time, hr 10:12 00:03 15:54 00:04 <0.001
3.3.3.2 Covariate measures
We included covariates that have been recommended [43] as potentially important
covariates to control for in assessing relationships between neighborhood and mental
health in addition to covariates hypothesized to confound the association between
neighborhood and cortisol.
By definition, confounding variables are not affected by the exposure of inter-
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est. In contrast, mediators (sometimes called explanatory variables) lie on the causal
pathway between exposure and outcome. With this distinction in mind, we controlled
for confounding through the following variables: adolescent age (in years), race/eth-
nicity, urbanicity, immigrant generation, citizenship, English as a second language,
maternal age at birth (in years), maternal level of education, region, time of cortisol
collection, weekend versus weekday, and season. Although maternal age at birth and
maternal education may have been affected by prior neighborhood residence (which
may be related to current residence), we decided to include these variables to control
for two important measures of family socioeconomic status. [43] Household income
(log-transformed) and parental employment may be thought of as confounders or me-
diators. We controlled for these variables in a separate model. Potentially mediating
variables included: small for gestational age status, body-mass index (BMI), typical
bedtime, and typical hours of sleep. [8, 57, 60]
Although some variables (e.g., adolescent’s age) had no missing data, others had
missing data due to non-response. The two variables with the most missing data were
maternal education (19% missing) and current parental employment (30% missing).
Following recommendations for addressing missing data, [68] we performed multiple
imputation by chained equations, [10] creating 10 imputed datasets. This approach
may be less biased than one that restricts analyses to those with complete data.




In addition to exclusions described in the Outcome Measures section, we excluded
participants who were currently pregnant (0.3%), diagnosed with type-1 diabetes
(0.9%), taking psychiatric medication (4.8%), possibly taking steroid mediation for
asthma (3.6%), taking oral contraceptives (3.7%), current smokers (5.7%), and cur-
rent illicit drug users (8.4%). After applying the exclusion criteria, there were 1646
adolescents in the sample. Four adolescents with a pre-interview measure did not
have a post-interview measure. All adolescents that had a post-interview cortisol
measure also had a pre-interview measure.
3.3.5 Analytic Approach
3.3.5.1 Matching
We used a propensity score approach to match adolescents living in disadvan-
taged neighborhoods with those in non-disadvantaged neighborhoods to create two
similar groups based on the time and day of cortisol collection as well as demographic
characteristics. We followed the recommendations of Rubin and Thomas and com-
bined propensity score matching (with replacement) with the more stringent matching
requirements of exact and caliper matching on a subset of particularly influential co-
variates. [63] Because research suggests that time of day, race, and weekend versus
weekday are important determinants of cortisol levels and reactivity, [15,16,29,57] we
exact matched on race/ethnicity and weekend/weekday and matched within calipers
of time of day (0.20 standard deviations).
After exact and caliper matching, adolescents were matched based on their esti-
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mated propensity scores. We estimated a propensity score [59] for each adolescent
from a logistic regression model of living in a disadvantaged neighborhood at the time
of the study as a function of the covariates detailed in Figure 3.1; the propensity scores
are the resulting predicted probabilities from this model. Covariate balance between
the disadvantaged versus non-disadvantaged neighborhood groups was achieved in
the final matched dataset (all standardized mean differences less than 15%, Figure
3.1).
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Figure 3.1: Covariate balance pre- and post-matching. Plotted points represent the
standardized mean differences (difference in means between the disadvantaged neigh-
borhood group and non-disadvantaged neighborhood group standardized by the stan-
dard deviation in the disadvantaged group) for each covariate. Open dots represent
standardized mean differences in the pre-matched data. Closed dots represent stan-
dardized mean differences in the post-matched data. Vertical grey and black dashed
lines indicate standardized mean differences of 10% and 20%, respectively. Partici-
pants were exact matched on race/ethnicity and weekend/weekday, caliper matched
on time of sample, and matched on propensity score that was a function of the co-
































After matching, between 852 and 894 adolescents remained in the sample, depend-
ing on imputation number. Table 3.3 describes the final matched sample by neighbor-
hood disadvantage status. These adolescents resided in between 531 and 550 Census
tracts, depending on imputation number. One way to address clustering of people in
neighborhoods is through multilevel models; however, this strategy requires having
enough adolescents within the same neighborhood to accurately estimate neighbor-
hood parameters. Typical guidance suggests using multilevel models if there are at
least 15-30 residents per neighborhood. [43] In this sample, clustering of participants
within neighborhoods was low: there was an average of 1.6 adolescents per neighbor-
hood, and only 10% of neighborhoods had more than two adolescent participants.
Because multilevel modeling is not recommended in such scenarios, we accounted for
clustering by using the survey package in R to incorporate sampling strata and cluster
variables in standard error estimation using Taylor linearization). [47] This strategy
produced similar results as calculating cluster robust standard errors using a sand-
wich estimator (results not shown but available from the first author upon request).
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Table 3.3: NCS-A matched sample characteristics by neighborhood disadvantage
status. Mean (SE)2
Variable Disadvantaged Non-disadvantaged P-value
neighborhood neighborhood (2-sided)
N=602 N=265
Female (/Age (y) 14.98 (0.10) 14.90 (0.15) 0.59
Race/ethnicity (%) 1
Hispanic 30.73 (3.37) 30.73 (6.32)
Black 37.21 (3.49) 37.21 (6.54)
Other 4.82 (1.13) 4.82 (1.82)
White 27.24 (3.37) 27.24 (2.95)
Urbanicity (%) 0.69
Urban center 30.40 (4.13) 35.22 (5.57)
Suburb 42.02 (3.40) 38.37 (5.28)
Non-urban 27.58 (3.00) 26.41 (7.60)
Region (%) 0.55
Northeast 10.13 (2.65) 11.79 (2.08)
Midwest 9.80 (1.61) 6.15 (1.85)
South 60.80 (3.69) 64.29 (5.39)
West 19.27 (2.80) 17.77 (3.48)
Continued on next page
2
Matched sample from the first imputation, matching weights used, clustering by neighborhood
accounted for. P-values were calculated from the t statistic for continuous covariates and from the
chi-squared statistic for categorical covariates.
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Table 3.3 – continued from previous page
Variable Disadvantaged Non-disadvantaged P-value
Household income (log, dollars) 10.40 (0.09) 10.63 (0.14) 0.17
Maternal age at birth (y) 24.82 (0.30) 24.77 (0.40) 0.92
Maternal level of education (%) 0.67
Less than high school 19.27 (1.59) 18.94 (5.03)
High school graduate 49.67 (2.44) 54.65 (5.49)
Some college 21.43 (1.48) 16.61 (2.22)
College graduate 9.63 (1.42) 9.80 (2.05)
Family structure (%)
Lived with mother whole life 87.71 (1.07) 86.05 (3.67) 0.68
Lived with father whole life 47.34 (1.93) 46.35 (4.23) 0.83
Immigrant generation (%) 0.87
1st 8.64 (1.19) 9.63 (2.99)
2nd 16.11 (1.51) 17.11 (3.35)
3rd or greater 75.25 (2.17) 73.36 (4.02)
Small for gestational age3 (%) 8.80 (0.79) 6.64 (1.73) 0.31
Physical abuse by parent (%) 15.45 (1.54) 17.61 (4.06) 0.59
3+ parental adversities (%) 3.16 (0.61) 1.33 (0.69) 0.11
Season (%) 0.78
Spring 11.13 (2.22) 9.63 (2.60)
Summer 42.19 (4.00) 39.87 (4.20)
Continued on next page
3
Defined using guidelines in [2]
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Table 3.3 – continued from previous page
Variable Disadvantaged Non-disadvantaged P-value
Fall 33.39 (3.15) 38.21 (4.52)
Winter 13.29 (1.94) 12.29 (3.09)
Weekend (%) 27.24 (2.43) 27.24 (4.72) 1
Interview time (hr) 15:37 (0:08) 15:38 (0:14) 0.97
Pre-interview cortisol 25.20 (0.82) 20.68 (1.30) <0.01
(ng/mL⇥10-2)
Post-interview cortisol 14.07 (0.49) 16.21 (1.47) 0.15
(ng/mL⇥10-2)
Cortisol slope -4.69 (0.33) -1.84 (0.72) <0.01
(ng/mL/hr⇥10-2)
We ran fully parameterized outcome regression models using the final matched
dataset and weighting by the matching frequency weights (to account for matching
with replacement) to estimate associations between living in a disadvantaged versus
non-disadvantaged neighborhood and (1) pre- and (2) post-interview cortisol levels
and (3) cortisol slope, conditional on potential confounders. Although researchers
may address confounding by either (1) including confounders in the propensity score
matching model or (2) by including confounders in the regression model, the propen-
sity score literature recommends combining propensity score matching with regres-
sion (including the same confounders in both models) in order to best control for
confounding. [35] This type of analysis has the advantage of being doubly robust,
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because estimates are consistent if either the propensity score model is correct or if
the outcome model is correct. [35] Gamma regression models with a log link were
used for the point-in-time cortisol measures. Gamma regression is appropriate for
positive, skewed data, as was the case for these cortisol data, and gamma regression
coefficients have a straightforward multiplicative interpretation. [20] The exponen-
tiated neighborhood regression coefficient from each of the pre- and post-interview
cortisol models estimates the conditional multiplicative effect of living in a disad-
vantaged neighborhood on point-in-time cortisol level. Linear regression was used to
model cortisol slope. The neighborhood regression coefficient for this model estimates
the conditional additive effect of living in a disadvantaged neighborhood on cortisol
slope.
We ran one unadjusted and three adjusted models for each cortisol outcome.
Adjusted Model 1 contained potential confounding variables (listed in Figure 3.1)
that we believe preceded the adolescent’s neighborhood residence. Adjusted Model
2 added variables that could be thought of as confounders or mediators: household
income and current and historical parental employment. Adjusted Model 3 added
hypothesized mediators of the neighborhood disadvantage-cortisol association: sleep,
BMI, and small for gestational age. Results for each outcome model were combined
across the ten imputed datasets using Rubin’s combining rules. [62] All analyses were
performed using the R statistical language (version 2.15.1).
3.4 Results
Table 3.3 describes the demographic characteristics of adolescents included in the
final matched dataset by neighborhood disadvantage status. The propensity score
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matching procedure described above resulted in adolescents having similar demo-
graphic characteristics between disadvantaged and non-disadvantaged neighborhoods.
The mean age was just under 15 years, and 48% were female. Hispanic, African Amer-
ican, and White racial/ethnic categories were well represented (31%, 37%, and 28%,
respectively), as were urban, suburban and rural areas (32%, 41%, and 27%, respec-
tively). In this matched dataset, 62% of adolescents were from the Southern region of
the U.S., 51% had mothers with a high school education, and 41% were interviewed
in the summer.
We estimated the conditional expected ratios of pre- and post-interview cortisol
levels and conditional expected differences in cortisol rate of change between those
living in disadvantaged versus non-disadvantaged neighborhoods running regression-
adjusted models on matched datasets balanced on covariates of interest. As described
in the Methods section, cortisol measures were limited to those occurring after the
cortisol awakening response, so inference is limited to the late decline portion of
cortisol’s circadian rhythm. Unadjusted model results are included for comparison.
Figure 3.2 shows the associations between neighborhood disadvantage and (A)
pre-interview cortisol, (B) post-interview cortisol, and (C) cortisol rate of decline for
the unadjusted and adjusted models. In the unadjusted model, adolescents living in
disadvantaged neighborhoods had 7% higher pre-interview cortisol levels than those
in non-disadvantaged neighborhoods (95% CI, 1.00, 1.15), 0.8% higher post-interview
cortisol levels (95% CI, 0.93, 1.09), and 0.75 (95% CI, -0.11, 1.60) ⇥10-2 ng/mL/hr
steeper rates of decline (Figure 3.2).
Model 1 adjusts for covariates listed in Figure 3.1. In this model, adolescents in
disadvantaged neighborhoods had 19% higher (95% CI, 1.05, 1.34) pre-interview cor-
tisol levels than those in non-disadvantaged neighborhoods, 4% lower (95% CI, 0.85,
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1.07) post-interview cortisol levels, and 2.47 (95% CI, 0.81, 4.13) ⇥10-2 ng/mL/hr
steeper rates of decline (Figure 3.2). Model 2 adjusts for the covariates in Model
1 and also adjusts for household income and current and previous parental employ-
ment. Effect sizes attenuated slightly in this model, but neighborhood disadvantage
residence remained associated with higher pre-interview cortisol levels (1.15, 95% CI:
1.00, 1.31) and steeper rates of decline (2.38, 95% CI: 0.61, 4.14).
Small for gestational age, BMI, and sleep are all potential mediators of the neigh-
borhood disadvantage-cortisol relationship. Adjusted Model 3 added these mediating
variables to the covariates included in Adjusted Model 2. The effect sizes attenuated
slightly comparing Model 2 to Model 3 (Figure 3.2). The association between neigh-
borhood disadvantage residence and higher pre-interview cortisol levels was no longer
significant at the 95% confidence level (1.13, 95% CI: 0.99, 1.28), but the association
between neighborhood disadvantage and steeper rates of decline remained statisti-
cally significant (2.20, 95% CI: 0.52, 3.87).
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Figure 3.2: Conditional expected ratios of cortisol levels and conditional expected
differences in cortisol slope during the late decline period comparing adolescents living
in disadvantaged versus non-disadvantaged neighborhoods. Models were matched on
and regression-adjusted for covariates listed in Figure 3.1. Row A: Ratios of point-
in-time pre-interview cortisol levels. Error bars represent 95% CI for the mean. Row
B: Ratios of point-in-time post-interview cortisol levels. Error bars represent 95% CI






















































We also examined the potential explanatory power of each of these mediators by
individually adding them to Adjusted Model 2. Neither the addition of BMI nor
small for gestational age appreciably changed the size of the neighborhood disadvan-
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tage parameter for any of the cortisol outcomes, and inferences remained the same as
in Adjusted Model 2. Sleep variables included the time the adolescent went to bed on
weekday nights, the time the adolescent went to bed on weekend nights, hours of sleep
on weekdays, and hours of sleep on weekends. The addition of sleep variables attenu-
ated the association between neighborhood disadvantage residence and pre-interview
cortisol levels by about 9% and rendered it non-significant. Adding sleep variables
also attenuated the association between neighborhood disadvantage and cortisol rate
by about 6%, but it remained statistically significant.
3.5 Discussion
In a large, U.S. population-based sample, we found that adolescents living in disad-
vantaged neighborhoods had higher pre-interview cortisol levels and steeper declines
in cortisol over the course of the interview, perhaps reflecting heightened reactivity
to and recovery from the novel stimulus of the interview. There were no differences
in post-interview cortisol levels. These results add to the nascent body of literature
that links neighborhood context and stress in adolescents.
This study addressed several gaps in the literature. Previous research has been
hampered by small sample sizes and ethnic and geographic homogeneity. We ad-
dressed this by using a large, population-based, and ethnically diverse sample of
adolescents. In addition, our use of propensity score matching methods coupled with
regression adjustment addressed confounding stemming from non-random neighbor-
hood residence.
According to McEwen, there are two key dimensions of the stress response sys-
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tem: (1) reactivity to an acute stressor and (2) unprovoked, chronic levels of stress
hormones. [51] Both could become dysregulated as a result of chronic stress caused by
residence in a disadvantaged neighborhood. To measure these dimensions precisely
requires controlled laboratory conditions that hold time, day of the week, and certain
environmental variables (e.g., light, temperature, noise) and behaviors (e.g., level of
physical activity, smoking, drinking) constant and protocols that administer either a
standardized acute stressor (e.g., a Trier stress test) or rest period. [31] Because such
a protocol was not possible, the cortisol outcomes used in this analysis do not map
onto specific HPA axis dimensions.
As described previously, the pre-interview sample may reflect the adolescent’s
anticipation of the new experience of being interviewed by a stranger as part of a
survey of mental health (which may provoke an HPA response in some) and may be
influenced by whatever activity the adolescent was engaged in prior to the interview.
The post-interview sample may reflect both a natural decline as per cortisol’s diurnal
rhythm and perhaps a more restful state, as the adolescent has been seated for an
average of 2 12 hours and has finished answering questions that were designed not to
be stressful. The rate of decline in cortisol levels between pre- and post-interview may
reflect recovery from both the anticipation of the novel experience of the interview
and activity prior to the interview.
Prior studies of the relationship between resting cortisol and neighborhood- and
individual-level SES have yielded mixed results, possibly due to effect heterogene-
ity.. [13, 19, 29, 36] Thus, while we hypothesized higher post-interview cortisol levels
in adolescents who resided in disadvantaged neighborhoods, our null results are not
inconsistent with prior literature. We could have obtained null results either because
there is no association between neighborhood disadvantage and post-interview cor-
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tisol levels or because there is an association but our results are biased or because
there is effect heterogeneity that we have not accounted for. No association between
post-interview levels and neighborhood disadvantage suggests that there is no differ-
ence in cortisol levels after sitting for a 2 12 hour interview between adolescents in
disadvantaged versus non-disadvantaged neighborhoods.
There has been little research on the relationship between cortisol response to
novel situations and neighborhood- and individual-level SES. However, animal re-
search demonstrates that rats stressed when young (e.g., by a lack of maternal lick-
ing/grooming) are more “neophobic," with heightened, less controlled stress responses
to novel situations that persist into adulthood. [44, 45, 52] In human children, Gut-
teling et al. found that children of anxious mothers had higher cortisol levels on the
first day of kindergarten than children of non-anxious mothers, [27] and Hackman
et al. found in a sample of African American adolescents that those in disadvan-
taged neighborhoods had greater cortisol reactivity to a stress test than those in
non-disadvantaged neighborhoods. [28]
Our findings are congruent with this prior research. However, we recognize that
the steeper slope found for adolescents living in disadvantaged neighborhoods may
seem counterintuitive. Higher pre-interview cortisol levels and steeper slope may
imply a hypervigilant HPA axis, but one that is still resilient and healthy. As a
cross-sectional survey of adolescents, this study captures a particular developmental
window. Over time, repeated or prolonged hypervigilant responses may succumb to
allostatic load, eventually resulting in desensitization of the HPA axis. [22, 51]
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3.5.1 Sensitivity Analyses
We performed four sensitivity analyses. First, we re-ran the analysis (1) excluding
current smokers but including current drug users and (2) including both current drug
users and current smokers. This tested the sensitivity of our results to the decision
to exclude adolescents who are current smokers and drug users. (Such exclusion cri-
teria are common, as these substances may affect cortisol levels and responsiveness
(e.g., [34,41]).) With each inclusion, the effect sizes attenuate (see Table 3.4). This is
expected as we are including individuals whose cortisol levels may be artificially influ-
enced and therefore may not be at-risk for being influenced by neighborhood sources
of stress. When we exclude smokers only, neighborhood disadvantage remains as-
sociated with cortisol rate of decline, neighborhood disadvantage and post-interview
cortisol levels remain unassociated, and the association between neighborhood disad-
vantage and pre-interview cortisol levels remains significant in Adjusted Model 1 but
not in Adjusted Model 2. When we include both current drug users and smokers,
there is no longer a statistically significant association between neighborhood disad-
vantage and pre-interview cortisol levels in Adjusted Models 1 or 2. The association
between neighborhood disadvantage and cortisol rate remains significant at the 95%
confidence level in Adjusted Model 1, but not in Model 2.
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Table 3.4: Conditional expected ratios in cortisol levels and conditional expected dif-
ferences in slope (ng/mL/hr ⇥10 2) during the late decline portion of cortisol’s circa-
dian rhythm comparing adolescents living in disadvantaged versus non-disadvantaged
neighborhoods under different exclusion criteria.
Model Pre Post Rate
Mean (95% CI) Mean (95% CI) Mean (95% CI)
Current smokers and drug users excluded
Unadjusted 1.07 (1.00, 1.15) 1.01 (0.93, 1.09) -0.75 (-1.60, 0.11)
Model 1 1.19 (1.05, 1.34) 0.96 (0.85, 1.07) -2.47 (-4.13, -0.81)
Model 2 1.15 (1.00, 1.31) 0.96 (0.86, 1.07) -2.38 (-4.14, -0.61)
Model 3 1.13 (0.99, 1.28) 0.95 (0.85, 1.06) -2.20 (-3.87, -0.52)
Current smokers excluded, current drug users included
Unadjusted 1.07 (1.00, 1.15) 1.00 (0.92, 1.09) -0.78 (-1.59, 0.03)
Model 1 1.16 (1.01, 1.33) 0.94 (0.84, 1.07) -2.30 (-3.89, -0.72)
Model 2 1.13 (0.97, 1.32) 0.95 (0.85, 1.06) -2.21 (-3.95, -0.47)
Model 3 1.11 (0.95, 1.28) 0.94 (0.84, 1.05) -2.03 (-3.68, -0.38)
Current smokers and drug users included
Unadjusted 1.06 (1.00, 1.13) 1.02 (0.94, 1.11) -0.56 (-1.29, 0.18)
Model 1 1.11 (0.96, 1.27) 0.96 (0.84, 1.10) -1.77 (-3.36, -0.18)
Model 2 1.08 (0.92, 1.26) 0.97 (0.86, 1.10) -1.62 (-3.34, 0.10)
Model 3 1.06 (0.92, 1.23) 0.96 (0.86, 1.08) -1.44 (-3.14, 0.27)
Second, we re-ran the analysis excluding adolescents who may have experienced
severe adversity during childhood. We operationalized this as excluding individu-
als who reported ever being physically abused by a parent (including being beaten
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up, choked, burned, kicked, punched, bitten, or threatened with a knife or gun) or
reported three or more of the following: parent suicide attempt, parent suicide com-
pletion, parent alcohol abuse, parent drug abuse, parent arrest or imprisonment. The
literature indicates that timing and severity of exposure to adverse conditions alter
HPA axis dynamics in adolescents. [7] Adolescents with moderate levels of childhood
adversity may have a hypervigilant but resilient stress response, whereas adolescents
with severe, persistent adversity may undergo a degree of desensitization leading to
blunted cortisol response. [27, 48, 58] Failure to distinguish between these two sub-
groups likely results in a partial washout effect. A greater proportion of adolescents
with possible severe adversity lived in disadvantaged neighborhoods (see Table 3.3),
and we would expect from prior research that they would be more likely to have
blunted HPA axis reactivity. We expected that excluding these adolescents would
strengthen the associations between living in a disadvantaged neighborhood and pre-
interview cortisol levels and cortisol slope. However, effect estimates changed very
little and all inferences remained the same, possibly because the disadvantaged and
non-disadvantaged neighborhood groups were not much different in terms of possible
severe adversity after matching (see Table 3.3).
Third, we assessed the sensitivity of our results to our decision to use the first
tertile to define neighborhoods as disadvantaged. We repeated our analysis using
the 25th, 20th, 15th, 10th, and 5th percentile as cut-points (results not shown, but
available from the first author upon request). The association between neighborhood
disadvantage and cortisol slope remained statistically significant for Adjusted Model
1 for all cut-points except the 5th percentile. In this case, the association was no
longer significant, possibly because the sample size of the matched dataset was greatly
reduced in this case (from N=867 to N=148 for the first imputation). For each
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alternative cut-point, the parameter estimate of neighborhood disadvantage on pre-
interview cortisol levels remained similar but was no longer significant at the 95%
confidence level, possibly also due in part to a reduction in sample size.
We found the association between pre-interview cortisol and neighborhood dis-
advantage to be sensitive to the current smoker and drug user exclusion criteria
in the first sensitivity analysis and sensitive to different cut-points of neighborhood
disadvantage in the third sensitivity analysis. In contrast, the association between
cortisol rate of change and neighborhood disadvantage was robust. We examined
the robustness of this association to an unobserved confounder in a fourth sensitiv-
ity analysis. Assessing sensitivity to an unobserved confounder is important because
although the above methods aim to approximate the comparability of exposed and
unexposed groups found in a randomized control trial, the exposed and unexposed
groups could differ by an unobserved confounder. We used a bias equation described
in VanderWeele and Arah for average effect differences for those with versus without
the exposure, conditional on a vector of confounding variables, X. [69] We made the
following three simplifying assumptions as discussed by VanderWeele and Arah: (1)
the association between the outcome and unobserved confounder is consistent across
levels of exposure and observed covariates; (2) the unobserved confounder is binary;
and (3) the difference in the prevalence of the unobserved confounder in the exposed
versus unexposed is constant across levels of the covariates. Let A denote the exposure
received by an adolescent. In this study, a1 represents residence in a disadvantaged
neighborhood and a0 represents residence in a non-disadvantaged neighborhood. Let
Y denote the observed outcome, cortisol rate of change. Let X denote the observed
covariates, and let U denote the unobserved binary confounder.





  = P (U = 1|a1,X) P (U = 1|a0,X) and   = E(Y |a,X, U = 1) E(Y |a,X, U = 0)
We calculated the bias and resulting corrected lower 95% confidence bound across an
array of input parameter values. We allowed   to range from 0 to 0.18. We allowed
 , the difference in prevalence of the unobserved confounder between exposed and
unexposed groups, to range from 5 to 25%.
Figure 3.3, below, plots the corrected lower 95% CI bound (on the y-axis) against
the value of   (on the x-axis). The different colored curves in each subplot show the
relationship for different values of  . Each of the three subplots corresponds to the
three adjusted models used in the study (see Figure 3.2). For Adjusted Model 1 and
setting  =0.2,   would have to be at least 0.04 to render our estimate of the average
difference in cortisol slope between disadvantaged and nondisadvantaged neighbor-
hoods nonsignificant. Put another way, the presence of an unobserved confounder
would have to change the average effect by 62% to render the effect non-significant.
Including possible mediators in the model makes the effect estimate more sensitive
to an unobserved confounder. For example, in Adjusted Models 2 and 3,   would need
to be greater than 0.03 and 0.026 (an increase of 26% and 18% over the average effect
size), respectively.
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Figure 3.3: Corrected lower 95% confidence bound by values of   and  
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3.5.2 Strengths and Limitations
In terms of this study, internal validity is compromised if the adolescents who live
in disadvantaged neighborhoods are still not comparable (also called exchangeable)
with those who live in non-disadvantaged neighborhoods after controlling for covari-
ates. Our analytic approach addresses this challenge in several ways not often used
in studies of this kind. First, the NCS-A collected extensive information from adoles-
cents and their parents that we were able to use to control for confounding. Second,
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our matching analytic design allowed us to explicitly assess covariate balance between
the disadvantaged neighborhood group and non-disadvantaged neighborhood group,
and perform the analysis on a subset of the data in which the two groups are balanced
across our list of potential covariates. Third, using the above matching methods in
conjunction with regression can be thought of as a doubly-robust approach, meaning
that if either the propensity-score exposure model or outcome regression model is
correct, then the estimates are unbiased in expectation. [35]
Our results are subject to several limitations. The summary measure of neigh-
borhood disadvantage comprises a set of indicators measuring different components
of neighborhood disadvantage, like income, assets, housing value, education, and em-
ployment, which should contain less random measurement error than any one indi-
cator alone. However, neighborhood disadvantage is still measured with error. First,
the summary measure does not capture all the characteristics that define the latent
construct of neighborhood disadvantage. Second, we use Census tracts as a proxy for
neighborhood; neighborhood boundaries identified by residents will likely not overlap
completely with Census tract boundaries.
Another limitation is that cortisol is just one of many biomarkers of HPA axis
activity. Free, unbound cortisol can be obtained from saliva samples whereas total—
bound and unbound—cortisol can be obtained from serum samples. Unbound cortisol
is likely the more relevant proxy, because it is thought to be the only component of
cortisol to reach the “target tissue and elicit glucocorticoid effects". [41] Consistent
with this idea, saliva cortisol has been found to better measure adrenal cortical func-
tion [70] and HPA axis activity, [25] although saliva and serum cortisol are highly
correlated. [72] In addition, measuring cortisol through saliva samples is non-invasive
and does not induce stress—a strength because of cortisol’s sensitivity to stress. [41]
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In addition, the variability of cortisol presents a major challenge. Each person
has her/his own activation thresholds and unique diurnal pattern. Within person,
cortisol levels depend on time of day, day of the week, activities, diet, amount of
sunshine, etc. Other epidemiologic studies incorporating cortisol measures in adult
samples have sought to address variability within the limitation of a non-laboratory
environment by modeling within- versus between-person variability of the natural
diurnal rhythm of cortisol levels by collecting multiple measurements per person per
day for multiple days. However, this collection scheme has been shown to be infeasible
with adolescents, [30] so we instead applied exclusion criteria and restrictive matching
methods to move the analysis back to a scenario that holds three of the driving
sources of variability either constant or close to constant and limits the analysis to
a sample whose cortisol levels are not artificially influenced by prescription or non-
prescription drugs, hormones, or tobacco. This may provide an initial way forward
for the practical researcher wanting to make use of cortisol measurements in large,
epidemiologic studies.
Another limitation is that we cannot infer clinical significance from our results.
Dysregulation of the stress response system may increase risk of mental, cardiovas-
cular, immunologic, and metabolic disorders. [3, 66] Dysregulation of the HPA axis
has also been implicated in unhealthy eating behaviors and obesity. [51, 65] Future
research should examine dose-response relationships and possible threshold effects
between cortisol measures and these health outcomes. Although the associations
we found were small, seemingly small differences that persist over many years may
ultimately have profound effects on neurocircuitry and glucose regulation.
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3.5.3 Conclusion
In conclusion, we found evidence of a heightened, yet resilient, cortisol response
to a novel interview situation among adolescents living in disadvantaged versus non-
disadvantaged neighborhoods in an ethnically and geographically diverse sample.
This extends previous animal and laboratory-based research and bolsters the evidence
base suggesting that place may influence the stress response system. Implications of
such a conclusion argue for policies designed to improve the safety and built envi-
ronment of the U.S.’s most disadvantaged neighborhoods. More research is needed




Estimating population treatment effects
from a survey sub-sample
This chapter’s research has been submitted and is under review for publication.
[26] All code associated with this chapter can be found here:
https://github.com/cherrygarcia/Aim3.
4.1 Abstract
We consider the problem of estimating an average treatment effect for a tar-
get population from a survey sub-sample. Our motivating example is generalizing a
treatment effect estimated in a sub-sample of the National Comorbidity Survey Repli-
cation Adolescent Supplement to the population of U.S. adolescents. To address this
problem, we evaluate easy-to-implement methods that account for both non-random
treatment assignment and a non-random two-stage selection mechanism. We compare
the performance of a Horvitz-Thompson estimator using inverse probability weighting
(IPW) and two double robust estimators in a variety of scenarios. We demonstrate
that the two double robust estimators outperform IPW in terms of percent bias, vari-
ance, and mean squared error, even under misspecification of one of the treatment,
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selection, or outcome models. Moreover, the double robust estimators are easy to
implement, providing an attractive alternative to IPW for applied epidemiologic re-
searchers. We then demonstrate how to apply these estimators to our motivating
example.
4.2 Introduction
Population-based cohorts and nationally representative surveys lend external va-
lidity to a study: they allow inferences to be made about the target population of
interest. In contrast, inferences drawn from studies that use non-representative sam-
ples may be valid for the study sample but may not generalize. External validity (also
known as transportability [19]) of population-based cohorts and surveys is threat-
ened when estimation is performed on a non-random sub-sample. Sub-sample effect
estimates may not generalize to the population if selection probabilities depend on
effect modifiers and if sub-sample sampling weights are not calculated [4,30]. In this
paper, we compare practical estimators of the population average treatment effect.
These estimators simultaneously account for non-randomized treatment assignment
and sub-sample selection from a population-based cohort, thereby addressing internal
and external validity.
This paper was motivated by the problem of generalizing a treatment effect es-
timated in a sub-sample created by a two-stage selection process. In the first stage,
adolescents were selected into a nationally representative survey assessing U.S. ado-
lescent mental health, the National Comorbidity Survey Replication Adolescent Sup-
plement (NCS-A) [16]. In the second stage, a sub-sample of these participants had
biomarker data measured. Our interest is in estimating the effect of a non-randomized
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treatment, residence in a disadvantaged neighborhood, on cortisol slope. Our scenario
is different from the missing data pattern generally considered in the causal inference
literature because we do not observe any data for individuals not in the survey. Our
goal is to harness the available data and the nationally representative sample to gen-
eralize our results to the U.S. population of adolescents. This requires accounting for
possible confounding due to the non-randomized treatment assignment and possible
lack of external validity due to the two-stage selection mechanism.
Previous research has suggested and evaluated methods for generalizing results
from randomized trials to target populations [4, 30], but there is little written ex-
tending this to observational studies. Double robust methods, which are consis-
tent (converge to the true population average effect as sample size goes to infinity)
under certain types of model misspecification, have been used to adjust for non-
random treatment assignment and/or non-random selection, right-censoring, or miss-
ing data [1, 2, 7, 9, 13, 21, 24, 28, 31, 32]. However, implementation of these estimators
can be challenging. This may contribute to the continued popularity of the simpler
Horvitz-Thompson inverse-probability weighted (IPW) estimators despite efficiency
concerns [23]. A recent advance is that targeted maximum likelihood estimation
(TMLE) was implemented in standard statistical software [7], thereby facilitating its
accessibility. However, we know of no literature implementing a TMLE in the con-
text of survey data with weights. Furthermore, while a discussion of these methods
is taking place in the biostatistics literature, it has yet to receive much attention in
the epidemiology literature.
We first present results from a simulation study comparing performance of different
estimators under various data generating distributions and model misspecifications.
We compare three estimators: IPW; a double robust, weighted least squares estimator
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(DRWLS); and a TMLE [8,33]. We then demonstrate how to apply these methods to
the motivating example: using data from a sub-sample of the NCS-A to estimate the
effect of residence in a disadvantaged neighborhood on cortisol slope in the population
of U.S. adolescents. We aim to provide practical guidance on how to generalize average
effect estimates from a survey sub-sample to a target population in the presence of
measured confounders, effect heterogeneity, and non-random sub-sample selection.
4.3 Description of Methods
We consider a scenario in which individuals are selected into a survey with known
probabilities. Treatment information and covariates are fully observed for all partic-
ipants selected into the survey, but outcome data are only available for a subset of
the survey sample. Let:
W = vector of baseline covariates.
A = binary (0/1) variable indicating treatment.
 svy = binary (0/1) variable indicating selection into survey sample.
 sub = binary (0/1) variable indicating selection into sub-sample.
Y = continuous outcome of interest.
In the language of potential outcomes, Y1i is the outcome for individual i if treat-
ment A = 1 would be assigned; similarly, Y0i is the outcome for individual i if treat-
ment A = 0 would be assigned. The difference in these potential outcomes is the
individual treatment effect. Our estimand of interest is the average treatment effect,
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E(Y1   Y0) [25], with the expectation taken across the target population. Under
certain assumptions (strongly ignorable treatment assignment, the stable-unit treat-
ment value assumption, well-defined intervention, known survey probabilities), this
estimand is identifiable, as shown in Equation 4.1 below. Denote the true regression
function of the outcome on the covariates among individuals in the sub-sample with
treatment level A = a by µ(a,W).
E(Y1   Y0) =
E{⇡(W1) 1(µ(1,W)  µ(0,W))| svy = 1}
E{⇡(W1) 1| svy = 1}
, (4.1)
where the probability of survey selection is known and defined as P ( svy = 1|W) =
⇡(W1).
We now show the identifiability result from Equation 4.1 under the assumption
of no unmeasured confounders and positivity of the probabilities P (A = a, sub =
1, svy = 1|W) for a = 0, 1.
E(Y1   Y0) = E[E(Y |A = 1, sub = 1, svy = 1,W)
 E(Y |A = 0, sub = 1, svy = 1,W)]
let µ(1,W) = E(Y |A = 1, sub = 1, svy = 1,W)
and let µ(0,W) = E(Y |A = 0, sub = 1, svy = 1,W)
E(Y1   Y0) = E[(µ(1,W)  µ(0,W))]
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To make the above estimable from an iid sample of O, we write:
E(Y1   Y0) = EW1{E[(µ(1,W)  µ(0,W))|W1, svy = 1]}
=


















The IPW estimator uses inverse probability of treatment and selection weights
that are obtained by multiplying inverse probability of survey selection weights, in-
verse probability of treatment weights, and inverse probability of sub-sample selection
weights.
Inverse probability of treatment weights are defined as:
wA=1| svy=1 =
I(A = 1)
P (A = 1)| svy = 1,W)
wA=0| svy=1 =
I(A = 0)
P (A = 0)| svy = 1,W)
Inverse probability of sub-sample selection weights are defined as:
w sub=1|A=a, svy=1 =
I( sub = 1)
P ( sub = 1|A = a, svy = 1,W)
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These two weights are multiplied with the survey weights to give the inverse proba-
bility of treatment and selection weights:
wA=1, svy=1, sub=1 =
I( svy = 1)
P ( svy = 1|W)
⇥ I(A = 1)
P (A = 1)| svy = 1,W)
⇥ I( sub = 1)
P ( sub = 1|A = 1, svy = 1,W)
=
I(A = 1, sub = 1, svy = 1)
P (A = 1, sub = 1, svy = 1|W)
wA=0, svy=1, sub=1 =
I( svy = 1)
P ( svy = 1|W)
⇥ I(A = 0)
P (A = 0)| svy = 1,W)
⇥ I( svy = 1)
P ( sub = 1|A = 0, svy = 1,W)
=
I(A = 0, sub = 1, svy = 1)
P (A = 0, sub = 1, svy = 1|W)
(4.2)
For the IPW estimator, the inverse probability of treatment and selection weights
are multiplied by the outcome Y and averaged over the r individuals in the sub-sample










For the TMLE estimator, we modify the implementation available in the tmle
R package [7] as shown here: https://github.com/cherrygarcia/Aim3/Functions. We
also provide R code to implement this estimator without the tmle package here:
https://github.com/cherrygarcia/Aim3/tmleFuncWithoutRpackage.
Below we summarize the main steps involved.
1. Obtain predicted values Ŷ 0 of the outcome conditional on the treatment and
covariates using a linear regression of Y as a function of A and W.
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2. Estimate coefficients for the vector of clever covariates
(wA=0, sub=1, svy=1, wA=1, sub=1, svy=1) via regression with Y as the outcome and
using Ŷ 0 as an offset.
3. Update Ŷ 0 by the estimated coefficients from Step 2 multiplied by the vector of






where g(A,W) = P̂ (A = a, sub = 1|W). Extract both predicted counterfac-
tual outcome values (setting A = 1 and A = 0) for each individual in the survey
sample using G-computation. Weighting the predicted individual treatment ef-
fects by the survey weights, compute the population average effect.
The TMLE estimator is the solution to the efficient influence function:











For readers unfamiliar with G-computation, Snowden et al (2011) provide an intro-
duction. [29] Briefly, G-computation uses the marginal distribution of covariates in a
standardization procedure. This can be thought of as an extension of standardizing
mortality rates by the age distribution in a standard population—a common epidemi-
ologic practice. One fits an outcome model in the observed sample and then applies
the model to the distribution of covariates in the standard population to predict the
counterfactual outcomes for each individual: Ŷ1|A = 1,W and Ŷ0|A = 0,W.
4.3.3 DRWLS
The DRWLS estimator combines weighted regression with G-computation. This
estimator was first suggested by Marshall Joffe [23] and has been previously evaluated.
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[9, 23] It is constructed in the following steps:
1. Use wA=a, sub=1, svy=1 as weights in a weighted least squares (WLS) regression
outcome model. Using G-computation, predict counterfactual outcomes from
WLS, standardized to the survey sample.
2. Use the counterfactual outcomes to estimate the average effect in the survey
sample.
3. Weight this estimate by the survey weights to estimate the averag effect in the
population.
4.4 Simulation Study
4.4.1 Overview and set-up
We consider a simplified case with two continuous covariates: W = [W1,W2]0. Let
observed data O = ( svy = 1, W, A,  sub,  subY ). We assume  svy probabilities are
known, there are no unobserved confounders, and no additional intermediate variables
exist between A and Y . Figure 4.1 depicts the data-generating mechanism.
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Figure 4.1: Data generating mechanism.
For each of 1,000 simulations, we generate 100,000 simulated population members,
each with a complete data vector. First, we generate covariates from independent
normal distributions: W1 ⇠ N(0, 1),W2 ⇠ N(2, 1). Second, we generate an indi-
cator of survey selection from a Bernoulli distribution with probability: P ( svy =
1|W) = Logit 1( 2.3 + 0.7W1). Approximately 10,000 population members (10%)
are retained in the survey. Third, we generate an exposure variable from a Bernoulli
distribution with probability: P (A = 1|W) = Logit 1( 2.5 + 0.4W2 + 0.2W 22 ). Ap-
proximately one-third of the population is exposed (A = 1). Fourth, we generate
an indicator of sub-sample selection from a Bernoulli distribution with probabil-
ity: P ( sub = 1| svy = 1,W) = Logit 1( 2 + 0.2W1 + 0.2W 21 + 0.7W2). Ap-
proximately 5,000 (50% of survey sample, 5% of the population) are retained in
the subsample. Finally, we generate one continuous outcome variable for each of
two scenarios—linear effect heterogeneity and non-linear effect heterogeneity. In
Scenario 1, Y =  3 + W2 + W 22 + 3A + AW1 + ✏, ✏ ⇠ N(0, 2). In Scenario 2,
Y = 2W2 + 2A + 2AW1 + 2AW 21 + ✏, ✏ ⇠ N(0, 2). Under both scenarios, the true
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As seen in Figure 4.1, W2 acts as a confounder. W1 directly modifies the treatment
effect and is related to selection into the survey and sub-sample. Table 4.1 provides
summary statistics for the first simulated dataset. The E(Y1|A = 1)   E(Y0|A = 0)
values in this table are the naïve estimates of the population average effect, ignoring
sample and treatment selection. A consistent estimate of the average effect in the
survey sub-sample will require accounting for confounding by W2. A consistent esti-
mate of the average effect in the population will also require accounting for differential
selection by W1.
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Table 4.1: Summary statistics, simulated dataset.
Sample Variable Estimate
sub-sample W1 (median, IQR) 0.767 (0.081, 1.509)
W2 (median, IQR) 2.341 (1.696, 2.982)
A (NA=1, %) 1943 41.7%
Y (median, IQR) 6.423 (1.998, 12.108)
E(Y1| A=1) - E(Y0| A=0) 9.714
survey sample W1 (median, IQR) 0.566 (-0.089, 1.254)
W2 (median, IQR) 1.984 (1.293, 2.67)
A (NA=1, %) 3658 34.2%
Y (median, IQR) 4.083 (0.305, 9.305)
E(Y1| A=1) - E(Y0| A=0) 9.175
population W1 (median, IQR) -0.002 (-0.679, 0.674)
W2 (median, IQR) 1.995 (1.322, 2.668)
A (NA=1, %) 34235 34.2%
Y (median, IQR) 3.837 (0.27, 8.623)
E(Y1| A=1) - E(Y0| A=0) 8.06
We evaluate how well IPW, TMLE, and DRWLS perform in terms of estimating
the population average effect when models are correctly specified and when there is
model misspecification (see Tables 4.2 and 4.3). We do not evaluate performance
under misspecification of multiple models simultaneously, as this would depend on
the particulars of the data generating process and misspecifications. [23] Performance
is evaluated by measuring mean percent bias, mean variance, mean-squared error
(MSE), and 95% CI coverage across the 1,000 simulations. For each simulation iter-
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ation, variance and the 95% CI are estimated from 500 bootstrapped samples. The
percentile method is used for the CI.
Table 4.2: Model Misspecification, Scenario 1.
Description Treatment Sub-sample Selection Outcome
Correct Specifica-
tion
















A ⇠ poly(W2, 2)  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + A:W1
Majorly Misspeci-
fied (B) Outcome








A ⇠ poly(W2, 2)  sub ⇠ W1 Y ⇠ A + poly(W2,
2) + A:W1
105
Table 4.3: Model Misspecification, Scenario 2.
Description Treatment Sub-sample Selection Outcome
Correct Specifica-
tion




























A ⇠ poly(W2, 2)  sub ⇠ W1 Y ⇠ A + W2 +
A:poly(W1,2)
4.4.2 Results
Table 4.4 provides a summary of method performance under correct model spec-
ification and under model misspecification. The DRWLS and TMLE estimators per-
form similarly and outperform the IPW estimator in nearly all cases. When all models
are correctly specified, DRWLS and TMLE have lower MSE than IPW, lower vari-
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ance, and greater 95% CI coverage (see Table 4.5). The advantages of DRWLS and
TMLE over IPW become especially pronounced under misspecification of the treat-
ment model. This result is expected, because IPW relies exclusively on the inverse
probability of treatment weights to account for non-random treatment assignment.
In contrast, the DRWLS and TMLE estimators are consistent under misspecification
of the treatment model if the outcome model is correctly specified.
Several authors have warned that IPW and double robust estimators, like TMLE,
are sensitive in scenarios of practical positivity violations—i.e., when subsets of the
sample have very large weights. [9, 22–24, 28] The maximum estimated selection-
treatment weight in our simulations is 2,000, which—while not as extreme as those
in Kang and Schafer (2007) [9]—is regarded as a practical positivity scenario. [21]
Table 4.6, below, gives the range of true and estimated conditional probabilities of
selection and treatment in the first simulated dataset. In addition, IPW estimators
may be problematic if those not in the sample/untreated have weights that are many
times greater than those in the sample/treated, as this also leads to more reliance
on model extrapolation. In our simulated dataset, the minimum weight among those
treated and selected into the sub-sample was 3.2 times that of those untreated and
not selected into the sub-sample. The maximum weight among those treated and















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.6: Range of true and estimated conditional selection and treatment proba-
bilities in the first simulated dataset.
True Estimated
I( svy = 1)P( svy = 1|W1) 0.0106-0.7107 NA
I(A = 1)P(A = 1| svy = 1,W2) 0.0635-0.9959 0.0584-0.9949
I(A = 0)P(A = 0| svy = 1,W2) 0.0308-0.9385 0.0344-0.9467
I( sub = 1)P( sub = 1| svy = 1,W1,W2 ) 0.0628-0.9885 0.0608-0.9869
I( sub = 1, A = 1)P( sub = 1, A = 1| svy = 1,W1,W2 ) 0.0095-0.9279 0.0091-0.9241
I( sub = 1, A = 0)P( sub = 1, A = 0| svy = 1,W1,W2 ) 0.0039-0.8482 0.0034-0.8475
I( sub = 1, A = 1, svy = 1)
⇥ P( sub = 1, A = 1, svy = 1|W1,W2 ) 0.0005-0.4076 0.0005-0.4052
I( sub = 1, A = 0, svy = 1)
⇥ P( sub = 1, A = 0, svy = 1|W1,W2 ) 0.0029-0.5665 0.0027-0.5619
We examined the extent to which there is a penalty for unnecessary adjustment for
non-random treatment assignment or sample selection. We considered two scenarios
for each of the treatment and sub-sample selection models (see Table 4.7). In this
limited simulation, there are no noticeable penalties for over-adjusting. Table 4.8
shows the results from the more extreme second scenario. Results from the first
scenario were similar.
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Table 4.7: Model Misspecification, Overadjustment.
Description Treatment Sub-sample Selection Outcome
Moderate Over-adjustment, Treatment
True A ⇠ W2  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Misspecified A ⇠ poly(W2, 2)  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Major Over-adjustment, Treatment
True random  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Misspecified A ⇠ poly(W2, 2)  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Moderate Over-adjustment, Selection
True A ⇠ poly(W2, 2)  sub ⇠ W1+ W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Misspecified A ⇠ poly(W2, 2)  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
Major Over-adjustment, Selection
True A ⇠ poly(W2, 2)  sub ⇠ random Y ⇠ A + poly(W2, 2)
+ A:W1
Misspecified A ⇠ poly(W2, 2)  sub ⇠ poly(W1, 2) + W2 Y ⇠ A + poly(W2, 2)
+ A:W1
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Table 4.8: Results under misspecification of the treatment and selection models:
adjustment when the treatment and selection mechanisms are completely random.
Mean % bias, mean variance (Var), 95% CI coverage (Cov), and mean-squared error
(MSE) across the 1,000 simulations.
Correct Specification Overadjustment
IPW DRWLS TMLE IPW DRWLS TMLE
Treatment
% Bias 0.3 0.0 0.0 -0.2 0.0 0.0
Var 0.043 0.009 0.009 0.032 0.009 0.009
Cov 96.3 95.5 95.8 94.8 95.5 95.8
MSE 0.039 0.008 0.008 0.031 0.008 0.008
Selection
% Bias 0.3 0.3 0.3 0.2 0.3 0.3
Var 0.121 0.008 0.009 0.108 0.008 0.009
Cov 92.3 94.7 95.0 91.2 95.0 95.1
MSE 0.132 0.008 0.008 0.120 0.008 0.008
4.5 Case Study
4.5.1 Overview and set-up
We now apply the estimators evaluated in the above simulation to the motivating
case study. As stated in the Introduction, we want to generalize the effect of disadvan-
taged neighborhood residence on cortisol slope to the population of U.S. adolescents.
The NCS-A has been described previously. [10–12,16] Each adolescent was interviewed
in her/his home by a professional interviewer. Interviews lasted an average of 2 1/2
hours. Neighborhood disadvantage was measured using an established scale [6] that
has been used previously with NCS-A residence data geocoded to Census tracts. [27]
Salivary cortisol samples, a hormone involved in the hypothalamic-pituitary-adrenal
axis, [15] were taken immediately before and after the survey interview. Cortisol
samples were analyzed for a sub-sample of 2,490 participants because of budget lim-
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itations. Exposure and covariate data were available for all participants. Analysis
of the relationship between neighborhood disadvantage and cortisol slope among the
sub-sample of participants with cortisol data has been previously reported. [27] In-
formed assent and consent were obtained from each adolescent and his/her parent
or guardian. The Human Subjects Committees of Harvard Medical School and the
University of Michigan approved recruitment and consent procedures.
Figure 4.3 depicts the extent to which 1) NCS-A participants with cortisol mea-
surements compare to participants without across possible confounding variables (red,
open dots), and 2) NCS-A participants with the exposure of interest (residence in a
disadvantaged neighborhood) compare to participants without (blue, closed dots).
Those with and without cortisol measurements look similar with the exceptions of
age, average bedtime on the weekends, maternal work, and the interview taking place
in the summer. In contrast, participants living in disadvantaged neighborhoods differ
from those living in non-disadvantaged neighborhoods in terms of expected demo-
graphic variables like race, income, and maternal education. We do not see any
variables for which the red and blue dots are both extreme.
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Figure 4.3: Covariate balance. Solid points represent the standardized mean differ-
ences between the disadvantaged neighborhood group and non-disadvantaged neigh-
borhood group. Open points represent the standardized mean differences between
those with cortisol measurement and those without. The standardized mean differ-
ence is the difference in means between the two groups standardized by the standard




















































































































The estimated weights for these example data are shown in Table 4.9. Positiv-
ity violations can be a substantial issue in observational studies. [5, 17] The survey
weights in our case study are large, reflecting the NCS-A survey design. As discussed,
double robust estimators may rely on model extrapolation and the variance of IPW
estimators can become large if weights for the participants who were treated and
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selected into the sub-sample are many times larger than weights for the participants
who were untreated and not selected. In this case study, the minimum weight among
those treated and selected into the sub-sample was 1.7 times that of those untreated
and not selected when survey weights were ignored, and 1.3 times that when sur-
vey weights were used. The maximum weight among those treated and selected into
the sub-sample was 1.6 times that of those untreated and not selected when survey
weights were ignored and 1.3 times that when survey weights were used.
Table 4.9: Range of estimated selection and treatment probabilities conditional on
covariates.
Estimated
I( svy = 1)P( svy = 1|W) 4 ⇥10 5-0.0122
I(A = 1)P(A = 1| svy = 1,W) 0.0422-0.9784
I(A = 0)P(A = 0| svy = 1,W) 0.0337-0.9851
I( sub = 1)P( sub = 1|A = 1, svy = 1,W ) 0.0420-0.7379
I( sub = 1)P( sub = 1|A = 0, svy = 1,W ) 0.0433-0.6046
I( sub = 1, A = 1)P( sub = 1, A = 1| svy = 1,W ) 0.0062-0.5968
I( sub = 1, A = 0)P( sub = 1, A = 0| svy = 1,W ) 0.0063-0.4873
I( sub = 1, A = 1, svy = 1)P( sub = 1, A = 1, svy = 1|W ) 1.3 ⇥10 6-0.0051
I( sub = 1, A = 0, svy = 1)P( sub = 1, A = 0, svy = 1|W ) 1.5 ⇥10 6-0.0040
4.5.2 Results
Figure 4.4 plots the estimates and 95% CIs for the expected effect of living in
a disadvantaged neighborhood on cortisol slope using different bias-correction meth-
ods. The 95% CIs are calculated by the percentile method using 1,000 bootstrapped
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samples.






























We first present simpler methods that adjust for none or only some of the potential
biases that exist (in comparison to the IPW, TMLE, and DRWLS methods described
above, which can simultaneously handle non-random survey selection, sub-sample se-
lection, and treatment assignment). Under the naÃŕve approach (no bias correction),
the point estimate is negative and the confidence interval is narrow and crosses zero.
The IPTW estimator adjusts for non-random assignment of the treatment but does
not address sample selection. If the treatment model is correctly specified, the IPTW
estimate will be consistent for the average effect in the NCS-A sub-sample but may be
biased for the average effect in the population. The IPTSvyW estimator adjusts for
non-random assignment of the treatment and non-random selection into the survey,
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but it does not adjust for non-random selection into the sub-sample. The IPTSubW
estimator adjusts for non-random assignment of the treatment and non-random selec-
tion into the survey sub-sample. If the two models are correctly specified, IPTSubW
will be a consistent estimate of the average effect in the NCS-A survey sample but
may be biased for the average effect in the target population.
One-dimensional summaries (Figure 4.3) may lead us to believe that it is not
important to adjust for selection into the sub-sample. The IPW estimate that adjusts
for this selection (IPW) is more than 22% larger than that which does not (IPTSvyW).
This case study was chosen because it was the original motivation for this paperâĂŤit
does not demonstrate inferential differences when sub-sample selection is or is not
adjusted for. Nonetheless, it is possible that even small differences in a plot like
Figure 3 could result in substantially biased population average effect estimates.
The IPW, TMLE, and DRWLS estimators adjust for non-random assignment
of the treatment, non-random selection into the survey sample, and non-random
selection into the sub-sample. TMLE and DRWLS have the additional advantage
that only two of the three treatment, sub-sample selection, and outcome regression
models need to be correctly specified to consistently estimate the population average
effect. In our simulation, both TMLE and DRWLS had smaller variance than IPW. In
this case study, however, only DRWLS has smaller variance than IPW, which results
in a 29% narrower confidence interval. The discrepancy between the performance
of TMLE in the simulation and in the case study likely stems from more unstable
weights and practical positivity violations in the case study data. This highlights the
need for caution in such scenarios.
Based on our simulation study, we would anticipate the DRWLS and TMLE es-
timates to be consistent if only one of our models were incorrectly specified. Using
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DRWLS, we conclude that the cortisol rate difference comparing U.S. adolescents in
disadvantaged versus non-disadvantaged neighborhoods likely falls between -7.36 and
-0.04 ⇥10 2 ng/mL/hour.
Just as we assess whether there are penalties for unnecessarily adjusting for non-
random treatment and non-random sub-sample selection in the simulation study (see
Table 4.8), we compare case study results using more parsimonious and less parsi-
monious models. We chose the models using Akaike information criterion (AIC) in
a stepwise algorithm. Using the AIC may result in models that have better pre-
dictive ability but are less parsimonious. In the simulation, we paid no noticeable
penalty for over-adjusting or unnecessarily adjusting for non-random treatment and
non-random selection. It is possible, though, that we may pay an efficiency penalty
in the more complicated real-world case study. To examine this, we compare A) the
IPW, TMLE, and DRWLS estimators that use the full, AIC-optimized treatment and
selection models to B) those that use the full, AIC-optimized treatment model and a
more parsimonious Bayesian information criterion (BIC)-optimized selection model,
C) those that use the BIC-optimized treatment model and the AIC-optimized selec-
tion model, and D) those that use the BIC-optimized selection and treatment models
(see Figure 4.5). When the more parsimonious selection model is used in panels A
and D, the IPW confidence intervals slightly widen whereas the TMLE confidence
intervals slightly narrow, resulting in similar confidence interval widths comparing
IPW to TMLE. We see little difference between panels A-D in terms of the DRWLS
estimate and 95% CIs.
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Figure 4.5: Illustrative example: marginal mean effect estimates and 95% confidence








































We evaluated estimators of the population average effect in the presence of treat-
ment effect heterogeneity, non-random treatment assignment, and a two-stage selec-
tion process. Using a simulation study we found that a DRWLS estimator and a
TMLE estimator have lower MSE, variance, and percent bias than the IPW estima-
tor. This was true when all models were correctly specified and under moderate and
major misspecification of one of the treatment, selection, or outcome models. We
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derive the efficient influence function and present a TMLE estimator incorporating
survey sampling weights, which can be easily implemented using the available tmle
package in R.
We agree with others [4,23,28,30] that estimating an average effect standardized
to a population of interest is a practical goal. It can aid in the interpretability and
applicability of a studyâĂŹs conclusions, provided one recognizes the assumptions
and limitations involved. First, a population average effect will not provide infor-
mation about treatment effect heterogeneity. Second, estimation can be difficult in
the presence of positivity violations. In cases where the weights are highly variable,
Robins et al. (2007) recommend a sensitivity analysis varying specification of the
models. [23] In addition, there exist methods to identify possible instances of biases
due to positivity violations. [20, 34] Non-parametric methods of model specification
may improve robustness to model misspecification. [3]
Our demonstration of the poor performance of IPW is not new. IPW estimators
have well-known efficiency problems and can be biased due to structural or practical
positivity violations. [23] Much has been published on this in the biostatistics litera-
ture (e.g., [23, 24]), but IPW continues to be widely used by epidemiologistsâĂŤper-
haps because it is straightforward to implement in standard statistical software. We
hope by demonstrating the similarly straightforward implementation of DRWLS and
TMLE coupled with their superior performance over IPW, use of these estimators
may gain popularity.
We evaluated the robustness of our simulation results in a series of sensitivity
analyses. First, we truncated the combined treatment and selection weights at the
99th percentile, as this may lessen both bias and variance due to extreme weights,
though it may also increase bias due to misspecification. [22] We simplified from a
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two-stage to a one-stage selection process. We also tested robustness to weakening
and strengthening the relationship between W1 and selection. Method performance
under correct model specification did not change in any of these cases. We also
modified the data generating mechanism in the simulation so that both covariates
were associated with probability of treatment and probability of selection. IPW
performance improved under this scenario but was still less efficient than TMLE or
DRWLS. Finally, we repeated simulations under no effect heterogeneity and binary
effect heterogeneity (W1 Bernoulli(1/2)). Performance of TMLE and DRWLS did
not change much under these scenarios. However, the MSE of IPW improved in the
case of binary effect heterogeneity and improved even further in the case of no effect
heterogeneity, possibly due to fewer practical positivity violations. [18]
In this paper’s simulation and example, we considered a scenario where the full
set of covariates was measured in the larger survey sample and selection into the sub-
sample only affected missingness of the outcome variable. One could also conceive
of scenarios where the monotone missing data patterns extends to some subset of
covariates. For example, let the full set of covariates be represented by W = W1,W2.
Participants in the sub-sample have the full set of covariates W1,W2, but partic-
ipants in the survey sample have only the subset W1. In this case, the observed
data would be O = (W1,  svy = 1, A,  sub,  subW2,  subY ). We explain how
In order for the exchangeability assumption to hold,  svy and  sub must be ran-
dom conditional on W1, which implies P ( svy = 1|W1) = P ( svy = 1|W1,W2) and
P ( sub = 1| svy = 1,W1) = P ( svy = 1| svy = 1,W1,W2). Some additional
assumptions and modifications would be required for each of the three estimators
evaluated to maintain their unbiasedness properties, as described below.
For the IPW estimator, if W1 and W2 are both confounders of the treatment
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effect, then the conditional probabilities with which we construct the combined inverse
probability of treatment and selection weights would need to change to:
wA=1, svy=1, sub=1 =
1
P ( svy = 1|W1)
⇥ 1
P ( sub = 1| svy = 1,W1)
⇥ 1
P (A = 1)| svy = 1, sub = 1,W1,W2)
=
1
P (A = 1, sub = 1, svy = 1|W)
The IPW estimate would be unbiased if the treatment and selection models were
correctly specified. For the TMLE and DRWLS estimators, if W1 and W2 are both
confounders of the treatment effect, then these estimators would no longer be robust to
misspecification of the selection model. This is because the G-computation step could
only standardize to the sub-sample, meaning that the predicted individual treatment
effects would need to be weighted by the combined survey weights and sub-sample
weights to compute the marginal mean effect estimate for the population. TMLE and
DRWLS would maintain unbiasedness under correct model specification and either
treatment or outcome model misspecification.
Our simulation study has some limitations. First, simulations can only give a
rough approximation of the sampling distribution of the estimators. [23] Second,
there are arguably nearly a dozen or more estimators that could have been assessed
and compared. [13, 14, 28] We chose to focus on a smaller set of estimators that are
particularly straightforward to implement. It is an area for future work to develop
easy-to-use software packages implementing these estimators, as has been done in the
case of TMLE. [7] Third, the approach shown in this paper is not a fully design-based
survey analysis. For example, we ignore survey sampling strata in our bootstrapping
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procedure. This is another area for future work.
In conclusion, we compared estimators of an average effect standardized to a target
population in the presence of non-random treatment assignment, a two-stage selection
process, and treatment effect heterogeneity (linear and non-linear). This scenario can
apply to generalizing results from a survey sub-sample to a specified target population.
[4, 30] We demonstrated that DRWLS and TMLE estimators outperform an IPW
estimator in terms of percent bias, variance, and MSE, even under misspecification
of one of the treatment, selection, or outcome models. Moreover, they are similarly
easy to implement. Lastly, we demonstrated how DRWLS and TMLE estimators can
be applied to everyday research questions, providing an attractive alternative to IPW





Previous research into the relationship between neighborhood disadvantage and
adolescent stress and depression and anxiety has resulted in inconsistent evidence. In
this dissertation, we hypothesize that several factors could contribute to these incon-
sistencies, including (1) nontransportability of findings due to effect heterogeneity and
nonrandom sample selection, (2) failure to fully address confounding by nonrandom
neighborhood assignment, and (3) extrapolation induced by nonpositivity. This dis-
sertation aims to address these gaps using causal inference methods. Specifically, this
dissertation examines effect heterogeneity in the relationships of neighborhood dis-
advantage and (1) cortisol levels and (2) prevalent depression/anxiety in adolescents
and suggests methods to address such heterogeneity. In addition, we use propen-
sity score methods and sensitivity analyses to address both observed and unobserved




We demonstrate that neighborhood disadvantage is associated with greater preva-
lence of depression/anxiety if the neighborhood is in an urban center, but not if
the neighborhood is in a suburban or rural area. This is congruent with the pat-
tern of inconsistent results seen in the literature. Articles reporting no association
tended to sample study participants from the suburbs or rural areas,[e.g., [8, 30]]
but those reporting an association tended to sample the participants from urban
areas.[e.g., [18, 20, 45]] Thus, it is possible that considering urbanicity as an effect
modifier may offer a partial explanation of previous inconsistent findings. However,
we consider alternative explanations in Section 5.3.1.1.
Effect modifiers may be integral components of the theoretical mechanism under-
lying an association. For example, the theory of how neighborhood disadvantage is
embodied to affect mental health is likely different depending on whether the process
occurs in an urban center versus a rural area. Living in a disadvantaged neighbor-
hood in an urban area may include more exposure to neighborhood violence and
noise [e.g., [7, 31]] and more economic segregation in neighborhoods, schools, and
workplaces. [41] In such cases, it is important to identify effect modifiers and esti-
mate subgroup effects for at least two reasons. First, the Stable Unit Treatment
Value Assumption (SUTVA) of causal inference assumes that there is one version of
the treatment/exposure for everyone. [28] Thus, examining the effect of a treatment
that is as homogenous as possible is likely useful in determining what is it about
neighborhood that increases risk of anxiety and depression. Second, estimating sub-
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group effects where the subgroups are defined based on the value of an effect modifier
is important for targeting interventions to individuals who may benefit most. For
instance, in our example of the relationship between neighborhood disadvantage and
prevalent depression/anxiety, adolescents in disadvantaged urban areas were found to
be particularly vulnerable to anxiety and depression. Therefore, targeting resources
to this subpopulation may be appropriate.
When effect modifiers are not integral to the theoretical mechanism, they may still
be important to consider because of their impact on the generalizability of findings.
For example, in Aim 2 we find that living in a disadvantage neighborhood is associated
with higher cortisol levels prior to a novel interview situation and a steeper rate of
decline in cortisol levels over the course of the interview. However, cortisol data were
only available for a nonrandom subset of the nationally representative sample, so
we could not be sure whether our results would apply to U.S. adolescents in general.
Hernan and Robins call the ability to apply causal effects estimated in one population
to other populations “transportability". [14] If populations differ in the distribution of
effect modifiers, and if these effect modifiers are not accounted for in the analysis (e.g.,
as interactions with treatment in a regression), and/or if a marginal effect is estimated,
then effect estimates will differ between populations and such differences may be
large enough to cause changes in inference. Nontransportability due to nonrandom
sample selection is discussed less frequently than confounding due to nonrandom
treatment/exposure assignment. In epidemiologic literature, it is typically addressed
by inverse probability weighting, if it is addressed at all. [4] However, these weighting
methods have been shown to be problematic—particularly in terms of efficiency, but
even in terms of bias. [25] We hypothesize that inverse probability weighting (IPW)
is still frequently used by epidemiologists because of a lack of dissemination about
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the problems of weights and because weights are easy to implement.
In this dissertation, we demonstrate that two easy-to-implement versions of tar-
geted maximum likelihood estimation (TMLE) can be used to address bias due to
nonrandom sampling (and thus address nontransportability issues) as well as bias due
to nonrandom treatment/exposure assignment. These two versions of TMLE include
a simple estimator suggested by Marshall Joffe that combines weighted regression with
G-computation and an estimator that uses a vector of inverse probability weights to
fluctuate around an initial conditional expected outcome. We demonstrate via simula-
tion that in the scenario of nonrandom treatment assignment, a nonrandom two-stage
selection mechanism, and treatment effect heterogeneity (both linear and nonlinear),
these TMLE implementations outperform IPW in terms of mean squared error and
bias. The advantages of TMLE over IPW hold under no model misspecification as
well as in the presence of misspecification of any one of the treatment, selection, or
outcome models. To facilitate adoption of this method by epidemiologists and other
applied researchers, we provide a tutorial of how both TMLE implementations may
be implemented, including code.
5.2.2 Confounding and Positivity
In addition to effect heterogeneity, this dissertation addresses confounding by
neighborhood residence and positivity violations in estimating the associations be-
tween neighborhood disadvantage and anxiety/depression and between neighborhood
disadvantage and cortisol. Propensity score methods—particularly when applied in
conjunction with usual outcome analytic methods like regression—offer several advan-
tages over regression alone, as discussed in Section 1.5.1. We applied propensity score
127
subclassification and coupled it with regression adjustment to make the assumptions
of no confounding and positivity more tenable in the association between neighbor-
hood disadvantage and adolescent depression/anxiety in Aim 1. We also combined
propensity score methods with multiple imputation and design-based survey analysis
in this Aim’s analyses. Approaches for combining these methods have not been well
studied, and this is an area of interest for future methodological work. For exam-
ple, we know of few published examples that have combined propensity scores and
a design-based survey analysis. [5, 46] We largely followed Zanutto’s approach, but
employed the Mantel-Haenszel method in averaging over propensity score subclasses,
which resulted in smaller standard errors. Future work should explore whether this
method would result in efficiency gains more generally.
We also demonstrate how multiple matching methods can be combined and cou-
pled with regression to provide a way to reduce variability in a large, nonlaboratory-
based study involving biomarkers in Aim 2. This is relevant to neighborhood research,
because if neighborhood residence influences risk of depression and anxiety, its influ-
ence may operate through the stress-response system: living in a disadvantaged neigh-
borhood may increase stress levels, which place residents at differentially greater risk
of poor mental health. Neighborhood studies may encompass large geographic areas
to include ample neighborhood variability in the sample. Study participants drawn
from a large geographic area present a challenge to studying stress, however, because
it may be logistically and financially prohibitive to transport participants to a central
location so that their stress biomarkers can be measured in a strictly controlled labo-
ratory setting. Studies of adults have addressed this challenge by having participants
take multiple cortisol samples at certain times per day on multiple days to separate
within- versus between-person variability in cortisol’s diurnal rhythm. [11] However,
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this collection scheme has been shown to be infeasible for adolescents. [12] Moreover,
a standardized stress test was deemed to be unethical to administer to adolescents in
the NCS-A (and presumably in other studies involving children). Consequently, the
NCS-A measured cortisol at the time of the interview in the adolescent’s home. To
take advantage of these data, including the major strength of racial/ethnic and geo-
graphic diversity and large sample size, we needed to take steps to reduce variability
in the cortisol data. Key drivers of cortisol variability include time of day, week-
day versus weekend, and possibly race/ethnicity. To achieve strict balance on these
variables between the two exposure groups, we matched individuals living in disad-
vantaged neighborhoods with those in nondisadvantaged neighborhoods who had the
same values of weekend/weekday and race/ethnicity (exact matching), who had their
cortisol measured at approximately the same time of day (caliper matching), and who
looked similar on a lengthy vector of demographic characteristics and environmental
and behavioral characteristics that may also affect cortisol levels (e.g., season, bed-
time) (propensity score matching). Prior to matching, we applied strict exclusion
criteria to exclude individuals whose stress response system may be influenced by
hormones or drugs and so may not be at risk for being influenced by neighborhood
sources of stress. This variability-reducing strategy may provide an initial way for-
ward for the practical researcher wanting to make use of cortisol measurements in
large, epidemiologic studies.
Because Aims 1 and 2 are observational studies, we cannot be sure that the asso-
ciations are not actually artifacts of unobserved confounding. Consequently, for each
Aim, we conducted sensitivity analyses to estimate how much unobserved confounding
would be necessary to change our inferences. There have been many articles on how
to estimate the impact of unobserved confounding, but most are specific to certain,
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simple scenarios. [26] We used the more general equations proven in VanderWeele
and Arah. [39] We found that the association between neighborhood disadvantage
and adolescent depression/anxiety in an urban area was not very sensitive to an
unobserved confounder. (Setting the conditional probability of a given unobserved
confounder to 80% in disadvantaged neighborhoods conditional on a vector of mea-
sured covariates, X, the unobserved confounder would need to be twice as prevalent
in disadvantaged versus nondisadvantaged neighborhoods (conditional on X) and be
associated with 1.4 times greater odds of prevalent depression/anxiety (conditional
on X) to change our inference.) However, the association between neighborhood dis-
advantage and cortisol slope over the course of the NCS-A interview was moderately
sensitive to an unobserved confounder. (Setting the conditional probability of a given
unobserved confounder to be 20% greater in a disadvantaged versus nondisadvantaged
neighborhoods (conditional on X), the unobserved confounder would have to change
the conditional average effect of neighborhood on cortisol slope by 62% to change our
inference in Adjusted Model 1.)
5.3 Limitations
As discussed in the above paragraph, because this dissertation estimated associ-
ations with a nonrandomized exposure, one limitation is that results may be biased
due to unobserved confounding. Other significant limitations—both practical and
philosophical—stem from our use of neighborhood disadvantage as the exposure of
interest.
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5.3.1 Error in measuring neighborhood disadvantage
5.3.1.1 Practical limitations
First, neighborhood disadvantage is measured with error. The summary mea-
sure of neighborhood disadvantage comprises a set of indicators measuring different
components of neighborhood disadvantage, like income, assets, housing value, edu-
cation, and employment. [27] While a summary measure such as this one is more
complete and should contain less random measurement error than any one indicator
alone, it is unlikely that the latent construct of neighborhood disadvantage is fully
captured by this set of indicators. Furthermore, we use Census tracts as a proxy for
neighborhood; neighborhood boundaries identified by residents will likely not overlap
completely with Census tract boundaries. In addition, the quality of Census tracts
as a proxy for neighborhood may differ by level of urbanicity or neighborhood-level
effect modifer. We discuss this limitation further in Section 5.3.1.1. Nevertheless,
Census tracts allow neighborhood measures to be “compared over time and across
regions," [19] and are better than zip codes at detecting differences in socioeconomic
gradation across areas. [19]
Second, in estimating each association we impose a cutpoint and define neigh-
borhoods in the first tertile of neighborhood disadvantage scores as disadvantaged
and those in the upper two tertiles as nondisadvantaged. This cutpoint may not be
ideal. In examining the association between neighborhood disadvantage and cortisol,
we conducted a sensitivity analysis in which we changed the cutpoint from the 33rd
percentile to the 25th, 20th, 15th, 10th, and 5th. Results were similar for all cutpoints
except the 5th percentile, which may be due to the large loss in sample size necessary
to retain positivity. While lowering the percentile of the cutpoint likely results in a
131
more homogenous exposure, that advantage must be balanced with disadvantages of
loss of sample size and loss of generalizability. In addition, at a certain point, gains
in homogeneity may stop being meaningful. For these reasons, we would like to eval-
uate and utilize recent machine learning methods to choose an optimal cutpoint [15]
in future work.
Third, measurement error may be differential by urbanicity, which is a particu-
lar concern for Aim 1. This issue is typically called measurement variance, and we
performed a sensitivity analysis to assess whether our results could be an artifact
of measurement variance of neighborhood disadvantage across levels of urbanicity.
Multiple-group confirmatory factor analysis that allowed the loading coefficients of
the neighborhood disadvantage measurement model to differ by urbanicity was used
to estimate factor scores using the regression method. [2] Defining neighborhood dis-
advantage based on these factor scores did not change our inferences.
In addition, our finding of urbanicity as an effect modifier in Aim 1 may be
spurious if there are unmeasured effect modifiers of the neighborhood disadvantage-
mental health relationship at the neighborhood level that were not addressed. [10]
Addressing such effect modifiers that are measured was the focus of Aim 3. We are
unaware of bias equations for unmeasured confounders at the neighborhood level.
Developing such equations is an area for future work.
Finally, using factor scores to value neighborhood disadvantage and then using
these scores in subsequent analyses as opposed fitting a one-step structural equa-




There is also a more philosophical limitation to our measure of neighborhood dis-
advantage: it is unlikely that every adolescent we classified as being “exposed to"
living in a disadvantaged neighborhood experienced the same exposure. For example,
for one adolescent, living in a disadvantaged neighborhood may mean being exposed
to multiple sources of neighborhood violence witnessing and victimization, loud noise
from traffic and transportation, and interacting with neighbors and schoolmates who
are relatively homogenous in their socioeconomic makeup. For another adolescent,
living in a disadvantaged neighborhood may mean being exposed to violence witness-
ing, but not victimization, minimal noise, and interacting with schoolmates who have
a relatively diverse socioeconomic makeup. In our analyses, both of these exposures
are classified as disadvantaged neighborhood residence. This is a violation of the
causal inference assumption, SUTVA, which assumes only one version of each treat-
ment/exposure. In future work, I would like to focus on studies with well-defined
and potentially modifiable treatments/exposures, as this would aid inference as well
as the study’s practical utility informing policies and programs. For example, the
Moving to Opportunity (MTO) Study was discussed in Section 1.2.1. In MTO, the
treatment is being given a voucher to move to a nonpoor neighborhood. The voucher
is the same for all participants and is a specific policy intervention (albeit an unsus-
tainable and politically unpopular one). (It is important to note that if we consider
the neighborhood as the exposure instead of voucher assignment, we may again have a
SUTVA problem.) While well-defined exposures such as the MTO vouchers meet the
treatment consistency requirement of SUTVA, the no-interference requirement may
be violated. For example, families who did not receive a voucher could nonetheless be
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affected by the program when their neighbors with vouchers moved. [32] However, an
emerging area of research is in developing methods to relax this assumption. [36, 38]
In addition, propensity score theory assumes that variables are measured without
error. It is likely that there was at least some error in several of the variables we
included in our propensity score models. There has been little work done on the effects
of estimating propensity scores when the covariates are measured with error, but
preliminary studies suggest that measurement error compromises the bias-reduction
potential of propensity scores, especially in the case of differential measurement error.
[23, 33] There has also been little work on ways to relax this assumption. [21, 24, 35]
This will be one area of study in my postdoctoral work.
5.3.2 Error in measuring cortisol
Limitations in measuring cortisol levels in Aim 2 can be thought of as falling into
one of two categories: limitations in the actual measurement of salivary cortisol and
limitations in using salivary cortisol as a proxy for stress.
5.3.2.1 Limitations in the measurement of salivary cortisol
One source of error in the actual measurement of salivary cortisol stems from
cortisol’s sensitivity to a wide range of factors that were not held constant in its
collection, which we discussed in Section 5.2.2. To reduce this source of error and
allow for the measurement of specific dimensions of the stress response system via
cortisol, controlled laboratory conditions that hold time, day of the week, and certain
environmental variables (e.g., light, temperature, noise) and behaviors (e.g., level of
physical activity, smoking, drinking) constant and the use of protocols that admin-
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ister either a standardized acute stressor (e.g., a Trier stress test) or rest period are
required. [13] Because this was not possible in the NCS-A, we cannot infer that the
cortisol outcomes in Aim 2 map onto specific HPA axis dimensions.
The second source of error is the cortisol assay. Quantification of cortisol levels was
done by a radioimmunoassay (Siemens Diagnostic). The sensitivity of the assay was
0.0165 ng/mL. Intra- and inter-assay coefficients of variation were 5.4% and 26.0%,
respectively. Similar coefficients of variation for this method have been reported
previously, [42] but the interassay coefficient of variation is large.
5.3.2.2 Limitations in using salivary cortisol as a proxy for
stress
As discussed in Section 1.4.1, salivary cortisol is only one of many biomarkers
that could be used to measure the multi-faceted and complex stress response system.
[22] Seeman et al has argued against the use of any one measure as a proxy for
allostatic load, saying “Prior research...has largely examined the role of individual
biological parameters... [In contrast], allostatic load is reflected in the cumulative total
of physiological dysregulations across multiple physiologic regulatory systems." [29]
For example, in the MacArthur Successful Aging Study, Seeman et al used over a
dozen different biologic parameters. These parameters included primary mediators,
primary effects, and secondary effects and represented measures of the HPA axis
(e.g., cortisol), sympathetic nervous system (e.g., norepinephrine), and effects on
the metabolic (e.g., glycosylated hemoglobin), immunologic (e.g., fibrinogen) and
cardiovascular systems (e.g., systolic and diastolic blood pressure). [29] Moreover,
Chida and Hamer note in a 2008 review that different stress mediators show different
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response patterns within stressor type. [3] So, including a variety of biomarkers can
give a more accurate and complete picture of the relationship between allostatic load
and an exposure of interest. Applying this to our Aim 2 results, it is possible that
the relationship between neighborhood disadvantage and other indicators of allostatic
load could have been significant even in the absence of a relationship with cortisol.
Although several leaders in the stress biomarker field have argued for the use
of multiple measures of allostatic load, many studies continue to measure cortisol
as the sole stress biomarker. This could be for the practical reason that using one
indicator of allostatic load as opposed to many simplifies and reduces the cost of the
study. If one chooses to measure a single indicator of allostatic load, cortisol may
be a reasonable candidate, as discussed in Section 1.4.1. Free, unbound cortisol can
be obtained from saliva samples whereas total—bound and unbound—cortisol can
be obtained from serum samples. Unbound cortisol is likely the more relevant proxy,
because it is thought to be the only component of cortisol to reach the “target tissue
and elicit glucocorticoid effects." [17] Consistent with this idea, saliva cortisol has
been found to better measure adrenal cortical function [40] and HPA axis activity, [9]
although saliva and serum cortisol are highly correlated. [44] In addition, measuring
cortisol through saliva samples is noninvasive and does not induce stress—a strength
because of cortisol’s sensitivity to stress. [17]
5.3.3 Error in measuring adolescent anxiety and depression
The outcome variable of emotional disorder is also subject to measurement error.
However, the use of the CIDI (World Health Organization Composite International
Diagnostic Interview Version 3.0) modified for adolescents 13 years and older in assess-
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ing mental disorder is a key strength. The CIDI uses community survey methodology
to administer standardized diagnostic interviews based on DSM criterion in a face-to-
face format by lay interviewers. It is more reliable than unstandardized psychiatric
diagnoses and shows good agreement with standardized psychiatric diagnoses. [43] It
also has high content validity, as it is designed to correspond to DSM-IV and ICD-10
criteria. [16]
5.4 Strengths
The strengths of this dissertation are rooted in our recognition of its limitations—
and our effects to minimize their influence—and in the strengths of the NCS-A
dataset.
Conducting a cross-sectional, nonrandomized study challenges causal inference.
However, our integration of multiple propensity score methods with regression out-
come analysis addresses limitations of confounding and extrapolation due to non-
positivity. We accompany these methods with sensitivity analyses to an unobserved
confounder to provide insight into the otherwise intractable limitation of unobserved
confounding.
In addition, several of the covariates we used throughout this dissertation had
missing data—the greatest amount of missing data was 30% for the current parental
employment variable in Aim 2. We followed recommendations by Stuart et al and
multiply imputed data for use in subsequent analyses. [34] Multiple imputation has
been shown to require less strict assumptions than excluding those with missing data.
We used multiple imputation by chained equations, which is a flexible approach in
that it is nonparametric and does not assume a joint-normal distribution. [37] Fol-
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lowing imputation, we looked at diagnostics within the imputed datasets, including
checking convergence and comparing the imputed versus observed distributions across
variables. [37]
Several other strengths derive from the NCS-A dataset. With over 10,000 adoles-
cents, the NCS-A is the largest nationally representative survey of adolescent mental
health in the U.S., compiling data collected from adolescents, parents, and GIS-coded
residence for an unusually large amount of information on context. Because of these
attributes, we were well-positioned to examine the role of urbanicity as a potential
effect modifier of the association between neighborhood disadvantage and depres-
sion/anxiety in Aim 1, and we were well-positioned to address the gaps of small
sample size and racial/ethnic and geographic homogeneity in previous research on
the association between neighborhood and cortisol in Aim 2.
Because data on neighborhood residence and DSM-IV disorders were available for
nearly all adolescents in the NCS-A, in Aim 1 we were able to preserve the NSC-A’s
sampling strengths and nationally representative interpretation by incorporating the
survey design and weights into our analysis. The design-based analysis accounts for
sample selection (incorporating strata and cluster variables) and nonresponse, thus
addressing clustering (which was low—3 adolescents per neighborhood, on average)
of adolescents within neighborhoods.
However, data on cortisol levels were only available for a subset (approximately
one-fourth) of the NCS-A sample. No weights had been calculated for this subset,
so we were unsure whether or not our results from Aim 2 would generalize to U.S.
adolescents. Examining the potential transportability of Aim 2’s findings was the
motivation for Aim 3. First, we examined one-dimensional summary measures com-
paring the NCS-A subset with cortisol measures to those without and found few
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differences. We then applied the TMLE methods evaluated in Aim 3’s simulation
study to estimate the marginal association between neighborhood disadvantage and
cortisol slope adjusting for bias due to nonrandom treatment assignment and nonran-
dom sample selection. Our inferences were unchanged. In addition to applying these
methods to Aim 2’s research question, we provide an evaluation of multiple methods
and a tutorial (including code) for applying the recommended TMLE implementa-
tions. In doing so, our aim is to communicate to applied epidemiologic researchers
the importance of addressing transportability and the ease of doing so using TMLE.
5.5 Conclusion
In conclusion, this dissertation contributes to the evidence base that neighbor-
hood influences stress and mental health. We found that living in a disadvantaged
neighborhood is associated with current depression and anxiety in adolescents if that
neighborhood is in an urban area, but not otherwise. The neighborhood environment
may affect mental health through dysregulation of the stress response system. We
found evidence that living in a disadvantaged neighborhood influences adolescent cor-
tisol levels during a novel interview situation. This association was maintained when
we adjusted for nonrandom selection into the cortisol sample. Because the challenge
of adjusting for both treatment and selection bias in the presence of effect heterogene-
ity has not been extensively researched, we conducted a simulation study to inform
our choice of analysis method and provide a tutorial for applied researchers on how




A.1 Relationship between cortisol and
mental health
In Chapter 2, we examined the association between neighborhood disadvantage
and anxiety/depression, which spans our conceptual model. In Chapter 3, we exam-
ined the association between the first half of our conceptual model—neighborhood
disadvantage and cortisol. It is natural, then, that in future work we examine the
association between the second half of our conceptual model—cortisol and anxiety/de-
pression.
As discussed in the Introduction, research has linked cortisol levels and other
biomarkers of the stress response system to the cross-sectional association and lon-
gitudinal risk of anxiety and depression. For example, cortisol dysregulation and
elevated levels are associated with depression. [7, 12, 13] Cortisol levels may remain
elevated for the duration of the major depressive episode, and have been shown to
reduce hippocampal volume. [10,11] This reduced hippocampal volume has also been
associated with anxiety disorders like PTSD, which suggests that dysregulation of the
stress response system is at least partially responsible. [1, 8]
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Based on this previous research as well as our research in Aim 2, we hypothesize
that higher pre-interview cortisol levels and steeper rates of cortisol decline would
be associated with past-year depression and anxiety. Additionally, we hypothesize
that this association is moderated by persistent and severe childhood trauma such
that adolescents with exposure to such trauma will have lower pre-interview levels and
flatter rates of decline, but will be more likely to have experienced past-year depression
and anxiety. Therefore, we would expect the presence of trauma to attenuate the
association between coritsol levels, slope and depression/anxiety.
We performed a preliminary analysis testing this hypothesis, the results of which
are shown in Tables A.1 and A.2 and Figures A.1 and A.2 below. Instead of the
trauma operationalization used in Aim 2, we operationalized trauma as being physi-
cally abused by either or both parents, as this was a more influential predictor. In the
model with past-year depressive disorder as the outcome, we found that our hypoth-
esis was confirmed, but did not reach the level of statistical significance. This may
be in part due to the relatively low number of adolescents who report physical abuse
by their parents (180 out of 1,642) and the relatively low number who were classified
as having past-year depressive disorder (77 out of 1,642). Results for past-year emo-
tional disorder were similar. In contrast, cortisol levels had very little influence on
past-year anxiety disorder.
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Table A.1: Pre-interview coritisol regression results. Estimates and 90% CI1
Variable MDD Anxiety Either
log(cortisol) 0.223 0.003 0.220⇤
( 0.041, 0.487) ( 0.110, 0.116) (0.008, 0.432)
physical abuse 0.497 0.047 0.548⇤⇤
( 0.023, 1.018) ( 0.241, 0.334) (0.146, 0.949)
sample time  5.461  3.921  0.223
( 13.753, 2.832) ( 8.704, 0.862) ( 6.896, 6.450)
sample time2  7.173⇤ 1.823  10.097⇤⇤
( 13.817,  0.530) ( 1.986, 5.632) ( 16.523,  3.670)
female 0.713⇤⇤ 0.636⇤⇤⇤ 0.670⇤⇤
(0.260, 1.166) (0.372, 0.900) (0.244, 1.097)
age 0.176⇤ 0.050 0.175⇤⇤
(0.025, 0.326) ( 0.018, 0.118) (0.059, 0.292)
weekend  0.449⇤  0.001  0.400⇤
( 0.858,  0.040) ( 0.225, 0.223) ( 0.758,  0.042)
summer  0.615  0.161  0.228
( 1.257, 0.027) ( 0.554, 0.232) ( 0.854, 0.398)
fall  0.419  0.174  0.087
( 1.207, 0.369) ( 0.554, 0.207) ( 0.780, 0.605)
winter  0.470  0.461  0.207
Continued on next page
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Table A.1 – continued from previous page
Variable MDD Anxiety Either
( 1.285, 0.346) ( 0.981, 0.059) ( 0.905, 0.492)
black  0.241 0.491⇤⇤  0.050
( 0.830, 0.349) (0.142, 0.840) ( 0.603, 0.503)
other race  0.862 0.192  0.470
( 1.720,  0.005) ( 0.339, 0.723) ( 1.212, 0.271)
white  0.622⇤⇤  0.284  0.418
( 1.117,  0.127) ( 0.595, 0.027) ( 0.991, 0.155)
log(cortisol)⇥abuse  0.693⇤ 0.034  0.652
( 1.299,  0.087) ( 0.294, 0.361) ( 1.339, 0.035)
Table A.2: Cortisol slope regression results. Estimates and 90% CI2
Variable MDD Anxiety Either
cortisol slope  1.570 0.207  1.106
( 3.484, 0.344) ( 0.688, 1.102) ( 3.106, 0.895)
physical abuse 0.474 0.030 0.529⇤⇤
( 0.068, 1.016) ( 0.265, 0.326) (0.119, 0.940)
sample time  5.558  3.876  0.778
( 13.492, 2.375) ( 8.568, 0.816) ( 8.029, 6.472)




Table A.2 – continued from previous page
Variable MDD Anxiety Either
sample time2  7.133⇤ 1.869  9.918⇤⇤
( 13.655,  0.611) ( 1.852, 5.591) ( 16.207,  3.630)
female 0.689⇤⇤ 0.636⇤⇤⇤ 0.651⇤⇤
(0.245, 1.132) (0.367, 0.906) (0.229, 1.073)
age 0.178⇤ 0.048 0.178⇤⇤
(0.026, 0.329) ( 0.019, 0.115) (0.060, 0.296)
weekend  0.456⇤ 0.008  0.409⇤
( 0.873,  0.038) ( 0.216, 0.232) ( 0.774,  0.045)
summer  0.615  0.161  0.234
( 1.242, 0.012) ( 0.556, 0.235) ( 0.854, 0.386)
fall  0.426  0.167  0.085
( 1.193, 0.342) ( 0.554, 0.221) ( 0.756, 0.585)
winter  0.461  0.450  0.199
( 1.253, 0.332) ( 0.978, 0.077) ( 0.878, 0.481)
black  0.232 0.497⇤⇤  0.043
( 0.831, 0.368) (0.150, 0.844) ( 0.605, 0.519)
other race  0.867 0.192  0.487
( 1.727,  0.007) ( 0.331, 0.715) ( 1.242, 0.269)
white  0.617⇤⇤  0.284  0.407
( 1.112,  0.123) ( 0.595, 0.027) ( 0.977, 0.163)




Table A.2 – continued from previous page
Variable MDD Anxiety Either
cortisol⇥abuse 5.649⇤  2.694 4.732
(0.672, 10.626) ( 5.560, 0.172) ( 0.843, 10.306)
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Figure A.1: Associations between pre-interview cortisol level and log odds of disorder





















Figure A.2: Associations between cortisol slope and log odds of disorder by presence




















We performed several initial sensitivity analyses. First, we repeated the analysis
restricting the dataset to samples that had been taken after 3PM and after 5PM. Re-
sults were similar but remained non-significant, and sample size diminished markedly
for the after 5PM subset. We also repeated the analysis using predicted cortisol values
at a given sampling time. Results changed appreciably towards the null using these
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predicted values.
We caution that these results are preliminary. For a more thorough analysis, we
would need to apply methods that would balance potential powerful confounders such
as cortisol sampling time and weekend versus weekday, as we did in Aim 2. In this
case, using propensity score methods to do so would be possible, but more complex, as
our exposure of interest is continuous. [5] Relatedly, we would expect more practical
positivity violations. We are also limited by the noise in the cortisol samples, which
have an interassay coefficient of variation of 26.0%. Examining a relationship between
cortisol and mental health may be a scenario where the design of a highly controlled
experiment is important to reduce noise in order to detect an association with rare
outcomes like prevalent major depressive disorder or anxiety. In addition, the design
of such an experiment should include more detailed measures on childhood traumas
in order to estimate these subgroup effects.
A.2 Buffering of the neighborhood disadvantage-cortisol
relationship by religion
In Chapter 3, we examined the association between neighborhood disadvantage
and cortisol. We hypothesized that living in a disadvantaged neighborhood would
entail exposure to stressors, which would dysregulate adolescent’s stress response
system. It is plausible that factors such as social support and coping mechanisms
could act to buffer this association. [2–4,6] Religious participation may influence both
social support and coping, and there is limited evidence that spirituality (which we
are aware is different from religious affiliation) can act to calm HPA axis components
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such as cortisol. [9]
We tested the possible buffering influence of religion on cortisol levels by cate-
gorizing adolescents based on whether they self-associated with a relgion or not and
including an interaction term between religion and neighborhood disadvantage status.
The results are shown in Tables A.3 and A.4 and Figure A.3. As hypothesized, we
see that affiliation with a religion dampens the association between living in a dis-
advantaged neighborhood and higher pre-interview cortisol levels and also dampens
the association between living in a disadvantaged neighborhood and steeper cortisol
slope. The interaction between neighborhood disadvantage and religion is statistically
significant at the 0.05 level when cortisol slope is the outcome, but does not reach
statistical significance when pre-interview cortisol levels is the outcome.
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Table A.3: Pre-interview cortisol regression results. Estimates and 95% CIs.
Coefficient (lower upper)
Neighborhood disadvantage 0.357 0.093 0.622
Religious affiliation 0.081 -0.172 0.334
Sampling time -0.000 -0.000 -0.000
Female 0.008 -0.076 0.092
Age 0.039 -0.003 0.081
Urban 0.082 -0.097 0.262
Suburban 0.005 -0.158 0.168
Maternal age -0.003 -0.013 0.007
Maternal eduation -0.036 -0.125 0.052
2nd gen immigrant -0.172 -0.500 0.157
3rd or later gen immigrant -0.128 -0.405 0.149
Midwest -0.021 -0.255 0.212
South 0.124 -0.066 0.315
West 0.079 -0.107 0.265
Summer 0.135 -0.031 0.300
Fall 0.175 0.003 0.347
Winter 0.082 -0.237 0.401
Propensity score -0.437 -0.772 -0.102
Neighborhood disadvantage ⇥ religion -0.208 -0.524 0.108
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Table A.4: Cortisol slope regression results. Estimates and 95% CIs.
Coefficient (lower upper)
Neighborhood disadvantage -0.097 -0.162 -0.031
Religious affiliatio -0.056 -0.114 0.002
Sampling time 0.000 0.000 0.000
Female -0.006 -0.032 0.020
Age -0.002 -0.009 0.005
Urban -0.020 -0.041 0.002
Suburban -0.010 -0.025 0.005
Maternal age 0.001 -0.001 0.002
Maternal eduation 0.003 -0.010 0.015
Language 0.002 -0.021 0.025
2nd gen immigrant -0.017 -0.081 0.046
3rd or later gen immigrant -0.017 -0.080 0.047
Citizen 0.045 -0.006 0.095
Midwest 0.016 -0.036 0.068
South -0.002 -0.045 0.041
West 0.017 -0.029 0.062
Summer 0.009 -0.018 0.036
Fall 0.007 -0.019 0.034
Winter 0.014 -0.020 0.047
Propensity score 0.042 -0.006 0.090
Neighborhood disadvantage ⇥ religion 0.081 0.011 0.152
Female ⇥ age 0.000 -0.011 0.011
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Figure A.3: Conditional expected ratios of pre-interview cortisol levels and condi-
tional expected differences in cortisol slope during the late decline period comparing
adolescents living in disadvantaged versus non-disadvantaged neighborhoods who are
religious and not religious using Adjusted Model 1 from Aim 2. Top row: Ratios of
point-in-time pre-interview cortisol levels. Error bars represent 95 CI for the mean.




































In future work, we plan to supplement this preliminary analysis by exploring
the potential buffering effects of other factors such as social support, involvement in
school/community activities or sports, and coping strategies. Together, these anal-
152
yses will identify modifiable factors that may promote resiliency for youth living in
disadvantaged neighborhoods.
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