Abstract-The goal of this paper is to study potential applicability and performance of approximate dynamic programming (ADP) for building control problems. It is well known that occupants' stochastic behavior affects the thermal dynamics of building spaces. Incorporating occupant interactions in building control system designs is the main focus of this work. We apply ADP to stochastic optimal control designs for illustrative scenarios of occupant-building interactions and demonstrate its validity through a simulation study.
I. INTRODUCTION
Our goal is to study stochastic optimal control designs and its applicability to building climate control scenarios, important stochastic control applications. Recently, there has been a lot of interests in energy consumption and comfort management in buildings [1] . Its main goal is to balance between the energy consumption and occupants' comfort in work environments. The presence of stochastic uncertainties and disturbances, such as weather and occupant interactions, is a major concern in building environment research as they degrade the performance of the control systems.
This paper considers the building control problem with a particular focus on building-occupant interactions. The role of occupants is significant in the thermal dynamics of building spaces [2] - [5] . In particular, the thermal preferences of occupants induce their actions, which potentially perturb the thermal dynamics of building spaces. It is a special class of stochastic systems in the sense that the statistical behavior of the occupant's actions interact with the system evolution: occupant thermal preference models [6] - [8] depend on environmental factors, for example, the indoor air temperature. For this reason, developments of effective stochastic control methods become of prime importance.
Literature Review: Model predictive control (MPC) is a popular optimal control scheme in the presence of various constraints and objectives. For this reason, it has been widely used for building control problems [9] , [10] . However, MPC uses predictions of system's future output trajectories; thereby, its performance is sensitive to uncertainties. To overcome this difficulty, stochastic MPC (SMPC) has been studied for building controls problems [11] - [14] . Many SMPC approaches assume that the system disturbances are Gaussian. However, Gaussian disturbances cannot describe more complicated behavior of real-world systems, and it is of great importance to develop optimal control designs for systems with more generic stochastic disturbances. In this respect, occupant models based on Markov chains have been studied in [3] , [5] for building control problems. Scenariobased (or sample-based) MPC [15] , [16] can be applied to cope with generic non-Gaussian stochastic disturbances. The approach was successfully applied to many engineering applications, for instance, robot path-planning problems in [15] and the aircraft conflict detection in [17] . For the building problems, the scenario approach was investigated in [18] , where samples of the external temperature, solar radiation, and room occupancy are generated by using an empirical statistic model. Approximate dynamic programming (ADP) [19] (or reinforcement learning (RL) [20] from the machine learning context) is another possibility. For building applications, ADP was studied in several researches, for instance [21] - [24] .
Challenges: In building environment research, advanced occupant thermal preference models have been developed, e.g., [6] - [8] , where occupant's thermal preferences are expressed as probability mass functions that depend on environmental factors, for example, the indoor air temperature. However, the existing results did not consider such occupant behavior models that interacts with the building dynamics. The optimal control of such stochastic systems cannot be formulated as easily solvable optimization problems. For instance, the scenario-based control design schemes are problematic in this case. Such cases arise in many applications, for example, hybrid electric vehicle powertrain management problems [25] , [26] . One possible approach to solve such complex optimal control problems is to use ADP. For building control problems, ADP has been studied in several researches, for instance [21] - [24] , [27] , [28] , to find a balance among energy savings, high comfort, and indoor air quality. However, the previous studies did not consider occupant interactions.
Statement of contributions:
Motivated by the observations, the first contribution is to study dynamic programming (DP) for special stochastic systems, where the continuous and discrete state-spaces coexist and interact with each other. Such systems include the thermal dynamics of building spaces with occupants. We prove the convergence of the DP. The proposed results build upon the previous work [25] , where a DP was investigated for a similar class of stochastic systems. Compared to that of [25] , the proposed DP can handle systems with additional random disturbances in the continuous state-space. Another contribution is an application of the RL to building control problems with occupant interactions based on the developed DP. RL 1 is a family of unsupervised learning schemes for agents interacting with unknown environment, and has been widely studied in [29] - [34] . We assume that a stochastic model of occupant behavior is given and present illustrative scenarios where RL can be applied to building control systems with occupant interactions, assessing potential of RL in those cases. Finally, we note that a disadvantage of the proposed DP method compared to scenario-based MPCs is its inability to deal with constraints, which needs to be further studied in future researches.
II. PRELIMINARIES
Throughout the paper, the following notations will be used: N and N + : sets of nonnegative and positive integers, respectively; R: set of real numbers; R n : n-dimensional Euclidean space; R n×m : set of all n × m real matrices; A T : transpose of matrix A; |S|: cardinality of finite set S; E[·]: expectation operator; P[·]: probability of event.
Consider the discrete-time stochastic system
where k ∈ N is the time step, x(k) ∈ X is the state, X ⊂ R n is a compact state space, u(k) ∈ U is the control input, U ⊂ R mu is a compact control space, w(k) ∈ R mw is a random variable representing disturbances and uncertainties, and each w(k) is independent of other random variables, and (z(k)) ∞ k=0 , is a stochastic process with finite states
T , and x(k) is a realization of x(k). In other words, the transition probability depends on the current state x(k) of (1).
is a special case of Markov chain. However, the first convergence result of dynamic programming (DP) in this paper holds for the general Markov chain case. Note that (1) is a Markov decision process (MDP) [19] , where the continuous and discrete state-spaces coexist and interact with each other.
III. DYNAMIC PROGRAMMING
Consider the process (x(k))
, where τ (x 0 , z 0 ; π) is the first time instant the trajectory x(k) exits X given x(0) = x 0 and z(0) = z 0 under a policy π. For a given nonnegative Lebesgue measurable stage cost function, g : R n × R m × S → R + , and control input space U ⊂ R m , the cost associated with a given admissible state-feedback 1 RL can be regarded as a class of ADPs.
where (2) is with respect to the trajectory (x(i), u(i), z(i))
and τ (x 0 , z 0 ; π). Remark 1: In this paper, a compact state space X ⊂ R n is considered. The stage cost g is summed over a time interval where the state trajectory stays inside X. However, we assume that state trajectories of the system (1) outside of X are also defined well for convenience. For simplicity, we also assume that once the state exists X, it never comes back. In [25] , a similar cost function was used, where a constraint set is used instead of the entire state space X. The DP in [25] tried to maximize the exit time by incorporating it into the cost function. In this paper, even though the constraint is not considered, the exit time regarding X is still required. By considering the compact state space X instead of R n , the cost function can be more easily approximated by using function approximations, for instance, the linear function approximation [33] . Moreover, the compact state space guarantees the boundedness of the stage cost function g under some mild conditions, for instance, the continuity of g. The set of all admissible state-feedback control policies is denoted by Π. In addition, we make the following standard assumption.
Assumption 1:
where M is some scalar. Under Assumption 1, the quantity (2) is always finite, and hence well defined. The optimal cost is J * (x 0 , z 0 ) := inf π∈Π J π (x 0 , z 0 ). For any bounded function, define the operator
where x(1) = f (x 0 , u, w(0), z 0 ) and I X is the indicator function, i.e., I X (x) = 1 if x ∈ X and I X (x) = 0 otherwise for any set X ⊆ R n . The indicator function is multiplied in (2) so that whenever x(1) / ∈ X, the second term vanishes. This will be used to prove the convergence of the proposed DP to the optimal cost J * . The optimal cost J * satisfies T J * = J * , called Bellman equation, and the sequence (J k ) ∞ k=0 generated by the dynamic programming (DP) algorithm (value iteration), J k+1 = T J k , J 0 ≡ 0, converges uniformly to J * under Assumption 1.
See Appendix I of [37] . Remark 2: Note that (z(k)) ∞ k=0 is a special case of Markov chains, and Theorem 1 can be directly applied to the more general case where (z(k)) ∞ k=0 is a Markov chain. A convergence result of DP for MDP, where continuous and discrete state-spaces coexist and interact with each other, was addressed in [25, Theorem 2,Theorem 3]. However, the proof in [25] cannot be directly applied to our case because for the system in (1), the MDP has stochastic disturbances in continuous state spaces. If J * is known, then the optimal state-feedback control policy can be computed as
provided that the infimum is attained, where
where
. By comparing this definition with (4), the optimal policy can be expressed as u (1), z(1),ū) , then, (5) can be written as Q * = F Q * , which is equivalent to the Bellman equation (T J * = J * ). The Q-value iteration,
that converges to Q * under the same condition as in the DP. In the building control problem of our interest, z(k) describes occupant thermal preferences, which may not be measured easily. Therefore, it is practical to assume that z(k) is not available in real time.
Assumption 2: x(k) is measured in real time, but z(k) cannot be measured. To design an optimal control policy under Assumption 2, (2) is modified as
τ (x 0 ; π) is the first time instant the trajectory x(k) exits X given x(0) = x 0 and under the policy π. Consider the optimal cost
In this case, the operator (3) and the Bellman equation cannot be well formed because the next state evolution cannot be entirely determined based on the current state information, i.e., the Markov property does not hold. However, we can construct an augmented system that satisfies the Markov property. In particular, Figure 1 shows a graph which describes the dependencies of random variables. From the figure, it is clear that the augmented state vectorx(k) = x(k) x(k + 1) T has enough information to determine the 
Then, the augmented state satisfies
.
Define the corresponding cost functioñ
. If the distribution of z(k + 1) depends only on partial coordinates of x(k), i.e., P x(k) where P is a projection matrix that projects onto the partial coordinates, then the augmented state can be replaced withx(k) = P x(k) x(k + 1) T , and the augmented system can be defined as
. Now, we obtain a system of the form (1), and the result in Theorem 1 can be directly applied.
IV. BUILDING CONTROL WITH OCCUPANT INTERACTIONS

A. Building Model
In this paper, we consider a 3m × 3m private office space with a 2.5m 2 south facing window, and its RC (resistorcapacitor) circuit analogy is given in Figure 2 . To reduce the order of the model, we use one node for air in the room and another node collecting all the thermal mass in the room, where T a is the indoor air temperature (
• C), T o is the outdoor air temperature (
• C), T w is the temperature of the aggregated mass node (
• C), q solar is the solar radiation (W ), q internal is the internal heat (W ), q HVAC is the heating/cooling rate of the HVAC system (W ). All notations which will be used in this section are summarized in Table II . We assume that the room is conditioned by a VAV system so that q HVAC directly affects T a . Since we use low order model, we assume that the air node includes some portion of surfaces in the room which absorb radiative heat and release the heat quickly to the air. To determine appropriate values of the parameters of the circuit, we conducted a building energy simulation with EnergyPlus 8.7.0 in [36] , and estimated the parameters minimizing the root-mean-square error between the air temperatures calculated by the EnergyPlus simulation and the low order model. The values of parameters are summarized in Table I . Moreover, all notations used to describe the building system are presented in Table II . 
Parameter
Value Unit 
The dynamic system model is given as C 2Ṫa (t) =
To(t)−Ta(t) R2
+
Tw(t)−Ta(t) R1
+ (1 − a)q solar (t) + q HVAC (t) + q internal (t), C 1Ṫw (t) =
Ta(t)−Tw(t) R1
To(t)−Tw(t) R3
+aq solar (t). A discrete time representation can be obtained by using the Euler discretization with a sampling time of
where k ∈ N is the discrete time step. In this paper, we consider Δt = 10min sampling time. In the building control literature, the time step is usually chosen to be Δt = 30min. The reason we consider finer time steps is for quicker responses to occupant's actions.
B. Occupant Model
We assume that there is an occupant in the room, and the occupant's stochastic behavior affects the system dynamics. In particular, define the stochastic process (z(k))
with the state space S = {1, 2, 3}, which represents the occupant's feeling of cold, comfort, and hot, respectively. Its probability depends on the current indoor temperature T a (k), and its probability mass function p z (z; T a ) is obtained by the Bayesian modelling approach in [8] . The values of the probability for different T a are depicted in Figure 3 . Consider some probability space (Ω, F, P). Let A be a Remark 3: 1) Although only the reference signal is changed by the occupant, it can be regarded as an external signal or disturbance that perturbs the nominal dynamics of the system, where the nominal dynamics implies the system in which the reference signal keeps constant. 2) To consider weather changes, 24 hours real weather histories (T o (k), q solar (k)) 143 k=0 over 31 days were collected during July, 2017, in West Lafayette, Indiana, USA, and they were used to construct their Markov chain models. Details are omitted here due to the space limit. In summary, one obtains a state-space model
We assume that q solar (k + 1) and T o (k + 1) in w(k) can be measured/observed. Therefore, these signals are augmented into the state vector so that they can be used in the statefeedback control policy (4). Thus, the information structure of the proposed control policy is (x(k),
where the first term, 75, is internal heat due to electronic appliances, and the second term, 70M 1 , indicates the heat produced by the occupant's body. The stage cost function is set to be g(
2 . In addition, we consider the space space T a (k) ∈ [10, 30] , T a (k + 1) ∈ [10, 30] , T w (k + 1) ∈ [10, 30] , T ref (k + 1) ∈ [15, 30] .
C. Approximate dynamic programming
For many important problems, the computational requirements of DP algorithms are overwhelming because they require to find a solution of the Bellman equation in the space of functions or the number of discrete states and control inputs are very large. Approximate dynamic programming (ADP) is a computational approach to approximate the optimal value function. Recent RL approaches address this issue by using neural networks [30] to approximate value functions in high-dimensional spaces, and have demonstrated high performance on various complicated tasks [30] . In this paper, we consider a modification of the Q-learning algorithm in [30] (Algorithm I in [37] ), but all details of the algorithm and implementations are deferred to the online supplement [37] due to the space limit (please see Appendices II and III of [37] ). We implemented the Q-learning, and the training took approximately 15 hours. For a comparative analysis, a greedy-type control policy is considered, where the policy minimizes a cost function based on the one-stepahead prediction of the system trajectory. In particular, given the information (x(k), q solar (k + 1), T o (k + 1)), the greedy control policy u(k) = π(x(k), q solar (k +1), T o (k +1)) minimizes the cost function αx(k +1)
T Qx(k +1)+u(k) T Qu(k) by solving the optimization π(x(k)) (7). The results suggest that the proposed RL approach outperforms in terms of the tracking error, while the input energy is comparable with the greedy policy.
CONCLUSION
In this paper, we have studied DP and RL algorithms for building control problems with occupant interactions. Through simulation studies, we have demonstrated potential applicability of RL for those problems. A future research agenda is to consider scenarios with multiple rooms and multiple occupants. The problem has larger state spaces and higher uncertainties. Applications of the proposed results to these problems are possible future research directions. 
