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Abstract:  
 
This paper examines the relationship between young men's hours worked and their use of 
marijuana, alcohol, cigarettes, cocaine, and other drugs using cross-section data from the 1991 
National Household Survey on Drug Abuse (NHSDA), a nationally representative survey of the 
U.S. noninstitutionalized population age 12 and over. Our results indicate that substance use has 
little effect on the number of hours worked by young men in the past month, with the exception 
that young men who smoked 1 to 3 marijuana joints in the last month worked 42 more hours than 
nonusers. To assess the robustness of our 1991 results, we re-estimated identical models using 
data from the 1992 NHSDA, an independent cross-section that was collected using the same 
methodology as the 1991 survey. Comparing the 1991 and 1992 results, the 1992 data also show 
that substance use has little relationship overall to the number of hours worked. However, in 
contrast to the 1991 results, the 1992 results show that smoking 1 to 3 marijuana joints in the last 
month is associated with 41 fewer hours worked than nonusers. This paper is the first study to 
assess the robustness of drug use–labor supply results on adjacent cross sections. Our results 
demonstrate the value of re-estimating the drug use–labor supply relationship. 
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1. Introduction 
 
Substance use and abuse can create serious social costs. Rice et al. (1991)estimate that drug and 
alcohol abuse imposed a US$44.1 billion cost on society in 1985, and a significant proportion of 
these costs—US$14 billion—can be attributed to lost productivity. This loss in national 
productivity can occur because of reductions in wages, reductions in the propensity to work, a 
decrease in hours worked conditional on working, or all three. 
 
In spite of the plausibility of a negative relationship between substance abuse and labor market 
outcomes, the literature indicates a mixed relationship between drug use and labor market 
outcomes. Most of the research on the labor market effects of drug use focuses on the drug use–
wage relationship. As we discuss in more detail in French et al. (1996), the expected negative 
relationship between drug use and wages has not always been found. For example, several 
studies have shown that drug use is not significantly related to earnings (e.g., Kandel and Davies, 
1990; Buchmueller and Zuvekas, 1994) or is associated with higher wages (Kaestner, 
1991Kaestner, 1994; Gill and Michaels, 1992; Register and Williams, 1992; Zarkin et al., 1998). 
 
A number of researchers have also estimated the relationship between drug use and the 
propensity to work. Overall, no consistent pattern emerges to describe this relationship. For 
example, Gill and Michaels (1992)found that predicted drug use is associated with a lower 
probability of employment, but that predicted hard drug use (e.g., cocaine, heroin, inhalants) is, 
surprisingly, not significantly related to employment. Register and Williams (1992) found that 
predicted marijuana use in the past 30 days is negatively associated with the probability of being 
employed, but having used marijuana on the job any time in the last year is positively associated 
with currently being employed; results for cocaine show a similar sign pattern, but the 
coefficients are not significant. Buchmueller and Zuvekas (1994) found that moderate drug use 
and drug abuse are not significantly related to young men's employment status. 
 
A relatively understudied area is the relationship between labor supply and drug use.Register and 
Williams (Undated)used the National Longitudinal Survey of Youth (NLSY) to examine the 
impact of marijuana use on the labor supply of young men. They found 
significant positive effects of marijuana use on hours worked for all men and especially for 
unmarried men. Kaestner (1993), who also used the NLSY, presents both cross-section and panel 
data estimates of the relationship between annual hours of work and current and lifetime drug 
use. Although Kaestner focuses on the panel data results, he found substantial negative labor 
supply effects of current marijuana use for married and single males in the 1988 cross section. 
Surprisingly, he found substantially smaller and insignificant effects in 1984. Similar results hold 
for cocaine use. Married and single men in 1988 who had used cocaine in the past 30 days 
worked substantially fewer hours per year than nonusers. However, current cocaine use was not 
significantly related to hours worked for men in 1984 or women in either 1984 or 1988. In 
contrast, DeSimone (1996)examined the effects of marijuana and cocaine consumption on hours 
worked with data from the 1984, 1988, and 1992 panels of the NLSY. DeSimone utilizes 
regional cocaine prices and indicators of state marijuana decriminalization as instruments for 
cocaine and marijuana use. He finds a substantial negative relationship between drug use and 
both employment and hours worked during the past year for men but not for women. 
 
This brief overview of the substance abuse–labor market outcomes literature suggests that no 
consistent relationship exists between drug use and labor market outcomes. Because no 
estimated coefficients can be dismissed as being `unreasonable', researchers must be particularly 
careful in their empirical work. To focus our analysis and allow us to address carefully the 
empirical challenges, we have consciously chosen to examine only one aspect of the substance 
abuse–labor supply relationship that has substantial policy relevance: the relationship between 
young men's drug use and hours worked (conditional on working positive hours). We focus on 
hours worked because modeling discrete outcomes (e.g., employment status) with endogenous 
explanatory variables generally requires an explicit specification of the joint distribution of all of 
the disturbances in the model. Except in the case of continuous explanatory variables with linear 
normal disturbances in all equations, there are no simple approaches to address the endogeneity 
issue (see, for example, Mroz and Guilkey, 1992). Consequently, we defer an examination of the 
relationship between substance use and labor force participation to future work. Lastly, our 
choice of young men is motivated by the fact that they are the heaviest users of drugs, and our 
results will provide important insights into the drug use–labor supply relationship for individuals 
during the early years of their employment careers. 
 
Our paper provides a number of empirical and methodological contributions that will enhance 
the understanding of the relationship between drug use and labor supply. First, we use 
independent cross-section data from the 1991 and 1992 National Household Surveys on Drug 
Abuse (NHSDA), a nationally representative survey of the U.S. noninstitutionalized population 
aged 12 and older. In contrast, much of the literature on the relationship between substance use 
and labor market outcomes has used the NLSY. An advantage of the NLSY is that it contains 
panel data on youth, and youth are relatively high substance users (Zarkin et al., 1995). However, 
the NLSY is limited by its relatively poor measures of drug use. The NLSY measures 
the frequency of current and lifetime drug use and not the quantity of use per occasion 
( Kaestner, 1993). A distinct advantage of the NHSDA compared to the NLSY is that it includes 
both the quantity and frequency of current drug and alcohol use variables. By multiplying the 
quantity of use per occasion by the frequency of use, we can estimate the total consumption of 
particular substances. 
 
The richness of the NHSDA also allows us to include in our hours regressions the quantity of 
marijuana and alcohol use, as well as whether the individual smoked cigarettes, used cocaine, or 
used other drugs. Thus, another strength of our approach is that our illicit drug use estimates also 
control for the potentially confounding effects of other substance use. 
 
Another contribution of our analysis is that we first estimated our hours of work model using the 
1991 NHSDA data and then re-estimated our final model using 1992 data. By examining 
adjacent independent cross sections of a nationally representative household survey, we can 
evaluate the robustness of our empirical models with cross-section data—which are much more 
common than panel data for studying these relationships—and in a setting in which we expect to 
see stability of the estimated parameters. We are aware of no other paper that assesses the 
robustness of drug use–labor market outcomes in adjacent cross sections. In addition, this 
separation between the specification search and final estimation allows classical statistical 
interpretation of our 1992 results and eliminates the bias potentially associated with pretesting 
alternative specifications. 
 
Although the majority of the coefficient estimates are similar in sign and significance level 
between adjacent cross-section data sets, we did find that the coefficient on light marijuana use 
was statistically significant in both years, but surprisingly with opposite signs. This conflicting 
result raises a potentially troubling question about how much weight should be placed on the 
results of a single cross section, or, for that matter, on the results using short-duration panel data. 
The striking difference between the light marijuana use coefficient in adjacent years suggests 
there might be considerable pre-test bias in the 1991 estimate. Given the disparity of estimates in 
the literature and the large cross-section variability of our results, researchers in this area may 
want to use cross-validation techniques to minimize the potential for pre-test bias. 
 
2. Data 
 
We used independent cross-section data from the 1991 and 1992 NHSDA public use files. The 
NHSDA instrument collects data on the prevalence of current and lifetime use of tobacco, 
alcohol, and illicit drugs, as well as basic demographic and employment data. Because of the 
sensitive nature of the survey topic, self-administered answer sheets are used for the drug use 
questions to increase the confidentiality and anonymity of the respondent's answers. This format 
is designed to minimize underreporting of drug use, which is a potential limitation of self-
reported surveys (Hoyt and Chaloupka, 1993). In a 1990 field test of various survey instruments, 
Turner et al. (1992)found that the self-administered format of the NHSDA decreases the 
underreporting of drug use compared to an interviewer-administered format. 
 
In both 1991 and 1992 the NHSDA used a five-stage area probability sample design (Substance 
Abuse and Mental Health Services Administration, 1992 and Substance Abuse and Mental 
Health Services Administration, 1994). The two surveys refer to the same population, the U.S. 
household population; were collected by the same firm, Research Triangle Institute; and use the 
same methodology. Sampling weights were computed based on the probability of selection at 
each stage, and the weights were used in all analyses. Because of the stratified sampling strategy 
employed by the NHSDA, the observations are clustered within the primary sampling unit. Our 
estimation procedures (discussed below) account for the clustered sample design. 
 
Our analysis file includes young men between the ages of 18 and 24 who were not on active 
military duty and not currently enrolled in school. In addition, we included only those 
respondents who had nonmissing values for all variables used in our estimation procedures. The 
final sample sizes used in our analyses are 893 individuals in 1991 and 1019 individuals in 1992. 
 
The dependent variable in our analysis is the self-reported hours worked at all jobs in the past 
month by employed young males. While we acknowledge that studying the relationship between 
drug use and labor market participation is an important question deserving careful attention, we 
focus on the relationship between drug use and hours worked for young men who work. Thus, 
our dependent variable is strictly positive.1 Our core demographic variables include state 
indicator variables, race, education, marital status, nonlabor income, number of children living in 
the household, self-reported health status, and age. As we describe below, we also include 
interactions between age and race in our estimating equations. Table 1 reports the means of the 
demographic variables (excluding the state indicator variables), in addition to other variables. 
 
1 Our sample size would be approximately 33% larger if we included individuals with zero hours of work. Marijuana 
use is slightly higher in the h = 0 group compared to the h > 0 group, but all other substance use is approximately the 
same across the two groups. 
                                                          
 
 
 
We defined five categories of substance use: marijuana use, cocaine use, cigarette use, alcohol 
use, and use of other drugs consisting of heroin, hallucinogens, and inhalants. We also 
distinguished between past month use2 and ever-in-lifetime use. For past month alcohol and 
marijuana use, we used questions from the NHSDA on the frequency and quantity of past month 
use. We estimated the total quantity of alcohol or marijuana used in the past month by 
multiplying the reported number of times that each of these substances was used in the past 
month by the average consumption per occasion (joints for marijuana, drinks for alcohol) for that 
individual. To reduce the impact of observations with very large consumption, we created 
discrete categories of use in the past month (among those who used alcohol or marijuana) that 
represent approximate quartiles of use.3 For marijuana, the four categories are 1 to 3 joints, 4 to 
15 joints, 16 to 59 joints, and 60 or more joints. For alcohol, the four categories of past month 
use are 1 to 7 drinks, 8 to 23 drinks, 24 to 59 drinks, and 60 or more drinks. Respondents who 
used no alcohol or marijuana in the past month were assigned to separate categories. All other 
past month substance use variables are simple use/no-use indicators. 
 
Table 1 provides the weighted descriptive statistics for the substance use variables in 1991 and 
1992. The prevalence results indicate that in 1991 approximately 13% of young men aged 18 to 
24 who worked and were not enrolled in school used marijuana in the past month, 69% used 
alcohol in the past month, and 41% smoked cigarettes in the past month. Looking at the drug use 
variables, marijuana was used much more frequently in the last month than either cocaine (3.5%) 
or heroin and other drugs (4%). The prevalence estimates in 1992 are similar to those in 1991. 
 
We also include measures of lifetime substance use. To estimate lifetime use of marijuana, 
cocaine, and other drugs, we used categorical response questions from the NHSDA that asked 
2 The NHSDA instrument asks about use ‘in the past 30 days’, which we refer to as ‘past month use’. 
3 To implement this, we identified the unweighted quartiles of past month use in 1991 and assigned each user to his 
relevant category. Because the categories were based on 1991 use data, the categories were only approximate 
quartiles based on 1992 use data. 
                                                          
respondents how many times they had used a substance in their lives. Although the NHSDA 
provided eight possible lifetime use categories for each substance (including one for no lifetime 
use), the low prevalence rates of some response categories required us to collapse the eight 
categories into five. The five categories of lifetime use are never used, used 1 or 2 times, used 3 
to 10 times, used 11 to 99 times, and used 100 or more times. The lifetime prevalence results in 
Table 1 indicate that in 1991 approximately 59% of young men reported using marijuana in their 
lifetime, 24% used cocaine, and 22% reported using at least one of the other drugs (heroin, 
hallucinogens, or inhalants). 
 
The NHSDA did not ask similar questions for lifetime cigarette or alcohol use. For cigarettes, we 
used two questions that asked respondents the number of years they smoked daily4 and the 
number of cigarettes they smoked per day while smoking daily. We multiplied the answers to 
these two questions to obtain an estimate of the total number of cigarettes smoked during their 
lifetime while smoking daily. Using this estimate, we created discrete categories of lifetime 
cigarette use that approximated quartiles of use, and we assigned smokers to one of these 
categories. The categories are defined as 1 to 419 packs; 420 to 1113 packs; 1114 to 2226 packs; 
and 2227 packs or more. For alcohol, we included two variables that proxy for lifetime use—the 
age an individual first drank and the age an individual first drank monthly or more often. These 
variables equal zero if the respondent never drank or never drank monthly, respectively. For both 
cigarette and alcohol use we included indicator variables equal to one if the person had no 
lifetime use. Again, Table 1 provides definitions and descriptive statistics for these variables. 
The prevalence results for 1991 indicate that 42% of young men smoked cigarettes daily and 
22% reported never smoking at all; only 7% reported never drinking alcohol. 
 
As described below, we require instrumental variables to perform exogeneity tests of the drug 
use variables. The instruments we chose consisted of respondents' assessments of the risk 
associated with using various substances (e.g., the risk associated with using marijuana 
regularly) and their difficulty in obtaining certain illicit substances (e.g., cocaine, heroin, and 
marijuana). The NHSDA instrument asked respondents to rank the risk from 1 for no risk to 4 for 
great risk and the difficulty of obtaining a substance from 1 for probably impossible to 5 for very 
easy. Table 1 reports the mean values of our risk and difficulty of obtaining substance variables. 
 
3. Empirical model and estimation issues 
 
Most studies of the relationship between substance use and labor supply examine a semi-reduced 
form labor supply function like Eq. (1): 
 
 
 
where H is a measure of hours of work, D is the consumption of drugs or alcohol, X is a set of 
exogenous control variables, and e is an error term containing, among other things, unobserved 
tastes and preferences. (See, for example, Register and Williams (Undated); Kaestner 
(1994); Mullahy and Sindelar (1995)). To be consistent with the existing literature, we estimate 
4 Eligibility for this question required that individuals smoked daily for at least 1 yr. 
                                                          
labor supply functions like Eq. (1). Before doing so, we discuss the interpretation of the 
coefficient, β1. 
 
Because Eq. (1)includes D as a regressor—a potentially endogenous variable— Eq. (1)represents 
a conditional labor supply function. Although specifications such as Eq. (1)are quite common in 
the literature, little theoretical justification is given for using such specifications of the 
conditional labor supply function. In an earlier version of this paper, we discuss how Eq. (1)can 
be interpreted as the marginal rate of substitution between hours of work and drug consumption. 
From this perspective, β1 can be interpreted as the ratio of the income effects for leisure and drug 
use. Its value depends on the sign and magnitude of the income elasticities of leisure and 
substance use. 
 
The labor supply literature suggests that the marginal rate of substitution between hours worked 
and drug consumption depends on demographic variables such as age, race, marital status, 
number of children living in the household, location (urban/rural), and health status. Since we do 
not control directly for the wage rate, we include variables that affect the wage, including 
education and higher-order age effects. We also control for possible impacts of previous drug 
consumption on both wages and the marginal rate of substitution between hours worked and drug 
use. Although our theoretical specification does not include such effects, we incorporate them for 
two reasons. First, examining whether future labor supply models need to include past drug use 
is a useful contribution. Second, if individuals are myopic and do not recognize the long-term 
impact of current drug use, then past drug use variables would be insignificant and the empirical 
model would coincide with the theoretical specification. 
 
Guided by the theoretical framework described above, we carried out an extensive specification 
search with the 1991 NHSDA data set to identify the appropriate set of explanatory variables in 
Eq. (1). In this specification search, we never consciously selected models that produced a 
particular sign or size of the substance use coefficients. We did, however, monitor explicitly the 
impact of different specifications on the substance use coefficients. As a rule of thumb, we used 
significance tests as a basis for including particular linear and interaction effects (e.g., state 
effects and race/age interactions). When including additional regressors appreciably affected the 
substance use coefficients, we opted to leave them in the model. We also experimented with 
various ways to capture the relationship between substance use and labor supply—from simple 
use/nonuse indicator variables to continuous measures of current use. The categorical 
specification for drug use described earlier appears to provide an adequate description of the 
relationship. 
 
Despite these specification searches, the final empirical specification is quite standard. Besides 
the categorical substance use measures, we included race/ethnicity, age, education, number of 
children, marital status, health status, and indicator variables for Metropolitan Statistical Area 
(MSA) size and states (to capture both labor market conditions and variations in the prices of 
legal and illegal substances). This relatively standard labor supply specification makes the 
significant and conflicting estimates for light marijuana use across adjacent years an important 
finding. 
 
Because unobserved tastes for leisure may influence both hours worked and drug use, a potential 
correlation exists between past month substance use and the error term. To evaluate this 
possibility, we performed tests for the exogeneity of all past month substance use variables. To 
conduct this test, we required a set of exogenous variables (instruments) that are excluded from 
the hours regression but explain past month substance use. Our instruments included 
respondents' assessments of the risk associated with using the various substances and their 
assessment of the difficulty in obtaining certain illicit substances.5 Following the suggestion of 
Bound et al. (1993), we examined the significance of these instruments in the first-stage 
regressions and found that they were generally significant.6 Although lifetime use variables are 
less likely than past month substance use to be correlated with the error term in the past month 
hours of work equation, lifetime use variables may also be endogenous and should be tested for 
exogeneity. The data set does not contain enough information to test the 20 lifetime use variables 
for exogeneity, so we treated them as exogenous variables. 
 
We tested for the exogeneity of each past month substance abuse using a Hausman test 
(Davidson and MacKinnon, 1993, p. 237). The exogeneity test consists of testing the joint 
significance of the residuals from all the substance use equations. We also tested the 
overidentifying restrictions of the model (i.e., that the excluded instruments are orthogonal to the 
error in the hours regression) (Davidson and MacKinnon, 1993, p. 235). 
 
The statistical models used in this paper require that we address pre-estimation issues, clustered 
data (i.e., nonindependent observations within groups), and potentially nonnormal and 
heteroscedastic disturbances when constructing standard errors and test statistics. Consequently, 
in this paper we report standard errors and test statistics that are based on bootstrap estimates.7 
We used STATA's bootstrapping routine to draw 2000 random samples. Because our data are 
clustered, we sampled clusters and not observations. For each sample, we drew clusters with 
replacement until we had a sample with the same number of clusters as our original dataset. 
Thus, because the clusters vary in size, our samples also vary somewhat in size. We then 
estimated our models on each sample (STATA, 1994) to generate an empirical distribution of 
estimated parameters. 
 
5 Because we include state indicator variables in the first-stage and second-stage regressions, we cannot include 
state-level drug and alcohol prices as instruments for drug and alcohol use. Importantly, unlike state-level drug and 
alcohol prices, state indicator variables control for all cross-state variation in the variables of interest. 
6 The risk variables were jointly significant at the 0.10 level or better in 7 out of the 11 first-stage, past month, 
substance use regressions. We also implemented a procedure suggested by Shea (1996). The Shea procedure 
provides insights, although no definitive test, into whether our system is identified in the case with multiple 
endogenous variables. Our first-stage R2 s are smaller when we account for multiple endogenous variables, but Shea 
does not provide a cut-off value for R2 s below which identification is rejected. Based on the generally good results 
of our F-tests of the excluded risk variables, we proceeded with exogeneity testing and the testing of the 
overidentification restrictions of the model. 
7 In some preliminary analyses, we used Taylor series approximations for constructing test statistics (e.g., 
Whiter/Huber standard errors). Several studies have found that first-order Taylor series expansions for computing 
test statistics in complicated models can often yield tests with incorrect sizes (see, for example, Horowitz, 1994). In 
several instances, these test statistics yielded results somewhat . different from those obtained by bootstrap 
procedures. Given the known possibility of poor performance by the first-order asymptotic expansions, we interpret 
the differences as an indication that our sample sizes may not be large enough for the series approximations to yield 
reliable test statistics. 
                                                          
 
 
Table 2 shows the results of both our endogeneity and overidentification testing using 
bootstrapping on the 1991 data (complete results from all tests and specifications are available 
upon request). We tested two specifications to assess the results with alternative identifying 
assumptions. The first row of Table 2 shows the results of using the risk variables and the 
lifetime substance use variables as the identifying restrictions (i.e., we exclude the risk and 
lifetime use variables from Eq. (1)). Using this specification, we cannot reject the null hypothesis 
that past month substance use is exogenous; however, we do reject (at the 0.04 level) that our 
overidentifying restrictions hold. Row 2 shows the results of adding the lifetime use variables to 
Eq. (1)and using only the risk variables as the identifying variables. Again, we cannot reject the 
null hypothesis of exogeneity, but now we do not reject the overidentifying restrictions. This 
result suggests that lifetime use variables should be included in the hours equation. 
 
In summary, our analysis suggests that past month substance use variables can be treated as 
exogenous; that lifetime use variables should be included in Eq. (1); and that OLS is appropriate 
for estimating Eq. (1). 
 
4. Results 
 
Table 3 presents the substance use coefficients for our weighted OLS regressions of Eq. (1)using 
1991 data with bootstrapped standard errors. Because of our particular interest in the relationship 
between illicit drug use and hours worked and the relatively high prevalence of past month 
marijuana use, we began with a parsimonious specification that includes only one substance use 
variable—an indicator variable that is equal to one if the individual used marijuana in the past 
month and is zero otherwise (model 1). In model 2, we replace the simple use/no-use marijuana 
indicator with four discrete marijuana use coefficients. We include the entire set of past month 
substance use variables in model 3 and add lifetime use variables in model 4. The full set of 
demographic variables (reported in Table A-1 in Appendix A) and the state indicator variables 
are included in all specifications. 
 
 
 
Looking first at model 1, the marijuana indicator variable suggests that marijuana users work 2 
more hours per month than nonmarijuana users, but the coefficient is not significant. However, 
when we replace the use/no-use indicator with four categorical marijuana use variables (based on 
quantities of use), the model 2 results show that light marijuana use is positively and 
significantly related to hours worked. In particular, young men who smoked between 1 and 3 
joints in the past month worked 33 more hours in the past month than young men who smoked 
no marijuana.8 Young men who smoked 4 to 15 joints in the past month, however, worked 23 h 
less than young men who smoked no marijuana; an effect that is only significant at the 0.10 
level. The other two marijuana coefficients are insignificant and alternate in sign, suggesting that 
higher levels of marijuana use are unrelated to labor supply. The χ42 test on the joint significance 
of the marijuana use variables at the bottom of model 2 shows that, as a group, the marijuana use 
variables are significant at the 0.06 level.9 
 
The remaining past month substance use variables are included in model 3. This specification 
allows us to control for the potential confounding (i.e., co-morbid) effects of other substances on 
the estimated marijuana coefficients. For example, individuals may be using both marijuana and 
alcohol (or other drugs). If we did not control for these other substances, the estimated marijuana 
coefficients may capture some of the effect of these other substances. However, the estimated 
marijuana use coefficients in model 3 are approximately the same magnitude and significance as 
in model 2. The coefficient on smoking 16 to 59 joints in the past month does change from 
−8.621 in model 2 to −0.431 in model 3, but both estimates are still within 1 standard error of 
each other. The model 3 results suggest that the more parsimonious model (model 2) estimates 
are not confounded by a failure to control for other substances. 
 
Looking at substances other than marijuana, we see that indicators for past month cocaine use 
and cigarette smoking are insignificant. The coefficient on other drug use is significant at the 
0.10 level and suggests that young men who used heroin, hallucinogens, or inhalants in the past 
month worked 28 h less than those who did not. All but one of the estimated coefficients on 
alcohol consumption are positive, but none are significant. The χ42 test on the joint significance 
of the alcohol variables reported at the bottom of model 3 indicates that as a group the alcohol 
variables are insignificant. Overall, the model 3 results indicate that most types of substance use 
have little effect on the number of hours worked in the last month. 
 
Model 4 adds the lifetime use variables to the model. The coefficient on smoking 1 to 3 
marijuana joints is slightly larger than in models 2 and 3 and is significant at the 0.05 level. As in 
model 1, the coefficient on smoking 4 to 15 joints in the past month is significant at the 0.10 
level and indicates that young men who smoked between 4 and 15 joints in the past month 
worked 22 h less than those who did not smoke marijuana. Theχ42 test on the joint significance of 
the four marijuana use coefficients shows that they are jointly significant at the 0.05 level. The 
coefficients on cigarette smoking, alcohol use, and cocaine use remain insignificant, and the 
coefficient on other drug use in the past month is approximately the same as in model 3. 
 
Only two of the lifetime use variables are individually significant (see Table A-1 in Appendix 
A). The coefficient on using cocaine 1 or 2 times is significant at the 0.10 level and indicates that 
young men who used cocaine 1 or 2 times in their lives worked 20 h more in the past month than 
8 We also re-estimated this model using a Heckman correction. We found that the inverse mill’s ratio was 
insignificant and the point estimates on 1 to 3 joints of marijuana use increased slightly. 
9 We also tested a more parsimonious version of this specification in which we first replaced the past month 
marijuana use intervals with the midpoints of each interval, and then tested whether the midpoints lie on the same 
line. We decisively rejected the linearity assumption. 
                                                          
those who did not use cocaine. The coefficient on using cocaine 3 to 10 times is significant at the 
0.05 level and indicates that young men who used cocaine at that level in their lives worked 33 h 
less in the past month than those who did not use cocaine. 
 
As mentioned earlier, we used the 1992 NHSDA data to examine the robustness of our 1991 
results. Table A-2 in Appendix Apresents our 1992 results. Comparing the specifications that 
include the lifetime variables (model 4), we see a few noteworthy differences between the 
substance use estimates from adjacent years. First, smoking between 1 and 3 marijuana joints is 
significant at the 0.05 level and is associated with approximately 41 fewer hours of work in 
1992—the exact opposite of the results we found in 1991. Second, the past month marijuana use 
variables are jointly significant at the 0.05 level in 1991 but are not significant even at the 0.10 
level in 1992. Third, having used other drugs in the past month is associated with an insignificant 
decrease of 3 h in 1992, but a significant decrease (p<0.10) of 33 h worked in the past month in 
1991. 
 
Because the NHSDA surveys are nationally representative of the U.S. household population, we 
are surprised that the results from adjacent years, especially the signs of the light-use marijuana 
variables, are not more alike. The differences between the estimates for the 2 yr suggest several 
different interpretations. First, changes in the relationship between hours worked and drug use 
may have occurred from 1991 to 1992. Although this change is possible, it seems fairly unlikely 
over such a short time interval. However, with approximately 30 individuals in the 1991 and 
1992 NHSDA samples who smoke between 1 and 3 joints, we may have sampled individuals by 
chance whose labor supply–drug use relationship is quite different in adjacent years. Second, our 
model may not be rich enough to capture important features of the relationship between hours of 
work and substance use. However, our specification included a large number of covariates, such 
as age–race interactions and state indicators to account for these factors. After extensive 
evaluation, we find no compelling evidence of misspecification. 
 
A third interpretation is that the specification searches we undertook with the 1991 data used the 
inherent randomness in the data set to help find a `reasonable' specification. The resulting 
specification for the 1991 data might be due more to our specification searches, in conjunction 
with both the inherent randomness of the sample and the small number of substance users, than 
with the true underlying behavioral relationship. Although we took particular care in our 
specification search not to judge the reasonableness of our labor supply models based on the 
drug use coefficients, the differences between 1991 and 1992 suggest that pretesting model 
specifications may have yielded biased estimates for 1991. This lesson is important because it 
demonstrates how easily pretesting may lead analysts to uncover potentially misleading results. 
Furthermore, without valid standard errors for the 1991 estimates that correct for pretesting, 
assessing whether significant differences exist in the behavioral responses across years is 
difficult. 
 
Despite the irregularities between adjacent years in a few of the key coefficient estimates, the 
results still show that substance use is generally not significantly related to labor supply for 
young men. For example, less than 20% of the substance use variables in model 4 are significant 
at the 0.10 level in either 1991 or 1992. Nevertheless, our results do suggest that pretest bias may 
be present in our estimates from 1991, and we should probably have less confidence in these 
results. Compared to the 1991 findings, the 1992 estimates are more reliable due to our cross-
validation exercise, and we can interpret these coefficients in a classical fashion. 
 
5. Summary and conclusion 
 
The purpose of this paper is to examine the relationship between young men's drug use and hours 
worked. Using data from the 1991 NHSDA, we first conducted a specification search that 
included exogeneity testing of past month substance use variables (marijuana, alcohol, and other 
drug use). Overall, our results from the 1991 data indicate that drug use has little relationship 
with the number of hours worked by young men in the past month. In our most comprehensive 
specification, we found no significant relationship between past month labor supply and past 
month cigarette, alcohol, and cocaine use, but our results suggest that young men who smoke 
between 1 and 3 marijuana joints in the past month worked approximately 42 h more in the past 
month than nonusers (504 h yr−1). 
 
To assess the robustness of our 1991 results, we re-estimated our models using data from the 
1992 NHSDA. It is important to emphasize that our labor supply models were estimated just 
once with 1992 data. This estimation strategy effectively eliminates problems of pretest biases 
that may be inherent in analyses that use the same data set for both the specification search and 
estimation. As a consequence, we feel that our approach and estimates provide accurate and 
classically interpretable assessments of the labor market consequences of substance use. 
 
Comparing the 1991 and 1992 results, the 1992 data also show that substance use has little 
relationship overall to the number of hours worked. However, in contrast to the 1991 results, the 
1992 results show that smoking between 1 and 3 marijuana joints in the last month is associated 
with 41 fewer hours worked. Perhaps surprisingly, our results fail to demonstrate a significant 
decrease in hours worked for heavy marijuana or heavy alcohol use. 
 
Although finding the same overall results in adjacent years would be reassuring, a disturbing 
feature of our findings is that the estimated relationship between light marijuana use and hours 
worked is so dramatically different between adjacent years. Theory indicates that even a 
misspecified model would yield similar results across adjacent years if the relationship were 
stable (White, 1982). The apparent lack of robustness of the light marijuana use result poses a 
problem to researchers and policy-makers. Based on the 1991 data we would conclude that light 
marijuana use is positively related to hours worked—a result that accords with the view that drug 
use increases productivity. However, based on the 1992 results, one might conclude that light 
marijuana use is associated with decreased work effort. The conflicting results leave us in a 
quandary as to the relationship between light marijuana use and labor supply. 
 
We are fortunate to have adjacent cross sections of the same survey. For the most part, 
researchers have access to only one cross section; thus, they are not able to re-estimate their 
model on data that have been collected using the same methodology in adjacent years as we are 
able to do here. Our paper demonstrates the value of such re-estimation in the context of 
substance use and labor supply and asks whether one should believe results based on a single 
cross section. Furthermore, if the drug use–hours relationship is indeed not robust, then the 
limited panel data that are available in the NLSY and other panel data sets will not necessarily 
yield more stable or believable estimates. 
 
Based on our results and the mixed results of other researchers on this topic, there is little 
compelling evidence of a robust labor supply–drug use relationship. However, because 
individual substance use parameters may occasionally be `significant', consumers and producers 
of these empirical models should exercise a great deal of caution before concluding that the 
estimated effects are stable or important. Additional analysis of the NHSDA and other data sets 
is needed to understand whether the relationship between substance use and other labor market 
outcomes such as wages and the propensity to work are similarly unstable. 
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