A new unsupervised algorithm for learning a nite mixture model from multivariate data is proposed. The adjective \unsupervised" is justi ed by two properties of the algorithm: (i) it is capable of selecting the number of components, and, (ii) unlike the standard expectation-maximization (EM) algorithm, it does not require careful initialization of the parameters. The proposed method also avoids another wellknown drawback of EM for mixture tting: the possibility of convergence towards a singular estimate at the boundary of the parameter space. The novelty of our approach is that we do not use a model selection criterion to choose one among a set of preestimated candidate models; instead, we seamlessly integrate estimation and model selection in a single algorithm. Our technique can be applied to any type of parametric mixture model for which it is possible to write an EM algorithm; in this paper, we illustrate it with experiments involving Gaussian mixtures and mixtures of factor analyzers. These experiments testify for the good performance of our approach, which is simpler and faster than other methods which have been proposed for tting a mixture model with an unknown number of components.
I. Introduction
Finite mixtures are a exible and powerful probabilistic modeling tool for univariate and multivariate data. The usefulness of mixture models in any area which involves statistical modelling of data (such as pattern recognition, computer vision, signal and image analysis, machine learning) is currently widely acknowledged.
In statistical pattern recognition, nite mixtures allow a formal (probabilistic modelbased) approach to unsupervised learning (i.e., clustering However, the usefulness of mixture models is not limited to unsupervised learning applications. Mixture models are able to represent arbitrarily complex probability density functions (pdf's). This fact makes them an excellent choice for representing complex classconditional pdf's (i.e., likelihood functions) in (Bayesian) supervised learning scenarios 6], 7], or priors for Bayesian parameter estimation 8]. Mixture models can also be used to perform feature selection 9].
The standard method used to t nite mixture models to observed data is the wellknown expectation-maximization (EM) algorithm 4], 10], 11]. The EM algorithm is used to locate a maximum likelihood (ML) estimate the mixture parameters. However, the EM algorithm for nite mixture tting has several drawbacks: it is a local (greedy) method, thus sensitive to initialization because the likelihood function of a mixture model is usually multi-modal; and, for certain classes of mixtures, it may converge to the boundary of the parameter space (where the likelihood is unbounded) thus leading to meaningless estimates.
A fundamental issue in mixture modelling is the selection of the number of components.
The usual tradeo in model order selection problems arises: with too many components, the mixture may over-t the data, while a mixture with too few components may not be exible enough to approximate the true underlying model.
In this paper, we deal simultaneously with the above mentioned problems. We propose an inference criterion for mixture models and an algorithm to implement it which: (a) autonomously selects the number of components; (b) is less sensitive to initialization than EM; (c) avoids the boundary of the parameters space where standard EM in known to run into di culties.
Although the vast majority of the literature focuses on mixtures of Gaussian densities, mixtures built with many di erent types of probability density functions have appeared in the literature. Recently, there has been increased interest in more sophisticated (Gaussian) mixture models which are able to perform local dimensionality reduction; namely, mixtures of factor analyzers (MFA) 12], and mixtures of probabilistic principal component analyzers (MPPCA) 13]. The approach proposed in this paper can be applied to any type of parametric mixture model for which it is possible to write an EM algorithm (like MFA and MPPCA).
The rest of paper is organized as follows. In Section II, we review basic concepts of nite mixture models and the EM algorithm; this is, of course, standard material and our purpose is mainly to introduce the problem and de ne notation. We also take this opportunity to bring some recent results on EM to the attention of the readers. In Section III, we review previous work devoted to the problem of learning mixtures with an unknown number of components and to eliminating various drawbacks of the EM algorithm. In Section IV we describe the proposed inference criterion and the algorithm which implements it. Section V reports experimental results, and Section VI ends the paper by presenting some concluding remarks. 
In this paper, we assume that all the components have the same functional form (for example, they are all d-variate Gaussian), each one being thus fully characterized by the parameter vector m . For detailed and comprehensive accounts on mixture models, see 4], 5]; here, we simply review the fundamental ideas and de ne our notation.
Given a set of n independent and identically distributed samples Y = fy (1) ; :::; y (n) g, the log-likelihood corresponding to a k-component mixture is
It is well-known that the maximum likelihood (ML) estimate The EM algorithm is based on the interpretation of Y as incomplete data. In the case of nite mixtures, the missing part is a set of n labels Z = fz (1) was produced by the m-th component. The complete log-likelihood (i.e., the one from which we could estimate if the complete data X = fY; Zg was observed 11]) is
The EM algorithm produces a sequence of estimates f b (t); t = 0; 1; 2; :::g by alternatingly applying two steps (until some convergence criterion is met): E-step: Computes the conditional expectation of the complete log-likelihood in Eq. (4) (5) Since the elements of Z are binary, their conditional expectations (i.e., the elements of W) are given by
; (6) where the last equality is simply Bayes law (notice that m is the a priori probability that ples (n = 245, n = 155, and n = 82) of univariate data, require 100; 000 MCMC sweeps following a so-called burn-in period of another 100; 000 sweeps; this is a huge amount of computation for such small problems, and about three orders of magnitude more than required by the method proposed in this paper.
B. The Drawbacks of EM-based Methods
As was mentioned above, the vast majority of the deterministic algorithms for tting mixtures with unknown numbers of components are supported on the EM-algorithm. Al-though several of these methods exhibit good model selection performance (see references/comparisons in 17], 35]), a major draw-back remains: a whole set of candidate models has to be obtained, and the following well-known problems associated with EM emerge.
(a) EM is highly dependent on initialization. (b) EM may converge to the boundary of the parameter space. For example, when tting a Gaussian mixture with unconstrained covariance matrices, one of the m 's may approach zero and the corresponding covariance matrix may become arbitrarily close to singular.
When the number of components assumed is larger than the optimal/true one, this tends to happen frequently; accordingly, this is a serious problem for methods that require mixture estimates for various values of k.
IV. Proposed Approach
Criteria like the one in Eq. (7) These observations suggest a shift of approach: rather than selecting k, we may let k be some arbitrary large value and infer the structure of the mixture by letting some of the estimates of the mixing probabilities be zero. This can be achieved by using an MML- Rather than using EM to compute a set of candidate models (which has the drawbacks mentioned above), we will be able to directly implement the MML criterion using a variant of EM. This new algorithm turns out to be much less initialization dependent than standard EM, and has a built-in behavior that avoids approaching the boundary of the parameter space.
A. The Minimum Message Length Criterion
Minimum encoding length criteria (like MDL and MML) are based on the following basic idea: if you can build a short code for some observed data, that means that you have a good model for how that data was generated 21 proceed. However, if is a priori unknown, the transmitter has to start by estimating and transmitting . This leads to a two-part message, whose total length is given by Length( ; Y) = Length( ) + Length(Yj ): (8) All minimum encoding length criteria (like MDL and MML) state that the parameter estimate is the one minimizing Length( ; Y). The delicate issue of this approach is that since is a vector of real parameters, a nite code-length can only be obtained by truncating to some nite precision. This is one of the points where the several avors of the minimum encoding length idea (namely MDL and MML) di er from each other.
Of course, the data itself may also be real-valued. This, however, does not cause any di culty; simply truncate Y to some arbitrary ne precision , and replace the density p(Yj ) by the probability p(Yj Recall that the standard MDL criterion (which formally, but not conceptually, coincides with BIC) can be obtained from Eq. (9) by taking the following steps. Drop log p( ),
i.e., assume a at prior. Since I( ) = nI (1) ( ) (where I (1) ( ) is the Fisher information corresponding to a single observation, and n is the sample size), write log jI( )j = c log n+ log jI (1) ( )j. Consider that n is very large and drop the order 1 terms log jI (1) ( )j and proportional to the precision with which they can be estimated (where the estimation precision is measured by the estimation error standard deviation). Since, under certain regularity conditions, the standard deviation of the estimation error decreases with p n, we are led to the (1=2) log n term 21].
B. The Proposed Criterion for Mixtures
Consider a prior p( ), and let k be some number known to be much larger than the true/optimal number of mixture components. Then, c = Nk, where N is the number of parameters specifying each mixture component, i.e., the dimensionality of m . The MML criterion in Eq. (9) motivated by the fact that it becomes exact in the limit of non-overlapping components, which is a common situation in clustering problems.
Let us now specify a prior that expresses lack of knowledge about the mixture parameters. Naturally, we model the parameters of di erent components as a priori independent, and also independent from the mixing probabilities, i. With these choices, the criterion in Eq. (11) 
Apart from the order 1 term k 2 (1?log 12), this criterion has the following intuitively appealing interpretation in the spirit of the standard two-part code formulation of MDL/MML.
(a) As usual, ? log p(Yj ) is the code-length of the data; (b) the expected number of data points produced by the m-th mixture component is n m , which can be seen as an e ective sample size from which m is estimated; thus, the \optimal" code length for each m is (N=2) log(n m ); (c) the m 's are estimated from all the n observations, giving rise to the (k=2) log(n) term. Now, the objective function in Eq. (13) does not make sense if we allow any of the m 's to be zero (it goes to ?1). However, this di culty can be easily removed by invoking its code-length interpretation: clearly, to fully specify the mixture model, we just have to code the parameters of those components whose probability is non-zero. Letting 
An additional term is needed to encode k nz , but its code length is constant (speci cally, log(k), since k nz 2 f1; 2; :::; kg), thus irrelevant. This is the nal cost function, whose minimization with respect to will constitute our mixture estimate.
C. Implementation via EM
From a Bayesian point of view, Eq. (14) 
where the w (i) m are given by the E-step equation in Eq. (6) . The m 's corresponding to components for which b m (t + 1) = 0 become irrelevant; notice in Eq. (3) that the components for which m = 0 do not contribute to the log-likelihood.
We now highlight some aspects of this algorithm.
An important feature of the M-step de ned by Eq. (16) is that it performs component annihilation, thus being an explicit rule for moving from the current value of k nz to a smaller one. Notice that this prevents the algorithm from approaching the boundary of the parameter space: when one of the components becomes \too weak", meaning that it is not supported by the data, it is simply annihilated. One of the drawbacks of standard EM for mixtures is thus avoided.
By starting with k nz = k, where k is much larger than the true/optimal number of mixture components, this algorithm is robust with respect to initialization. As recently referred in 38], local maxima of the likelihood arise when there are too many components in one region of the space, and too few in another. This is so because EM is unable to move components from one region to the other, crossing low likelihood regions. By starting with \too many" components all over the space, this problem is avoided, and all that has to be done is to remove the unnecessary components. We have previously exploited this idea in 43], using a di erent technique.
Another type of local maximum from which standard EM has di culty escaping corresponds to situations where two (or more) components have similar parameters, thus sharing (approximately) the same data points. The Dirichlet-type prior with negative parameters in Eq. (15) with known results concerning the relation between sample size, dimensionality, and error probability in supervised classi cation 44], 45]; namely, in learning \plug-in" quadratic discriminants, the sample size needed to guarantee a given error probability grows (approximately) quadratically with the dimensionality of the feature space. A similar connection exists in the case of a Gaussian mixture with components sharing a common covariance matrix; in this case, N = d, in agreement with the fact that for linear discriminants, the sample size needed to guarantee a given error probability grows linearly with the dimen- 
We initialize the k mean vectors to k randomly chosen data points. The initial covariances are made proportional to the identity matrix, Assume that the sample size n is large enough so that the proportion of points that were generated by each component is very close to their probabilities f 1 ; :::; k g. Let min = minf 1 ; :::; k g be the probability of the least probable component, i.e., the one which will more probably be left out of the initialization. The probability that this component is unrepresented in the initialization is approximately (for large n) given by (1 ? min ) k . Then, if a probability of successful initialization of at least 1 ? " is desired, it is necessary to have k > log "
log(1 ? min ) :
For example, for " = 0:05 and min = 0:1, we obtain k > 28.
The rst example, presented in this mixture, our method successfully solves the initialization issue, like the deterministic annealing version of EM proposed in 36]; however, our method (i) does not require a cooling schedule, (ii) autonomously selects the number of components, and (iii) is faster (by 30-50%).
We consider next the well-known Iris data-set (150 four-dimensional points in three classes, 50 per class), to which we t a Gaussian mixture with free covariance matrices.
As above we use k = 30. We ran the algorithm 100 times (to study the robustness with respect to the random initialization), and every time it correctly identi ed the three classes.
The data and the estimated components (resulting from one of the 100 runs) are shown in Table 1 show that MDA based on our method is better than MDA as used in 6], and it con rms The data produced by component m is modelled as having been generated by y = m v+n, where v is N(0; I) and n is N(0; m ), where m is a diagonal matrix. The dimension of v is smaller than that of y, which means that MFA are able to perform local dimensionality iterations is typically between 300 and 400, similar to the algorithm in 38] which does not select the number of components. 
VI. Conclusions
This paper described a new method for tting nite mixture models to multivariate data which is able to select the number of components in an unsupervised way. The proposed algorithm also avoids several drawbacks of the standard expectation-maximization (EM) algorithm: sensitivity to initialization, and possible convergence to the boundary of the parameter space. The method is based on a MML-like criterion which is directly implemented by a modi ed EM algorithm. The fundamental novelty in our approach is that we do not use MML as a model selection criterion to choose one among a set of candidate models; instead, we seamlessly integrate estimation and model selection in a single criterion. The resulting technique is very simple and fast. Experimental results showed the good performance of the approach in learning mixtures of Gaussians and mixtures of factor analyzers.
Let us mention that choosing the number of components is not the only model selection issue in mixture tting. Another important aspect is to decide about the shape of each component. For example, in tting a Gaussian mixture, we may want to decide if we should use arbitrary covariance matrices, diagonal (but di erent) covariance matrices, or a common covariance matrix. In a mixture of factor analyzers, we may want to select the dimensionality of each component. Future work foreseen includes extending the approach developed in this paper to handle these questions.
Another important issue, is the detection of outliers (i.e., observations that are not well modelled by any component of the mixture). In mixture tting, outliers can be handled by considering an extra component (uniform or Gaussian of very high variance) whose role is to \absorb" these anomalous observations. We are currently investigating how this idea can be incorporated in the technique proposed in this paper.
