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フロリーディの「ソフトエシックス」と 
「一般データ保護規則」 
 
長島 隆 
はじめに 
「情報」社会は、９０年代から今日まで急激な技術発展を示し、プライバシー問題につ
いても、情報倫理の基本原則として、OECD の個人情報保護ガイドライン(1980 年)と
EC95/46/個人情報保護指令(1995 年)を確立し、個人データの「流通」と「プライバシー
保護」とを両立させることを目指して展開されてきた。 
だが、「急激な技術」発展は、「ビッグデータ」の時代を現出させ、もはやこの二つのガ
イドラインでは対応できない時代となってきた。つまり、当時は、「匿名化処理」、「暗号
化処理」という形で、「膨大な時間とお金」を掛ければ、このような「プライバシー保護」
の物理的処理は技術的に解除し、解読できるけれども、それだけの「膨大な時間とお金」
を掛けるだけの価値がないがゆえに、「プライバシー保護」は可能であろうとされていた。 
技術的発展がこのような制約を突破してしまったのが、現在であり、それに対応しよう
とするのが、「一般データ保護規則」の制定である。これは、法制であり、２０１８年５
月に５年間の EU での検討を経て、施行された。 
ヨーロッパの情報倫理を主導してきた Luciano Floridi もまた、このような事態におい
て、この「一般データ保護規則(GDPR)」の倫理的な基礎を問題にして、「ソフトエシック
ス」を提案している。 
本稿では、このフロリーディの議論を整理し、彼の「ソフトエシックス」の考え方を検
討することが第 1 の課題である。そのうえで、問題は「情報倫理」がはたして、これだけ
急激な技術革新の時代に何ができるのかを検討してみたい。 
というのも、私がフロリーディに関心を持ったのは、二つの論文で「遠隔医療」問題と
GDPR の提起する「忘れられる権利(抹消権)」を検討し1、かなり「情報倫理」に疑念を抱
いたことにあるから。そしてむしろ倫理よりも哲学が、すなわち、「情報哲学」の方が大
きな意味を持つのではないかという思いを抱いたことにある2。そしてヨーロッパの情報
倫理、情報哲学の動きをフォローし始めた際に、フロリーディに逢着したことがフロリー
ディの情報倫理、情報哲学に目を向けることになった。 
私自身の関心は、GDPR にあり、この施行後世界的にどのような影響をあたえているの
か、技術的発展が、われわれの世界をどのように変えていくのかという点にある。私は、
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非常に悲観的なのであるが、プライバシーを GDPR は守ることができるのかに関心があ
る。ソフトエシックスというフロリーディの提起は、2018 年の論文で集中的になされて
いるけれども、まずは彼の「情報社会」認識を検討することから始めよう。 
１．「情報圏」(インフォスフィア)という社会認識 
「情報圏」(インフォスフィア)というのは、実体的社会諸関係と情報が形成する「社会」
を媒介して捉える社会認識である。このとき、重要なのは、二つの社会の媒介関係、ある
いは影響関係とそれに基づく全体社会の変質までも捉える捉え方である。このとき、まさ
に情報が自己増殖し、実体的社会と媒介することによって、社会そのものを変質させてい
きながら両者を統合する「情報圏」そのものが増殖すると捉えられている。だから、情報
の自己増殖そのものが問題となる。 
 
「インフォスフィアとは、最小限にとれば、全ての情報の実体とその属性、相互作用、
プロセス、及びそれらの相互関係によって構成された、情報環境の全体
最大限にとれば、インフォスフィアは、われわれが現実を情報的に解釈するならば、
現実と同義に使うことができる概念である。」(第２章、53 ページ、下線は長島)3 
 
(1)フロリーディは、だから「情報圏」として社会の変化を捉えなおす。このとき、当然
現在の「情報社会」の形態とは異なる「社会」を「情報」から捉え返すわけで、むしろ「技
術」と実体社会との相互作用が問題となり、そこから 3 段階でとらえ、情報そのものが
技術革新の意味を持つ現在を、第 4 段階の革命であると捉える。この 3 段階はどのよう
に捉えられるか。時間からみて、プレヒストリー、ヒストリー、ハイパーヒストリーと分
けられる。 
「技術」がまず問題になる。「技術」は「中間性」、「媒介者」という性格を持つ。だか
ら、人間－プロンプター(促進者)－自然という構図において、技術は人間と自然のプロン
プターの中間にあるとき、「一次技術」と呼ばれる。だからここでは「人間」－「技術」
－「自然」という構図が成立することになる。 
「二次技術」は、「ユーザーをもはや自然とではなく、他の技術と関係づける技術」で
あるとされる。つまり技術が技術を媒介することによって先の「媒介者」の役割を果たす。
この「二次技術」が「一次技術」と決定的に違うのは、「一次技術」との「相互依存性」
である。つまり「一次技術」があって初めて役に立つ技術であることである。そしてこれ
は次のように言われる。 
 
「このような相互依存性とそれに呼応する二次技術の出現には、取引や何らかの通
貨が必要であり、通常より複雑な人間の社会化と、それゆえある種の文明社会、それ
をさす。……
フロリーディの「ソフトエシックス」と「一般データ保護規則」 
91 
に続く余暇やレジャーのための蓄積そして最終的には、対応する文化の出現と関係
している。」(第 2 章、36 ページ) 
 
この「二次技術」が優勢になり、「人間―技術―技術」の関係が新しい社会の在り方を
特徴づけることになる。 
「三次技術」はもはや両極を、つまり左側の人間を必要としない。「技術―技術―技術」
という形で「中間性」が高まっていく。だから人間=ユーザーから自立して技術は働くこ
とになる。「三次技術がユーザーとは独立して機能する『モノのインターネット』は、注
視する必要がある」(同上)。すでに我々はこの事態を体験している。すなわち、「オンラ
イフ」である。現状では、まだ「オンライフ」の人とそうではない人が混在している。だ
がいずれ「オンライフ」の人だけになる。そのときに、新しい社会が登場する。つまり、
現在は、人間がまだ情報的につながらないことも可能であり、けれども「生活上」つなが
り始めている段階である。 
だから、プレヒストリー、ヒストリーは、この技術の発展に基づくインターネット社会
の前提を作り出していることになる。「われわれは、ICT〔情報通信技術〕が、新しい現実
を作り上げ、我々の世界とそこに住まう我々の生活の、あらゆる側面の情報的解釈を加速
させているのと同じくらい、我々の世界を変更しているのである」(第 2 章、56 ページ)。 
 
(2)ハイパーヒストリーの段階は、まさに先の連鎖の両極としての人間を消去してしまう、
技術と技術の無限の連鎖によって成立している世界である。この連鎖がわれわれの世界
を変更し、われわれ自身をもつくりかえてしまう世界である。もはや実体世界は、情報社
会によって媒介された、徹底した相互依存性の世界である。 
このような事態において、従来の哲学的な概念そのものが通用しなくなってしまうこ
とを、フロリーディは主張する。この「三次技術」が徹底されるとき、それはまさしく「ア
イデンティティ」、「身体性」、「場所と存在」、「時間」、「記憶と相互作用(自己の安定化)」、
「知覚」、「身体」、「教育(e-教育)」をつくりかえてしまう。 
このような社会の登場が、「第 4 の革命」である。コペルニクス革命、ダーウィン革命、
そしてフロイト革命という三つの革命によって、われわれの世界とわれわれ自身の変質
を経験している。フロリーディは次のように言っている。 
 
「今日われわれは、宇宙の中心で不動ではないし(コペルニクス革命)、動物王国のほ
かの首都、不自然に切り離された別のものではいないし(ダーウィン革命)、そしてわ
れわれ自身に完全に透明なデカルトの精神からほど遠い(フロイト革命ないし神経科
学革命)」(第 4 章、124 ページ) 
 
このような革命にたいして、パスカルが「思考の尊厳」を主張することによって、われ
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われが「インフォスフィア」の中心にいることを革新させた。だが、まさに「我々の文化
に踏み込む、初の革新的な考え」を示したのがトーマス・ホッブスであった。まさにホッ
ブスは、先に述べた情報社会の自動的な自己増殖運動が自らの社会に向かい、変革する可
能性を示していたのである。ここの「第 4 の革命」の種が蒔かれていたとフロリーディ
は指摘する。「情報有機体」というのが第 4 の革命にキーワードとなる。 
 
「われわれが情報的な生物(情報有機体)であり、情報環境(インフォスフィア)の中で
相互に結ばれ、それに埋め込まれており、そうした環境を自然なものであれ人工的な
ものであれ、論理的に、そして自律的に情報を処理することができるほかの情報エー
ジェントと共有しているのである。」(第 4 章、130 ページ) 
 
この「情報有機体」が「われわれの自己認識を見直すための概念的な手段」となってい
るのである。むしろ「第 4 の革命は、人間のアイデンティティの本質的な情報的性質に
光を当てた」(第 4 章、133 ページ)のである。この第 4 の革命において、われわれの自己
了解は「内向(introvert)」、「外向(extrovert)」に変化するが、この変化した主体として
「情報有機体」が登場したのである。このとき、これまでわれわれの「尊厳」に基づいて
展開されてきた「プライバシー」の問題が浮かび上がってくる。新しく浮かび上がってき
たのが「情報プライバシー」の問題である。 
２．「一般データ保護規則」と情報プライバシー 
(1)プライバシーと「匿名性」 
このようなハイパーヒストリーとしての情報社会の圧力にたいして、実体社会の側か
らの防波堤を築こうとする試みが、ヨーロッパ評議会の「一般データ保護規則」であった
と言えるのではないか。そして、「ソフトエシックス」とはこの対立にたいして、積極的
にフロリーディが提案し調停しようとする試みであるだろう。本節では、「情報プライバ
シー」と「一般データ保護規則」とどのようにかかわるかを見ていこう。この「情報プラ
イバシー」についてフロリーディにしたがって、検討することから始めよう。 
フロリーディは、「プライバシー」が、基本的な意味では「～からの自由」の観点から
説明できることを確認し4、第 1 に、「身体的プライバシー」、第 2 に、「精神的プライバシ
ー」、第 3 に、「決定のプライバシー」そして第 4 に、「情報のプライバシー」を新しい「プ
ライバシー」の在り方として提起している。 
この第 1 から第 3 まではわかりやすいものである。まず第 1 の「身体的プライバシー」
は、他者が身体にたいする接触、介入を制限することができることである。法的な自由で
言うならば、「身体不拘束の自由」を意味するだろう。第 2 の「精神的プライバシー」も
また、精神的な干渉からの自由を意味しており、「思想信条の自由」を、法的に意味して
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いるだろう。第 3 の決定のプライバシーもまたいわゆる「自己決定権」を意味している。 
この点では、すでに生命倫理の議論が蓄積してきており、その意味では先取り的にいっ
ておけば、フロリーディが倫理的前提となる議論を生命倫理のうちに求め、積極的に生命
倫理を問題化しようとしている5ことも留意すべきである。 
ところで、問題は「情報のプライバシー」の問題である。フロリーディは、次のように
言っている。 
 
「第 1 に、ICT(情報通信技術 Information and Communication Technology)は、
情報摩擦を失わせるかもしれないが、匿名性によってその影響を相殺される可能性
がある。そして第 2 に、ラジオやテレビのような古い ICT は情報摩擦を減らすとい
う一方向にしか影響を及ぼさないのに対して、新しい ICT は、情報摩擦を減らしも
増やしもするというように双方向に作用する。」(第 5 章、147 ページ) 
 
つまり、フロリーディは、第 4 革命後のプライバシーの在り方を情報のプライバシー
に認め、「匿名性」に見ようとする。「情報摩擦」(インフォスフィア領域内部で情報の流
れを妨げる力)を減少させることによって、「インフォスフィア」はますます増大され、そ
れにそくして、諸個人のプライバシーも喪失することになる。 
だが、「匿名性」によって、「現代社会はかつてないレベルのプライバシーを享有するよ
うになった」(第 5 章、147 ページ)。だから彼によれば、「匿名性」によって、新しいプ
ライバシーの形態が現れてきたと主張される。もう少しフォローすると「匿名性」と「情
報摩擦」とは対立した方向性を持つが、「インフォスフィア」の住人であることは「エン
パワーメント」で、「機会の均等」を双方向に与えることである。だから、「データ生成」、
「データ管理」、「データ保存」の点で、「プライバシー」の強化を行うことを指摘する。 
だが、この点では「匿名性」が基本となる防衛の仕方は、1995 年の「EU 個人情報保護
指令」の段階ですでに問題にされている。フロリーディ自身「第 4 の革命」以後の「プラ
イバシー」を問題にしているし、2018 年の「一般データ保護規則」の段階ではどのよう
になるのか。それこそが問題である。 
(2)「一般データ保護規則」とプライバシー 
フロリーディが新しいプライバシーについて提起するのは、つまり「第 4 の革命」の
段階での新しい「プライバシー」は、「自己構成的な価値」としてのプライバシーである。
これを、「一般データ保護規則」での「プライバシー」を比較してみよう。 
「自己構成的な解釈」の場合に、「プライバシーの保護」を「パーソナル・アイデンテ
ィティ」の保護と同じものとして扱う。それによって、プライバシーは基本的権利と考え
られる。つまり、人間の性質をその人の情報で構成されているものと見なし、それによっ
てプライバシーとは、自分のアイデンティティが影響を受けない権利を意味することに
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なる。 
だから、このとき、公的領域におけるプライバシーと私的領域におけるプライバシーと
いう二分法を捨てることになり、自分の「完全性」と「唯一性」を保持することを意味す
る。こうして、自分の情報は自分の一部であることになる。 
したがって、「プライバシー」は、「機密保持」であることになり、自分自身のアイデン
ティティ構築の問題として考えられなければならない。だからこそ、本来人権の担い手と
みなされない子ども、その「子どものプライバシー」もまた重視されなければならない。
ICT がまさにこれを形成するのだから。これが第 4 革命段階の「プライバシー」であると
される。 
ところで、それでは、このような「プライバシー」理解は現実の GDPR6におけるプラ
イバシーとどのようにかかわるのだろうか。フロリーディの「自己構成的な」「プライバ
シー」理解は、2014 年段階でのものに基づいて、まとめてみたのだが、まさに GDPR は
この時期から 4 年後の 2018 年 5 月に施行された7。 
だから、フロリーディのこの時期の見解をも参考にしながら、GDPR の「プライバシ
ー」観をまとめてみよう。 
GDPR は、まず「個人データの取り扱いと関連する自然人の保護は、基本的な権利の一
つである」(pre.１)ことを確認する。そのうえで、「技術は、私企業と公的機関のいずれに
たいしても、その活動の遂行のためにかつてない規模で個人データを利用できるように
している」(pre.２)という現状認識を示している。つまり「ビッグデータの時代」に入っ
ていることを確認している。だから、フロリーディと同じく、第 4 革命の時代のプライ
バシーを問題にすることになる。定義を見てみよう。 
 
「『個人データ』とは、識別された自然人又は識別可能な自然人（「データ主体」）に
関する情報を意味する。 識別可能な自然人とは、特に、氏名、識別番号、位置デー
タ、オンライン識別子のような識別子を参照することによって、又は、当該自然人の
身体的、生理的、遺伝的、精神的、経済的、文化的又は社会的な同一性を示す一つ又
は複数の要素を参照することによって、直接的又は間接的に、識別されうる者をい
う。」(第 4 条第 1 項) 
 
ここで「自然人」とは、まさに本稿でも触れてきた「実体社会」の住人であることを意味
するのではないか。このような「実体社会の住人」であることは、二つの意味を持つこと
になるだろう。すなわち、第 1 に、「情報プライバシー」の根拠づけを人権のうちに求め
ることを意味するだろう。第 2 に、この「情報プライバシー」の問題を、さらに「情報の
流通」において問題化し、人権としての「情報プライバシー」を守りつつ、その自然人の
「情報」の利用の可能性を示すものである。だから、フロリーディらが格闘していた「イ
ンフォスフィア」という言葉を使用しないけれども、GDPR は問題設定において、「イン
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フォスフィア」の住人となっている我々を、自然人として人権を持つ存在として守るとい
う形で問題を解決しようとしている。しかも、それは「インフォスフィア」の自己増殖機
能を保証しながら行うということである。 
この試みそのものは、ヨーロッパでは有名なガイドライン 95/46/EC からはじまってい
る。だがこの「一般データ保護規則」への進展は、このガイドラインがまさに法制へと進
化しなければならなかったことを示している。 
 
「EU 全域における個人データ保護の実装の断片化、法的な不安定性、又は、特に、
オンライン上の行為に関して、自然人の保護に対する重大なリスクがあるという一
般的な認識が広がることを防止できなかった。」(pre.第 9 項、3 ページ) 
 
もはや倫理レベルでは「ビッグデータ時代」の運動は抑え込むことができないのではない
かという印象を受けざるをえない。 
３．「ソフトエシックス」と「一般データ保護規則」 
「ソフトエシックス」8の提案は、まさに「一般データ保護規則」が施行される年 2018
年にいくつかの論文で提起されている。GDPR という法制と「ソフトエシックス」とは、
どのような形で、展開するのかを検討しておきたい。 
(1)ディジタル統治／ディジタル法制／ディジタル倫理 
さて、フロリーディは、この「情報圏」に基づく情報社会を「マングローブ社会」と比
ゆ的に表現する。この「マングローブ社会」というのは、「マングローブ」が一つの植生
ではなく、さまざまな植生が群生している在り方を示している。つまりアナログとディジ
タルとが、アナログからディジタルへの進化を前提しながら共在しながら成立している
状況を示している。「情報圏」が様々な技術とりわけ情報技術の自己増殖しながら、全体
として統一的に増殖する姿を示している。 
そして、このような情報圏の在り方において、この群生しながら成長していく社会にお
いて、かれは「ディジタル統治（Digital Governance）」をまず見る。この「ディジタル
統治」は、「情報圏の政治、手続き、そして適切な発展の基準そして使用と管理を確立し
補完する実践」([LF2018a],3)を意味する。つまり「ディジタル統治」が意味するのは、
「情報圏」が自己増殖する過程において、この過程を統括し、全体を統一的に維持しなが
ら増殖させることである。この過程において、さまざまな新しい規則を作りだし、制度化
していく「実行可能性(feasibility)」を生み出していることを意味している。 
だから、「ディジタル法制(Digital Regulation)」は、「情報圏における重要な作用者の
振る舞いを統御する社会的、あるいは政府の諸研究所を通じて生成され、強化される規則
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の制度」([LF2018a],３)である。この「ディジタル法制」こそが、「ディジタル統治」によ
って創出された実行可能性を顕在化させ、自己増殖する情報圏を明確な制度として確立
することになり、その意味で、この自己増殖する情報圏の運動を固定化していくプロセス
でもある。くわえて、これがフロリーディにとっては、「一般データ保護規則」である。 
 
図 1 ディジタル統治・ディジタル規則・ディジタルエシックスの関係9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
それにたいして、「ディジタルエシックス」をフロリーディは区別する。フロリーディ
によれば、この「ディジタルエシックス」が「ハードエシックス」と「ソフトエシックス」
とに区別されると言われる。これをフロリーディの図１が表現している。まさに「ディジ
タル統治」と「ディジタル規則」とはまさに情報圏を作り出し、自己増殖するこの情報圏
のうちに規範性を潜在的に作り出している。それが図 1 で示される。DR と DG とは法的
コンプライアンスを通じて結びつけられ、DR が DG を形成することになる。 
それにたいして、「ディジタルエシックス」は、道徳的評価を通じて DG 及び DR を形
成する。その際、すでに潜在的に形成されている規範性を前提にするわけである。「道徳
的評価」とはまさにこの潜在的規範性にたいする批判的な評価を意味すると言えるので
はないか。ディジタルエシックスは、「データと情報に関連する道徳的な根拠を研究し、
評価する倫理の分枝」（[LF2018a],３）として理解される。 
フロリーディによれば、すでに指摘してきたように、この「ディジタルエシックス」が
「ハードエシックス」と「ソフトエシックス」とに区別されると言われる。この点をさら
にフロリーディの図を借りて説明しよう。 
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図 2 ソフトエシックスの空間10 
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ソフトエシックスは情報圏における規範性を顕在化する倫理的な機能を持っている。
したがって、人権とコンプライアンスの境界線の内部で働き、さまざまな具体的事象にお
いてその規範性を顕在化させることになる。フロリーディの図では、そのことを示すため
に、時間を経る中で、実現されるがゆえに、この図は逆台形で描かれ、上の辺の部分はつ
ながれていない。それはこのソフトエシックスの開放性を示している。また下の辺は「実
現可能性」を示し、それは結合されている。この図が逆台形として描かれるのも、まさに
「時間経過」との連関で、この下の辺の「実現可能性」が情報圏の自己増殖に応じて具体
化されることを示しているからである。 
(2)ソフトエシックスと GDPR 
ハードエシックスは、フロリーディによれば、GDPR が法制と確立するときに働いたそ
の正当性の根拠を明らかにするべく働いていると考えられている。ディジタル統治とデ
ィジタル法制という情報圏の運動において、この運動の根拠を明らかにしながら、その法
制として GDPR が確立する際に働いていると考えている。このようにまさしく現実の法
制化のために倫理的に働くがゆえに、「ハードエシックス」と言われている。「ハードエシ
ックスは法を形成するか、あるいは形作ることに寄与する可能性があるものである」([LF 
2018b], 162)。 
それにたいして、ソフトエシックスというのは、GDPR が成立していることを前提にし
て、この GDPR が現実と調停していく規範的な力であると言えるだろう。だから、「ソフ
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トエシックスはコンプライアンス以後の倫理である」（[LF 2018a]、4）と表現されること
になる。GDPR 自身、前文が 173 項目(邦訳 62 ページ)、本文第 1 章から第 11 章まで 99
条にわたるものである11。これだけ大部であるとしても、現実に浸透していくときに、隙
間が出てくるのは当然である。だから、ソフトエシックスが果たすことを期待されている
のは、この隙間を埋めて GDPR が情報圏の構造として、自己増殖の方向を形成すること
にたいする道徳的な規範的な働きであると言えるのではないか。「ソフトエシックスは、
実在する規範について、そしてそれの上においてなされるべきであるのは何か、そしてそ
ある」([LF 2018b], 162)。 
「マングローブ社会」という認識は、この自己増殖がまさに ICT を介して生活におい
て直接につながっている情報社会がその群生を倫理的に統御することができるかが問題
になると考えているからだろう。だからこのソフトエシックスは、ます第 1 に、「実現可
能性」が前提されている。そしてこれは EU 諸国を想定する。人権を前提にして GDPR は
制定されているからである。第 2 に、ソフトエシックスは部分的にしか限界づけられて
おらず、開放的である。この開放性は、法令順守と人権を前提にしていることである。つ
まり、倫理的なものと非倫理的なものの境界の枠内で働く倫理であることである。それゆ
え、前掲図２の人権とコンプライアンスを二つの境界として、その枠内で働くことにな
る。だから、「ソフトディジタルエシックスは、正しくディジタル制御がすでに道徳的な
ものと非道徳的なものの分割線の良い側面で存する世界の場所で行われることができる」
([LF 2018c], 164)。 
このような表現は、GDPR の「十分性認定(adequate level of protection)」と対応する
のではないかと思われる。すなわち、GDPR は、域内の情報の流通を EU 内と想定し、法
制としてすべての加盟国に共通に適用されることになる。だから、個人情報保護の水準を
EU レベルであることを要求している。加盟国外への情報の流通は、EU レベルであると
EU が認めた国にのみ可能である。このことを「十分性認定」と言っている。この「十分
性認定」こそ、GDPR が自己増殖して域外へと波及していくという性格そのものを示して
いる。 
ソフトエシックスもまた基本的に EU 域内での倫理という性格を持つ。だが、まさにソ
フトエシックスが GDPR の展開にそくして、域外にたいしてもまた「開放」的であるこ
とを示している。つまり「情報圏」の成立する場面で通用する倫理だとフロリーディは考
えていると言えよう。このソフトエシックスはどのような構造を持っているのか。章をか
えて、この点を検討しよう。 
４．ソフトエシックス、その構造 
フロリーディは、ソフトエシックスが GDPR の「倫理的な枠組み」であると考える。
うすべきではないのかは何かを考えることによって……コンプライアンス以後の倫理で
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このとき、5 つの構成要素があると指摘する。 
第 1 に、「諸機関にたいして GDPR の倫理的、法的そして社会的合意がある」([LF 2018b], 
165)ことである。GDPR は、1995 年の EU の「個人情報保護指令」を前提し、この指令
のプロセスを前提する。つまり、「情報圏」の運動をこのプロセスは表現するだろう。だ
から、まさに指令を介して「情報圏」において「ディジタル法制」が働いていたのだが、
それが不十分であることを確認することによって、GDPR を法制として確立した。したが
って、GDPR の諸機関はまさに指令を通じて確立された諸機関を法的に再組織すること
を意味する。だから、この「倫理的、法的そして社会的合意」がこれらの諸機関にたいし
てあることは、「ディジタル統治」を意味している。 
だから、「それはヨーロッパを通じて、データプライバシープライバシー保護法を調和
させ、あらゆる EU 市民のデータプライバシー保護を地理的な位置から独立に保護し、強
化し、EU を貫通する諸組織がデータプライバシーに接近する道を改善するためにデザイ
ンされている」([LF 2018b], 165)。 
第 2 に、この GDPR が 99 章をなしていることである。つまり、GDPR は「規範的不確
実性の灰色の領域」(ibid.)を残していることである。技術的革新が新しい環境に適用され
るときにこの更新を要求し、それを実現する可能性を示している。だから、この 99 章は
条文に加えて、前書きの項目があることをフロリーディは指摘する。この前書きの項目に
ついて述べるのが、第 3 の項目となる。これは規範ではない。 
GDPR がヨーロッパじゅうで一貫して適用されるこ
([LF 
2018b]165)。ヨーロッパ連合加盟国が共通の土台として、貫通的に前書きの諸項目の理
念が「個人情報保護」にかんして新しい解決のための規則として機能することになる。だ
から、これらの前書きの諸項目は解釈を要求する。 
第 4 に、この解釈の問題で、その解釈の「倫理的枠組み」が問題である。「諸条項と論
述はヨーロッパ議会、ヨーロッパ評議会、そしてヨーロッパ委員会(いわゆる公式三部会)
の間の長い調停のおかげで定式化される」([LF 2018b],165)。ヨーロッパ連合設立以来、
積み重ねられ、具体的な事例にたいする対応が蓄積されていることが、前提される。これ
は、情報圏における「ディジタル統治」と「ディジタル法制」という形で自己増殖する「情
報圏」にたいして、創り出されてきた議論とその精度化がこの解釈にたいして保証するこ
とになる。まさにこのプロセスが「開放的」であるがゆえに、それに基づいて前書きの諸
項目が具体的に展開されることを意味する。 
第 5 に、この解釈に基づく「共同提案」が第 5 の要素としてある。ここでハードエシ
ックスが働き、新しい枠組みが設立されることになる。 
これらのソフトエシックスの内容は、まさに「ディジタル技術」が提供してくる関連し
た挑戦と潜在的脅威を示すのに対して、つねに「利益を受け入れることと潜在的な危険を
緩和することの間の緊張を解決する」([LF 2018b],166)ことを行うことになる。 
「．．．重要であるのは、この論述も
とを確実にするとき、ヨーロッパデータ保護委員会……によって使用されうる」
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このようなソフトエシックスを、フロリーディが確信的に「情報圏」での倫理的あり方
としてわれわれに提起するのは、まさに「われわれの成熟した情報社会」([LF 2018c],1)、
「われわれの技術が完全にこのような新しい環境」([LF 2018c],1)を作り上げている「情
報圏」の自己増殖する運動の中で、またこの運動こそが実現可能な規範を形成してきてい
るという認識である。 
おわりに 
まさに GDPR は、国際的に極めて強い影響力を発揮している。たとえば、われわれの
日本であるが、個人情報保護法が改正され、個人情報保護委員会が設立された。現在日本
も 2019 年 1 月に「十分性認定」を獲得した。だがそのいくつかの解説を見るならば、「十
分性認定」を獲得することによって安心することができないことを指摘している12。 
これはソフトエシックスの「開放性」がまさにそれが媒介する「ディジタル統治」と「デ
ィジタル規則」のプロセスを前提している。この「情報圏」の自己増殖の運動の永続性、
それは技術革新が「情報圏」の在り方をつくりかえるのであるが、そのことがこの永続性
を保証している。それゆえ、ソフトエシックスの「開放性」は常にこの運動に添いながら、
プライバシー保護の在り方を解明していくことを意味している。 
ソフトエシックスによって、フロリーディはまさに「状況倫理」の一つの在り方を提示
しその正当性の根拠もまた明るみに出していると言えるだろう。 
このようにみてくると、まさに残された課題は具体的な事例の分析に基づき、ソフトエ
シックスの在り方を再検討することであろう。とりわけ、フロリーディの視野には、「医
療情報システム」の問題が視野に入っている。これは、日本においてもそうだし、国際的
に医療情報が価値あるものとして認識されていることを示している。 
実際、電子カルテシステムはほぼ浸透してきているが、これは今日ではインターネット
につながないことを前提しており、各大学ではイントラネットでつながれている。という
のも、インターネットでつなぐとたちどころにハッカーによって攻撃されることがすで
に明らかになっているからである。だが、このような結合の仕方では、電子カルテシステ
ムそのものの有効性が奪われてしまうことも事実である。 
このように検討してくると、フロリーディらヨーロッパの情報学者たちにとって、「情
報圏」という認識が机上の議論ではなく、ヨーロッパが形成してきた人権の議論と実質を
踏まえて情報社会においてそれをいかに展開していくかという痛切な現実的な実践が見
えてくること、このことは確認してよいだろう。 
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