We find the precise number of non-Kähler SO(2n)-invariant Einstein metrics on the generalized flag manifold M = SO(2n)/U (p) × U (n − p) with n ≥ 4 and 2 ≤ p ≤ n−2. We use an analysis on parametric systems of polynomial equations and we give some insight towards the study of such systems. We also examine the isometric problem for these Einstein metrics.
Introduction

A Riemannian metric g is called Einstein if the Ricci tensor Ric g satisfies the equation
Ric g = e · g, for some e ∈ R. When M is compact, Einstein metrics of volume 1 can be characterized variationally as the critical points of the scalar curvature functional T (g) = M S g dvol g on the space M 1 of Riemannian metrics of volume 1. If M = G/K is a compact homogeneous space, a G-invariant Einstein metric is precisely a critical point of T restricted to the set of G-invariant metrics of volume 1. As a consequence, the Einstein equation reduces to a system of non-linear algebraic equations, which is still very complicated but more manageable, and in some times can be solved explicity. Thus most known examples of Einstein manifolds are homogeneous.
In a recent work [AC] the first two authors classified all flag manifolds for which the isotropy representation decomposes into four pairwise inequivalent irreducible submodules, and found new invariant Einstein metrics on these spaces. Recall that a generalized flag manifold is an adjoint orbit of a compact semisimple Lie group G, or equivalently a compact homogeneous space of the form M = G/K = G/C(S), where C(S) is the centralizer of a torus S in G.
Eventhough the problem of finding all invariant Einstein metrics on M can be facilitated by use of certain theoretical results (e.g. the work [Grv] on the total number of G-invariant complex Einstein metrics), it still remains a difficult one, especially when the number of isotropy summands increases. This difficulty also increases when we pass from exceptional flag manifolds to classical flag manifolds, because in the later case the Einstein equation reduces to a parametric system. In particular, eventhough all invariant Einstein metrics were found for every generalized flag manifold with four isotropy summands, a partial answer was given for the spaces SO(2n)/U(p) × U(n − p) and Sp(n)/U(p) × U(n − p).
We summarize the results obtained in [AC] about these spaces.
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Theorem 1. ([AC])
The flag manifold SO(2n)/U(p) × U(n − p) (n ≥ 4 and 2 ≤ p ≤ n−2) admits at least six SO(2n) 
-invariant Einstein metrics. There are two non-Kähler Einstein metrics and two pairs of isometric Kähler-Einstein metrics.
Theorem 2. ([AC])
The flag manifold Sp(n)/U(p)×U(n−p) (n ≥ 2 and 1 ≤ p ≤ n−1) admits at least four Sp(n)-invariant Einstein metrics, which are Kähler.
For the special case n = 2p the following results have been obtained: In the present paper we find all SO(2n)-invariant Einstein metrics on the flag manifold SO(2n)/U(p) ×U(n−p), by using a new approach into manipulating the algebraic systems of equations obtained from the Einstein equation. The coefficients of the polynomials in such systems involve parameters, so a major difficulty appears when we try to show existence and uniqueness of solutions. Therefore, the contribution of the present work is, besides answering the original problem on Einstein metrics, to give some insight towards the study of parametric systems of algebraic equations.
Our main result is the following:
with n ≥ 4 and 2 ≤ p ≤ n − 2. Then M admits exactly four non-Kähler SO(2n)-invariant Einstein metrics for the pairs (n, p) = (12, 6), (10, 5), (8, 4), (7, 4), (7, 3), (6, 4), (6, 3), (6, 2), (5, 3), (5, 2), (4, 2), and two non-Kähler SO(2n)-invariant Einstein metrics for all other cases.
The flag manifold Sp(n)/U(p) × U(n − p) will be treated in a forthcoming paper.
The Einstein equation on flag manifolds
Let M = G/K = G/C(S) be a generalized flag manifold of a compact simple Lie group G, where K = C(S) is the centralizer of a torus S in G. Let o = eK be the identity coset of G/K. We denote by g and k the corresponding Lie algrebras of G and K. Let B denote the Killing form of g. Since G is compact and simple, −B is a positive definite inner product on g. With repsect to −B we consider the orthogonal decomposition g = k ⊕ m. This is a reductive decomposition of g, that is Ad(K)m ⊂ m, and as usual we identify the tangent space T o M with m. Since K = C(S), the isotropy group K is connected and the relation Ad(K)m ⊂ m is equivalent with [k, m] ⊂ m. Thus, for a flag manifold M = G/K the notion of Ad(K)-invariant and ad(k)-invariant is equivalent.
Let χ : K → Aut(T o M) be the isotropy representation of K on T o M. Since χ is equivalent to the adjoint representation of K restricted on m, the set of all G-invariant symmetric covariant 2-tensors on G/K can be identified with the set of all Ad(K)-invariant symmetric bilinear forms on m. In particular, the set of G-invariant metrics on G/K is identified with the set of Ad(K)-invariant inner products on m.
Let m = m 1 ⊕ · · · ⊕ m s be a (−B)-orthogonal Ad(K)-invariant decomposition of m into pairwise inequivalent irreducible Ad(K)-modules m i (i = 1, . . . , s). Such a decomposition always exists and can be expressed in terms of t-roots (cf. [AP] , [AC] ). Then, a G-invariant Riemannian metric on M (or equivalently, an Ad(K)-invariant inner product , on m = T o M) is given by
where (x 1 , . . . , x s ) ∈ R s + . Since m i = m j as Ad(K)-representation, any G-invariant metric on M has the above form.
Similarly, the Ricci tensor Ric g of a G-invariant metric g on M, as a symmetric covariant 2-tensor on G/K is given by
where r 1 , . . . , r s are the components of the Ricci tensor on each m i , that is Ric g | m i = r i · (−B)| m i . These components obtain o useful description in terms of the structure constants [ijk] first introduced in [WZ] . Let {X α } be a (−B)-orthonormal basis adapted to the decomposition of m, that is X α ∈ m i for some i, and α < β if i < j (with X α ∈ m i and X β ∈ m j ). Set
2 , where the sum is taken over all indices α, β, γ with 
In wiew of Proposition 1, a G-invariant metric g = (x 1 , . . . , x s ) ∈ R s + on M, is an Einstein metric with Einstein constant e, if and only if it is a positive real solution of the system 1 2x
We review some results related to the generalized flag manifold [AC] . Its corresponding painted Dynkin diagram is given by 
2
. . .
The isotropy representation of M decomposes into a direct sum χ = χ 1 ⊕χ 2 ⊕χ 3 ⊕χ 4 , which gives rise to a decomposition m = m 1 ⊕ m 2 ⊕ m 3 ⊕ m 4 of m = T o M into four irreducible inequivalent ad(k)-submodules. The dimensions d i = dim m i (i = 1, 2, 3, 4) of these submodules can be obtained by use of Weyl's formula [AC, p. 210] and are given by
for positive real numbers x 1 , x 2 , x 3 , x 4 . We will denote such metrics by g = (x 1 , x 2 , x 3 , x 4 ). It is known ( [Nis] ) that if n = 2p then M admits two non-equivalent G-invariant complex structures J 1 , J 2 , and thus two non-isometric Kähler-Einstein metrics which are given (up to scale) by (see also [AC, Theorem 3] )
If n = 2p then M admits a unique G-invariant complex structure with corresponding Kähler-Einstein metric (up to scale) given by g = (p, p − 1, 2p − 1, 3p − 1) (cf. also [AC, Theorem 8] where all isometric Kähler-Einstein metrics are listed). The Ricci tensor of M has been computed in [AC] and is given as follows:
Proposition 2. The components r i of the Ricci tensor for a G-invariant Riemannian metric on M determined by (2) are given as follows:
2d 1
2d 2
2d 3
2d 4
where c 13 into the components of the Ricci tensor, System (5) is equivalent to the following equations:
Proof of the Main Theorem
We consider the equation r 1 − r 3 = 0 of System (5). This is equivalent to
CASE A Let x 1 = x 3 = 1. Then the system of equations r 1 − r 2 = 0, r 3 − r 4 = 0 becomes
From (7) we get that
Note that x 4 > 0 if and only if 2(n − p − 1)
By substituting equation (9) into equation (8), we obtain the following equation:
From (8) we get that
Note that x 2 > 0 if and only if 2(p − 1) 2n − p − 1 < x 4 < 2. By substituting equation (11) into equation (7), we obtain the following equation:
Note that the relation between H n,p (x 2 ) and G n,p (x 4 ) is given by
Proposition 3. The equation H n,p (x 2 ) = 0 has at least two solutions between x 2 = 2(n − p − 1) n + p − 1 and x 2 = 2.
Proof. We consider the value H n,p (x 2 ) at x 2 = 2(n − p − 1) n + p − 1 and x 2 = 2. We see that
thus the equation H n,p (x 2 ) = 0 has at least two solutions between x 2 = 2(n − p − 1) n + p − 1 and x 2 = 2.
We need to show that the polynomial H n,p (x 2 ) has only one local minimum (i.e. the two solutions obtained in Proposition 3 are unique), with some exceptions which will also be studied.
Lemma 1. For n ≥ 2p+5 and p ≥ 4 the equation H n,p (x 2 ) = 0 has exactly two positive solutions.
Proof. We have that
Note that the quadratic polynomial
attains its minimum at x 2 = 2n 2 − 2n − p 2 + p n(n + p − 1) and we see that
We set
and we investigate the conditions for n, p such that M(n, p) > 0 for n ≥ 2p. We consider the coefficients of M(n, p) as a polynomial of n − 2p − 5. We can write M(n, p) as
We put
Note that
Thus we see that a 0 > 0, a 1 > 0, a 2 > 0, a 3 > 0 for p ≥ 4. Therefore we see that
> 0 for n ≥ 2p + 5 and p ≥ 4 and hence, dH n,p dx 2 (x 2 ) is monotone increasing and the polynomial H n,p (x 2 ) has only one local minimum for n ≥ 2p + 5 and p ≥ 4. Thus the equation H n,p (x 2 ) = 0 has exactly two positive solutions.
Now we examine the values p = 2 and p = 3.
Lemma 2.
(1) Let p = 2. Then for n ≥ 7 the equation H n,2 (x 2 ) = 0 has exactly two positive solutions, and for 4 ≤ n ≤ 6 it has exactly four positive solutions.
(2) Let p = 3. Then for n ≥ 8 the equation H n,3 (x 2 ) = 0 has exactly two positive solutions, and for 6 ≤ n ≤ 7 it has exactly four positive solutions.
Proof.
(1) For p = 2 we have that M(n, 2) = n 4 − 13n 3 + 4n 2 + 6n + 12 = (n − 13) 4 + 39(n − 13) 3 + 511(n − 13) 2 + 2307(n − 13) + 766.
Thus we see that d 2 H n,2 dx 2 2 > 0 for n ≥ 13, and hence, dH n,2 dx 2 (x 2 ) is monotone increasing and the polynomial H n,2 (x 2 ) has only one local minimum for n ≥ 13. Thus the equation H n,2 (x 2 ) = 0 has exactly two positive solutions for n ≥ 13. For 4 ≤ n ≤ 12, we consider polynomials H n,2 (x 2 ) one by one and we see that, for 7 ≤ n ≤ 12 the equation H n,2 (x 2 ) = 0 has two positive solutions, and for 4 ≤ n ≤ 6 the equation H n,2 (x 2 ) = 0 has four positive solutions. (2) For p = 3 we have that M(n, 3) = 2 n 4 − 12n 3 − 2n 2 − 2n + 54 = (n − 13) 4 + 40(n − 13) 3 + 544(n − 13) 2 + 2650(n − 13) + 1887.
Thus we see that
> 0 for n ≥ 13, and hence, dH n,3 dx 2 (x 2 ) is monotone increasing and the polynomial H n,3 (x 2 ) has only one local minimum for n ≥ 13. Thus the equation H n,3 (x 2 ) = 0 has exactly two positive solutions for n ≥ 13. For 6 ≤ n ≤ 12, we consider polynomials H n,3 (x 2 ) one by one and we see that, for 8 ≤ n ≤ 12 the equation H n,3 (x 2 ) = 0 has two positive solutions, and for 6 ≤ n ≤ 7 the equation H n,3 (x 2 ) = 0 has four positive solutions. Next, we consider the case when 2p ≤ n ≤ 2p + 4. We may assume that p ≥ 4.
Lemma 3. Let n = 2p. Then the equation H 2p,p (x 2 ) = 0 has exactly two positive solutions for p ≥ 7 and four positive solutions for 4 ≤ p ≤ 6.
Proof. We see that
Thus, the four solutions of the equation H 2p,p (x 2 ) = 0 are given by
Since −p (p 3 − 7p 2 + 5p − 1) is negative for p ≥ 7, we see that the equation H 2p,p (x 2 ) = 0 has exactly two positive solutions p ≥ 7 and four positive solutions for 4 ≤ p ≤ 6. 
H 2p+1,p (x 2 ) = 6p 2 (2p + 1)x 2 4 − 8p 2 (7p + 5)x 2 3 + 2 50p 3 + 36p 2 + 3p − 1 x 2 2 −16p 2 (5p + 3)x 2 + 8p 2 (3p + 1) and
> 0 for p ≥ 10 and hence, dH 2p+1,p dx 2 (x 2 ) is monotone increasing and the polynomial H 2p+1,p (x 2 ) has only one local minimum for p ≥ 10. Thus the equation H 2p+1,p (x 2 ) = 0 has exactly two positive solutions.
For 4 ≤ p ≤ 9, we see that
is negative and two real solutions α, β of the quadratic equation
Since the polynomial dH 2p+1,p dx 2 (x 2 ) of degree 3 takes a local minimum at x 2 = β, we consider the value dH 2p+1,p dx 2 (β). We see that
By evaluating the above expression for the integers 4 ≤ p ≤ 9, we see that dH 2p+1,p dx 2 (β) > 0 for 6 ≤ p ≤ 9 and dH 2p+1,p dx 2 (β) < 0 for 4 ≤ p ≤ 5. Thus the polynomial H 2p+1,p (x 2 ) has only one local minimum for 6 ≤ p ≤ 9, and H 2p+1,p (x 2 ) has two local minima and one local maximum for 4 ≤ p ≤ 5. However, we see that for p = 4, 5 the equation H 2p+1,p (x 2 ) = 0 has exactly two roots between 2(n − p − 1) (n + p − 1) = 2 3 and 2, and this completes the proof. +4(p + 1) 25p 2 + 42p + 11 x 2 2 − 8(p + 1)(2p + 1)(5p + 7)x 2 + 24(p + 1)
.
> 0 for p ≥ 8 and hence, dH 2p+2,p dx 2 (x 2 ) is monotone increasing and the polynomial H 2p+2,p (x 2 ) has only one local minimum for p ≥ 8. Thus the equation H 2p+2,p (x 2 ) = 0 has exactly two positive solutions.
For 4 ≤ p ≤ 7, we see that
is negative and the two real solutions α, β of the quadratic equation + 1)(3p + 1) .
Since the polynomial dH 2p+2,p dx 2 (x 2 ) of degree 3 takes local minimum at x 2 = β, we consider the value dH 2p+2,p dx 2 (β). We see that
By substituting integer 4 ≤ p ≤ 7, we see that
and dH 2p+2,p dx 2 (β) < 0 for p = 4. Thus the polynomial H 2p+2,p (x 2 ) has only one local minimum for 5 ≤ p ≤ 7, and H 2p+2,p (x 2 ) has two local minima and one local maximum for p = 4. However, we see that for p = 4 the equation H 2p+2,p (x 2 ) = 0 has exactly two roots between 2(n − p − 1) (n + p − 1) = 2(p + 1) 3p + 1 and 2. By a similar method we can prove the next two lemmas. (2) If x 1 = x 3 and n ≤ 2p, then M admits exactly four SO(2n)-invariant Einstein metrics for the pairs (n, p) = (12, 6), (10, 5), (8, 4), (7, 4), (6, 4), (6, 3), (5, 3), (4, 2) and two SO(2n)-invariant Einstein metrics for all other cases.
Proof. Part (1) is a consequence of Proposition 3 and Lemmas 1 -7. For (2), we consider the equation G n,p (x 4 ) = 0, and the result follows from the relation (13).
CASE B Let
and set x 1 = 1. From equation (15) we obtain that
We need to show the following:
Proposition 5. The system of equations r 1 − r 2 = 0 and r 3 − r 4 = 0 has no positive solutions, except Kähler-Einstein metrics.
Proof. We substitute equation (16) and x 1 = 1 into the equations r 1 − r 2 = 0 and r 3 − r 4 = 0, and we obtain the following equations :
We consider the resultant of the polynomials F (x 2 , x 4 ) and G(x 2 , x 4 ) with respect to x 2 , which is a polynomial of x 4 , say Q(x 4 ). We factor Q(x 4 ) as We first consider the cases when
and we claim that we only get Kähler-Einstein metrics on SO(2n)/U(p) × U(n − p). (17) and (18) reduce to
If n x 2 − 2(n − p + 1) = 0, we have
By taking the resultant of these polynomials with respect to x 2 , we get
and we see that the resultant is non-zero for 2 ≤ p ≤ n − 2. Thus we get only x 2 = 2(n + p − 1) n for a solution of equations (17) and (18). From (16), we see x 3 = n + 2p − 2 n . Thus we obtain a Kähler-Einstein metric in this case.
Notice that this metric corresponds (up to scale) to the Kähler-Einstein metric g 1 of (3) 2) Let x 4 = 2(2n − p − 1) n . Then equations (17) and (18) reduce to
If n x 2 − 2(n − p − 1) = 0, we have
Now we have
which is positive for 2 ≤ p ≤ n − 2. Thus we see that the resultant is non-zero and we only get x 2 = 2(n − p − 1) n for a solution of equations (17) and (18). From (16), we see x 3 = 3n − 2p − 2 n . Thus we obtain a Kähler-Einstein metric in this case.
Notice that this metric corresponds (up to scale) to the Kähler-Einstein metric g 2 of (3)
. By a similar method we obtain that for 2 ≤ p ≤ n − 2,
is the only solution of equations (17) and (18), and from (16) we see that x 3 = n 3n − 2p − 2 . Thus we obtain a Kähler-Einstein metric in this case.
is the only positive solution of the equations (17) and (18) for n 2 ≤ p ≤ n − 2, and from (16) we see that x 3 = n n + 2p − 2 .
Therefore, we obtain a Kähler-Einstein metric in all four cases.
Since we can write
we see that dT dx 4 (β) < 0, thus β < u 3 Therefore, the three real solutions u 1 , u 2 , u 3 of the polynomial dT dx 4 (x 4 ) of degree 3 satisfy
Since T (0) > 0, in order to show that T (x 4 ) > 0 for x 4 > 0, we need to prove the following:
Claim. The local minimum T (u 3 ) is positive. We show our claim by dividing into two cases, namely p = 2 and p ≥ 3.
The polynomial T (x 4 ) is given by T (x 4 ) = (n − 1)n 2 (2n − 3)(3n − 4)x 4 4 + 4(n − 1)n(2n − 3) n 2 − 8n + 6 x 4 3 +2 n 5 − 27n 4 + 150n 3 − 214n 2 + 4n + 96 x 4 2 − 8(n − 4)(n + 1) n 2 − 10n + 14 x 4 +8(n − 4) 2 (n + 1).
Then the local minimum of T (x 4 ) at x 4 = u 3 satisfies 2/n < u 3 < 2/n + (2/n)
Also, we have that
2 (x 4 ) = 12(n − 1)n 2 (2n − 3)(3n − 4)x 4 2 + 24(n − 1)n(2n − 3) n 2 − 8n + 6 x 4 +4 n 5 − 27n 4 + 150n 3 − 214n 2 + 4n + 96 = 12(n − 1)n 2 (2n − 3)(3n − 4) x 4 + n 2 − 8n + 6 n(3n − 4) We see that the coefficients a j (j = 0, . . . , 11) are positive for p ≥ 3, which means that A(n, p) > 0 for 3 ≤ p < n/2. Therefore, dT dx 4 (t 0 ) > 0 for 3 ≤ p ≤ n/2.
Let us recall the method used in [AC] . For any G-invariant Einstein metric g = (x 1 , x 2 , x 3 , x 4 ) on M = SO(2n)/U(p) × U(n − p) (with 2 ≤ p ≤ n − 2) we determine a (normalized) scale invariant given by H g = V 1/d g S g , where S g is the scalar curvature of the given metric g,
i is the volume of g and d =
