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Abstract
We develop sensitivity analyses for weak nulls in matched observational studies while allowing
unit-level treatment effects to vary. In contrast to randomized experiments, we show for general
matched designs that over a large class of test statistics, any valid sensitivity analysis for the
entirety of the weak null must be unnecessarily conservative if Fisher’s sharp null of no treatment
effect for any individual also holds. We present a sensitivity analysis valid for the weak null, and
illustrate why it is conservative if the sharp null holds. An alternative procedure is presented
that is asymptotically sharp if treatment effects are constant, and is valid for the weak null
under additional assumptions which may be deemed reasonable by practitioners. Simulations
demonstrate that this alternative procedure results in a valid sensitivity analysis for the weak
null hypothesis under many data-generating processes. With binary outcomes, a modification
of the alternative procedure results in a test that is valid over the entirety of the weak null
without further restrictions. The methods may be applied to matched observational studies
constructed using any optimal without-replacement matching algorithm, allowing practitioners
to assess robustness to hidden bias while allowing for treatment effect heterogeneity.
1 Introduction
Matching provides an appealing framework for inferring treatment effects in observational studies.
Through the solution to an optimization problem, matching partitions individuals who have self-
selected into treatment or control into matched sets on the basis of observed covariate information.
In so doing one tries to create a fair comparison between treatment and control individuals, with
the hope that after matching observed discrepancies in outcomes may be attributed to differences in
treatment status rather than differences in confounding factors. Should the observational study be
free of hidden bias, a successful application of matching would justify modes of inference valid for
finely stratified experiments (Fogarty, 2018). Matching throws the fundamental differences between
randomized experiments and observational studies into stark relief: in randomized experiments such
modes of inference are valid by design, whereas in observational studies the same procedures require
an assumption of no hidden bias that is both untestable and untenable.
The simplest and most common form of matching is pair matching, where each matched set
contains exactly one treated and one control individual who are similar on the basis of the observed
covariates. Pair matching is but one of the matching algorithms available to practitioners, and is
the least flexible of all matching algorithms. Alternatives include fixed ratio matching, variable
ratio matching and full matching; see Rosenbaum (2020) for a comprehensive overview of and
worked examples using modern matching algorithms. These methods produce post-stratifications
with a common structure: within each matched set, there is either one treated individual and many
controls, or one control individual and many treated individuals, and each individual appears in
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at most one matched set. Of these methods, full matching makes use of the largest percentage of
data while maintaining balance on observed covariates (Hansen, 2004). Rosenbaum (1991) further
illustrates that full matching enjoys desirable optimality properties in terms of minimizing aggregate
covariate distance without discarding individuals. In contrast, pair matching can be unnecessarily
wasteful of data: if there are many more controls than treated individuals, a sizeable percentage of
control individuals will be dropped from the analysis.
In a sensitivity analysis, the practitioner assesses the magnitude of hidden bias that would be
required to overturn an observational study’s finding of a treatment effect. Methods for sensitivity
analysis in matched observational studies have traditionally focused on tests of sharp null hypothe-
ses, i.e. hypotheses which impute the missing values for the potential outcomes. The restrictiveness
of this null hypothesis has been a point of contention in the analysis of randomized experiments
and observational studies alike, with researchers in many domains instead desiring inference for
Neyman’s weak null that the average of the treatment effects equals zero (Neyman, 1935). See
Sabbaghi and Rubin (2014) and Wu and Ding (2018) for more on arguments surrounding tests of
sharp versus weak nulls.
This work develops sensitivity analyses for flexible matched designs that are valid under effect
heterogeneity. In contrast to the paired case analyzed in Fogarty (2019), we show in Theorem 1
that over a large class of test statistics, no method of sensitivity analysis for matched designs that
tightly bounds the expectation assuming constant effects can also bound the worst-case expectation
over the weak null. Unlike with randomized experiments, in matched observational studies it is
impossible to unify the modes of inference for the weak null and the sharp null in a satisfactory way:
any sensitivity analysis that is valid for the weak null must be unduly conservative for the sharp
null, and any sensitivity analysis sharply bounding the expectation under constant effects must
only be valid over a subset of the weak null. Theorem 1 frames the methodological developments
of the paper, presenting two diverging paths to travel. The first path, explored in §5, creates
a sensitivity analysis that is always valid for the weak null but conservative for the sharp null.
The second, developed in §6, tightly bounds the expectation under constant effects and retains
validity over interpretable restrictions on the weak null. We explore the fundamental source of
divergence between the modes of inference through connections between matching estimators and
inverse probability weighted estimators. Our developments enable practitioners using observational
data to assess the robustness of their findings to hidden bias in any matched design even if effects
are heterogeneous, providing methods for sensitivity analysis when practitioners are interested in
average treatment effects.
2 Notation for stratified experiments and observational studies
2.1 Notation for finely stratified designs
There are B independent matched sets formed on the basis of observed pretreatment covariates,
the ith of which contains ni individuals. There are N =
∑B
i=1 ni total individuals in the study.
Each matched set contains one treated unit and ni − 1 control units. The developments in this
article extend in a straightforward way to full matching; see problem 12 of Rosenbaum (2002, §4)
for further details. Let Zij be an indicator of whether or not the jth individual in block i received
the treatment, such that
∑ni
i=1 Zij = 1 for all matched sets i = 1, ..., B. Along with a vector of
measured covariates xij , each individual also has an unobserved covariate 0 ≤ uij ≤ 1. Let rT ij
and rCij denote the potential outcomes under treatment and control respectively for individual ij.
The observed response is Rij = rT ijZij + rCij(1 − Zij), and the individual-level treatment effect
τij = rT ij − rCij is not observable for any individual. Collect the potential outcomes, observed
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covariates and unobserved covariate for each individual into the set F = {rCij , rT ij , xij , uij : i =
1, .., B; j = 1, .., ni}, the contents of which will be conditioned upon in the forthcoming developments
as fixed properties of the observational study at hand. We will write R = (R11, ..., RBnB )
T , to be
the lexicographically-ordered vector containing all of the observed responses, Ri = (Ri1, ..., Rini)
T
for the observed responses in stratum i, and we will let the analogous notation hold for other vector
quantities such as u and rCi.
2.2 Treatment assignments in experiments and observational studies
Let Ω = {z : ∑nii=1 zij = 1, i = 1, ..., B} be the set of∏Bi=1 ni possible values of Z = (Z11, Z12, ..., ZBnB )T
under a finely stratified design where one individual receives the treatment and ni − 1 receive
the control, and let Z denote the event {Z ∈ Ω}. In a finely stratified experiment (Foga-
rty, 2018; Pashley and Miratrix, 2019), pr(Z = z | F ,Z) = pr(Z = z | Z) = |Ω|−1, and
pr(Zij = 1 | F ,Z) = pr(Zij = 1 | Z) = 1/ni, where the notation |A| denotes the cardinality
of the set A. Before matching, individuals are assigned to treatment independently with unknown
probabilities piij = pr(Zij = 1 | F). While one may hope that piij ≈ piij′ after matching, proceeding
as such may produce misleading inference in due to the potential presence of unmeasured confound-
ing. The model of Rosenbaum (2002, Chapter 4) states that individuals in the same matched set
may differ in their odds of assignment to treatment by at most Γ,
1
Γ
≤ piij(1− piij′)
piij′(1− piij) ≤ Γ, i = 1, ..., B; j, j
′ = 1, ..., ni. (1)
The parameter Γ controls the degree to which unmeasured confounding may have impacted the
treatment assignment process. The value Γ = 1 returns a finely stratified experiment, while Γ > 1
allows the unobserved covariates to influence the randomization distribution to a degree controlled
by Γ. Returning attention to the matched structure by conditioning on Z, this implies
pr(Z = z | F , Z) = exp
(
γzTu
)∑
b∈Ω exp (γbTu)
=
B∏
i=1
exp
(
γ
∑ni
j=1 zijuij
)
∑ni
j=1 exp(γuij)
,
where γ = log(Γ) and u lies in U , the N -dimensional unit cube.
2.3 The sample average treatment effect
The sample average treatment effect is the average of the individual-level treatment effects for
the N individuals in the study population, τ¯ = N−1
∑B
i=1
∑ni
j=1 τij =
∑B
i=1(ni/N)τ¯i. At Γ = 1
the conventional unbiased estimator for τ¯i, the average treatment effect for individuals in block i,
is simply the observed difference in means between the treated and control individuals in block
i, τˆi =
∑ni
j=1 {ZijrT ij − (1− Zij)rCij/(ni − 1)}. An unbiased estimator for the sample average
treatment effect in a finely stratified experiment is τˆ =
∑B
i=1(ni/N)τˆi; however, this estimator
may be substantially biased in the presence of unmeasured confounding. In what follows, it will
be useful to define an additional quantity δij = rT ij −
∑
j′ 6=j rCij′/(ni − 1) representing what the
treated-minus-control difference in means would have been in stratum i had individual j received
the treatment. We then have that τ¯i = δ¯i and τˆi =
∑ni
j=1 Zijδij .
3
3 Asymptotic separability and sensitivity analysis with constant
effects
Suppose interest lies in the null of a constant treatment effect at τ0, H
(τ0)
F : rT ij = rCij + τ0 (i =
1, ..., B; j = 1, ..., ni), with a greater-than alternative. Consider using τˆ − τ0 as a test statistic.
Under H
(τ0)
F , the adjusted responses Rij − Zijτ0 equal rCij , imputing the missing values for the
potential outcomes. Consequently, the values δij − τ0 = Rij −Zijτ0−
∑
j′ 6=j(Rij′ −Zij′τ0)/(ni− 1)
are known under H
(τ0)
F for all ij.
For a particular Γ ≥ 1 and vector of unmeasured confounders u, the null distribution is
pru{τˆ − τ0 ≥ k | F ,Z}
=
∑
z∈Ω
1

B∑
i=1
(ni/N)
ni∑
j=1
zij(δij − τ0) ≥ k

B∏
i=1
exp
(
γ
∑ni
j=1 zijuij
)
∑ni
j=1 exp(γuij)
, (2)
where 1(A) is an indicator that the condition A is true. At Γ = 1 (2) is simply the proportion
of treatment assignments where the test statistic is greater than or equal to k, returning the
usual randomization inference for τˆ in a finely stratified experiment. While the values δij − τ0 are
known under H
(τ0)
F , for Γ > 1 (2) remains unknown because of its dependence on the unmeasured
covariates u. A sensitivity analysis using τˆ − τ0 proceeds for a particular Γ with the intent of
finding the worst-case p-value over all possible u based on the randomization distribution (2),
p∗Γ(τ0) = max
u∈U
pru{τˆ−τ0 ≥ τˆ obs−τ0 | F ,Z}, where τˆ obs is the observed value of τˆ . The practitioner
then increases Γ until the test no longer rejects the null hypothesis, finding inf{Γ : p∗Γ(τ0) ≥ α}.
This changepoint attests to the study’s robustness to hidden bias.
Most test statistics for H
(τ0)
F including τˆ − τ0 may be written in the form ZT q for some q =
q(rT − τ0, rC). Under H(τ0)F , q(rT − τ0, rC) = q(R−Zτ0, R−Zτ0), such that q is determined by the
observed data under the null. Rearrange the values qij in each matched set such that qi1 ≤ qi2 ≤
... ≤ qini . Rosenbaum and Krieger (1990) show that for a given Γ in (1), the maximum value for
pru(Z
T q ≥ k | F ,Z) occurs at a vector u of the form ui1 = ... = uiai = 0 and uiai+1 = ... = uini = 1
for some 1 ≤ ai ≤ ni−1 for each stratum. Let U+i denote this collection of ni−1 binary vectors for
the ith stratum. Unfortunately, this still results in
∏B
i=1(ni−1) candidate values for the maximizer,
rendering explicit calculation p∗Γ(τ0) infeasible for general matched designs. Gastwirth et al. (2000)
show that under mild conditions an asymptotically valid upper bound to (2) can be attained by
instead finding the vector ui in each matched set that maximizes the expectation for Z
T
i qi. If
multiple ui attain the same expectation, the one among these that maximizes the variance of Z
T
i qi
is chosen.
Define µΓi = maxui∈U+i
∑ni
j=1 exp(γuij)qij/{
∑ni
j=1 exp(γuij)}, let U˜+i ⊆ U+i be the subset of
binary vectors attaining the maximal expectation µΓi, and define
νΓi = maxui∈U˜+i
∑ni
j=1 exp(γuij)q
2
ij/{
∑ni
j=1 exp(γuij)} − µ2Γi. The asymptotic approximation to
maxu∈U pru(ZT q ≥ k | F ,Z) returned by this procedure, the separable algorithm, is
1− Φ
ZT q −∑Bi=1 µΓi√∑B
i=1 νΓi
 , (3)
where Φ(·) is the cumulative distribution function of the standard normal. Importantly, this asymp-
totic approximation reduces an optimization problem with
∏B
i=1(ni − 1) candidate solutions to B
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tractable optimization problems which may be solved in isolation, each requiring enumeration of
only ni − 1 candidate solutions.
The function q(rT − τ0, rC) giving rise to τˆ − τ0 is q(rT − τ0, rC)ij = (ni/N)(δij − τ0) =
(ni/N)
{
rT ij − τ0 −
∑
j′ 6=j rCij′/(ni − 1)
}
. Let p˜Γ(τ0) be the probability in (3) when the separable
algorithm is applied to this choice of q at Γ, such that p˜Γ(τ0) provides an asymptotic approxima-
tion to the true worst-case p-value p∗Γ(τ0) under the sharp null H
(τ0)
F . The resulting large-sample
sensitivity analysis using the difference in means is ϕ
(τ0)
DiM (α,Γ) = 1{p˜Γ(τ0) ≤ α}, and Gastwirth
et al. (2000) show that limB→∞E{ϕ(τ0)DiM (α,Γ) | F ,Z} ≤ α under mild conditions if (1) holds at Γ
and H
(τ0)
F is true.
4 Challenges facing sensitivity analysis under effect heterogeneity
4.1 The essential role of studentization in finely stratified experiments
Suppose interest instead lies in the null hypothesis that the sample average of the treatment
effects equals some value τ0, H
(τ0)
N : τ¯ = τ0, while leaving the individual treatment effects τij
(i = 1, ..., B; j = 1, ..., ni) otherwise unspecified. H
(0)
N reflects Neyman’s weak null hypothesis of no
treatment effect on average for the individuals in the study (Neyman, 1935; Ding, 2017). H
(τ0)
N is
a composite null hypothesis, and H
(τ0)
F is one particular element.
We first consider a finely stratified experiment, and address whether or not inference assuming
effects are constant at τ0 and using p˜1(τ0) as a p-value controls the Type I error rate if effects
are heterogeneous. We do so through a comparison of the true variance of
√
Bτˆ to the vari-
ance employed when calculating p˜1(τ0). In matched designs, the true limiting variance for
√
Bτˆ is
limB→∞ B
∑B
i=1 (ni/N)
2 {σ2Ci/(ni − 1) + σ2T i − σ2τi/ni} , where σ2T i = ∑nii=1(rT ij− r¯T i)2/(ni−1) is
the variance of the potential outcomes under treatment for the individuals in matched set i, and σ2Ci
and σ2τi are the sample variances for the control potential outcomes and the treatment effects respec-
tively; see §3.1 of Fogarty (2018) for a derivation. Meanwhile, the reference distribution assuming
constant effects uses a pooled variance of the treated and control individuals constructed under the
(potentially incorrect) assumption that the variances are equal. As a result, the variance of the
reference distribution instead limits to limB→∞ B
∑B
i=1 (ni/N)
2 {(ni − 1)σ2Ci + σ2T i} {1/(ni − 1)}.
These expressions are equal under H
(τ0)
F , as σ
2
Ci = σ
2
T i and σ
2
τi = 0 under that model; however,
under H
(τ0)
N it is possible for the variance used by the permutational t-test to be smaller than the
true variance of
√
Bτˆ , in turn yielding anti-conservative inference even in the limit. A numerical
example where this occurs is presented in the appendix.
Fortunately, in finely stratified experiments a straightforward fix is available: instead of the ran-
domization distribution of τˆ − τ0, simply consider the randomization distribution for (τˆ − τ0)/se(τˆ)
for a suitably chosen standard error estimator. In matched designs assuming Γ = 1, any of the
standard errors derived in Fogarty (2018) can be employed towards this end. Under suitable regu-
larity conditions on F , the reference distribution generated in this manner under the assumption of
constant effects converges to a standard normal regardless of whether or not the effects are actually
constant. The true distribution of (τˆ − τ0)/se(τˆ) instead converges to a normal with a variance
less than or equal to one, as E{se2(τˆ) | F ,Z} ≥ var(τˆ | F ,Z). This results in a single test that is
both exact for H
(τ0)
F , and asymptotically correct for H
(τ0)
N . See Loh et al. (2017) and Wu and Ding
(2018) for related developments.
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4.2 The inadequacy of studentization in matched observational studies
Fundamentally, studentization only succeeds in unifying the modes of inference in finely stratified
experiments because the expectations of the treated-minus-control differences in means are equal
under both null hypotheses. In an observational study, the treated-minus-control difference in
means would not have known expectation under either the sharp or weak null in the presence
of hidden bias. When conducting a sensitivity analysis under a sharp null, one calculates the
worst-case expectation for the test statistic being employed through the asymptotically separable
algorithm of Gastwirth et al. (2000) reviewed in §3. This calculation makes explicit use of the
sharp null hypothesis, and one may be concerned that the worst-case expectation when allowing
for heterogeneous effects would be materially larger than that under the sharp null. Were this the
case, studentization alone would be insufficient for aligning the methods for sensitivity analysis.
For Γ > 1, we now demonstrate that the permutational t-based sensitivity analysis need not
bound the worst-case expectation, rendering studentization insufficient to align the modes of infer-
ence. Define %ij = pr(Zij = 1 | F ,Z) = exp(γuij)/{
∑ni
j′=1 exp(γuij′)} as the conditional probability
of assignment to treatment for the ijth individual when (1) holds at Γ. Under H
(τ0)
N Rij − Zijτ0
does not generally equal rCij when Zij = 1. Instead, it equals rCij + τij − τ0. The true value of
δij − τ0 is only known for the index k such that Zik = 1 in the observational study at hand. If
Zik = 1, the separable algorithm in §3 proceeding under the assumption of constant effects gener-
ates a candidate worst-case expectation in stratum i using improperly imputed values for δ
(k)
ij of
the form
δ
(k)
ij − τ0 =
{
δij − τ0 j = k
δij − τij − (τik − τ0)/(ni − 1) otherwise,
such that δ
(k)
ij −τ0 6= δij−τ0 for j 6= k under H(τ0)N . For each k = 1, ..., ni, let %(k)i be the probabilities
giving rise to the worst-case expectation when the separable algorithm is applied with Zik = 1,
and let ϑΓik =
∑ni
j=1 %
(k)
ij δ
(k)
ij be the worst-case expectation returned by the separable algorithm
assuming that treatment effects are constant at τ0 when Zik = 1. The random variable stemming
from the asymptotically separable algorithm in the ith set is Tˆ
(τ0)
Γi =
∑ni
j=1 Zij(δij − τ0 − ϑΓij),
and let Tˆ
(τ0)
Γ =
∑B
i=1(ni/N)Tˆ
(τ0)
Γi be their weighted average. Let u and % be the true vectors
of unmeasured confounders and the corresponding conditional probabilities. For the separable
algorithm to furnish a valid asymptotic sensitivity analysis under effect heterogeneity and under a
normal approximation, it must be that Eu(Tˆ
(τ0)
Γ | F ,Z) ≤ 0 when (1) holds at Γ. Unfortunately,
this need not be the case.
Proposition 1. Suppose (1) holds at Γ and that H
(τ0)
N is true. Then,
Eu(Tˆ
(τ0)
Γ | F ,Z) ≤
B∑
i=1
n2i
N(ni − 1)
ni∑
j=1
%ij(1− %ij)(τij − τ0).
Moreover, there exist allocations of potential outcomes satisfying H
(τ0)
N with unmeasured confounders
u such that Eu(Tˆ
(τ0)
Γ | F ,Z) > 0 when (1) holds at Γ.
Proposition 1 is proved in the appendix. At Γ = 1, %ij(1 − %ij) = (ni − 1)/n2i , returning
the usual result that E(τˆi − τ0 | F ,Z) = τ¯i − τ0 in a finely stratified experiment. For a paired
observational study with ni = 2, at the worst-case vector of assignment probabilities %
∗ we have
that %∗ij(1− %∗ij) = Γ/(1 + Γ)2 for all ij. As a result, the worst-case expectation is bounded above
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by zero under H
(τ0)
N as proved in Theorem 1 of Fogarty (2019). However, for Γ > 1 and ni > 2, the
unit-level treatment effects may be unequally weighted by the conditional selection probabilities
even under the worst-case vector of unmeasured confounding. Should these selection probabilities
correlate with the individual-level treatment effects in an adverse manner, the expectation may fail
to be controlled. See the appendix for a worked example where this behavior occurs.
4.3 An impossibility result for general matched designs
The previous section illustrates that a sensitivity analysis using τˆ − τ0 as a test statistic under
the assumption of constant effects need not yield a valid sensitivity analysis if effects are instead
heterogeneous outside of paired studies. While the difference in means cannot be employed to this
end, one may hope that another test statistic could achieve this objective. As we now show, this is
regrettably not the case. Over a large class of test statistics that are functions of the stratum-wise
treated-minus-control mean differences τˆi, a sensitivity analysis assuming constant effects cannot be
relied upon to bound the worst-case expectation if the treatment effects are instead heterogeneous.
For k scalar valued, let hΓni(k) be a monotone nondecreasing, non-constant function allowed to
depend upon both the stratum size ni and the value of Γ at which the sensitivity analysis is being
conducted. In the ith stratum, consider the statistic hΓni(τˆi−τ0). Let µΓi = µΓi(hΓni , Ri−Ziτ0) be
the worst-case expectation for hΓni(τˆi − τ0) returned by the separable algorithm at Γ under H(τ0)F .
If (1) holds at Γ, by definition we have that
∑B
i=1E {hΓni(τˆi − τ0)− µΓi | F ,Z} ≤ 0 when H(τ0)F
actually holds. IfH
(τ0)
F is instead false butH
(τ0)
N is true, µΓi varies over z ∈ Ω asRi−Ziτ0 6= rCi. The
sensitivity analysis assuming constant effects would also bound the worst-case expectation under
H
(τ0)
N for a given collection of functions {hΓni}ni≥2 if
∑B
i=1E {hΓni(τˆi − τ0)− µΓi | F ,Z} ≤ 0 under
H
(τ0)
N when (1) holds at Γ for any Γ. The following result shows that this cannot be guaranteed
over all elements of the composite null H
(τ0)
N for general matched designs.
Theorem 1. For any collection of nondecreasing, nonconstant functions {hΓni}ni≥2, there exist
combinations of stratum sizes ni (i = 1, ..., B), degrees of hidden bias Γ, and values for potential
outcomes satisfying H
(τ0)
N such that if (1) holds at Γ,
max
u∈U
B∑
i=1
Eui {hΓni(τˆi − τ0)− µΓi(hΓni , Ri − Ziτ0) | F ,Z} > 0.
That is, no sensitivity analysis using the worst-case expectation under H
(τ0)
F can bound the worst-
case expectation under H
(τ0)
N when effects are heterogeneous for all possible combinations of stratum
sizes and degrees of hidden bias.
The proof is presented in the appendix. It is constructive, creating for any ni ≥ 3 an allocation
of potential outcomes satisfying H
(τ0)
N , but where for any non-decreasing, non-constant function
hΓni(τˆi − τ0) there exists a Γ such that the worst-case expectation under H(τ0)F fails to bound the
worst-case expectation under H
(τ0)
N . The theorem shows that for a large class of test statistics,
including any weighted average of treated-minus-control differences in means across strata, it is in
general impossible to devise an upper bound for
∑B
i=1Eui{hΓni(τˆi − τ0) | F ,Z} that is simultane-
ously tight under both the sharp null and the weak null outside the confines of pair matching. If the
bound is tight when effects are assumed constant at τ0, it must generally not bound the expectation
when instead only τ¯ = τ0. If the bound is tight when testing τ¯ = τ0 while accommodating effect
heterogeneity, it must be a strict upper bound when effects are actually constant at τ0. Unlike in
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randomized experiments, the modes of sensitivity analysis for constant effects and averages of het-
erogeneous effects cannot be unified without the procedure being unnecessarily conservative under
the sharp null.
5 A valid sensitivity analysis with heterogeneous effects
5.1 Interval restrictions on the stratum-wise assignment probabilities
For the time being, consider a further restriction on the allowed assignment probabilities in (1).
Imagine that for each stratum i and for any Γ, there exist known constants κΓi such that
κ−1Γi ≤ %ij ≤ Γκ−1Γi . (4)
The restriction (4) holding at Γ implies that Rosenbaum’s model (1) also holds at Γ; however, the
converse is not true for pre-specified values κΓi. See Aronow and Lee (2012) and Miratrix et al.
(2017) for a related model for inference with unknown probabilities of sample selection.
Suppose interest lies in the null hypothesis H
(τ0)
N with (4) holding at Γ, and consider
Dˆ
(τ0)
Γi = τˆi − τ0 −
(
Γ− 1
1 + Γ
)
|τˆi − τ0|. (5)
Dˆ
(τ0)
Γi is precisely the treated-minus-control mean difference in stratum i, subtracted by the worst-
case expectation under a paired design for H
(τ0)
F when (1) holds at Γ. Fogarty (2019) demonstrated
that Dˆ
(τ0)
Γi can be used to construct an asymptotically valid sensitivity analysis for H
(τ0)
N in paired
observational studies. Here we show the importance of this random variable in general matched
designs with heterogeneous effects.
Proposition 2. Suppose (4) holds at Γ for known values κΓi (i = 1, ..., B). Then,
E(Dˆ
(τ0)
Γi | F ,Z) ≤ ni
(
2Γ
1 + Γ
)
τ¯i − τ0
κΓi
.
Consider the weighted average K
(τ0)
Γ = N
−1∑B
i=1 κΓiDˆ
(τ0)
Γi . From Proposition 2 we see E(K
(τ0)
Γ |
F ,Z) ≤ 2{Γ/(1 + Γ)}(τ¯ − τ0) if (4) holds at Γ for known constants κΓi, which equals zero under
H
(τ0)
N . Test statistics of the form K
(τ0)
Γ can control the worst-case expectation with heterogeneous
effects under the interval restriction 4).
5.2 A connection with inverse probability weighted estimators
We now draw connections between the random variable Dˆ
(τ0)
Γi and an inverse probability weighted
estimator under the restriction (4). Consider the random variable
W
(τ0)
Γi = min
κ−1Γi ≤pi≤Γκ−1Γi
(τˆi − τ0)
pi
,
which weights τˆi−τ0 in the worst possible way for inference with a greater-than alternative under the
interval restriction (4). If we had access to the true stratum-wise treatment assignment probabilities
%i, classical results on inverse probability weighted estimators (Horvitz and Thompson, 1952) yield
E
{
(τˆi − τ0)/(
∑ni
j=1 Zij%ij) | F ,Z
}
= τ¯i − τ0. As we do not know %i due to its dependence on the
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unmeasured confounders, the statistic W
(τ0)
Γi instead weights (τˆi− τ¯0) by the worst-case conditional
probability under (4), weighting by the largest probability if τˆi − τ0 ≥ 0 and by the smallest
probability when τˆi − τ0 < 0, resulting in an expectation no larger than τ¯i − τ0. In the appendix,
we show W
(τ0)
Γi = κΓi(1 + Γ)Dˆ
(τ0)
Γi /(2Γni). This connection to an inverse probability weighted
estimator provides intuition for why Dˆ
(τ0)
Γi can be used to control the worst-case expectation in
arbitrary matched designs, despite its functional form having been motivated by sensitivity analyses
in paired designs.
5.3 A valid sensitivity analysis for the weak null under Rosenbaum’s model
Suppose instead one wants to perform a sensitivity analysis for the sample average treatment
effect without imposing a particular interval restriction as in (4). That is, one simply desires a
sensitivity analysis for the sample average treatment effect under the assumption that (1) holds
at Γ. For a given stratum size ni, under (1) the resulting conditional assignment probabilities
are confined to 1/{Γ(ni − 1) + 1} ≤ %ij ≤ Γ/{(ni − 1) + Γ}. Defining κ˜Γni = Γ(ni − 1) + 1 and
Γni = Γ{Γ(ni− 1) + 1}/{(ni− 1) + Γ}, we can express the constraint on %ij imposed by (1) holding
at Γ as
κ˜−1Γni ≤ %ij ≤ Γni κ˜−1Γni . (6)
For matched pairs, Γni = Γ; however, for ni > 2, Γni > Γ if Γ > 1, and in fact Γni → Γ2 as ni →∞.
Consider the random variable
D˜
(τ0)
Γi = τˆ − τ0 −
(
Γni − 1
1 + Γni
)
|τˆ − τ0|,
and define the weighted average D˜
(τ0)
Γ = N
−1∑B
i=1 κ˜ΓniD˜
(τ0)
Γi .
Theorem 2. Suppose (1) holds at Γ and that H
(τ0)
N is true. Then Eu(D˜
(τ0)
Γ | F ,Z) ≤ 0, such
that the worst-case expectation is controlled through this test statistic. Further, there exist potential
outcomes within H
(τ0)
N and unmeasured confounders u such that Eu(D˜
(τ0)
Γ | F ,Z) = 0.
Theorem 2, proved in the appendix, demonstrates that the random variable D˜
(τ0)
Γ has a known
upper bound on its expectation when the sample average treatment effect equals τ0 and (1) holds
at Γ, even when allowing for heterogeneous effects. Further, it states that the bound is tight for
certain elements of H
(τ0)
N , such that it cannot be improved upon without further restrictions on
H
(τ0)
N or on the unmeasured confounders u. The example used to prove Theorem 1 represents an
instance where the worst-case expectation equals zero.
5.4 Explaining the divergence for sharp and weak nulls: Incompatibility
Theorem 1 implies a necessary divergence between sensitivity analyses assuming constant effects
and those allowing for heterogeneous effects. In particular, we know that because D˜
(τ0)
Γi has an
expectation bounded above by zero under H
(τ0)
N when (1) holds at Γ, it is necessary that E(D˜
(τ0)
Γi |
F ,Z) < 0 under H(τ0)F when (1) holds at Γ unless we have a paired observational study. The
following proposition helps explain why this occurs.
Proposition 3. Consider the random variable Ai =
∑ni
j=1 Zij
{
qij −
(
Γ−1
1+Γ
)
|qij |
}
, where qij are
any constants such that
∑ni
j=1 qij = 0. Suppose (1) holds at Γ. Then, Eu(Ai | F ,Z) ≤ 0, and
Eu(Ai | F ,Z) = 0 for uij = 1(qij ≥ 0).
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Under H
(τ0)
F , we have
∑ni
i=1(δij − τ0) = 0. Therefore, under constant effects, Proposition 3
implies that E(D˜
(τ0)
Γi | F ,Z) ≤ 0 even when (1) holds at Γni = Γ{Γ(ni − 1) + 1}/{(ni − 1) + Γ},
which is strictly greater than Γ for ni > 2 and Γ > 1. Proceeding as though the worst-case
expectation for D˜
(τ0)
Γ is zero would be unnecessarily conservative under H
(τ0)
F , and one could find a
less conservative bound by applying the separable algorithm in §3.
Interpreting D˜
(τ0)
Γi as an inverse probability weighted estimator is helpful in understanding both
the source of the conservativeness when assuming constant effects and the reason it cannot be
overcome when effects are heterogeneous. For each ij, we know that value %ij minimizing (δij −
τ0)/%ij subject to (6) is %˜ij = Γ/(ni−1+Γ) if (δij−τ0) > 0; %˜ij = 1/(Γ(ni−1)+1) if (δij−τ0) < 0;
and is any feasible %˜ij if δij − τ0 = 0. Observe that
∑ni
j=1 %˜ij need not equal 1. That is, the vector
%˜i used when weighting need not be a valid probability distribution for Zi | F ,Z, and it will not
be when ni > 2 so long as δij is not constant at τ0 for all j = 1, ..., ni.
When assuming the sharp null H
(τ0)
F all possible values of δij − τ0 are known from the observed
data, such that the separable algorithm can be used to produce a worst-case expectation based
upon a valid probability distribution. Under H
(τ0)
N , only the δij − τ0 for which Zij = 1 in the
observed study is known, leaving ni − 1 values for δij − τ0 unknown. Despite knowing that %˜i
will not correspond to a valid probability distribution, one cannot act upon this knowledge when
conducting inference for H
(τ0)
N without risking an anti-conservative procedure. This issue is referred
to as incompatibility and occurs in other methods for sensitivity analysis. See Zhao et al. (2019)
for a related discussion in the context of inverse probability weighted estimators.
6 A concordant mode of inference with additional restrictions
6.1 A statistic with known worst-case expectation under constant effects
Consider instead the alternative weighted average Dˆ
(τ0)
Γ =
∑B
i=1(ni/N)Dˆ
(τ0)
Γi , where Dˆ
(τ0)
Γi is defined
in (5). This weights each set’s contribution as is typical in finely stratified experiments for inference
on the sample average effect, and does not modify the value of Γ based upon ni.
Theorem 3. Let u be any vector of unmeasured confounders and suppose (1) holds at Γ. Then, if
H
(τ0)
F holds, Eu(Dˆ
(τ0)
Γ | F ,Z) ≤ 0, and Eu(Dˆ(τ0)Γ | F ,Z) = 0 for uij = 1(δij ≥ τ0). If instead H(τ0)N
holds but H
(τ0)
F does not, we have
Eu(Dˆ
(τ0)
Γ | F ,Z) ≤
B∑
i=1
(ni/N)Eui(Dˆ
(τ¯i)
Γi | F ,Z) (7)
+
2Γ
1 + Γ
B∑
i=1
(ni/N)
{
1 +
1− Γ
Γ
prui(τˆi ≥ τ¯i | F ,Z)
}
(τ¯i − τ0),
where
∑B
i=1(ni/N)Eui(Dˆ
(τ¯i)
Γi | F ,Z) ≤ 0, with equality when uij = 1(δij ≥ τ¯i).
That the worst-case expectation is bounded by zero under H
(τ0)
F follows from Proposition 3,
while the general form is proved in the appendix. For matched designs besides pair matching, the
right-hand side of (7) under the weak null need not be less than or equal to zero even if the sample
average treatment effect equals τ0. The inequality (7) may be strict, sometimes by a considerable
margin as the simulations in §9 reveal, such that the right-hand side being larger than zero does
not imply that the worst-case expectation itself lies above zero. The inequality provides a useful
necessary condition for the worst-case expectation to lie above zero.
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Corollary 1. Let u be the true, but unknowable, vector of unmeasured confounders and let u∗ be the
vector of unmeasured confounders yielding the worst-case expectation. Suppose (1) holds at Γ and
that τ¯ = τ0. Then, a necessary condition for E(Dˆ
(τ0) | F ,Z) > 0 is that the following inequalities
both hold:
cov
{
prui(τˆi ≥ τ¯i | F ,Z), ni(τ¯i − τ0)
}
< 0, cov
{
pru∗i (τˆi ≥ τ¯i | F ,Z), ni(τ¯i − τ0)
}
< 0,
where cov(·) is the usual sample covariance.
Comparing the bounds in Theorem 3 for Dˆ
(τ0)
Γ and Proposition 1 for Tˆ
(τ0)
Γ , the permutational t
test, reveals a fundamental difference in the conditions required for the bias to be controlled under
the weak null. When considering a sensitivity analysis using the permutational t-statistic as in
§§3-4, one would need to impose conditions on the relationship between individual-level treatment
effects τij and individual-level unmeasured confounders uij . This appears unattractive, as many
natural patterns of unmeasured confounding such as essential heterogeneity directly link individual-
level treatment effects to their unmeasured confounders. In contrast, the assumptions required for
the bias of Dˆ
(τ0)
Γ to be controlled concern the relationship between the average of the treatment
effects in a set and aggregate function of the unmeasured confounders in that set.
6.2 Interpreting the necessary condition under a particular pattern of adver-
sarial bias
For ni > 2, a peculiar feature of the worst-case confounder arg maxu∈U Eui(Dˆ
(τ0)
Γi | F ,Z) is its
dependence upon the particular value for τ0 being tested. As a result, in any matched set i, it may
be that arg maxui∈Ui Eui(Dˆ
(τ0)
Γi | F ,Z) 6= arg maxui∈Ui Eui(Dˆ(τ¯i)Γi | F ,Z), where τ¯i is the true value
for the sample average treatment effects in matched set i. When testing the composite null H
(τ0)
N ,
a sensitivity analysis under (1) allows nature to choose a pattern of hidden bias that is different for
stratum i from the one that would have been chosen under H
(τ¯i)
N . To allow for this suggests that
nature had knowledge of which null hypothesis we would be testing when deciding upon the values
of the unmeasured confounders, and that nature would have acted differently had we tested H
(τ01)
N
and H
(τ02)
N for τ01 6= τ02. Catering the choice of u to the hypothesized value τ0 rather than to τ¯i
may be viewed as affording nature unrealistic clairvoyance in selecting the worst-case confounder.
Suppose instead that nature chooses the worst-case unmeasured confounder based not upon the
postulated value for τ¯ = τ0 being tested, but rather by maximizing the expectation of Dˆ
(τ¯i)
Γi in each
matched set i. This pattern of bias yields the worst-case expectation when the null hypothesis is
true within set i. This choice always maximizes prui(τˆi ≥ τ¯i), and corresponds to the worst-case
confounder for E(Dˆ
(τ0)
Γi | F ,Z) under H(τ0)N for matched pairs. Let u∗∗ denote the corresponding
pattern of hidden bias. From Proposition 3, the resulting worst-case confounder has an intuitive
form: u∗∗ij = 1(δij ≥ τ¯i) = 1{rT ij + rCij/(ni − 1) ≥ r¯T i + r¯Ci/(ni − 1)}. That is, in each matched
set i, treatment assignments for which τˆi ≥ τ¯i, are given higher probability. Any choice of ui that
differs from u∗∗i must necessarily ascribe higher probability to observing a treated-minus-control
difference in means that falls below τ¯i.
The necessary condition for Eu∗∗(Dˆ
(τ0)
Γ | F ,Z) > 0 under H(τ0)N can be expressed as
cov
{
ni∑ni
j=1{1(δij < τ¯i) + Γ1(δij ≥ τ¯i)}
, ni(τ¯i − τ0)
}
> 0. (8)
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The first term in the covariance (8) is a function of the stratum size ni and
∑ni
i=1 1(δij ≥ τ¯i), the
number of potential treated-minus-control differences in means that exceed the average treatment
effect in each stratum. Imagine conducting a linear regression of δ = (δ11, δ12, ..., δBnB )
T on an
N ×B matrix whose ith column contains an indicator of membership in the ith matched set; call
the resulting matrix X. Let H = X(XTX)−1XT be corresponding hat matrix, such that Hδ are the
fitted values and (I−H)δ are the residuals. The fitted value for individual ij would be (Hδ)ij = τ¯i,
while the residual for individual ij would be {(I − H)δ}ij = δij − τ¯i. The first term in (8) is a
function of these residuals, while the second term is a function of the fitted values. By standard
results from multiple regression, we have that cov{Hδ, (I −H)δ} = 0. The expression (8) involves
a covariance between functions of Hδ and functions of (I − H)δ. This serves to highlight what
must occur in order for Eu∗∗(Dˆ
(τ0)
Γ | F ,Z) > 0: despite the fact that the residuals are uncorrelated
with the fitted values, the functions of the residuals and functions of the fitted values represented
in (8) must be positively associated. In particular, the proportion of positive residuals in matched
set i must carry information about the fitted value in matched set i. While it is possible for (8) to
occur, it remains to be seen whether patterns of hidden bias of this form are of practical concern.
7 Variance estimation and performing the sensitivity analysis
7.1 Constructing conservative standard errors for sensitivity analysis
Little attention has been paid until now to the variance of D˜
(τ0)
Γ in §5.3 or of Dˆ(τ0)Γ in §6.1; rather, the
discussion has focused on the the extent to which the worst-case expectations of these test statistics
may be understood and bounded under H
(τ0)
N . Here we show that the variance estimators for finely
stratified designs developed in Fogarty (2018) also yield conservative variance estimators for use
in sensitivity analysis with heterogeneous effects. We cater the following construction to Dˆ
(τ0)
Γ ,
but the analogous result holds for D˜
(τ0)
Γ . Let Q be any B × p matrix that is constant over z ∈ Ω
with B > p, and let HQ = Q(Q
TQ)−1QT be its hat matrix. Let YΓi = B(ni/N)Dˆ
(τ0)
Γi /
√
1− hQii
where hQii is the {i, i} element of HQ, and let YΓ = (YΓ1, ..., YΓB)T . Consider the standard error
se2Q(Dˆ
(τ0)
Γ ) = Y
T
Γ (I −HQ)YΓ/B2.
Proposition 4. Regardless of the true value of Γ for which (1) holds,
E{se2Q(Dˆ(τ0)Γ ) | F ,Z} − var(Dˆ(τ0)Γ | F ,Z) =
1
B2
E(YΓ | F ,Z)T (I −HQ)E(YΓ | F ,Z) ≥ 0.
Further, under suitable regularity conditions, se2Q(Dˆ
(τ0)
Γ )/{var(Dˆ(τ0)Γ | F ,Z)} converges in probabil-
ity to a value greater than or equal to one.
Proposition 4 is a straightforward extension of Proposition 1 and Theorem 2 in Fogarty (2018),
and the proof is omitted. Despite not knowing u, Proposition 4 nonetheless provides a conservative
standard error. For matched designs, a natural choice for Q would be the vector containing weights
B(ni/N) in the ith entry; this choice is used in the simulations in §9. The upwards bias of the
standard errors is not reflective of a deficiency in the estimators, but rather is a fundamental feature
of variance estimation under the finite population model: in general, it is impossible to consistently
estimate the variance when effects are heterogeneous (Ding, 2017).
7.2 Large-sample reference distributions for sensitivity analysis
Suppose that H
(τ0)
N is true and that (1) holds at Γ > 1. From developments in §5.3, we know that
maxu∈U Eu(D˜
(τ0)
Γ | F ,Z) ≤ 0 without any further assumptions. From §6.1 either of the following
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conditions are sufficient for maxu∈U Eu(Dˆ
(τ0)
Γ | F ,Z) ≤ 0 in the limit:
(a) The true hidden bias u satisfies limB→∞ cov
{
prui(τˆi ≥ τ¯i | F ,Z), ni(τ¯i − τ0)
} ≥ 0.
(b) The hidden bias yielding the worst-case expectation u∗ satisfies
limB→∞ cov
{
pru∗i (τˆi ≥ τ¯i | F ,Z), ni(τ¯i − τ0)
}
≥ 0.
Consider a candidate level-α sensitivity analysis using Dˆ
(τ0)
Γ through
ϕˆ(τ0)(α,Γ) = 1
{
Dˆ
(τ0)
Γ
seQ(Dˆ
(τ0)
Γ )
≥ Φ−1(1− α)
}
,
and let ϕ˜(τ0)(α,Γ) be the analogous test based upon D˜
(τ0)
Γ . The following theorems summarize our
findings for sensitivity analyses using Dˆ
(τ0)
Γ and D˜
(τ0)
Γ .
Theorem 4. Suppose (1) holds at Γ, and consider any α ≤ 0.5. If the weak null H(τ0)N is true,
and any of the sufficient conditions (a) or (b) hold, then under suitable regularity conditions
limB→∞E{ϕˆ(τ0)(α,Γ) | F ,Z} ≤ α and equality is possible. If the constant effect model H(τ0)F holds,
then sufficient conditions (a) and (b) are both satisfied, and limB→∞E{ϕˆ(τ0)(α,Γ) | F ,Z} ≤ α
with equality possible in any matched design.
Theorem 5. Suppose (1) holds at Γ, and consider any α ≤ 0.5. If the weak null H(τ0)N is true,
then under suitable regularity conditions limB→∞E{ϕ˜(τ0)(α,Γ) | F ,Z} ≤ α, and equality is pos-
sible. If the constant effect model H
(τ0)
F also holds, Γ > 1, and we do not have a paired design,
limB→∞E{ϕ˜(τ0)(α,Γ) | F ,Z} < α, the inequality being strict.
For paired observational studies or if Γ = 1, D˜
(τ0)
Γ and Dˆ
(τ0)
Γ are equivalent, implying no di-
vergence between these modes of inference. For general matched designs with Γ > 1, sensitivity
analyses based upon D˜
(τ0)
Γ are valid with heterogeneous effects, but are unduly conservative for
constant effects. Sensitivity analyses with Dˆ
(τ0)
Γ are valid and asymptotically sharp if treatment
effects are constant, but require additional, potentially plausible, assumptions to guarantee validity
if treatment effects are instead heterogeneous.
Regularity conditions on F are discussed in the appendix. They are needed ensure that a
central limit theorem holds for our test statistics, and that our estimated standard errors have
limits in probability; given these, the proofs are straightforward. In the appendix, we also describe
a modification of ϕˆ(τ0)(α,Γ) which replaces critical values from a standard normal with critical
values from a biased randomization distribution. At Γ = 1, this modification results in a test that
is both exact for H
(τ0)
F and asymptotically correct for H
(τ0)
N .
8 Bounding the worst-case expectation with binary outcomes
For continuous potential outcomes, it is generally impossible to explicitly calculate maxu∈U Eu(Dˆ
(τ0)
Γ |
F ,Z) over H(τ0)N despite that maxu∈U Eu(Dˆ(τ0)Γ | F ,Z) = 0 under H(τ0)F when (1) holds at Γ. With
binary outcome variables the model of constant effects is particularly unsavory, as the only feasible
value for a constant effect is τ0 = 0. Fortunately, with binary outcomes it is possible to bound the
worst-case expectation for Dˆ
(τ0)
Γ under H
(τ0)
N when (1) is assumed to hold at Γ using the approach
of Fogarty et al. (2017). That work develops an integer program for calculating the worst-case
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expectation for a wide range of test statistics suitable for binary outcomes under the sensitivity
model (1). The approach proceeds by finding the worst-case expectation over all values for u and
all values for the missing potential outcomes such that H
(τ0)
N holds. The formulation is such that
the number of decision variables does not scale linearly in N , the number of observations. Instead,
the problem scales in accord with the number of unique observed 2 × 2 tables for each ni, with
treatment status on one margin and outcome on the other. For each of these observed 2× 2 tables,
the formulation considers all possible 2× 2 tables with potential outcomes under treatment on one
margin and under control on the other. For each table, one can then calculate the vector ui yielding
the worst-case expectation through the separable algorithm in §3.
Let IP
(τ0)
Γ (R,Z) be the solution to this integer program, which upper bounds
maxu∈U Eu(Dˆ
(τ0)
Γ | F ,Z). Consider the candidate sensitivity analysis
ϕˆ
(τ0)
binary(α,Γ) = 1
[
Dˆ
(τ0)
Γ − IP(τ0)Γ (R,Z)/{seQ(Dˆ(τ0)Γ )} ≥ Φ−1(1− α)
]
.
Theorem 6. Suppose (1) holds at Γ and that outcomes are binary. If H
(τ0)
N holds, then under
suitable regularity conditions limB→∞E{ϕˆ(τ0)binary(α,Γ) | F ,Z} ≤ α.
Consider a paired observational study. There are four potentially observed 2 × 2 tables corre-
sponding to the possible combinations of (Zij , Rij) that could be observed in each pair. For each
of these observed tables, there are four possible 2 × 2 tables of potential outcomes based on the
potential values for the unobserved potential outcomes. This results in a total of at most 16 decision
variables for any sample size N . Had we instead encoded the unobserved binary potential outcome
as the decision variables there would have been N decision variables, rendering the problem in-
feasible for moderately sized N . See Fogarty et al. (2017, §§4-5) for a detailed description of the
integer program, and for computational experiments highlighting the strength of the underlying
formulation.
9 Simulations with worst-case hidden bias
9.1 The generative model
We compare the candidate modes of sensitivity analyses with continuous potential outcomes gener-
ated from varied distributional shapes. Similar simulations comparing our methods for binary
outcomes are contained in then appendix. There are B = 500 matched sets in the mth of
M = 5000 iterations, and matched set sizes are drawn independently and identically distributed
with ni ∼ 2 + Poisson(2) to mimic an observational study using variable ratio matching. In each
matched set, exactly one individual receives the treatment and the remaining ni − 1 receive the
control. In the mth iteration, potential outcomes are drawn independently for distinct individuals
as
rCij | xi = εCij ; rT ij | xi, rCij ∼ rCij + βi + εT ij , (9)
where βi are independent and identically distributed according to some Fβ(·), εCij are independently
distributed according to FCi(·;βi), εT ij are independent according to FT (·;βi), εCij and εT ij are
independent, and E(βi) = E(εT ij) = E(εCij) = 0. The variance of βi affects the across-set effect
heterogeneity (potentially reflecting the impact of effect modifiers xi), while εTij affects the within-
set effect heterogeneity. Note the potential dependence of FC(·;βi) and FT (·;βi) on βi. We then
construct the three vectors of unmeasured confounders resulting in the worst-case expectations for
D˜
(τ0)
Γ , Dˆ
(τ0)
Γ and Tˆ
(τ0)
Γ when (1) holds at Γ = 5 and with τ0 = τ¯
(m). For each test, we generate a single
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Table 1: Generative models for the simulation study. N (µ, σ2) is a normal with mean µ and variance
σ2, E˜(λ) = E(λ)−1/λ is an exponential with rate λ minus its expectation, and Vi = {21(βi ≥ 0)−1}.
βi εCij εT ij βi εCij εT ij
(a) 0 E˜(1/10) 0 (f) −E˜(1) −E˜(1/10) −E˜(1/10)
(b) N (0, 1) N (0, 102) N (0, 102) (g) −E˜(1/10) −E˜(1/10) −E˜(1/10)
(c) N (0, 102) N (0, 102) N (0, 102) (h) N (0, 1) Vi{E˜(1/10)} N (0, 1)
(d) E˜(1) E˜(1/10) E˜(1/10) (i) N (0, 52) Vi{E˜(1/10)} N (0, 1)
(e) E˜(1/10) E˜(1/10) E˜(1/10) (j) N (0, 1) −Vi{E˜(1/10)} N (0, 1)
(k) N (0, 52) −Vi{E˜(1/10)} N (0, 1)
treatment assignment vector through (1) using the worst-case vector of unmeasured confounders
for that test. We finally conduct the sensitivity analysis at Γ for the null hypothesis τ¯ = τ¯ (m).
Table 1 provides the 11 combinations of distributions for βi, εCij , and εT ij used in the simulation.
Under choice (a), H
(0)
F holds in all simulations. Choices (b) and (c) lead to a symmetric distribution
for δij within each matched set, with more across-set treatment effect heterogeneity in (c) than (b).
Choices (d) and (e) lead to right-skewed distributions for δij with more heterogeneity of effects
in (e), and (f) and (g) lead to left-skewed distributions for δij with more heterogeneity in (g).
Choices (h) and (i) result in distributions for δij that are right-skewed when βi ≥ 0 and left-skewed
otherwise, while for (j) and (k) it is reversed. Choice (i) has more across-set effect heterogeneity
than (h), and (k) has more across-set heterogeneity than (j).
9.2 Results
Table 2 contains the results of the simulation study. For each setting, we report the estimated
Type I error rate. We further include the expected value of the difference between the test statistic
employed and its candidate worst-case expectation, scaled by the test statistic’s standard deviation
across simulations. Finally, we report upper bounds given in Theorem 2 for D˜
(τ0)
Γ , Theorem 3 for
Dˆ
(τ0)
Γ , and Proposition 1 for Tˆ
(τ0)
Γ , scaled again by the test statistic’s standard deviation. The first
set of columns show that D˜
(τ0)
Γ was valid in all settings as predicted by Theorem 5. That said, the
procedure was This conservativeness was present even in setting (a) where the sharp null holds,
reflecting the consequences of Theorem 1. The permutational t-test, displayed in the third set of
columns, correctly controlled the size of the procedure when the sharp null held as expected, but
was anti-conservative by a sizeable margin in many plausible simulation settings with heterogeneous
effects.
The second set of columns summarize findings for Dˆ
(τ0)
Γ . As Theorem 4 predicts, under the
sharp null the size was controlled at 0.10. With continuous outcomes, we see that the procedure
was conservative for all settings except (h), and was appreciably less conservative than D˜
(τ0)
Γ as
predicted by Theorem 3. That the method failed for simulation (h) further highlights Theorem 1:
because the procedure is sharp under constant effects, there must be situations where the method
is invalid under the weak null. The bound on the worst-case bias can be quite conservative in
many simulation settings with heterogeneous effects. For settings (a)-(g) and (j)-(k) the necessary
conditions in Corollary 1 for the procedure to be invalid were not satisfied, while in simulation (i)
we see the procedure remained valid despite the necessary conditions being satisfied. That is, the
necessary conditions may be far from sufficient.
A pattern observed throughout the simulation study is that all candidate modes of sensitivity
analysis rejected in the null less frequently in the presence of strong across-set effect heterogeneity
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Table 2: Results from the simulation. The sensitivity model (1) holds at Γ = 5, and the desired
size was α = 0.10. Presented are the estimated Type I error rate, along with the actual bias in the
test statistic and the upper bound on the bias in units of the statistic’s standard deviation.
D˜Γ DˆΓ TˆΓ
Size Bias Bound Size Bias Bound Size Bias Bound
(a) 0.000 -4.022 0.000 0.101 0.000 0.000 0.096 0.000 0.000
(b) 0.000 -4.093 0.000 0.034 -0.649 -0.069 0.372 0.898 2.694
(c) 0.000 -6.062 0.000 0.000 -2.764 -0.199 0.034 -0.389 2.626
(d) 0.000 -4.720 0.000 0.024 -0.695 -0.085 0.329 0.848 2.343
(e) 0.000 -6.456 0.000 0.000 -2.661 -0.115 0.067 -0.127 2.293
(f) 0.000 -3.321 0.000 0.041 -0.602 -0.082 0.626 1.458 3.175
(g) 0.000 -6.057 0.000 0.000 -3.315 -0.228 0.038 -0.428 3.164
(h) 0.000 -3.157 0.000 0.138 0.060 0.113 0.086 -0.047 0.030
(i) 0.000 -4.190 0.000 0.016 -0.844 0.512 0.011 -0.865 -0.049
(j) 0.000 -3.508 0.000 0.091 -0.181 -0.130 0.098 0.016 0.086
(k) 0.000 -4.980 0.000 0.001 -1.607 -0.669 0.037 -0.476 0.226
(captured by the variance of βi) than in the presence of mild across-set heterogeneity. To explain
this for Dˆ
(τ0)
Γ , the function Eui(Dˆ
(τ0)
Γi | F ,Z) is concave in τ0 for fixed values ui, and the bound in
Theorem 3 stems from a Taylor expansion about the point τ¯i. When effects are severely heteroge-
neous across matched sets but τ¯ = τ0, the value τ0 may be quite far from τ¯i, which in turn increases
the conservativeness of the bound based upon the Taylor expansion. Extreme effect modification
promotes conservativeness, and Dˆ
(τ0)
Γi is least conservative when across-set effect modification is
limited.
10 Discussion
For pair matching, the choice of sensitivity analysis for testing the weak null is straightforward:
D˜
(τ0)
Γ , Dˆ
(τ0)
Γ and Tˆ
(τ0)
Γ are all equivalent, and the studentized sensitivity analysis described in detail
in Fogarty (2019) using these statistics provides a sensitivity analysis for the weak null that remains
sharp if effects are constant. For testing weak nulls in more flexible matched designs, the researcher
must instead weigh the benefits and downsides of a few competing methods. If bounding the
worst-case expectation over the entirety of the weak null and for all patterns of hidden bias is
deemed essential and non-negotiable, the sensitivity analysis using D˜
(τ0)
Γ is appropriate. That said,
the sensitivity analysis can be very conservative under reasonable data-generating processes such
as those in §9. The examples yielding exactness rather than conservativeness such as the one in
Theorem 1 might be viewed as contrived and pathological.
The statistic Dˆ
(τ0)
Γ employs an upper bound on the worst-case expectation that is tight under
constant effects. The necessary conditions within Corollary 1, in concert with the discussion in
§6.2, give a sense of what must go wrong for Dˆ(τ0)Γ to fail: despite residuals being uncorrelated
with fitted values in linear regression, a function of the residuals must be strongly correlated with
a function of the fitted values. Those considerations were exploited in simulation setting (h), but
it may be difficult to imagine a pattern of hidden bias affecting an observational study in this way
being of scientific interest. Should any of the sufficient conditions outlined in §7.2 be palatable, the
procedure ϕˆ(τ0)(α,Γ) yields a unified mode of inference for Neyman’s and Fisher’s null hypotheses
for observational studies using any optimal without-replacement matching algorithm.
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Appendix
A Illustrating the pitfalls of the permutational t
A.1 The setup
We illustrate through simulated data the answers the following questions:
(Q1) Assuming Γ = 1 as would be the case in a finely stratified experiment, does inference assuming
effects are constant at τ0 and using τˆ as a test statistic control the Type I error rate in the
limit if instead effects are heterogeneous?
(Q2) When conducting a sensitivity analysis at Γ > 1, does the worst-case expectation derived in
§3 assuming constant effects also bound the worst-case expectation when effects are hetero-
geneous and average to τ0?
There are B = 500 matched sets, each containing ni = 5 individuals, and the sensitivity model
(1) holds at some value Γ = exp(γ) ≥ 1. In each matched set, exactly one individual receives the
treatment and the remaining 4 receive the control. In the mth of M iterations, potential outcomes
in each matched set are drawn as
rCij | xi ∼ E(1/15); rT ij | xi, rCij ∼ rCij + E(1/30), (10)
where E(λ) is an exponential distribution with rate λ. The treatment effects τij = rT ij − rCij
are heterogeneous and follow an exponential distribution with rate 1/30, and the sample variances
for the potential outcomes under treatment, under control, and for the treatment effects have
expectations E(σˆ2Ci | Z) = 152; E(σˆ2T i | Z) = 152 + 302; and E(σˆ2τi | Z) = 302 respectively.
Denote by τ¯ (m) the average of the treatment effects in iteration m. With the potential outcomes
specified, worst-case unmeasured covariates u are then constructed to maximize the expectation of
τˆ when the sensitivity model (1) holds at some value Γ, and we calculate the conditional assignment
probabilities %. Using these probabilities, we assign exactly one individual in each matched set to
the treatment and four to the control, resulting in a vector of observed response R(m). Finally,
we conduct a sensitivity analysis at Γ with τˆ − τ¯ (m) as the test statistic and assuming constant
effects despite effects actually being heterogeneous. Using the separable algorithm described in §3,
we calculate a candidate worst-case p-value p˜Γ{τ¯ (m)}, asymptotically valid under the assumption
of constant effects, and record whether or not we rejected the null.
A.2 Improper variance in a finely stratified experiment
We first consider a finely stratified experiment under the generative model (10), such that Γ = 1
and pr(Zij = 1 | F ,Z) = 1/5 in each matched set regardless of u. We address (Q1) through a
comparison of the true variance of τˆ across randomizations to the variance under the assumption of
constant effects employed when calculating p˜1(τ0). In matched designs, the true variance for
√
Bτˆ
converges in probability to
plim
B→∞
B
B∑
i=1
(ni
N
)2 {
σˆ2Ci/(ni − 1) + σˆ2T i − σˆ2τi/ni
}
,
which equals 1001.25 in the generative model (10). Meanwhile, the reference distribution assuming
constant effects uses a pooled variance of the treated and control individuals constructed under the
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incorrect assumption that the variances are equal. The variance for
√
Bτˆ used by the permutational
t-test instead limits to
plim
B→∞
B
B∑
i=1
(ni
N
)2{(ni − 1)σˆ2Ci + σˆ2T i
ni − 1
}
,
which equals 506.25 in the generative model (10). Recall that p˜1(τ0) is the large-sample p-value
generated using the distribution of τˆ − τ0 under the assumption of constant effects. We then
see that the limiting probability of a Type I error if we reject when p˜1{τ¯ (m)} ≤ 0.05 is actually
Φ(Φ−1(0.05)
√
506.25/1001.25) = 0.12. The answer to (Q1) is negative: even at Γ = 1, inference
assuming constant effects and using τˆ − τ0 as the test statistic need not control the asymptotic
Type I error rate.
A.3 Improper worst-case expectation in matched observational studies
As described in §4.1, the issues in a finely stratified experiment can be resolved through an appro-
priate studentization. To show that no such remedy exists for the permutational t in a matched
observational study, we again consider the generative model (10), but now when (1) holds at Γ = 6.
Recall that the true values for the unmeasured confounders u in our simulation equal the unmea-
sured confounders yielding the worst-case (largest) expectation for τˆ − τ0. Once these confounders
have been set, treatments are assigned in each set based upon the resulting probabilities %i, leading
to a vector of observed responses R(m). We then proceed with a sensitivity analysis at Γ = 6 under
the incorrect assumption of constant effects, using the separable algorithm in §3. This results in
candidate worst-case expectations µ
(m)
Γi and variances ν
(m)
Γi for each i. Because the constant effects
model is actually false, the candidate worst-case expectation generated by the separable algorithm
need not equal the true worst-case expectation.
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Visualizing the Bias with Heterogeneous Effects
ρij
*(1−ρij*)
τ i
j−
τ 0
Figure 1: (Left) The distribution of the candidate worst-case deviate with heterogeneous effects at
Γ = 6. (Right) The underlying relationship between %∗ij(1− %∗ij) and τij − τ0.
Under a Gaussian limit, it must be that E(τˆ − τ0−
∑B
i=1 µΓi | F ,Z) ≤ 0 for the sensitivity analysis
assuming constant effects to also be valid under effect heterogeneity should a suitable studentization
be employed. Figure 1 shows the distribution of the worst-case standardized deviated generated
by asymptotic separability across M = 1000 simulations, which would be asymptotically standard
18
normal under constant effects. While it is still roughly normal with heterogeneous effects, the
mean is 2.67 and the standard deviation is 0.89. That the true expectation is substantially above
zero invalidates the permutational t-based sensitivity analysis under effect heterogeneity, which
proceeds as though this distribution is standard normal. When rejecting when p˜Γ{τ¯ (m)} ≤ 0.05 in
our simulation the estimated Type I error rate is 0.80, revealing that the answer to (Q2) is also
negative. Figure 1 shows the relationship between %ij(1− %ij) = %∗ij(1− %∗ij) and τij − τ0 in a given
realization of the generative model. We see that larger values for %∗ij(1− %∗ij) correspond to larger
values for τij − τ0. Proposition 1 warns that this type of relationship may lead to a breakdown in
the permutational t, and this possibility is realized here.
B Type I error simulations with binary outcomes
B.1 The generative model
For binary outcomes, we compare ϕ˜(τ0)(α,Γ), ϕˆ(τ0)(α,Γ) and ϕˆ
(τ0)
binary(α,Γ). There are B matched
sets in each iteration, and matched set sizes are drawn iid with ni ∼ 2 + Poisson(2) to mimic
an observational study using variable ratio matching. In each matched set, exactly one individual
receives the treatment and the remaining ni − 1 receive the control. As in §9, in the mth of M
iterations potential outcomes are drawn independently for distinct individuals as
r˜Cij | xi = εCij ; r˜T ij | xi, r˜Cij ∼ r˜Cij + βi + εT ij , (11)
where βi are independent and identically distributed according to some Fβ(·), εCij are independently
distributed according to FCi(·;βi), εT ij are independent according to FT (·;βi), εCij and εT ij are
independent, and E(βi) = E(εT ij) = E(εCij) = 0. The variance of βi affects the across-set effect
heterogeneity (potentially reflecting the impact of effect modifiers xi), while εTij affects the within-
set effect heterogeneity. Note the potential dependence of FC(·;βi) and FT (·;βi) on βi. We then
set rT ij = 1(r˜T ij > 0), and set rCij = 1(r˜Cij > 0). The sample average treatment effect is then
N−1
∑B
i=1
∑ni
j=1(rT ij − rCij) = τ¯ (m).
Once the potential outcomes are fixed, we construct the two vectors of unmeasured confounders
resulting in the worst-case expectations for D˜
(τ0)
Γ and Dˆ
(τ0)
Γ when (1) holds at Γ and with τ0 = τ¯
(m);
these worst-case vectors of hidden covariates may be different. For each test, we generate a single
treatment assignment vector through (1) using the worst-case vector of unmeasured confounders for
that test. We finally conduct the sensitivity analysis at Γ for the null hypothesis τ¯ = τ¯ (m). We use
the 11 simulations settings provided in Table 1 of the manuscript, and report similar performance
metrics for the test statistics when deployed with binary outcomes. For the integer-programming
approach in §8 however, we instead report the average solution time as no analytical bound is
available.
B.2 Results
Table 3 contains the results of the simulation study with binary outcomes, conducting a sensitivity
analysis at Γ = 5 while attempting to control the Type I error rate at α = 0.1. The results
in the first two columns are similar to those observed in the continous case: the procedure in
the first column is conservative in all simulation settings, while the procedure in the second set
of columns is exact under Fisher’s sharp null, but anti-conservative in settings (h) and (j). For
binary outcomes, the integer-programming approach correctly controlled the Type I error rate in
all simulation settings, thus remedying the anti-conservativeness of ϕˆ
(τ0)
Γ (0.1, 5). Comparing the
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relative biases, it was less conservative than ϕ˜(τ0)(0.1, 5) in settings (a)-(f), but more conservative
in (h)-(k) where skewness varied with the average treatment effects. For all simulation settings, the
integer program solved in well under half a second on a personal laptop with a 3.5 GHz processor
and 16.0 GB RAM using the gurobi package within R.
Table 3: Results from the simulation study with binary outcomes. The sensitivity model (1) holds
at Γ = 5, and the desired size was α = 0.10. Presented are the estimated Type I error rate for each
method, along with the actual bias in the test statistic and the upper bound on the bias in units
of the statistic’s standard deviation. For the method using an integer program, solution time in
seconds is instead reported.
D˜Γ DˆΓ IPΓ
Size Bias Bound Size Bias Bound Size Bias Time (s)
(a) 0.000 -4.368 0.000 0.102 0.000 0.000 0.017 -0.912 0.283
(b) 0.000 -4.850 0.000 0.005 -1.189 -0.674 0.001 -1.961 0.300
(c) 0.000 -7.117 0.000 0.000 -3.412 -0.969 0.000 -4.182 0.306
(d) 0.000 -5.630 0.000 0.003 -1.448 -0.677 0.000 -2.255 0.289
(e) 0.000 -7.507 0.000 0.000 -3.439 -0.952 0.000 -4.195 0.292
(f) 0.000 -4.341 0.000 0.011 -1.038 -0.611 0.002 -1.642 0.286
(g) 0.000 -7.447 0.000 0.000 -4.108 -0.605 0.000 -4.742 0.296
(h) 0.023 -1.110 0.000 0.159 -0.040 0.319 0.000 -9.237 0.112
(i) 0.004 -1.577 0.000 0.024 -0.884 -0.407 0.000 -16.106 0.102
(j) 0.019 -1.130 0.000 0.334 0.794 1.210 0.000 -3.579 0.128
(k) 0.000 -3.916 0.000 0.002 -1.632 -0.016 0.000 -3.818 0.141
C Proofs and Derivations
C.1 Proof of Proposition 1
For each i,
E(Tˆ
(τ0)
Γi | F ,Z) =
ni∑
i=1
%ij(δij − τ0 − ϑΓij)
=
ni∑
j=1
%ij
{
δij − τ0 −
ni∑
k=1
%
(j)
ik (δ
(j)
ik − τ0)
}
≤
ni∑
j=1
%ij
{
δij − τ0 −
ni∑
k=1
%ik(δ
(j)
ik − τ0)
}
=
ni∑
j=1
%ij {(1− %ij)(τij − τ0) + (1− %ij)(τij − τ0)/(ni − 1)}
=
ni
ni − 1
ni∑
j=1
%ij(1− %ij)(τij − τ0).
Taking the weighted average of these terms yields the result.
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C.2 Proof of Theorem 1
Without loss of generality, assume hΓni(τˆi − τ0) passes through the origin; otherwise simply define
h˜Γni(τˆi− τ0) = hΓni(τˆi− τ0)−hΓni(0). We first consider the case ni = 3, and suppress the potential
dependence of hΓni on ni in what follows. Suppose there are B = 3 matched sets, with potential
outcomes and hidden covariates of the following form
rT rC u
Set 1 a+ 2c a 1
a a 0
a a 0
Set 2 a− c a 0
a a 1
a a 1
Set 3 a− c a 0
a a 1
a a 1
Assume c > 0, and observe τ¯ = 0. It is clear that if the second or third individual in any set
receives the treatment, the observed treated-minus-control paired difference will be zero, and the
worst-case expectation generated under the assumption of Fisher’s sharp null will also be zero.
We focus attention on what occurs if the first individual receives the treatment. If this occurs
in set one, then τˆ1 = δ
(1)
11 = c. Further, assuming Fisher’s sharp null, the unobserved treated-
minus-control paired differences would be improperly imputed as δ
(1)
12 = δ
(1)
13 = −c, while in reality
they are δ12 = δ13 = 0. In sets two and three, if the first individual receives the treatment then
τˆi = δi1 = −c, and under the assumption of the sharp null the worst-case expectation would be
calculated assuming the unobserved treated-minus-control paired differences were δ
(1)
i2 = δ
(1)
i3 = c/2,
while in reality δi2 = δi3 = 0 for i = 2, 3.
In the first set, if the first individual received the treatment, the worst-case confounder under
Fisher’s sharp null would assign the treatment to individual 1 with probability Γ/(2 + Γ), and
to individuals 2 and 3 with probability 1/(2 + Γ) each, which align with the true probabilities of
assignment to treatment under the true vector u1. For matched set 1, the expectation of hΓ(τˆi)−µΓi
is
Γ
2 + Γ
{
hΓ(2c)−
(
ΓhΓ(2c)
2 + Γ
+
hΓ(−c)
2 + Γ
+
hΓ(−c)
2 + Γ
)}
=
Γ
(2 + Γ)2
{2hΓ(2c)− 2hΓ(−c)}
For sets two and three, if the first individual receives the treatment then the worst-case confounder
under Fisher’s sharp null would instead assign the treatment to individual 1 with probability
1/(2Γ + 1), and to individuals 2 and 3 with probability Γ/(2Γ + 1). These probabilities also align
with the true assignment probabilities under u2 and u3. The expectation of hΓ(τˆi)− µΓi for either
of these sets would be
1
2Γ + 1
{
hΓ(−c)−
(
hΓ(−c)
2Γ + 1
+
ΓhΓ(c/2)
2Γ + 1
+
ΓhΓ(c/2)
2Γ + 1
)}
=
Γ
(2Γ + 1)2
{2hΓ(−c)− 2hΓ(c/2)} .
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The sum of the expectations across the three matched sets is
Γ
(2 + Γ)2
{2hΓ(2c)− 2hΓ(−c)}+ 2Γ
(2Γ + 1)2
{2hΓ(−c)− 2hΓ(c/2)} ,
and for the expectation to be positive for some Γ, it suffices to show that there exists a Γ such that
{2hΓ(2c)− 2hΓ(−c)} >
(
2 + Γ
2Γ + 1
)2
{−4hΓ(−c) + 4hΓ(c/2)}
Take Γ = 1 + 3/
√
2 +  for some  > 0, which in turn implies (2 + Γ)2/(2Γ + 1)2 = 1/2 − 1/4ι
for some 0 < ι < 1. Recalling that hΓ passes through the origin and is non-decreasing, we have
hΓ(−c) ≤ 0 ≤ hΓ(c/2) ≤ hΓ(2c). We then have
{2hΓ(2c)− 2hΓ(−c)}+ (2 + Γ)2/(2Γ + 1)2 {4hΓ(−c)− 4hΓ(c/2)}
= {2hΓ(2c)− 2hΓ(−c)}+ (1/2− 1/4ι) {4hΓ(−c)− 4hΓ(c/2)}
= 2hΓ(2c)− ι2hΓ(−c) + (2− ι)hΓ(c/2)
≥ −ι2hΓ(−c) + (4− ι)hΓ(c/2).
By assumption hΓ(·) is nondecreasing and not constant. Therefore, there exists a c such that
hΓ(−c) < hΓ(c/2) Choosing this value of c, we then have −ι2hΓ(−c)+(4− ι)hΓ(c/2) > 0, proving
the result.
The construction naturally extends to other values of ni. Choose ni strata, each of size ni, where
the first has one individual with rT ij = a + (ni − 1)c, rCij = a and the rest have rT ij = rCij = a.
Let the remaining ni − 1 strata each have one individual with rT ij = a − c, rCij = a and the rest
rT ij = rCij = a.
C.3 Proof of Proposition 2
Observe that
∑ni
j=1(δij − τ0) = ni(τ¯i − τ0). Define δ˜ij as
δ˜ij =
{
2(δij − τ0)/(1 + Γ) δij − τ0 ≥ 0
2Γ(δij − τ0)/(1 + Γ) δij − τ0 < 0,
(12)
such that Dˆ
(τ0)
Γi =
∑ni
i=1 Zij δ˜ij and E(Dˆ
(τ0)
Γi | F ,Z) =
∑ni
i=1 %ij δ˜ij . By ignoring the constraint that∑ni
i=1 %ij = 1, it is clear that E(Dˆ
(τ0)
Γi | F ,Z) is upper bounded under (4) in the manuscript by
setting
%ij =
{
Γ/κΓi δ˜ij ≥ 0
1/κΓi δ˜ij < 0.
Doing so yields
E(Dˆ
(τ0)
Γi | F ,Z) =
ni∑
j=1
%ij
{
δij − τ0 −
(
Γ− 1
1 + Γ
)
|δij − τ0|
}
≤
(
2Γ
1 + Γ
) ∑ni
j=1(δij − τ0)
κΓi
= ni
(
2Γ
1 + Γ
)
(τ¯i − τ0)
κΓi
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C.4 Connections between Dˆ
(τ0)
Γi and the inverse probability weighted estimator
W
(τ0)
Γi
We can write W
(τ0)
Γi in the form min
κ−1Γi ≤%ij≤Γκ−1Γi
∑ni
i=1 Zij(δij − τ0)/%ij . For each ij, we have
min
κ−1Γi ≤%ij≤Γκ−1Γi
(δij − τ0)
%ij
=
{
κΓi(δij − τ0)/Γ δij − τ0 ≥ 0
κΓi(δij − τ0) δij − τ0 < 0.
(13)
Comparing (13) to (12), we see that
W
(τ0)
Γi =
κΓi
ni
(
1 + Γ
2Γ
)
Dˆ
(τ0)
Γi .
C.5 Proof of Proposition 3
For any vector of unmeasured confounders ui,
Eui(Ai | F ,Z) =
∑ni
j=1 exp(γuij)[qij − {(Γ− 1)/(1 + Γ)} |qij |]∑ni
j=1 exp(γuij)
(14)
When qij ≥ 0, qij−{(Γ− 1)/(1 + Γ)} |qij | equals 2qij/(1+Γ), and it equals 2Γqij/(1+Γ) for qij < 0.
It is clear that the numerator in (14) is maximized by setting uij = 1(qij ≥ 0). Under this choice,
the numerator becomes 2Γ/(1 + Γ)
∑ni
j=1 qij = 0 as
∑ni
j=1 qij = 0. The choice uij = 1(qij ≥ 0) thus
also maximizes (14)
C.6 Proof of Theorem 3
Suppose (1) holds at Γ, and let ui be a vector of unmeasured confounders. We first show that
Eui(Dˆ
(τ0)
Γi | F ,Z) ≤ Eui(Dˆ(τ¯i)Γi | F ,Z) +
(
2Γ
1 + Γ
){
1 +
1− Γ
Γ
prui(τˆi ≥ τ¯i | F ,Z)
}
(τ¯i − τ0).
Let %ij = exp(γuij)/
∑ni
j=1 exp(γuij). The function
fi(t) :=
ni∑
i=1
%ij
{
δij − t−
(
Γ− 1
1 + Γ
)
|δij − t|
}
is concave in t, and is differentiable everywhere except the points {δij , j = 1, ..., ni}. Observe that
fi(t) = Eui(Dˆ
(t)
Γi | F ,Z). By concavity, we have that for any superderivative v of fi at t = τ¯i,
Eui(Dˆ
(τ0)
Γi | F ,Z) ≤ Eui(Dˆ(τ¯i)Γi | F ,Z) + v(τ0 − τ¯i).
One superderivative v′ of f(t) at f(τ¯i) is
v′ = − 2Γ
1 + Γ
ni∑
j=1
%ij {1(δij < τ¯i) + 1(δij ≥ τ¯i)/Γ}
= − 2Γ
1 + Γ
1 + 1− Γ
Γ
ni∑
j=1
%ij1(δij ≥ τ¯i)

= − 2Γ
1 + Γ
(
1 +
1− Γ
Γ
prui(τˆi ≥ τ¯i | F ,Z)
)
,
23
and using this superderivative gives the desired inequality.
To see that Eui(Dˆ
(τ¯i)
Γi | F ,Z) ≤ 0 if (1) holds at Γ, note that
∑ni
i=1(δij − τ¯i) = 0, and that
Dˆ
(τ¯i)
Γi =
∑ni
j=1 Zij(δij − τ¯i − {(Γ− 1)/(1 + Γ)} |δij − τ¯i|). By Proposition 3, we then have that
fi(τ¯i) = Eui(Dˆ
(τ¯i)
Γi | F ,Z) ≤ 0 if (1) holds at Γ. The suitably weighted average of these terms
proves the theorem.
D On regularity conditions for Proposition 4 and Theorems 4 - 6
Proposition 4 states that under suitable regularity conditions, then conditional upon F and Z
plim
B→∞
se2Q(Dˆ
(τ0)
Γ )
var(Dˆ
(τ0)
Γ | F ,Z)
≥ 1.
This is required to justify replacing the true, but unknowable, value for var(Dˆ
(τ0)
Γ | F ,Z) with
the conservative standard error se2Q(Dˆ
(τ0)
Γ ) when performing inference. For the result to hold, it is
sufficient to show that B × se2Q(Dˆ(τ0)Γ ) converges in probability to a limiting value as B →∞; and
that B×var(Dˆ(τ0)Γ | F ,Z) converges to a limiting value as B →∞. For finely stratified experiments,
Theorem 2 of Fogarty (2018) provides a proof of these details, with Conditions 1-3 therein providing
sufficient conditions. Suitable modification of these regularity conditions also yields the result in a
sensitivity analysis with Γ > 1. The analogous derivation would follow through with Dˆ
(τ0)
Γ replaced
with D˜
(τ0)
Γ
For Theorems 4 or 6 to hold, armed with Proposition 4 we need only show that a central limit
theorem holds when applied to the true, but unknowable, deviate
Dˆ
(τ0)
Γ − Eu(Dˆ(τ0)Γ | F ,Z)
varu(Dˆ
(τ0)
Γ | F ,Z)1/2
.
For Theorem 5 to hold, an analogous argument shows we simply need a central limit theorem to
hold with Dˆ
(τ0)
Γ replaced with D˜
(τ0)
Γ .
Sufficient conditions for a central limit theorem would include, for instance, satisfying the
Lyapunov condition: for some δ > 0,
lim
B→∞
∑B
b=1(ni/N)
2+δEui{|Dˆ(τ0)Γi − Eui(Dˆ
(τ0)
Γi
| F ,Z)|2+δ | F ,Z}
varu(Dˆ
(τ0)
Γ | F ,Z)1+δ/2
= 0
Many reasonable restrictions on F would satisfy this condition. For finely stratified experiments,
Theorem 1 of Fogarty (2018) provides a proof that central limit theorem applies, with Conditions
1-3 therein providing sufficient conditions.
To understand why we only need the central limit theorem for the unknowable deviate, suppose
that (1) holds at Γ and that τ¯ = τ0, such that H
(τ0)
N is true. Let L
(τ0)
Γ = B
−1∑B
i=1 L
(τ0)
Γi be any
candidate test statistic, and let u be the true, but unknowable, vector of unmeasured confounders.
Imagine that a central limit theorem would apply to L
(τ0)
Γ , such that for any k,
lim
B→∞
pr
(
L
(τ0)
Γ − Eu(L(τ0)Γ | F ,Z)
varu(L
(τ0)
Γ | F ,Z)1/2
≥ k
)
= 1− Φ(k). (15)
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The deviate within (15) cannot be used in practice, as the expectation and variance both de-
pend upon the unmeasured confounders and the unknown potential outcomes. A straightforward
observation provides that when L
(τ0)
Γ > 0,
L
(τ0)
Γ − Eu(L(τ0)Γ | F ,Z)
varu(L
(τ0)
Γ | F ,Z)1/2
≥ L
(τ0)
Γ −maxu∈U Eu(L(τ0)Γ | F ,Z)
varu(L
(τ0)
Γ | F ,Z)1/2
. (16)
The right-hand side of (16) simply replaces the true but unknowable expectation with its worst-
case value at a given Γ. When testing the sharp null H
(τ0)
F , the separable algorithm of Gastwirth
et al. (2000) can be used to a construct this worst-case expectation. Unfortunately, this explicit
construction requires assuming a sharp null so that the unknown potential outcomes are imputed.
When testing a weak null hypothesis, the missing potential outcomes remain unspecified, such that
the worst-case expectation cannot be calculated. In §5, we showed that the expectation of D˜(τ0)Γ is
tightly bounded above by zero under the weak null. In §6, we presented sufficient conditions such
that the same held for Dˆ
(τ0)
Γ .
Even if we knew the worst-case expectation in the right-hand side of (16), the deviate could
not be deployed in practice due to the unknown variance. For the statistics in §§5-6 we construct
a sample-based standard error se(L
(τ0)
Γ ) such that Eu{se2(L(τ0)Γ ) | F ,Z} ≥ varu(L(τ0)Γ | F ,Z), and
such that the squared standard error, suitably scaled, converges in probability to its expectation
under mild conditions. That is, for L
(τ0)
Γ > 0 and using the squared standard error’s expectation,
L
(τ0)
Γ − Eu(L(τ0)Γ | F ,Z)
varu(L
(τ0)
Γ | F ,Z)1/2
≥ L
(τ0)
Γ −maxu∈U Eu(L(τ0)Γ | F ,Z)
Eu{se2(L(τ0)Γ ) | F ,Z}1/2
. (17)
A deviate replacing the worst-case expectation in the right-hand side of (17) with a computable
upper bound and replacing Eu{se2(L(τ0)Γ ) | F ,Z}1/2 with the estimator se(L(τ0)Γ ) would have its
upper tail probability bounded above by a standard normal in the limit, in turn facilitating an
asymptotically valid sensitivity analysis for H
(τ0)
N .
E A reference distribution built from biased randomizations
In paired observational studies, Fogarty (2019) develops an alternative reference distribution for
conducting a sensitivity analysis. Rather than using Φ(·), one can instead consider constructing a
reference distribution based upon the randomization distribution for Dˆ
(τ0)
Γ /seQ(Dˆ
(τ0)
Γ ) under H
(τ0)
F
while using the vector of unmeasured confounders yielding the worst-case expectation when assum-
ing constant effects at τ0. Explicitly, for a sensitivity analysis assuming (1) holds at Γ, consider
constructing a reference distribution GˆΓ(·) as follows
1. For each ij, compute aij = (Rij − Zijτ0)−
∑
j′ 6=j(Rij′ − Zij′τ0)/(ni − 1)
2. Set uij = 1(aij ≥ 0)
3. Define GˆΓ(·) as
GˆΓ(k) =
∑
z∈Ω
1
{
A¯Γ(z, a)
seQ{A¯Γ(z, a)} ≤ k
} B∏
i=1
exp
(
γ
∑ni
j=1 zijuij
)
∑ni
j=1 exp(γuij)
,
whereAΓi =
∑ni
j=1 zij [aij−{(Γ−1)/(1+Γ)}|aij |], A¯Γ(z, a) =
∑B
i=1(ni/N)AΓi, and seQ{A¯Γ(z, a)}
is the corresponding standard error based on (ni/N)AΓi, i = 1, ..., B.
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Observe that under H
(τ0)
N , GˆΓ(·) is random as aij 6= rCij −
∑
j′ 6=j rCij′/(ni− 1). Consider replacing
ϕˆ(τ0)(α,Γ) with
ϕˆ
(τ0)
rand(α,Γ) = 1
{
Dˆ
(τ0)
Γ
seQ(Dˆ
(τ0)
Γ )
≥ Gˆ−1Γ (1− α)
}
where Gˆ−1Γ (1− α) = inf{k : GˆΓ(k) ≥ 1− α} is the 1− α quantile of GˆΓ(·).
Proposition 5. Under suitable regularity conditions, for all points k and conditional upon Z and
F .
GˆΓ(k)
p→ Φ(k).
The flow of the proof is identical to that of Theorem 2 in Fogarty (2019), and a sketch is
as follows. One considers the joint distribution of
√
BA¯Γ(z, a) and
√
BA¯(z′, a), for z, z′ iid
from worst-case distribution for treatment assignments constructed above. One then shows that
{√BA¯Γ(z, a),
√
BA¯(z′, a)} are identically distributed and converge jointly in distribution to a multi-
variate normal, with mean zero and covariance zero, such that they are asymptotically independent.
One further shows that B × seQ(A¯Γ(z, a))2 is consistent for the variance of
√
BA¯Γ(z, a), such that
A¯(z, a)/seQ(A¯(z, a)) converges in distribution to a standard normal. Theorem 15.2.3 of Lehmann
and Romano (2005) then completes the proof.
Proposition 5 implies that ϕˆ(τ0)(α,Γ) may be replaced with ϕˆ
(τ0)
rand(α,Γ) in the statement of
Theorem 4. At Γ = 1, we further have that if H
(τ0)
F is true, E{ϕˆ(τ0)rand(α, 1) | F ,Z} ≤ α for all
B > p, where p was the dimension of the matrix Q used to construct the standard error. That
is, in finely stratified experiments, ϕˆ
(τ0)
rand(α, 1) is exact under constant effects and asymptotically
correct under H
(τ0)
N , thus extending the results of Loh et al. (2017) and Wu and Ding (2018) to
this experimental design. Unfortunately, when (1) holds at Γ > 1 it need not be the case that
E{ϕˆ(τ0)rand(α,Γ) | F ,Z} ≤ α in finite samples under H(τ0)F . This is because in using the pattern of
unmeasured confounding that maximizes the worst-case expectation in constructing ϕˆ
(τ0)
rand(α,Γ), we
are already appealing to an asymptotic argument provided in Gastwirth et al. (2000) and outlined
in §3 for how to approximate the worst-case p-value. That is, when conducting sensitivity analyses
with matched structures beyond pair matching, one generally cannot calculate the true worst-case
p-value even under constant effects. Nonetheless, one may expect ϕˆ
(τ0)
rand(α,Γ) to better capture
finite-sample departures from normality in the distribution of Dˆ
(τ0)
Γ /seQ(Dˆ
(τ0)
Γ ).
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