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A b s t r a c t
This thesis presents the results of a study of the interdiffusion of InGaAs/GaAs 
structures. Photoluminescence in conjunction with a model for the interdiffusion has been 
used to show that the diffusion obeys Fick’s law and that there are two distinct diffusion 
regions. The first is a fast initial diffusion, which is suggested to be caused by the diffusion 
of point defects in the quantum well, and which is found to occur solely during the first 
anneal. The second is a steady state diffusion region during which the diffusion coefficient 
is constant. The steady state diffusion coefficient has been shown to be dependent upon the
i
distance of the quantum well from the surface and upon the incorporation of silicon in the 
material. The indium concentration of the initial well has been shown to have no effect on 
the diffusion coefficient as has beryllium doping.
An activation energy for the diffusion of 3.0 ± 0.3 eV has been obtained in all cases.
ACKNOWLEDGEMENTS
I would like to thank Professor Brian Sealy and Dr. Kevin Homewood for providing the 
facilities to complete this work and for the freedom they gave in the pursuit of it. In addition I 
am indebted to Dr. Leslie Howard and Martin Emeny who grew so many perfect samples, Dr. 
John Lambkin who provided much help and information regarding band structures, and the other 
members of the Strained Layer Structures group for their many open and informative discussions.
Finally special thanks go to Dr. David Dunstan for his constant bullying, criticism, advice 
and for the words, "It’s easy, just ten lines of BASIC!".
T a b l e  o f  C o n t e n t s
Chapter 1 - Introduction...................... .............. ................................................... 1
1.1 The growth of InGaAs/GaAs ..................... ........................................................  2
1.2 Intermixing in InGaAs/GaAs...............................................................................  6
1.3 Methods of quantifying interdiffusion ...............................................................  8
Chapter 2 - Experimental Techniques ..... ............................................................  12
2.1 Starting material ...................................................................................................  13
2.2 Encapsulation  ........................................................................................... 13
2.3 Annealing..............................................................................................................  14
2.4 Photoluminescence............................................................................................. 17
Chapter 3 - Theoretical Modeling Of Interdiffusion............................................ 22
Chapter 4 - Results............................................    29
4.1 Computer simulation results............................................................................... . 29
4.2 Intermixing of an undoped single quantum w e ll   ......................................  36
4.3 The effect of the free surface on intermixing.....................................................  41
4.4 The effect of indium concentration ............................................................ ........ 50
4.5 The effect of silicon doping on the interdiffusion coefficient........................... 59
4.6 The effect of beryllium doping on the interdiffusion coefficient.....................  65
Chapter 5 - Discussion................................................................ ........................... 71
5.1 Simulation of intermixing....................................................................................  71
5.2 Photoluminescence from a diffused single quantum w e ll.................................  80
5.3 The effect of the free surface on intermixing..................................................... 82
5.4 The effect of indium concentration on intermixing...........................................  91
5.5 The effect of silicon doping on interm ixing..........................................................  100
5.6 The effect of beryllium doping on intermixing ....................................................  106
Chapter 6 - Conclusions and Further work .........................................................  I l l
Chapter 7 - References ..........................................................................................  113
C h a p t e r  1  
I n t r o d u c t i o n
Traditional epitaxy of lattice matched materials such as AlGaAs on GaAs has allowed 
the discovery of much interesting physics and the development of a number of new and 
exciting devices such as the quantum well laser and the High Electron Mobility Transistor 
(HEMT). However, having to grow latticed-matched structures severely restricts the range 
of band gaps that can be used to those corresponding to the currently available high quality 
substrates, such as GaAs and InP.
For some years it has been known that pseudomorphic growth of strained layers offers 
the possibility of new physics and new devices, due to the effect of having layers under 
biaxial compression or tension and to the greatly increased range of materials that can be 
grown once the problems of strained growth are overcome.
The realisation of such devices, however, depends on their ability to withstand device 
processing such as ion implantation, contacting and high temperature annealing. 
High-temperature annealing, in particular, has been shown to produce thermal intermixing 
in lattice matched systems due to the large concentration gradients present.
This thesis presents the results of a study of the thermal interdiffusion of InGaAs/GaAs 
layered structures and investigates the effects of indium concentration, the free crystal surface 
and doping concentration on the interdiffusion. In this chapter a brief overview of the growth 
of InGaAs/GaAs structures is given and then the study of thermal interdiffusion in the 
InGaAs/GaAs system and the effects of dopant diffusion, ion implantation and encapsulation 
procedures are reviewed. Following this, some of the techniques which have been used in
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the AlxGa1.xAs/GaAs system to quantify the interdiffusion process will also be reviewed. 
Chapter two describes in detail the experimental method and equipment used for the study. 
In chapter three the theoretical basis of the modeling of the diffusion process used to obtain 
quantitative values of the diffusion coefficient is explained. The experimental results are 
presented in chapter four and discussed in chapter five.
Throughout this thesis a familiarity with the ideas of quantum wells and confined 
energy levels has been assumed. For an introduction to this area there are various texts on 
the physics of semiconductors such as Jaros [1].
1 .1  T h e  g r o w t h  o f  I n G a A s / G a A s
In this section a brief introduction to the growth of strained layers and some of their 
properties is presented. A detailed review of this area has been given by O’Reilly [2].
The growth of AlGaAs on GaAs with any aluminium concentration allows for 
materials with a range of band gaps (1.43 eV to 2.15 eV at 300 K) to be grown with very 
high crystal quality. This is because the lattice constant of AIGaAs is roughly equal to 
that of GaAs throughout the composition range (see figure 1.1). If one tries to grow 
material with a lower band gap than GaAs there is no convenient lattice matched alloy 
and one is forced to use alloys such as InGaAs and GaAsSb, both of which have lattice 
constants greater than that of GaAs.
In recent years it has become possible to grow layers of InGaAs which are not 
lattice matched to their substrate. Figure 1.2 shows a schematic diagram of an InGaAs 
layer grown pseudomorphically on GaAs. The InGaAs layer takes the in-plane lattice
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constant of the substrate and relaxes along the growth direction. High quality growth of 
such layers can be obtained only up to a critial thickness (which depends on indium 
concentration) after which dislocations will form to relieve the strain. These thin layers 
are stable because the energy required to form a dislocation to relieve the strain is greater 
than the strain energy present in the layer. Several authors have tried to model critical 
thicknesses [3,4] and some attempts have been made to measure the critical thicknesses 
for the InGaAs/GaAs system [5].
The presence of strain in the layer also affects the band structure. For a layer under 
biaxial compression the mean band gap is found to increase and the valence band becomes 
anisotropic so that the highest band is heavy hole like in the growth direction and light 
hole like in the plane of the layer. A detailed explanation of the physics behind this is 
beyond the scope of this thesis but has been discussed by a number of authors [6,7], This 
is one effect that has attracted considerable interest in the area of strained layer devices 
as the presence of light hole transport suggested the possibility of producing high speed 
complimentary logic circuits in III-V semiconductors. The modified band structure also 
promises dramatic improvements in semiconductor lasers [8].
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Figure 1.1. The variation of band gap with lattice constant for a number of semicon­
ductors.
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Figure 1 .2. A schematic diagram of an InGaAs layer grown pseudomorphically on GaAs. 
The InGaAs layer takes the in-plane lattice constant of the substrate and is tetragonally 
distorted in the growth direction.
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1 . 2  I n t e r m i x i n g  i n  I n G a A s / G a A s
The first studies of layer intermixing in the InGaAs/GaAs system were published 
by Laidig et al [9] in 1983, who showed that diffusion of Zn from a ZnAs2 source in a 
sealed silica ampoule caused the complete intermixing of an InGaAs/GaAs superlattice 
after annealing at 680°C for 1 hour and partial intermixing after annealing at 615°C for 
1 hour. In this work Laidig used X-ray diffraction and Auger profiling to determine that 
intermixing had occurred, but made no attempt to quantify the process.
Joncour et al [10] produced the first quantitative measurements of the In/Ga 
interdiffusion coefficient using double crystal X-ray rocking curve measurements. In 
this work Joncour annealed an I^Ga^As/GaAs (x=0.13 to 0.15) superlattice at 850°C 
for times of up to 71 hours and then modelled the satellite intensities by assuming an 
indium concentration profile calculated using the error function approach used by Chang 
and Koma [11 ] for the AlxGa1.xAs/GaAs system. Using this technique they estimated a 
diffusion coefficient at 850°C of approximately 2 x 10'18 cm2/s.
Kothiyal and Bhattacharya [12] studied the photoluminescence and absorption of 
I^Ga^As/GaAs superlattices with x=0.2 and 0.24 after annealing. They then used an 
error function solution to the diffusion equation to estimate the indium profile by 
calculating the n=l electron to heavy hole transition energies for assumed values of 
diffusion coefficient, for a range of anneal times and temperatures ( 850°C to 950°C and 
5 to 25 seconds). Using this method they estimated the interdiffusion coefficients, D, in 
this temperature range to be ~10'16 - 1045 cm2/s and determined an activation energy for
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the process o f 1.2 eV. These values o f D are three orders o f m agnitude greater than those 
calculated by Joncour, which they attribute to defects which did not anneal out in the 
short time periods they studied. This effect was first proposed by Seo et a l [13] in their 
study o f In0 53Ga0>47As/In052Al048As quantum wells.
Elman et a l [14] reported the effect o f annealing 60A  wide I^ G a ^ A s  quantum 
wells with indium concentrations ranging from O.l^xsO.5 at 825°C for 30 minutes. No 
attempt was made to quantify this data. However, an interesting effect was seen which 
was suggested as evidence for strain recovery in a partially relaxed layer. For a 60A  
wide well w ith x=0.3, a decrease in the photoluminescence linewidth and an increase in 
peak intensity was seen following annealing. This was attributed to the annealing out 
o f the low concentration o f defects present due to partial relaxation and the subsequent 
increase in the strain in the well.
Again using photolum inescence Koteles et a l [15] showed that implantation o f 
arsenic into the surface region above a well followed by rapid thermal annealing results 
in an enhanced intermixing o f the indium and gallium. This effect was not confined to 
the top well but was seen in all four wells present in the material. Unfortunately no 
information was given about the distance o f  each well from the surface nor was there 
any attempt to quantify the results.
In one o f the latest publications in the field Kolbas et a l [16] studied the effect o f 
introducing vacancies by altering the arsenic overpressure during annealing. They used 
photoluminescence to monitor the n = l electron to heavy hole transition and modelled 
the well shape after annealing using an error function and from this calculated a 
photoluminescence transition energy by assuming a diffusion length. Kolbas found that 
the most rapid intermixing occurs with an arsenic over-pressure produced by placing
7 Introduction
~20mg of arsenic in an ampoule o f 4cm 3 in volume and annealing at 850°C for 3 hours. 
The diffusion coefficient was found to reduce when no arsenic was placed in the ampoule 
and reduce still further when ~20mg o f gallium was introduced. They attributed these 
results to the reduced formation o f group III vacancies as the group III vapour pressure 
during annealing was increased. In this work they also found evidence for a dependence 
o f the diffusion coefficient on indium concentration, with higher indium concentration 
wells mixing faster than lower indium concentration ones. The activation energy for the 
interdiffusion was also found to vary significantly for the three over pressures. In the 
case o f an In0fl5Ga0 85As/GaAs well in the temperature range 810°C to 925°C the activation 
energies for arsenic overpressure, no overpressure and gallium overpressure were 3.3eV, 
2.2eV and 1.6eV respectively.
1 . 3  M e t h o d s  o f  Q u a n t i f y i n g  I n t e r d i f f u s i o n
One o f the first papers to study intermixing in III-V semiconductor heterostructures 
was by Chang and Koma in 1976 [11]. They annealed a sample made o f a layer o f GaAs 
followed by a layer o f AlAs with a capping layer o f GaAs, each layer being 1550A thick. 
Annealing was performed at 992°C for 14 hours under an arsenic overpressure to prevent 
decomposition. The sample was analysed using sputter Auger profiling and the resulting 
profile was compared with a profile derived from an error function calculation [17]. 
Excellent agreement was found using a diffusion coefficient, D, o f 2 x 10'16 cm2/s. The 
fit between experiment and theory while excellent was not perfect and this was attributed
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to a dependence o f D upon the aluminium concentration, x. The data was therefore 
re-analysed using a Boltzmann - M atano analysis from which they calculated that the 
diffusion coefficient varied as,
D(x,T)=D0(x)exp[-Q(x)/kT] 1.1
where the pre-exponential factor Dc(x) = 92exp(-8.2x) in cm2/s, the activation energy 
Q(x) = 4.3 - 0.7x in eV, T  is anneal temperature in kelvin and k is Boltzm ann’s constant.
W hile this thorough analysis fits the data, it remains possible that the variations in 
the Auger profile from the error function result could be due to collisional mixing during 
the sputtering process and to the fact that the sampling depth o f the Auger process is o f 
the order o f 100A so that a contribution from deeper layers is always seen.
Secondary Ion M ass Spectrometry (SIM S) has been shown to be a valuable tool 
for studying the intermixing in superlattices as it gives information on both the host atoms 
and the diffusion o f impurity atoms introduced to enhance the intermixing. Venkatesan 
et a l published an interesting review o f the work at Bell Communications [18]. In their 
work they measured the peak to valley ratio o f the aluminium counts and from this were 
able to determine a parameter 2(Dt)1/2 which is a length describing the combined intrinsic 
interface broadening and the additional SIMS induced broadening.
In addition to the SIM S-induced broadening which also become part o f the 
interdiffusion length measured, additional random errors are introduced on top o f this, 
such as the effect o f surface roughness which is known to broaden SIM S profiles.
The other important techniques which have been used to quantify the interdiffusion 
are optical techniques such as photoluminescence [19], cathodoluminescence [20] and
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absorption [21]. Taking the work o f Schlesinger and Kuech [19] as an example, they 
determined that the spatial profile o f the gallium mole fraction across an 
Alo,3Ga0 7As/GaAs well centred on z  = 0 was described by
where 2h is the well width prior to annealing, t is the anneal time and z  is the distance
in the growth direction. Using this the conduction band and valance band profiles across 
the well can be calculated and the Schrodinger equation solved to give the n = l electron 
to heavy hole transition energy. By fitting this to the photolum inescence emission energy 
after annealing, a value o f D can be determined (see chapters 3 and 5).
In summary there has been much more material published on the interdiffusion o f 
the group III sublattice in the AlGaAs/GaAs system  compared to the InGaAs/GaAs 
system. In the AlGaAs system there are a range o f techniques which have been applied 
to study the interdiffusion which have however frequently produced conflicting results. 
Because o f this there have been several theories proposed to explain effects such as 
enhanced diffusion on a microscopic scale. None o f these theories however have been 
able to explain all the data and this may be due in part to the variations in diffusion 
coefficient obtained by different workers using different techniques.
In this work the use o f luminescence measurements from quantum wells is used to 
study the interdiffusion in the InGaAs/GaAs system  and som e o f the problems associated 
with using this technique are investigated. In addition the effect o f the depth o f the probe 
well from a free surface, the concentration o f indium in the well and the influence o f the
1.2
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commonly used dopants silicon and beryllium on the intermixing are studied, since all 
o f  these have been shown in the literature to to have some effect on the intermixing of 
AlGaAs/GaAs systems.
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C h a p t e r  2  
E x p e r i m e n t a l  T e c h n i q u e s
In this section a brief overview o f the experiment is given followed by a more detailed 
description o f each piece o f equipm ent used.
The samples received after growth were first cleaned in hydrofluoric acid until they 
became hydrophobic and then immediately encapsulated with Si3N 4 on both the front and 
back surfaces. The wafers were then cleaved into approximately 8x8 mm squares and 
photoluminescence spectra were recorded for each sample prior to annealing in order to 
determine the initial photoluminescence transition energy from which the peak shifts due 
to annealing were calculated. From samples taken from various points on the wafer there 
were variations in the observed transition energy. The maximum change in the photolu­
m inescence transition energy across the wafer was approximately 6 m eV and for samples 
taken from the central 25x25 mm o f the wafer the variation was only approximately 1 me V.
Individual samples were then annealed in the double graphite strip heater before being 
placed in the cryostat to record the photoluminescence spectra. This process was repeated 
several times for each sam ple in order to follow the mixing as a function o f time. During 
the removal o f the samples from the cryostat, they were constantly flushed with dry helium 
gas so as to reduce condensation on the sample which may effect the efficiency o f the 
encapsulant.
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2 . 1  S t a r t i n g  M a t e r i a l
All the samples used in this study were grown by m olecular beam epitaxy (MBE) 
at the Royal Signals and Radar Establishm ent (RSRE) M alvern. The samples were grown 
in a Vacuum Generators V80H reactor on (100) orientated GaAs substrates. The growth 
temperature was set by reference to the sharp c(4x4) to (4x2) transition in the surface 
reconstruction monitored using Reflection High Energy Electron Diffraction (RHEED). 
This transition occurs at 530°C ( T)  at the 5:1 arsenic to gallium flux ratio used throughout 
this work and subsequent changes were monitored by optical pyrometry. In all the 
samples the GaAs was grown at T t + 49°C and the InGaAs wells were grown at T, - 11°C. 
This growth temperature for InGaAs is below the temperature at which significant indium 
desorption is found to occur [22]. Growth rates were kept at approximately one m onolayer 
per second for the InGaAs. For the doping studies the samples consisted o f 100A 
In02Gao8As wells with a 1000A GaAs cap. The dopant was introduced from 5000A 
below the well up to the surface. In order to study the effect o f the distance o f the well 
from the surface and indium concentration in the well upon the diffusion coefficient two 
samples each with three wells in (see figures 4.7 and 4.13) were grown.
2 . 2  E n c a p s u l a t i o n
To prevent arsenic loss during annealing the surface of the material was 
encapsulated with a thin layer o f dielectric. In this work the encapsulant was Si3N4 grown 
using plasma enhanced chemical vapour deposition (PECVD) in a Plasma Technology
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The silicon nitride is formed by the plasma assisted reaction between si lane and 
ammonia.
3SiH , + 4NH3 -*  S i,N , + 12H7 2.1
An encapsulant thickness o f 500A was deposited on the front surface and 1000A 
deposited on the back. The deposition temperature was 300°C and deposition time was 
3 minutes for a 500A film. Prior to deposition on the samples, calibration layers were 
grown on silicon and their refractive index and thickness measured using ellipsometry. 
A  refractive index o f 2 ± 0.1 was considered satisfactory. Additional tests were also 
performed by depositing an encapsulant on semi-insulating GaAs and annealing at 950°C 
for 10 seconds. Following this, the encapsulant was visually checked for evidence of 
decomposition and electrical measurements were made to determine if the GaAs had 
become conducting either through silicon indiffusion from the Si3N4 or type conversion. 
One o f the mixing samples was also studied using SIMS after a 1000°C anneal for 5 
minutes and no evidence o f silicon indiffusion was observed.
2 . 3  A n n e a l i n g
All the annealing performed in this work was carried out on a Double Graphite 
Strip Heater (DGSH). In this system  (Figure 2.1) the sam ple is placed between two 
graphite strips which are heated resistively. Temperature was controlled by feeding the 
analogue output from an Ircon M ode 3 dual colour pyrometer to control electronics where 
it was compared with a reference voltage which equates to the required temperature. The
system.
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accuracy o f the pyrometer is 1% full scale which is equivalent to ±16°C. In order to 
determine if the temperature between the strips was the same as the indicated temperature 
the instrument was calibrated against the melting points o f gold and silver wire placed 
at the sample position. This was done several times during the course o f this work and 
the indicated temperature was accurate to within ±5°C at all times.
The rise time o f this system from room temperature to 1000°C is about 7 seconds 
and the fall time from 1000°C to 700°C is about 5 seconds. The anneal time refers to 
the time interval from the moment the pyrometer indicated the set temperature to when 
the current to the strips was cut.
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Figure 2.1. A schematic diagram of the double graphite strip heater.
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2 . 4  P h o t o l u m i n e s c e n c e
Photoluminescence measurements were performed at 80K in an Oxford Instruments 
CF1204 continuous flow cryostat. The luminescence was excited using the 514.5 nm 
line from a Spectra Physics 2025 argon ion laser operating at 100 mW  continuous wave 
output power. The laser beam was then passed through an optical chopper operating at 
330 Hz, a reference signal from which was fed to a lock-in amplifier. The laser beam 
was then passed through an interference band-pass filter which removed the plasma lines. 
It was then coarsely focused upon the sample, being incident at an angle of 60°. The 
power density incident upon the sample was o f the order o f 2 W cm'2. The luminescence 
was collected and collimated before being focused upon the entrance slits o f a Spex 1704 
1 metre grating spectrometer. The slit w idth for these experiments was set at 500pm  
which gave a resolution o f 8A which in the wavelength range o f interest equated to 
-1 .0  meV. The dispersed luminescence was detected using an Applied Detector Cor­
poration Model 403 liquid nitrogen cooled Ge PIN diode.
Data collection was automated using a control program written in M icrosoft 
QuickBASIC and implemented upon an IBM  compatible PC clone. This software 
allowed for computer control o f the temperature controller, spectrometer driver and 
lock-in amplifier via an IEEE-488 bus. Figure 2.2 shows a schematic diagram o f the 
photoluminescence equipment.
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Figure 2.2. A schematic diagram of the photoluminescence experiment.
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All spectra collected were corrected for the response o f the system using the cor­
rection curve given in figure 2.3. This curve was obtained by placing a tungsten halogen 
lamp by the entrance slits to the spectrometer and recording a spectrum over the full 
range o f the germanium detector. Ignoring the variation in wavelength o f the emissivity 
o f tungsten, the lamp was assumed to be an ideal black body so that Planck’s law could 
be used to determine the spectral distribution o f the radiant energy, WBk.
where A. is wavelength, h is Planck’s constant, c is the speed o f light, k is Boltzm ann’s 
constant and T  is the filament temperature. Only the form of this equation was used as 
it is the shape o f the response curve which is important. A t each point on the measured 
response curve (Figure 2.4) the Planck-derived curve was divided by the measured 
response to get a correction factor. The sample spectrum can then be corrected by 
multiplying each point by the correction factor at that wavelength.
2.2
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Figure 2.4. A  comparison between the measured system response to a tungsten lamp, 
using the cooled Ge PIN and 1pm grating with the curve expected from a Planck derived 
emission spectrum.
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Figure 2.3. The correction curve for the cooled Ge PIN with the 1pm grating.
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C h a p t e r  3  
T h e o r e t i c a l  M o d e l i n g  O f  I n t e r d i f f u s i o n
In order for the intermixing in heterostructures to be modelled quantitatively it is 
necessary to determine the relevant diffusion equation that is in operation and then to develop 
a m ethod that can predict the concentration profile after any anneal.
A  num ber o f workers [11,19] who have studied the AlGaAs/GaAs system have 
modelled the interdiffusion by applying Fick’s second law, which in one dimension and 
assum ing the diffusion coefficient D is constant gives,
3 £ _  3[C 3-1
at ~ dz2
where C is concentration, t is time and z is direction.
Analytical solutions for this exist for diffusion from an ’ finite source’ which is 
approximated by a single well with thick cladding layers. The solution for a single well o f 
InGaAs in GaAs gives the spatial profile [17].
where x is the indium concentration, CQ is the initial indium concentration, 2h is the well 
thickness and z is distance in the growth direction with z=0 at the well centre.
This method can be applied to more complicated structures such as superlattices or 
closely spaced single wells. However, to do so requires that equation 3.1 be solved for each 
case and due to this lack o f generality the approach o f Homewood and Dunstan [23] was 
adopted, from which a diffused profile can be obtained from any known starting composition
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profile.
Using this method it is assumed that the wafer is grown with a known composition 
profile in the growth direction, /(z ) . Using the identity
where 6 is the Dirac delta function o f height unity, we can make the linear transformation 
6(z) —► e(z, t)  which is defined by the relevant diffusion equation. In this case we have used 
the Gaussian solution to F ick’s second law for which [17],
This equation expresses the integral over a series o f Gaussians (Figure 3.1a). However,
initial starting p ro file /(z ) (Figure 3.1b). This fact makes the numerical solution o f equation
3.5 between the limits o f a few standard deviations, o  = 2(D t)m  very easy, although there 
is no physical reality in this interpretation.
The power o f this method lies in the fact that it is completely versatile and can be used 
for any starting composition profile f(x). This fact also makes the modeling of free surfaces 
sim ple as all that is required is to reflect the structure at the free surface. This has the effect 
o f making the flux o f material through the surface zero, which is what one would expect if 
the surface were protected with an impervious capping layer.
Once the indium concentration profile across the well has been determined the
3.3
3.4
So the composition profile due to diffusion is given by,
3.5
it is mathematically identical to the scalar product o f a single Gaussian centred at z  and the
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conduction band minimum and valence band maximum at each point in the calculated profile 
was determined from an empirical relationship between strained band gap, EG, and indium 
concentration, x, obtained by Lambkin from photoluminescence m easurements on single 
quantum wells [24]
and using a band offset ratio o f 60:40 [25], The electron effective mass was taken as a linear 
extrapolation between the GaAs and InAs values o f 0.067 and 0.023 respectively [26] and 
the heavy hole effective mass was taken to be 0.62 for all indium concentrations [27]. This 
gave a band structure profile after diffusion such as that shown in figure 3.2.
Once the band structure for the diffused well has been determined it is necessary to 
solve Schrodinger’s equation for both the conduction and valence bands in order to determine 
the lowest confined (n = l)  electron and heavy hole levels. The one-dimensional tim e-in­
dependent Schrodinger equation can be written as,
where for an electron in the conduction band m is the electron effective mass at the conduction 
band mimima, z  is distance in the growth direction, op is the electron wave function, V  is 
the potential seen by the electron and E is the energy o f the confined electron.
value o f ip is calculated at each point progressively across the well. W hen this has been
obtain an error in ip. If E  is high then ip diverges to +°° and if E  is low rp diverges to -oo. 
The value o f E is then changed slightly and the calculation repeated to determine the change
Eg = 1.516 - 1.214x + 0.264x2
3.6
In order to solve this the potential across the well is divided into a number o f points 
and a guess to the value o f E is made, rp is then set equal to one at the first point and the
done across the entire well profile the final value o f ip is compared to the starting value to
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in the error in ty. From this it is possible to calculate a new value o f E which should give a 
zero error in 'i|>. This new value o f E  is then used as the next guess and the process is repeated. 
Using this approach the minimum error in is obtained after a few iterations and the value 
o f E corresponds to the confinement energy o f the electron. One o f the limitations o f this 
method is that a good initial guess for the confinement energy is needed to ensure that the 
iteration tends towards the correct value. To achieve this the first guess is the value calculated 
for the initial square quantum  well using an exact solution to Schrodinger’s equation [1]. A  
program to determine this already existed and was written by Lambkin [28], this was 
therefore used to determine the confined n = l electron and heavy hole levels and the results 
used as the first guess when calculating the diffused well confinement energies.
This process is then repeated for a hole in the valence band. Once both the electron 
and heavy hole confinement energies are known the photoluminescence transition energy 
is approximately the difference between the two in absolute energy. This approximation 
takes no account o f the effect o f the exciton binding energy on the transition energy. 
However, this will only vary by approximately 2 meV [29] over the composition range and 
well widths o f interest and can thus be ignored in this work.
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Figure 3.1a. The initial composition profile f(z’) together with two o f the Gaussians con­
tributing to the integral in equation 3.5 for the composition at f(z,t) after some diffusion has 
occurred.
f ( z ’)
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Figure 3.1b. The mathematically identical but non-physical interpretation o f equation 3.5 
where a single Gaussian spreads out from z and the composition at f(z,t) is given by its scalar 
product with f(z’).
f(z’)
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Figure 3.2. The band structure and confined energy levels o f a 100A In02Ga0 8As quantum 
well before and after it has been diffused to an amount defined by i f fD t  -  40A.
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C h a p t e r  4  
R e s u l t s
This chapter presents the results from a study o f the thermal interdiffusion o f 
InGaAs/GaAs strained quantum wells. The interdiffusion was monitored using the 
photoluminescence from the n = l electron to heavy hole transition and modelled by assuming 
that F ick’s second law was obeyed.
4 . 1  C o m p u t e r  s i m u l a t i o n  r e s u l t s
Before the model described in chapter three was applied to the intermixing results 
its two main components, the solution o f the diffusion equation and the solution o f the 
Schrodinger equation, were tested. In order to test the solution o f the diffusion equation 
the results o f simulations o f a 100A  In02Ga0 8As well after diffusion were compared to 
results obtained using the error function approach (equation 3.2). If a sufficient number 
o f  points were taken when numerically solving the integral in equation 3.5 then the results 
obtained by the two methods were in agreement to better than 0.1%. However, in order 
to minimise the computation time required the precision was reduced until the results 
were within 0.5% agreement.
The routines for calculating the confinement energies were compared to the results 
for single quantum wells obtained from a program written by Lambkin [28]. W ells o f 
various thicknesses from 50A to 200A and indium concentrations from 10% to 25% were
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used as test data and the results o f the two calculations yielded results that were always 
within 0.1%. These results were also compared with the observed transition energies 
and were found to be in excellent agreement.
Having tested the individual components o f the model it was used on the data from 
a 100A In02Ga0.8As undoped single quantum well. The data was analysed in three ways 
and the results are presented in table 4.1. The first step in analysing the data was to 
calculate the effect o f indium diffusing from the well on the observed transition energy. 
The graph o f the calculated change in transition energy against the diffusion length, 
Ld = 2yjDt is shown in figure 4.1 for a 100A In02Ga08As well in GaAs barriers. Using 
figure 4.1 it is possible to obtain a diffusion length for each observed transition energy, 
and as the anneal time is known this can be converted into a diffusion coefficient at that 
anneal temperature. This was m ethod A.
As this method gave different values o f diffusion coefficient for each anneal time 
a second method was adopted. In this method the data presented in figure 4.1 was replotted 
as transition energy peak shift against L% -  4.D t and the experimental data could then 
be plotted as peak shift against time with theoretical fits calculated by scaling the diffusion 
length data squared by a fitting param eter 4D. The experimental data with the corre­
sponding theoretical predictions are shown in figure 4.2. This was method B.
The results o f method B showed excellent agreement between the experimental 
data and theoretical predictions. However, the values o f diffusion coefficient obtained 
were determined somewhat subjectively and one could place a large error on the resulting 
value o f diffusion coefficient. In addition there appeared to be a consistent error with 
data for low anneal times falling to the left o f the theoretical curve and data for higher 
anneal times falling to the right.
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Because o f this a third method, m ethod C, was used to analyse the data. This time 
the values o f diffusion length calculated for method A, were plotted against V f. Thus if 
the diffusion coefficient were constant with anneal time and temperature (i.e the diffusion 
process is obeying Fick’s second law) this graph should produce a straight line with the 
gradient 2y/D. This graph is shown in figure 4.3. As the graph gives a straight line, an 
error analysis is easily performed giving the uncertainty in the diffusion coefficient 
obtained. It should be noted that the apparent error found in method B is seen here as 
an offset in the diffusion length. This m ethod has been used throughout the rem ainder 
o f this chapter to calculate diffusion coefficients although the raw data is still presented 
as photoluminescence peak shift against time with theoretical curves plotted from the 
m easured values o f the diffusion coefficient.
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Figure 4.1. The dependance o f the calculated photoluminescence peak shift for a 100A 
In0 2Ga08As on the diffusion length.
Diffusion Length (A)
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Table 4.1. A  comparison o f the values o f diffusion coefficient obtained using methods 
A, B and C.
Temperature M ethod A Method B Method C
Time
(s)
D (cm 2/s) D (cm2/s) D (cm !/s)
900°C 60 1 .4 x 1 0 -“ 5 x 1 0 17 (4.7 ± 0.3) x  1 0 17
120 6 x 10'17
240 5.7 xlO*17
480 5.1 x  10'17
950°C 45 4.7 x 10*16 4 x 1 0 “ (1.96 ± 0.09) x 1 0 “
90 3.7 x 10*16
135 3.3 x  1 0 16
180 3.2 x 10‘16
225 3.0 x 1 0 16
1000°C 30 8.8 x 1 0 16 8 x 1 0 “ (5.52 ± 1.3) x  1 0 “
60 9.0 x 1 0 16
90 8.1 x 1 0 16
120 7.0 x 1 0 16
1050°C 15 3.4 x 1 0 1S 2 x 1 0 15 (1 ± 0.2) x 1 0 15
30 2.8 x 10*1S
45 2.4 x 1 0 15
60 2.0 x 1 0 15
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Figure 4.2. Photolum inescence peak shift against anneal time with the theoretical curves 
calculated using M ethod B.
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Figure 4.3. The variation of diffusion length LD with VTfor a 100A In02Ga08As quantum
well in GaAs.
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4 . 2  I n t e r m i x i n g  o f  a n  u n d o p e d  s i n g l e  q u a n t u m  w e l l
Figure 4.4 shows the photoluminescence spectra for an undoped 100A In02Ga0 8As 
single quantum well annealed at 950°C for various times. From the spectra it can be seen 
that as the anneal time is increased the photoluminescence peak moves to higher energies 
and the full width at half maximum (FW HM ) also increases. However, the integrated 
intensity under the peaks remains constant within experimental error. Figure 4.5 shows 
the photoluminescence peak shift against time for anneals at 900°C, 950°C, 1000°C and 
1050°C. The points are the experimentally determined peak shifts and the dashed lines 
are the best fit theoretical curves obtained using method C. The diffusion coefficients 
obtained are given in table 4.2.
Table 4.2. The effect o f temperature on the diffusion coefficient for a 100A In0 2Ga0 8As 
single quantum well with 1000A GaAs barriers.
Tem perature Diffusion Coefficient 
(cm2/s)
900°C (4.7 ± 0.3) x IO'17
950°C (1.96 ± 0.09) x 10'16
1000°C (5.52 ± 1.3) x lO '16
1050°C (1 ± 0.2) x 10'15
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The data given in table 4.2 is presented in the form o f an Arrhenius plot [30] in 
figure 4.6, the straight line being a least squares fit to the data. The gradient o f this line 
gives an activation energy o f 2.7 ± 0.4 eV.
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Figure 4.4. Photoluminescence spectra for an undoped lOOA In02Ga0>8As single quantum 
well annealed at 950°C for various times. The integrated intensities I (in a.u.) are marked.
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Figure 4.5. Photoluminescence peak shift against anneal time for an undoped 100A 
In02Ga0 8As single quantum well annealed at 900°C, 950°C, 1000°C and 1050°C.
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F i g u r e  4 . 6 .  A n  A r r h e n i u s  p l o t  o f  t h e  d a t a  p r e s e n t e d  i n  t a b l e  4 . 2 .  T h e  s t r a i g h t  l i n e  i s  a  
w e i g h t e d  l e a s t  s q u a r e s  f i t  t o  t h e  d a t a .
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4 . 3  T h e  e f f e c t  o f  t h e  f r e e  s u r f a c e  o n  i n t e r m i x i n g
If the encapsulant does not provide a perfectly impervious barrier to gallium and 
arsenic outdiffusion, it can act as a source o f defects such as vacancies which may effect 
the interdiffusion. In order to study such an effect a sample with three wells o f different 
thickness but the sam e indium concentration (Figure 4.7) was used. This sample had 
three wells with an indium concentration o f 25% and thicknesses o f 200A, 100A and 
50A  which allowed their photoluminescence emission energies to be sufficiently sep- 
erated in energy to be distinguishable (Figure 4.8). The wells were at depths o f 500A, 
1700A and 2800A from the free surface for the 200A, 100A and 50A wells respectively.
Table 4.3, The effect o f indium concentration on the FW HM  of the photoluminescence 
signal before and after annealing at 1050°C for 60 seconds
W ell thickness (A) Depth (A) FW HM
No anneal 1050°C/60 s
50 2800 ~ 7 m e V ~ 7 meV
100 1700 ~ 8 m eV - 1 0  meV
200 500 ~ 7 meV -  25 meV
Table 4.3 gives the photoluminescence FW HM  for the three wells before and after 
annealing at 1050°C for 60 seconds. It can be seen that the FW HM  for the 50A well 
does not change while the 100A well shows some broadening and the 200A well is
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considerably broadened.
Figure 4.8 shows the photoluminescence spectra from this sample before and after 
annealing at 1050°C for various times. In thejannealed spectra the peak at -1 .35  eV  
corresponds to the 50A  well, the peak at -1 .285  eV to the 100A well and the peak at 
-1 .255 eV  to the 200A  well. W ith annealing these peaks all move to higher energies but 
each remains distinct and there is no overlap. The photoluminescence integrated intensity 
from the 50A well is seen to fall rapidly in intensity with annealing while keeping the 
sam e halfwidth. The 100A well while broadening slightly keeps roughly a constant 
integrated intensity with annealing. The 200A well however broadens rapidly with 
annealing and also increases significantly in intensity.
Figures 4.9-4.11 show the photoluminescence peak shift against anneal time for 
the three wells and the corresponding theoretical fits to the data. The calculated values 
o f the diffusion coefficient at 900°C, 950°C, 1000°C and 1050°C are given in table 4.4. 
An Arrhenius plot o f this data is given in figure 4.12 along with the least squares fit to 
each set. From this activation energies o f 3.4 ± 0.1 eV, 3.25 ± 0.1 eV and 3.2 ± 0.2 eV  
were found for the 200A, 100A and 50A wells respectively. The value o f the diffusion 
coefficients at 900°C although given on this plot were not used in the calculation o f the 
activation energy. This is because the encapsulant used on this sample was seen to have 
failed during annealing which had caused the surface to start decomposing. Thus as the 
surface conditions for this sam ple were different from the others in this batch the values 
o f diffusion coefficient obtained are considered unreliable.
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Table 4.4. The effect of the free surface on diffusion coefficient.
Temperature (°C) Diffusion Coefficient (cm 2/s)
50A 10 0A 200A
900 (6.6 ± 0.9) x 1047 (1.24 ± 0.25) x 1046 (9.6 ± 2) x 1047
950 (6.5 ± 0.8) x 1047 (1.73 ± 0.16) x 1046 (3.2 ± 0.3) x  1046
1000 (1.9 ± 0.16) x 10 “ (5.9 ± 0.5) x 104<s (1.1 ± 0.04) x  1045
1050 (6.3 ± 0.7) x 1046 (1.77 ± 0.2) x lO 45 (3.7 ± 0.5) x 104S
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Figure 4.7. The structure o f the InxGa1_xAs multiple quantum well (M QW ) sam ple used 
to determine the effect o f the free surface on the diffusion coefficient.
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Figure 4.8. The photoluminescence spectra for a sample with three wells o f different 
thicknesses at various stages o f annealing.
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Figure 4.9. Photoluminescence peak shift against anneal time for the 50A In02sGa07SAs
well annealed at 900°C, 950°C, 1000°C and 1050°C.
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Figure 4.10. Photoluminescence peak shift against anneal time for the 100A In0 ^ Ga,, 75As
well annealed at 900”C, 950°C, 1000°Cand 1050°C.
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Figure 4.11. Photoluminescence peak shift against anneal time for the 200A In0 ^ G a^A s
well annealed at 900°C, 950°C, 1000°C and 1050°C.
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Figure 4.12. An Arrhenius plot o f the data presented in table 4.4. The straight lines are 
weighted least squares fits to the data.
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4 . 4  T h e  e f f e c t  o f  i n d i u m  c o n c e n t r a t i o n
In order to study the effect o f indium concentration upon the intermixing process 
the sample structure shown in figure 4.13 was used. This sam ple had three wells, each 
100A thick and separated by 500A o f GaAs. The well nearest the surface had an indium 
concentration o f 25%, the middle well 17% and the deepest well 10%.
Table 4.5. The effect o f  indium concentration on the FW HM  o f the photoluminescence 
signal before and after annealing at 1050°C for 60 seconds
Indium concentration FWHM
No anneal 1050°C/60 s
10% - 4 m e V -  8 m eV
17% -  6 meV - 1 3  m eV
2 5% - 9  meV -  30 m eV
Figure 4.14 shows the photoluminescence spectra from this sam ple after annealing 
at 1050°C for various times. In the unannealed spectra the peak at -1 .44  eV  corresponds 
to the 100A In01Ga09As well, the peak at -1 .375  eV  to the 100A In017Ga083As well and 
the peak at -1 .29  eV to the 100A In025Ga075As well. After annealing the photolu­
minescence from the three wells is seen to move to higher energies and then start to
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overlap. Because o f this the integrated intensity from the wells is slightly more difficult 
to estimate. However the integrated intensity o f the luminescence from the 10 % and 
17% wells is roughly constant with anneal time while the luminescence from the 25% 
well is seen to increase in intensity following annealing. The change in FW HM  with 
annealing for the various wells is shown in table 4.5. It can be seen that prior to annealing 
the FW HM  increases with increasing indium concentration. After annealing all the 
luminescence peaks have significantly broadened with the broadening increasing with 
increasing indium concentration.
Figures 4.15-4.17 show the photoluminescence peak shift as a function o f time for 
the three wells along with the associated theoretical fits to the data. The calculated values 
for the diffusion coefficient at 900°C, 950°C, 1000°C and 1050°C for the three indium 
concentrations are given in table 4.6. An Arrhenius plot o f this data is given in figure 
4.18 and the weighted least squares straight line through the data sets are given. The 
activation energies calculated from these yielded values o f  2.9 ± 0.3 eV, 2.4 ± 0.5 eV 
and 2.3 ± 0.5 eV for the 10%, 17% and 25% indium concentration wells respectively.
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Table 4.6. The effect of indium concentration on diffusion coefficient.
Tem perature (°C) Diffusion Coefficient (cm 2/s)
10% 17% 2 5 %
900 (2.9 ± 1.3) x 1 0 17 (6.7 ± 1.8) x 1 0 17 (1 ± 0.2) x 1 0 16
950 (1.3 ± 0.4) x 1 0 16 (2.2 ± 0.6) x 10‘16 (2.8 ± 1) x  10'16
1000 (1.8 ± 0.9) x 1 0 16 (3.9 ± 0.15) x l O 16 (4.6 ± 0.8) x 1 0 16
1050 (8.5 ± 1) x  10'16 (9.7 ± 1.2) x 1 0 16 (1.27 ± 0.16) x l O 15
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Figure 4.13 The structure o f the In,G al4As M QW  sample used to determine the effect 
o f indium concentration on the diffusion coefficient.
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Figure 4.14. The photoluminescence spectra for a sample with three wells o f different 
indium concentration at various stages o f annealing.
1.25 1.3 1.35 1.4 1.45 1.5
Photon Energy (eV)
54 Experimental Results
Ph
oto
lum
ine
sc
en
ce
 p
eak
 
shi
ft 
(m
e'
Figure 4.15. Photoluminescence peak shift against anneal time for the 100A In0<1Ga0i9As
well annealed at 900°C, 950°C, 1000°C and 1050°C.
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Figure 4.16. Photoluminescence peakshift against anneal time for the 100A In017Ga0 83As
well annealed at 900°C, 950°C, 1000°C and 1050°C.
140 —r
1 2 0 -
1 0 0 -
80 -
60 -
40 -
2 0  -
0  —  
0
x - 900°C 
+ - 950°C 
• - 1000°C 
.  - 1050°C
 D = 6.7 x 10'17 cm2/s
 D = 2.2 x 10'16 cm2s
 D = 3.9 x 10'16 cm2/s
 D = 9.7 x 1016 cm2/s
x.
t i " i - 1 ~t ~ i i i | i i i i | i i f ~i—| - T T T - r p  i r  i
50 100 150 200 250 300
Tim e (seconds)
56 Experimental Results
Ph
oto
lum
ine
sc
en
ce
 p
eak
 
sh
ift 
(m
eV
)
Figure 4.17. Photoluminescence peak shift against anneal time for the 100A In0 2SGa0 75As
well annealed at 900°C, 950°C, 1000°C and 1050°C. 
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Figure 4.18. An Arrhenius plot o f the data presented in table 4.6. The straight lines are 
weighted least squares fits to the data.
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4 . 5  T h e  e f f e c t  o f  s i l i c o n  d o p i n g  o n  t h e  i n t e r d i f f u s i o n  
c o e f f i c i e n t
Three silicon doped samples were grown with n-type doping densities o f 1017,1 0 ls 
and 1019 cm'3. The first two o f these samples were grown with the silicon cell in the 
M BE reactor at the temperature determined from calibration samples to produce electron 
concentrations o f 1017 cm '3 and 1018 cm '3 in GaAs. For the sample doped at 1019 cm '3 
this calibration curve was extrapolated to the required temperature.
Table 4.7. The effect o f Si doping concentration on the FW HM  o f  the photoluminescence 
signal
Doping FW HM
un-doped - 5  meV
1017 Si/cm3 -  20 meV
1018 Si/cm3 -  50 meV
1015 Si/cm3 - 1 0 0  meV
Table 4.7 shows the effect o f the silicon concentration on the photoluminescence 
FW HM . For the 1017 and 1018 cm '3 samples these values remained constant after annealing 
as did the integrated intensity for the 1017 cm '3 doped layer. For the 1018 cm '3 layer the 
integrated intensity from the quantum well was seen to decrease with anneal time. For
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the 1019 cm '3 layer a single anneal caused a dram atic rise in the deep level luminescence 
intensity and the disappearance o f the quantum  well emission (Figure 4.19).
Figures 4.20-4.21 show the photolum inescence peak shift as a function o f time for 
the 1017 and 1018 cm '3 samples and the associated theoretical fits. In table 4.8 the calculated 
values o f the diffusion coefficient at 900°C, 950°C, 1000°C and 1050°C for the three 
doping concentrations are presented. These are plotted against 1/T in figure 4.22 and 
the least squares straight line calculated. Activation energies o f 2.8 ± 0.2 eV  and 2.8 ± 
0.1 eV  are obtained for the 1017 and 1018cm '3 layers respectively.
Table 4.8. The effect o f Si doping on diffusion coefficient.
Temperature (°C) Diffusion Coefficient (cm 2/s) x 10'16
Undoped 1017 Si/cm3 IO18 Si/cm 3
900 0.47 ± 0.03 0.35 ± 0 .1 1.4 ± 0.1
950 1.96 ± 0.09 1.26 ± 0.2 4 ± 0 ,5
1000 5.5 ± 1.3 3.9 ± 0.5 12 ± 7
1050 10 ± 2 7.5 ± 0.8 28 ± 7
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Figure 4.19. The photoluminescence spectrum for a 1019 Si/cm3 layer before (a) and after 
(b) annealing at 1000°C for 15 seconds
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Figure 4.20. Photoluminescence peak shift against anneal time for a 100A In02Ga0 8As
single quantum well doped with 1017 Si/cm3 annealed at 900°C, 950°C, 1000°C and
1050°C. 
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Figure 4.21. Photoluminescence peak shift against anneal time for a 100A In02Gao8As
single quantum well doped with 1018 Si/cm3 annealed at 900°C, 950°C, 1000°C and
1050°C.
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Figure 4.22. An Arrhenius plot o f the data presented in table 4.8. The straight lines are 
weighted least squares fits to the data.
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4 . 6  T h e  e f f e c t  o f  b e r y l l i u m  d o p i n g  o n  t h e  i n t e r d i f f u s i o n  
c o e f f i c i e n t
Three samples were grown with beryllium concentrations o f 1017 cm '3,1 0 18 cm '13 
and 2.5 x  1019 cm '3. The first two o f these samples were grown with the beryllium cell 
in the M BE reactor at the temperature determined from calibration runs to produce hole 
concentrations o f 1017 cm '3 and 1018 cm '3 in GaAs. For the 2.5 x 1019 cm '3 sample the 
calibration curve was extrapolated to the cell temperature required to incorporate 2.5 x  
1019 cm '3.
Table 4.9 shows the effect o f beryllium doping concentration on the photolu­
minescence peak FW HM . After annealing these values were unaltered, independent o f 
anneal time or temperature, as was the integrated intensity o f the photoluminescence 
signal.
Table 4.9. The effect o f Be doping concentration on the FW HM  of the photoluminescence 
signal
Doping FW HM
un-doped -  5 meV
1017 Be/cm3 - 1 6  meV
1018 Be/cm3 -  27 meV
2.5 x 10!9 Be/cm3 -  55 meV
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Figures 4.23-4.25 show the photoluminescence peak shift as a function o f anneal 
time for the three beryllium doped samples and the associated theoretical fits. In table 
4.10 the calculated values o f D at 900°C, 950°C, 1000°C and 1050°C for the three doping 
concentrations are given. These are plotted against 1/T in figure 4.26 and the least squares 
fit to the lines calculated. These give activation energies o f 3.0 ± 0.2 eV, 3.9 ± 0.4 eV  
and 3.7 ± 0.1 eV  for the 1017,1 0 18, and 2.5 x 1019 cm'3 samples respectively.
Table 4.10. The effect o f Be doping on diffusion coefficient.
Temperature
C Q
Diffusion Coefficient (cm2/s) x  1 0 16
Undoped 1017 Be/cm3 1018 Be/cm3 2 .5 x l0 19 Be/cm3
900 0.47 ± 0.03 0.54 ± 0.02 0.1 ± 0.03 0.37 ± 0.11
950 1.96 ± 0.09 1.5 ± 0.3 1.02 ± 0.15 1.64 ± 0.05
1000 5.5 ± 1.3 2.5 ± 1.2 4.2 ± 0 .4 5 ± 1 .8
1050 10 ± 2 16 ± 2 13.3 ± 0.9 24 ± 2.3
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Figure 4.23. Photoluminescence peak shift against anneal time for a 100A Ino^Ga  ^gAs
single quantum well doped with 1017 Be/cm3 annealed at 900°C, 950°C, 1000°C and
1050°C. 
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Figure 4.24. Photoluminescence peak shift against anneal time for a 100A In02Ga08As
single quantum well doped with 1018 Be/cm3 annealed at 900°C, 950°C, 1000°C and
1050°C.
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Figure 4.25. Photoluminescence peak shift against anneal time for a 100A In02Ga08As
single quantum well doped with 2.5 x 1019 Be/cm3 annealed at 900°C, 950°C, 1000°C
and 1050°C. 
1 4 0 -
120
1 0 0 ^
8 0  -
6 0
4 0
2 0  -
0
/
X - 900°C  
* - 950°C  
■ - 1000°C  
.  - 1050°C
 D  = 3 .7  x  10*17 cm 2/s
» X   D  = 1 .64  x  10 '16 cm 2/s
/  - - - - -  D  = 5 x  10 '16 cm 2/s
?   D  = 2 .4  x  10 '1S cm 2/s
v
/
/
i
i
/
■ /  
/ •
x—
r  i i i | i i i i | i i i i | i i i i | i i i i | i i i i
0  5 0  100  150 2 0 0  2 5 0  300
T im e  (seco n d s)
69 Experimental Results
D
if
fu
si
on
 
C
oe
ff
ic
ie
nt
 
(c
m
2/s
)
Figure 4.26. A n Arrhenius plot o f  the data presented in table 4.10. The straight lines 
are weighted least squares fits to the data.
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C h a p t e r  5  
D i s c u s s i o n
In this section the results presented in chapter four are analysed and discussed with 
reference to the data available in the literature. Firstly the method of data analysis is compared 
with other methods presented in the literature. Then the effect of quantum well depth, indium 
concentration and both silicon and beryllium doping density on the interdiffusion coefficient 
are discussed. Some possible models for the microscopic diffusion process are also presented 
and compared with some of the suggestions proposed in the literature.
5 . 1  S i m u l a t i o n  o f  I n t e r m i x i n g
Several authors have used optical techniques to characterise the intermixing of 
heterostructures [12,16,19]. All of these have analysed their data by assuming that the 
diffusion obeys Fick’s second law with a diffusion coefficient that is constant. Throughout 
the rest of this thesis this condition will be refered to as linear diffusion. They have then 
calculated the well shape needed to give the observed transition energy using an analytical 
solution to equation 3.1 for the situation of diffusion from an extended source of limited 
extent, equation 3.2. This is equivalent to method A described in section 4.1.
Results obtained using this method can be inaccurate for several reasons. The first 
is that any single observed transition energy can be fitted using the assumption that the 
diffusion process is linear, provided that the transition energy after annealing is higher
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than the transition energy from the original well. The reason for this is that as the diffusion 
proceeds the transition energy will start at the observed energy for a square well and end 
at the band-edge transition energy for the cladding (assuming a single well with infinitely 
thick barriers) as shown in figure 4.1. An example of some indium profiles after various 
degrees of annealing are given in figure 5.1. Because all previous workers have only 
fitted the single transition energy obtained after annealing they have not proved that the 
diffusion obeys Fick’s law. In the literature there is some evidence to suggest that the 
diffusion process in the GaAs /  AlxGaj.xAs system is not linear. Chang and Koma [11] 
for example used Auger Electron Spectroscopy (AES) to monitor the well shape of a 
GaAs/AIAs/GaAs structure after annealing and found that the diffusion profile could be 
approximated by a linear profile calculated using the error function approach but that 
there were discrepancies from purely linear behaviour that could be fitted using a modified 
Arrhenius expression.
-£?(*)1 5*1D (x ,T )= D 0(x)ex  p
kT
where the pre-exponential factor is given ( in cm2/s ) by,
D a(x) = 92exp(-8.2*) 5.2
and where the activation energy o f the diffusion ( in eV ) is given by,
£>(*) = 4 .3 -0 .7 *  5.3
In order to prove that the diffusion process is indeed linear it is necessary either to 
probe the well shape accurately after some diffusion has occurred or to study the change 
in some property of the well as mixing proceeds to see if these changes can be predicted 
using a linear diffusion model. Obtaining quantitative measurements of the well profiles 
after annealing is very difficult. Two methods which have been applied are AES [11]
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and secondary ion mass spectrometry (SIMS) [31]. Both of these techniques suffer from 
the limitation that the ion beam mixes the profile before it can be measured. In addition 
SIMS also has the problem that it is being used to monitor large changes in concentration 
in a matrix which is changing. These are both areas in which SIMS has a definite 
weakness. An additional problem of both these techniques is that they are destructive 
and therefore cannot be used to study the progress of diffusion in a single sample.
As stated earlier probing the n= l electron to heavy hole transition for a single anneal 
gives no information on the well shape as the transition energy is not uniquely defined. 
However, if higher order transitions could be observed then these could be fitted by 
assuming a well shape and calculating the resulting confined electron and hole states. 
Using this method it is possible that one may be able to define a unique well shape for 
a given set of transitions. These higher order confined states can be observed using a 
number of techniques such as photoluminescence excitation spectroscopy, photocon­
ductivity spectroscopy or absorption spectroscopy. At present there are no reports in the 
literature which discuss the use o f this technique to study interdiffusion.
Despite the fact that the photoluminescence transition energy is not uniquely 
defined by a given well shape, it is possible to use photoluminescence to determine if 
the diffusion process is linear by monitoring how the transition energy changes as mixing 
proceeds and comparing this change with the calculated change. In order to perform this 
experiment both accurate and reproducible control of anneal time and temperature are 
vital. In order to obtain the required degree of accuracy and reproducibility the double 
graphite strip heater [32] described in section 2.3 was used. This furnace has rise and 
fall times between 700°C and 1000°C of approximately 3 seconds. As the sample is 
enclosed in a "black box" formed by the strips it will respond to these temperature
73 Discussion
variations very quickly. Using this furnace it was possible to monitor the change in the 
n = l electron to heavy hole transition as a function of time for a given anneal temperature. 
These results were then compared with the predicted changes in the transition energy 
made by assuming that the diffusion was linear and calculating the evolution of the well 
shape with time. This is method B described in section 4.1 and the results are shown in 
figure 4.2.
From figure 4.2 it can be seen that the fit between the predicted change in the 
transition energy and the observed changes is very good. However, it should be noted 
that there is a discrepancy which appears systematically in the results for all four anneal 
temperatures. This is that in all cases the results for short anneal times fall to the left of 
the theoretical curve while for longer anneal times they fall to the right. This effect is 
also seen in the results obtained using method A  (see table 4.1) where, as the anneal time 
is increased, the value of the diffusion coefficient decreases.
Due to this the data was analysed in a third way. Again the assumption was made 
that the diffusion process was linear and that each observed peak shift following annealing 
could be characterised by a diffusion length = 2yfDt from the initial square well profile. 
Thus using a graph such as figure 4.1 each peak shift could be converted into a 
characteristic diffusion length, Lq. These values of Lq were then plotted against y/Tin 
figure 4.3. If the diffusion process is linear (i.e. D does not vary with concentration, 
strain, etc) then this graph should give a straight line of gradient 2y/D  which has Lq = 0 
when yft = 0. From figure 4.3 it can be seen that for all anneal temperatures the graph 
o f Lr against yft does indeed give a straight line and thus a least squares method can be 
used to calculate the diffusion coefficient and the associated uncertainty.
From figure 4.3 it can also be seen that the straight line fit to the data does not pass
74 Discussion
through the origin but rather crosses the y-axis at some positive value of Lq. As all the 
data points lie very accurately upon a straight line the diffusion coefficient from the first 
anneal onwards is constant. It can therefore be concluded that during the first anneal 
there is some enhancement of the diffusion. This enhancement is due to an effect that 
is annealed out during the first anneal for all the anneal temperatures used in this study. 
From figure 4.3 and other plots presented later in this chapter it can be seen that there is 
a dependence of this initial diffusion on temperature and that variations appear on 
different samples taken from different points on the wafer. It is suggested that this initial 
diffusion is caused by the presence of a fixed number o f defects introduced during growth. 
These defects at high temperatures (e.g. >950°C) have a high enough diffusion coefficient 
for their contribution to the diffusion process to be largely over during the first anneal 
which suggests that they have all diffused through the InGaAs /  GaAs interface. Due to 
the same reasoning it is suggested that the defects are concentrated in or around the 
InGaAs well. The defects could be misfit dislocations at the interface or they could be 
due to a change in the concentration of point defects, such as gallium vacancies, as the 
growth is changed from GaAs to InGaAs.
Another possible cause of the initial increase in the diffusion could be the injection 
of defects from the GaAs /encapsulant interface as the sample is first heated, due perhaps 
to a change in the chemistry at this interface. If this were the case then it may be possible 
to observe some dependance of the initial diffusion on the depth of the well. This effect 
is investigated in the next section.
The result of applying these three methods to the data from a single undoped 100 A  
Ino 2Ga08As well in GaAs barriers are summarised in table 4.1. The values of diffusion 
coefficient obtained using method A  are found to be higher at short anneal times then
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reduce, tending towards the steady state value obtained using method C although never 
reaching it. Method B gives an estimate of the steady state diffusion coefficient although 
it will always be high due to the contribution from the initial diffusion and has a large 
uncertainty due to the subjective nature of the fitting procedure. This subjective element 
is removed using method C and it is possible to determine the steady state diffusion 
coefficient and quantify the uncertainty in the diffusion coefficient. The errors present 
in the experiment include variations in photoluminescence transition energy across a 
sample, errors in anneal temperature and time and the contribution of the rise and fall 
times in the anneal to the diffusion process.
From the results obtained using method C an Arrhenius plot yielded an activation 
energy of 2.7 ± 0.4 eV. In figure 5.2 the results obtained using method A are displayed 
on an Arrhenius plot along with two of the straight lines that could be drawn through the 
data. These two lines gave activation energies of 2.1 eV and 3.8 eV. If one uses all the 
data shown in figure 5.2 and draws a best fit straight through it then an activation energy 
of 3.1 eV is obtained.
If these results are compared to the values of diffusion coefficient and activation 
energy reported in the literature it can be seen that there are some significant differences. 
Kothiyal and Bhattacharya [12] for example obtained values of diffusion coefficient of 
10'16 - 10‘1S cm2/s over the temperature range 850°C to 950°C with an activation energy 
of 1.2 eV. These values of diffusion coefficient are an order o f magnitude greater than 
the results presented here and the activation energy is also significantly lower.
Kothiyal used a halogen lamp furnace for his anneals with anneal times of 5 to 25 
seconds. These short anneal times will mean that the effect o f the rapid initial diffusion 
will be very pronounced in his work resulting in a measured diffusion coefficient
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significantly greater than the steady state value. No mention was made by Kothiyal as 
to how the temperature in his furnace was measured or calibrated. This could be 
significant as the results of a ’Round Robin’ of commercially available and home built 
rapid thermal annealers [33] showed significant differences in anneal temperature 
between different machines and between machines of the same make but in which 
different temperature measurement techniques were used. In general, systems which 
had temperature measurement errors showed that samples reached higher than indicated 
temperatures for low temperature anneals while the results from different systems 
converged around 950°C. If temperature errors like these were present in an experiment 
such as this it would result in lower activation energies being measured.
From this it is possible to see that the results of diffusion experiments based on the 
optical characterisation of quantum wells after annealing have the potential to produce 
a quantitative measure of the steady state diffusion coefficient and the activation energy 
of the diffusion process. This potential has not been recognised by other workers in the 
field and due to their approach the values of diffusion coefficient and activation energy 
quoted can be in error by a large amount.
In the rest o f this chapter method C is applied to the results of diffusion experiments 
on layers at different depths, of differing indium concentrations and of differing doping 
density and type.
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Figure 5.1. The indium concentration as a function of depth for a 100A Ina2Ga0 8As well 
for a diffusion defined by a diffusion length of OA, 14A  40A, 69A and 89A.
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Figure 5.2. An Arrhenius plot of the diffusion coefficients obtained using method A  and 
two of the worst case fits to the data that could have been obtained
1000/T (K 1)
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5 . 2  P h o t o l u m i n e s c e n c e  f r o m  a  d i f f u s e d  s i n g l e  q u a n t u m
w e l l
The results of modeling the diffusion process and thus predicting the change in 
transition energy for a single quantum well were discussed in the previous section. In 
this section the effect of annealing upon the photoluminescence spectra will be discussed 
in greater detail.
During the photoluminescence experiment the sample to be studied is irradiated 
with photons of energy greater than the band gap energy. This creates electron-hole pairs 
which rapidly thermalise to the band edge and then recombine via any levels present in 
the material to give the observed photoluminescence spectra. In the case of an In02Ga0 8As 
quantum well in GaAs barriers these carriers are efficiently collected in the quantum 
well where they recombine via the n= l electron and heavy hole levels. This transition 
is radiative and is monitored to give the information on the changing indium profile. It 
is not only the peak position which gives information on the changes in the sample, the 
FWHM and integrated intensity of this transition also provide information.
Electrons and holes present in the quantum well have a wave function which 
describes the probability of finding them in a particular position [1]. For a square quantum 
well with infinite potential barriers the wavefunction must be zero at the well boundary. 
For a quantum well with finite potential barriers however, the wave function within the 
well resembles the infinite case, but the amplitude of the wave function at the barriers is 
finite and outside the well it decays exponentially. This is the situation in real quantum 
wells produced by heterojunctions in semiconductors.
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This is significant for the photoluminescence spectra as the position of the electrons 
and holes determines the broadening of the photoluminescence transition. In the case 
of a 100A In02Ga08As quantum well in GaAs barriers, the fact that the wavefunction 
extends into the barriers helps to keep the FWHM low. This is because when the electron 
or hole is within the well it is subject to perturbations in the potential it sees due to random 
fluctuations in the InGaAs alloy composition. These random fluctuations do not occur 
in GaAs so the electrons and holes see less pertubations when they are in the barriers.
During annealing some of the indium from the well is diffused into the GaAs 
barriers. This has the effect of extending the region in which the electrons and holes are 
experiencing alloy disorder and thus broadening the transitions which are observed. This 
effect is shown in figure 4.4 where the FWHM increases from 6 meV for the unannealed 
sample to 12 meV after annealing at 950°C for 300 seconds. As the amount of diffusion 
increases so does the proportion of the wave function in InGaAs increase and thus the 
FWHM also increases. However, from figure 4.4 it can also be observed that the inte­
grated intensity under the photoluminescence peak remains constant as the peaks broaden. 
This indicates that the annealing process does not introduce any new recombination 
centres which would compete with the observed transition in removing carriers. This 
point is significant as one possible source of recombination centres would be the for­
mation of defects in the material. These could be produced by effects such as the 
relaxation of the strained layer due to dislocation formation. As the photoluminescence 
intensity remains constant this is not occurring and thus it appears that such materials 
are robust enough to withstand standard semiconductor device processing.
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5 . 3  T h e  e f f e c t  o f  t h e  f r e e  s u r f a c e  o n  i n t e r m i x i n g
The intermixing of the group III atoms at an InGaAs/GaAs interface must proceed 
through the presence of native defects in the crystal. These can either be present from 
growth or formed during annealing. Two defects which will allow the intermixing of 
the group III sublattice are gallium vacancies (VGa) and gallium interstitials (Ga,). The 
expression illustrating diffusion through an imaginary GaAs/InAs interface is,
V a .o  Vo.+ (/« ,+  Vi,) ■*> (Kq.+ /« ,) + Vb «> 5.4
Here (In! + VIn) represents a Frenkel defect which can occur in the crystal by the reaction,
Inh » In, + V,„ 5.5
The concentrations in thermal equilibrium are given by
W K J ^ ’ 5-6
where the square brackets represent concentration and k  ’ is constant for a given anneal 
temperature. For a Ga, the reaction at a GaAs/InAs interface is,
Ga{ o  Gaf + (VIn + Itij) <=> (Gat + VIn) + Itij <=> InI 5.7
thus a Ga[ is changed into a Int which is free to diffuse.
Both these reactions can occur in a sample with an I^ G a ^ A s  well placed between 
infinite GaAs barriers and the measured diffusion coefficient for such a system would 
give the self-diffusion coefficient for indium and gallium intermixing. Real samples 
however do not have an infinite thickness of cladding but a free surface which can affect 
the concentration of native defects in the material.
It is a well known [34,35] that in GaAs during annealing Si3N4 is a good encapsulant 
which prevents decomposition of the GaAs, thus reducing arsenic loss and it is impervious
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to gallium outdiffusion. SiOz on the other hand whilst preventing arsenic loss at low 
temperatures allows gallium to diffuse into the capping layer resulting in the injection 
of group III vacancies (V,n) into the surface region. These are free to diffuse into the 
substrate until they are either annihilated by the presence of an interstitial or form a 
complex which is less mobile. If these vacancies diffuse through a GaAs/InGaAs 
interface they can result in the movement of group III atoms at the interface and thus 
increase the observed diffusion coefficient.
Although the encapsulant used here was Si3N4 deposited from the plasma assisted 
reaction between silane and ammonia,
3SiH4 + 4NH3 -> SijN^ + 12H2 5.8
there is known to be some oxygen in these films which has been observed using Rutherford 
Backscattering Spectroscopy (RBS) [36] as well as some hydrogen. This is probably 
introduced because o f the presence of water vapour in the system, as the reaction chamber 
is only pumped to a pressure of ~10'1 torr. The presence of this oxygen could lead to 
gallium outdiffusion as mentioned above and in order to see if this affects the diffusion 
coefficient the structure shown in figure 4.7 was used. Here there are three wells each 
o f different thickness and the same indium concentration but placed with their well centres 
at 500 A  1700 A  and 2800 A  from the surface. These wells have photoluminescence 
peaks at different energies and are thus distinguishable allowing the intermixing to be 
observed at different depths simultaneously.
Figures 5.3-5.5 show the graphs of Lqagainst yft for each well. It can be seen that 
the data points for each well lie on a straight line indicating that there is a constant 
diffusion coefficient throughout the experiment. The variation of diffusion coefficient 
with depth is given in table 5.1. It can be seen that as the distance from the surface is
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increased the diffusion coefficient decreases.
If this increase in the diffusion coefficient near the surface is due to the influx of 
gallium vacancies fron the GaAs/Si3N4 interface, then as the diffusion coefficient does 
not increase with time in any of the samples it indicates that there is a constant flux of 
vacancies through each well throughout the experiment and that it is this flux of vacancies 
which is decreasing in magnitude with increasing depth. For this situation to arise three 
conditions have to be satisfied. Firstly the injection of vacancies at the surface should 
remain constant throughout the experiment. Secondly the vacancies must have a high 
diffusion coefficient as the equilibrium condition appears to have been reached during 
the first anneal for all samples and finally the vacancies should be annihilated at a constant 
rate as they diffuse so as to produce a constant but different flux at each depth.
The diffusion coefficient needed by the vacancies to reach this steady state condition 
can be roughly calculated as one knows that they must have reached a depth o f greater 
than 3000 A  within the first anneal (45 seconds at 950°C). For this to be true they must 
have a diffusion coefficient of >10'12 cm2/s. This value is o f the same order as the values 
calculated by Chiang and Pearson [49] for the diffusion coefficient of gallium vacancies 
from electrical measurements of annealed GaAs.
The activation energies for the diffusion process for the shallow, middle and deep 
wells are 3.4 ±0.1 eV, 3.25 ± 0.03 eV and 3.2 ± 0.2 eV respectively. These values are 
comparable with each other and with the value of 2.7 ± 0.4 eV obtained for the single 
quantum well and therefore suggest that the diffusion process is the same in each case 
with only a prefactor change giving the observed changes in the diffusion coefficient. 
This is as expected if the enhancement was caused by the effect described above.
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Table 5.1. The effect of the free surface on diffusion coefficient.
Temperature (QC) Diffusion Coefficient (cm2/s)
Depth =s 2800A Depth = 1700A Depth = 500A
950 (6.5 ± 0.8) x 1017 (1.73 ± 0.16) xlO16 (3.2 ± 0.3) x 1016
1000 (1.9 ± 0.16) x 1016 (5.9 ± 0.5) x 10'16 (1.1 ± 0.04) xlO*15
1050 (6.3 ± 0.7) x 1016 (1.77± 0.2)xlO15 (3.7 ± 0.5) x 10‘15
From figures 5.3-5.5 another important effect can be observed. The offsets in the 
plot o f Ld against f t  (Figures 5.3-5.5) described in section 5.1 and attributed to the 
presence of defects in the well, either point defects in the InGaAs or misfit dislocations 
in the interface can be seen to be dependent on the well thickness, with the offset increasing 
as the thickness increases. This is explained by the model proposed, as increasing the 
well thickness will increase the volume of InGaAs containing point defects. The results 
of a transmission electron microscopy (TEM) study of InGaAs layers on GaAs [4] shows 
that below the critical thickness the dislocation density is random and therefore the idea 
of an increase in dislocation density due to the onset of relaxation of the InGaAs layer 
can be ruled ou t
The variations in photoluminescence intensity from different wells in a multi­
quantum well (MQW) stack is not at all understood and the variations in intensity appear 
random. For this reason no attempt will be made to explain the differences in intensities 
from the different wells in this sample. However, some conclusions can be drawn from
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the way the luminescence intensities vary after annealing and from changes in the FWHM 
of the different well emissions. From figure 4.8 which is a typical set o f photolu­
minescence spectra from this sample after annealing it can be seen that the integrated 
intensity from the 50 A  well falls with annealing, that from the 100 A well remains 
roughly constant, while the 200 A  well shows an increase in integrated intensity. The 
fact that the intensity of the 100 A  well remains roughly constant with annealing shows 
that the material quality is not degraded. This is the same result as obtained from the 
single quantum well. The situation appears even better when one looks at the 
luminescence from the 200 A well. This well is seen to brighten significantly after 
annealing. This may possibly be due to a reduction in the surface recombination following 
annealing as this well being the closest to the surface would be sensitive to such an effect. 
The fall in integrated intensity from the 50 A  well is difficult to explain as it appears 
from the luminescence of the other two wells that there is either no change or an 
improvement in the material quality following annealing. However, as was stated earlier 
the variation in luminescence intensity from MQW stacks is little understood and 
therefore the fact that there is no overall drastic reduction in luminescence intensity can 
be taken as a sign that the annealing is not causing any catastrophic change in the material. 
As was stated for the single quantum well sample in section 5.2 the FWHM of the 
luminescence can be expected to increase with annealing as the indium outdiffusion from 
the well perturbs the wavefunction of the electrons and holes to a greater extent. This 
effect is indeed seen for the 200 A and 100 A  wells but not for the 50 A  well where the 
FWHM remains constant. The increase in FWHM for the 200 A  well is significantly 
greater than for the 100 A well. There are probably two effects contributing to this. The 
first is that as the 200 A  well is nearer to the surface it has a higher diffusion coefficient
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as stated earlier and therefore the indium will have diffused further in the same time so 
that the effect o f the GaAs can be removed quicker. In addition it can be seen in figure 
4.8 that for the unannealed sample there is a high energy shoulder on the peak due to the 
200A well (1.256 eV). This peak becomes relatively greater in intensity with annealing 
so that it is contributing considerably to the measured FWHM. The cause of this peak 
is uncertain although Lambkin [37] observed high energy transitions in wide InGaAs 
wells which were attributed to normally forbidden transitions between higher order 
confined states which became allowed due to the breaking of symmetry caused by the 
effect o f alloy disorder on the potential at the bottom of the well. The lack of change in 
the 50 A  well FWHM can be explained by the fact that as the well is much deeper than 
the others the diffusion coefficient is reduced and thus so is the indium outdiffusion. 
This will be combined with the fact that for a 50 A, 25 % indium well the wavefunction 
will extend to a relatively greater distance into the GaAs.
87 Discussion
D
iff
us
io
n 
Le
ng
th
 
(A
)
Figure 5.3. The variation of diffusion length Lp with VTfor the 200 A In02sGa075As
quantum well in GaAs at a depth of 500A.
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Figure 5.4. The variation of diffusion length Ld with f t  for the 100 A In025Ga075As
quantum well in GaAs at a depth of 1700A.
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Figure 5.5. The variation of diffusion length Lq with i f t  for the 50 A In02SGa07SAs
quantum well in GaAs at a depth o f 280QA.
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5 . 4  T h e  e f f e c t  o f  i n d i u m  c o n c e n t r a t i o n  o n  i n t e r m i x i n g
From the results presented in previous sections it has been shown that diffusion in 
samples for which the concentration of indium in the InGaAs well is below 25% obey 
Fick’s law and therefore the diffusion coefficient does not depend on the indium con­
centration. Kolbas et al [16] however found that their measured values of the diffusion 
coefficient not only depended on the initial indium concentration but that it was also 
dependent on whether the sample was annealed under a gallium or arsenic overpressure. 
Their results suggest that with an arsenic overpressure the diffusion coefficient increases 
with increasing indium concentration but that this is reversed when the samples are 
annealed under a gallium overpressure. This change in the dependence of the diffusion 
coefficient with indium concentration for different overpressures is puzzling and Kolbas 
did not attempt to explain it further than stating that,
"...the diffusion rate of group III atoms will be proportional to the group III 
defects and that the diffusion rate of group III atoms can be enhanced by moving 
along dislocations created by strain relaxation.".
This suggests that they would expect their 15% indium concentration 87A  quantum wells 
to have more dislocations than their 10% and 5.7% samples. However, all of these wells 
are well below critical thickness and therefore will have low dislocation counts which 
should be equal for the three wells or at best random [4].
In order to study the effect of the initial indium concentration on the diffusion
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coefficient the sample shown in figure 4.13 was used. The measured diffusion coeffi­
cients for the three wells are shown in table 4.6. At first these results suggest that as the 
indium concentration in the well is raised so is the diffusion coefficient. In this experiment 
however the three wells were each placed in one sample at different depths. The combined 
results of tables 4.4 and 4.6 are shown in table 5.2 where the depth of each well from the 
surface is also given. In table 5.2 although there are some variations between the two 
samples due to differences in anneal temperature, it can be deduced that there is a 
dependence of the diffusion coefficient on depth rather than just on indium concentration. 
Thus the variations in the measured values of the diffusion coefficient with indium 
concentration are attributed to the effect of the free surface discussed in the previous 
section. If the intercepts of the against yft graphs (figure 5.6-S.8) for these samples 
are examined it can be seen that the intercept tends to be larger the greater the indium 
concentration. From the arguments presented in the previous section this increase can 
be attributed to a rise in the point defect concentration with increasing indium concen­
tration.
The results obtained by Kolbas [14] were derived from different samples each with 
a well o f different indium concentration located at the same depth within the sample so 
this effect can be ignored. However, they determined their diffusion coefficients by 
performing a single anneal and calculating a diffusion length needed to fit this data. As 
mentioned in section 5.1 this method does not differentiate between the effects of the 
steady state diffusion and the initial fast diffusion. As this initial diffusion process has 
been seen to increase with increasing indium concentration in the well this can explain 
the results obtained with an arsenic overpressure. The results of the gallium overpressure 
annealing however are still puzzling as while a gallium overpressure can retard the
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diffusion by reducing the concentration of group III vacancies it is not obvious why this 
effect would be enhanced by increasing the indium concentration in the well.
The activation energies for the diffusion process in the 25%, 17% and 10% indium 
wells were found to be 2.3 ± 0.5 eV, 2.4 ± 0.5 eV and 2.9 ± 0.3 eV respectively. From 
the Arrhenius plot presented in figure 4.18 it can be seen that some of the error bars on 
the measured values of the diffusion coefficient are quite large. One cause of this was 
that during annealing the diffusion caused the photoluminescence transition energies for 
the three wells to overlap. As no deconvolution methods were used to resolve the 
individual peaks this may have contributed an error in the calculated diffusion coeffi­
cients. This effect would be combined with the other errors present in the experiment 
such as temperature variations in the furnace. It is because of these effects that the 
activation energies for this sample have a large uncertainty. Indeed it should be noted 
that the 100A, 25% indium concentration well in this sample has an activation energy 
of 2.3 eV whereas an identical well in the sample used to measure the effect of the free 
surface had an activation energy of 3.3 eV, the only difference between them being their 
distance from the surface. Because of this it is suggested that differences in activation 
energy measured in all the undoped samples are experimental scatter and that the acti­
vation energy for the interdiffusion in undoped InGaAs/GaAs is 3.0 ± 0.3 eV, and that 
the variations in diffusion coefficient observed in different samples at the same 
temperature correspond to a prefactor change caused by the variations in the group III 
vacancy concentration with depth.
Figure 5.9 shows this more convincingly. In this figure the results presented in 
table 5.2 are plotted as diffusion coefficient against depth and where there are two samples 
at the same depth the average value of the diffusion coefficient has been used. It can be
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seen that at the three temperatures used there is an exponential decay in diffusion 
coefficient with depth and that the corresponding straight lines are parallel. This suggests 
that the activation energies for the different wells are identical and allows for an average 
value of 3 eV to be calculated. From the corresponding Arrhenius plots it was found 
that the prefactor change between the 500A deep wells and the 2800A deep wells is 
approximately a factor of 4 and this therefore suggests that the presence of defects is a 
controlling factor in the interdiffusion.
The results of Kuzuhara [50] of gallium vacancy indiffusion from S i0 2encapsulants 
suggest that after annealing at 850°C for 1 hour the concentration of gallium vacancies 
only falls by a factor of 2 over a depth of 5000 A. This is in broad agreement with the 
results obtained from this experiment and suggest that the indiffusion of gallium 
vacancies could result in the observed dependance of the diffusion coefficient with depth.
It should also be noted that the observed value of the activation energy of gallium 
- indium intermixing of 3 eV is similar to the activation energy for diffusion of gallium 
vacancies obtained by Chiang [49] of 2.1 eV and that for gallium self diffusion obtained 
by Palfrey [51] of 2.5 eV. It is also in agreement with the value of the activation energy 
for the electrical activation of several implanted ions in GaAs obtained by Morris [52] 
who suggested that this value was the activation energy for a vacancy to diffuse past the 
impurity complex and react to form an electrically active site.
Figure 4.14 shows some typical photoluminescence spectra obtained from this 
sample after annealing. It can be seen that the luminescence from the three wells is 
beginning to overlap and this makes the determination of integrated intensities and 
FWHM difficult without deconvolving the spectra. However, it can be seen from figure 
4.14 that in general all three peaks are seen to broaden (See table 4.5) and the integrated
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intensity for the 10% and 17% indium concentration wells remains roughly constant with 
annealing. The 25% indium concentration well whilst undergoing the largest increase 
in FWHM also increases in intensity. It is difficult to explain this fully although it should 
be noted that this well was only 500 A  from the surface and it is possible that this may 
be affecting the photoluminescence. For example surface recombination may have been 
reduced during annealing leading to an increase in carriers available for recombination 
in the well. Ideas such as this however are only speculation and the exact cause o f this 
change is not known.
Table 5.2. The combined results of tables 4.4 and 4.6. Samples marked "depth" were 
taken from table 4.4 and samples marked "indium" from table 4.6.
Depth (A) Diffusion coefficient (cm2/s)
950°C 1000°C 1050°C
500 (Depth) 3.2 ± 0.3 x 1046 1.1 ± 0.1 x 1045 3.7 ± 0.5 x 1045
500 (Indium) 2.8 ± 1 x 1046 4.6 ± 0.8 x 1046 1.3 ± 0.2 x 104S
1100 (Indium) 2.2 ± 0.6 x IO 16 3.9 ± 0.1 x 1046 9.7 ± 1.2 x 1046
1700 (Depth) 1.7 ± 0.2 x 1 0 16 5.9 ± 0.5 x 10‘16 1.8 ± 0.2 x 1045
1700 (Indium) 1.3 ± 0.4 x 1046 1.8 ± 0.9 x 1046 8.5 ± 1 x 1046
2800 (Depth) 6.5 ± 0.8 x 1047 1.9 ± 0.2 x 1046 6.3 ± 0.7 x 1046
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Figure 5.6. The variation of diffusion length L q with VFfor the 100 A In025Ga075As
quantum well in GaAs.
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Figure 5.7. The variation of diffusion length Ld with VTfor the 100 A In017Ga083As
quantum well in GaAs.
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Figure5.8. The variation of diffusion length I^w ith VTforthe 100 Aln01Ga09As quantum 
well in GaAs.
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Figure 5.9. The variation in diffusion coefficient with depth at three temperatures. The 
data is a composite o f results from samples shown in figures 4.7 and 4.13.
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5 . 5  T h e  e f f e c t  o f  s i l i c o n  d o p i n g  o n  i n t e r m i x i n g
There are no results in the literature on the effect of grown-in doping on the diffusion 
coefficient of the group III intermixing in InGaAs/GaAs. Some work has been performed 
in the AlGaAs/GaAs system and due to the similarities between the two systems some 
of the results obtained in this system will be discussed first along with the models proposed 
to explain them. Mei et al [31] have studied the effect of grown-in silicon in the range 
5 x 1017 Si/cm3 to IO20 Si/cm3 on the intermixing. In this work they found that the diffusion 
coefficient for intermixing varied as approximately the third power of the electron 
concentration. They used a model for the diffusion of silicon in GaAs to fit their data 
which suggested that the silicon atoms were diffusing by the formation of electrically 
neutral silicon pairs. This model was proposed by Greiner and Gibbons [38] who 
developed it from work on the diffusion of silicon in GaAs.
One of the assumptions made by Greiner and Gibbons was that at very high silicon 
concentrations (about IO20 Si/cm3) silicon was almost completely self-compensating 
through the formation of S i^  acceptors. This assumption was made on the basis of a 
comparison of SIMS data which showed an atomic profile of about IO20 Si/cm3 and an 
electrical profile which showed about 5 x 1018 cm'3 carriers. This assumption that the 
measured electrical profile is the result of self-compensation while possible should be 
treated with care as there are other effects which should be considered. For example it 
has so far proved impossible to dope GaAs n-type to greater than 2 x 1019 cm'3 through 
any method. This includes the use of dopants such as sulphur, selenium and tellurium 
which are not amphoteric and therefore cannot self-compensate. Mooney [39] has
100 Discussion
proposed that this limit to the achievable electron concentration may be due to the Fermi 
level becoming resonant with DX-centres. In this work they showed that as the 
free-electron density was raised in silicon-doped GaAs the Fermi energy and the energy 
of the DX level became resonant at a carrier concentration o f about 2 x 1019 cm'3. From 
deep-level transient spectroscopy (DLTS) measurements they found that the occupancy 
of the DX level was also increasing and thus if NDX (ND - N j), this would be the 
maximum possible electron concentration attainable in GaAs. This does not of course 
indicate that silicon does not have an amphoteric behaviour and indeed implantation 
studies have shown that it has [40]. However, it does show that the silicon in the 1020 
cm'3 samples does not have to be completely compensated and the differences between 
the atomic and electrical profiles can be explained by effects such as carrier trapping by 
DX-centres, or to silicon atoms sitting interstitially and thus not contributing to the 
electrical properties of the material.
The data of Mei et al was reanalysed by Tan and Gosele [41] using a Fermi-level 
effect, whereby the formation of positively-charged defect centres becomes energetically 
favourable if the material is n-type. The model suggests that if a Vm is an acceptor, 
although it costs the crystal some energy to create the acceptor level (the creation energy 
of a Vin), the crystal recovers some energy in the ionisation of the vacancy by dropping 
an electron from the conduction band to the acceptor level. Using Mei’s data, Tan and 
Gosele showed that the V,n was triply charged which gave the third power dependance 
of diffusion coefficient with electron concentration. Unfortunately for this model the 
following year Mei et al [42] published the results of intermixing in tellurium doped 
superlattices. This data showed that tellurium also enhances the diffusion coefficient 
but in this case a first-order increase in diffusion coefficient with electron concentration
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was observed. This suggests that the simple Fermi-level model based on V3 j„ is wrong. 
Although the effect may still have some part to play in the enhancement of intermixing 
with doping, it appears that other effects are present in silicon-doped samples which have 
a large part to play.
The results presented in section 4.5 show that the presence of 1017 Si/cm3 has no 
effect on the observed diffusion coefficient, while increasing the silicon concentration 
to 1018 Si/cm3 increases the diffusion coefficient by a factor of 3-4. This enhancement 
is considerably less than the factor of about 100 found by Mei in AlGaAs/GaAs. When 
the silicon concentration was increased to 1019 Si/cm3 the photoluminescence from the 
well was lost after one anneal and there was a dramatic increase in the deep level 
luminescence. This deep level luminescence came from two centres, one at 1.2 eV and 
a second at about 1.0 eV. The 1.2 eV luminescence has been attributed by Williams [43] 
to donor - gallium vacancy complexes. As the deep level centres were not visible before 
annealing it is suggested that annealing this sample resulted in silicon atoms moving 
either to interstitial sites or becoming amphoteric, either of which would result in the 
formation of a Vea. This vacancy could then diffuse, enhancing the diffusion coefficient 
and forming S i^ -V ^  complexes. From figures 5.9-5.10 it can be seen that the diffusion 
process in the presence of silicon is still linear (a straight line fit to the data) and that the 
presence o f the silicon does not enhance the fast initial diffusion.
From table 4.7 the FWHM of the photoluminescence can be seen to increase rapidly 
with increasing silicon incorporation. This is due to two effects. The first is that the 
presence of a large number of donors makes the donor levels degenerate with the bottom 
of the conduction band resulting in a reduction of the effective band gap and a broadening
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of the photoluminescence to low energies. The second effect is that the electrons are 
filling the conduction band so that the recombination is no longer occurring solely from 
the zone centre resulting in a peak which is broadened to higher energies.
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FigureS.10. The variation of diffusion length LowithVTfora 100 A In02Ga08As quantum
well in GaAs doped with 1017 Si/cm3.
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Figure 5.11. The variation of diffusion length Lp with f t fora 100 A Ify 2Ga0 8As quantum
well in GaAs doped with 1018 Si/cm3.
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5 . 6  T h e  e f f e c t  o f  b e r y l l i u m  d o p i n g  o n  i n t e r m i x i n g
The effect of beryllium on the diffusion coefficient of intermixing in AlGaAs/Ga As 
has been studied by a number of workers [44] with the beryllium introduced either during 
growth or by ion implantation. No effect on the intermixing has been seen in any of 
these experiments although Kawabe et al [45] reported that the introduction of beryllium 
during growth to a level of 4 x 1019 Be/cm3 will intermix layers during growth. Kawabe 
also found that beryllium can suppress the enhancement of intermixing caused by silicon 
when layers were counterdoped during growth with a beryllium concentration greater 
than the silicon concentration.
In this work beryllium was introduced during growth to levels of 1017 Be/cm3,1 0 18 
Be/cm3 and 2.5 x 1019 Be/cm3. The graphs of Lq against VFfor these samples are shown 
in figures 5.11-5.13. From these graphs it can be seen that beryllium affects neither the 
steady-state diffusion process (i.e it is still linear) nor the initial fast diffusion. The 
calculated values of the diffusion coefficient are given in table 4.10. From this it can be 
seen that there is no enhancement in the diffusion coefficient in InGaAs/GaAs for 
beryllium doping densities upto 2.5 x 1019 Be/cm3.
The values of the activation energy obtained in these experiments ranged from 3 
eV to 3.9 eV. As there was no observed change in the diffusion coefficient over the 
undoped samples, it is suggested that these variations are due to experimental error and 
that a more accurate value would be 3 eV such as was found when all the data from 
sections 4.3 and 4.4 was combined in the composite diagram in figure 5.9.
The photoluminescence FWHM was seen to increase with beryllium concentration
1 0 6 Discussion
(see table 4.9) this effect is very similar to that seen for silicon doping, and likewise can 
be attributed to the fact that as the carrier concentration increases the recombination can 
occur through holes that are not at the valence band maximum and thus broaden the peak 
to higher energies.
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Figure 5.12. The variation of diffusion length L q  with VFfor a 1 0 0  A In0 2Ga0 8As quantum
well in GaAs doped with 1017 Be/cm3.
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Figure 5.13. The variation of diffusion length L q  with f t for a 1 0 0  A In0 2Ga0 8As quantum
well in GaAs doped with 1018 Be/cm3.
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Figure 5.14. The variation of diffusion length with y f t for a 100 A Iiio 2Ga0 8As quantum
well in GaAs doped with 2.5 x 1019 Be/cm3.
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C h a p t e r  6  
C o n c l u s i o n s  a n d  F u r t h e r  w o r k
This thesis presents the results of a study of the effect of the depth of a well from the 
surface, indium concentration in the well and doping type and density on the interdiffusion 
of InGaAs/GaAs strained quantum wells. It is shown that the diffusion is governed by Fick’s 
second law and that there are two diffusion regions. A  fast initial diffusion which for all 
samples was over during the first anneal (independent of anneal temperature) and a steady 
state diffusion. The initial diffusion was found to be dependent on the well thickness and 
upon the indium concentration in the well and it is suggested that the diffusion is caused by 
an increase in the concentration of point defects in the InGaAs well or in the GaAs 
immediately surrounding it. The steady state diffusion was found to be dependent upon the 
distance the probe well was from the surface. It is suggested that this effect is caused by the 
outdiffusion of gallium atoms from the surface into the encapsulant which produces a 
variation in the concentration of gallium vacancies with depth. Experiments on the effect 
of dopants on diffusion showed that while beryllium had no effect on the intermixing at 
carrier concentrations upto 2.5 x 1019 Be/cm3, silicon was found to enhance intermixing by 
a factor of about 3 at a concentration of 1018 Si/cm3. It is suggested that this enhancement 
may be due to silicon atoms changing lattice sites at the anneal temperatures used from 
sitting substitutionally on gallium sites to either substitutional arsenic sites or onto interstitial 
sites. In this way the concentration of gallium vacancies is increased which results in an 
increase in the diffusion coefficient.
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For all these experiments the activation energy for the diffusion process was found to 
be 3.0 ± 0.3 eV. This was the case even when the intermixing was found to be enhanced 
and suggests that in all cases the process controlling the intermixing is the same. From these 
results it is not possible to draw any firm conclusions as to the microscopic model behind 
the interdiffusion and it is suggested that a simple model involving the formation and 
diffusion of group III vacancies can explain the results presented.
These results suggest a number of experiments that could be performed to further 
clarify the processes involved in the intermixing of heterostructures. One obvious difference 
between the results presented here and in the literature are the effects of silicon doping on 
the intermixing. Although Mei [31] showed a 100 times increase in the interdiffusion 
coefficient against the value of 3 found here, this was in a different system. The application 
of this method to both the undoped and silicon doped AlGaAs/GaAs system would show if 
this discrepancy is due to the materials or the methods used. Another useful area would be 
to study the effects of implantation on the intermixing. Many atoms have been shown to 
enhance intermixing in AlGaAs/GaAs such as Al, Si, and F [46,47,48]. However, none of 
the studies performed have been able to determine whether the enhancement is a steady state 
effect or a transient effect. This work has shown that the presence of a relatively small 
number of point defects from growth can have a measurable effect on the diffusion 
coefficient. The large numbers produced during implantation may lead to a large increase 
in the initial diffusion as the lattice damage is annealed out but then revert to the steady state 
diffusion.
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