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The effect of a high-frequency signal on the FitzHugh-Nagumo excitable model is analyzed. We show that
the firing rate is diminished as the ratio of the high-frequency amplitude to its frequency is increased. More-
over, it is demonstrated that the excitable character of the system, and consequently the firing activity, is
suppressed for ratios above a given threshold value. In addition, we show that the vibrational resonance
phenomenon turns up for sufficiently large noise strength values.
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Nonlinear noisy systems have been studied with ever
growing interest due to the applicability to the modeling of a
great variety of phenomena of relevance in physics, chemis-
try, and the life sciences 1,2. Perhaps, the simplest nonlin-
ear noisy system studied in the literature is the bistable sys-
tem, which has been used successfully to illustrate the
phenomenon of stochastic resonance. In addition, the spiking
activity of a neuron has been theoretically studied using non-
linear excitable noisy models 3, among them, the
FitzHugh-Nagumo FHN system 4 being one of the most
utilized due to its simplicity. Besides, networks of FHN units
have been considered as simplified models useful in the de-
scription of both the cardiac tissue 5–8 and reaction-
diffusion chemical systems 9,8.
Recently, it has been shown, both theoretically and ex-
perimentally, that the addition of a high-frequency HF sig-
nal results in an improvement of the stochastic resonance in
a bistable optical system 10. Nevertheless, many experi-
mental studies have suggested that HF nonionizing fields
may damage several structural and functional properties of
neuronal membranes in single cells, as well as cause a num-
ber of negative physiological effects on typically excitable
media such as cardiac tissue 11. It has also been found that
certain HF signals are able to suppress the steady directed
motion in a ratchet model 12. Thus, HF signals seem to
play a twofold role, positive or negative, depending on the
nonlinear system under consideration.
In this paper we study the influence of a HF field on a
rather simple excitable model, such as the archetypal FHN
system. This system is governed by the following equations
13:
v˙ = v − v3 − w + t + St + t , 1
w˙ = v − w + b . 2
In the context of neurophysiology, vt is called the voltage
variable, and wt the recovery variable. Here St is an ex-
ternal forcing of period T, t a noisy term, and t is an
added HF signal which will be specified later on. The “neu-
ronal” noise t is assumed to be an unbiased Gaussian
white noise with the autocorrelation function ts
=2Dt−s. The values of the model parameters define the
dynamical regimes of the system, and are discussed below.
Let us focus our attention on the deterministic FHN
model D=0 in the absence of a HF signal t=0. In the
case of a time-independent external signal St=S0, the ex-
citable character of the FHN model relies on the existence of
a threshold value of this signal, SH, at which a Hopf bifurca-
tion takes place. A simple linear stability analysis 4 shows
that the condition 1 is necessary to assure the existence
of such a threshold SH. In fact, it is usually assumed that 
	1 so that the voltage variable is much faster than the re-
covery variable. In addition, we must choose 
1 in order
to guarantee that for subthreshold signals there exits a unique
stable attractor 4. This is usually the case of interest in most
applications of the model to real problems, including neuron
dynamics. In this situation, for S0SH the system is quies-
cent, i.e., the attractor is a globally stable fixed point v0 ,w0.
When the threshold value SH is exceeded, the fixed point
becomes unstable and a stable limit cycle appears. As a con-
sequence, when vt is viewed as a function of time, a se-
quence of “spikes” is observed, each spike resembling an
action potential as detected in real neurons.
In the top-left panel of Fig. 1, we show several represen-
tative phase-space trajectories obtained by solving the deter-
ministic FHN equations for initial conditions at the edges of
the frame. The legend =0 corresponds to t=0, as will be
clarified below. We have used the standard parameter values
14, =0.02, =4, and b=2.8, which corresponds to an ex-
citable regime. The external forcing is stationary with S0
=0.32. Since this is a subthreshold value the threshold value
is given by Eq. 7 with =0, all trajectories end up at the
stable attractor, which is depicted by a solid circle. With a
thick blue solid line we have plotted the separatrix which
separates a region with excitable trajectories those with a
large excursion in phase space from a region with nonexcit-
able ones shorter excursion. The excitable paths are remi-
niscences of the above mentioned stable limit cycle, which is
only present in the superthreshold regime. In the presence of
noise, the subthreshold dynamics consist of a random trajec-
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tory around the stable attractor, which eventually crosses the
separatrix into the excitable region see Fig. 2. These exci-
tations appear as random spikes in the variable vt, as
shown in the top-left panel of Fig. 3. Notice that in this panel
the external forcing St=A cost is time dependent. When
the external forcing varies slowly compared with the charac-
teristic time scales of the FHN model, the above qualitative
scheme remains valid if one considers a sequence of dia-
grams corresponding to the instantaneous values of St.
Let us now study the effect of a HF signal. In this paper,
we assume that t takes the form:
t = Nr cosNt +  , 3
where =2 /T,  is an arbitrary phase, N is a large integer,
and r is the ratio of the amplitude of the HF signal to its
frequency. We are interested in situations in which the pa-
rameters Nr and N are much larger than the rest of the
parameters in the problem. In this sense, we will say that t
is a strong, high frequency monochromatic force. This situ-
ation corresponds formally to taking the limit N→ while
keeping the ratio r fixed. The assumption of a strong signal is
necessary if the high frequency signal is to have any effect.
In this limit it is clear from Eq. 1 that the stochastic
process vt is “fast,” since its time derivative is of order N.
A “slow” stochastic process, vˆt, can be defined after ex-
tracting the “fast” dependence from vt,
vˆt = vt −  sinNt +  , 4
where =r /. Using Eq. 4 in 1 and 2, it is easy to check
that the time derivatives of both vˆt and wˆt=wt are of
order 1 as N→. Therefore, a large number of oscillations
of the function  sinNt+ takes place before a significant
change of vˆt and wˆt occurs. As a consequence, in this
limit, their dynamics become independent of the particular
value of the phase , and the resulting equations of motion
can be simplified by averaging over all possible values of
this phase. Then, the following equations are obtained:
v¯˙ = cv¯ − v¯3 + St + t , 5
w¯˙ = v¯ − w¯ + b , 6
where c=1−32 /2, v¯t= 2−10
2 d vˆt, and w¯t is
defined analogously.
A linear stability analysis of the deterministic version of
Eqs. 5 and 6 for a time-independent external signal S0,
shows that the above mentioned condition 1, which as-
sured the existence of the limit cycle, is replaced in this case
by c. Thus, for all values c=21− /3 the fixed
point is stable regardless of the value of S0. This fact leads to
FIG. 1. Color online Deterministic time evolution in phase
space v¯ , w¯ for different representative initial conditions and a sta-
tionary subthreshold external force St=S0=0.32. From top-left to
bottom-right: =0 no HF signal; =0.4; =c=0.808 29¯; and
=1.2. The stable attractors are depicted by solid circles. The
nullclines i.e., v¯ − w¯+b=0 and cv¯ −v¯3− w¯+A=0 are repre-
sented by dotted lines. Top panels show the separatrix between
nonexcitable and excitable behaviors by thick blue solid lines.
All quantities are in dimensionless units.
FIG. 2. Color online Typical phase space trajectory for the
same parameter values as in the top-left panel of Fig. 1 and a noise
strength D=510−4. All quantities are in dimensionless units.
FIG. 3. Typical trajectories vˆt for a noise strength D=5
10−4 and an external force St=A cost, with A=0.32 and 
=0.3. The HF signal is t=N cosNt, with N=4000 and
the same values of  as in Fig. 1. All quantities are in dimension-
less units.
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the disappearance of the separatrix for subthreshold signals,
as shown in the bottom panels of Fig. 1. As a consequence,
the system looses its excitability and no spikes are fired.
As mentioned before, this description is appropriate even
in the presence of a slow time-dependent external signal.
This case has been considered in Fig. 3, where we present
four typical trajectories vˆt for the same values of  as in
Fig. 1 and a slow time-dependent external forcing St
=A cost, with A=0.32 and =0.3. The remaining param-
eter values are D=510−4 and N=4000. The bottom panels
show vividly the vanishing of the spikes due to the suppres-
sion of the system excitability by the HF signal.
In addition, the above stability analysis also shows that
for ratio values c, the Hopf bifurcation threshold is
given by
SH = b − 	 c − 3 

1/2




Thus, the larger the ratio , the larger the threshold SH. Con-
sequently, the limit cycle becomes less accessible in the pres-
ence of the HF signal. This suggests that for subthreshold
signals the spike rate decreases as  increases. This fact is
corroborated by the numerical simulations.
In order to quantify the effect of the HF signal in the FHN
model, let us consider the dependence of the spectral ampli-
fication  on the ratio . Since we are interested in the firing
dynamics, first we reduce the stochastic process vˆt to a
spike train t by using the procedure of Ref. 15. That is,
a rectangular pulse of height unity and time length 0.15 is
generated whenever vˆt crosses a threshold value, chosen as
vth=0.5, having previously crossed a reset value vr=−0.5.
We have chosen the output variable vˆt given by Eq. 4,
instead of vt, to avoid the counting of fake firings due to
the rapid oscillations. Then, the spectral amplification asso-
ciated with the process t is defined as the ratio of the
integrated power stored in the first deltalike spike of the out-
put power spectral density to that stored in the corresponding
deltalike spike of the input power spectral density. It can be
shown 16 that this quantity is given by =4 M12 /A2,
where M1=0
Tdtte−it /T.
In Fig. 4, we present the dependence of  on  for three
values of the noise strength. Solid lines depict the simulation
results using Eqs. 5 and 6 the case N→, whereas
points represent the data with N=4000. Notice that  van-
ishes for a given value of  as a consequence of the disap-
pearance of the model excitability, the exact value of  de-
pending on the filter parameters vth and vr. For the lowest
and the intermediate values of the noise, D=310−4 and
D=510−4,  decreases monotonously with , although in
the second case a plateau can be observed for small values of
this parameter. In contrast, for the largest value of the noise
strength, D=710−4,  peaks at an optimal value of . This
nonmonotonic behavior has also been detected recently in
bistable systems and has been coined vibrational resonance
VR 17,18. However, the situation here is just the opposite
to that observed in bistable systems, because in the determin-
istic FHN model there is no VR effect, and it only appears
when the strength of the added noise is large enough.
VR in excitable systems has also been reported in Ref.
19. In contrast to our work, in that reference, there is no
clear-cut separation between the time scales associated with
the HF signal, N−1, and with the firing events. As a con-
sequence, they observe a different behavior. Besides, in Ref.
19, the HF signal is added to Eq. 2 instead of to 1. Since
wt appears linearly in both Eqs. 1 and 2, using the
above techniques, it is easy to prove that in the formal limit
N→, the HF signal would produce no effect.
In order to understand the behavior observed in Fig. 4, let
us consider first the dependence of  vs D in the absence of
FIG. 4. Color online Spectral
amplification  as a function of
. The noise strength values are:
D=310−4 diamonds, D=5
10−4 triangles, and D=7
10−4 squares. The values of N,
A, and  are the same as in Fig. 3.
Solid lines depict the results ob-
tained from v¯ N→ . Inset
shows  vs D in the absence of a
HF signal. All quantities are in
dimensionless units.
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a HF signal =0. As shown in the inset of Fig. 4, the
spectral amplification displays a nonmonotonic behavior,
with a maximum at an optimal noise strength Dopt at which
the coherence of the output signal is maximized. This is the
celebrated phenomenon of stochastic resonance, reported for
the FHN model in Refs. 14,15. For DDopt the coherence
of the output signal is less than the optimal because the num-
ber of spikes is insufficient to optimize the coherence of the
output signal. In contrast, for D
Dopt, the number of spikes
is excessive, and an appreciable number of them are fired out
of phase with respect to St, which degrades the coherence.
Diamonds in Fig. 4 correspond to a noise strength less than
the optimal. Since the presence of the HF signal decreases
further the number of spikes,  must decrease monotonously
as  increases. On the other hand, when D
Dopt squares in
Fig. 4, the decrease in the firing rate produced by the HF
signal removes the incoherent extra spikes. This fact brings
the system near the optimal operation regime, which results
in a higher value of  than that corresponding to =0. Of
course, when  is increased further, the number of spikes
decrease until the total disappearance at a critical value of ,
as discussed above. Consequently, a nonmonotonic behavior
of  as a function of  is expected for a fixed value of D

Dopt. Triangles in Fig. 4 correspond to an intermediate
value of D, close to the optimal.
In conclusion, we have shown that while a HF signal is
able to improve the response of the FHN neuron system
when the noise strength is larger than Dopt, when  is large
enough, the HF signal inhibits completely the firing activity.
This suggests a negative effect in the neuron activity for
sufficiently strong HF signals which could be related to the
functional biological damages caused by electropollution
11.
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