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Preface
The aim of this thesis is to determine if it is possible, using p-
adic techniques, to unconditionally evaluate the p-valuation of the class
number h of an algebraic number field K. This is important in many
areas of number theory, especially Iwasawa theory.
The class group ClK of an algebraic number field K is the group of
fractional ideals of K modulo principal ideals. Its cardinality (the class
number h) is directly linked to the existence of unique factorisation in
K, and hence the class group is of core importance to almost all multi-
plicative problems concerning number fields. The explicit computation
of ClK (and h) is a fundamental task in computational number theory.
Despite its importance, existing algorithms cannot obtain the class
group unconditionally in a reasonable amount of time if the field has
a large discriminant. Although faster, specialised algorithms (focused
only on calculating the p-valuation) are limited in the cases with which
they can deal.
We present two algorithms to verify the p-valuation of h for any
totally real abelian number field, with no restrictions on p. Both al-
gorithms are based on the p-adic class number formula [38, Theorem
5.24] and work by computing p-adic L-functions Lp(s, χ) at the value
of s = 1. These algorithms came about from two different ways of com-
puting Lp(1, χ), using either a closed formula [25, Section 5, Theorem
3] or a convergent series formula [16, Proposition 11.3.8].
We prove that our algorithms compare favourably against existing
class group algorithms, with superior complexity for number fields of
degree 5 or higher. We also demonstrate that our algorithms are faster
in practice. Finally, we present some open questions arising from the
algorithms.
vi
CHAPTER 1
Introduction
1.1. Background
The ideal class group of an algebraic number field K (denoted ClK)
is the group of fractional ideals of K modulo principal ideals. It is
an important invariant of K, and this was first realised by Gauss in
his investigation of quadratic forms (essentially class numbers of qua-
dratic fields) in his monumental work, Disquisitiones Arithmeticae [21].
Gauss devoted much attention to calculating the size of the class group
(the class number hK) of these fields, before the concept of the class
group was even formulated. These calculations yielded important re-
sults contributing to the theory of factorisation in quadratic fields,
and raised questions regarding the distribution of primes. Parts of the
Gauss class number problem, conjecturing about the number of real
quadratic fields with class number one, remain open to this day.
The formal notion of the class group, in particular the link between
ClK and the failure of unique factorisation in the ring of integers of
K [34, Section 4.1], was introduced by Kummer in his studies on cy-
clotomic fields. The class group is therefore of major importance to
almost all multiplicative problems concerning number fields, since it
provides key information about the structure of multiplication in the
field.
Computing the class group and unit group of any algebraic number
field remains one of the fundamental tasks of computational number
theory. However, despite its importance, computing the class group re-
mains a very difficult problem. Earlier efforts were directed to finding
only the class number of (imaginary) quadratic fields, rather than the
class group. These involved the use of reduced forms, modular forms
or analytic formulae [13, Section 5.3]. One of the first algorithms to
calculate the class group came about when Shanks discovered that
for imaginary quadratic fields, if the generalised Riemann Hypothe-
sis (GRH) is assumed, it was faster to compute the entire class group
rather than just the class number [13, Section 5.4]. This algorithm
uses the Dirichlet class number formula and Shanks’s Baby Step Gi-
ant Step algorithm to obtain the order of elements of the class group
1
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and hence the whole group structure. Based on a new probabilistic
algorithm running under the assumption of GRH, Hafner and McCur-
ley [24] were able to devise a subexponential algorithm for imaginary
quadratic fields.
This algorithm was then generalised by Buchmann [10], first for real
quadratic fields and then for arbitrary algebraic number fields. Whilst
further improvements have been made in recent years, almost all cur-
rent algorithms to compute class groups are still based on Buchmann’s
original (subexponential) algorithm.
To understand how this algorithm works, some formal definitions
are required.
Let K be a number field of degree n, with ring of integers OK . K
has r1 embeddings into R, denoted as σ1, . . . , σr1 , and 2r2 embeddings
into C, denoted as conjugate pairs σr1+1, σr1+1, . . . , σr1+r2 , σr1+r2 , with
r1 + 2r2 = n. Let |x|i = |σi(x)| for 1 ≤ i ≤ n. If α1, . . . , αn is
an integral basis of OK then the discriminant of K is given by D =
(det(
∑
l σl(αi)σ¯l(αj))i,j). Let the norm of an element x ∈ K be defined
as N(x) =
∏
i |x|i.
The concept of a fractional ideal aids our construction of the ideal
class group. A fractional ideal I is a (non-zero) OK-submodule of K
such that for some r ∈ OK , rI is an ideal in OK . The fractional ideals
of OK under multiplication form an abelian group, and it is easy to see
that each fractional ideal has an inverse. A norm can be defined on the
set of fractional ideals so that for all ideals N(I) = [OK : I], which is
the same as the norm of the generator of I. This can be extended to
other ideals with N(IJ) = N(I)N(J) and N(I/J) = N(I)/N(J).
Definition 1.1.1. Let I be the group of fractional ideals of OK and
P be the subgroup of principal fractional ideals. Then the class group
of K is defined to be the quotient group I/P . The class number of K,
hK (or just h), is the cardinality of ClK .
Let UK be the group of units in OK . By Dirichlet’s unit theorem
it is finitely generated with rank r1 + r2 − 1. If µ is the torsion part of
UK then it can be written as
UK = µ× 〈u1〉 × · · · × 〈ur1+r2−1〉 .
Any set of generators of UK modulo torsion, u1, . . . , ur1+r2−1, is known
as a system of fundamental units.
Definition 1.1.2. Let u1, . . . , ur1+r2−1 be a system of fundamental
units of UK . Consider the submatrix formed by deleting one column of
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the matrix
[δi log |uj|i]i,j ,
where δi = 1 for 1 ≤ i ≤ r1 and 2 if r1 + 1 ≤ i ≤ r1 + r2. As each
row sums to zero, the determinant of the matrix is independent of the
column deleted. The absolute value of this determinant, denoted by
R, is also independent of the choice of the fundamental units and is
known as the regulator of the number field K.
The Dedekind zeta function ζK for a number field K is given by the
series
ζK(s) =
∑
I
1
N(I)s
,
where I is summed over all non-zero integral ideals in OK . It is clear
from the formula that the series converges if <(s) > 1. When K = Q
this is simply the Riemann zeta function.
There is a key theorem from the work of Dirichlet and Dedekind
regarding the convergence of the series [31, Chapter VII, Section 5.11]:
Theorem 1.1.3 (Analytic class number formula). ζK converges for
all <(s) > 1 and has an analytic continuation to C as a meromorphic
function, apart from a simple pole at s = 1 with residue given by the
formula
lim
s→1
(s− 1)ζK(s) = 2
r1(2pi)r2hR
|µ|√|D| .
Whilst this formula provides a method to compute hR (since all
other components in the formula can be easily calculated [34], or in
the case of the limit, approximated), the difficulty in computing R
prevents the class number formula from being used in a trivial manner
to compute h. Complicated methods are used instead to compute ClK
and R, and the above formula is only used to verify their correctness.
Buchmann’s algorithm finds a presentation of the abelian group
ClK , by making use of the short exact sequence
0→ Λ→ ZN φ→ ClK → 0 ,
where Λ is a lattice of relations (see below). The algorithm involves
the following steps:
(1) Find a set of prime ideals I1, . . . , IN such that the classes of
the elements of that set generate the class group. This is the
factor basis.
(2) Find relations in the class group, given by elements that factor
over the factor basis. This is achieved by considering elements
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of K as principal ideals, and representing them as a power
product of the factor basis, that is,
ajOK =
N∏
i=1
Ii
mi,j ,
where aj ∈ K.
(3) Construct the matrix M with i, j-th entry mi,j, and the vector
V consisting of aj. If M has full rank then kerφ is contained
in the subgroup generated by the columns of M , and ClK '
ZN/ kerφ. The Hermite normal form of M provides a tentative
class group with class number h′, and the kernel vectors of
M can also yield a tentative regulator R′. In [17] the same
reduction applied to M is applied V to provide a tentative
unit group (from the elements of the kernel vectors of M),
from which R′ is constructed.
(4) Check whether h′R′ is correct, using the analytic class number
formula (Theorem 1.1.3). If h′R′ is incorrect, then h′R′ will be
an integer multiple of hR and more relations must be found.
We shall now examine Buchmann’s algorithm in more detail. The
exact workings will depend on its implementation, but most implemen-
tations will share some commonalities.
1.2. Buchmann’s subexponential algorithm
In the first step, Buchmann’s original algorithm assumes the GRH
to lower the bound for the prime ideals and to run subexponentially.
A theorem by Bach [3] states that under the assumption of GRH, if
I1, . . . , Ik are the non-inert prime ideals with norm less than 12 log
2 |D|
(known as the Bach bound), then the classes of I1, . . . , Ik generate the
entire class group. Instead of using the Bach bound, a subexponential
bound in |D| was used by Buchmann to assist with finding enough
relations for the latter steps.
The choice of bound on the set is important: if the bound chosen
is too low, then it will be more difficult to find relations and we would
have insufficient relations to obtain the class group. This was the reason
behind Buchmann’s use of a larger bound. On the other hand, although
the relations are easier to find, the relation finding process would be
slowed by the need to check a large number of ideals as the size of the
relations matrix increases considerably.
In practice a much smaller bound is used at the relation finding
stage. Once this is complete the prime ideals with larger norms up to
the Bach bound are checked to verify that the classes of the smaller
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norm ideals contain those of the larger norms as subgroups. This sig-
nificantly reduces the amount of time required for the other steps of
Buchmann’s algorithm, by reducing the number of relations to be found
and the size of the matrices.
There are several methods to find relations. All the primes p up to
a certain bound need to be split to build the factor basis Ii, and these
generate the trivial relations of the form
pOK =
k∏
i=1
Ii
ei .
In the case where p divides [OK : Z[θ]] (where K = Q[θ]), the method is
slightly more complicated, but in all other cases it is relatively straight-
forward.
The majority of the relations are generated by finding elements
where the norm of the elements is small. This could be achieved with
Fincke-Pohst type algorithms to find elements a ∈ OK where NK/Q(a)
is small. By factoring a on the factor basis, if possible, we obtain
relations of the form
aOK =
k∏
i=1
Ii
vIi (a) ,
where vIi is the valuation at the prime ideal Ii.
All of the relations could be generated by this method, but in order
to obtain a subexponential algorithm Buchmann had to generate “ran-
dom relations”. To produce these, pick ui from the set {0, 1, . . . ,m}
(where m is an arbitrary positive integer). Consider the ideal
I =
k∏
i=1
Ii
ui .
Definition 1.2.1. A number a in the fractional ideal I is a minimum
if the only element b ∈ I such that |b|i < |a|i holds for 1 ≤ i ≤ r1 + r2
is 0.
Let J be a fractional ideal in the same ideal class as I. If J is
primitive and the least positive element of I is a minimum in J , then
we say J is reduced.
Let J be a reduced ideal in the class of I. If J can be factored over
the factor basis, that is,
J =
k∏
i=1
Ii
vi ,
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then the ideal
k∏
i=1
Ii
ui−vi
would be principal, as both I and J are in the same class, and this
principal ideal would produce yet another relation.
This step was improved in the algorithm implemented by Cohen,
Diaz y Diaz and Olivier [17], which made use of LLL-reduction in a
random direction to obtain a fractional ideal with similar properties
to J . The majority of ui were also picked to be zero to speed up the
computation.
Further developments were made to improve the subexponential
algorithm, with considerable efforts focused on the use of sieving tech-
niques to improve the relations search. A combination of sieving, then
finding elements of small norm, was shown to be superior to existing
methods [7].
Once the relations search is completed, a relation matrix M is con-
structed, with each row consisting of the powers of the factor basis re-
quired to generate each relation. By performing Hermite normal form
reduction (essentially unimodular transformations) and elementary row
operations on M , we can obtain a matrix of the form
0 . . . 0 ∗ . . . . . . ∗
... A
... 0
. . . T
...
...
...
...
. . . . . .
...
0 . . . 0 0 . . . 0 ∗
 ,
with two distinct parts: a block of zero entries, A, on the left, and
T on the right. When M is large, special methods are used to take
advantage of the fact that M is sparse.
If we cannot obtain a triangular matrix T , then not enough relations
were found to determine the class group and more relations are needed.
Once more relations are generated, these new rows can be added very
efficiently without the need to perform a complete Hermite normal form
reduction, by making use of some simple linear algebra.
Once this is done the determinant of the triangular matrix provides
a tentative class number h′ (which is a multiple of the class number).
Furthermore, we can also obtain the class group from this matrix. The
triangular matrix will be of the form(
T ′ X
(0)m (1)m
)
,
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where T ′ is another upper triangular matrix, and (0)m and (1)m are
zero and identity matrices respectively. By performing Smith normal
form reduction, the matrix T ′ can be reduced to a diagonal matrix with
entries d1, . . . , dN . From that,
ClK ' Z/d1Z× · · · × Z/dNZ .
To compute the regulator, we can construct the complex logarith-
mic embedding vector for each element a (from the relations) of the
form 
log(σ1(a))− log(N(a))n
...
log(σr1(a))− log(N(a))n
2 log(σr1+1(a))− log(N(a))n
...
2 log(σr1+r2(a))− log(N(a))n

.
We have subtracted the term log(N(a))/n from all the entries in order
to obtain a more numerically stable vector, with the average value of
the entries equal to 0. The advantage of using complex embeddings
is that we can obtain a system of fundamental units in addition to
the regulator, without the need to store the vector V consisting of aj,
which provides the units in terms of the exponents of the elements.
Real logarithmic embeddings can also be used to find the regulator,
but the use of LLL is required to recover the fundamental units, and
its application is difficult if the regulator is large.
By constructing another matrix consisting of these embedding vec-
tors for all the relations, and applying the same Hermite normal form
reduction steps as the relation matrix M , we obtain the matrix ∗ . . . ∗ ∗ . . . . . . ∗... B ... ... ...
∗ . . . ∗ ∗ . . . . . . ∗
 ,
where B has the same number of columns as the zero block A.
As the permutation column operations performed in the Hermite
normal form do not affect the fact that these are still matrices of re-
lations, the columns of B provide an embedding of an element a ∈ K
with the property
aOK =
k∏
i=1
Ii
0 = OK
and hence a is a unit.
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The real part of B can now be used to compute the regulator.
By taking the real part of r1 + r2 − 1 columns of B and adjoining it
to the vector whose first r1 entries are 1 and the next r2 entries are
2, a multiple of nR can be found by taking the determinant of this
constructed matrix. If B does not have sufficient rank of r1 + r2 − 1
then more relations are added until this condition is satisfied, and this
would yield a tentative regulator R′ that is also an integral multiple of
R.
Furthermore, by performing (approximate) Gaussian elimination
on the complex logarithmic embeddings, the units could be recovered
and a system of fundamental units can be given. In practice further
steps are carried out to ensure the accuracy of the results.
Finally, h′R′ is checked using the analytic class number formula.
Like the Riemann zeta function, there is an analogous Euler product
for ζK , with
ζK(s) =
∏
p
(
1− 1
(N(p))s
)−1
and p ranging over all prime ideals of OK .
Extending Bach’s result [4] on the bounds required for calculating
ζK assuming GRH, Cohen, Diaz y Diaz and Olivier [17] state that if
z is the Euler product evaluated for all p (at s = 1) up to the bound
c log2 |D| for some constant c, then
1√
2
lim
s→1
(s− 1)ζK(s) < z <
√
2 lim
s→1
(s− 1)ζK(s) .
Since h′ and R′ can only be multiples of h and R respectively, showing
h′R′ <
√
2z is sufficient to prove h′ = h and R′ = R. If this inequality
is not satisfied then more relations are needed.
A recent development has been the use of saturation techniques to
find the final few relations [7]. If h′R′ is off by some prime multiple p,
then the process of finding the missing relations may be quite tedious.
In fact, finding these final relations may take more time than finding the
initial relations. Saturation techniques allow us to find new relations
which will change h′R′ by a factor of p.
1.3. Problems with existing algorithm
All existing algorithms that achieve subexponentiality require the
assumption of GRH. To obtain an algorithm unconditional on GRH,
two parts of the algorithm are affected: computing the zeta function
and the choice of the bound on the prime ideals.
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Current results show that the Euler product converges under the
assumption of GRH, and GRH also provides bounds for the correctness
of the Euler product. However, there appears to be no results in rela-
tion to its rate of convergence without the assumption of GRH, or as to
whether the Euler product even converges absolutely. The zeta func-
tion would have to be computed differently if an unconditional result
is required, and in the case of abelian fields it is possible to compute
the zeta function in terms of Dirichlet L-functions.
Definition 1.3.1. A Dirichlet character modulo m is a multiplicative
homomorphism
χ : (Z/mZ)× → {z ∈ C | |z| = 1} .
χ can be extended to (Z/mZ) by setting χ(0) = 0.
For any n that is a multiple of m, χ also induces a character modulo
n. For any given χ the smallest modulus is the conductor of χ, denoted
fχ.
We shall keep to the convention that all characters are primitive
(unless otherwise stated). This affects the multiplication of charac-
ters: let χ1 and χ2 be Dirichlet characters with conductors fχ1 and fχ2
respectively. χ1χ2 is now associated with the homomorphism
χ : (Z/ lcm(fχ1 , fχ2))× → C×
defined by χ(a) = χ1(a)χ2(a). This means that χ1χ2(n) = χ1(n)χ2(n)
is not true for all integer n.
Definition 1.3.2. Let X be a finite group of Dirichlet characters. De-
note by f the lowest common multiple of the conductors of all the
characters in X. Let H be the intersection of the kernels of all charac-
ters in X, and K the fixed field by H in Q[ζf ]. Then X is the set of
Dirichlet characters associated with the field K.
Remark 1.3.3. X is a subgroup of the characters of Gal(Q[ζf ]/Q). In
fact, X is isomorphic to Gal(K/Q), and the number of elements of X
is the degree of K/Q.
Definition 1.3.4. The L-series attached to a Dirichlet character χ is
defined by
L(s, χ) =
∞∑
n=1
χ(n)
ns
,
when <(s) > 1.
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L(s, χ) can be analytically continued across the entire complex
plane, except for a simple pole at s = 1 when χ is trivial. It also has
the following Euler product expansion which converges for <(s) > 1:
L(s, χ) =
∏
p
(
1− χ(p)
ps
)−1
.
The link between the two is provided by the following theorem:
Theorem 1.3.5. Let K be a number field, X the group of Dirichlet
characters associated with K, and ζK(s) the Dedekind zeta function of
K. Then
ζK(s) =
∏
χ∈X
L(s, χ) .
It is thus possible to evaluate the residue of ζK(s) at s = 1 by
evaluating L(1, χ) for the appropriate characters using the following
formula:
Theorem 1.3.6. Let χ be a non trivial character with conductor fχ,
and ζ an fχ-th root of unity. Then
L(1, χ) =
{
pii
fχ
∑fχ
a=1 χ(a)ζ
a 1
f
∑fχ
j=1 χ(j)j if χ is odd,
− 1
fχ
∑fχ
a=1 χ(a)ζ
a
∑fχ
j=1 χ(j) log |1− ζ−j| if χ is even.
Note that
∑fχ
a=1 χ(a)ζ
a is a Gauss sum.
L(1, χ) could also be approximated using the functional equation,
which requires computing only O(
√
f) terms. However, it remains
difficult to evaluate the regulator efficiently (see Section 3.5).
The main problem with not assuming GRH is in the first step of
Buchmann’s algorithm, when we select the prime ideals. For an un-
conditional result a bound of the order of the Minkowski bound must
be used [34, p384]. Since the Minkowski bound is O(
√|D|), for all but
the most trivial fields it is impossible to obtain an unconditional class
group within a reasonable time.
Even under the assumption of GRH, the Bach bound is also too
large to use if the discriminant is large enough. Belabas, Diaz y
Diaz and Olivier [5] offered a practical improvement which, while not
asymptotically better than the Bach bound of 12 log2 |D|, is faster
in practice. Despite the existence of these subexponential bounds,
we still use unproven fixed bounds to speed up most calculations.
While PARI/GP, KASH/KANT and Magma all currently use provable
bounds (Minkowski in the case of KASH/KANT [33] and Magma [8,
p1170], conditional bound under the assumption of GRH for PARI/GP
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[32]), previous versions of these programs have made use of heuristic
arguments.
1.4. Motivation for using p-adic methods
As computing the class group is a time-consuming exercise, there
have been many studies on finding the prime divisors of the class num-
ber. This is particularly useful for the technique of descent on elliptic
curves, where knowledge of only the divisibility by a particular prime
p is important. In Iwasawa theory, knowledge of the decomposition
of the p-part of the class group is important, and knowledge of the p-
valuation of the class number provides information to assist with this
decomposition.
One of the first papers to look at divisibility of class numbers came
from G and M-N Gras [22], which introduced the concept of “devis-
sage”, essentially a forerunner to the technique of saturation. This
concept of “devissage” helped to find the maximum power of a given
p that divides the class number, and remained in use for the next 30
years. Pohst and Zassenhaus [34] offered a different technique in their
investigation of (p-maximal) unit groups, which formed the foundation
for the modern saturation technique devised in [7]. Buchmann, Sands
and Williams [11] implemented a technique to evaluate h by utilis-
ing the p-adic class number formula around the same time Buchmann
developed his subexponetial algorithm, although this technique was
limited to real quadratic fields.
Subsequent investigations were generally focused on finding factors
of class numbers. Further contributions were made by van der Lin-
den [29] and Schwarz [37], while Schoof [36] predicted on heuristic
grounds that the size of the class group would be much smaller than
known upper bounds. These ideas were consolidated by Hakkarainen
[23] to develop an algorithm which finds almost all of the small prime
factors of the class number in the case of totally real abelian fields,
thus computing the full class number. Despite the link between p-
divisibility and p-adic numbers, all these implementations performed
computations using rational numbers (or Q[i]).
p-adic approaches were used by Aoki [1], but his work was more
focused on the group structure of the p-part of the class group in the
context of Iwasawa theory, rather than for the purpose of finding prime
factors of class numbers. This approach, along with his work with
Fukuda [2], made use of the machineries of group theory. All of these
approaches work only in the cases when both p 6= 2 and p does not
divide the degree of the number field.
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These limitations pose serious problems, even in trivial cases. For
instance, neither algorithm can show that for the real quadratic field
Q[
√
40] that h = 2. Nor can these algorithms deal with degree eleven
fields when p = 11, where existing algorithms for class group com-
putation struggle with large enough discriminants (and the resulting
Minkowski bounds).
The link between p-divisibility and p-adic numbers leads us to pro-
pose a p-adic algorithm for verifying the p-valuation of the class num-
ber. It makes use of the p-adic class number formula and is applicable
to all totally real abelian number fields.
CHAPTER 2
The p-adic class number formula
Since the analytic class number formula forms the basis of existing
algorithms used to calculate the class number, we would expect that,
if there exists a p-adic analogy, this would be useful in constructing an
algorithm to compute the p-valuation of the class number. Recall that
the Dedekind zeta function can, when the number field is abelian, be
represented by Dirichlet L-functions. It turns out that by constructing
the p-adic analogues of these L-functions, we can evaluate them at
s = 1 and find a p-adic formula very similar to the classical one.
The series for the L-functions do not converge p-adically. Since
the values of L(s, χ) at negative integers are algebraic, it is possible
to consider them as elements of the algebraic closure of Qp. From
this, a unique p-adic meromorphic function can be constructed that
agrees with L(s, χ) at negative integers, with some modifications to
its properties. There are several approaches to this construction, and
the approach from [15, 16] is briefly illustrated here as the theoretical
basis for the proposed algorithms. The notation used here follows the
convention from these texts, and proofs of all the theorems can be
found there, as some of these have been omitted for the sake of brevity.
More detail on other methods can be found in [25, 38].
2.1. p-adic analysis
We start with the p-adic rational numbers Qp, with absolute value
|.|p and valuation vp. As the values of Dirichlet characters can be con-
sidered as elements of algebraic extensions of Qp, we need its algebraic
closure Qp. However, since Qp is not topologically complete, it would
be easier to work in its completion, Cp, which can be considered as the
p-adic analogy of C (indeed, the two are algebraically isomorphic).
Definition 2.1.1. The p-adic exponential function expp is given by
the power series
expp(X) =
∞∑
n=0
Xn
n!
,
with radius of convergence 1/p
1
p−1 .
13
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Definition 2.1.2. Let the p-adic logarithm logp be given by
logp(1 +X) =
∞∑
n=1
(−1)n+1Xn
n
.
This series has a radius of convergence of 1, so the domain of logp(x)
is U1 = {x ∈ Cp | |x− 1|p < 1}.
This function can be extended to all of C×p . First, we observe that
C×p ' pQ × Ω× U1 ,
where Ω is the group containing all roots of unity with order relatively
prime to p in C×p . Then every element x ∈ C×p can be uniquely rep-
resented in the form x = prωu. We define logp(x) = logp(u) and this
forms the unique extension of logp to C×p such that logp(p) = 0 and
logp(xy) = logp(x) + logp(y) [25].
More specifically, we can produce an explicit construction for this
logarithm. We introduce the notation
qp =
{
4, if p = 2
p, otherwise.
For x ∈ Z×p , p - x, let the unique φ(qp)-th root of unity be ω(x),
with ω(x) = x mod qp. ω is known as the Teichmu¨ller character. Let
〈x〉 = x/ω(x), so 〈x〉 = 1 mod qp. Then logp(x) = logp(〈x〉).
The notion of these characters can be extended to Qp. For x ∈
Q×p , let 〈x〉 = 〈x/pvp(x)〉. ω can be extended as ωv(x) = x/〈x〉 =
pvp(x)ω(x/pvp(x)), so as to preserve the existing properties of ω. 〈x〉 is
the projection of x to U1 and ω(x) is the projection to Ω.
This now allows us to define exponentiation on Zp, provided p - a,
as
〈x〉a = expp(a logp(〈x〉)) .
Since | logp(〈x〉)|p ≤ qp, for convergence of expp we need |a|p < qp/p
1
p−1 .
2.2. Hurwitz zeta functions
To examine the explicit values of L-functions at negative integers,
we must consider them beyond the Dirichlet series representation. To
do so we introduce the Hurwitz zeta function
ζ(s, x) =
∞∑
n=0
1
(x+ n)s
,
with x ∈ R, s ∈ C and <(s) > 1.
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Then
L(s, χ) =
f∑
a=1
χ(a)
1
f s
ζ(s,
a
f
) .
To provide explicit values for L(1−n, χ), which is used to construct
the p-adic analogue, we need the generalised Bernoulli numbers Bn,χ
and Bernoulli polynomials Bn(X). These are given by the formula
f∑
a=1
χ(a)teat
eft − 1 =
∞∑
n=0
Bn,χ
tn
n!
.
When χ is the trivial character Bn,1 is simply the n-th Bernoulli
number (up to choice of sign for B1).
The Bernoulli polynomial Bn(X) is defined by
teXt
et − 1 =
∞∑
n=1
Bn(X)
tn
n!
.
The two are linked as follows: if m is a multiple of f and qp, then
Bn,χ = m
n−1
m∑
a=1
χ(a)Bn
( a
m
)
.
The values of the Riemann zeta function at negative integers are
given in terms of Bernoulli numbers. Since the Riemann zeta function is
ζ(s, 1), we would expect a similar formula for the Hurwitz zeta function
here.
Theorem 2.2.1.
ζ(1− n, x) = −Bn(x)
n
.
The proof for this theorem requires the use of path integration and
is not particularly enlightening. Of greater importance to us is the
implication of this result, which follows from the formulae for L(s, χ)
and Bn,χ.
Corollary 2.2.2.
L(1− n, χ) = −Bn,χ
n
.
With this we can consider the construction of the p-adic L-function.
2.3. p-adic L-functions
As the L-functions are characterised by the behaviour of the Hur-
witz zeta function, the aim here is to construct a p-adic Hurwitz zeta
function that takes the same values at negative integers, and to define a
L-function based on this zeta function. We begin with two Volkenborn
integrals.
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Lemma 2.3.1. For all x ∈ Qp and non negative integer k,∫
Zp
(x+ t)kdt = Bk(x) .
Proposition 2.3.2. Let x ∈ Qp with vp(x) ≤ −vp(qp) and s ∈ Cp with
|s|p < qp/p
1
p−1 . We have the convergent Laurent series expansion∫
Zp
〈x+ t〉1−sdt = 〈x〉1−s
∞∑
j=0
(
1− s
j
)
Bjx
−j .
We note that
ζ(1− n, x) = −Bn(x)
n
= − 1
n
∫
Zp
(x+ t)ndt
and this motivates us to define the p-adic Hurwitz zeta function in the
following way, by making use of Proposition 2.3.2:
Definition 2.3.3. For x ∈ Qp such that vp(x) ≤ −vp(qp) and s ∈
Cp/{1} with |s|p < qp/p
1
p−1 ,
ζp(s, x) =
1
s− 1
∫
Zp
〈x+ t〉1−sdt = 〈x〉
1−s
s− 1
∞∑
j=0
(
1− s
j
)
Bjx
−j .
This definition can be extended to Qp. This allows us to define the
p-adic L-function in an analogous way to L(s, χ).
Definition 2.3.4. Let χ be a primitive character with conductor f .
For all s ∈ Cp/{1} with |s|p < qp/p
1
p−1 , we define the p-adic L-function
as
Lp(s, χ) =
1
ω(f)
1
〈f〉s
∑
0≤a<f
χ(a)ζp(s,
a
f
) .
Remark 2.3.5. The condition |s|p < qp/p
1
p−1 is required for the con-
vergence of expp(s logp(〈f〉)), the power series of 〈f〉s.
Theorem 2.3.6. Lp(s, χ) is a meromorphic function such that
Lp(1− n, χ) = (1− χω−n(p)pn−1)L(1− n, χω−n) .
Note that χω−n is the character obtained from the multiplication of χ
and ω−n, and that χω−n(p) is not always equal to χ(p)ω−n(p).
In addition, for any m that is a multiple of qp and f ,
Lp(s, χ) = − 1
1− s
∑
0≤a<m
(a,p)=1
χ(a)〈a〉1−s
∑
j≥0
(
1− s
j
)
mj−1
aj
Bj .
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Proof. See Remark 2.3.7 for the first equation.
For the second equation, by definition of Lp(s, χ) and Proposition
2.3.2,
Lp(s, χ) =
〈f〉1−s
f
∑
0≤r<f
χ(r)ζp
(
s,
r
f
)
=
〈m〉1−s
m
∑
0≤r<f
χ(r)ω
(
m
f
)
〈m
f
〉sζp
(
s,
r
f
)
=
〈m〉1−s
m
∑
0≤r<m
(r,p)=1
χ(r)
∑
0<j<m/f
ζp
(
s,
r
m
+
jf
m
)
(by [16, Proposition 11.2.21])
=
〈m〉1−s
m
∑
0≤r<m
(r,p)=1
χ(a)ζp
(
s,
a
m
)
=
〈m〉1−s
m
∑
0≤a<m
(a,p)=1
−χ(a)〈
a
m
〉1−s
s− 1
∑
j≥0
(
1− s
j
)
Bj
(m
a
)j
=
1
1− s
∑
0≤a<f
χ(a)〈a〉1−s
∑
j≥0
(
1− s
j
)
mj−1
aj
Bj ,
after rearranging the terms. 
Remark 2.3.7. The p-th Euler factor for L(s, χω−n) at p is
(1 − χω−n(p)pn−1). Since |∑ 1/ns|p can become arbitrarily large if
p | n, this sum must be removed in order for the p-adic L-function to
converge.
2.4. The p-adic class number formula
As we have seen from Theorem 1.3.6, when χ is even, there is an
explicit formula expressing L(1, χ) as a finite linear combination of
log |1 − ζ−i|. We can reasonably expect that there is an analogous
formula in the p-adic case for Lp(1, χ). It turns out this is indeed the
case [25, Section 5, Theorem 3].
Theorem 2.4.1. Let χ be an even character with conductor fχ, and ζ
a primitive fχ-th root of unity. If χ is the trivial character then Lp(s, χ)
has a pole at s = 1. Otherwise
Lp(1, χ) = −
(
1− χ(p)
p
)∑fχ
a=1 χ(a)ζ
a
fχ
fχ∑
i=1
χ(i) logp(1− ζ−i) .
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There is also a formula for Lp(1, χ) in terms of a convergent series
[16, Proposition 11.3.8].
Theorem 2.4.2. Let χ be a primitive character of conductor fχ, let m
be a multiple of fχ and qp. If χ is a non trivial character then Lp(1, χ)
is given by the following formula:
Lp(1, χ) =
∑
0≤a<m
(a,p)=1
χ(a)
(
− logp(a)
m
+
∑
j≥1
(−1)jm
j−1
aj
Bj
j
)
.
Proof. From Theorem 2.3.6 we need to show that when s→ 1,∑
0≤a<m
(a,p)=1
χ(a)
(
−〈a〉
1−s
1− s
∑
j≥0
(
1− s
j
)
mj−1
aj
Bj
)
→
∑
0≤a<m
(a,p)=1
χ(a)
(
− logp(a)
m
+
∑
j≥1
(−1)jm
j−1
aj
Bj
j
)
.
Consider the terms for when j 6= 0. Through expansion of the
binomial coefficients,
lim
s→1
1
1− s
(
1− s
j
)
= lim
s→1
1
1− s
(1− s)(−s) . . . (1− s− j + 1)
j!
=
(−1) . . . (1− j)
j!
= (−1)j−11
j
,
hence producing the limit required.
For the j = 0 term, we rewrite 〈a〉1−s as exp((1 − s) logp(a)), and
expand as a power series. Then
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∑
0≤a<m
(a,p)=1
χ(a)
(
−〈a〉
1−s
1− s
(
1− s
0
)
1
m
B0
)
=
∑
0≤a<m
(a,p)=1
χ(a)
(
−exp((1− s) logp(a))
m(1− s)
)
=
∑
0≤a<m
(a,p)=1
χ(a)
(
− 1
m(1− s)
∞∑
i=0
((1− s) logp(a))i
i!
)
=
∑
0≤a<m
(a,p)=1
χ(a)
(
− 1
m(1− s)
)
+
∑
0≤a<m
(a,p)=1
−χ(a)
m
( ∞∑
i=1
(1− s)i−1(logp(a))i
i!
)
.
By orthogonal relations of characters [26, Chapter 16], the first sum-
mation is equal to zero. From the second summation,
∞∑
i=1
(1− s)i−1(logp(a))i
i!
=(1− s)0(logp(a)) +
∞∑
i=2
(1− s)i−1(logp(a))i
i!
=(logp(a)) +
∞∑
i=2
(1− s)i−1(logp(a))i
i!
.
The logarithm term gives us
∑
0≤a<m
(a,p)=1
χ(a)(− logp(a)/m), as re-
quired. All we need to do is to show that the infinite sum has a limit
of 0: unfortunately the sum is not uniformly convergent, so we cannot
simply pass the limit through. However, we can show that it is uni-
formly bounded on the region |1 − s|p ≤ p−(2/p−c) for some constant
c (depending only on the value of a). Consider the valuation of each
term in the summation:
vp
(
(1− s)i−1(logp(a))i
i!
)
= (i− 1)vp(1− s) + ivp(logp(a))− vp(i!)
= (i− 1)vp(1− s) + ivp(logp(a))− b
i
p
c − b i
p2
c . . .
≥ (i− 1)vp(1− s) + ivp(logp(a))−
2i
p
(since p ≥ 2).
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Let vp(logp(a)) = c. Since vp(1− s) ≥ 2/p− c, the valuation of the
term is at least (i−1)(2/p+ c) + ic−2i/p = −2/p+ c, so it is bounded
(in the p-adic norm) independently of both s and i. Taking the limit,
all these terms become zero, giving us the required result.

We can define a p-adic regulator similarly by replacing the loga-
rithms in R with logp. Now we need to deal with the embeddings in R.
If we fix an embedding of Cp into C [19, p139], then any embedding
from K into Cp is also an embedding of K into C, and thus can be
considered either ‘real’ or ‘complex’ (but it is unclear if we can clas-
sify a particular embedding as such in an efficient manner). If K is
totally real or a complex multiplication (CM) field (that is, a totally
imaginary extension over a totally real field), then the p-adic regulator
is independent of the choice of embedding from Cp into C, but in all
other cases of K there may be ambiguities in its definition.
Definition 2.4.3. Suppose we have a number field K. Let u1, . . . ,
ur1+r2−1 be a system of fundamental units of UK and σ1, . . . , σr be the
‘real’ embeddings of K into Cp, and σr1+1, σr1+1, . . . , σr1+r2 , σr1+r2 be
the ‘complex’ embeddings. The p-adic regulator of K, Rp, is given
by the determinant of the submatrix obtained by removing any one
column of
[δi logp(σi(uj))]i,j .
Again, δi = 1 for 1 ≤ i ≤ r1 and 2 if r1 + 1 ≤ i ≤ r1 + r2.
Theorem 2.4.4 (p-adic class number formula). Suppose K is a totally
real abelian number field, with discriminant D, p-adic regulator Rp and
class number h. Let its group of corresponding Dirichlet characters be
X. Then
(2.4.1)
2n−1hRp√|D| = ∏
χ∈X
χ 6=1
(
1− χ(p)
p
)−1
Lp(1, χ) ,
where n is the field degree of K, up to choice of sign for
√|D|.
Proof. See [38, Section 8.2] 
Note the similarity between Equation 2.4.4 and the Dirichlet class
number formula (Theorem 1.1.3).
CHAPTER 3
Algorithms
We propose here two algorithms to compute the p-part of the class
number. These algorithms are very similar and both make use of Theo-
rem 2.4.4 to compute the class number by evaluating the zeta function
and p-adic regulator. Where they differ is whether the method used
to compute the zeta function is based on the closed formula involv-
ing logp(1 − ζ−i) terms in Theorem 2.4.1 (referred to as the Iwasawa
approach) or the convergent sum with Bernoulli numbers in Theorem
2.4.2 (referred to as the Cohen approach). There are several concepts
common to both algorithms, such as the application of a p-adic loga-
rithm and the construction of extension fields of Qp. For any totally
real abelian field K, the algorithms involve the following steps:
(1) Find the conductor of K
(2) Construct the necessary extension Ep of Qp for calculations
(3) Construct roots of unity in Ep
(4) Construct the group of Dirichlet characters
(5) Select characters associated with K
(6) Evaluate
∏
Lp(1, χ)
(7) Compute vp(Rp), the valuation of the p-adic regulator
(8) Evaluate the p-part of h
The main difficulties with implementing the algorithms are com-
puting the p-adic logarithms (used in Steps 6 and 7), constructing
extensions of Qp, selecting the characters, and evaluating the p-adic
regulator.
Note that there are certain steps described in this chapter which
are specific to the implementation of these algorithms in Magma.
3.1. Computating p-adic logarithms
Whilst the p-adic logarithms can be computed using the extension
of the power series from Section 2.1, this is only valid for use with
elements of 1 + piOEp (where pi is a uniformising element, that is, an
element with valuation of 1 in Ep), known as the 1-units. Its naive
use on arbitrary elements of Ep (an extension field of Qp required to
compute the p-adic regulator) would require us to extend Ep in order
21
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to compute the p-adic logarithm. This complicates the computation
and should be avoided if possible. Instead, we developed the following
algorithm to compute the p-adic logarithm in Ep:
Algorithm 3.1.1. Computation of the Iwasawa p-adic logarithm of an
arbitrary element x ∈ Ep.
Input: x ∈ Ep, extension of Qp, x 6= 0
Output: logp x
1: k := vpi(x) and y := pi
−k/ex, where pi is a uniformising element
and e is the ramification degree
2: z := yn−1 where n := #F for the residue class field F
3: use the power series to compute log z and log y :=
1/(n− 1) log z
4: ε := pie/p
5: return logp x = (k/e) log ε + log y, computing log ε with the
power series
Theorem 3.1.2. The above algorithm returns the same p-adic loga-
rithm as the one in Section 2.1.
Proof. From Section 2.1, we know that x = prωu. If e is the ramifi-
cation degree of Qp(x)/Qp, then r = k/e. We also know that pie = pε,
for some unit ε, which we can compute (this can be calculated prior to
the rest of the computation and stored, as it is dependent only on Ep).
Then we have
y = p
k
eωupi−
k
e = p
k
eu(pε)−
k
e = uε−
k
e .
By taking logp of both sides, the following expression is obtained:
logp(y) = logp(uε
− k
e ) = logp(u)−
k
e
logp(ε) .
Since logp(x) = logp(u), we need to add a correction factor of
(k/e) logp(ε) to return its correct value, and this completes the algo-
rithm.

Remark 3.1.3. Using y instead of x in the computation requires taking
e-th roots in Ep. While p-adically, e-th roots are only unique up to
multiples of roots of unity, this is not a problem as logp is also only
unique up to multiples of roots of unity.
Note that this logarithm commutes with the Frobenius endomor-
phism, which maps elements in unramified finite extensions of local
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fields to their p-th powers. This endomorphism is useful for evaluat-
ing the terms logp(1 − ζ i) in Theorem 2.4.1, as it maps the term to
logp(1 − ζ ip) at a smaller time cost than computing the actual loga-
rithm. In the ramified case we might instead be able to apply elements
of the Galois group Qp[ζ]/Qp to the logarithms to achieve the same
result, but this has not been implemented in our algorithms.
There are at least two possibilities to speed up the computation of
the logarithm. Suppose 1 +X is a 1-unit. By rewriting logp(1 +X) as
(1/pl) logp(1 + X)
pl , it is possible to reduce the number of terms that
need to be computed from the power series, as it now converges more
quickly due to larger valuations. However, this comes at the expense
of requiring additional precision in the division by pl.
Assuming that we are working in an unramified extension, the n-th
term in the power series has valuation
vp
(
(−1)n+1X
n
n
)
≥ nvp(X) log p
log n
.
Since vp(X) ≥ 1 (radius of convergence) and both nvp(X) and log n
grow monotonically, it is possible to calculate how many terms are
needed to achieve a p-adic precision of ν (that is, having the correct
value modulo pν). Depending on the value of p, in most cases vp(n) = 0
so we would need approximately ν/vp(X) terms. If we are in a ramified
extension, vp(n) would be affected by the ramification index but we can
take this into account in a similar calculation for the number of required
terms.
By evaluating (1/pl) logp(1 + X)
pl we require fewer terms as the
convergence of the power series is faster. This is because (1 +X)p
l − 1
has a valuation of at least l + vp(X).
Proposition 3.1.4. Each term in the expansion of (1 + X)p
l − 1 has
a p-adic valuation of at least l + vp(X).
Proof. Consider the expansion
(1 +X)p
l − 1 =
pl∑
i=1
(
pl
i
)
X i .
We examine the valuation of the i-th binomial and X terms separately.
For the binomial term, it would have a valuation of l − bi/pc. X i
clearly has valuation ivp(X). Combined, this provides a valuation of
l− bi/pc+ ivp(X), with the minimum valuation occurring when i = 1,
that is, l + vp(X). 
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Now the j-th term of the power series has valuation of at least
j(l+vp(X)) log p/ log n. Again we can calculate the terms required, but
we now need to increase our precision by l since we need to divide by pl.
Assuming vp(j) = 0 this translates to approximately (ν+ l)/(l+vp(X))
terms.
However, additional calculations are required in order to compute
(1 + X)p
l
. Using the method of squaring, we would need in the worst
case scenario 2(log pl/ log 2) additional multiplications. This needs to
be balanced with the savings made from reducing the number of terms
required. For explicit cases we can evaluate what value of l would best
optimise this computation.
A similar argument can be made in the ramified case, except that
calculating the optimal l is more complicated. Whenever we divide an
element by a power of p we would need to take the ramification index
into account (see Chapter 4.1).
Take the example of the unique nonic field with conductor 1423
(although, in fact, the logarithm calculation is the same for all fields
of the same degree and conductor). Suppose p = 3 and we want to
compute logp(1−ζ−1200). Lp(1, χ) has a valuation of 60, so we will work
with precision ν = 65. We observe the effect of raising (1− ζ−1200) to
pl (and then dividing the final result) on the time it takes to compute
the logarithm:
l Time (sec)
0 52.67
1 36.65
10 27.72
15 26.99
20 27.78
30 31.20
40 32.65
50 41.47
We note that the result agrees with what we have hypothesised:
the time decreases as l increases, reaching some minimum before in-
creasing again as the additional computations for powering outweigh
improvements from reducing the number of terms calculated in the
power series.
The other possibility to speed up the computation is to make use of
algorithms for fast exponentials, and thus obtain logarithms through
approximating the inverse to the power series for exponentials [6]. This
technique came from the need to compute logarithms to high precision
(at least several thousand digits). Since we know (at least heuristically)
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that vp(h) is in general small [36] and that the precision required in
our calculations is related to the size of vp(h), it is not clear if this
optimisation is useful for our purposes.
3.2. Construction of Qp extension field
Both approaches to compute Lp(1, χ) require the construction of
certain Dirichlet characters. The default construction of the Dirichlet
group in Magma is complex and thus cannot be used p-adically, as the
character values (roots of unity) do not exist in Qp. Instead we need
to construct these characters in an extension field of Qp which contains
the necessary roots of unity. The exact roots of unity required depend
on the set of characters needed for a given K, and it turns out this is
simply the field degree n. See Section 3.3 for further discussion.
Furthermore, the computation of Theorem 2.4.1 requires an addi-
tional fχ-th root of unity, say ζ.
Suppose that a k-th root of unity is required, where k is either n or
lcm(fχ, n) depending on the approach. We can write k as
k = pvp(k) · c .
Since p is ramified in Qp[ζp]/Qp, we need to take both ramified and
unramified extensions to construct the required field. We propose the
below algorithm:
Algorithm 3.2.1. Construction of an extension field R of Qp contain-
ing a k-th root of unity ζk
Input: k, m (where m | k)
Output: R, ζm
1: c := k/pvp(k)
2: if c = 1, f = 1 else f := order of p mod c
3: construct T , the unramified extension of Qp of degree f
4: if vp(k) > 0, g(x) := ((x+ 1)
p − 1)/(x)
5: construct S, the totally ramified (tame) extension of T defined
by g(x)
6: if vp(k) > 1 then h(x) := g(x+ 1)
vp(k)−1 − pi − 1, where pi is a
uniformising element
7: construct R, the totally ramified (wild) extension of S defined
by h(x)
8: perform Hensel lifting on R to obtain ζm
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Theorem 3.2.2. R = Qp[ζk].
Proof. We will show that this algorithm constructs Qp[ζk] by con-
structing the intermediate fields below.
Qp[ζk] = Qp[ζpvp(k) , ζc]
Qp[ζp, ζc]
Qp[ζc]
Qp
Given c, p are relatively prime, Qp[ζc] is an unramified extension
of Qp. Since Qp contains the (p − 1)-th roots of unity, an unramified
extension of degree f would yield (pf − 1)-th roots of unity. It is clear
that if c | (pf − 1), then the smallest such f is the order of p modulo c,
by definition.
The construction of the totally ramified extensions is simple once we
have Qp[ζc]. The only thing we need to be careful about in order to find
the uniformising elements is to ensure that the defining polynomials
chosen are Eisenstein, which is a requirement for creating a ramified
extension in Magma.
Lemma 3.2.3. g(x) and h(x) are Eisenstein polynomials.
Proof. g(x) is in fact the p-th cyclotomic polynomial after substituting
x+ 1 for x, with
g(x) = xp−1 + · · ·+
(
p
i
)
xi−1 + · · ·+
(
p
1
)
.
It is clear from here that p divides all coefficients apart from the leading
one, and that p2 does not divide the constant term.
Using a similar argument, we can show that h(x) is also Eisenstein
but with constant term −pi (which has valuation 1). 
Since g(x) and h(x) are Eisenstein with the necessary degrees, the
constructed field is Qp[ζk]. 
Remark 3.2.4. This algorithm has been simplified to reduce the num-
ber of cases that need to be considered. This produces the peculiarity
that, if p = 2 and a ramified extension is required, then in Step 5 this
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algorithm produces a trivial linear extension (by the polynomial x+2)
of Qp[ζc] (see Example 4.3.1).
Remark 3.2.5. We can take several different approaches to construct
the required extension. Instead of extending p-adic fields, we can start
by constructing the extension field and then taking its p-adic comple-
tion. However this method has been shown (through use of the Magma
command Completion) to be experimentally slow if the degree of the
extension field is large.
It is also possible to construct the ramified extension in a single step,
although this would involve a more complicated defining polynomial,
which makes finding ζp far more difficult.
More interesting is the construction of the unramified extension.
There are two obvious options to do so, and the one taken in our
algorithm uses the defining polynomial of the default degree c extension
of the residue class field of Qp. This results in a defining polynomial
with small coefficients but no natural c-th root of unity, hence the
Hensel lifting in Step 8.
Alternatively, we can use an appropriate p-adic factor of the c-th
cyclotomic polynomial. This construction provides ζc in the unramified
extension by default, but at the cost of a defining polynomial where
many coefficients have small valuation and hence are large with respect
to the basis digits. However, since the normal basis used in Magma
commutes with Galois automorphisms through the permutation of co-
efficients, the benefit of this construction is that it allows for faster
Frobenius endomorphism on ζo. It remains untested which construc-
tion of the unramified extension gives a better run time.
Once Qp[ζo] is constructed, we perform Hensel lifting to obtain the
necessary roots of unity. This is now used to construct a group of
Dirichlet characters of order n, since the values of characters taken at
integers are essentially powers of that particular root of unity.
3.3. Character selection
In order to compute Lp(1, χ) we need to know the characters cor-
responding to K. If K is the f -th cyclotomic field then this selection
is easy: the required characters are simply those with conductor f
that are non trivial and even (since Lp(1, χ) is 0 for odd characters).
Otherwise, by finding the conductor f of K [14, Algorithm 4.4.4], we
can deduce that the required characters form a subset of those with
conductor f , since K is then a subfield of the f -th cyclotomic field.
Furthermore, these characters would either have the same order as
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[K : Q], or, in the case of non cyclic fields, an order that is a factor of
the degree.
If f is prime and K is cyclic, the characters required are only the
primitive ones. However, if f is not prime, then there will be several
fields with the same degree and conductor, and we thus must select
the characters corresponding to each subfield. Since f can be quite
large compared to the degree of K, we do not want to compute the
f -th cyclotomic field explicitly, nor any embeddings from K into Q[ζf ].
Instead, class field theory can be used to find the characters in question.
Algorithm 3.3.1. Selecting characters corresponding to field K
Input: K
Output: set of characters X
1: set degree and conductor of K to be n and f respectively
2: let the set of even Dirichlet characters with conductor f and
order n be S
3: construct the map between the ray class group modulo f , Clf ,
and (Z/fZ)×
4: construct H, the norm group of K, from Clf
5: let the set of characters in S that act trivially on H be X
Remark 3.3.2. Although Clf and (Z/fZ)× are isomorphic, we need to
construct a map between the two as they are constructed in Magma as
separate objects. The norm group is constructed using [14, Algorithm
4.4.3].
An alternative method, suggested by Xavier-Franc¸ois Roblot, is to
take the set of all characters with the correct conductor and order
and evaluate their minimal polynomials. The parent fields are then
identified and the appropriate characters chosen. While this is feasible
for small conductors, it is not practical for large conductors since this
makes the minimal polynomial difficult to compute.
Theorem 3.3.3. The set X generated by the above algorithm is the
set of characters corresponding to K.
Proof. We start with Gal(Q[ζf ]/Q), which is isomorphic to (Z/fZ)×.
Consider the projection φ:
Gal(Q[ζf ]/Q)→ Gal(K/Q) .
The kernel of φ is Gal(Q[ζf ]/K) (that is, the automorphisms of Q[ζf ]
that fix K). Any character corresponding to K would act trivially on
the kernel.
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We know that, from class field theory,
Gal(K/Q) ' Clf/H
where Clf is the ray class field of modulo f , and H is the norm group
in Z generated by norms of ideals in K. With knowledge of Clf and
Gal(K/Q), we can compute H by taking norms of primes until Clf/H
reaches the appropriate size [14, Algorithm 4.4.3]. The kernel of φ is
H, so we need to find the characters that act trivially on H. Although
Clf ' (Z/fZ)×
and χ acts on (Z/fZ)×, there is no canonical map between the elements
of these two sets. We can construct such a map by examining how
various primes map to both Clf and (Z/fZ)×. This allows us to find
the generators of the kernel of φ. Since we know the required characters
act trivially on the generators, we can test to find the correct characters.

Remark 3.3.4. It turns out that, given a particular set of characters,
it is also possible to find the field corresponding to this set through a
reverse application of this algorithm. Note that the step of constructing
the field from the ray class group is particularly difficult and makes use
of results from [20].
3.4. Computing Lp(1, χ)
Once the extension field is generated (with the necessary roots of
unity) and the required characters have been selected, it is possible to
compute Lp(1, χ).
The computation based on Theorem 2.4.1 is relatively straightfor-
ward. However, the computation of logp(1 − ζ i) in a field with large
ramification degree can be slow, its computation time being in the order
of seconds. Coupled with the large number of logarithms that must be
performed, this process thus becomes extremely tedious. Fortunately,
in those unramified cases where the Frobenius endomorphism does not
act trivially, we can use it to reduce the number of logarithms required.
This maps logp(1− ζ i) to logp(1− ζ ip) in a fraction of the time it takes
to evaluate logp(1− ζ ip).
On the other hand, when using the formula from Theorem 2.4.2, it
is important to know how many terms in the infinite sum need to be
calculated for the result to have precision ν, that is, correct in value
modulo pν . This follows as a corollary from the proof that the infinite
sum converges.
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Proposition 3.4.1. The infinite sum
∑
j≥1
(−1)jm
j−1
aj
Bj
j
converges with respect to |.|p.
Proof. Let sj be the j-th term of the sequence. Since |.|p is a non-
Archimedian norm it is sufficient to show that limj→∞ sj = 0 p-adically.
Consider the valuation of the individual terms in sj. Since (a, p) =
1,
vp(sj) = vp(m
j−1) + vp(Bj)− vp(j) .
We need vp(sj) → ∞ as j → ∞. This can be achieved by finding the
lower bound of vp(sj), using [38, Theorem 5.10].
Lemma 3.4.2 (von Staudt-Clausen theorem). Let Bj be a Bernoulli
number. Then
Bj +
∑
(p−1)|j
1
p
is an integer.
Suppose vp(m) = r, then we have vp(m
j−1) = r(j − 1). By the
above lemma, vp(Bj) ≥ −1, since Bj contains at most a single factor
of p in its denominator. Since vp(j) ≤ log j/ log p, we obtain
vp(sj) ≥ r(j − 1)− log j
log p
− 1 .
From this result, it is clear that vp(sj) → ∞ as j → ∞, and therefore
|sj|p → 0, which completes the proof. 
Corollary 3.4.3. To calculate
∑
j≥1(−1)j(mj−1/aj)(Bj/j) to preci-
sion ν, we need to sum up to the smallest j such that
(3.4.1) ν < vp(m)(j − 1)− log j
log p
− 1 .
Theorem 3.4.4. For sufficiently large ν, calculating the partial sum
of sj up to j = (2ν + 1)/vp(m) + 1 provides the necessary precision.
Proof. Since the right hand side of inequality (3.4.1) is monotonically
increasing with respect to j, we only need to test if j = (2ν+1)/vp(m)+
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1 satisfies the inequality. Substituting the value for j, we obtain
vp(m)(j − 1)− log j
log p
− 1− ν
=ν −
log
(
2ν+1
vp(m)
+ 1
)
log p
≥ν − log(2ν + 2)
log p
since vp(m) ≥ 1
=ν − log 2 + log(ν + 1)
log p
.
Consider this expression as a function in ν. Since it is monotonically
increasing for ν > 0, then it is positive when ν > k for some integer k
(the lowest precision for which this choice of j will return the correct
result modulo pk), which satisfies the condition in Corollary 3.4.3. 
Remark 3.4.5. We note that when p = 2 and 3, k = 3 and 1 respec-
tively. For all other primes p, k ≤ 0, so j = (2ν+1)/vp(m)+1 could be
used for almost all values of p, since any practical computation requires
a precision of at least 1.
In practice, we can achieve a better bound on j by solving the
inequality 3.4.1 for any particular m, p and ν values.
3.5. Evaluating the p-adic regulator
We use an alternative matrix from the definition of Rp to compute
the p-adic regulator: instead of removing a column, an additional row
is added at the bottom of the matrix. Since K is totally real, the r1+r2
(which is n, the degree of K) embeddings are all ‘real’ and δi = 1. We
compute
(n logp(un))
−1 det(logp(σi(uj)))i,j
where logp(un) = 1. This provides the same value as Rp.
Thus if we have a system of p-maximal independent units we can
easily compute the valuation of the p-adic regulator. We also need the
different p-adic embeddings, but these are either trivial to compute
using standard techniques for p-adic factorisation or root finding, or
otherwise by making use of Q-automorphisms of the field once we have
one fixed p-adic embedding.
The units are not typically represented with respect to a fixed basis
of the field, but are represented as a power product
ui =
r∏
j=1
α
ei,j
j
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for some (small) elements αi and some (large) exponents ei,j ∈ Z [12].
Since ui may require up to O(
√|D|/n) digits, this representation is
a more efficient method to store our result. The size of the represen-
tations of units, combined with the complex logarithms used in the
classical method, makes the computation of the regulator subexponen-
tial in D. With p-adic logarithms, we have a much better control of
errors and precision (which benefits from a non-Archimedian metric),
and this represents a significant advantage.
We note that, despite logarithms of power products being trivial
to compute, αi are not units (although their power product is a unit).
This representation requires the computation of logarithms of non-units
(not 1-units); hence, we developed the p-adic logarithm from Algorithm
3.1.1 specifically for this application.
To obtain the correct valuation of the p-adic regulator we need a
basis for any p-maximal subgroup of the unit group U . In order to
obtain this subgroup, we must use saturation techniques (introduced
in [7]), which have been developed from classical methods [34, Section
5.7]. A brief outline of this technique is given below.
Starting with the S-unit group U (where S is the factor basis), an
arbitrary subgroup V of U is constructed. This could be achieved by
running Buchmann’s algorithm using a small set of prime ideals as the
factor basis. If p - (V : U) then we know our regulator is p-maximal.
Otherwise there is the possibility that there is some element u ∈ U but
u 6∈ V and up ∈ V . This provides additional relations in the unit group
that affect the valuation of the p-adic regulator. To ensure the p-adic
regulator has the correct p-valuation we need to find all such u.
One way to determine if such u exists in V is to write down a
basis of V and check all the elements generated by this basis, but this
requires many operations and is time consuming. Instead, we try to
find if such u exists in a subspace of V by considering this locally at
different prime ideals. This provides a probabilistic method to find the
remaining relations efficiently.
Suppose we have a prime ideal P not in the factor basis, and
p | N(P ) − 1. Then we can define ϕP : V → F×P /(F×P )p, mapping
S-units to the multiplicative group of the residue class field modulo
p-th powers. Chebotarev’s density theorem states that if u ∈ V is not
a p-th power then there exists some P where u is not a p-th power
modulo P . This implies that in those cases, ϕP (u) is non trivial. Thus
by evaluating ∩ kerϕP we can find the missing relations in the unit
group, since any element u ∈ V/ ∩ kerϕP would contain a p-th root in
U but not V . We take several P until either the intersection is either
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V p or constant for five consecutive P , since the probability that it may
change with further P is extremely unlikely. This then gives us a p-
maximal subgroup of the unit group, which we can use to compute the
p-adic regulator.
CHAPTER 4
Experimental results and analysis
In this chapter we determine the complexity of the algorithms pro-
posed in Chapter 3 and test the algorithms on a selection of fields for
run time analysis. We also look at two examples in detail.
We want to compare the run time of our algorithms against the ex-
isting unconditional algorithm (Buchmann’s algorithm using the Min-
kowski bound), so for this purpose we will use bit complexity. While
not perfect, bit complexity allows comparisons to be made and pro-
vides an approximate guide as to which algorithm is faster. We see
that these predictions are also backed up by actual computations.
4.1. Complexity
Proposition 4.1.1. The complexity to compute Lp(1, χ) using Theo-
rem 2.4.1 to precision ν is O(fχν
3d2 log2 p), where d =
[Qp[ζn, ζfχ ] : Qp].
Proof. Let df = [Qp[ζfχ ] : Qp], the degree of Qp[ζfχ ]. Performing each
logarithm using classical algorithms to precision ν requires ν calcula-
tions, each of complexity O(d2fν
2). The remaining multiplication has
complexity O(d2ν2 log2 p). Combining the two complexities, we get
O(fχd
2
fν
3 + d2ν2 log2 p), which gives the upper bound O(fχν
3d2 log2 p)
as required. 
Remark 4.1.2. We can estimate what the upper bound on complexity
is using only the terms p, fχ and ν. For fixed f , it follows from Dirich-
let’s theorem on arithmetic progressions that the primes p for which
p - f are equally distributed in (Z/fZ)×, and the degree of unramified
extension should have the same distribution as orders of elements of
(Z/fZ)×. This means that the extension degree d is not dependent on
the size of p.
For large enough p neither n nor fχ would contain p as a factor,
so it is safe to say we only need an unramified extension, and that
d ≤ φ(fχ) < fχ. This gives us an upper bound of O(f 3χν3 log2 p), which
is still superior to O(
√|D|) for large n (see Section 5.1). This could
also be improved from d2 to d log d through the use of more efficient
34
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multiplication algorithms, reducing the complexity of the algorithm to
O(f 2χν
3 log fχ log
2 p).
Proposition 4.1.3. The complexity to compute Lp(1, χ) using Theo-
rem 2.4.2 to precision ν is O(lcm(fχ, p)n
2ν3).
Proof. To compute the infinite sum with precision ν requires per-
forming at most 2ν + 2 additions, each with complexity in the order
of ν2, providing a complexity of O(ν3) for this sum. The logarithm
now has complexity O(n2ν3), and it must be computed for each of
the lcm(fχ, qp) additions in the formula (each of order ν) for a final
complexity of O(lcm(fχ, p)n
2ν3). 
Remark 4.1.4. The degree of extension depends only on the field de-
gree (the only root of unity required comes from the Dirichlet character,
which has order dividing n). Unless p | n, only an unramified extension
is required, and the degree is bounded by n−1. We also have an upper
bound on lcm(fχ, qp) of 2fχp, so the worst case scenario for complexity
is O(fχpn
2ν3).
One of our algorithms is linear in the conductor, while the other
is quadratic in the conductors. As the ratio log |D|/ log f increases
with n, the degree of K (either through the conductor-discriminant
formula or our own calculations for fields with non prime degree from
Section 5.1), this provides an improvement in most cases on the existing
algorithm running in O(
√|D|) time.
It is unclear what precision is necessary in our calculations. While
in general the precision required is small, this is not true for all cases.
However, the benefit of doing the computation p-adically is that if the
result is 0 then we know that there was insufficient precision (corre-
sponding to the result being 0 mod pν) and we can increase the pre-
cision until we obtain a non zero value, which is correct modulo pν .
Indeed, we can compute the full class number if we can compute Rp
(instead of just its p-valuation) and increase the precision sufficiently
for calculating both Lp(1, χ) and Rp, although doing so is generally
impractical.
The precision is also affected by the ramification index, since it
acts multiplicatively on the precision. Although we talk about p-adic
precision, we actually compute using the uniformising element pi. Since
pie (where e is the ramification degree) is equal to some unit multiple of
p, in order to work with a p-adic precision of ν we are actually working
with a precision of eν using pi. This will mean that, in general, the
computation will be slower when p divides n, and we can see this in
the test results.
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4.2. Experimental results
We tested the algorithms on a selection of fields with Galois groups
of order 3 to 11 for run time analysis. Since we intend to use the
algorithms for class number verification, we have only computed the
product of the p-adic L-functions. To perform the full calculation to
evaluate the p-adic class number, we must also compute the p-adic
regulator. We recorded the degree of the ramified and unramified ex-
tensions, and the time taken to compute each product. A limit of 50
was set for the total degree of the extension to prevent excessively long
calculations.
Fields with the following Galois groups were tested, for p up to 11:
• 789 C3 fields with conductor up to 4977
• 364 C4 fields with discriminant up to 45467648
• 330 C2 × C2 fields with discriminant up to 2433600
• 326 C5 fields with conductor up to 5071
• 334 C6 fields with conductor up to 673
• 123 C7 fields with conductor up to 3529
• 35 C8 fields with conductor up to 356
• 17 C2 × C2 × C2 fields with conductor up to 744
• 36 C2 × C4 fields with conductor up to 240
• 166 C9 fields with conductor up to 1971
• 79 C3 × C3 fields with conductor up to 1351
• 42 C11 fields with conductor up to 2047
The results of these computations are available electronically (the
reference is provided in Chapter 7).
We are predominantly interested in the behaviour of the ratio
log |D|/ log f , as this gives us a measure of the improvement our algo-
rithms offer over existing algorithms (see explanation in Section 5.1).
Where the degree of the number field is prime the ratio is given by
the conductor-discriminant formula, while the ratio is 6 for all tested
C3 × C3 fields. For the remaining fields the following graphs highlight
the relationship between the ratio and the conductor of the field.
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The two relationships between D and f in the above graph arise
because for these fields we have either D = f 2 or D = 4f 2, giving us
a ratio of 2 or 2 + log 4/ log f respectively. There are no fields with
D = 4f 2 after f ≈ 800 because the fields tested here were restricted by
discriminant rather than conductor size, so it is expected that listing
the fields where D = 4f 2 by conductor would end at half the value
compared to those fields where D = f 2.
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The ratio for C4 fields is much more complicated. There is a family
of (infinitely many) fields with D = f 3 and hence a ratio of 3. However,
if the intermediate quadratic field has conductor g (where g is a divisor
of f) then D = gf 2 and the ratio is now 2 + log g/ log f . For each
particular g we would have the same relationship as the C2 ×C2 cases
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where D = 4f 2, but there are many different values of g (even in our
test sample). Note that again, since the tested fields were restricted by
discriminant, the graph ends earlier for fields with larger g values (and
when g = f).
The following graph separates the fields by the value of g, for the
most common values.
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For C6 fields, the discriminant is of the form g1g
2
2f
2, where both
g1 and g2 are divisors of the conductor f . However, the relationship
between g1 and g2 is unclear and this makes it difficult to predict results
for large f .
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In most cases the effect of the conductor on the computation time is
evident, and confirms the theoretical results. The extension degree of
the field (whether ramified or unramified) in which we work also makes
a difference, although the degree of ramification is more significant as
it affects the precision required for computation. An example for the
fields with Galois group C7 computed using the Cohen approach is
reproduced below.
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Note that calculations involving p = 7 took in general a magnitude
longer in comparison to the other primes for the same conductor, and
are therefore omitted from the graph for clarity. The computation time
for all primes tested appears to be linear in f , apart from the peculiar
case of p = 2 when there are two distinct linear relationships.
This may be attributed to the precision required to compute Lp(1, χ),
with the ones requiring ν > 12 taking much longer than those requiring
ν = 12. The graphs of computation time for fields with other Galois
groups are similar, with observable linear relations. These graphs can
be found in Chapter 7.
The effect of the conductor on the computation is much more dif-
ficult to observe when using the Iwasawa approach because the degree
of unramified extension took varying values. This caused two problems
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for analysis: first, it meant we had gaps in the data when the degree of
total extension exceeded the limit we put in place and the computation
did not go ahead. Second, unlike the Cohen approach when the degree
was in general low (being either 1 or 2) and had little effect on time,
this wide range of values taken by the degree of total extension had a
significant impact on calculation time and must be taken into account
during analysis.
For large p it is expected that, if the extension degree is low, then
the Iwasawa approach may be superior to the Cohen approach, but in
general the Cohen approach has been shown to be faster. This partially
answers the question raised by Cohen in [16, p304] as to which of
Theorem 2.4.1 or Theorem 2.4.2 would be better for computation.
Both computations are particularly troublesome when p | n, since
in this case we need ramified extensions. The effect of ramification on
the precision required for logarithms is quite apparent and much more
significant than we originally expected. This effect is noticeable in the
cases when n contains a single factor of p, but the effects are even
greater when a higher power of p divides n. While both approaches
take a sizeable hit in run time, the Iwasawa approach is affected more
severely (especially in cases when p divides f), as the effect on the
Cohen approach is masked by a reduction in lcm(fχ, p).
This hit in run time is due to the computation of the logarithms
under both approaches. However the logarithms of integers in the Co-
hen approach are much simpler than the roots of unity required for the
Iwasawa approach. This makes the implementation and optimisation
of the p-adic logarithmic function vital and non trivial. The basic opti-
misation of evaluating logarithms as (1/pl) logp(1 +X)
pl instead yields
significant improvements in run time, in some cases by a magnitude.
Given any particular logarithm calculation, we can calculate what l
value is required to minimise the run time.
Other optimisations (mentioned in Section 2.1) applied to loga-
rithms may also be applicable here. It is claimed that the optimisation
through the use of exponentials from [6] will work in Qp. However, we
believe that this optimisation only applies in high precision examples
several magnitudes larger than what was used in our calculations, even
if we take into account the effect of the ramification degree on precision.
4.3. Examples
In this section, we look at two examples, intended to demonstrate
our algorithms in practice, and to show where these are superior to the
existing algorithm. Unless otherwise stated, a precision of 5 is used.
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Example 4.3.1. (Q[
√
40], p = 2). Q[
√
40] is the first real quadratic
field with non trivial class number. Neither method from [2] nor [23]
can deal with this example, since we have p = 2 and p divides the field
degree.
In this case we can find both the discriminant and conductor easily:
both are 40. Using the Iwasawa approach, 40 = 23 · 5 and 24 = 1
(mod 5), so we must take a fourth degree unramified extension of Q2,
which is the 2-adic field defined by the polynomial x4 +x+ 1. Let α be
a root of the defining polynomial in this extension. We then need to
construct two ramified extensions of this field, first with the polynomial
x + 2 (see Remark 3.2.4), followed by x4 + 4x3 + 6x2 + 4x + 2. Let β
be the root of x4 + 4x3 + 6x2 + 4x+ 2 in the final extension field.
We obtain an approximation to the 40-th root of unity (correct up
to modulo 25), which is required for later calculations, as
(−13α3 + 8α2 + 14α− 2)β − 13α3 + 8α2 + 14α− 2 .
The characters required are of order 2, with conductor 40. It turns out
only a single character χ is required, with χ(17) = −1, χ(21) = −1
and χ(31) = 1.
We now compute the p-adic zeta function and p-adic regulator,
although in this example we could just find the fundamental unit of
the quadratic field. This works out to be β4 and γ (a root to the
equation x2 − 10 in Q2), with valuation 4 and 1 respectively. Putting
this into the p-adic class number formula, we get v2(h) = 1 as required.
Example 4.3.2. (Q[θ], p = 11). Here, θ is a root of the polynomial
x11 − x10 − 930x9 − 1049x8 + 254577x7−
177105x6 − 28898705x5 + 105363794x4 + 1065225462x3−
7828574944x2 + 15893036840x− 7589985325 .
This degree 11 field has conductor 2047 and a 34 digit discriminant.
Buchmann’s algorithm is capable of computing a tentative class group
of C11 for this field in approximately 13 seconds, using prime ideals with
norm less than 2000. Under the assumption of GRH, we can verify this
is indeed the class group by checking up to the Bach bound of 69752,
which takes another 61 seconds.
To unconditionally verify the class group we must use the Minkowski
bound, which in this case is 5028348788074. Judging by the time it took
to check up to the Bach bound, we estimate that the time required for
such verification would be in the order of centuries. We cannot use any
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existing methods to verify that this is p-maximal because p divides the
field degree.
Using the Cohen approach, we can carry out an 11-adic verification
in 4.5 seconds. Furthermore, if we compute the (valuation of the) p-
adic regulator, we can compute the p-valuation of the class number to
be 1 without the use of any existing algorithm, with the entire process
taking approximately 22 seconds. This is even faster than using the
Bach bound, and in this case our algorithms are an improvement over
the existing algorithm even if GRH is assumed.
CHAPTER 5
Comparisons
5.1. Classical approach
As stated in Section 1.3, unconditional results using the classical
method based on Buchmann’s algorithm require calculations of the
order of
√|D|, whilst our algorithms, given a fixed p, depend predom-
inantly on f . Comparing the ratio log |D|/ log f gives us an indication
as to whether the proposed algorithms are superior to the classical ap-
proach: if the ratio is slightly greater than 2 this means that the gain
in speed is not very large (in fact the classical approach may indeed be
superior when the ratio is less than 2), while a large ratio indicates a
significant gain. The effects are easy to see for fields of prime degree,
since by the conductor-discriminant formula [31, Chapter VII, Section
11.9], we have |D| = fn−1. Thus for prime fields of degree 5 or higher
the proposed algorithms offer a significant advantage over the existing
algorithm.
We want to show that the algorithms are not only capable of faster
verification in these special cases, but that they are superior for al-
most all totally real abelian fields. However, the case where n is not
prime is more complicated, since the conductor-discriminant formula
[38, Theorem 3.11] only states that if X is the set of Dirichlet charac-
ters associated with an abelian field, then
D = (−1)r2
∏
χ∈X
fχ .
We can work out whether a field of degree n with conductor f exists by
testing to see if there are any subgroups of a given index in the group
(Z/fZ)×. Since we know f , we are able to compute the conductors
of all of the characters in X (using class field theory), and hence we
can evaluate the discriminant. This calculation needs to be performed
explicitly for each field, and so it is not possible for us to predict the
long term behaviour of the ratio log |D|/ log f .
It is, however, possible to give an asymptotic limit on what the ratio
would be, based on what we know about the densities of discriminants
and conductors. Let D(X) and F(X) be the number of algebraic num-
ber fields (with fixed abelian Galois group G) contained in some fixed
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algebraic closure, with discriminant up to X and conductor up to X
respectively. Based on [30], for any ε > 0 we have the formula
F(X) = XP (logX) +O(X1−3/(v0+6)+ε) ,
where P (logX) is a polynomial (in logX) of degree d0, and leading
coefficient c, d0 and v0 being constants dependent on G. This states
that the number of fields with conductor at most X is asymptotic to
cX logd0 X, for some constant c.
Wright [39] showed that as X →∞,
D(X) ≈ c(G)α
(v − 1)!X
1/α logv−1X .
Here c(G) is a constant depending on G, α = |G|(1 − 1/Q), where Q
is the smallest prime divisor of the order of G, and v = |G|Q/Q, where
|G|Q is the number of elements with order Q.
While we know that the discriminant does not grow monotonically
with the conductor, nevertheless we do have D → ∞ as f → ∞.
Therefore, if we have D(X) = F(Y ), then we know that a field with
conductor Y will have discriminant X (at least asymptotically). If
we can solve for X explicitly then we are able obtain a relationship
between f and D (and use this to calculate the ratio).
The dominant term in each of D(X) and F(Y ) is the power of X or
Y respectively. Since we are only interested in asymptotic behaviour
we will only consider these. Since X1/α ≈ Y , we find that
log |D|
log f
→ α(= |G|(1− 1/Q)) .
Since α is dependent only on the group order, all fields of the same
degree would have the same asymptotic ratio, regardless of the actual
structure of the Galois group. For fields with composite degree greater
than 4, we have α ≥ 3, so we can conclusively say that the proposed
algorithms offer an advantage on all fields of degree 5 or higher over
the classical method.
Remark 5.1.1. This calculation gives an asymptotic result which
shows that there exists families of fields where the proposed algorithms
would be superior to the classical method. For small X the experimen-
tal results are more mixed. Both the logarithm terms and the constants
have a significant effect on the ratio. These constants are difficult to
compute, with only a few special cases known for c(G). This is evident
in the results for fields with Galois group C4 and C2×C2. While both
have an asymptotic limit of 2, in the C2×C2 case the limit of the ratio
is actually 2, whereas in the C4 case there are infinitely many fields
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from the family D = f 3 with a ratio of 3 (this larger ratio is better for
our algorithm).
5.2. Contemporary approaches
In the last decade Hakkarainen [23] and Aoki [1] have provided
two main approaches to the problem of determining the p-valuation
of the class number. Hakkarainen’s approach was developed in the
context of number theory and systematically searches for prime divisors
of class numbers of totally real abelian fields, assuming the Cohen-
Lenstra heuristics to obtain an upper bound on the primes. It combines
ideas from Schoof [36], who presented an efficient method to compute
the divisors when the conductor of the field is prime, and Schwarz [37]
when the conductor is composite.
Hakkarainen’s algorithm is based on the theoretical work of Leopoldt
[28], who examined the Wedderburn decomposition of the unit group
and split the class number into parts. Each part can be tested for
divisibility by p by a three step algorithm (with an additional step to
check when vp(h) > 1), which begins by checking for the necessary
conditions for p | h. The first step is based on [37] and computes
the greatest common divisor of polynomials, and is relatively quick to
run. The second step searches for units that are p-th powers, based on
an idea from van der Linden [29]. Finally, by computing the minimal
polynomials of the units from the second step, Hakkarainen’s algorithm
verifies divisibility by checking the p-th root of the unit. This step, as
well as the additional step to check if h is divisible by a higher power of
p, comes from the method of “devissage” developed by Gras and Gras
[22]. “Devissage” is essentially the technique of saturation, albeit with
one major difference: we avoid the tedious calculations of the minimal
polynomials (which, as Hakkarainen had noted, could require over 5000
digits in the computation).
Instead, our approach makes use of the saturation technique devel-
oped in [7]. For abelian fields with conductor of moderate size we can
obtain the required p-maximal subgroup of the unit group from the
cyclotomic field and avoid direct computation using class groups. This
is far more efficient than the technique Hakkarainen used.
Whilst we are not focused on finding all prime divisors up to a
bound, our algorithms share some common goals with that of Hakka-
rainen. It is possible to incorporate into our proposed algorithms his
first step of eliminating possible p values. Should the p-part of the class
group turn out to be trivial, some time would thus be saved by avoiding
the full computation. However, when the class group is p-divisible, his
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verification step would incur a significant time penalty compared to
the technique of saturation, since computing the minimal polynomial
is time consuming and requires high precision.
The main problem with Hakkarainen’s algorithm is the inability
to deal with the case where p is a factor of the field degree. In this
case, Hakkarainen claims that there is a test that can rule out whether
any given p is a divisor of the class number. However, the theoretical
background of his algorithm makes it impossible to verify whether any
p that passes the test is in fact a divisor. At least in the case of fields
with prime degree p, genus theory tells us that the set of fields with
class number p has positive measure, and the inability to compute the
class number of fields in such a set is a severe hurdle. Our proposed
algorithms have no such issue, and can also deal with the case where
p = 2.
Aoki and Fukuda [2] took a more group theory oriented approach to
the problem. Given a fixed p, they wanted to find the structure of the
class group after decomposition into various parts. This is important
in Iwasawa theory, and their algorithm provides these parts directly
without computing the entire class group. Based on the results of
Kolyvagin, Rubin and Thaine, their algorithm explicitly obtains the
annihilators of some specific ideals of the number field in question.
However, this algorithm has a similar problem when p = 2 or if p is a
factor of the field degree. Furthermore, as Aoki and Fukuda could not
give explicit upper bounds for parts of their computation, we cannot
estimate the run time of their algorithm (apart from perhaps making
use of heuristic arguments), which makes any comparison of complexity
difficult.
CHAPTER 6
Open questions
There are two possible extensions to the algorithms proposed. We
can try to improve the speed of the existing algorithms and thus reduce
the run time. We can also try to extend the algorithms beyond totally
real abelian number fields.
During our analysis of the algorithms, we also found an interesting
result that we are currently unable to explain which could warrant
further investigation. We shall examine this question first.
6.1. Results from analysis
The graphs of the conductor f against the ratio log |D|/ log f yielded
interesting results (see Section 4.2). It is clear for fields with Galois
group C4, C2 × C2 and C6 that the ratio is dictated by the properties
of these fields, and we expect that this is the case for fields with other
Galois groups as well.
For any number field with a particular Galois group and conduc-
tor f , we can use class field theory to work out the conductors of
all the associated Dirichlet characters, and hence calculate the ratio
log |D|/ log f . We are thus able to compute the ratio explicitly, but we
are not able to predict its long term behaviour.
Investigations into this question would most likely require grouping
the fields into families according to the conductor of their associated
characters, and examining the properties of each family to see what (if
any) conclusions can be drawn.
6.2. Optimisations
We set out to show that it is possible to unconditionally compute
the p-valuation of the class number of a number field, without having
to compute the entire class group. Since the methods from previous
research had various limitations [2, 23], our main focus was to show
that a working p-adic algorithm is indeed possible, with efficiency being
a secondary consideration. While various optimisations were applied to
our algorithms, these developments were primarily aimed at addressing
problems encountered during testing.
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We adopted the Frobenius endomorphism in response to lengthy
run times (in the order of seconds) encountered when evaluating loga-
rithms using the Iwasawa approach for some quadratic fields, a problem
exacerbated when we had to calculate thousands of these logarithms.
In fact, the Cohen approach itself was developed in response to these
lengthy run times. The power series of the p-adic logarithm was mod-
ified to address concerns raised in other research.
The computation of the logarithms constitutes the majority of the
calculation time when using the Iwasawa approach, so its optimisation
is crucial in improving the efficiency of the algorithm. While some
optimisation strategies have been discussed in Section 2.1, there may
be other possibilities that have not yet been explored.
In addition to this, other components of our algorithms can be
improved. There may be more efficient methods to compute the Gauss
sum used in the Iwasawa approach. In the Cohen approach most of the
computation involves terms from Zp, so performing these calculations
in the base field may yield some improvements in terms of run time.
A more interesting note is that, although our computation is per-
formed in an extension field of Qp, Lp(1, χ) is an element of Qp. This
raises the question of whether it is possible to obtain Lp(1, χ) working
purely in Qp. Its possibility is presently unknown.
6.3. Other fields
The limitation of these algorithms to totally real abelian fields is a
theoretical one, as the p-adic class number formula (Theorem 2.4.4) is
only limited to these fields. In order to extend the algorithms to any
number field beyond these fields, we turn our attention back to the
theory regarding p-adic regulators and classical L-functions.
For any field other than totally real abelian and CM fields, we
face the problem highlighted when defining Rp of not having a well
defined p-adic regulator. Previous work on p-adic regulators of these
fields were mainly interested in numerical verification of Leopoldt’s
conjecture, that is showing Rp 6= 0. The ambiguity in the embeddings
did not affect whether any regulator is non zero, and as a result various
definitions were used by different authors. The absence of a canonical
definition is a major hurdle in using p-adic methods for these fields.
Since it is by considering Dirichlet characters as characters of the
group Gal(Q(ζn)/Q) that we obtain the definition of Dirichlet char-
acters associated with a number field, this definition only works for
subfields of cyclotomic fields. Any extensions of our algorithms are
therefore limited to subfields of Q(ζn).
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These restrictions mean that our method of computing class number
using L-functions is only possible for either totally real abelian fields
(which has already been covered) or CM fields. Unfortunately the p-
adic L-functions for these fields (in fact any non totally real fields) is
zero [35].
There is a possibility that this can be overcome through the use of
p-adic L-functions based on Hecke characters, instead of the Dirichlet
characters used here. This possibility was hinted by Colmez [18], who
referred to the work by Katz [27] on p-adic L-functions of CM fields.
This idea is still in its infancy, with much to be done before it becomes
a viable option for implementation.
CHAPTER 7
Graphs
The following pages contain the graphs of the actual computa-
tion times for evaluating the p-adic zeta function using the Cohen
approach. All associated data files, as well as tests run using the
Iwasawa approach, and the code for both algorithms, are available at
http://www.maths.usyd.edu.au/u/yzhang/.
The linear effect of the conductor can be seen in these graphs. Pre-
cision also contributes to the run time: in some cases the effect of
precision can be observed as the relation between conductor and run
time splits into multiple lines, while in other cases the effect is so great
that bands of values are observed instead of simply lines.
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