Abstract. We consider differential inclusions with state constraints in a Banach space and study the properties of their solution sets. We prove a relaxation theorem and we apply it to prove the well-posedness of an optimal control problem.
1. Introduction. It is well known that the relaxation theorem is very useful in optimal control problems. For a differential inclusion with Lipschitz right hand side without state constraints, several papers [2, 5, 6, [9] [10] [11] yield results on the relaxation theorem and some other properties of the solution sets. In [7] , the relaxation theorem for a semilinear evolution equation with state constraints was proved. In this paper, we consider the same problem for the differential inclusion systeṁ x(t) ∈ F (t, x(t)) a.e. t, x(0) = x 0 and x(t) ∈ K, 0 ≤ t ≤ T.
Here K ⊂ X is a closet subset of a Banach space X, and F : [0, T ]×K → 2 X is a multifunction. Under weak conditions, we obtain results similar to [7] . We note that in our case, we require at each step a projection on the set K, since F is not defined outside K, and that this projection is not continuous. Moreover, in general there is no extension F of F to an open neighbourhood of K, so we cannot obtain our results from known results. Let us also mention that the viability problems for differential inclusions were studied in [1, 8] and well-posedness for differential inclusions on closed subsets of R n was discussed in [4] .
d K (x) = inf{ x − y | y ∈ K} be the distance from x to K. Also let
be the contingent cone to K at x. For A, B ⊂ X denote by d(A, B) the Hausdorff distance from A to B. A multifunction G : I → 2 X is called measurable if there exists a sequence {g n } of measurable selections such that G(t) ⊂ cl{g n (t) | n ≥ 0}. We observe that when X is separable and G has closed images this definition is the same as the usual one [3] .
X is a multifunction with closed images such that (a) for any x ∈ K, F (·, x) is measurable on I; (b) for any t ∈ I, F (t, ·) is continuous on K.
Then for any measurable function x(·), t → F (t, x(t)) is measurable on I.
X be a measurable multifunction with closed images and u(·) : I → X a measurable function. Then for any measurable function r(t) > 0, there exists a measurable selection g of G such that for almost all t ∈ I,
3. Main results. Consider the differential inclusion (P)ẋ (t) ∈ F (t, x(t)) a.e. t ∈ I,
where F : [0, T ]×K → 2 X is a multifunction with closed images and K ⊂ X is a closed subset of X. We denote by S F (ξ) the solution set of (P) and by S coF (ξ) the solution set of the relaxation differential inclusion (P)ẋ (t) ∈ coF (t, x(t)) a.e. t ∈ I, x(0) = ξ and x(t) ∈ K, t ∈ I.
We assume that F : [0, T ] × K → 2 X satisfies the following hypotheses:
X be a multifunction with closed im-
l(t) dt) and let y(·) be an absolutely continuous function such that y(0) = ξ 0 ∈ K. Let q(t) = ess sup{d(ẏ(t),
and, since d K (y(0)) = 0, we obtain
Similarly, we get
From Gronwall's inequality and by interchanging the order of integration, we obtain
By Lemma 2.2, we can choose a measurable selection v 1 (t) of F (t, z 0 (t)) such that
We claim that we may define sequences {x n }, {δ n } of functions with the following properties:
For n = 1 the above holds. Assume it holds up to i and let us show it holds for i + 1. Let z i (t) be a measurable selection of π K (x i (t)) and let v i+1 (t) be a measurable selection of F (t, z i (t)) such that
Therefore, set δ i+1 (t) = ess sup{d(ẋ i+1 (t), F (t, z(t))) | z(t) is a measurable selection of π K (x i+1 (t))}. We have
Finally, it follows from (i) that
Hence, the proof of our claim is complete. Note that from (iii), we have
Thus, {x n (·)} is a Cauchy sequence in C(I, X) and so we may assume x n (·) converges to x(·) in C(I, X). Since
To show that x(·) is a solution, we choose a sequence {z n (t)} of measurable selections of π K (x n (t)) and observe that
Since {ẋ n (·)} is a Cauchy sequence in L 1 (I, X), there exists a subsequence of {ẋ n (t)} which converges toẋ(t) a.e. t ∈ I. Passing to the limit in ( * * ), we find that x(·) is a solution.
From ( * ), we have
X is a multifunction with closed images satisfying (H 1 )-(H 4 ). Then for any x 0 ∈ K, S F (x 0 ) = S coF (x 0 ). P r o o f. It is enough to show that for any x 0 ∈ K, S coF (x 0 ) ⊂ S F (x 0 ). Let y(·) ∈ S coF (x 0 ) and define G(·) = F (·, y(·)). It is easy to see that G : I → 2 X satisfies the requirement of Lemma 2.3 and so
For any z 0 (t) ∈ π K (z(t)) measurable, since
we have
and therefore
Since ε is arbitrary, y ∈ S F (x 0 ).
4. An application. Let X be a Banach space and Y be a separable Banach space. Also let K, K ε (0 < ε ≤ 1) be closed subsets of X and let U (·) : I → 2 X be a measurable multifunction with nonempty closed values. Consider a function f : I × X × Y × [0, 1] → X. We will assume the following hypotheses:
is measurable, and for every t ∈ I, (x, u, ε) → f (t, x, u, ε) is continuous.
(2) There exists l(·) ∈ L 1 (I, R + ) such that for almost every t ∈ I and for all u ∈ U (t) and 0 ≤ ε ≤ 1,
(3) For almost every t ∈ I and for all x ∈ X and 0 ≤ ε ≤ 1 the set F (t, x, ε) = f (t, x, U (t), ε) is closed and contained in l(t)B.
( 
(6) Let g : X → R be continuous. Consider the optimal control problem
We denote the value of (P ε ) by V ε and the value of the original problem (P 0 ) (ε = 0) by V ; we say that (P ε ) is well-posed if V ε → V as ε → 0.
To prove well-posedness, we need the following hypothesis: (7) There exists a minimizing sequence {u n } for (P 0 ) such that if x n (·, ε) and x n (·) are solutions of (4.1), (4.2) and of the original equation (ε = 0) respectively with u n (·), then x n (T, ε) → x n (T ) as ε → 0.
Theorem 4.1. If hypotheses (1)- (7) hold , then the problem (P ε ) is wellposed.
P r o o f. By (7), there exist a minimizing sequence {u n (·)} for (P 0 ) and solutions x n (·) of (4.1) and (4.2) (for ε = 0) with respect to u n (·) such that g(x n (T, ε)) → g(x n (T )) as ε → 0. Also note that V ε ≤ g(x n (T, ε)). So we get
On the other hand, let ε n → 0 (ε n < 1). Choose admissible state-control pairs (x n , u n ) for (4.1) and (4.2) such that
We note that x n (t) ∈ K ε n ⊂ 0<ε<1 K ε and ẋ n (t) ≤ l(t). From the Ascoli-Arzelà theorem, taking a subsequence and keeping the same notations we may assume that x n (·) → x(·) in C(0, T ; X) andẋ n w −→ẋ(·) in L 1 (I, X).
It is easy to show that (see [6] )
x(t) ∈ co lim sup n→∞ F (t, x n (t), ε n ) ⊂ coF (t, x(t)) (t → F (t, x, ε) is measurable; x → F (t, x, ε) is l(t)-Lipschitz and ε → F (t, x, ε) is continuous).
By hypothesis (5), we get
From the definition of F and hypotheses (1)- (5), we know that F and K satisfy the hypotheses (H 1 )-(H 4 ). By Theorem 3.2, there exists a sequence {x m (·)} of solutions of the differential inclusions (4.5)ẋ m (t) ∈ F (t, x m (t)), x m (0) = x 0 and x m (t) ∈ K such that x m (·) → x(·) in C(0, T ; X). From [3, p. 214] , there exists a sequence {u m (t)} ∈ U (t) of measurable functions such that (4.6)ẋ m (t) = f (t, x m (t), u m (t), 0), x m (0) = x 0 and x m (t) ∈ K.
Hence, we get g(x(T )) = lim m→∞ g(x m (T )) ≥ V . Note that by passing to the limit in (4.4), we obtain (4.7) V ≤ g(x(T )) = lim n→∞ g(x n (T, ε n )) = lim n→∞ J(u n , ε n ) ≤ lim n→∞ V (ε n ).
From (4.4)-(4.7), we deduce V (ε) → V as ε → 0.
