We define spatial CPD-semigroup and construct their Powers sum. We construct the Powers sum for general spatial CP-semigroups. In both cases, we show that the product system of that Powers sum is the product of the spatial product systems of its factors. We show that on the domain of intersection, pointwise bounded CPD-semigroups on the one side and Schur CP-semigroups on the other, the constructions coincide. This summarizes all known results about Powers sums and generalizes them considerably.
Introduction
In the 2002 AMS-Workshop on 'Advances in Quantum Dynamics' in Mount Holyoke, Powers described a sum operation for spatial E 0 -semigroups on B(H), the algebra of bounded operators on a Hilbert space H. The result is a Markov semigroup and Powers asked for the product system of that Markov semigroup in the sense of Bhat [Bha96] , and if that product system coincides or not with the tensor product of the Arveson systems of the E 0 -semigroups. (By Arveson system we shall refer to product systems of Hilbert spaces as introduced by Arveson [Arv89] , while product system refers to the more general situation of Hilbert modules.)
Still during the workshop (see Skeide [Ske03a] ) we could show that the Arveson system of the Powers sum is our product of spatial product systems introduced in [Ske06] (preprint 2001) immediately for Hilbert modules. In the case of Hilbert spaces, the product is a subsystem of the tensor product. (For modules there is no tensor product of product systems.) Liebscher [Lie03] showed that the product may but need not be all of the tensor product. The question, if the subsystem of the tensor product is nevertheless isomorphic to the full tensor product or not, remained open until Powers [Pow04] : It need not.
The Powers sum has been generalized in several directions. Powers [Pow04] generalized it to CP-semigroups that are spatial in his sense (a sense we consider too narrow). In Bhat, Liebscher and Skeide [BLS07] we constructed the Powers sum for spatial E 0 -semigroups on B a (E), the algebra of adjointable operators on a Hilbert module E. We also showed that the product system of the sum is our product.
In Section 2 we introduce spatial CPD-semigroups and construct their spatial product sys-
tems. (This adds several new facts to CPD-semigroups and their GNS-systems as discussed
in [BBLS04] . In particular, like discussed in [BLS08] for spatial CP-semigroups, the spatial product system of a CPD-semigroup, in the C * -case, may be bigger than the GNS-system.) In Section 3 we construct a Powers sum for them, which is a spatial CPD-semigroup, too. We show that the product system of the sum is our product of the spatial product systems of the constituents. In Section 5 we introduce a Powers sum for spatial strict CP-semigroups acting on (not necessarily equal) B a (E)s, and show also here that their the spatial product systems of the sum is the product of the spatial product systems of the constituents. Both sorts of Powers sums include Powers construction [Pow04] (adding to [Pow04] the identification of the Arveson system of the sum) and generalize it considerably. Our second Powers sum for CP-semigroups on B a (E) includes and generalizes [BLS07] and furnishes the case treated there, E 0 -semigroup, with a more transparent proof. Finally, in Section 6 we show that the subclass of pointwise bounded CPD-semigroups and the subclass of Schur CP-semigroups are two sides of the same coin.
The discussion is mainly for C * -algebras and modules. For the reasons explained in Section 2, this case is more peculiar. With few modifications, also explained in Section 2, the case of von Neumann algebras and modules is always included, usually, with simplified proofs.
It would be interesting to follow the story in the historical order. But for this we would have to introduce a lot of terminology, needed just to describe the known results, before we came to new ones. We prefer, therefore, to start immediately with the discussion of spatial CPD-semigroups and their product systems, followed the definition of their Powers sum and the identification of its product system. Only then we explain how this specializes to Powers results.
Spatial CPD-semigroups and their product systems
Let S denote a set. We shall consider kernels K : S ×S → B(A, 
for all choices of finitely many elements
A typical example of a CPDkernel is given by
for a family ξ s s∈S of elements in a correspondence E from A to B. In fact, if A and B are unital, then every CPD-kernel can be recovered in that way. by its Kolmogorov decomposition.
If we require that E is generated by ξ s s∈S as a correspondence, then the pair (E, ξ s s∈S ) is unique up to bilinear unitary equivalence. We refer to it as the Kolmogorov decomposition and to E as the Kolmogorov correspondence of K.
Remark.
If S has exactly one element, then the CPD-kernels on S are precisely the CPmaps, and the Kolmogorov decomposition is Paschke's GNS-construction for CP-maps; see [Pas73] . If S = {1, . . . , n}, then the CPD-kernels on S can be identified with Schur CP-maps
we establish a one-to-one correspondence with positive definite B-valued kernels. If also B = C, then we get back the usual Kolmogorov decomposition for C-valued kernels. ) is determined up to suitable isomorphism. We refer to it as the GNS-construction and to E ⊙ as the GNS-system of T.
Remark. Even if

Remark.
If S has one element, then the CPD-semigroups on S are precisely the CPsemigroups and the GNS-construction is that from [BS00] .
Observation.
If E ⊙ is the GNS-system of a CPD-semigroup T and ξ s⊙ s∈S the generating family of units, then
This is very important to identify, later on, the spatial product system of the Powers sum of spatial CPD-semigroups on B or spatial CP-semigroups on B a (E).
The definitions and results repeated so far, were for (unital) C * -algebras and C * -modules or correspondences. They modify easily to von Neumann algebras, modules, and correspondences, if we: 1.) Require maps on or between von Neumann algebras σ-weak. 2.) Replace the tensor product by its strongly closed version. Without further mention, we assume these conventions when we speak about the von Neumann case.
The following definitions generalizes Arveson's [Arv97] for (normal) CP-semigroups on B(G) (G some Hilbert space). It is new, except for the domination of CPD-semigroups from [BBLS04] . The version for CP-semigroups on C * -algebras is from Bhat, Liebscher and Skeide [BLS08] ; that for von Neumann algebras B ⊂ B(G) from Skeide [Ske08a] .
2.5 Definition. Let B be unital C * -algebra (a von Neumann algebra) and let S be a set.
A CPD-semigroup T on S with values in B(B) dominates another S, if the kernels T t − S t are CPD for all t ∈ R + . In this situation we write T ≥ S. A unit for a CPD-semigroup T is an elementary CPD-semigroup S such that T ≥ S.
A CPD-semigroup T is spatial, if it admits a unit. If we wish to emphasize the choice of the unit, we will also speak of the pair (T, S) as spatial CPD-semigroup. 
Proof The basic observation for constructing the spatial product system into which the GNSsystem embeds, is the following. Let S be an elementary CPD-semigroup on S generated by semigroups c s in B, and suppose that T dominates S. Then the semigroup T on S 0 defined by setting
is CPD. (It can be written as the sum of the extension of T t −S t from S to S 0 by 0, and a suitable elementary CPD-semigroup on S 0 ; see [BLS08] .) Clearly, the GNS-system of T is spatial (the unit ξ 0 ⊙ is central and unital), and it contains the GNS-system of T, see [BLS08] for details. 1. T is spatial.
The GNS-system of T is spatial.
Proof. The proof is the same as in Skeide [Ske08a] for CP-semigroups. It cannot be reproduced here for reasons of space. (Very roughly, the idea is that for von Neumann algebras there is an order isomorphism from the partially ordered set of positive contraction endomorphisms of the GNS-system of a CPD-semigroup T to the partially ordered set of CPD-semigroups dominated by T; see [BBLS04] . And the range of the positive contraction morphism corresponding to a unit is just the one-dimensional product system B t∈R + , which contains the central unital unit
The Powers sum of spatial CPD-semigroups
Let T 1 and T 2 be spatial CPD-semigroups on sets S 1 and S 2 , respectively, with values in B(B).
Choose units S 1 and S 2 for them implemented by semigroups c 1 and c 2 , respectively, in B.
Observe that each S i is itself a spatial CPD-semigroup with unit S i . Therefore, the definition applies also to S := S 1 ⊞ S 2 .
Theorem. T is a spatial CPD-semigroup with unit S. Clearly, T is (strongly) continuous if and only if each T i is (strongly) continuous.
Proof. We shall show T ≥ S. This settles both that T t is CPD (as sum of the CPD-kernels T t − S t and S t ) and that S is a unit for T. We find
Since each
this shows that T t − S t is CPD.
Definition. We refer to (T, S)
as the Powers sum of (T 1 , S 1 ) and (T 2 , S 2 ).
We now wish to identify the spatial extension of the GNS-system of (T, S) as the product of the spatial extensions of the GNS-systems of (T i , S i ). To that goal we repeat the characterization in Skeide [Ske06] of the product in terms of a universal property.
Theorem and Definition [Ske06, Theorem 5.1 and Definition 5.2]. Let
fulfilling the following properties:
as spatial subsystems and is generated by them, that is, F t is spanned by expressions like
The inner product of members x
Moreover, every spatial product system fulfilling these properties is canonically isomorphic to
Note that, by Property 2, in the product the two reference units ω i ⊙ of the factors get identified with the reference unit ω ⊙ .
Theorem. The spatial extension of the GNS-system of (T, S)
(spatially) isomorphic to the product of the spatial extensions of the GNS-systems of (T 1 , S 1 ) and (T 2 , S 2 ).
Proof. Recall that spatially isomorphic means that the isomorphism identifies also the reference units.
In Observation 2.4 we indicated a spanning subset of the GNS-system of a CPD-semigroup.
We apply this to the GNS-system of the spatial extension of (T, S). Observe that the pieces of units ξ j t j come either from the GNS-system of T 1 or from the GNS-system of T 2 or from the component 0 in S ∪{0}, that is from the reference unit of the GNS-system of the spatial extension of (T, S). One easily verifies that the inner product does not change, if instead we replace that reference unit with one (no matter which) of the reference units of the spatial extensions of the GNS-systems of one of the factors. This shows that the spatial extension of the GNS-system of (T, S) contains the spatial extensions of the GNS-systems of the factors as subsets and is generated by them, as required in Property 1 of Theorem 3.3. It is also easy to check that the inner products of elements from different factors are those required by Property 2 of Theorem 3.3.
3.5 Remark. Notation and formulation of the results is for the C * -case. But this case is the more complicated because the GNS-system of spatial CPD-semigroup need not be spatial. With the standard topological conventions we applied in the preceding section, all statements (some of them in a simpler form) remain valid in the von Neumann case. 
Some special cases
In this section we discuss some examples. We have a look how Schur semigroups of positive definite kernels are included. In Remark 4.2, we explain why such semigroups do not make sense in a noncommutative context, underlining CPD-semigroups as the correct generalization.
In Example 4.3 we discuss how the case of finite sets can be described equivalently in terms A way out is to consider, from the beginning, the map T = b * • b instead of a = T (1). The knowledge of T (1) is only rarely a suitable substitute for the whole map T . But, once we have that map, we my compose it with T ′ , and, in fact, we get
Going one step further to CP-type maps (for instance, CPD-kernels), one sees that the related GNS-constructions play the role of the square roots which may be multiplied. The multiplication is simply the tensor product of the associated GNS-correspondences; see [BS00, 
Example. Schur CP-semigroups on M n (B).
Recall that the case of a CPD-semigroup on a one-point set S , is precisely the case of a CP-semigroup. More generally, a CPD-semigroup on an n-point set S = {1, . . . , n} gives rise to a CP-semigroup T n on M n (B), by setting
Clearly, we do not obtain all CP-semigroups on M n (B) in that way. In fact, T n is a Schur semigroup, that is, it acts matrix element wise on the matrix A = a i j . So, what we really have, is a one-to-one correspondence between CPD-semigroups on a fixed n-point set S and Schur
CP-semigroups on M n (B).
The elementary CP-semigroups on M n (B) which are also Schur semigroups are precisely those that are generated are generated S In the preceding example we did not say a word about the product systems of the involved semigroups. In fact, the product system of T n consists correspondences over M n (B), while the product system of the corresponding CPD-semigroup T consists of correspondences over B.
For spatial product systems of correspondences over the same algebra B, there is the product of spatial product systems. But, the algebras M n (B) may be nonisomorphic for different n. How are the product system of T n and of T related, so that the product operation of the product system in the CPD-picture can be applied? Also the question, whether Example 4.3 can be generalized to arbitrary index sets, is interesting. We answer these and other questions in the more general setting of the following section.
The Powers sum of CP-semigroups on B a (E)
Observe that M n (B) = B a (B n ). In this section we will replace B n with a general full Hilbert B-module (that is, span E, E = B, respectively, span s E, E = B in the von Neumann case).
But, if we do so, then the terminology Schur CP-semigroup has no longer sense. (This is something which has sense only with respect to an ONB or, possibly, a quasi ONB.) On the other hand, for the C * -case in this setting it is indispensable that we require the CP-semigroups T on B a (E) to be strict, that is, each T t is * -strongly continuous on bounded subsets. (In the von Neumann case our standard hypothesis, normality, is sufficient.) The result that on M n (B) the strict topology coincides with the norm topology (B is assumed unital!), is standard. This is why, in Example 4.3, we did not worry about strictness.
Before we study spatial CP-semigroups on B a (E), we first repeat some results from Bhat, Liebscher, and Skeide [BLS07] about general strict CP-semigroups on B a (E). We will also derive some new results on spatiality of such semigroups.
In [BLS07] we showed that the product system F ⊙ of a strict CP-semigroup T on B a (E) (consisting of correspondences over B a (E)!) may be transformed into a product system E ⊙ consisting of correspondences over B in the following way: For each F t define the B-cor-
where E * is a correspondence from B to B a (E) with inner product x * , y * := xy * (the rank-one operator that maps z to x y, z ) and bimodule action bx * a := (a * xb * ) * . (Note that both tensor products are over B a (E). Note, too, that E * ⊙ E = B via x * ⊙ y = x, y and E ⊙ E * = K(E), the C * -algebra of compact operators on E, via x ⊙ y * = xy * .
Since all T t are strict, the left action of K(E) on F t is nondegenerate.) The E t form a product
Note that in making disappear the part E ⊙ E * = K(E) in the middle, we did use strictness of the left action on F t . The right action of K(E) on F s will rarely be nondegenerate: Proof. For each t ∈ R + , the map i t is an isometry. Indeed,
Clearly, i t is bilinear. Since B is unital and E is full, by [Ske04, Lemma 3.2] there exist n ∈ N and x 1 , . . . ,
so that the ω t form a unit ω ⊙ for E ⊙ . By bilinearity of i t , the unit ω ⊙ is unital and central. By the same reason, the i t form a morphism, that is, i s ⊙ i t = i s+t .
Remark.
A similar result is true for von Neumann modules. Just that one has to refer to Now, since we know what is the product system E ⊙ of correspondences over B of a strict CPsemigroup T on B a (E) for some full Hilbert B-module E, and since we know that spatiality of T is reflected by spatiality of (some spatial extension) E ⊙ , we can ask whether there possibly is a Powers sum for spatial CP-semigroups such that the sum operation is reflected by the product operation of their spatial product systems of correspondences over B. For E 0 -semigroups we proved the affirmative answer in [BLS07] . For spatial CP-semigroups the result is new. The proof also simplifies the proof of [BLS07] .
We start with a simple consequence of Observation 2.4. Then the product system E ⊙ is generated by elements of the form ω t and x * ⊙ ζ t ⊙ y in the sense that
Lemma. Let E be a full Hilbert module over a unital C * -algebra B. Let T be a spatial strict CP-semigroup on B a (E) and choose a unit S implemented by a semigroup c in B a (E).
Denote by F ⊙ the spatial extension of the GNS-system associated with that unit as in the proof of Theorem 2.8 (considering T a CPD-semigroup on a one-point set), so that F
We omit the obvious proof. Note, howewer, that 
we define a spatial CP-semigroup on
spatial product system of correspondences over B associated with (T 1 ⊞ T 2 , S 1 ⊞ S 2 ), and if
Proof. The proof that T 1 ⊞ T 2 is a CP-semigroup and that it is spatial with unit c = c 1 ⊕ c 2 in
, is similar to that of Theorem 3.1.
To proof that E ⊙ is product of E 1 ⊙ and E 2 ⊙ , we observe that by the lemma E i ⊙ is generated by expressions ω i t and x i * ⊙ ζ i ⊙ y i . Therefore the product E 1 ⊚ E 2 is generated by expressions ω t , x 1 * ⊙ ζ 1 ⊙ y 1 , and x 2 * ⊙ ζ 2 ⊙ y 2 , where the only yet unspecified inner product is
On the other hand, E ⊙ is generated by expressions ω t and
By calculating the norm, one easily verifies that
5.7 Remark. The algebras B a (E 1 ) and B a (E 2 ) have the property that they may be considered as subalgebras of the matrix algebra (see Skeide [Ske00] for details about matrix algebras) also does not identify the Arveson system of the sum as product of spatial Arveson systems.
But, he proves that it need not be isomorphic to the tensor product (available only for Arveson systems).
5.9 Remark. Of course, like in Remark 3.6, also here all statements remain true for families of spatial CP-semigroups and the spatial extensions of their GNS-systems.
CPD-semigroups versus Schur CP-semigroups
In Example 4.3 we pointed out that B(B)-valued CPD-semigroups on a finite set S (with cardinality n, say) are in one-to-one correspondence with Schur CP-semigroups on M n (B) and that this one-to-one correspondence behaves well with respect to the respective Powers sums. After
Theorem 5.6, we can say that this one-to-one correspondence also behaves well with respect to the products of the respective spatial extensions of the product systems of correspondences over B. (They simply coincide.)
In this section we wish to see in how far we can generalize that one-to-one correspondence to arbitrary sets S . The idea in Example 4.3 was to let act the semigroups T s,s ′ on the matrix elements a s,s ′ of a finite #S × #S -matrix with entries in B. We simply try now to do the same with #S × #S -matrices for a set S of arbitrary cardinality #S .
Of course, the matrices should continue to form a C * -algebra, so we cannot allow arbitrary Proof. Clearly, a kernel K fulfilling (6.1) for some CP-map T , is bounded by M = T . So, for the other direction let us suppose that K is bounded (by M, say). Instead of showing directly that under this condition the map defined by (6.1) on finite matrices (that it, operators A ∈ B a (B S ) with only finitely many matrix entries a s,s ′ different from 0) extends suitably to a CP-map T , we shall construct a candidate for the GNS-construction of T .
Let (E, ξ We omit the obvious proof also here. 6.6 Remark. Note that for pointwise bounded CPD-semigroups, the results in Section 3 maybe obtained from those in Section 5 via the one-to-one correspondence. (The only exception is the spatial extension of the GNS-system of a spatial CP-semigroup. But this can easily be added to Section 5, to make it independent of Section 3.) The not pointwise bounded case can also be reduced to the pointwise bounded case, rescaling the CPD-semigroup with scalar semigroups.
But this discussion is somewhat cumbersome and not at all instructive. We prefer to leave Section 3 as a separate one, which in its general form is not included in Section 5.
