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Abstract—The concept of “surface modeling” generally describes the process of representing a physical or artificial surface by a 
geometric model, namely a mathematical expression. Among the existing techniques applied for the characterization of a surface, 
terrain modeling relates to the representation of the natural surface of the Earth. Cartographic terrain or relief models as three-
dimensional representations of a part of the Earth's surface convey an immediate and direct impression of a landscape and are much 
easier to understand than two-dimensional models. This paper addresses a major problem in complex surface modeling and 
evaluation consisting in the characterization of their topography and comparison among different textures, which can be relevant in 
different areas of research. A new algorithm is presented that allows calculating the fractal dimension of images of complex surfaces. 
The method is used to characterize different surfaces and compare their characteristics. The proposed new mathematical method 
computes the fractal dimension of the 3D space with the average space component of Hurst exponent H, while the estimated fractal 
dimension is used to evaluate, compare and characterize complex surfaces that are relevant in different areas of research. Various 
surfaces with both methods were analyzed and the results were compared. The study confirms that with known coordinates of a 
surface, it is possible to describe its complex structure. The estimated fractal dimension is proved to be an ideal tool for measuring the 
complexity of the various surfaces considered. 
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I. INTRODUCTION 
Image processing is a method to perform some operations 
on an image, for enhancing purposes or to extract some 
useful information from it [1]–[4]. In this paper a process of 
estimating the complexity of tri-dimensional (3D) surfaces 
of interest in different fields of research and the calculation 
of their fractal dimension from 2D images is presented. This 
represents a core research area within engineering and 
computer science disciplines. The concept of “surface 
modeling” generally describes the process of representing a 
physical or artificial surface by a geometric model, namely a 
mathematical expression. For example, terrain models [5] 
give an overview over a landscape and are often fascinating 
and overwhelmingly beautiful works of artists who invest all 
their affection and an immense amount of work and know-
how, combined with a developed sense for the portrayed 
landscape. Many techniques can be applied for the 
characterization of a surface. Terrain modeling especially 
relates to the representation of the natural surface of the 
Earth. Cartographic terrain or relief models [6] are three-
dimensional representations of a part of the Earth's surface. 
They convey an immediate and direct impression of a 
landscape and are much easier to understand for most people 
than two-dimensional models. In contrast to virtual models 
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generated by a computer [7], a physically present model is 
easier and faster to understand. 
There are many reasons for the usefulness of the 
characterization of true surface areas, especially for surfaces 
with complex textures [8]. As an example, in the 
reconstruction of extensive landscape surfaces and large-
scale objects, the development of landscape units relies on 
the fusing of plot-scale derived data with landscape-scale 
measurements obtained from towers, aircraft, satellites, and 
Unmanned Aerial Vehicles (UAV) [9], [10]. 
The choice of a different approach, that is fractal 
geometry, for describing the surfaces is supported by the fact 
that many surfaces observed in nature are typically complex, 
irregular in shape and thus cannot be described completely 
by Euclidean geometry. The analysis of complex surfaces 
can be important and relevant also because in some 
applications can be useful to detect their changes due, for 
example, to wear, or to other several reasons depending on 
the typology of the surface. 
Traditional fractal models usually assume the fractal 
nature of landforms to be homogeneous and describe their 
fractal properties as a uniform fractal dimension [11]. Fractal 
geometry [12] is becoming increasingly popular in different 
sciences to describe complex irregular objects. Models of 
fractal lines and surfaces were created to describe the 
complexity of different terrain surfaces [13]. Fractal 
dimension [14] is a property of fractals that is maintained 
over all magnifications and is therefore well-defined, but in 
addition, it also reveals the complexity of the fractal. In 
general, it is possible to calculate the fractal dimension [15] 
only on pure mathematical constructs. 
Many natural phenomena exhibit some form of statistical 
self-similarity that can be modeled by fractal surfaces. Real 
surfaces also have varying statistical behavior from place to 
place, so, for example, sandy beaches do not exhibit the 
same fractal properties as mountain ranges. A fractal 
function, however, is statistically stationary, meaning that its 
bulk statistical properties are the same everywhere. Thus, 
any real approach to modeling real surfaces requires the 
ability to modulate fractal behavior spatially. Technically 
speaking, any surface in three-dimensional space has a 
topological dimension of 2, and therefore any fractal surface 
in the three-dimensional space has a Harsdorf dimension of 
between 2 and 3. Fractals are shapes that look the same on 
all scales of magnification, that is they are self- affine. The 
statistical self-affinity of fractal shapes is inherent in the 
natural world and maybe exploited to simulate natural 
processes. 
In this paper, a solution to the open problem of describing 
different complex surfaces is reported. The complex 
structure of each surface is described under the assumption 
of known coordinates of the surface. Also, a new method for 
estimating fractal dimension in 3D space with the average 
space component of Hurst exponent H and its application in 
the analysis of surfaces is presented. Different surfaces were 
considered and analyzed with the two proposed methods. 
II. MATERIALS AND METHODS 
In this section, the method implemented in this study is 
reported. Data collection and analysis methodologies are 
described. The characteristics and the relevance in different 
field of research of each surface considered for the 
application of the methods are also discussed. 
A. Data Collection and Proposed Method 
The surfaces chosen as the object of this research were 
selected because they are very complex to describe. Their 
parameters are inexpensive and available in a continuous 
fashion and can, therefore, be used to replace part of the 
expensive field sampling. Point Data for Digital Modeling 
consists of individual discrete X, Y and Z locations, without 
connecting features between them. For the analysis of the 
relative images of the surfaces, the software ImageJ [16] was 
used. Each image was imported into the software in JPEG 
format. 
First, the 2D images were converted into 3D images. 
 
Fig. 1 Conversion of 2D image into 3D image. 
 
Then, the coordinates (x,y,z) of the 3D images with the 
software ImageJ were found. 
 
Fig. 2 Coordinates of a 3D image. 
 
These coordinates were referred to a coordinate system xy. 
A random process is statistically evaluated using the Hurst 
parameter H [17] or by determining the distribution function. 
The Hurst parameter H as self-similarity criteria cannot be 
accurately calculated, but only estimated. In this study, a 
new method to estimate the Hurst exponent H for a 3D 
object was developed. There are several different methods 
[18] to produce estimates of the parameter H, which 
considered together more or less deviate. In doing so there 
are no criteria to determine which method can give the best 
result. Here, the R/S method, adjusted rescaled range method 
[19] or adjusted scale, was used which is also a graphic 
method based on the properties of the Hurst phenomenon. 
One of new methods to estimate the Hurst exponent H for 
3D objects was shown in [20]. There are two options. First, 
the Hurst exponent H in 3D space with average space 
component of graph xz after y-axis is estimated. As 
mentioned before, the coordinates (x,y,z) of the surfaces 
(images) were found. Then, only the z coordinates to 
estimate the Hurst exponent H were used. All z coordinates 
present in the 2D space component graph, are continuous. 
Also, all points (xi,y0,zi) present first space component series 
in 2D graph for all points (xi, zi). All points (xi,y1,zi) present 
second space component in 2D graph for all points (xi, zi). 
Space component for all yi, ∀i were made. Then, the Hurst 
exponent H(x,y) for all these space components was 
estimated. After estimating the Hurst exponent H(x,y), the 
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average of the Hurst exponent H(x,y) for all these space 
components was calculated by equation (1). 
 
H(x,y)=( H(x,y)1+ H(x,y)2+…+ H(x,y)n)/n (1) 
 
The fractal dimension in 3D space for the surface was 
calculated with the equation D=3 – H(x,y).  
Subsequently, the Hurst exponent H(y,x) in 3D space with 
the average space component of graph yz after x-axis was 
estimated. 
All coordinates (x,y,z) of the surface were found. Then, 
only z coordinates to estimate the Hurst exponent H(y,x) 
were used. All z coordinates presented in 2D space 
component graph, are continuous. Also, all points (x0,yi,zi) 
present first space component series in 2D graph for all 
points (yi, zi). All points (x1,yi,zi) present second space 
component in 2D graph for all points (yi, zi). Space 
component for all xi, ∀i were made. Then, the Hurst 
exponent H(y,x)  for all these space components was estimed. 
After estimating the Hurst exponent H(y,x), the average of 
the Hurst exponent H(y,x) for all these space components 
(Fig. 2) was calculated by equation (2). 
 
H(y,x) =( H(y,x)1+ H(y,x)2+…+ H(y,x)n)/n       (2) 
 
The case study approach is a highly appropriate method 
for the analysis of surfaces. The basic Hurst exponent can be 
related to the expected size of changes, as a function of the 
lag between observations. For both methods of estimating 
Hurst exponent H, it is possible to calculate the fractal 
dimension in 3D space for a surface with the equation D=3-
H. 
B. Analyzed Surfaces 
1) Surface of desert: In recent years surface fractal 
exploration has demonstrated special advantages and 
successful applications to study surface structure for desert 
areas. A desert pavement is a desert surface that is covered 
with closely packed, interlocking angular or rounded rock 
fragments of pebble and cobble size [21]. A desert is a type 
of landscape that can be made up of nothing but sand. 
Formally identified, this is a certain type of terrain that is 
known for its dryness due to the lack of rain. Everything 
from the sand patterns to the general calmness of the sandy 
terrain can easily soothe the eyes. The percolation of 
infrequent precipitation tends to cause lateral and down 
slope movement of silt particles beneath the surface of the 
ground. This leads to the concentration of gravel, a process 
enhanced by the constant removal of fine sediment at the 
surface by wind action. Thus, pavements are produced by 
the combined effects of water and wind. 
 
Fig.3 Surface of desert. 
 
Evaporation and capillarity draw soil moisture to the 
surface and may precipitate calcium carbonate, gypsum, and 
other salts that cement the pebbles together to form a desert 
conglomerate. Thus, exogenous forces of nature impact on 
design of geometry surfaces. The surface of desert analyzed 
in this study is reported in Fig.3. 
2) Surface of hardened material:  Surface microstructure 
and composition of a material play a crucial role in 
determining the surface dependent engineering properties 
(wear, corrosion and oxidation resistance) of a mechanical 
component. In an era of increased emphasis on sustainability 
and quality assurance, knowledge about metals and other 
materials used in products, manufacturing processes and 
construction is invaluable. Metallurgy is a domain of 
materials science and engineering that studies the physical 
and chemical behavior of metallic elements [22]. Surface 
engineering aims at the orientation of the microstructure and 
composition of the near surface region of a component 
without affecting the bulk material. Objects observed in the 
microstructure of heat treatment materials are typically 
complex, irregular in shape and thus, cannot be described 
completely by Euclidean geometry. Fractal geometry can be 
used in material science to describe these complex irregular 
objects.  
For the analysis with the proposed methodologies of this 
study, the surface of material hardened with robot laser cell 
with 6 mm/s at 1050° C was considered. The analyzed image 
is reported in Fig. 4. 
 
Fig.4 Surface of a hardened material. 
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3) Surface of bone: Trabecular bone microstructure is an 
important factor influencing bone strength, which in turn is 
the most important bone parameter indicating bone fracture 
risk. Microarchitectural bone imaging is a nondestructive, 
noninvasive, and precise methodology with which both the 
apparent density and trabecular microstructure of intact 
bones and bone samples can be assessed in a single 
measurement. The procedure can help improve predictions 
of fracture risk, clarify the pathophysiology of skeletal 
diseases, and define the response to therapy and 
interventions. In this field, the new proposed method for 
estimating fractal dimension in 3D space can be useful to 
describe the complex surface of the bone. Fig.5 shows the 
surface of bone analyzed in this study. 
 
 
Fig.5 Surface of bone. 
 
4) Surface of alluvial fan: Alluvial (torrential) fans are 
fan-shaped debris strewn by mountain streams at the passage 
from steep grape into the bottom of the valley. It is a 
sediment of a mountain stream that, due to the reduced 
steepness and speed at the transition to a more laid-back 
world, also reduces the power of carrying the material. 
Water in the stream does not erode, but accumulates material. 
Especially in mountain resorts, fattening is of great 
importance for settlement, thus the study of alluvial fans has 
a practical relevance. The image of the surface of an alluvial 
fan analyzed in this study is reported in Fig.6. 
 
Fig. 6 Surface of alluvial fan. 
III. RESULTS AND DISCUSSION 
The proposed new methods were applied to the different 
surfaces also comparing them by means of the calculated 
parameters. With these methods of fractal geometry, 
irregular and complex structure of four different surfaces, 
namely, the surface of desert, the surface of hardened 
material, the surface of bone and, the surface of an alluvial 
fan was described. 
First, the Hurst exponent H in 3D space with an average 
space component of graph xz after y-axis was estimated. 
Secondly, the procedure was repeated with an average space 
component of graph yz after x-axis. 
Table I reports Hurst exponent H and fractal dimension 
for the different surfaces considered. The first column 
reports the results obtained for the surface of desert, the 
second column the results for the surface of hardened 
material, the third column portrays the results for the surface 
of bone and, finally, the fourth column presents the results 
for the surface of an alluvial fan. 
TABLE I 
HURST EXPONENT H AND FRACTAL DIMENSION FOR THE DIFFERENT 
SURFACES 
 Surface 
of desert 
Surface of 
hardened 
material 
Surface 
of bone 
Surface of 
alluvial fan 
H XY 0.51 0.09 0.34 0.42 
H YX 0.56 0.16 0.36 0.49 
FD XY 2.49 2.91 2.66 2.58 
FD YX 2.44 2.84 2.64 2.51 
 
In Table I, HXY represents the average of the Hurst 
exponent H for all space components by the y-axis. FD XY 
represents the fractal dimension calculated by FD = 3 – H XY 
and, H YX  represents the average of the Hurst exponent H for 
all space components by the x-axis. FD YX  represents the 
fractal dimension calculated by FD = 3- H YX. 
From this table it is possible to observe that each analyzed 
surface has a different Hurst exponent H and, consequently, 
a different fractal dimension. This means that the complexity 
of the different surfaces can be characterized by the 
considered parameters. 
The results of the table highlight that Hurst exponents H 
XY are smaller with respect to the Hurst exponents H YX. Thus, 
fractal dimensions FD
 XY are higher, like the fractal 
dimensions FD YX. Smaller holes in the structure bring 
smaller Hurst exponent H and consequently higher 
dimension. 
Most of surfaces of interest for research are very complex 
and difficult to measure. Fractals are now used in many 
forms to create textured landscapes and other intricate 
models. It is possible to create all sorts of realistic fractal 
forgeries, images of natural scenes, such as mountain ranges 
and coastlines, to name but a few. The new method 
developed for estimating the fractal dimension in 3D space 
with an average space component can be a useful tool in 
different field of research. 
The fractal approach is appropriate in the characterization 
of complex and irregular surfaces of different origin and can 
be effectively utilized for predicting the properties of 
surfaces from fractal dimensions. The fractal analysis of 
different digitized surfaces indicates that useful correlations 
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can be derived between the fractal dimensions and the 
surface features. The degree of complexity depends on the 
surface, being higher in the surface of hardened material and 
minimum in the surface of desert. 
Methods for estimating Hurst exponent H and their 
application in 2D space are known, but in this paper, the 
approach is new. According to the data of a major database, 
over 1500 scientific publications on fractal relative to 
surfaces have been published on journals until now. 
Theoretical implications of results and practical application 
are, however, presented in this paper. 
As an example, the surface of desert analyzed in this 
paper can be used to model how exogenous and endogenous 
forces impact into relief of terrain surfaces on Earth. Another 
application of the proposed method is relative to the surface 
of hardened material. In the field of materials research the 
method can be useful for the modelling of topographical 
properties of materials after heat treatment process. The 
application relative to the field of medicine can be useful in 
orthopedics, to evaluate the complexity of a fracture of bone, 
or similar injuries. Finally, in the study of alluvial fan, 
surface modelling with fractals can help to solve security 
issue of people's urban environment. 
IV. CONCLUSIONS 
Analyzing the complexity of surfaces is a very hard 
problem, which is of interest in different fields of research, 
e.g., biomimetics [23], virtual reality [24], medical 
applications [25], [26], energy production [27], animal 
monitoring [28], [29].  The paper reports two new methods 
for estimating the fractal dimension in 3D space with an 
average space component, and its application in analyzing 
complex surfaces. Various surfaces with both methods were 
analyzed and the results were compared. 
The two methods give different results and confirm the 
initial hypothesis stated by the authors that with known 
coordinates of a surface, it is possible to describe its 
complex structure. 
The main findings can be summarized by the following 
points: 
• New methods for estimating the Hurst exponent HXY in 
3D space with an average space component of graph 
xz after y-axis and for estimating the Hurst exponent 
HYX in 3D space with an average space component of 
graph yz after x-axis were developed. Also, a new 
concept for estimating complexity of a 3D structure 
with known coordinates was presented. 
• The two new methods for estimating the Hurst 
exponent H in 3D space were compared. Estimation of 
the Hurst exponent H
 XY  gives higher values with 
respect to the estimates of the Hurst exponent H
 YX. 
This means that the method of estimation of Hurst 
exponent H
 YX considers higher complexity of 
surfaces, because this process gives higher fractal 
dimension of surfaces. 
• The new method was applied to describe the 
complexity of different surfaces. There are many other 
different complex surfaces of interest for research in 
different fields, and classical tool are not able to 
describe them. The proposed method can be 
potentially useful to overcome the limitations of other 
procedures, and can have applications to several 3D 
structures and different purposes such as pattern 
recognition, computer graphics, and computational 
geometry. 
In conclusion, surface complexity analysis is proving to 
be central for many applications and different approaches are 
being applied to the related computer-aid design tools, as B-
spline [30], Bezier mathematical techniques [31] and 
machine learning [32], [33]. The latter, representing a 
current and growing field of research in a multitude of areas 
([34]–[37]) would be certainly promising in the area of 
surface complexity analysis [38]. In this framework, deep 
learning techniques, i.e., convolutional neural networks 
[39]–[41] which solve the central problem of representation 
learning by building complex features out of simpler features, 
could benefit of the proposed approach. 
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