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a b s t r a c t
An exact solution of the three-dimensional incompressible Navier–Stokes equations with
the continuity equation is produced in this work. The solution is proposed to be in the
form V = ∇Φ + ∇ × Φ where Φ is a potential function that is defined as Φ =
P (x, y, ξ) R (y) S (ξ), with the application of the coordinate transform ξ = kz − ς (t). The
potential function is firstly substituted into the continuity equation to produce the solution
for R and S. The resultant expression is used sequentially in the Navier–Stokes equations
to reduce the problem to a class of nonlinear ordinary differential equations in P terms, in
which the pressure term is presented in a general functional form. General solutions are
obtained based on the particular solutions of P where the equation is reduced to the form
of a linear differential equation. A method for finding closed form solutions for general
linear differential equations is also proposed. The uniqueness of the solution is ensured
because the proposedmethod reduces the original problem to a linear differential equation.
Moreover, the solution is regularised for blow up cases with a controllable error. Further
analysis shows that the energy rate is not zero for any nontrivial solution with respect to
initial and boundary conditions. The solution being nontrivial represents the qualitative
nature of turbulent flows.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The importance of Navier–Stokes equations comes from their wide applicability for different kinds of flows, ranging
from thin films to large-scale atmospheric, even cosmic flows. However, Navier–Stokes equations are nonlinear in nature
and it is difficult to solve these equations analytically, and their universal solution has not been achieved. The full solution
of the three-dimensional Navier–Stokes equations remains one of the open problems in mathematical physics. Therefore,
it is not surprising that we had only a few exact solutions until recently. The main difficulty in solving them exactly is the
contribution of the nonlinear terms representing fluid inertia which then defy conventional analysis in general cases.
The problem of searching for the classes of exact solutions of the full Navier–Stokes equations is highly demanding
from a practical viewpoint, as has been described in the literature [1]. Exact solutions play a special role in the theory of
nonlinear equations and they are found able to describe the detailed behaviour of the systems concerned [2]. Exact solutions
also facilitate a theoretical understanding, paving the way to global solutions. They may help explain the issue of global
smoothness in time [3]. Moreover, the solutions may be examined as models for turbulence [4].
Several analytical works are also present in the literature [5–7]. As inmost cases, exact solutions are examined only under
special conditions in which the nonlinearity is weakened or even removed from the analysis. This type of simplified analysis
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is applicable for steady and unsteady Couette and Poiseuille flows whose nonlinear terms are removed permanently [8].
The other less well known example is the applicability for Beltrami flows whose nonlinear terms are non-zero in the
Navier–Stokes equations but fade in the vorticity equations [9].
However, more sophisticated analysis of the Navier–Stokes equations is also conducted and gives more insight into
the problems. One case is the transformation of the Navier–Stokes equations to the Schrödinger equation, performed by
application of the Riccati equation [10]. This has good prospects since the Schrödinger equation is linear and haswell defined
solutions. The method of Lie group theory is also applied in order to transform the original partial differential equations
into ordinary differential systems [11]. It is concluded that an approximate series solution is obtained. The same route is
followed by Meleshko [12] and by Thailert [13], in transforming the Navier–Stokes equations to solvable linear systems.
Furthermore, less popular methods, such as the hodograph–Legendre transformation, have also been applied to reduce the
original problem to one more tractable, and thus closer to the goal of obtaining analytical solutions [14]. The method of
introducing special solutions for velocity has also been investigated [15,16]. The reduction of the full set of Navier–Stokes
equations to a class of nonlinear ordinary differential forms was also conducted [17]. The solutions apply to both cases of
zero and constant pressure gradients.
This work is a continuation of our previouswork on a special class of exact solutions of the incompressible Navier–Stokes
equations [17]. A potential function and a transformed coordinate are proposed, and the three equations are altered into
simpler equations in terms of the potential function and the transformed coordinate. Unlike in the previous work, the
transformed coordinate becomes a nontrivial relation with respect to time and a general functional form of static pressure
is applied. The proposed class of solutions is substituted firstly in the continuity equation and the resultant expression is
employed sequentially in theNavier–Stokes equations to find full solutions. Then, particular analytical solutions are obtained
and extended to the more general form.
2. The main theorem
The three-dimensional incompressible Navier–Stokes equations and the continuity equation are recalled:
∂V
∂t
+ V · ∇V = − 1
ρ
∇p+ υ∇2V (1a)
∇ · V = 0 (1b)
where p is the static pressure, ρ is the fluid density, υ is the kinematic viscosity and ∇ = (∂/∂x, ∂/∂y, ∂/∂z). All solutions
describe the three velocity components in the three spatial directions, i.e.,V = (u, v, w) , u = u (x, y, z, t) , v = v (x, y, z, t)
and w = w (x, y, z, t). Consider a potential function Φ such that the velocity can be represented by the vector V =
∇Φ +∇ × Φ . Therefore, the three velocity components can be written as
u = ∂Φ
∂x
+ ∂Φ
∂y
− ∂Φ
∂z
, v = ∂Φ
∂y
+ ∂Φ
∂z
− ∂Φ
∂x
, and w = ∂Φ
∂z
+ ∂Φ
∂x
− ∂Φ
∂y
. (2a)
A transformed coordinate with a nontrivial relation with respect to time is applied:
ξ = kz − ς(t) (2b)
where k is a constant. The coordinate transformation above implements the functional form of time instead of a linear
relation as in the previous work [17]. Therefore, velocity components in Eq. (2a) can now be rewritten using the new
coordinate:
u = ∂Φ
∂x
+ ∂Φ
∂y
− k∂Φ
∂ξ
, v = ∂Φ
∂y
+ k∂Φ
∂ξ
− ∂Φ
∂x
, and w = k∂Φ
∂ξ
+ ∂Φ
∂x
− ∂Φ
∂y
. (2c)
The potential function is assumed to take the following particular form, which will satisfy the continuity and Navier–Stokes
equations:
Φ = P (x, y, ξ) R(y)S (ξ) . (3)
Therefore, the following theorem is produced from the problem statement above:
Theorem. Say we are given V , a velocity vector that satisfies the continuity and the Navier–Stokes equations over x, y and ξ ,
where the transformed coordinate ξ is defined as ξ = kz−ς(t), where k is a constant. The velocity vector is proposed to be in the
form V = ∇Φ + ∇ × Φ , where the potential functionΦ is defined as a product of P (x, y, ξ) , R (y) and S (ξ). If P satisfies the
conditions Pxx + Pyy = −k2Pξξ , Py/P = l1(y) and Pξ/P = l2 (ξ), then the Navier–Stokes equations are reduced to the following
equation including the general pressure gradient γ3:
a3Pxxx + b3PxxPx + c3PxxP + d3Pxx + e3P2x + f3PxP + g3Px + h3P2 + i3P = j3γ3 (x, y, ξ)
where l1(y) and l2 (ξ) are arbitrary functions. The continuity equation is also reduced to
Ryy + 2l1(y)Ry − C1R = 0 and Sξξ + C2l2 (ξ) Sξ + C3S = 0
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where C1, C2, and C3 are constants and a3, b3, c3, d3, e3, f3, g3, h3, i3 and j3 are y and ξ dependent. Let the condition b3PxxPx +
c3PxxP + e3P2x + f3PxP + h3P2 = 0 be fulfilled. Therefore, there exist β(x) and A(x) as particular solutions of P (x, y, ξ) such that
the potential function can be written as
Φ =
{
β(x)
∫
x
[
1
β (x)2
e−
∫
x a6dx
∫
x
e
∫
x a6dxβ (x) j3γ3dx
]
dx+ A(x)
∫
x
1
A(x)2
exp
[
−
∫
x
r1(x)dx
]
dx+ · · ·
}
×
{
ϕ(y)
∫
y
1
ϕ (y)2
exp
[
−
∫
y
2l1(y)dy
]
dy
}{
η (ξ)
∫
ξ
1
η (ξ)2
exp
[
−
∫
ξ
C2l2 (ξ) dξ
]
dξ
}
+ constant
with ϕ(y) and η (ξ) as particular solutions of R(y) and S (ξ), respectively.
Proof of Theorem. Substituting Eq. (3) into the continuity equation will give the following expression:
RSPxx + RSPyy + k2RSPξξ + PSRyy + 2PyRyS + k2PRSξξ + 2kPξRSξ = 0. (4a)
Let the condition Pxx + Pyy = −k2Pξξ be fulfilled; then dividing the above equation by PRS and rearranging will produce
Ryy
R
+ 2PyRy
PR
= −
(
k2
Sξξ
S
+ 2kPξ Sξ
PS
)
= C1 (4b)
where C1 is constant. By taking the relations Py/P and Pξ/P equal to l1(y) and l2 (ξ), respectively, the following can be
written:
Ryy + 2l1(y)Ry − C1R = 0 and Sξξ + C2l2 (ξ) Sξ + C3S = 0 (4c)
where C2 and C3 are constants and l1(y) and l2 (ξ) are arbitrary functions. The general solution for R and S can be written
as [18]
R = ϕ(y)
∫
y
1
ϕ(y)2
exp
[
−
∫
y
2l1(y)dy
]
dy, and S = η (ξ)
∫
ξ
1
η (ξ)2
exp
[
−
∫
ξ
C2l2 (ξ) dξ
]
dξ (4d)
where ϕ(y) and η (ξ) are taken as particular solutions of R(y) and S (ξ), respectively.
Lemma. Let Φ be a differentiable potential function that is defined as a product of P (x, y, ξ) , R(y) and S (ξ) that relates the
velocity vector as V = ∇Φ +∇ ×Φ over x, y and ξ , where ξ is a transformed coordinate defined in (2b). The potential function
satisfies the continuity equation with the condition that Pxx+Pyy = −k2Pξξ , where k is a constant, and reduces the Navier–Stokes
equations to the following form:
a3Pxxx + b3PxxPx + c3PxxP + d3Pxx + e3P2x + f3PxP + g3Px + h3P2 + i3P = j3γ3 (x, y, ξ)
where a3, b3, c3, d3, e3, f3, g3, h3, i3 and j3 are constants with respect to the x axis.
Proof of Lemma. The derivation applies Eqs. (2a) and (2b) to the velocity in the x direction in the Navier–Stokes equations:
−∂ς
∂t
∂2Φ
∂ξ∂x
− ∂ς
∂t
∂2Φ
∂ξ∂y
+ ∂ς
∂t
k
∂2Φ
∂ξ 2
+
(
∂Φ
∂x
+ ∂Φ
∂y
− k∂Φ
∂ξ
)(
∂2Φ
∂x2
+ ∂
2Φ
∂x∂y
+ k ∂
2Φ
∂x∂ξ
)
+
(
∂Φ
∂y
+ k∂Φ
∂ξ
− ∂Φ
∂x
)(
∂2Φ
∂x∂y
+ ∂
2Φ
∂y2
− k ∂
2Φ
∂x∂ξ
)
+
(
k
∂Φ
∂ξ
+ ∂Φ
∂x
− ∂Φ
∂y
)(
k
∂2Φ
∂x∂ξ
+ k ∂
2Φ
∂y∂ξ
− k2 ∂
2Φ
∂ξ 2
)
= υ
(
∂3Φ
∂x3
+ ∂
3Φ
∂x2∂y
− k ∂
3Φ
∂x2∂ξ
)
+ υ
(
∂3Φ
∂x∂y2
+ ∂
3Φ
∂y3
− k2 ∂
3Φ
∂x∂ξ 2
)
+ υ
(
k2
∂2Φ
∂x∂ξ 2
+ k2 ∂
3Φ
∂y∂ξ 2
− k3 ∂
3Φ
∂ξ 3
)
+ k
ρ
γ0 (x, y, ξ) . (5a)
It is noted that the Navier–Stokes equations are written by taking the pressure gradient as a functional in γi (x, y, ξ), where
the subscript i is the index. The potential function (3) is substituted in the above equation, and the equation can be rewritten
as follows:
a0Pxxx + b0PxxPx + c0PxxP + d0Pxx + e0P2x + f0PxP + g0Px + h0P2 + i0P = j0γ0 (x, y, ξ) . (5b)
The next step is to repeat the procedure applied to the x velocity equation, but this time applied to the velocity in the y
direction, which will yield the following:
a1Pxxx + b1PxxPx + c1PxxP + d1Pxx + e1P2x + f1PxP + g1Px + h1P2 + i1P = j1γ1 (x, y, ξ) . (6)
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The same procedure is applied to the z velocity equation, giving
a2Pxxx + b2PxxPx + c2PxxP + d2Pxx + e2P2x + f2PxP + g2Px + h2P2 + i2P = j2γ2 (x, y, ξ) . (7)
Thus, Eqs. (5b), (6) and (7) can be combined into a single equation:
a3Pxxx + b3PxxPx + c3PxxP + d3Pxx + e3P2x + f3PxP + g3Px + h3P2 + i3P = j3γ3 (x, y, ξ) . (8)
It is noticed that ai, bi, ci, di, ei, fi, gi, hi, ii and ji (where the subscript i is the constant index) are some constants with respect
to the x axis, but y and ξ dependent as they are solutions of the continuity equation. This proves the lemma. 
It is known that a particular class of solutions of nonlinear differential equations can be obtained by several
procedures [19–22]. Let the nonlinear terms in (8) satisfy the following condition:
b3PxxPx + c3PxxP + e3P2x + f3PxP + h3P2 = 0. (9)
Introducing Q = Px, the equation above will then transform to
b3Q 2
∂Q
∂P
+ c3Q ∂Q
∂P
P + f3QP + h3P2 = 0. (10)
Then, it is not hard to verify that Q gives a trivial solution:
Q = Px = a4P. (11a)
This can be substituted into the remaining terms of (8) to yield
a5Pxx + b5Px + c5P = j3γ3. (11b)
Therefore, a general solution for (11b) is obtained as
P = β(x)
∫
x
[
1
β (x)2
e−
∫
x a6dx
∫
x
e
∫
x a6dxβ (x) j3γ3dx
]
dx (11c)
where β(x) is a particular solution of (11b).
Following the method used in the R and S, the above solution (11c) will be considered as a particular solution of Eq. (8).
Letting U be the particular solution of (8) andW be the other solution will generate a more general solution for (8) in the
following form:
P = U +W . (12)
Note that the situation is almost hopeless if the general solution is taken as a product of the two respective particular
solutions, i.e. P = UW . Therefore, on the basis of (12), Eq. (8) is decomposed by substitution into
a3Uxxx + a3Wxxx + b3UxxUx + b3UxxWx + b3UxWxx + b3WxxWx + c3UxxU + c3UxxW
+ c3UWxx + c3WxxW + d3Uxx + d3Wxx + e3U2x + 2e3UxWx + e3W 2x + f3UxU + f3UxW
+ f3UWx + f3WxW + g3Ux + g3Wx + h3U2 + 2h3UW + h3W 2 + i3U + i3W = j3γ3. (13)
Some terms above will vanish automatically since they satisfy (8); then, by implementing the same procedure as before for
(9), (10) and (11a), the only terms left are
a7UxxWx + b7UxWxx + c7UxxW + d7UWxx + e7UxWx + f7UxW + f3UWx + g7UW = 0. (14)
The solutions can be found by linear operator analysis to beWxx + r1(x)Wx + r2(x)W = 0 since the function U is known.
Unlike the case for Eq. (11b), the closed form solution of (14) is muchmore difficult to obtain because it strongly depends
on the functions r1 and r2. In this work, a method for obtaining the solution is proposed and developed by using additional
functions which can be calculated on the basis of an arbitrary function taken from r1. Assuming that a particular solution of
(14) is written as A(x), we substitute the assumed solution into (14) to produce
Axx + r1(x)Ax + r2(x)A = 0. (15a)
We multiply by a function α(x) and take another function r3(x) from (15a) such that the equation above can be written as
αAxx + (αr1 − r3) Ax + r3Ax + αr2A = 0. (15b)
Eq. (15b) is decomposed into a system of two differential equations:
αAxx + (αr1 − r3) Ax = −D and r3Ax + αr2A = D. (15c)
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Solutions of the above equations are defined as
A =
∫
x
[
e−
∫
x r1−
r3
α dx
∫
x
e
∫
x r1−
r3
α dx
(−D
α
)
dx
]
dx and A = e−
∫
x
αr2
r3
dx
∫
x
e
∫
x
αr2
r3
dx
(
D
r3
)
dx. (15d)
Note that the solutions for A in Eq. (15d) are equal:
−
∫
x
[
e−
∫
x r1−
r3
α dx
∫
x
e
∫
x r1−
r3
α dx
(
D
α
)
dx
]
dx = e−
∫
x
αr2
r3
dx
∫
x
e
∫
x
αr2
r3
dx
(
D
r3
)
dx. (15e)
Differentiating the above equation once yields
− e−
∫
x r1−
r3
α dx
∫
x
e
∫
x r1−
r3
α dx
(
D
α
)
dx = D
r3
− αr2
r3
e−
∫
x
αr2
r3
sx
∫
x
e
∫
x
αr2
r3
dx
(
D
r3
)
dx. (15f)
On taking B = ∫x e∫x r1− r3α dx ( Dα ) dx = ∫x e∫x αr2r3 dx ( Dr3 ) dx, r3 and α then form the relation below:
r3x
r3
+ r1 − r3
α
= χ(x) and αx
α
+ αr2
r3
= χ(x). (15g)
Eq. (15g) will give the solutions for r3 and α as
r3 = − e
∫
x χ−r1dx∫
x
1
α
e
∫
x χ−r1dxdx
and α = e
∫
x χdx∫
x
r2
r3
e
∫
x χdxdx
. (15h)
Letting α = r3 and equating the above solutions, the expression for r3 can be determined as
r3 =
(
1+ r2
r1
)
e−
∫
x
r1r2
1+r2 dxe
∫
x χdx (15i)
where χ is taken as an arbitrary function. Now Eq. (15f) is considered in the B form:
− r3Be−
∫
x r1−
r3
α dx = r3Bxe−
∫
x
αr2
r3
dx − αr2Be−
∫
x
αr2
r3
dx
. (15j)
Therefore, D is also defined by solving (15j) as
D = −r3 exp
∫
x
[
e−
∫
x
(
αr2
r3
− r3α −r1
)
dx
]
dx. (15k)
By considering (15d), the particular solution of (14) is thus obtained in a closed form. Therefore, Eq. (14) has a general
solution as follows:
W = A(x)
∫
x
1
A(x)2
exp
[
−
∫
x
r1(x)dx
]
dx. (16)
It is interesting to note that more general solutions of (14) can be extended by substituting in additional terms, which
then resemble the following:
P = U +W + · · · . (17)
Therefore, according to the solution of the continuity equation, a full solution in terms of the potential function is
Φ =
{
β(x)
∫
x
[
1
β (x)2
e−
∫
x a6dx
∫
x
e
∫
x a6dxβ (x) j3γ3dx
]
dx+ A(x)
∫
x
1
A(x)2
exp
[
−
∫
x
r1(x)dx
]
dx+ · · ·
}
×
{
ϕ(y)
∫
y
1
ϕ (y)2
exp
[
−
∫
y
2l1(y)dy
]
dy
}{
η (ξ)
∫
ξ
1
η (ξ)2
exp
[
−
∫
ξ
C2l2 (ξ) dξ
]
dξ
}
+ constant. (18)
This completes the proof of the theorem. 
Therefore, by using the relations (2b) and (2c), the exact solution for the three-dimensional incompressibleNavier–Stokes
equations is obtained.
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3. Solution example
Consider the R equation of (4c) in the continuity equation:
Ryy + 2l1(y)Ry − C1R = 0.
Let l1(y) be a constant C5; suppose that the constants in the above equation will result in real distinct roots. The solution can
then be defined as
R = C6eC7y + C8eC9y. (19a)
Since the S term has the same governing equation, the solution is also of the same type:
S = C10eC11ξ + C12eC13ξ . (19b)
Now, take (19a) and (19b), as particular solutions of (4c), as ϕ(y) and η (ξ). Let R = ϕ1ϕ2 and S = η1η2 be taken as general
solutions of (4c). Substitute R into (4c) to obtain
ϕ1yyϕ2 + C5ϕ1yϕ2 − C1ϕ1ϕ2 + 2ϕ1yϕ2y + ϕ1ϕ2yy + C5ϕ1ϕ2y = 0. (19c)
Note that the first three terms are zero since they are fulfilled by (19a). Multiply the remaining terms by ϕ1 to obtain(
ϕ21ϕ2y
)
y + C5ϕ21ϕ2y = 0. (19d)
The expression for ϕ2 is generated by solving (19d) as
ϕ2 =
∫
y
1
ϕ21
e−C5ydy.
Therefore, a general solution for R is then
R = ϕ1
∫
y
1
ϕ21
e−C5ydy. (19e)
Themethod is also applied for the S termand results in a similar expression. Since the P term is also transformed into second-
order linear differential equations with constant coefficient with respect to x, then the generating particular solution is
similar to (19a), (19b) and (19e), with a slight difference because of the inhomogeneous part. The generating general solution
is then reduced to the problem of solving a second-order equation with variable coefficients as described in (15a)–(15k).
4. Remarks on the properties of the solution
4.1. Uniqueness and the regularised solution
Note that Eqs. (4c), (11b) and (14) are second-order linear differential equations; thus, by applying boundary and initial
conditions, the uniqueness of the solutions in L2 and Lp can be ensured [23].
Corollary 1. The boundary value problem of Eqs. (4c), (11b) and (14) satisfying the continuity equation and the incompressible
three-dimensional Navier–Stokes equations is unique.
The generality of ς(t) can cause the solutions obtained to develop singularity and destroy the uniqueness [7]. The
boundary value problem (4c), (11b) and (14) then becomeunstable and no longer depend on the Cauchy data. The expression
ς (t) = 1T−t can certainly make the solution blow up at t = T , where T is a constant that depends on the initial condition.
The derivative ∂ς/∂t enters as a coefficient with respect to x in (5a). If the particular solution of (11b) is described as an
exponential, it gives P →∞ as t → T . Hence, it needs to undergo some regularisation procedure.
The regularisation procedure that is proposed here depends on finding an approximation expression for V . If V in a blow
up solution of the Navier–Stokes equations as t → T , then the modified regularised solution can be written as
V∗ = V
V + α (20a)
where α is a very small number. Integrate (20a) with respect to V ; the expression for the modified solution is written as
follows:
V − α ln (V + α)−
∫
V
M
N
(
1− α
V + α
)
dV =
∫
V∗
αV∗
(V ∗ − [1− β])2 dV∗ (20b)
where β is an arbitrary small number,M = 2βVV+α + β2 − 2β and N =
( V
V+α − [1− β]
)2
. The modified Eq. (20b) is finite as
t → T and the right hand side converges to V with a controllable error, α ln (V + α)+ ∫V MN (1− αV+α ) dV .
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4.2. Remarks on the energy rate
It is interesting to analyse the contribution of the solution to the energy rate in the flow field, which is stated in the
following proposition,
Proposition. If the rate of energy in the whole domain of Ξi, i = 1, . . . ,m, and Ξai, i = 1, . . . , n, with respect to the initial
and boundary conditions V = V (x, y, z, 0) on ∂Ξ1 or ∂Ξa1, is equal to zero, the p and V as solutions to the continuity equation
and the incompressible Navier–Stokes equations will be constant inΞi andΞai.
Proof. Let Ξ be the region of interest. It is supposed that the associated problem is a connected, bounded region in
a three-dimensional domain. Moreover, let Ξi, i = 1, . . . ,m, be subregions characterised by simple boundaries and
Ξai, i = 1, . . . , n, be the subregions where boundaries are not simple. This means that the boundaries considered, ∂Ξi
and ∂Ξai, are defined as regular and irregular surfaces, respectively.
Thus, the boundary value problem is determined as follows. Say we are given a density ρ > 0 such that the velocity V is
a real vector field consisting of (u, v, w) components and p is a real scalar field defined in every regionΞi, i = 1, . . . ,m, and
every regionΞai, i = 1, . . . , n, which fulfil the incompressible Navier–Stokes equations and continuity in (1a) and (1b) with
boundary and initial conditions V = V (x, y, z, 0) on ∂Ξ1 or ∂Ξa1. The kinematic viscosity υ > 0,∇ = (∂/∂x, ∂/∂y, ∂/∂z)
and−→n is the unit vector normal to the surfaces S parallel to the velocity. If the non-zero divergence condition in (1b) due to
the production term in the control volume is implemented, the boundary value problemmay not have a nontrivial solution.
This is a very important consequence since the non-zero divergence in the continuity equation has wide applications, for
example, in combustion problems.
The energy rate is defined as a product of static pressure p and flow rate V across the control surface. The direction of
the velocity is parallel to the unit normal control surface −→n . It is supposed that region Ξ is the associated problem and it
consists of i parts with simple and non-simple boundaries. Therefore, the assumed zero energy rate can be written as
∂E
∂t
= pAV + 1
2
ρV 2AV = 0. (21a)
Consequently, the divergence theorem can be applied to the whole region of interest as∮
S
(
pV · −→n + 1
2
ρV 2V · −→n
)
dS =
∫
Ξ
∇.
(
pV + 1
2
ρV 3
)
dΞ = 0. (21b)
By using the vector identity ∇. (fF) = f∇.F + F .∇f , we identify∮
S
(
pV · −→n + 1
2
ρV 2V · −→n
)
dS =
∫
V
(
p∇ · V + V · ∇p+ V 2∇ · V + V · ∇V 2) dV . (21c)
Since
∮
S
(
pV · −→n + 12ρV 2V · −→n
)
dS = 0, then
m∑
i=1
∫
Ξi
(
p∇ · V + V · ∇p+ V 2∇.V + V · ∇V 2) dΞ
+
n∑
i=1
∫
Ξai
(
p∇ · V + V · ∇p+ V 2∇ · V + V · ∇V 2) dΞ = 0. (21d)
Suppose that the rate of energy is zero everywhere; then Eq. (21d) is automatically satisfied. The first and third terms of the
energy rate are always zero according to the continuity. Therefore, since p and V are non-zero, then ∇p and ∇V must be
zero. Thus, the following trivial solution is defined:
p = constant and V = constant. (21e)
It is noted that (21e) will also satisfy the continuity equation and incompressible Navier–Stokes equations. This proves the
proposition. 
The above is one of the interpretations of Eq. (21d). However, it is interesting to consider more general conditions under
which (21d) will be satisfied. Let us consider that the function is not zero for whole infinite boundaries:
F =
∫
m
∫
Ξi
(
p∇ · V + V · ∇p+ V 2∇.V + V · ∇V 2) dΞdm
+
∫
n
∫
Ξai
(
p∇ · V + V · ∇p+ V 2∇ · V + V · ∇V 2) dΞdn. (22a)
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Suppose that there exists function such that by the dividing procedure the following expression is produced from Eq. (22a):
z = g(n)+
∫
m
h(m)z(m)dm. (22b)
Note that z in the left hand side is the same as that in right hand side; then by taking j = ∫m h(m)z(m)dm, where z ≤ j, and
performing differentiation of j, the following inequality is produced:
j′ = h(m)z(m) ≤ h(m)j(m). (22c)
Expression (22c) is multiplied by exp
(− ∫ h(m)dm), and applying the identity [24] we obtain
j′ exp
(
−
∫
h(m)dm
)
− h (m) j(m) exp
(
−
∫
h(m)dm
)
≤ 0.
Therefore, the following result is obtained by integration:
j ≤ c exp
(∫
h(m)dm
)
(22d)
with c is an arbitrary constant. Since j ≤ F , it is proved that the zero value for F is a very special case for the condition
where the energy rate is not zero everywhere. Moreover, the consideration can be changed to j ≤ z and F ≤ j, by the same
procedure; the special condition still holds, so the case for zero energy rate everywhere is more plausible.
The proposition indicates the impossibility of a nontrivial solution having zero energy rate. Suppose that energy is
produced if the solution possesses a nontriviality condition as in (18); it is plausible that the excess energywill be distributed
to the whole domain, and then the observed parameters will also deviate from trivial conditions. This feature will support
the qualitative aspect of turbulent flows and this represents common properties of turbulent flows. Moreover, turbulence
can be generated by implementing boundary conditions in a direct numerical simulation. This implies that turbulence is also
a boundary value problem of the Navier–Stokes equations as also stated by Adomian [25]. Furthermore, the case considered
here strictly admits continuity in the form of zero velocity divergence. For compressible flow cases where the velocity
divergence is not zero, triviality in p and V may not exist.
Corollary 2. Any nontrivial solution of boundary value problems of the continuity equation and the incompressible Navier–Stokes
equations has non-zero energy rate.
5. Conclusion
A class of exact solutions of the three-dimensional incompressible Navier–Stokes equations is introduced in this paper.
The solution is proposed to be in the form V = ∇Φ + ∇ × Φ where Φ is a potential function that takes the form
Φ = P (x, y, ξ) R(y)S (ξ). The explicit solutions for R and S are obtained through the continuity equation. The potential
function is then substituted into the Navier–Stokes equations to reduce them to a class of nonlinear ordinary differential
equations in terms of P , where the pressure term is represented as a general functional form. A general solution for P
is derived, based on the known particular solution, by using a novel method for finding closed form solutions of linear
differential equations. Thus the proposedmethod for solving Eq. (14) can also be applied to (4c). Since the proposedmethod
is able to reduce the original equations to linear differential equations, uniqueness is also proved by the standardmethod. For
the case of blow up, the solution is regularised by introducing a different function which converges to the original function
with a controllable error. The role of the simple energy equation is also considered by a standard method of vector identity.
The result with respect to initial and boundary conditions shows that the energy rate is not zero for any nontrivial solution
which also represents a qualitative property of turbulence.
As regards the coordinate transformation, the selection of variables in the potential function can be interchanged from
the beginning. Instead of using the coordinate relation (2b) and the potential function (3) the following expression can be
used:
Φ = P (ξ , y, z) R(y)S(z), ξ = kx− ς(t) or Φ = P (x, ξ , z) R (ξ) S(z), ξ = ky− ς (t) . (23)
In particular, it is reasonable to suggest that other classes of nontrivial exact solutions may still be developed from (8) or
from the original Navier–Stokes equations by more complex procedures to find more about the properties of the exact
solutions [26,27].
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