Abstract. In 1968, Ringel and Youngs confirmed the last open case of the Heawood Conjecture by determining the genus of every complete graph K n . In this paper, we investigate the minimum genus embeddings of the complete 3-uniform hypergraphs K 3 n . Embeddings of a hypergraph H are defined as the embeddings of its associated Levi graph L H with vertex set V (H) E(H), in which v ∈ V (H) and e ∈ E(H) are adjacent if and only if v and e are incident in H. We determine both the orientable and the non-orientable genus of K 3 n when n is even. Moreover, it is shown that the number of non-isomorphic minimum genus embeddings of K 3 n is at least 2 1 4 n 2 log n(1−o(1)) . The construction in the proof may be of independent interest as a design-type problem.
Introduction
For a simple graph G, let g(G) be the genus (sometimes we also use the term orientable genus) of G, that is, the minimum h such that G embeds into the orientable surface S h of genus h, and let g(G) be the non-orientable genus of G which is the minimum c such that G embeds into the non-orientable surface N c with crosscap number c. (When G is planar, we define g(G) = 0). If orientability of a surface is not a concern, we may consider the Euler genus of G, which is defined as g(G) = min{2g(G), g(G)}.
By a surface we mean a compact two-dimensional manifold without boundary. We say G is 2-cell embedded in a surface if each face of G is homeomorphic to an open disk. Youngs [18] showed that the problem of determining the orientable genus of a connected graph G is the same as determining a 2-cell embedding of G with minimum genus. The same holds for the non-orientable genus [11] . It was proved by Thomassen [15] that the genus problem is NPcomplete. For further background on topological graph theory, we refer to [10] .
One of the basic questions in topological graph theory is to determine the genus of a graph. This task can be complicated even for small graphs and for families of graphs with simple structure. The genus problem for complete graphs became of central importance in connection with the four-colour problem and its generalization to other surfaces. Heawood [5] generalized the four-colour conjecture to higher genus surfaces in 1890 and proposed what became known as the Heawood Map-coloring Conjecture. The problem was open for almost eight decades, and in 1965 this problem was given the place of honor among Tietze's Famous Problems of Mathematics [16] . The problem was eventually reduced to the genus computation for complete graphs and was studied in a series of papers. In 1968, Ringel and Youngs [14] announced the final solution of Heawood's Conjecture. The complete proof was presented in the monograph [13] . Their proof is split in 12 cases, some of which were slightly simplified later, but for the most complicated cases, no short proofs are known as of today. Theorem 1.1 (Ringel and Youngs [13] ). If n ≥ 3 then g(K n ) = (n − 3)(n − 4) 12 .
If n ≥ 5 and n = 7, then g(K n ) = (n − 3)(n − 4) 6 .
A natural generalization of genus problems for graphs is the genus of hypergraphs [8, 17] . The embeddings of a hypergraph H are defined as the embeddings of its associated Levi graph. The genus problems of hypergraphs are tightly related with the genus of bipartite graphs, 2-complexes, block designs and finite geometry. We refer to [1, 12, 17] for more background.
In this paper, we determine the genus and the non-orientable genus of complete 3-uniform hypergraphs K 3 n when n is even. Our main result is the following.
If n ≥ 6 is even, then
In our proofs, we construct a set of Eulerian circuits satisfying certain compatibility conditions. The construction may be independent interest as a design type problem.
If n is odd, the genus of K 3 n is strictly greater than 1 24 (n − 2)(n + 3)(n − 4) . Surprisingly, it is actually much larger than that. These cases will be dealt with in a separate paper [6] .
The construction used to prove Theorem 1.2 has lots of flexibility and it can be generalized to give many non-isomorphic minimum genus embeddings. Theorem 1.3. If n is even, there exist at least 2 1 4 n 2 log n(1−o(1)) non-isomorphic (orientable and non-orientable, respectively) minimum genus embeddings of K 3 n , where the logarithm is taken base 2. Inspired by [7, Theorem 1.5] , we also study the genus of hypergraphs with multiple edges. In that result a phase transition occurs when studying the genus of random bipartite graphs with parts of size n 1 and n 2 , where n 2 is constant, n 1 1, and edge probability is p = Θ(n
). The following hypergraph appears in the analysis related to that case. Let mK 3 n be the 3-uniform hypergraph such that each triple of vertices is contained in exactly m edges. We have the following result. 12 .
The paper is organized as follows. In the next section, we give basic definitions and results in topological graph theory. In addition, we present the main tools used in the proof of the main theorem. In Section 3, we prove Theorem 1.2. In Section 4, we show that the number of non-isomorphic minimum genus embeddings constructed in the proof of Theorem 1.2 is abundant. Section 5 resolves the genus of hypergraphs with multiple edges and contains the proof of Theorem 1.4.
Embeddings of complete 3-uniform hypergraphs
We will use standard graph theory definitions and notation as used by Diestel [3] . As previously mentioned, an embedding of a graph G on a surface is a PL-drawing of G on that surface without edge crossings. Every 2-cell embedding (and thus also any minimum genus embedding) of G can be represented combinatorially by using the corresponding rotation system π = {π v | v ∈ V (G)} where a local rotation π v at the vertex v is a cyclic permutation of the neighbours of v. In addition to this, we also add the signature, which is a mapping λ : E(G) → {1, −1} and describes if the local rotations around the endvertices of an edge have been chosen consistently or not. The signature is needed only in the case of non-orientable surfaces; in the orientable case, we may always assume the signature is trivial (all edges have positive signature). The pair (π, λ) is called the embedding scheme for G. For more background on topological graph theory, we refer to [4, 10] .
We say that two embeddings φ 1 , φ 2 : G → S of a graph G into the same surface S are equivalent (or homeomorphic) if there exists a homeomorphism h : S → S such that φ 2 = hφ 1 . By [10, Corollary 3.3.2] , (2-cell) embeddings are determined up to equivalence by their embedding scheme (π, λ), and two such embedding schemes (π, λ) and (π , λ ) determine equivalent embeddings if and only if they are switching equivalent. This means that there is a vertex-set U ⊆ V (G) such that (π , λ ) is obtained from (π, λ) by replacing π u with π −1 u for each u ∈ U and by replacing λ(e) with −λ(e) for each edge e with one end in U and the other end in V (G) \ U .
Let H be a hypergraph. The associated Levi graph of H is the bipartite graph L H defined on the vertex set V (H) ∪ E(H), in which v ∈ V (H) and e ∈ E(H) are adjacent if and only if v and e are incident in H; see [2] or [17] . In this paper, we use K 3 n to denote the complete 3-uniform hypergraph of order n, and we denote its Levi graph by L n . The vertices of L n corresponding to V (K Since L H is bipartite, we have the following simple corollary of Euler's Formula (see [10, Proposition 4.4 
.4]).
Lemma 2.1. Let H be a 3-uniform hypergraph with n vertices and e edges. Then
Moreover, equality holds in (1) if and only if the Levi graph L H admits a quadrilateral embedding in some surface.
In the case of the complete 3-uniform hypergraphs we obtain:
.
From now on, we assume n ≥ 4 is an even integer. For each i (1 ≤ i ≤ n), let K n − i be the labelled complete graph defined on the vertex set [n] \ {i}. Suppose T i and T i are Eulerian circuits in K n − i. If T i is the reverse of T i , we denote it by T
−1 i
and view them to be equivalent. Two families F, F of circuits are equivalent if there is a bijection f : F → F such that for each
Define a transition through j in T i as a subtrail of T i consisting of two consecutive edges aj and jb, and we denote it simply by ajb (which may sometimes be written as a, j, b). We say that T i and T j are compatible if for every transition ajb in T i , there is a transition aib or bia in T j , and T i and T j are strongly compatible if for every transition ajb in T i , there is the transition bia in T j . Note that this gives a bijective correspondence between n−2 2 transitions through j in T i and n−2 2 transitions through i in T j . We call a set of trails {T 1 , . . . , T n } an embedding set if T i is an Eulerian circuit in K n − i for each i = 1, . . . , n and any two of them are compatible. An embedding set is strong if for every i = j, T i and T j are strongly compatible. In our construction of embeddings, we will use different rules when specifying Eulerian circuits for odd and even values of i, and we will say that i ∈ [n] is an odd vertex (or even vertex) when i is odd (or even) viewed as an integer.
The following result is our main tool in this paper.
Theorem 2.3. Let n ≥ 4 be an even integer. There exists a bijection between equivalence classes of the (labelled) quadrilateral embeddings of the Levi graph L n of K 3 n and the equivalence classes of embedding sets of size n. Under this correspondence, strong embedding sets correspond to orientable quadrilateral embeddings.
is the bipartition of L n . For every vertex i ∈ X n , consider the local rotation π i around i. Note that the neighbors of i are all n−1 2 =: N triples of elements of [n] which contain i, and all of them have degree 3 in L n .
Each pair of consecutive vertices (triples) in π i determines a 4-face with two vertices in X n , say i and j. Then both triples are adjacent to i and to j in L n , so they both contain i and j. Let us now consider the two 4-faces containing the edge joining i and a triple ijk. Since this triple is adjacent to vertices j and k in L n , one of the neighbors of i preceding or succeeding ijk in the local rotation π i contains j and the other one contains k. Therefore there is a sequence a 1 , a 2 , . . . , a N such that a j is the common element between the jth and (j + 1)st neighbor of i in π i . Moreover, the jth neighbor of i is the triple ia j−1 a j (where a 0 = a N ). Clearly, the cyclic sequence T i = (a 1 a 2 . . . a N ) is an Eulerian circuit in K n − i since the consecutive pairs a j−1 a j (1 ≤ j ≤ N ) run over all pairs in [n] \ {i}. Suppose iaj and ijk are consecutive neighbors of the vertex i in π i and assume iaj → ijk is clockwise. See Figure 2 for clarification. That means, ajk is a transition in T i . Now consider the local rotation π j . Clearly, iaj and ijk are consecutive vertices in π j . Moreover, assuming the local rotations around i and j are chosen consistently with the clockwise orientation in the face containing i, iaj, j, ijk, we have ijk → iaj is clockwise. That means that T i and T j are compatible (strongly in the orientable case). Therefore, {T 1 , . . . , T n } form an embedding set (or strong embedding set).
This gives a correspondence (π, λ) → {T 1 , . . . , T n }. Let us first observe that equivalent embedding schemes (obtained by switching over a vertex-set U ⊆ V (L n )) correspond to changing the Eulerian circuits T u with their inverse circuits T −1 u for u ∈ U ∩ X n . Thus the correspondence preserves equivalence. To see that the described correspondence is injective, consider two quadrilateral embeddings with schemes Π 1 = (π 1 , λ 1 ) and Π 2 = (π 2 , λ 2 ), whose embedding set {T 1 , . . . , T n } is the same. This in particular means that π 1 and π 2 agree on X n . Clearly, this implies that the set of quadrangular faces is the same for both embeddings (for every π 1 i -consecutive neighbors iaj → ijk the corresponding 4-face has vertices i, iaj, j, ijk). By [10, Corollary 3.3.2] , this implies that Π 1 and Π 2 are equivalent. In order to show the map is surjective, suppose E = {T 1 , . . . , T n } is an embedding set. We have to show that there is a quadrilateral embedding of K 3 n such that this embedding returns an equivalent embedding set under the correspondence described in the first part of the proof. The quadrilateral embedding will be given by an embedding scheme Π = (π, λ) which is determined as follows.
For i ∈ X n , let T i be the circuit a 0 a 1 a 2 . . . a N , where a 0 = a N . Then we define the rotation π i around the vertex i as the cyclic permutation:
For each triple ijk ∈ Y n (where i < j < k), set π ijk = (i, j, k). Finally, define the signature as follows. Given i < j < k, let e 1 , e 2 , and e 3 be the edges joining ijk with the vertex i, j, and k, respectively. We set λ(e 1 ) = 1 if the edge jk appears in the direction from j to k in T i . Otherwise, set λ(e 1 ) = −1. Similarly, set λ(e 2 ) = 1 (λ(e 3 ) = 1) if and only if the edge ki (ij) appears in T j (T k ) in the direction from k to i (from i to j). By these rules it is clear that equivalent embedding sets give equivalent embedding schemes, and that Π will give back the same embedding set. It remains to see that the embedding Π is quadrilateral. To see this, consider a triple ijk (i < j < k) and the faces around it. Figure 2 should help us to visualize the situation. By changing the embedding set E to an equivalent embedding set (by possibly changing T i , T j , T k to their inverses), we may assume that T i traverses jk in the direction from j to k, T j traverses ki from k to i, and T k traverses ij from i towards j. Then λ(e 1 ) = λ(e 2 ) = λ(e 3 ) = 1. Let T i : . . . ajkb . . . and T j : . . . ckia . . . . Here we used compatibility condition to conclude that kia is a transition in T j . Compatibility condition implies that T k : . . . bijc . . . . This implies that the faces around ijk are precisely as shown in the figure. Since ijk was arbitrary, we conclude that all faces are quadrilaterals, which we were to prove. Here we give a construction of an optimal orientable embedding of K 3 6 , see Figure 3 . By identifying the edges on the boundary of the square with the same label a − h, we obtain an embedding on the triple torus. Its strong embedding set E 6 is the following: 
Complete 3-uniform hypergraphs of even order
In this section, we will construct minimum genus embeddings of K 3 n for every even n ≥ 4.
24 .
Proof. By Proposition 2.2, it suffices to show that g(K
. We will prove it by induction on n. The base case when n = 4 is clear from Figure  1 , so we proceed with the induction step.
Assume L n quadrangulates some orientable surface, and E n = {T 1 , . . . , T n } is the corresponding strong embedding set, where T i is an Eulerian circuit in K n −i (i ∈ [n]). Now we consider L n+2 with two new vertices in X n+2 = [n+2]. For brevity we will write x = n + 1 and y = n + 2. For every odd vertex
transitions of the form a, i + 1, b. We arbitrarily pick one of those transitions, and denote it by a i , i + 1, b i . In the next step, we are going to insert a trail E i (defined below) between i + 1 and b i in T i to get an Eulerian circuit in K n+2 − i. The new, longer circuit will be denoted by T i . For the trail T i+1 in E n , since a i , i + 1, b i is a transition in T i , the transition b i , i, a i is contained in T i+1 by the strong compatibility condition. Similarly as what we do for T i , we insert a trail E i+1 between i and a i in T i+1 , and the new longer circuit we get is denoted by T i+1 .
For every odd vertex 1 ≤ i ≤ n − 1, let σ i be the permutation of the set [n] \ {i, i + 1} that is obtained from the sequence 1, 2, . . . , n by removing i and i + 1 and by switching the pairs 2j − 1, 2j for j = 1, . . . ,
. Specifically: 5, 6 , . . . , n − 1, n; σ 3 = 2, 1, 5, 6, . . . , n − 1, n;
We construct E i as follows. We start with x, and then insert y and x consecutively in the interspace of numbers in σ i , and add x, y, i + 1 at the end, for every odd vertex 1 ≤ i ≤ n − 1. For the case E i+1 , we start with y, insert x and y (alternating) in the interspace of numbers in σ i , and add y, x, i at the end. To be more precise, we get the following: 3, y, 4, x, 5, y, 6 , . . . , x, n − 1, y, n, x, y, 2; E 2 = y, 3, x, 4, y, 5, x, 6, . . . , y, n − 1, x, n, y, x, 1; · · · E i = x, 2, y, 1, . . . , x, i − 1, y, i − 2, x, i + 2, y, . . . , x, n − 1, y, n, x, y, i + 1; E i+1 = y, 2, x, 1, . . . , y, i − 1, x, i − 2, y, i + 2, x, . . . , y, n − 1, x, n, y, x, i; · · · E n−1 = x, 2, y, 1, x, 4, y, 3, . . . , x, n − 2, y, n − 3, x, y, n; E n = y, 2, x, 1, y, 4, x, 3, . . . , y, n − 2, x, n − 3, y, x, n − 1.
It is easy to see that T i and T i+1 are Eulerian circuits in K n+2 − i and K n+2 − (i + 1). To verify the strong compatibility of these Eulerian circuits, note that our construction preserves almost all transitions in E n , except for every odd i we break the transition a i , i+1, b i in T i , and the transition b i , i, a i in T i+1 . That means we only need to check the strong compatibility of transitions in E i . If j and i are both odd and j < i, this is true since x, i, y is a transition in E j and y, j, x is a transition in E i . Similar observations hold in the other three cases depending on the parities of j and i. This shows that T a and T b are strongly compatible for every 1 ≤ a < b ≤ n.
In the final step, we will define Eulerian circuits T x and T y , such that E n+2 = {T 1 , . . . , T n , T x , T y } is a strong embedding set. We have to fix some transitions in T x and T y in order to get strong compatibility with circuits T j (1 ≤ j ≤ n). We list these transitions in the following tables, where we assume 3 ≤ i ≤ n−3 is an odd vertex.
Transitions in T x through odd vertices (3 ≤ i ≤ n − 3) 3 1 2 2 i i + 1 2 n − 1 n 5 1 4 4 i 1 4 n − 1 1 7 1 6 6 i 3 6 n − 1 3
If T x has all the transitions listed in the tables above, then it is strongly compatible with T j for every 1 ≤ j ≤ n. Since each pair of two different numbers will consecutively appear in T x exactly once, the above tables give us the following n/2 subtrails {A 1 , . . . , A n 2 } in T x where we also let 3 ≤ i ≤ n − 3 be odd.
where
is a subtrail of length 4 such that F i (j) = n + 1 − 2j, i − 2j, n − 2j, i + 1 − 2j and F n−1 (j) = n + 1 − 2j. Similarly, the following tables list all transitions in T y forced by strong compatibility with T j for every 1 ≤ j ≤ n.
Transitions in
. . .
The above tables also give us the following n/2 subtrails {B 1 , . . . , B n 2 } in T y .
where G i (j) (3 ≤ i ≤ n − 3) is a subtrail of length 4 such that G i (j) = i − 2j, n + 1 − 2j, i + 1 − 2j, n − 2j, and G n−1 (j) is a subtrail of length 3 where
Finally we are going to combine those subtrails of T x and T y . Note that any combination will give us an Eulerian circuit on K n+2 − x or K n+2 − y (respectively), since if ab (or ba) appears twice in the subtrails of T x , then either T a or T b is not an Eulerian circuit. We let T x = A 1 , A 2 , . . . , A n 2 and T y = B 1 , B 2 , . . . , B n
2
, that means the construction is the following: y, 1, . . . , n, y, 3 , . . . , n − 2, y, 5, . . . , 4, y, n − 1, . . . , 2;
T y = x, 2, . . . , n − 1, x, 4, . . . , 5, x, n − 2, . . . , 3, x, n, . . . , 1.
It remains to show that T x and T y are strongly compatible. This is true because for every odd vertex 3 ≤ i ≤ n − 1, we can see that n + 3 − i, y, i is a transition in T x and i, x, n + 3 − i is a transition in T y , as well as 2, y, 1 is a transition in T x and 1, x, 2 is a transition in T y . This completes the proof. Note that 6, 3, 4 is a transition in T 5 and 6, 5, 4 is a transition in T 3 , and also 2, 3, 1 is a transition in T 5 and 1, 5, 2 is a transition in T 3 . That means, neither T 3 nor T −1 3 is strongly compatible with T 5 . It is not hard to see that all pairs in the set E 6 are compatible.
12 .
Proof. The proof follows the same inductive construction we used in the proof of Theorem 3.1. Instead of using K
Number of non-isomorphic embeddings
We say that two embeddings φ 1 , φ 2 : G → S are isomorphic if there is an automorphism α of G such that the embeddings φ 1 and φ 2 α are equivalent. In this section we will show how to obtain many non-isomorphic optimal embeddings of K 3 n when n is even. It is easy to see that the number of non-equivalent (2-cell) embeddings of K 3 n in some surface is equal to 2 (
n 4 log n(1−o (1)) .
The genera of all these embeddings take only O(n 3 ) different values, but the majority of them will have their genus much larger than the minimum possible genus. The number of minimum genus embeddings is indeed much smaller as made explicit in the following. (n − 2)(n + 3)(n − 4) is at most 2 1 4 n 3 log n(1+o (1)) , where the logarithm is taken base 2.
Proof. We may assume that n is even since otherwise there are no such embeddings. By Theorem 2.3, optimal embeddings of K 3 n into surfaces of Euler genus 1 6 (n − 2)(n + 3)(n − 4) are quadrilateral and are in a bijective correspondence with embedding sets. These are sets of Eulerian circuits satisfying compatibility conditions. Their number can be estimated as follows.
Suppose that compatible Eulerian circuits T 1 , . . . , T k−1 are already chosen (1 ≤ k ≤ n). To construct the next circuit T k , we start by an arbitrary edge in K n − k. If we come to a vertex i < k when following the last chosen edge, the transition is determined by compatibility with T i . On the other hand if we come to a vertex i > k for the rth time, there are (at most) n − 1 − 2r edges which can be chosen as the next edge on the trail. All together, when passing through such a vertex i, we have at most (n−3)(n−5)(n−7) · · · 3·1 = (n−3)!! choices. Therefore the number of ways to choose T k is at most ((n − 3)!!) n−k . Thus the number of embedding sets is at most:
n 3 log n(1+o (1)) and this completes the proof.
Note that in the proof we are actually giving a bound on compatible closed trail decompositions. Nevertheless, this estimate may be rather tight, since the number of Eulerian circuits in K n−1 is 2 1 2 n 2 log n(1+o(1)) , see [9, Theorem 4] . Now we will turn to a lower bound on the number of non-isomorphic minimum genus embeddings that can be obtained by a simple generalization of the construction in our proofs of Theorems 3.1 and 3.3. n 2 log n(1−o(1)) non-isomorphic optimal embeddings of K 3 n in each, the orientable and the non-orientable surface of Euler genus 1 6 (n − 2)(n + 3)(n − 4).
Proof. Let I n be the number of non-isomorphic optimal embeddings of K 3 n . Here we will only deal with the orientable case; for the non-orientable embeddings, arguments are the same.
Recall that in the construction of the embedding set E n = {T 1 , . . . , T n } of K 3 n , for every odd vertex i ∈ [n − 2] we arbitrarily pick a transition a i , i + 1, b i in T i ∈ E n−2 , and insert a subtrail E i . Since i + 1 appears exactly n−4 2 times in T i , different choice of transitions through i + 1 will give us different trails T i and T i+1 . Also, the choice of consecutive odd-even pairs i, i + 1 gives us a perfect matching of K n−2 . It is easy to see that any perfect matching of K n−2 can be used as such a pairing and this will give us different embedding sets E n . Moreover, fixing a perfect matching, for example, i, i + 1 for every odd i, we can exchange i and i + 1 to get a new embedding set. Note that x and y are symmetric in our construction, and can be exchanged.
Let I n denote the resulting number of inequivalent embedding sets. Then we have: That means that there are at least 2 1 4 n 2 log n (1+o(1)) inequivalent minimum genus embeddings.
If φ 1 and φ 2 are non-equivalent but isomorphic embeddings, then there is an automorphism α such that φ 1 is equivalent with φ 2 α. Each such automorphism is determined by the values α(1) and α(123), and by noting whether α preserves or reverses the local rotation around the vertex 1. This means that the number of isomorphic embeddings is polynomial in n, and thus the number of isomorphism classes of embeddings decreases by a factor that can be hidden in the o(1) term in the (1 − o(1)) factor. This completes the proof.
Since T i also contains the transition a i , i + 1, b i , we break T i between i + 1 and b i , and we write T i by starting with b i and end with a i , i + 1. We also break transition a i , i + 1, b i in T m i , and insert T i between i + 1 and b i . For the case i + 1, we do the same things on transition b i , i, a i . Therefore, we will get a (strong) embedding set E m+1 n of (m + 1)K 3 n . It is easy to verify the (strong) compatibility among trails in E m+1 n . The described construction works in all cases except when n = 4, and we look for the non-orientable embeddings of mK
