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Abstract
We consider the problems of sparse regression and column subset selection under `1 error. For
both problems, we show that in the non-negative setting it is possible to obtain tight and efficient
approximations, without any additional structural assumptions (such as restricted isometry, in-
coherence, expansion, etc.). For sparse regression, given A, b with non-negative entries, we give
an efficient algorithm to output a vector x of sparsity O(k), for which ‖Ax− b‖1 is comparable to
the smallest error possible using non-negative k-sparse x. We then use this technique to obtain
our main result: an efficient algorithm for column subset selection under `1 error for non-negative
matrices.
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1 Introduction
Sparsity plays a crucial role in learning and signal processing. Representing a signal as a sparse
combination of “elementary” signals (sparse recovery) and finding bases in which a collection of
signals have sparse representation (sparse coding) are fundamental problems, with applications
ranging from genetics, to speech processing, to computer vision [12, 33, 31, 32, 38, 40, 41].
In most of these applications, we require recovery algorithms that are tolerant to noise.
Different “types” of noise lead to different optimization formulations. For instance, if signals
are corrupted under independent Gaussian noise, recovery algorithms with an `2 objective
perform well. On the other hand, when there are a few yet large deviations, recovery
algorithms with an `1 objective perform much better (cf. [13, 26, 42]). This is also the
case for problems involving matrices, such as low rank approximation and column subset
selection, in which we could either have uniform noise in all the columns, or have a few
“outlier” columns with large error. Also, from a theoretical perspective, it is interesting to
ask the approximation question for general `p norms. Interestingly, for the matrix problems
above, minimizing the `1 error (and more generally `p error for p 6= 2) turns out to be
significantly harder than minimizing the `2 error. The beautiful theory of singular value
decompositions that lets us minimize `2 error does not have a counter-part for `1. Indeed,
even finding approximate solutions has recently been shown to be NP hard [36]. However,
given its effectiveness in applications ([31, 32, 38, 41]), many heuristics [27, 37, 43, 11, 20]
and, more recently, approximation algorithms [15, 36] have been proposed.
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7:2 L1 Sparse Regression and Column Selection
Our main focus in this paper is the well-studied problem of column selection, with the goal
of minimizing the `1 reconstruction error. The column selection problem is the following: we
are given a matrix A (m×n), and the goal is to find a subset S of its columns of a prescribed
size, so as to minimize the “reconstruction error” minX∈R|S|×n ‖A−ASX‖1, where AS is the
submatrix of A restricted to the columns S. Besides its direct applications [12, 31, 32, 38, 40,
41] column selection has found several applications as a tool for building efficient machine
learning algorithms, including feature selection (as a pre-processing step for learning), coreset
computation, and more broadly, as interpretable dimension reduction [1, 16, 21].
While column selection has been quite well understood with `2 error (in a sequence of
works, including [10, 23, 25, 34]), it is computationally much harder under `1 error. Recently,
Song et al. [36] provided the first CUR and low rank approximation algorithm for general
matrices and for p ∈ [1, 2]. Their main result is an (O(logm) poly(k))-approximation to
the error in nnz(A) + (n + m) poly(k) time, for every k, where nnz(A) is the number of
non-zero entries in A. They also prove that if one compares the error obtained by the column
approximation with the best rank-k approximation, a factor of
√
k is inevitable, even if one
uses significantly more than k columns. Our result is incomparable in two respects: first,
it gets past the lower bound by comparing the solution obtained with the error of the best
k-column approximation. Second, our focus is on the non-negative setting (defined below),
for which we obtain a significantly better approximation. A more detailed comparision with
the works of Song et al. [36] and Chierichetti et al. [15] is provided in Section 1.2.
It is important to note that the non-negativity assumption is natural, in fact in many
applications where column selection is used to “explain” a collection of points in terms of
a smaller subset, we have that all the points are expressible as a non-negative (often even
convex) combination of the selected points. Further, in applications such as recommender
systems and image reconstruction, the points themselves have coordinates that are all non-
negative. Motivated by such applications, we define the non-negative column subset selection
problem, as follows.
I Problem 1 (Non-negative CSS(A,B)). Given two matrices A,B with non-negative entries
and parameter k, find a subset S of the columns of A of size k, so as to minimize the
best reconstruction error for B, i.e., the quantity minX≥0 ‖B −ASX‖1. (X ≥ 0 refers to
entry-wise non-negativity.)
Note that this is a slight generalization of column selection as explained earlier (which
can be viewed as the case B = A). Our main result in this paper is an efficient algorithm
for this problem; enroute to this we also design an algorithm for the `1 sparse regression
problem.
Sparse regression
The key ingredient in our result is a new algorithm for another fundamental problem – sparse
regression. Given a matrix A, and a target vector b, the goal here is to find a sparse x such
that ‖Ax− b‖1 is as small as possible. The classic paper of Donoho [19], and the beautiful
line of work [5, 14, 24, 30] have resulted in algorithms for approximate recovery, under
special assumptions on A (for instance, the so-called restricted isometry property (RIP), or
expansion properties of an appropriate graph associated with A). Here we solve the general
version of the non-negative problem.
It is also known that sparse recovery is hard if we do not make assumptions on A [2, 22]
(incidentally, even checking if a matrix satisfies the RIP condition is hard, in many interesting
parameter ranges [6, 28, 39]). So our focus here is on a non-negative variant, defined as
follows.
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I Problem 2 (Non-negative sparse regression). Given a non-negative matrix A, a non-
negative target vector b, and a parameter k, find a vector x ≥ 0 (entry-wise) of sparsity k
that minimizes ‖Ax− b‖1.
Finding sparse solutions to optimization problems is a classic theme in approximation
theory. A classic approach to solve those problems for a large class of convex functions f(x)
over the domain ∆n := {(x1, . . . xn) : xi ≥ 0,
∑
i xi = 1} is the Frank-Wolfe procedure that
produces a solution that is O(1/T ) away from the optimum, after T iterations. This method
can be used to obtain a trade-off between the approximation of the objective and the sparsity
of the solution obtained. [17, 18, 35] are three excellent sources for this line of work. For
`2 sparse regression, this implies that for any A, we can obtain a solution sparsity roughly
O(1/2), that has a loss  away from the optimum (Maurey’s lemma, see also [7]).
However, such a result is impossible with `1 error. It is easy to see that if A is the identity,
and b = ( 1n ,
1
n , . . . ,
1
n ), then the minimum over x ∈ ∆n of f(x) = ‖Ax− b‖1 is zero, while
for any k-sparse x, the error is ≥ 1− kn . Thus, we ask the question: can we perform such
an approximation, when the goal is simply to compete with the best k-sparse solution? Our
contribution in Theorem 3 is to show that this is possible via a Frank-Wolfe type update
using a novel potential function.
A setting very similar to ours was considered in the work [8], where it is shown that
if there is a k-sparse vector x∗ such that Ax∗ = b exactly, then an algorithm based on an
exponential potential function finds an O(k/3)-sparse vector y such that ‖Ay − b‖1 ≤ .1
The paper [8] uses sparse regression for learning low-dimensional Gaussian mixtures (i.e.,
express the p.d.f. of the mixture —obtained empirically— as a sparse convex combination of
the p.d.f.’s of Gaussians). Our ability to handle error implies that our algorithm can learn
mixtures even in the presence of noisy points.
Further related work. Problem 1 above is closely related to many well-studied questions.
Blum et al. [9] consider the problem of finding a small subset Q of a given point set P , such
that the convex hulls of P and Q are “close”. This is equivalent to approximately representing
the points in P \Q using points in Q – a goal similar to ours. However, they consider `2
error, and also require a good approximation for every point in P . Another closely related
question is that of finding a non-negative matrix factorization (NMF), under the “anchor
word” assumption [4, 3]. In NMF, we are given a non-negative matrix M , and the goal is to
write M = XY , where X,Y are non-negative matrices. The anchor word assumption states
that X can be chosen to be a subset of the columns of M , which reduces the problem to
non-negative CSS. Our methods can thus be directly applied; however in [3] and related
works, the measures of error are different from ours. Also in contrast to our result, much of
the work in this area focuses on finding precisely k columns.
Notations. We review some of the notation we will use throughout the paper. For a matrix
A, Ai refers to its i’th column, and A(i) refers to its ith row. By ‖A‖1, we refer to the sum
of the absolute values of the entries in A. Also, nnz(A) refers to the number of non-zero
entries in the matrix. We will refer to ∆n the “probability simplex” in n dimensions, namely
{(x1, . . . , xn) : xi ≥ 0,
∑
i xi = 1}.
1 Their proof can handle a small amount of noise, albeit under the restriction that in every coordinate,
Ax∗ and b are within a (1± ) factor. Note that is a lot more restrictive than ‖Ax∗ − b‖1 being small.
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1.1 Our results
Let us start by stating our result for sparse regression. The non-negative sparse regression
problem (stated above) has as input a matrix A and a target vector b (both non-negative).
I Theorem 3. Suppose there exists a non-negative k-sparse vector x∗ such that ‖Ax∗ − b‖1 ≤
 ‖b‖1. Then, there is an efficient algorithm that, for any δ > 0, outputs a y of sparsity
O(k log(1/δ)/δ2), with the guarantee that ‖Ay − b‖1 ≤
(
4
√
2(+ 2δ)
)
‖b‖1.
The running time of the algorithm is O(k log(1/δ)/δ2 · nnz(A)). Note also that if we
set δ = , we obtain an error roughly O(
√
) factor of the optimum. It is an interesting
open problem to understand if this  versus
√
 guarantee is necessary. In our analysis, it
arises due to a move from KL divergence to `1 error (via Pinsker’s inequality). Indeed, our
algorithm produces a much better approximation in KL divergence, as we will see. We then
use the theorem above to show our main result, on the non-negative CSS problem.
I Theorem 4. Let A,B be non-negative matrices, and suppose there exists a subset S of
k columns of A, such that minX≥0 ‖B −ASX‖1 ≤  ‖B‖1. Then for any δ > 0, there is
an efficient algorithm that finds a set S′ of O(k log(1/δ)/δ2) columns of A that give an
approximation error O(
√
δ + ) ‖B‖1.
Theorems 3 and 4 are proved in sections 2 and 3 respectively. Given the conceptual
simplicity of the algorithms, we also implement them effectively, and show some preliminary
experimental results in Appendix A.
1.2 Interpreting error bounds and comparisons to prior work
We now focus on the low-rank approximation result (Theorem 4) and discuss the tradeoff
between error and the number of columns output. We then compare our result with prior
work on `1 low rank approximation.
First, note that our error bound is additive, in a sense. Specifically, the approximation
factor can be arbitrarily bad if  is sufficiently small. Indeed, if  = o(1)/k, then prior work
gives better approximations. While it is common in theory to assume that low-rank and
k-column approximations have error that is tiny compared to the norm of the matrix, in
practice it is quite common to have situations in which only (say) 90% of the “mass” can be
“explained” via a low rank approximation, while the rest is noise. These are the settings in
which our methods do significantly better (indeed, none of the earlier results we are aware
of give any non-trivial guarantees in such settings). In the case of `2 error (when we can
actually compute the error efficiently), we often observe a drop in the singular values (i.e.,
σ1, . . . , σk are larger than the rest) in practice, but the total Frobenius mass on the tail is
still non-trivial.
Second, we have a tradeoff between the number of columns output and the error we
can obtain. We do not know if such a dependence is optimal, and this is an interesting
open question. However, in [8], it was shown that even in the zero error case, a trade-off of
this nature is essential, assuming that a random planted version of the set cover problem
does not have polynomial time algorithms (which seems consistent with current algorithmic
techniques).
Next, we compare with the previous work on `1 low rank approximation. Recently,
Song et al. [36] and Chierichetti et al. [15] have made significant progress on the problem
on both the algorithm and the hardness fronts. First, our methods are quite different in
many respects, even when we restrict to non-negative matrices and we compare the error
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of the algorithm with the best k-column approximation, as opposed to the best rank-k
approximation. Second, our analysis also applies to the generalized CSS problem, where
we have two matrices, and we approximate one using the columns of the other. Third, as
mentioned above, our algorithm has weaker guarantees than the prior work when the matrix
B has a very low error ( (1/k) ‖B‖1) `1 approximation.
2 Sparse recovery under noise
The aim of this section is to outline the proof of Theorem 3. We start with some simple
observations about re-scaling. The first is that we may assume that ‖b‖1 = 1 without loss
of generality, because otherwise, we can run the entire procedure with b/ ‖b‖1, and re-scale
the coefficients of the obtained y by a factor ‖b‖1. The second observation is that we may
assume that all the columns of A (which we may assume to be non-zero, as zero columns
can be ignored) have unit `1 norm, w.l.o.g. This is again simple: if not, we can solve the
problem with a matrix whose columns are Ai/ ‖Ai‖1, and then divide the obtained xi by the
corresponding ‖Ai‖1 to obtain a solution with the original matrix.
Thus, by way of simplifying notation, assume that the columns of A are denoted by
the set V of vectors on the “probability simplex” ∆n in Rn, and we denote by p ∈ ∆n
be the target vector. Suppose there exist v1, . . . , vk ∈ V , and non-negative αi, such that
‖p−∑i αivi‖1 ≤ .
Our goal is to design an iterative algorithm that maintains a vector q ∈ ∆n (the current
approximation to p), and adds one vector from v ∈ V to q (with appropriate step size) in
each iteration so as to improve a potential. The most natural potential (which works for `p
norms for all p > 1), is simply the `1 distance ‖p− q‖1. Unfortunately, for this potential,
depending on the current q, there may not exist “local improvements”. This can be observed
in a simple example:
v1 = (1, 0, 1, 0), v2 = (1, 0, 0, 1), v3 = (0, 1, 1, 0), v4 = (0, 1, 0, 1).
Let p = ( 12 ,
1
2 ,
1
2 ,
1
2 ). Clearly, it is in the convex hull of the vectors. Now, consider q =
(1, 1, 0, 0). It can easily be verified that there is no single vector that can be added in order
to improve ‖p− q‖. (Indeed, such examples are well-known [18].)
Another natural potential is the relative entropy DKL (p ‖ q). The problem with this is
that it can be extremely sensitive to changes in q when q is close to the boundary of the
simplex. While we may hope to control the distance to the boundary via a “warm start”, it
turns out to be tricky to implement.
Instead, we maintain a potential that automatically controls the distance to the boundary,
while at the same time, allows us to reason about proximity to the optimum at the end:
Φ(q) := DKL
(
p ‖ p+ q2
)
=
∑
i
pi log
(
2pi
pi + qi
)
. (1)
The potential is, roughly speaking, “one part” of the Jensen-Shannon divergence. The
updates we consider are analogous to Frank-Wolfe iterations. In particular, in every round
of the algorithm we greedily select the column that minimizes the potential and using it we
recompute the vector q as shown in Algorithm 1.
To prove our main results we analyze the drop of the potential in every round of our
algorithm. Interestingly we can show that the potential decrease geometrically during the
execution of the algorithm. More formally, we show the following lemma.
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Algorithm 1 Warm-KL
Initialize q(0) = v for an arbitrary v ∈ V , S = ∅, η = δ2/2k, and T =
dlog
(
1
4
√
+2δ
)
/log
(
1
1− η2
)
e
for t = 1 . . . T do
Find the column u ∈ V that minimizes Φ((1− η)q(t−1) + ηu), and add it to S.
Set q(t) ← (1− η)q(t−1) + ηu.
end for
I Lemma 5 (Potential drop). Consider the execution of the algorithm, and suppose Φ(q(t−1)) ≥
4(+ 2δ). Then we have
Φ(q(t)) ≤
(
1− η2
)
Φ(q(t−1)).
We first show how to prove Theorem 3 using Lemma 5, then in the next section we focus
on the proof of the lemma.
Proof of Theorem 3. Note that Φ(q(t)) =
∑
i pi log
(
2pi
pi+qi
)
≤ ∑i pi ln 2 ≤ 1. So after
T = dlog
(
1
4
√
+2δ
)
/log
(
1
1− η2
)
e steps, we have Φ(q(T )) ≤ 4( + 2δ). Now, using Pinsker’s
inequality, we have that∥∥∥∥p− p+ q(T )2
∥∥∥∥
1
≤
√
2Φ(q(T )) ≤ 2
√
2(+ 2δ).
This then implies that
∥∥p− q(T )∥∥1 ≤ 4√2(+ 2δ), completing the proof of the theorem. J
2.1 Analyzing the potential drop
As shown in the previous subsection the key is to analyze the drop in potential. Let us fix
some t, and for convenience, write q = q(t−1), and q′ = q(t). We have q′ = (1− η)q + ηu, for
some u ∈ V . Then, we have
Φ(q)− Φ(q′) =
∑
i
pi log
(
pi + q′i
pi + qi
)
=
∑
i
pi log
(
1 + η · ui − qi
pi + qi
)
. (2)
Note that we wish to lower bound this potential drop. In other words, we need to prove
that there exists a u ∈ V such that the difference above is “large”. Since we know that there is
a linear combination
∑
i αivi that is -close to p (in `1), the natural goal is to prove that one
of the vi achieves the necessary potential drop, by an averaging argument. This is typically
done by approximating the change in Φ by a linear function of the ui’s. If η · ui−qipi+qi < 1, this
can be done using log(1 + x) ≈ x. But unfortunately in our case, the term ui−qipi+qi can be
arbitrarily large, making such an approximation impossible.
To deal with this, we take advantage of additional structure. The first observation is the
following.
I Lemma 6. Let vj, 1 ≤ j ≤ k, be vectors in ∆n such that
∥∥∥p−∑j αjvj∥∥∥1 ≤ . Then
for all δ > 0, there exists a subset S∗ of [k], such that
∥∥∥p−∑j∈S∗ αjvj∥∥∥1 ≤ δ + , and
additionally, αj ≥ δ/k for all j ∈ S∗. (I.e., the coefficients used are all “non-negligible”.)
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I Remark. Even though the lemma is straightforward, it is the only place in the proof we
use the “promise” that there exists a k-sparse approximation to p.
Proof. The proof is simple: we consider
∑
j αjvj , and remove all the terms whose coefficients
are < δ/k. As there are at most k terms, the total `1 norm of the removed terms is ≤ δ.
This implies that considering only the terms that remain has an error at most + δ. J
The lemma shows that we can obtain a good approximation only using large coefficients.
As a consequence, we now show that we can restrict our attention to a truncated version of
the vectors V , which enables our analysis. Formally, define “truncated” vectors wj by setting
wji = min
{
vji,
kpi
δ
}
.
I.e., the wj are the vectors vj , truncated so that no entry is more than k/δ times the
corresponding entry in p. We start with a simple observation.
I Lemma 7. For the vectors vj , wj as above, we have∥∥∥∥∥∥p−
∑
j∈S∗
αjwj
∥∥∥∥∥∥
1
≤
∥∥∥∥∥∥p−
∑
j∈S∗
αjvj
∥∥∥∥∥∥
1
.
Proof. Let us look at the ith coordinate of the vectors on the LHS and RHS. The only way
we can have vji 6= wji (for some j) is when vji > kpi/δ, in which case αjvji > pi. Thus in
this coordinate,
∑
j∈S∗ αjvj has a value larger than pi. Now, by moving to
∑
j∈S∗ αjwj , we
decrease the value, but remain larger or equal to pi. Thus, the norm of the difference only
improves. J
Let us now go back to the drop in potential we wished to analyze (eq. (2)). Our aim is to
prove that setting u = vj for some j ∈ S∗ in the algorithm leads to a significant drop in the
potential. We instead prove that setting u = wj (as opposed to vj) leads to a significant drop
in the potential. Then, we can use the fact that the RHS of (2) is monotone in u (noting
that vji ≥ wji) to complete the proof.
Let us analyze the potential drop when u = wj for some j ∈ S∗. Let η = δ2/2k. Write
γi := ui−qipi+qi . Then, we have
γi =
pi + ui
pi + qi
− 1 ∈ [−1, k/δ], as wji/pi ≤ k/δ for j ∈ S∗.
Now, using the value of η, we have that ηγi ∈ (−η, δ/2). This allows us to use a linear
approximation for the logarithmic term in Φ. Once we move to a linear approximation, we
can use an averaging argument to show that there exists a choice of u that improves the
potential substantially.
More formally, let I+ denote the set of indices with ui ≥ qi (i.e., γi ≥ 0), and I− denote the
other indices. Then, using that, for x > −1, log(1+x) ≥ x(1−x) we have that for any i ∈ I+,
we have log(1 + ηγi) ≥ ηγi(1 − δ2 ). Further, for i ∈ I−, we have log(1 + ηγi) ≥ ηγi(1 + η).
Thus, in both the cases, we have that
log(1 + ηγi) ≥ ηγi − δη|γi|2 . (3)
Now before showing how to use to the inequality to conclude the proof, we use an
averaging argument to prove the existence of a good column j.
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I Lemma 8. There exists an index j ∈ S∗ such that setting u = wj in the algorithm gives∑
i
piγi ≥ DKL
(
p ‖ p+ q2
)
− (2+ δ).
Proof. We start by recalling (via Lemmas 7 and 6), that∥∥∥∥∥∥p−
∑
j∈S∗
αjwj
∥∥∥∥∥∥
1
≤
∥∥∥∥∥∥p−
∑
j∈S∗
αjvj
∥∥∥∥∥∥
1
≤ (+ δ).
For convenience, let us write r =
∑
j∈S∗ αjwj , and so ‖p− r‖1 ≤  + δ. Now, we wish to
analyze the behavior of γi when we set u = wj for different j.
We start by defining τ (j)i as
τ
(j)
i :=
wji − qi
pi + qi
,
i.e., the value of γi obtained by setting u = wj . For convenience, write Z =
∑
j∈S∗ αj . Now
by linearity, we have
∑
j∈S∗
αj
(∑
i
piτ
(j)
i
)
=
∑
i
pi
(
∑
j∈S∗ αjwji)− Zqi
pi + qi
=
∑
i
pi
ri − Zqi
pi + qi
.
Thus, by averaging (specifically, the inequality that if
∑
j αjXj ≥ Y for αj ≥ 0, then
there exists a j such that Xj ≥ Y/(
∑
j αj)), we have that there exists a j ∈ S∗ such that∑
i
piτ
(j)
i ≥
1
Z
·
∑
i
pi
ri − Zqi
pi + qi
=
∑
i
pi
ri − qi
pi + qi
+
(
1
Z
− 1
)∑
i
pi
ri
pi + qi
. (4)
The first term on the RHS can now be lower bounded as:∑
i
pi
ri − qi
pi + qi
=
∑
i
pi
(
2pi
pi + qi
− 1− pi − ri
pi + qi
)
≥
∑
i
pi
(
2pi
pi + qi
− 1
)
−
∑
i
|pi − ri|,
where we use the fact that |pi/(pi+qi)| ≤ 1. Thus, appealing to the inequality (x−1) ≥ log x,
if we write D := DKL
(
p ‖ p+q2
)
, then we have∑
i
pi
ri − qi
pi + qi
≥ D − − δ, since ‖p− r‖1 ≤ + δ.
To conclude the proof, let us consider the second term in the RHS of (4). If Z ≤ 1,
the term is non-negative, and there is nothing to show. We next argue that Z ≤ 1 + , by
showing that the sum of αj over all j ∈ S can be bounded by 1 + . In fact, note that∥∥∥∑j∈S αjvj∥∥∥1 − 1 ≤ ∥∥∥p−∑j∈S αjvj∥∥∥1 ≤  (triangle inequality). Furthermore for vj ∈ ∆n,
we have
∥∥∥∑j αjvj∥∥∥1 = ∑j αj . Thus ∑j∈S αj ≤ 1 + , and thus(
1− 1
Z
)∑
i
piri
pi + qi
≤ 1 + 
∑
i
ri ≤ .
Plugging this into (4) we can conclude the proof of the lemma. J
We are now ready to complete the proof of the main lemma of this section – Lemma 5.
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Proof of Lemma 5. Let D := DKL
(
p ‖ p+q2
)
. We can use Lemma 8 in conjunction with
Eq. (3) to obtain that there exists a j such that setting u = wj gives us∑
i
pi log(1 + ηγi) ≥
∑
i
ηpiγi − δη2
∑
i
pi|γi| ≥ η(D − 2− δ)− δη2
∑
i
pi|γi|.
The last term on the RHS can be bounded, noting that∑
i
pi|γi| ≤
∑
i
pi · |ui − qi|
pi + qi
≤
∑
i
|ui − qi| ≤ 2,
as ui, pi, qi are all probability distributions, and pipi+qi ≤ 1. This implies that there exists a
choice of u = wj (and thus setting u = vj also works, as discussed earlier), such that the
potential drop is at least η(D − 2 − δ) − ηδ. If D ≥ 4( + δ), this is at least ηD/2. This
completes the proof of the lemma. J
3 Low rank approximation
We now come to our main result – Theorem 4. Let the dimensions of B be n×m (thus A
also has n rows for the problem to be well-defined). The main difference between this setting
and the one in Section 2 is that we have a collection of m columns, and we wish to find a
subset S that can “simultaneously” approximate all of them. Another technical difference is
that the columns of B can all have different lengths, thus we can only re-scale all of them by
the same amount.
Let us start with some simple assumptions we can make w.l.o.g. First, we may assume
that ‖B‖1 = 1, as we can scale the entire matrix by 1/ ‖B‖1, solve the problem, and then
multiply the obtained X (entry-wise) by ‖B‖1. Second, we may assume that every column
of A has unit `1 norm, as otherwise, we can solve the problem using a matrix with columns
Ai/ ‖Ai‖1, and then re-scale the ith row of the obtained X by 1/ ‖Ai‖ to find a solution to
the original problem.
Under these assumptions (i.e., ‖B‖1 = 1 and Ai ∈ ∆n), we now show how Section 2 gives
a “framework” that can be used here. The main idea is as follows.
Outline of the approach
Let us flatten the matrix B into an nm dimensional vector p (thus the (i, j)th entry of B
now appears in the [(j − 1)n+ i]th position of p). Now, the CSS problem can be re-stated as
expressing p as a linear combination of vectors of the form Ai ⊗ yi, for some non-negative
vectors yi (these will form the rows of X in the problem definition). Thus, let V denote the
set of all vectors of the form
{Ai ⊗ z : Ai is a column of A, z ∈ ∆m}.
The goal is to use the framework of Section 2 to find a small subset of V . Unfortunately, the
set V above is infinite! So we cannot apply Algorithm 1 directly. However, note that as long
as we can find a u ∈ V that satisfies the potential drop condition of Lemma 5, the analysis
still applies. In the remainder of the section, we show how to design an efficient “oracle” to
find such a u, thus proving the theorem.
Before we begin, let us observe that our normalizations indeed reduce our matrix problem
to the problem analyzed in the previous section. For any u ∈ V , we have ‖u‖1 = ‖Ai‖1 ‖z‖1 =
1. We have also normalized so that ‖p‖1 = 1 (recall p is the flattened form of B). Now,
suppose B has a good `1 approximation using a submatrix AS , i.e., suppose ‖B −ASX‖ ≤ ,
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for some matrix X. Then, denoting by X(j) the jth row of X, we can re-write the above as∥∥∥B −∑j∈S AjX(j)∥∥∥1 ≤ . Now setting yj = X(j)/ ∥∥X(j)∥∥1 (so yj ∈ ∆m), and αj = ∥∥X(j)∥∥1,
we can re-write the above as∥∥∥∥∥∥p−
∑
j∈S
αj(Aj ⊗ yj)
∥∥∥∥∥∥
1
≤ , (5)
which is precisely the form we need. Let us thus see how to efficiently find a u ∈ V that
reduces the potential significantly.
3.1 Oracle for each iteration
Consider the t-th iteration, and let q(t−1) be the previous iterate (which we denote by q, for
convenience). Our goal is to find a u such that Φ((1 − η)q + ηu) is small. The technical
difficulty here is the logarithmic term in the definition of Φ().
As this was also the challenge in Section 2, we begin by recalling one key aspect of the
analysis: the definition of the truncated vectors w. Following the notation earlier, and from
Eq. (5), define vj = Aj ⊗ yj , and let wj be defined using wji := min{vji, kpiδ } (i now ranges
from 1 to nm). The main component of the argument was the existence of an index j such
that
∑
i pi
wji−qi
pi+qi is large.
Thus, if we can find a u ∈ V such that for its truncation h (defined by hi := min{ui, kpiδ }),
the value
∑
i pi
hi−qi
pi+qi is large, we would be done. When V is finite, we simply did this by
iterating over all u ∈ V , constructing the h, and computing the values. In the current
setting, we have infinitely many V . Fortunately we can handle this complication by analyzing
the columns separately. First partition V into Vj , one for each column Aj . I.e., Vj :=
{Aj ⊗ z : z ∈ ∆n}. We then design an efficient method to maximize the quantity described
above over a single Vj . Since there are only finitely many columns in A, we can finally just
take the maximum.
I Lemma 9. Let us fix some j. There is an efficient algorithm to find u ∈ Vj (defined above)
to maximize
∑
i pi
hi−qi
pi+qi , where hi = min{ui,
kpi
δ }.
Proof. Observe that as every u is of the form Aj⊗z, we need to find a z ∈ ∆m that maximizes
the objective value. The key observation is that this can be written as a linear program! To
define the LP, it helps to view i as being defined by (i1, i2), where i = n(i2 − 1) + i1, where
i1 ∈ [n] and i2 ∈ [m]. The variables are h ∈ Rnm, z ∈ Rm; p, q are given (p is the target and
q is the current iterate). The LP is as follows:
maximize
∑
i1,i2
p(i1,i2)
p(i1,i2) + q(i1,i2)
h(i1,i2), subject to (6)
∀ i1 ∈ [n], i2 ∈ [m], 0 ≤ h(i1,i2) ≤ Aj,i1 · zi2 (7)
∀ i1 ∈ [n], i2 ∈ [m], h(i1,i2) ≤
kp(i1,i2)
δ
(8)
∀ i2 ∈ [m], zi2 ≥ 0 (9)∑
i2∈[m]
zi2 = 1. (10)
In the above, Aj,i1 is simply the i1’th entry of the vector Aj . The optimum solution will
satisfy h(i1,i2) = min{Aj,i1 · zi2 , kp(i1,i2)δ }, as for any given z, this setting will maximize the
objective (which is the goal). From the definition of Vj , it follows that the LP indeed captures
the problem of maximizing over Vj . This proves the lemma. J
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As the LP can be solved in polynomial time, we can follow this procedure for every
column j of A. This completes the proof of Theorem 4 if we only require a polynomial
time algorithm. As LP solvers can be inefficient, in the next subsection we developed a fast
“greedy” solution to our specific LP.
4 Solving the linear program efficiently
While linear programs can be solved in polynomial time, they can often be a bottleneck in
learning algorithms in practice. We thus give a simple “greedy” algorithm to solve the LP
in (6)-(10)2.
I Theorem 10. Consider the LP (6)-(10), written for a given column Aj of A. There is a
greedy algorithm that find the optimal z in time O(mn logn). (For sparse matrices this can
be further reduced to O(nnz(A) logn)).
Proof. Let us rewrite the objective function, splitting it according to i2:∑
i2∈[m]
∑
i1∈[n]
p(i1,i2)
p(i1,i2) + q(i1,i2)
h(i1,i2).
Let us now focus on one index i2, and consider increasing zi2 from 0 to 1. The value of
h(i1,i2) is equal to Aj,i1 · zi2 until zi2 hits min{1, kp(i1,i2)/δAj,i1}, and then remains constant.
(If Aj,i1 = 0, then it stays 0 throughout.) This happens for each i1, and thus the inner
summation, as a function of zi2 , is piecewise linear and non-decreasing. Let us denote this
function by fi2(x).
Finding the optimal z can now be cast as the following problem: we have monotone,
concave, piecewise-linear functions f1, . . . , fm defined on [0, 1], and we wish to find zj ≥ 0,
summing to 1, such that
∑
j fj(zj) is maximized.
This can be greedily done as follows: suppose we have a sorted list of the “break-points”
for each fj (a break-point is the value of x at which a piece-wise linear function changes
slope). Note that for every j, the number of break-points (in the interval [0, 1]) is no more
than n. Now, we start with zj = 0 for all j. In every iteration, we decide to increment one
zj . The choice will depend on the j that has the largest slope to the right of zj . Once we
pick a j, we increment the zj until its next break-point (or until the sum of zj ’s becomes 1).
The correctness of this procedure follows from the fact that we always increment the zj
with the largest slope so we maximize the value of
∑
j fj(zj) (and because the functions are
concave, we can never encounter a higher slope later). As for the run time, we note that
the total number of break points is mn, and in the worst case, we could encounter each one.
At each step, as the slopes are monotone, the choice of the j can be found using a priority
queue, and this leads to a run time of O(mn logn). If the A is sparse, then the number
of “slopes” we need to consider is at most the number of non-zero entries, which gives the
desired bound. J
5 Conclusion
We have presented new algorithmic results for two fundamental problems, sparse regression
and column subset selection, under `1 error. The key assumption necessary for us is the
non-negativity of the associated matrices and the decomposition. Under this assumption,
2 We note that our argument is similar to the fractional knapsack argument.
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our algorithms provably achieve approximation guarantees with respect to the corresponding
optimal solutions. Our sparse regression analysis gives a simple framework for obtaining `1
error guarantees. We have used it for our column selection result, but it may be applicable to
other contexts as well, such as non-negative matrix factorization (for which our result applies
under the anchor word assumption), matrix and tensor variants of sparse regression/recovery,
and also in obtaining recovery algorithms for broader classes of mixture models under noise.
We leave these as interesting avenues for future work.
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A Experiments
We now outline some preliminary experimental results that show the effectiveness of our `1
column subset selection algorithm. In particular we compare our algorithm with the greedy
algorithm of [1], which optimizes a potential function similar to ours, but tailored towards `2
approximation. We compare on synthetic as well as a real-life dataset.
The synthetic dataset is constructed as follows. The matrix A has all its columns on the
unit simplex ∆n, where n = 150. The points are divided into two categories – inliers and
outliers. The inliers are all in the convex hull of a special set of k = 15 points, and there are
115 of them (including the k special points). Along with these, there are M = 40 outliers,
which are chosen to be sparser than the average point in the special set. (Note that the
special points are the “anchor points” in the non-negative factorization connection pointed
to in Section 1.) Thus the dataset has a large number of outliers ( 25%). The figure shows
the decay of `1 error as we pick more columns. Note that even in the first few iterations, our
potential allows quickly zeroing in on the right columns.
We then consider a real world matrix obtained from a region economic model, known as
the WM1 matrix. The matrix is asymmetric and it is 207 x 277 and contains 2909 real-valued
entries. The results on these matrices (showing rank vs the approximation error) for the two
algorithms we consider can be found in the figure below. It is interesting to observe that
the our `1 based algorithms has better performances when the error becomes smaller and it
converges earlier to a better solution.
(a) (b)
Figure 1 L1-recovery error of the two column selection algorithms on (a) a synthetic dataset, (b)
WM1 dataset.
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