We follow an Al-12 at. pct Cu alloy sample from the liquid state to mechanical failure, using in situ X-ray radiography during directional solidification and tensile testing, as well as three-dimensional computed tomography of the microstructure before and after mechanical testing. The solidification processing stage is simulated with a multi-scale dendritic needle network model, and the micromechanical behavior of the solidified microstructure is simulated using voxelized tomography data and an elasto-viscoplastic fast Fourier transform model. This study demonstrates the feasibility of direct in situ monitoring of a metal alloy microstructure from the liquid processing stage up to its mechanical failure, supported by quantitative simulations of microstructure formation and its mechanical behavior.
I. INTRODUCTION
PROGRESS in understanding the links between processing routes, microstructures, properties, and performance of structural technological materials depends on our ability to observe materials in situ throughout their life cycle, and to quantitatively simulate these individual links.
In terms of in situ imaging, the use of X-ray radiography and computed tomography has spread rapidly within most branches of materials science within the past two decades. [1] These techniques are particularly relevant to metallic alloys, and have been extensively employed in solidification processing, [2] [3] [4] [5] three-dimensional (3D) rendering of microstructures and their evolution, [2] and in experimental mechanics. [6] X-ray imaging, in particular 3D tomography, has reached a sufficient level of maturity to be capable of providing quantitative measurements. [7] Solidification processing of metallic alloys (and in particular aluminum-based alloys) has been thoroughly investigated using two-dimensional (2D) radiography of thin sample experiments, often in controlled directional solidification conditions. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] Resulting studies shed light onto mechanisms such as morphological transitions, [8] [9] [10] [11] dendritic and eutectic growth, [11] [12] [13] [14] [15] dendritic fragmentation, [16] [17] [18] [19] [20] gravity-induced buoyancy and solute transport, [15] [16] [17] 20, 21] and the formation of major solidification defects such as freckles. [21, 22] Metallic alloy solidification and microstructure evolution have also been extensively studied using 3D computed tomography. [23] [24] [25] [26] [27] [28] [29] [30] [31] Studies have mostly focused on mechanisms of solidification at low growth rates, [23, 24] dendritic coarsening, [25] morphological transitions of equiaxed grains, [31] or the formation of intermetallics. [26, 27] Recently, advanced techniques to increase temporal resolution have allowed resolving the evolution of complex dendritic morphologies at higher cooling rates [28, 29] and exploring cellular-to-dendritic morphological transitions.
crack during fracture of materials of increasingly lower ductility (e.g., up to 20 Hz [38] ). At the crossroads of processing and properties, X-ray in situ imaging has also been extensively used to investigate the mechanical behavior of semi-solid materials. [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] Such studies, usually realized for isothermal conditions with a partially melted sample, have helped to determine key mechanisms of failure or defect formation in a state of tension, e.g., linking the mushy zone permeability and the lack of liquid feeding to hot tearing defects, [40, 43, 44] as well as in compression, [45] [46] [47] [48] highlighting the opening of internal pores [46] or transgranular liquation cracking, [47] for instance. Other emerging materials characterization methods based on synchrotron X-rays include novel diffraction methods such as 3D X-ray Diffraction Microscopy (3DXRD) [49] or high-energy diffraction microscopy (HEDM). [50] These techniques provide previously inaccessible microstructural information on polycrystalline materials, including in situ 3D imaging of local crystal orientation and stresses, enabled by the collection of multiple diffraction patterns obtained by rotating the sample as it is deformed. Near-field HEDM [51, 52] allows characterization of crystal orientation fields in the form of voxelized microstructural images, while far-field HEDM [53, 54] provides local micromechanical information in the form of average stresses/elastic strains in the single-crystal grains.
In parallel, a host of modeling approaches spanning the wide range of relevant length and time scales have been developed, both in the field of solidification [55] [56] [57] and in that of microstructure-informed mechanical behavior, typically using homogenization techniques [58] [59] [60] or full-field simulations [61] [62] [63] [64] [65] [66] [67] [68] [69] of polycrystalline samples. Most of the experimental studies mentioned in previous paragraphs were combined with numerical simulations, involving methods such as finite elements, [32, 33, [35] [36] [37] 41, 42] finite volumes, [27] cellular automata, [21, 22] granular modeling, [44] or Fast Fourier Transform (FFT)-based methods. [65] [66] [67] [68] [69] Thanks to these advances, our grasp of complex processing-microstructure-properties links in metals has substantially evolved since the pioneering tensile testing experiments of solidifying alloys by Kurz and co-workers in the 1980's. [70] In modern metallurgy, imaging, testing, and simulation are becoming increasingly integrated within each step of the life of a technological part. Modern applications can, for instance, consist of X-ray tomography to determine porosity during selective laser melting processes [71] or punching tests during solidification of a 450 kg steel ingot. [72, 73] In this context, the natural evolution for metallurgical research leads toward studies that integrate imaging and modeling of a given material all the way from the liquid state up to the component failure.
While we still have a way to go before reaching fully coupled modeling and process monitoring across all relevant length and time scales, most key pieces are now mature enough to be put together. The current article presents a collaborative effort aimed at following a unique sample from its liquid state up to its failure during tensile testing. First, we directionally solidified an aluminum-copper (Al-12 at. pct Cu) alloy while using synchrotron X-ray radiography. Then, we used microfocus X-ray radiography during tensile testing of the as-solidified thin sample, as well as microfocus tomography before and after tensile testing. Both processing and mechanical testing steps are directly compared to modern simulation techniques, namely a multi-scale dendritic needle network (DNN) model for dendritic solidification, [74, 75] and an elasto-viscoplastic micromechanical formulation based on FFTs (EVPFFT model) using a voxelized description of the microstructure. [65] While remaining for the most part exploratory, this work highlights some of the remaining hurdles on the way to achieving through-process monitoring and fully predictive virtual processing and design of structural metallic alloys.
II. MATERIALS AND METHODS
A. Processing
Sample preparation
High purity (99.999 pct) aluminum and copper were arc-melted together to form a button of nominal composition Al-12 at. pct Cu. The button was remelted 10 times in a zirconium-gettered argon atmosphere to achieve homogeneity and was then arc-cast in a copper mold with water cooling, resulting in a disk-like ingot roughly 6 mm thick and 40 mm in diameter. The ingot was electrical discharge machined (EDM), and sliced normal to the thickness direction. The slices were ground flat to remove the EDM re-cast layer to a final thickness of approximately 200 lm. A rectangular section of dimensions 11 mm 9 30 mm was then cut from the foil to be processed in our directional solidification furnace.
Sample solidification
The thin sample was inserted into a boron nitride crucible consisting of two rectangular plate-like halves with a central smaller rectangular 100 lm deep pocket. The sample foil was placed into the pocket, and the two halves of the crucible were sandwiched together, fully surrounding the foil. The (crucible + sample) assembly was inserted into a steel rod with a central, trans-axial slot the size of the crucible (Figure 1 ). The steel rod was heated inductively via two independently controlled coils around the rod, above and below the crucible. The rod was instrumented with thermocouples to provide temperature monitoring and feedback control.
The sample ends were independently heated to produce a nominal thermal gradient of about 5 K/mm, which was maintained during solidification. The imposed target cooling rate was about 2.0 K/s. The achieved cooling rate was estimated by fitting the temperature evolution of the two thermocouples located on both sides of the observation window (Figure 1(c) ). These two thermocouples gave temperature readings within less than one degree of each other, and similar fitted cooling rates up to the third significant figure. The temperature gradient was estimated as the difference between the readings of the two thermocouples directly above and below the observation window (respectively labeled T 2 and T 3 in Figure 1(c) ) divided by the distance between them (6.0 mm). The resulting measured values at the location of the sample were a temperature gradient of G ¼ 6:68 K/mm and a cooling rate of _ T % À1:89 K/s (Figure 1(d) ). With a thermocouple accuracy of the order of AE2 K, the errors on G and _ T are of the order of 0.7 K/mm and 0.25 K/s, respectively.
In situ solidification radiography
To provide a low attenuating pathway for in situ synchrotron X-ray imaging, the steel rod of the furnace had a central hole, about 1.6 mm in diameter, running trans-axially through the rod, perpendicular to the foil sample. The crucible also had a 1 mm diameter through hole aligned with the rod's through hole (Figure 1(b) ). While the sample was melted, the aluminum oxide surface layer and surface tension of the melt prevented the alloy from pouring out of the crucible through the X-ray window.
The furnace setup was installed at the Sector 32 Insertion Device beamline at Argonne National Laboratory's Advanced Photon Source (APS) for imaging with a pink X-ray beam with a peak intensity at 25.7 keV. X-rays passed through the metal alloy sample and impinged upon a 30 lm thick LuAG:Ce scintillator where they were converted to visible light. A mirror was positioned behind the scintillator that reflected the images to a movie camera (Figure 1(a) ). The resulting radiograph field-of-view at the sample was 1.075 mm 9 1.344 mm with a pixel size of 1.05 lm. The detector exposure was set at 5 ms with a frame rate of 5.3 Hz.
Solidification modeling
We simulate the solidification of our thin Al-12 at. pct Cu sample with a multi-scale dendritic needle network (DNN) model in three dimensions (3D). [75] The model avoids explicitly tracking the complex morphological features of the solid-liquid interface. This permits using a numerical grid size of the same order as the typical dendrite tip radius, which is about one order of magnitude larger than what is required using phase-field modeling. Using explicit finite differences, this results in calculations up to four (in 2D) or five (in 3D) orders of magnitude faster than using phase-field, and hence allows simulating large dendritic arrays with tens of thousands of dendrites at experimentally relevant length and time scales. The current model considers a purely diffusive growth regime, which might not exactly be the case in the experiments due to gravity-induced thermo-solutal convection. [11, [76] [77] [78] However, convection effects being for the most part limited to low growth velocities, [11] in the well-developed dendritic regime the model can quantitatively predict microstructural features, such as dendritic spacings, as previously shown for various Al-based alloys in thin samples experiments. [75, 79, 80] As detailed in References 74 and 75, the DNN approach consists of tracking the evolution of a network of parabolic needles growing and interacting through a solute field transported within the liquid. For directional solidification conditions, [74, 75] we use the frozen temperature approximation T ¼ T 0 þ Gðz À V p tÞ, where T 0 is a chosen reference temperature (here the solidus temperature of the alloy) and V p is an equivalent ''pulling'' velocity calculated as _ T=G, and directed along the z direction. The solute field c follows
in the liquid, and c ¼ c i with
along the needle network. Eq. [1] can be substituted by any transport equation-here only diffusion with a solute diffusivity D is considered. Eq. [2] stands for thermodynamic equilibrium, i.e., the Gibbs-Thomson condition, along the solid-liquid interface, with interface curvature neglected at the scale of the entire needle network. The reference concentration c 0 l is that of a planar interface at the reference-i.e., solidus-temperature T 0 , k is the solid-liquid interface partition coefficient, and l T ¼ mðk À 1Þc 0 l =G is the thermal length-i.e., the distance between liquidus and solidus temperatures-with m<0 the alloy liquidus slope. Kinetic undercooling and solid-state diffusion are neglected.
The growth of each needle is integrated with time following two conditions that uniquely prescribe the evolution of its tip radius q and tip velocity V. The first condition established at the scale of the dendrite tip radius is the microscopic solvability condition. [81] 
l is the solute capillarity length with C sl the interface Gibbs-Thomson coefficient, and r Ã is the tip selection constant. The prefactor on the right-hand-side of Eq. [3] stands for the temperature dependence of the capillarity length, since d 0 is expressed at the reference temperature T 0 of the solidus. The second condition is established at an intermediate scale much larger than the tip radius, but much smaller than the diffusion length. (Since the model is valid for low Pe´clet number applications, we have q ( D=V.) At this scale the solute conservation of a shape-preserving paraboloid growing at a quasi-steady velocity V can be written as [75] :
where the flux intensity factor F measures the incoming solute flux over a length a behind the tip and is defined as
with n the outward normal to the surface C 0 , i.e., to the solid-liquid interface, over a length a. This flux intensity factor can be integrated using any surface C, with an enclosed liquid volume R that intersects the considered needle tip at a distance a behind the tip (see Figure 2 (b) in Reference 75) using, ZZ
The growth of each individual needle is thus integrated over time by combining Eqs. [3] and [4] to solve for qðtÞ and V(t). While the solvability condition [3] yields the constancy of the product qV 2 , the solute balance at intermediate scale [4] incorporates the time evolution of the solute field surrounding the tip through the time dependent flux intensity factor F ðtÞ. Reformulating Eqs. [3] through [4] as a function of a normalized solute field u ðc The inputs of the simulation are the alloy and process parameters. For the alloy, the nominal concentration is c 0 ¼ 12 at. pct Cu (i.e., 24.3 wt pct Cu), the solid-liquid interface solute partition coefficient is k ¼ 0:17; [82] the liquidus slope is m ¼ À3:4 K/wt pct Cu, [83] the solute diffusion coefficient in the liquid is D ¼ 3:5 Â 10 À9 m 2 / s [84] (diffusion in the solid phase is neglected), the Gibbs-Thomson coefficient of the interface is C sl ¼ 2:36 Â 10 À7 Km, [85] and the tip selection parameter is r Ã ¼ 0:06 (representing a surface energy anisotropy of e 4 % 0:012 for a one-sided model [81, 86] ). Discussions of the parameters for Al-Cu alloys and corresponding uncertainties can be found in previously published papers, e.g. Reference 11. The processing parameters are a temperature gradient G ¼ 6:68 K/mm and a velocity of the isotherms (or equivalent ''pulling'' velocity) V ¼ 283 lm/s, set to match the experimental measurements of the temperature gradient and cooling rate _ T % À1:89 K/s at the center of the sample. The total simulation size is approximately 2.51 9 1.99 9 0.10 mm 3 (i.e., half of the sample thickness) over one minute, which corresponds to a representative subset of the experimental domain of %30 Â 11 Â 0:2 mm 3 . All boundaries are set to no-flux symmetry planes. In order to mimic an initially planar interface, the initial state consist of 154 closely packed needles parallel to the temperature gradient direction with their tip aligned at the liquidus temperature location. Even though the number 154 is mostly arbitrary, it was chosen high enough to start with an initial spacing (<13 lm) small enough to trigger substantial competition and elimination among primary dendrites, all while ensuring minimal influence of the no-flux boundary conditions (i.e., starting with 1/2 of the initial spacing between the two needles on the outer sides of the initial array and the boundaries). A small random perturbation on the order of 10 À6 times the steady tip radius was added to the individual initial length of the needles in order to disturb the initial symmetry. The finite difference cubic grid size is Dx ¼ 1:0 lm (i.e., about 0.89 times the theoretical steady state dendrite tip radius for these conditions). The explicit time step is set to Dt ¼ Dx 2 =ð6DÞ % 4:76 Â 10 À5 s. We simulate a dendritic grain growing tilted by 30 deg with respect to the temperature gradient direction in order to match the X-ray radiography observations (see Section III-A-1). To do so, we keep the dendritic branches aligned with the numerical grid and actually tilt the isotherms. [79] The most advanced tip location is kept at a distance of 187 lm from the far-ahead liquid boundary (i.e. over 15 times the steady diffusion length D/V). The solute flux integration box around each needle tip spans 3Dx ahead and behind the needle tip, and is one Dx wider than the needle thickness 3Dx behind the tip. The thickness (radius) of the needles is bound to 4 times the steady tip radius of the free dendrite. Sidebranching frequency is set to occur every time a needle grows by a length of between 10 and 20 times the steady state tip radius (see Reference 75 for a detailed definition and discussion of all numerical parameters).
B. Microstructure
Specimen extraction
The solidified sample was removed from the furnace assembly, mounted with adhesive, mechanically ground to remove surface oxide, and then released from the mount with acetone. The foil was then attached to a glass microscope slide as a mechanical support with adhesive. Tensile coupons were laser machined out of the foil. The tensile coupons and the surrounding foil were then removed from the mechanical support by dissolving the adhesive with acetone.
The current article focuses on the analysis of one of the resulting microscale tensile specimen, illustrated in Figure 2 . The location of the tensile sample corresponds to a region with primary dendrites well aligned with the temperature gradient direction, i.e., with the loading direction of the tension tests. Thus, the sample had a gauge length oriented approximately parallel to the primary dendritic trunks (Figure 2(b) ), larger grip ends with pin holes, and filets at the grip-gauge section intersections.
Microtomography
We characterized the microstructure within the tensile sample using microscopic computed tomography (micro-CT), with a Carl Zeiss microfocus X-ray CT system. Imaging was conducted with a Hamamatsu X-ray source operating at 80 kV and 10 W. The X-ray detector for imaging was configured with a scintillator crystal lens-coupled to a CCD camera, using a 109 objective and a right-angle mirror to divert light away from the X-ray path. The center of rotation was placed 45 mm from the X-ray anode, and the scintillator crystal was placed 60 mm from the X-ray anode, resulting in a 1.339 geometric X-ray magnification. The result of the imaging configuration was a 2 mm 9 2 mm field-of-view with an effective pixel size of 2.0 lm. For the CT scan of each sample, 2001 equally spaced X-ray projection images were acquired over 184 deg to compensate for the angle of the X-ray cone beam. A 35 second exposure time was used for each X-ray image, and background images were acquired before, after, and intermittently throughout the CT scans. The tomogram reconstructions from the sets of X-ray radiographs were performed with a beam-hardening correction via the TXMReconstructor software package, using cubic reconstruction voxels of 2.0 lm edge length. The tomograms then provided a grayscale representation of the sample three-dimensional geometry and microstructure in terms of the effective attenuation within each voxel. The tomograms were segmented with a grayscale threshold into three distinct phases: the surrounding air, the eutectic structure, and the proeutectic Al-rich phase with a dendritic morphology. To reduce segmentation artifacts at the surface from laser machining, the air phase surrounding the sample was dilated volumetrically by five voxels. Then, the solid phases were dilated volumetrically by five voxels, but only at the surface. Tomogram visualization and image processing, including alignment, cropping, and segmentation, were performed using the AvizoFire v9.1 software.
C. Mechanical Properties

Tensile testing
We used a CT500 micromechanical testing systems from Deben UK Ltd to measure the tensile response of the sample. This setup also enabled in situ radiography during testing, using the lab-scale Carl Zeiss X-ray CT system.
The sample was loaded into the base grip by lowering it between the grip faces and inserting the steel pin. The sample was supported in the upright position, while the lower grip was softly clamped. The top grip was then lowered over the upper grip section of the sample until the grip pin holes aligned with the sample hole. With both pins in place, the grips were driven apart until a slight increase in load was detected, and the load was then released to zero by driving the grips back together. Then, with the pins assumed to be in position, the upper and lower grips were clamped firmly on the sample.
This system recorded the load and displacement of the sample at a rate of 10 Hz. Even at the slowest displacement rate for the system, 0.1 mm/min, we used a high imaging frame repetition with frame rate of 1 Hz. To compensate for the resulting low imaging signal, a high binning factor was used. The combined detector and geometric X-ray magnification was 139 and the detector acquired with 4 9 4 pixel binning, yielding an effective pixel size of 4.1 lm. The sample was tested in displacement control at a rate of about 0.1 mm/min.
The as-solidified segmented CT scan was used for calculating the engineering stress. More precisely, the cross-sectional area was measured from each voxelized plane perpendicular to the loading direction in the segmented CT volume. Then, the engineering stress was calculated from each recorded load data point during tensile testing. The engineering strain was calculated using the displacement values at each recording point and the average initial gauge length of the samples as measured from the tomogram images. The elastic modulus, E, was measured using the slope of the line of best fit up to 1 pct strain. The ultimate tensile strength, r UTS , was defined as the stress calculated for the minimum cross-sectional area at the maximum recorded load. The yield stress, r Y , was defined using 0.2 pct deviation from linearity. Strain-to-failure, e f , was measured during the steep stress decrease as the strain at the first point below 10 pct of the UTS.
Fracture nanotomography
Fracture surface imaging was performed with 150 nm spatial resolution X-ray nano-CT using a Carl Zeiss UltraXRM 500 system. A roughly 60 lm diameter, 100 lm tall micropillar was mechanically lathed from the fracture zone of one half of a Al-12 at. pct Cu after tensile failure, with the top surface located along a portion of the fracture surface. Several gold spheres 3 lm in diameter were adhered to the micropillar, and one of the spheres was positioned at the center of rotation of the nano-CT setup to aid in X-ray projection alignment for reconstruction.
X-ray imaging was conducted with a Cu anode at 1.2 W, primarily using the Cu Ka edge at 8.04 keV for imaging. The X-ray detector consisted of a 1024 9 1024 CCD camera lens coupled to a scintillator crystal. The effective size of the detector pixel with respect to the sample volume was configured at 65 nm. Over 180 deg of sample rotation 701 angularly distinct, uniformly separated attenuation contrast radiographs were acquired, and background images were acquired before and after sample imaging, with an exposure time of 100 seconds for each image. The projections were then aligned using Carl Zeiss Xradia Align. The radiographs were then calculated with the sample projections and the background images, and the tomogram of the micropillar containing the tensile fracture surface was calculated using the TXMReconstructor software package.
Mechanical modeling
The micromechanical response of the Al-12 at. pct Cu specimen was simulated using the EVPFFT model. It is a full-field crystal plasticity approach able to be directly applied to voxelized microstructure images. The formulation has been thoroughly described elsewhere; [65] therefore, here we only provide a compact description of its main characteristics.
FFT-based models operate on a regularly spaced grid of computational/material points, representing a sampling of the material's properties, such as voxelized images obtained by micro-CT, or synthetic microstructures obtained by means of microstructure evolution modeling techniques, e.g., phase-field. [87] Upon convergence, EVPFFT gives the stress and strain fields at each grid point x that fulfills equilibrium and compatibility, respectively, and the local stress-strain constitutive relation. The small-strain EVPFFT model combines elastic and viscoplastic constitutive descriptions and an Euler implicit time discretization, to give: where N is the number of active slip systems; _ c s ðxÞ, s s ðxÞ, and m s ðxÞ are, respectively, the shear rate, the critical resolved shear stress (CRSS), and the Schmid tensor associated with slip system (s)-a function of the crystallographic orientation of the single-crystal material point; _ c 0 is a normalization factor, and n is the stress exponent. In order to account for strain hardening, at the end of each time increment the local CRSSs are updated based on the calculated plastic slip. We use here a generalized Voce hardening law given by:
where Ds s is the CRSS increment on slip system (s), Dc s 0 is the shear increment on system ðs 0 Þ, h ss 0 is the latent hardening matrix that dictates how slip activity in different slip systems harden each other, C is the accumulated slip over all slip systems, and s 0 , s 1 , h 0 , and h 1 are calibrated parameters.
EVPFFT simulations were carried out directly on the voxelized experimental sample geometry from the microstructure obtained by segmentation of the micro-CT images of the tensile Al-12 at. pct Cu specimen,
ment. In order to reduce the effect of possible noise at the sample surface, the microstructure used in the simulation has half the resolution of the original image, resulting in a 343 9 90 9 490 voxel grid. Since micro-CT images could not fully resolve the two-phase eutectic lamellar structure, in first approximation, the eutectic was treated as a lamellar matrix surrounding the dendritic structure, with a set orientation of each phase and of the lamellae. Thus, the following assumptions were made, in terms of morphology, orientation relationships, local elastic and plastic properties of the phases (see Figure 3) .
Dendritic structure Since the primary dendrites in the tested specimen were aligned with the tensile loading direction, the Al dendritic phase was assumed to have a [88] expressed in sample axes ðx Eutectic structure The two-phase Al/Al 2 Cu eutectic structure is modeled as a homogenized material, with elastic properties given by the combined elastic response-accounting for the lamellar morphology-of the strongly orientation-correlated fcc Al and tetragonal Al 2 Cu lamellae, and plastic properties given by plastic accommodation in the fcc Al phase by f111gh110i slip affected (i.e., strengthened) by the lamellar morphology and the presence of the plastically hard intermetallic phase. Figure 3 shows the geometry/orientation correlations underlying the aforementioned homogenization assumptions: (a) the [111] direction of the Al lamellae parallel to the [100] direction of the dendritic phase, i.e., perpendicular to the primary dendrite orientation; (b) an orientation relationship between Al and Al 2 Cu lamellae of the type beta-6, [89, 90] i.e., with common plane (111) Al // ð211Þ Al 2 Cu // lamellar plane, and common direction ½110 Al // [120] Al 2 Cu. The homogenized elastic properties for the eutectic matrix were obtained by performing an elastic self-consistent calculation [91] for the representative 2-lamellae microstructure shown in Figure 3 , with elastic constants for Al (cubic) from Reference 88 given above, and for Al 2 Cu (tetragonal) C 11 ¼ 164 GPa, C 33 ¼ 246 GPa, C 12 ¼ 78 GPa, C 13 ¼ 15 GPa, C 44 ¼ 34 GPa, C 66 ¼ 37 GPa, [92] resulting in the following elastic stiffness tensor for the eutectic phase expressed in lamellar axes ðx 
[120]
[211]
[215]
[112]
[111]
[110]
[100]
[010]
[001]
Eutectic structure Dendritic structure Fig. 3 -Schematics of the assumed morphology and orientation relationships between the Al dendritic and Al/Al 2 Cu eutectic phases and within the Al/Al 2 Cu eutectic structure.
As consequence of the orientation relationship and the harder plastic behavior of the intermetallic phase, [93] the homogenized plastic properties of the eutectic phase were assumed to be (similarly as in Reference , of the other 9 f111gh110i slip systems. The ratio 4 between hard and soft slip systems was kept fixed throughout the calculation, as the eutectic structure hardened. The dependence of mechanical properties of the eutectic structure upon its lamellar spacing, [93] which as a first approximation we chose not to account for here, could be included by tuning this ratio between hard and soft slip systems.
The above idealized assumptions are likely to introduce some level of uncertainty in the local (i.e. at voxel level) micromechanical predictions. However, since the goal of the present modeling is to establish statistical correlations between averaged micromechanical fields in the regions of the sample of high curvature and the location of fracture initiation (see Section IV-B) the voxel-level errors are expected to average out.
III. RESULTS
A. Processing % 185 AE 14 lm, expressed in the direction normal to the primary trunks growth axis (i.e., tilted by about 30 deg from the horizontal axis). Figure 5 shows snapshots of the corresponding DNN simulation. Shortly after the destabilization of the pseudo-planar interface (at the top of Figure 5(a) ), a fast, hierarchical elimination of several generations of primary dendrites occurs. Hence, about t ¼ 10 second after the start of cooling ( Figure 5(a) ), most initial needles have stopped growing and a primary spacing has already been selected. At t % 15 second, the dendritic front approaches a value close to its final undercooling D % 0:0275 (defined as the distance between the solidification front and the liquidus isotherm normalized by the distance between solidus and liquidus isotherms). Then, the elimination of additional primary dendrites proceeds at a much slower time scale, as illustrated by the visible elimination of a single primary dendrite between t ¼ (b) 16 and (c) 60 second. The two mechanisms responsible for dynamical primary spacing evolution are illustrated in Figure 5 (d) (at t ¼ 22 second), namely: (E) local increase of spacing by primary dendrite elimination, and (B) local decrease of spacing by tertiary branching. Unlike in the experiment of Figure 4 , the DNN simulation involves only one grain. However, Figures 5(a) through (c) , represented at the same scale as Figure 4 , show similar microstructural features as in the experiments, with a final average primary spacing k DNN 1 % 223 lm and a distribution within 244 AE 95 lm. Hence, while the average predicted spacing is higher than the average measurements by about 20 pct, the latter falls within the predicted steady distribution range.
Solidification modeling
B. Microstructure
X-ray micro-CT characterization of the tensile specimen revealed three distinct phases within the tomogram, as illustrated in Figure 6 . The lowest attenuating phase of the tomogram is the air surrounding the sample, revealing the overall geometry of the tensile specimen. The moderately attenuating phase is the Al-rich phase, present throughout the sample with a dendritic morphology. The highest attenuating region, rich in copper, is the (Al 2 Cu+Al) eutectic structure, surrounding the Al-rich dendrites throughout the sample. As expected from visual assessment of the sample surface, most primary Al dendrite axes are well aligned with the gauge length, and hence with the stress direction in tension.
The micro-CT tomograms were segmented by applying an intensity threshold followed by surface cleaning steps. Figure 7 illustrates a single slice as the original grayscale (a) and the segmented (b) tomogram volume. In the latter, the black region corresponds to the air, the magenta region corresponds to the eutectic, and the green region corresponds to proeutectic Al-rich dendrites. Figure 7 (c) shows a three-dimensional rendering of the internal microstructure, with the surrounding air shown as fully transparent, the eutectic structure shown as transparent light purple, and the proeutectic Al-rich phase shown as opaque green.
In addition to 3D rendering for visual inspection, the segmented microstructure was useful on several fronts. Firstly, the voxel count provides a direct measurement of the volume fraction of dendritic and eutectic structures, here, respectively, measured at g D % 0:32 and g E % 0:68. These fractions are close to those obtained using a simple analytical Gulliver-Scheil approximation, g E ¼ c 0 =c E ð Þ 1 1Àk % 0:70, using a nominal concentration c 0 ¼ 24:3 wt pct Cu, a eutectic concentration c E ¼ 32:7 wt pct Cu and a solute partition coefficient k ¼ 0:17: [82] Secondly, the segmented micro-CT tomograms can be used to analyze the phase homogeneity across the cross-sections of the gauge length within the sample. The volume fractions of dendritic and eutectic structures through normal cross sections along the the gauge length has a standard deviation of 0.037, illustrating the relative homogeneity of the sample along its principal direction. Finally, the segmented dendrite microstructure is also used to directly input the experimental microstructure into mechanical simulations.
C. Mechanical Properties
1.
Tensile testing in situ X-ray radiographs acquired during tensile testing are shown in Figure 8 . The primary interest with in situ X-ray imaging of the test testing was attempting to capture dynamic fracture events in the microstructure. However, a 1 Hz imaging frequency was not sufficient to capture crack propagation steps. Approximately 20 seconds into the loading, the sample is still intact and neither cracking nor voiding can be observed (Figure 8(b) ). However, 1 second later, i.e., at t % 21 second, the sample has reached total failure (Figure 8(c)) . The fracture appears to have propagated through the sample following a relatively straight path, without any major branching or bridging of the crack. Further detailed characterization of the fracture path appears in Section III-C-3, using higher resolution 3D characterization.
The resulting experimental stress-strain curve is given in Figure 9 (thin red line). Corresponding mechanical properties (discussed later in Section IV-C) are: elastic modulus E ¼ 4:2 GPa, ultimate tensile strength r UTS ¼ 120 MPa, yield stress r Y ¼ 59 MPa, and strain-to-failure e f ¼ 4:9 pct.
Fracture imaging
Nano-CT imaging of a representative portion of the tensile fracture surface is shown in Figure 10 . The black area corresponds to air, and the large clustered dark gray regions are Al-rich dendrites. The two-phase eutectic structure appears as a mix of light gray and dark gray regions, corresponding to Al 2 Cu and Al, respectively. The nano-CT tomogram, with a spatial resolution of roughly 150 nm, shows the fracture pathway more clearly than is possible with micro-CT, even revealing details of the the two phases within the eutectic. 
Mechanical modeling
To simulate the mechanical loading, the deformation rate of 0.1 mm/min described in Section II-C-3 is applied to the microstructure image over the time duration of the loading until failure. Using these loading conditions, the Voce hardening parameters from Eq. [9] are fit such that the yield stress and final stress of the simulation matches the measured yield stress and failure stress. The final Voce parameters are 53, 10, 682, and 680 MPa for s 0 , s 1 , h 0 , and h 1 ; respectively. Figure 11 shows the resulting local von Mises equivalent stress and strain distributions, extracted from the local tensors at each point in the microstructure. The von Mises stress averages at 120 MPa within the dendritic phase and 123 MPa in the eutectic structure, and the average von Mises strain is 0.0281 in the dendritic phase and 0.0266 in the eutectic. The overall calculated stress-strain curve appears in Figure 9 (thick blue line). Figure 11 (a) shows that the widest variation of stress occurs within the eutectic, with a dendritic structure essentially appearing in the gray range of values around 125 MPa. The strain distribution in Figure 11(b) shows highest values located in the four regions where the sample geometry exhibits a high curvature. These four regions are marked with circles and labeled I through IV in Figure 11(b) . In Section IV-C, we analyze and discuss different stress and strain states within each of these regions, namely accounting for voxels within the cylinder of axis normal to the main sample plane and intersecting the sample center plane along the circles shown in Figure 11 . Within these regions, we estimate the average von Mises equivalent stress and strain, the hydrostatic stress, and the elastic and plastic strain energies. The energy terms are found by performing a numerical time integration of the inner product of the stress tensor with the elastic and plastic strain rates, respectively, over the duration of the simulation. The distributions of these terms within each volume take the form of similarly spread normal distributions. As such, the mean of the distributions, shown in Table I , may be used to compare the regions with one another.
IV. DISCUSSION
A. Processing
Comparisons between directional solidification experiments ( Figure 4 length scales, with a predicted value of the average primary spacing, k 1 , within 20 pct of the measured value, and a significant overlap of the measured and simulated spacing distributions around 200 lm.
The 3D DNN simulation is widely multi-scale, combining fundamental mechanisms taking place at the scales of the stationary tip capillarity length d Ã 0 ¼ 3:1 nm, the typical stationary dendrite tip radius q s ¼ 1:13 lm, the solute diffusion length l D ¼ 12:4 lm, and the thermal length l T ¼ 60:4 mm (see Reference 75 for a detailed definition of those terms). This separation of scales would make the simulation of just a few dendrite tips up to a steady growth using phase-field extremely challenging, if feasible at all. In our DNN calculation, the total number of needles peaks around 21250 at t % 19 second and slowly decreases to stabilize around 20500 after t > 40 second. The simulation of the 2.5 9 2.0 9 0.1 mm 3 domain over 60 second was performed in 14 days on a single Nvidia Tesla K40c graphics processing unit.
In the context of the current study, the DNN approach also presents some limitations. Its main shortcoming stems from the fact that it is aimed at accurately simulating the concurrent growth of dendrite tips into the liquid phase, but does not accurately describe late-stage solidification at high solid fraction. Therefore, the main output of the model is a dendritic ''skeleton,'' but not a fully solid microstructure that could be directly used as input of a micromechanical model. Despite this limitations in modeling late-stage solidification, the DNN model enables simulating the competition of tens of thousands of needles, while a corresponding phase-field simulation on a similar hardware (i.e. one GPU) would likely be limited to one primary branch with a handful of secondary branches. This computational advantage of the DNN approach stems from the fact that the spatial grid spacing can be chosen of the same order as the steady dendrite tip radius, i.e., one order of magnitude coarser than that required for quantitative phase-field simulation, hence yielding simulations four to five orders of magnitude faster. [74, 75] Since the final measured eutectic fraction remains close to a simple Gulliver-Scheil approximation (see Section III-B), one easy approximate solution to overcome DNN limitations to simulate late-stage solidification would be to produce a virtual microstructure by adjusting the width of the predicted dendritic skeleton to match the given final dendritic/eutectic volume fraction. However, while this approach might provide a useful way to overcome this DNN limitation, we chose here to solely use the data from microtomography as input of the micromechanical simulations.
Further limitations of the model in reproducing the present experimental observations relate to the fact that we are only simulating a single grain, and that mechanical stresses in the solid structure, which could yield to dendritic fragmentation as in Figure 4 (d), are not accounted for. The former limitation can be easily tackled using a numerical implementation with rotated grains (as in, e.g., References 95 and 96). The latter is more challenging as it involves the inclusion of additional physics into the model. A first implementation accounting for fluid dynamics in the liquid phase is currently in progress.
B. Microstructure
In the micro-CT tomograms (Figure 6) , the eutectic appears as a single, highly attenuating quasi-homogeneous ''phase,'' since the individual lamellae are not resolved. The individual thickness of the lamellae in the eutectic, typically below a micrometer, is smaller than the resolution of micro-CT images of the entire tensile specimen gauge sections. Therefore, the distinct lamellae of the eutectic, although possessing X-ray attenuation contrast with one another, were not resolved and together appeared as a single ''phase'' that is rich in relatively highly attenuating Cu.
On the other hand, the spatial resolution of the micro-CT tomograms was sufficient to describe the overall geometry of the tensile specimens and gave an accurate representation of the Al-rich dendrite structures, with individual arms clearly distinguished from one another. The most notable segmentation inaccuracies appear in the narrowest channels between the secondary dendrite arms. In such regions, illustrated with the two zoomed-in areas in Figures 7(a) and (b) , some eutectic between adjacent secondary arms appear to have been filtered out compared to the grayscale image. 
C. Mechanical Properties
The load values from tensile testing were based on the configuration of the tension apparatus, and the measured cross-sectional areas were measured precisely from micro-CT tomograms. Therefore, the calculated engineering stress values should be accurate. On the other hand, we suspect displacement results to have been affected by fixture displacements, some amount of clamping slippage, and to a minor extent machine compliance. Therefore, values of r Y and r UTS are believed to be representative of the sample behavior, whereas E and e f , which rely on displacement values, might lack accuracy.
Tensile testing of such miniaturized samples proved to be a challenging task on several aspects. The surface roughness effects, particularly in the filet regions, are believed to have an enhanced effect. Laser machining, used to fabricate the tensile specimens in order to avoid any mechanical damage, results in rougher surface than desirable, as can be seen in Figure 6 . The testing fixture used for this study is ideally suited for samples of larger gauge lengths based on the motor travel and load frame geometry. On the one hand, over-tightening of the grip section clamps could potentially damage the tensile samples. On the other hand, under-tightening can cause erroneous displacement values, due to potential slippage of the sample in the clamp. The latter effect could be circumvented by mounting an extensometer to the gauge section itself, but this could prove extremely challenging due to the miniaturized setup.
Due to uncertainty sources mentioned above, i.e., fixture displacements, clamping slippage, and machine compliance, we concluded that the displacement readout from the loading fixture is not to be relied upon. Measurement errors may have come from the load frame itself, thus explaining the unusual shape of the calculated stress-strain curve, specifically a plateau near the center of the curve. This is supported by the observation of relatively little displacement between the grips prior to sample failure, although a large displacement was recorded. During tensile testing, the pins in sample grip section were in place before tightening the sample grips; if not fully engaged prior to testing, grip slippage could also have contributed to a displacement overestimation. Measurement of far-field displacement throughout tensile testing by imaging means would have been a better approach. Unfortunately for this experiment, the frame rate was not sufficient.
Displacement overestimation explains why the elastic constant was estimated at roughly 4 GPa, in sharp contrast with usual values of 70 GPa for Al and 100 GPa for Al 2 Cu. The underestimation of the elastic modulus in the experiment appears clearly when compared to simulated results in Figure 9 . However, while the slope of the experimental and numerical stress-strain curves differ significantly in the elastic regime, they show a reasonable agreement in the plastic regime. It is worth noting that, as mentioned in Section III-C-3, the yield stress and failure stress are the only two measurements used to calibrate simulation parameters (namely the Voce hardening parameters). Other parameters were identified as detailed in Section II-C-3. (On the other hand, parameters in the DNN simulation only include material parameters from the literature, including previous studies on the Al-Cu system e.g. Reference 11, together with measured control parameters, namely temperature gradient and cooling rate, used as input of the simulation.)
Statistical values in Table I show that the region labeled I in Figure 11 (b) experienced on average larger stresses, strains, and elastic and plastic work than the other regions. In Figure 12 , we plot the (a) normal and (b) shear components of traction along the dendritic-eutectic interface within these four regions. Regions I and II show a slightly higher distribution of high normal traction component around 110 MPa (circled in Figure 12(a) ). Region I also shows a significantly higher distribution of shear traction component around 55 to 60 MPa (circled in Figure 12(b) ). These results show that regions I and II contain more highly stressed dendritic-eutectic interfaces than the others, thus indicating that the half of the sample containing these regions is the most likely to undergo damage and failure Fig. 9 -Measured tensile stress-strain during tensile testing (thin red line), with stress variation derived from cross-sectional area variation, and simulated (thick blue line) after fitting the hardening parameters to the yield stress and failure stress. Errors in the strain measurement, discussed in Section IV-C, are primarily responsible for differences between the experimental and simulated curves. (phenomena not explicitly modeled with the adopted EVPFFT approach), which is consistent with the outcome of the tensile experiment. The normal and shear traction components of Figure 12 can be directly related to the 3D morphology of the microstructure and the distribution of dendritic-eutectic interface orientation. In Figure 13 , we plot the distributions of angle between the orientation of the dendritic-eutectic interface and the loading direction, obtained directly from the discrete voxelized microstructure, using a technique described elsewhere. [97] (These surface normals actually enter the calculation of the normal and shear traction component of Figure 12 , obtained by projecting the stress tensor onto the surface normal vector and splitting the resulting vector into a normal and a shear component of traction.) Figure 13 shows that the dendritic-eutectic interface orientation distributions in regions III and IV remain fairly close to the distribution expected for a sphere (thick orange line). On the other hand, regions I and II have higher concentrations of dendritic-eutectic interfaces with an inclination close to 90 deg from the loading direction, making them more likely to experience damage and ultimately failure. Moreover, the fact that region I contains one primary dendrite branch that is slightly more tilted with respect to the loading condition (see Figures 6 and 7) , combined with larger deformation and interfacial shear stress, are indicators that failure most likely originated in this region.
D. Fracture Analysis
Following the fracture surface from left to right in Figure 10 (b), the fracture path is first seen through the Al-rich dendrite. Then, the crack appears to have intercepted a dendrite-eutectic interface, and followed along the interface before jumping across the thin eutectic layer to travel along another dendrite-eutectic interface. The crack path along these dendrite eutectic interfaces seems to remain between the eutectic structure and a thin Al 2 Cu ''skin'' layer immediately surrounding the dendrite. Next, the fracture exhibits a branching event: the top branch propagates through the eutectic to travel along another dendrite-eutectic interface, while the lower branch propagates through the eutectic before Fig. 11(b) Fig. 12 -Distribution of (a) normal and (b) shear component of traction along the dendritic-eutectic interface within the regions of largest sample curvature (see Fig. 11(b) ). Circled regions in (a) and (b), discussed in the text, show that regions I and II contain more highly stressed dendritic-eutectic interfaces. Fig. 13 -Angle distributions between the dendritic-eutectic normal angle and the tensile direction within the regions of largest sample curvature (see Fig. 11(b) ), compared to the expected distribution for a sphere.
being arrested by a dendrite of the relatively ductile Al dendrite. The overall path of the fracture throughout the entire sample is tortuous, but it distinctly appears to preferably advance along the eutectic-dendrite interfaces, occasionally propagating through either the dendrite or the eutectic, similarly as in the subset illustrated in Figure 10 .
V. SUMMARY AND OUTLOOK
In this paper, we have attempted to follow a single Al-Cu alloy sample from its liquid state up to its mechanical failure. We have used in situ X-ray radiography to image directional solidification processing (synchrotron X-ray) and tensile testing of the as-solidified sample (microfocus X-ray), as well as microfocus X-ray micro-and nanotomography to image the sample before and after mechanical testing, respectively.
Both processing and mechanical testing steps were directly compared to predictive simulations performed at the length and time scales of the experiments. Namely, we used a multi-scale dendritic needle network (DNN) approach for dendritic solidification, and an elasto-viscoplastic fast Fourier transform (EVPFFT) approach accounting for a voxelized description of the microstructure to simulate tensile testing. These approaches are capable of establishing quantitative links between processing, microstructure, and properties. The DNN simulation provides a good prediction of microstructural lengths resulting from alloy and processing parameters, e.g. dendritic spacings. The EVPFFT simulation can predict stress and strain distributions within the sample, and thus identify which regions of the microstructure are more prone to be at the origin of mechanical failure.
The most significant conclusions of the current exploratory study reside in the identification of some major limitations remaining on the way to a complete through-process in situ imaging approach, fully coupled with virtual processing and testing tools.
In terms of simulations, while the DNN model is to date the only method capable of quantitatively simulating tens of thousands of dendritic branches at experimentally relevant length and time scales, it is limited to early-stage solidification. It is therefore not capable of generating fully solid microstructures ready-to-use in a micromechanical simulation (or in an intermediate solid-state processing step simulation). In its current early state of development, the method also does not account for mechanical stresses within the dendritic network, which can have significant implication such as dendritic fragmentation. The minor limitation pertaining to the current single-crystal implementation can easily be overcome with an implementation accounting for crystal randomly oriented with respect to the numerical grid (see e.g., References 95 and 96).
Additionally, we have adopted an indirect coupling strategy, modeling the processing and the mechanical testing steps separately. Some major solidification defects, such as hot tears in casting, are intrinsically linked to the coupling between fluid and solid mechanics with solidification dynamics. Development of further multi-physics and multi-scale coupling strategies, an increasingly active area of research, are required to advance the understanding of such complex phenomena.
In terms of experiments, the miniaturizing of standard tensile testing comes with challenges, for instance pertaining to the appropriate clamping of the sample, machine compliance, or to the precise measurement of small deformations. These challenges are already well acknowledged in the growing field of micro-and nanomechanical testing, which has been very active for over a decade (see e.g., References 98 through 101). In this study, some issues related to tensile test miniaturization could, to some extent, be tackled by increasing the size of the sample, for instance benefiting from recent advances in fast 3D tomography (e.g., References 28 and 29). However, increasing the size of the sample would also lead to higher levels of liquid buoyancy during solidification, potentially yielding inhomogeneous microstructures and additional defects. [11, [76] [77] [78] In terms of X-ray imaging, main limitations pertain to spatial and temporal resolution versus size of the sample. In the current study, in order to image the entire tensile sample, the resolution from a microfocus tomography scan ( Figure 6 ) was not sufficient to resolve the sub-micron eutectic two-phase structure, and led to some segmentation artifacts ( Figure 7) . Moreover, using the current microfocus radiography setup, the temporal resolution was not sufficient to make any observation of deformation prior to the onset of the crack, nor that of its propagation within the sample (Figure 8 ). The trade-off between size of the imaged domain and spatiotemporal accuracy is a well known issue. Those limitations are pushed further every day with the development of increasingly intense and coherent synchrotron X-ray sources, as well as microfocus lab-scale sources, and that of fast imaging techniques (see e.g., Reference 38).
In conclusion, a complete understanding of key mechanisms in the life cycle of structural materials, as well as the development of fully coupled virtual processing and virtual testing tools, remain long-term objectives, but they seem to be within sight. To sustain progress in this general direction, efforts are necessary in the fields of in situ imaging, micro-and nanomechanical testing, and predictive multi-physics and multi-scale modeling. Further collaborative studies combining all three aspects should help identifying major hurdles remaining along the way. 
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