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ABSTRAK 
Saat ini kegiatan yang sangat menguntungkan untuk jangka 
panjang adalah dengan menginvestasikan sebagian harta benda yang 
dimiliki. Investasi merupakan kegiatan penanaman dengan harapan 
mendapatkan sejumlah keuntungan pada masa yang akan datang. 
Saham merupakan salah satu bentuk investasi yang paling 
menguntungan dibanding jenis investasi yang lain. Dalam melakukan 
investasi saham pemilik modal (investor) perlu mengetahui informasi 
mengenai perkembangan saham kedepannya. Untuk mengetahui 
pergerakan saham pada periode berikutnya diperlukan suatu analisis 
untuk memprediksi harga saham. Untuk meramalkan data saham yang 
berupa data deret waktu biasanya dibuat sebuah pemodelan deret 
waktu. Namun pemodelan deret waktu dengan model AR, MA, atau 
campuran dari kedua model ARMA sudah tidak tepat lagi digunakan 
pada data saham. Karena pada data saham  memiliki keragaman 
(volatility) yang tidak konstan disetiap titik waktunya. Hal ini disebut 
sebagai pengaruh heteroskedastisitas (heteroscedastic) pada data 
runtun waktu, Untuk mengatasi sifat heteroskedastisitas pada data 
saham bisa menggunakan metode Autoregressive Conditional 
Heteroscedastic (ARCH) dan metode Generalized Autoregressive 
Conditional Heteroscedastic (GARCH). Penelitian bertujuan 
menduga parameter model ARCH / GARCH menggunakan distribusi 
normal dan distribusi t. Pendugaan parameter yang digunakan dari 
data saham di PT. BPF Malang adalah sebanyak 3/8 dari data 
menggunakan distribusi normal dan 5/8 dari data menggunakan 
distribusi t.  Sedangkan frekuensi pendugaan parameter pada data 
saham PT. BPF Malang didapatkan hasil hasil efisiensi yang diambil 
rata-rata menggunakan distribusi t memiliki efisiensi sebesar 102,47% 
dan nilai efisiensi menggunakan distribusi normal sebesar 100,82%. 







SELECTION OF ARCH / GARCH MODEL PARAMETER 
ESTIMATION WITH NORMAL DISTRIBUTION AND  
t-STUDENT DISTRIBUTION 
(Case Study : Time Series Data at PT Best Profit Future 




Currently a very profitable activity for the long term is to 
invest some of the property owned. Investment is an investment 
activity with the hope of getting a number of benefits in the future. 
Stocks are one of the most profitable forms of investment compared 
to other types of investment. In investing in shares, capital owners 
(investors) need to know information about future stock 
developments. To find out the movement of stocks in the next period, 
an analysis is needed to predict stock prices. To predict stock data in 
the form of time series data, a time series modeling is usually made. 
However, time series modeling with AR, MA, or a mixture of the two 
ARMA models is no longer appropriate for stock data. Because the 
stock data has a variety (volatility) that is not constant at every point 
in time. This is referred to as the effect of heteroscedasticity on time 
series data. To overcome the heteroscedasticity of stock data, the 
Autoregressive Conditional Heteroscedastic (ARCH) method and the 
Generalized Autoregressive Conditional Heteroscedastic (GARCH) 
method can be used. This study aims to estimate the parameters of the 
ARCH/GARCH model using the norm distribution and t-student 
distribution. Estimation of parameters used from stock data at PT. 
Malang BPF is 3/8 of the data using a normal distribution and 5/8 of 
the data using a t distribution. While the frequency of parameter 
estimation in the stock data of PT. BPF Malang obtained the efficiency 
results taken on average using the t distribution has an efficiency of 
102.47% and the efficiency value using a normal distribution is 
100.82%.. 
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1.1.  Latar Belakang 
Data deret waktu merupakan serangkaian data hasil pengamatan 
yang disusun menurut waktu, dimana data pengamatan tersebut 
bersifat acak dan saling berhubungan secara statistika (Cryer & Chan, 
2008). Data deret waktu dikumpulkan dalam interval yang sama, 
sehingga pada dasarnya analisis data deret waktu digunakan untuk 
melakukan analisis data yang mempertimbangkan pengaruh waktu. 
Analisis deret waktu ( time series analysis ) merupakan suatu 
rangkaian variabel yang diamati pada interval ruang waktu yang sama 
(Makridakis et al, 1999).  
Saat ini kegiatan yang sangat menguntungkan untuk jangka 
panjang adalah dengan menginvestasikan sebagian harta benda yang 
dimiliki. Investasi merupakan kegiatan penanaman modal baik 
langsung maupun tidak langsung dengan harapan pemilik modal 
mendapatkan sejumlah keuntungan dari modal yang ditanamkan pada 
waktunya nanti. Saham merupakan salah satu bentuk investasi yang 
paling menguntungan dibanding jenis investasi yang lain. Dalam 
melakukan investasi saham pemilik modal (investor) perlu 
mengetahui informasi mengenai perkembangan saham kedepannya. 
Informasi tersebut bisa berupa pergerakan indeks saham, kinerja harga 
saham, laporan keuangan perusahaan, dan lain sebagainya. Hal 
tersebut bisa dilihat dari berbagai situs resmi perusahaan p ialang 
berjangka seperti PT. Best Profit Future, PT. Rifan Financindo, dan 
sebagainya, serta dapat juga dilihat dari perusahaan milik pemerintah 
seperti Bursa Efek Indonesia (BEI) dan Bursa Berjangka Jakarta 
(BBJ). 
PT. Best Profit Future (PT. BPF) adalah perusahaan pialang 
berjangka resmi yang terdaftar di Badan Pengawas Perdagangan 
Berjangka Komoditi (BAPPEBTI) dengan penjamin dananya adalah 
Kliring Berjangka Indonesia (KBI). PT. BPF saat ini memiliki 8 jenis 
produk diantaranya adalah produk komoditi berjangka, produk indeks 
saham, dan produk forex. PT. BPF memfasilitasi kegiatan jual beli 
produk saham di pasar modal pemerintah yaitu Bursa Berjangka 
Jakarta (BBJ).  
Untuk melihat kondisi nilai produk yang ada di PT. BPF yaitu 
produk Emas Dunia Loco Gold Dollar (LGD), Indeks Hangseng, 
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Indeks Nikkei dan produk lainnya pada periode mendatang, 
diperlukan suatu model persamaan untuk meramalkannya sesuai 
persamaan yang didapat. Produk Emas Dunia (LGD), Indeks 
Hangseng, Indek Nikkei dan produk saham lainnya merupakan jenis 
data deret waktu (time series), sehingga untuk memprediksi suatu 
model persamaan dapat digunakan analisis deret waktu. 
Menurut Aprilia et al., (2017) seiring dengan perkembangan 
sektor finansial yang semakin pesat maka tidak dapat dipungkiri 
bahwa data finansial telah banyak digunakan dalam kehidupan 
perekonomian dewasa ini. Data finansial yang digunakan umumnya 
berupa data deret waktu. Untuk meramalkan data finansial yang 
berupa data deret waktu biasanya dibuat sebuah pemodelan deret 
waktu. Pemodelan deret waktu dengan model Autoregressive (AR), 
Moving Average (MA), atau campuran dari kedua model 
Autoregressive Moving Average (ARMA) sudah sangat luas 
penggunaannya, namun penggunaan model AR atau MA sudah tidak 
tepat lagi digunakan ketika dihadapkan pada data finansial. 
Data deret waktu finansial seringkali memiliki sifat yang tidak 
homogen atau memiliki volatilitas yang tidak konstan disetiap titik 
waktunya sehingga variansi atau ragam dari error akan selalu berubah 
setiap waktu, hal ini disebut sebagai pengaruh heteroskedastisitas pada 
data deret waktu. Untuk mengatasi sifat heteroskedastisitas pada data 
deret waktu, Engle (1982) mengenalkan sebuah metode baru yaitu 
Autoregressive Conditional Heteroscedastic (ARCH) yang kemudian 
dikembangkan oleh Bollerslev et al., (1986) menjadi Generalized 
Autoregressive Conditional Heteroscedastic (GARCH). Menurut 
Engle (1982) penggunaan model ARCH pada data deret waktu yang 
mengalami heteroskedastisitas akan sangat berperan dalam 
meningkatkan efisiensi. Pada metode ARCH, variansi error masa 
sekarang dipengaruhi oleh volatilitas masa lalu (last period’s 
volatility). Sedangkan pada GARCH, variansi error tidak hanya 
dipengaruhi oleh volatilitas masa lalu (last period’s volatility) tetapi 
juga variansi masa lalu (last period’s varians).  
Menurut Adelita (2017) model GARCH yang digunakan biasanya 
menggunakan asumsi sisaan normal, namun asumsi tersebut masih 
gagal untuk menangkap karakteristik deret waktu yaitu fat tailed, 
leptokurtic dan skewness. Hal tersebut menandakan bahwa pendugaan 




distribusi normal saja namun bisa menggunakan distribusi t. Menurut 
Hasan et al., (2020) pendugaan parameter dengan distribusi normal 
dan distribusi t bisa dilihat dari nilai kurtosisnya. Apabila nilai kurtosis 
kurang dari 3 maka pendugaan paramaternya mengikuti distribusi 
normal, sedangkan apabila nilai kurtosisnya lebih dari 3 maka 
pendugaan parameternya mengikuti distribusi t. 
Pada penelitian ini, data deret waktu finansial yang digunakan 
adalah data indeks Hangseng, Indeks Nikkei, produk komoditi emas 
dunia (LGD) dan Forex. Dari data tersebut akan diduga model 
terbaiknya dengan distribusi galatnya menggunakan distribusi normal 
dan distribusi t. Paket analisis yang digunakan pada penelitian ini yaitu 
dengan menggunakan software analisis R. 
Berdasarkan ulasan tersebut, penelitian ini bermaksud melakukan 
pendugaan parameter model ARCH/GARCH terhadap data deret 
waktu yang ada di PT. BPF Malang dengan menggunakan distribusi 
normal dan distribusi t. Dalam penelitian ini diharapkan akan 
menghasilkan kesimpulan berupa frekuensi dan efisiensi penggunaan 
dari distribusi normal dan distribusi t terhadap data deret waktu yang 
ada di PT. BPF Malang. 
 
1.2.  Rumusan Masalah 
Berdasarkan latar belakang tersebut, permasalahan pada penitian 
ini dirumuskan sebagai berikut : 
1. Bagaimana pendugaan parameter model ARCH / GARCH pada 
data saham menggunakan distribusi normal? 
2. Bagaimana pendugaan parameter model ARCH / GARCH pada 
data saham menggunakan distribusi t? 
3. Bagaimana frekuensi dan efisiensi dari penggunaan distribusi 
normal dan distribusi t untuk data saham?  
 
1.3.  Tujuan Penelitian 
Tujuan penelitian yang ingin dicapai adalah sebagai berikut : 
1. Menduga parameter model ARCH / GARCH pada data saham 
menggunakan distribusi normal. 
2. Menduga parameter model ARCH / GARCH pada data saham 
menggunakan distribusi t. 
3. Mengetahui frekuensi dan efisiensi dari penggunaan distribusi 




1.4.  Manfaat Penelitian 
Manfaat dari penelitian ini adalah sebagai berikut : 
1. Mengetahui model terbaik dari metode ARCH / GARCH untuk data 
saham yang ada di PT. BPF Malang. 
2. Mengetahui frekuensi pendugaan parameter menggunakan 
distribusi normal dan distribusi t yang paling banyak digunakan 
terhadap model ARCH / GARCH dalam penelitian ini. 
3. Mengetahui efisiensi pendugaan parameter menggunakan 
distribusi normal dan distribusi t terhadap model ARCH / GARCH 
dalam penelitian ini. 
 
1.5. Batasan Masalah 
Batasan masalah pada penelitian ini adalah bahasan mengenai 
pendugaan parameter model ARCH/GARCH menggunakan distribusi 
normal dan distribusi t pada data deret waktu saham di PT Best Profit 
Future (BPF) Malang. Data yang digunakan merupakan data dari 
semua produk yang ditawarkan oleh PT. BPF Malang kepada investor. 


















2.1. Analisis Deret Waktu 
Data deret waktu merupakan serangkaian data hasil pengamatan 
yang disusun menurut waktu   {𝑌𝑡 dimana 𝑡 =  ±1, ±2, . . . , ±𝑛}, 
dimana data pengamatan tersebut bersifat acak dan saling berhubungan 
secara statistika (Cryer & Chan, 2008). Data deret waktu dikumpulkan 
dalam interval yang sama, sehingga pada dasarnya analisis data deret 
waktu digunakan untuk melakukan analisis data yang 
mempertimbangkan pengaruh waktu. 
Analisis deret waktu ( time series analysis ) merupakan suatu 
rangkaian variabel yang diamati pada interval ruang waktu yang sama 
(Makridakis et al, 1999). Dalam membentuk suatu pemodelan time 
series, stasioneritas data merupakan hal yang sangat penting. Jika 
fluktuasi data berada di sekitar suatu nilai rata-rata yang konstan, tidak 
tergantung pada waktu dan varian dari fluktuasi tersebut pada pokoknya 
tetap konstan untuk setiap waktu maka data tersebut dikatakan stasioner 
(Makridakis et al, 1999). Pengujian terhadap stasioneritas secara mean 
dapat dilakukan dengan uji Dicky Fuller (Wei, 2006). Data time series 
yang tidak stasioner dalam rata-rata dapat distasionerkan dengan proses 
differencing (pembedaan). Proses differencing adalah proses mencari 
pembedaan antara data satu periode dengan periode lainnya secara 
berurutan (Makridakis et al, 1999). Menurut Wei (2006) secara umum 
proses differencing orde ke d ditulis pada persamaan (2.1). 
𝑌𝑡
𝑑 = (1 − 𝐵)𝑑𝑌𝑡    (2.1) 
 
 Menurut Makridakis et al., (1999) stasioneritas dalam varian dapat 
dilihat pada plot time series. Jika plot time series tidak memperlihatkan 
adanya perubahan varian yang jelas dari waktu ke waktu, maka dapat 
dikatakan data tersebut stasioner dalam variannya. Data time series 
yang tidak stasioner dalam varian dapat distasionerkan dengan proses 
transformasi. Menurut Wei (2006) transformasi yang biasa dilakukan 










2.2. Return Saham 
Return saham merupakan hasil yang yang diperoleh dari suatu 
investasi. Salah satu jenis return saham adalah return realisasi, yaitu 
return yang sudah terjadi dan dihitung berdasarkan data historis. 
Menurut Prasetya et al., (2018) return saham dapat dihitung 
menggunakan logaritma dari rasio harga penutupan saham yang 





)     (2.3) 
 
Di mana, 
𝑟𝑡  : return dari harga penutupan bursa saham pada hari ini (t) 
𝑌𝑡 : harga penutupan bursa saham pada hari ini (t) 
𝑌𝑡−1 : harga penutupan bursa saham pada hari kemarin (t-1) 
 
2.3. Stasioneritas Data Deret Waktu 
Asumsi yang harus dipenuhi pada analisis data menggunakan 
metode deret waktu adalah data yang sudah stasioner baik dalam ragam 
maupun rata-rata. Menurut Cryer & Chan (2008) suatu deret waktu 
dikatakan stasioner apabila perilaku proses tidak berubah menurut 
waktu atau dapat dikatakan  proses berada dalam keseimbangan. 
Kestasioneran berarti bahwa tidak terdapat penambahan atau penurunan 
pada data dari waktu ke waktu. 
 
2.3.1. Stasioneritas terhadap Ragam 
Data deret waktu stasioner terhadap ragam apabila data 
berfluktuasi dengan konstan dari waktu ke waktu. Data deret waktu 
yang tidak stasioner dapat distasionerkan melalui transformasi Box-Cox 
(Wei, 2006). Transformasi Box-Cox adalah transformasi pangkat pada 
respon. Box-Cox mempertimbangkan kelas transformasi yang 
mempunyai parameter tunggal (𝜆) yang dipangkatkan pada variabel 𝑌𝑡, 
sehingga transformasinya menjadi 𝑦𝜆 dan 𝜆 adalah parameter yang 
perlu diduga. 
Jika nilai 𝜆 sama dengan satu dalam batas atas dan batas bawah, 
maka deret waktu sudah stasioner terhadap ragam. Jika belum stasioner 
pada ragam, maka dilakukan transformasi Box-Cox. Pada Tabel 2.1. 





Tabel 2.1. Transformasi Box-Cox 

















2.3.2. Stasioneritas terhadap Rata-Rata 
Data dikatakan stasioner rata-rata apabila berfluktuasi disekitar 
garis sejajar dengan sumbu waktu (t) atau disekitar suatu nilai rata-rata 
yang konstan. Apabila data deret waktu tidak stasioner terhadap rata rata 
maka dilakukan proses diferensiasi atau pembedaan (1 − 𝐵)𝑑𝑌𝑡 untuk 
d  ≥  1, sehingga data menjadi stasioner terhadap rata-rata (Wei, 2006). 
Stasioneritas terhadap rata-rata secara deskriptif dapat diduga 
dengan melihat plot data deret waktu. Jika tidak ada variasi trend, maka 
deret waktu sudah stasioner terhadap rata-rata. Stasioneritas terhadap 
rata-rata dapat juga diduga dengan melihat plot Autocorrelation 
function (ACF). Jika ACF berbeda nyata pada lag ≤ 3, maka data deret 
waktu sudah stasioner terhadap rata-rata. Pemeriksaan stasioneritas 
terhadap rata-rata dapat menggunakan uji Augmented Dickey Fuller 
(ADF). Stasioneritas data dapat diketahui secara visual, jika plot data 
deret waktu menyebar disekitar garis sejajar dengan sumbu waktu (t) 
maka data dikatakan stasioner terhadap rata-rata. Berikut model ADF 
yang ditunjukan pada persamaan 2.4 dan persamaan 2.5. 
 
∆𝑌𝑡 = 𝛽0 + (𝛽1 − 1)𝑌𝑡−1 + 𝑢𝑡    (2.4) 
∆𝑌𝑡 = 𝛽0 + 𝛿𝑌𝑡−1 + 𝑢𝑡    (2.5) 
Dengan, 
𝑢𝑡                      = error  
𝛿 =  (𝛽1 − 1) = koefesien 
Hipotesis untuk pengujian ADF adalah sebagai berikut: 
H0 : 𝛿 = 0 (data tidak stasioner terhadap rata-rata) 
H1 : 𝛿 ≠ 0 (data stasioner terhadap rata-rata) 
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Jika tidak menolak hipotesis 𝛿 = 0, maka 𝛽1 = 1. Artinya data bersifat 
tidak stasioner. Statistik uji yang digunakan adalah statistik uji t. 
 
2.4. Pemodelan Deret Waktu ARIMA 
Autoregressive Integrated Moving Average (ARIMA) dapat 
diartikan sebagai gabungan dua model, yaitu Model Autoregressive 
(AR) dan Moving Average (MA). Model ini tidak mempunyai suatu 
variabel yang berbeda sebagai variabel bebas, tetapi menggunakan 
informasi dalam series yang sama dalam membentuk model, yang pada 
akhirnya sangat bermanfaat untuk peramalan. 
Analisis deret waktu bertujuan untuk membuat model yang dapat 
berguna untuk memprediksi nilai pada waktu akan datang berdasarkan 
observasi-observasi untuk memprediksi nilai pada waktu yang akan 
datang berdasarkan observasi-observasi yang telah ada. 
Menurut Mulyana (2004) terdapat dua model deret waktu stasioner 
yaitu model Autoregressive (AR), model Moving Average (MA), dan 
gabungan dari keduanya, yaitu model Autoregressive Moving Average 
(ARMA). Apabila data deret waktu tidak stasioner terhadap rata-rata 
(terdapat trend) maka model yang digunakan adalah model 
Autoregressive Integrated Moving Average (ARIMA). Model-model 
tersebut, yaitu : 
 
1. Model Moving Average (MA) yang tersaji pada persamaan (2.6). 
 
𝑌𝑡 = 𝑎𝑡 − 𝜃1 𝑎𝑡−1 − 𝜃2𝑎𝑡−2 − ⋯ − 𝜃𝑞 𝑎𝑡−𝑞          (2.6) 
dengan, 
𝑌𝑡 = nilai variabel pada waktu ke-t 
𝑎𝑡 = nilai galat waktu ke-t 
𝜃𝑖            = parameter model Moving Average (MA) 
𝑎𝑡−𝑞      = nilai kesalahan pada saat t-q 
q  = order MA 
 
 
2. Model Autoregressive (AR) yang tersaji pada persamaan (2.7) 
. 
𝑌𝑡 = 𝜙1 𝑌𝑡−1 + 𝜙2𝑌𝑡−2 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝑎𝑡            (2.7) 
dengan, 




𝑎𝑡 = nilai galat waktu ke-t 
𝜙𝑖            = koefesien Autoregressive, i : 1,2,3,...,p 
p  = order AR 
 
3. Model ARMA yang tersaji pada persamaan (2.8). 
 
𝑌𝑡 = 𝜙1 𝑌𝑡−1 + 𝜙2𝑌𝑡−2 + ⋯ + 𝜙𝑝𝑌𝑡−𝑝 + 𝑎𝑡  
−𝜃1 𝑎𝑡−1 − 𝜃2 𝑎𝑡−2 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞       (2.8) 
dengan, 
𝑌𝑡 = nilai variabel pada waktu ke-t 
𝜙𝑖            = koefesien Autoregressive, i : 1,2,3,...,p 
𝑎𝑡 = nilai galat waktu ke-t 
𝜃𝑖            = parameter model Moving Average (MA) 
q  = order AR 
p  = order MA 
 
4. Model ARIMA yang tersaji pada persamaan (2.9). 
 
Δ𝑌𝑡 = 𝜙1Δ𝑌𝑡−1 + 𝜙2Δ𝑌𝑡−2 + ⋯ + 𝜙𝑝Δ𝑌𝑡−𝑝 + 𝑎𝑡 
−𝜃1 𝑎𝑡−1 − 𝜃2 𝑎𝑡−2 − ⋯ − 𝜃𝑞 𝑎𝑡−𝑞                 (2.9) 
 dengan, 
𝑌𝑡 = nilai variabel pada waktu ke-t 
𝑌𝑡−𝑖 = nilai variabel pada waktu ke t-i 
𝜙𝑖            = koefesien Autoregressive, i : 1,2,3,...,p 
𝑎𝑡 = nilai galat waktu ke-t 
𝜃𝑖            = parameter model Moving Average (MA) 
q  = order AR 
p  = order MA 
 
2.4.1.  Identifikasi Model 
 Identifikasi model untuk permodelan data deret waktu 
menggunakan metode ini memerlukan perhitungan dan 
penggambaran dari hasil fungsi autokorelasi (ACF) dan fungsi 
autokorelasi parsial (PACF) untuk menentukan orde dari model 
AR dan MA. Berikut adalah pola teoritis ACF dan PACF model 




Tabel 2.2. Pola Teoritis ACF dan PACF Model ARMA 
Model ACF PACF 
AR(p) 
Eksponensial turun 
atau sinus teredam 
(tail off) 




lag-q (cut off) 
Eksponensial turun atau 
sinus teredam (tail off) 
ARMA(p,q) 
Eksponensial turun 
atau sinus teredam 
(tail off) 
Eksponensial turun atau 
sinus teredam (tail off) 
 
Dari Tabel 2.2. dapat dijelaskan berikut ini: 
1. Jika plot ACF menunjukkan turun secara eksponensial atau 
gelombang sinus  teredam dan pada plot PACF menunjukkan 
berbrda nyata setelah lag ke-p, maka disebut dengan model AR(p). 
2. Jika plot ACF berbeda nyata setelah lag ke-q dan pada plot PACF 
menunjukkan penurunan secara eksponensial atau gelombang 
sinus teredam, maka disebut dengan moddel MA(q). 
3. Jika plot ACF dan plot PACF sama-sama menunjukkan penurunan 
secara eksponensial atau gelombang sinus teredam, maka disebut 
dengan model ARMA(p,q) 
 
2.4.2. Pendugaan Parameter Model 
Terdapat beberapa metode dalam melakukan pendugaan 
parameter di antaranya adalah metode Moment, Metode Kuadrat 
Terkecil (MKT), dan metode Maximum Likelohood (MLE). Metode 
yang sering digunakan untuk menduga parameter model ARIMA adalah 
MLE. Pada model ARIMA, 𝐿 merupakan fungsi likelihood dari 
𝜙, 𝜇, 𝜃, 𝜎𝑎
2  yang diperoleh berdasarkan pengamatan 𝑌1,𝑌2,… , 𝑌𝑛. 
Fungsi likelihood untuk model 𝐴𝑅(1) adalah sebagai berikut (Cryer & 
Chan, 2008).    




2(1 − 𝜙2)1/2 exp [−
1
2𝜎𝑎
2 𝑆(𝜙, 𝜇)]  (2.10) 
𝑆(𝜙, 𝜇) = ∑ [(𝑌𝑡 − 𝜇) − 𝜙(𝑌𝑡−1 − 𝜇)]
2 + (1 − 𝜙2 )(𝑌1
𝑛




Fungsi 𝑆(𝜙, 𝜇) disebut dengan unconditional sum-of-square function. 
Adapun fungsi log-likelihood untuk model 𝐴𝑅(1) adalah sebagai 
berikut.  
 








(1 − 𝜙2) −
1
2𝜎𝑎





  (2.13) 
Setelah didapatkan penduga parameternya, maka perlu dilakukan 
pengujian signifikansi parameter dengan uji 𝑡. Hipotesis yang 
digunakan pada model Autoregressive adalah sebagai berikut. 
H0: 𝜙𝑖 = 0 (parameter tidak signifikan), vs 
H1 : 𝜙𝑖 ≠ 0 (parameter signifikan) 
Dengan statistik uji t sebagai berikut.  
𝑡 =  
𝜙𝑖
𝑆?̂?
~𝑡𝑛−1−𝑝  (2.14) 
Keterangan : 
𝜙 : parameter Moving Average  
𝑆?̂?  : standar error Moving Average 
𝑛  : banyak amatan 
𝑝  : orde Autoregressive 
Dan hipotesis yang digunakan pada model Moving Average adalah 
sebagai berikut. 
H0: ?̂?𝑖 = 0 vs  H1 : ?̂?𝑖 ≠ 0  
Dengan statistik uji t sebagai berikut.  
𝑡 =  
?̂?𝑖
𝑆?̂?
~𝑡𝑛−1−𝑞  (2.15) 
Keterangan : 
?̂?  : penduga parameter Moving Average  
𝑆?̂?  : standar error Moving Average 
𝑛  : banyak amatan 




2.4.3. Diagnostik Model 
2.4.3.1.  Asumsi Non Autokorelasi  
Setelah dilakukan pendugaan parameter model ARIMA, 
dilanjutkan dengan menguji kelayakan model dengan memeriksa 
apakah asumsinya telah terpenuhi. Asumsi yang mendasari adalah 
sisaan (𝑎𝑡) bersifat white noise, yaitu 𝑎𝑡~𝑖𝑖𝑑(0, 𝜎𝑎
2) (Tsay, 2005). 
Sisaan dikatakan bersifat white noise apabila ACF sisaan tidak 
membentuk pola dan nilai ACF tidak signifikan secara statistik pada 
seluruh lag. 
Menurut Cryer & Chan (2008) Untuk menguji kelayakan model 
juga dapat dilakukan dengan uji Ljung Box (𝑄∗), dengan statistik uji 𝑄∗. 
Dengan hipotesis sebagai berikut. 
H0 : Model layak, vs 
H1 : Model tidak layak 
Dengan statistik uji 𝑄∗ sebagai berikut 
 













2   (2.16) 
 
Keterangan: 
𝑛  : banyaknya observasi  
𝐾  : lag maksimum  
 ?̂?𝑘
2  : koefisien autokorelasi sisaan pada lag-𝑘  
Pengambilan keputusan didasarkan pada nilai 𝑄∗ ≤ 𝜒𝐾−𝑝−𝑞
2  atau p-
value lebih besar daripada taraf signifikansi (α), maka model layak 
digunakan.  
 
2.4.3.2.  Asumsi Normalitas  
Menurut Cryer & Chan (2008) asumsi sisaan yang juga harus 
terpenuhi yaitu normalitas. Uji normalitas dapat dilakukan dengan 
banyak uji diantaranya Shapiro Wilk, Liliefors, Jarque-Bera, 
Kolmogorov Smirnov, dan lain-lain. Pada penelitian ini, uji yang 
digunakan untuk pengujian normalitas sissaan ialah uji Kolmogorov-
Smirnov. Hipotesis yang digunakan dalam uji ini adalah sebagai berikut. 
H0: 𝑖  ∼ 𝑁(𝜇, 𝜎
2) vs. 





Statistik uji Kolmogorov-Smirnov: 
Statistik uji untuk uji Kolmogorov-Smirnov adalah sebagai berikut.  
 
𝐷 = 𝑠𝑢𝑝𝑥|𝐹𝑛(𝑥) − 𝐹𝑜(𝑥)|  (2.17) 
Keterangan: 
𝐹𝑛(𝑥) : Fungsi distribusi sampel (empirik) 
𝐹𝑜(𝑥) : Fungsi distribusi yang dihipotesiskan (fungsi peluang 
kumulatif) 
D : 𝑠𝑢𝑝𝑟𝑒𝑚𝑢𝑚 |𝐹𝑛(𝑥) − 𝐹𝑜(𝑥)|, untuk semua x 
𝐻0 diterima apabila nilai 𝐷𝑛 < 𝐷𝑛(𝛼) atau p-value > taraf 
signifikansi 𝛼 , sehingga dapat dikatakan bahwa sisaan berdistribusi 
normal 
 
2.5. Pemilihan Model Terbaik 
Pada umumnya model terbaik pada runtun waktu dipilih setelah 
melalui uji diagnosa pada sisaan. Apabila pada sisaan sudah tidak 
terdapat pengaruh ARCH, galat menyebar normal, serta tidak terdapat 
autokorelasi pada sisaan (white noise), maka dikatakan model yang 
diperoleh sudah layak (fit). Akan tetapi belum ada metode yang 
langsung bisa menentukan seberapa besar orde pada model, kecuali 
dengan memilih bentuk yang paling sederhana.  
Dalam analisis deret waktu, seringkali informasi yang tersedia 
pada data tidak hanya dapat dijelaskan oleh satu model saja. Salah satu 
kriteria dalam menentukan model terbaik adalah menggunakan Akaike’s 
Information Criterion (AIC). AIC dapat dilihat pada persamaan (2.18), 
 
𝐴𝐼𝐶(𝑀) = 𝑛 ln 𝜎𝑎
2 + 2𝑀     (2.18) 
dengan, 
n : banyak observasi 
M : banyaknya parameter 




Menurut Kothandaraman (2003) Kurtosis adalah indikator untuk 
menunjukkan derajat keruncingan (tailedness). Semakin besar nilai 
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kurtosis maka kurva semakin runcing. Nilai referensi kurtosis adalah 3. 
Jika nilai kurtosis lebih besar dari 3, maka bermakna kurva distribusi 
menggunakan distribusi t dan disebut leptokurtik. Sementara jika lebih 
rendah dari 3, maka disebut platikurtik. Sedangkan nilai kurtosis sama 
dengan 3 bermakna kurva distribusi normal atau mesokurtik atau 
mesokurtotik. Berikut adalah gambar dari kurtosis model yang disajikan 
pada Gambar 2.1. 
 
 
Source : www.researchgate.net/figure/Types-of-kurtosis_fig4_275208180 
Gambar 2.1. Kurtosis Model 
 
Untuk menghitung kurtosis model dapat digunakan persamaan yang 














2    2.19 
 
Dalam hal ini dapat disimpulkan apabila nilai kurtosis ≤ 3 maka 
distribusi yang tepat digunakan adalah distribusi normal dan apabila 
nilai kurtosis > 3 maka distribusi yang tepat digunakan adalah 
distribusi t. 
 
2.7. Model ARCH dan GARCH 
2.7.1.  Pengujian ARCH/GARCH 
Salah satu metode untuk melakukan pengujian terhadap 
homogenitas varian residual (tidak ada pengaruh ARCH/GARCH) 
adalah uji Lagrange Multiplier (LM). Menurut Enders (2004), dalam 




I. Mengestimasi model regresi atau model ARIMA sehingga dapat  
{𝑎𝑡
2} yang merupakan kuadrat dari nilai residual. 





2 , sehingga didapat bentuk regresi : 
𝑎𝑡
2 = 𝛼0 + 𝛼1 𝑎𝑡−1
2 + 𝛼2𝑎𝑡−2
2 + ⋯ + 𝛼𝑞𝑎𝑡−𝑞
2  (2.20) 
 
Dimana hipotesisnya sebagai berikut : 
𝐻0 : 𝑎1 = 𝑎2 = ⋯ = 𝑎𝑞 = 0 (tidak ada pengaruh ARCH/GARCH), 
vs 
𝐻1 : minimal terdapat satu nilai 𝑎𝑞 ≠ 0 (terdapat pengaruh 
ARCH/GARCH) 
 
Dengan statistik uji 𝐿𝑀 = 𝑛𝑅2 
Dengan 𝑛 merupakan banyaknya jumlah observasi dan 𝑅2 merupakan 
koefesien determinasi pada model regresi sebelumnya. Statistik uji 𝐿𝑀 
ini mengikuti sebaran chi-square dengan derajat bebas 𝑞. 𝐻0 ditolak jika 
statistik uji >  χ(𝑎/2;𝑞)
2 . 
 
2.7.2.  Model Autoregressive Conditional Heteroscedastic (ARCH) 
Menurut Tsay (2005) bentuk umum dari model ARCH(m) adalah : 
𝑟𝑡 =  𝜇𝑡 + 𝑎𝑡       (2.21) 
 
𝑎𝑡 = 𝜎𝑡𝜖𝑡            (2.22) 
 
𝜎𝑡
2 = 𝛼0 + 𝛼1 𝑎𝑡−1
2 + 𝛼2𝑎𝑡−2
2 + ⋯ + 𝑎𝑞𝑎𝑡−𝑚
2    (2.23) 
 
Dimana {𝜖𝑡} adalah variabel acak independen dan terdistribusi 
identik (iid) dengan means 0 dan varians 1, 𝛼0 > 0, dan 𝛼𝑖 > 0 untuk i 
> 0. Koefesien 𝛼𝑖  harus memenuhi beberapa kondisi keteraturan untuk 
memastikan bahwa varians tak bersyarat dari 𝑎𝑡 yang terbatas. Dalam 
prakteknya, {𝜖𝑡} sering diasumsikan mengikuti sebaran distribusi 
normal atau standarisasi dari distribusi t-student. (Tsay, 2005). 
Karakteristik Model ARCH. Pada pembahasan kali ini akan 
digunakan model ARCH(1) untuk mempermudah dalam memahami 
karakteristik model ARCH(m). 
1. Rata – rata 








 = 𝐸(𝛼0 + 𝛼1𝑎𝑡−1
2 ) = 𝛼0 + 𝛼1𝐸(𝑎𝑡−1
2 )    (2.25) 
Karena, 
𝐸(𝑎𝑡) = 0, 𝑉𝑎𝑟(𝑎𝑡) = 𝑉𝑎𝑟(𝑎𝑡−1) = 𝐸(𝑎𝑡−1
2 ) 
𝑉𝑎𝑟(𝑎𝑡) = 𝛼0 + 𝛼1 𝑉𝑎𝑟(𝑎𝑡)  
𝑉𝑎𝑟(𝑎𝑡) = 𝛼0/(1 − 𝛼1) dengan syarat 0 ≤ 𝛼1 < 1 
3. Dimana 0 ≤ 𝛼1 < 1 dengan syarat kondisi stasioner 







2(1 + 𝛼1 )












> 3                                                   (2.26) 
Apabila nilai kurtosis > 3 bersifat lebih lancip dari distribusi normal 
baku, maka berarti kurtosis tersebut mengikuti distribusi t. 
 
2.7.3.  Model Generalized Autoregressive Conditional 
Heteroscedastic (GARCH) 
Meskipun model ARCH sederhana, seringkali diperlukan banyak 
parameter untuk mendeskripsikan proses volatilitas pengembalian aset 
yang memadai. Beberapa model harus dicari, Bollerslev (1992) 
mengusulkan perluasan yang berguna yang dikenal sebagai Generalized 
Autoregressive Conditional Heteroscedastic (GARCH). Menurut Tsay 
(2005) bentuk umum dari model GARCH(m,s) adalah : 
𝑟𝑡 =  𝜇𝑡 + 𝑎𝑡       (2.27) 
 
𝑎𝑡 = 𝜎𝑡𝜖𝑡         (2.28) 
 
𝜎𝑡
2 = 𝛼0 + ∑ 𝛼𝑖𝑎𝑡−𝑖
2𝑚
𝑖=1 + ∑ 𝛽𝑗𝜎𝑡−𝑗
2𝑠





Dimana {𝜖𝑡} adalah urutan variabel acak (iid) dengan means 0 dan 
varians 1, 0. , 𝛼0 > 0, 𝛼𝑖 ≥ 0, 𝛽𝑗 ≥ 0 dan  ∑ (𝛼𝑖 + 𝛽𝑗) < 1
max (𝑚,𝑠)
𝑖=1 . 
Dari sini kita dapat memahami bahwa 𝛼𝑖 = 0 untuk i > m dan 𝛽𝑗 = 0 
untuk j > s. Batasan terakhir pada 𝛼𝑖 + 𝛽𝑗 menyatakan bahwa varians 
tak bersyarat dari 𝑎𝑡 yang terbatas, sedangkan varians bersyaratnya 𝜎𝑡
2 
berkembang seiring waktu. Sama seperti pada sebelumnya, {𝜖𝑡} sering 
diasumsikan mengikuti sebaran distribusi normal atau standarisasi dari 
distribusi t-student. (Tsay, 2005). 
Karakteristik Model GARCH. Dari definisi 𝜎𝑡
2 = 𝑎𝑡
2 −  𝜂
𝑡









2 = 𝛼0 + ∑ (𝛼𝑖 + 𝛽𝑗)𝑎𝑡−𝑖
2max (𝑚,𝑠)
𝑖=1 + 𝜂𝑡 − ∑ 𝛽𝑗𝜂𝑡−𝑗
𝑠
𝑗=1     (2.30) 
Dari persamaan tersebut terlihat seperti model ARMA(m,s) sehingga 
dari karakteristik ini dapat diidentifikasi model dengan menggunakan 
ACF dan PACF sisaan kuadrat. 








  (2.31) 
 
Dengan batasan  ∑ (𝛼𝑖 + 𝛽𝑖)
max (𝑚,𝑠)
𝑖=1 < 1 











2 > 3                             (2.32) 
Dimana, 1 − 2𝑎1
2 − (𝛼1 + 𝛽𝑖)
2 > 0 . Apabila nilai kurtosis > 3  bersifat 
lebih lancip dari distribusi normal baku, maka berarti kurtosis tersebut 
mengikuti distribusi t. 
 
2.7.4. Pola Teoritis Model ARCH-GARCH 
Dari Tabel 2.3 dapat dijelaskan berikut ini: 
1. Jika plot ACF menunjukkan turun secara eksponensial atau 
gelombang sinus  teredam dan pada plot PACF menunjukkan 
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berbeda nyata setelah lag ke-m, maka disebut dengan model 
ARCH(m). 
2. Jika plot ACF berbeda nyata setelah lag ke-s dan pada plot PACF 
menunjukkan penurunan secara eksponensial atau gelombang sinus 
teredam, maka disebut dengan model MA(q). 
3. Jika plot ACF dan plot PACF sama-sama menunjukkan penurunan 
secara eksponensial atau gelombang sinus teredam, maka disebut 
dengan model GARCH(m,s) 
 
Tabel 2.3. Pola Teoritis ACF dan PACF dari sisaan kuadrat 
Model ACF PACF 
ARCH(m) 
Eksponensial turun 
atau sinus teredam 
(tail off) 




lag-s (cut off) 
Eksponensial turun atau 
sinus teredam (tail off) 
Eksponensial turun 
atau sinus teredam 
(tail off) 
Eksponensial turun atau 
sinus teredam (tail off) 
 
2.7.5. Pendugaan Parameter dan Signifikansi Parameter 
ARCH/GARCH 
1. Distribusi Normal 
Menurut Tsay (2005), Pendugaan parameter model 
ARCH/GARCH dapat menggunakan metode Maksimum 
Likelihood Estimation (MLE). Jika diketahui 𝑎0 ~ 𝑁(0, 𝜎𝑎
2) dan 𝑇 
banyaknya pengamatan maka fungsi likelihood dari sisaan. 
 
𝑓(𝑎0,… , 𝑎 𝑇|𝛼)











𝑡=𝑚+1 𝑓(𝑎1, … , 𝑎𝑚|𝛼)  (2.33) 
Dimana 𝛼 = (𝛼0, 𝛼1, … , 𝛼𝑚)
′ dan 𝑓(𝑎1, … , 𝑎𝑚|𝛼) adalah gabungan 
kepadatan peluang dari 𝛼1, … , 𝛼𝑚 . Karena bentuk pasti dari 
𝑓(𝑎1, … , 𝑎𝑚|𝛼) rumit, hal itu biasanya dihapus dari fungsi 




besar. Hal ini menghasilkan Conditional Maximum Likelihood 
Estimation (C-MLE) yang disajikan pada persamaan (2.34). 
 










𝑡=𝑚+1            (2.34) 
 
Dimana 𝜎𝑡
2 dapat dievaluasi secara rekursif. Hal tersebut mengacu 
pada perkiraan yang diperoleh dengan memaksimalkan fungsi 
likelihood sebelumnya sebagai perkiraan kemungkinan (MLE) di 
bawah normalitas. 
 
2. Distribusi t 
Dalam beberapa kasus pendugaan parameter dapat dilakukan 
menggunakan distribusi t, untuk melihat lebih tepat mengasumsikan 
bahwa 𝜖𝑡 mengikuti distribusi t. Misalkan 𝑥𝑣 berdistribusi t dengan 
db adalah 𝑣. Maka 𝑉𝑎𝑟(𝑥𝑣) = 𝑣/( 𝑣 − 2) untuk 𝑣 > 2 dan 
digunakan 𝜖𝑡 = 𝑥𝑣/√𝑣/(𝑣 − 2). Maka fungsi kepadatan peluang 














, 𝑣 > 2 (2.35) 
Dimana Γ(𝑥) adalah fungsi Gamma biasanya yaitu Γ(𝑥) =
∫ 𝑦𝑥−1𝑒−𝑦
∞
0 . Apabila menggunakan 𝑎𝑡 = 𝜎𝑡𝜖𝑡 , maka akan 
didapatkan Conditional Likelihood Function dari 𝑎𝑡𝑠 sebagai 
berikut, 
















𝑡=𝑚+1  (2.36) 
Dimana 𝑣 > 2 dan (𝐴𝑚 = 𝑎1, 𝑎2, … , 𝑎𝑚). Hal tersebut mengacu 
pada pendugaan yang memaksimalkan fungsi likelihood 
sebelumnya sebagai C-MLE dibawah distribusi t. (Tsay, 2005). 
 
2.8. Peramalan 
Menurut Makridakis, et al. (1999) Peramalan merupakan 
suatu proses perkiraan (pengukuran) besarnya atau jumlah sesuatu 
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pada waktu yang akan datang berdasarkan data pada masa lalu yang 
dianalisis secara ilmiah khususnya menggunakan metode statistika. 
Peramalan juga merupakan dasar dari segala jenis perencanaan 
dimana hal ini sangat diperlukan untuk lingkungan yang tidak stabil 
yaitu menjembatani antara sistem dengan lingkungan. Peramalan 
sangat penting untuk melakukan pengambilan suatu keputusan dan 
kebijakan yang akan mempengaruhi masa depan. Menurut Cryer dan 
Chan (2008), model ARMA untuk melakukan peramalan dapat dilihat 
pada persamaan (2.37). 
?̂?𝑡(ℓ) = 𝜙1 ?̂?𝑡(ℓ − 1) + 𝜙2?̂?𝑡(ℓ − 2)  + ⋯
+ 𝜙𝑝?̂?𝑡(ℓ− 𝑝) + 𝜃0
− 𝜃1 𝐸(𝑒𝑡+ℓ−1|𝑌1, 𝑌2,… , 𝑌𝑡)
− 𝜃2 𝐸(𝑒𝑡+ℓ−2|𝑌1,𝑌2, … , 𝑌𝑡) − ⋯
− 𝜃𝑞 𝐸(𝑒𝑡+ℓ−𝑞|𝑌1,𝑌2, … , 𝑌𝑡) 
(2.37) 
Di mana: 
𝐸(𝑒𝑡+𝑗|𝑌1, 𝑌2,… , 𝑌𝑡) = {
0
𝑒𝑡+𝑗
      
𝑢𝑛𝑡𝑢𝑘 𝑗 > 0
𝑢𝑛𝑡𝑢𝑘 𝑗 ≤ 0
 (2.38) 
Sedangkan model ARIMA(𝑝, 1, 𝑞) menurut Cryer dan Chan (2008) 
dapat dilihat pada persamaan (2.39). 
𝑌𝑡 = 𝜑1𝑌𝑡−1 + 𝜑2𝑌𝑡−2 + ⋯ + 𝜑𝑝𝑌𝑡−𝑝 + 𝜑𝑝+1𝑌𝑡−𝑝−1




𝜑1 = 1 + 𝜙1, 𝜑𝑗 = 𝜙𝑗 + 𝜙𝑗−1 𝑢𝑛𝑡𝑢𝑘 𝑗 = 1, 2, … , 𝑝
𝜑𝑝+1 =  −𝜙𝑝
} (2.40) 
Maka persamaan untuk melakukan peramalan adalah sebagai berikut:  
?̂?𝑡(𝑙) = 𝜑1 ?̂?𝑡(𝑙 − 1) + ⋯ +  𝜑𝑝?̂?𝑡(𝑙 − 𝑝)
+ 𝜑𝑝+1?̂?𝑡(𝑙 − 𝑝 − 𝑞)
− 𝜃1 𝐸(𝑒𝑡+ℓ−1|𝑌1, 𝑌2,… , 𝑌𝑡) − ⋯






ℓ : Lead time 
𝑌𝑡 : Nilai aktual pada waktu ke-t 
?̂?𝑡(𝑙) : Nilai prediksi pada waktu ke-ℓ 
𝜃  : Parameter MA 
𝜙  : Parameter AR 
𝜑  : Parameter AR 
 
2.9. Frekuensi dan Efisiensi 
2.9.1. Frekuensi 
Dalam penelitian kali ini frekuensi yang dimaksud adalah untuk 
menghitung persentase dari banyaknya penggunaan distribusi normal 
dan distribusi t pada data saham di PT. BPF Malang. Untuk 
menghitung frekuensi pada penelitian ini dapat menggunakan 




     (2.42) 
Di mana, 
𝑇 : Periode penggunaan distribusi 
𝑁 : Banyaknya data yang digunakan 
 
2.9.2. Efisiensi 
Digunakan sebagai ukuran relatif dua penduga yang sama-sama tak 
bias. Dalam hal ini berarti penduga tak bias dengan ragam lebih kecil 
adalah penduga yang lebih efisien. Effisiensi relatif adalah rasio antara 
ragam penduga satu dan ragam penduga lainnya. Berikut adalah 
persamaan untuk menghitung efisiensi yang disajikan pada persamaan 
2.43. 
𝑒𝑓𝑓(?̂?1 , ?̂?2) =
𝐴𝐼𝐶(?̂?2)
𝐴𝐼𝐶(?̂?1)




𝐴𝐼𝐶(?̂?1 ) : AIC model penduga pertama 
AIC(?̂?2) : AIC model penduga kedua 
Dengan  
𝑒𝑓𝑓(?̂?1 , ?̂?2) > 100% maka ?̂?1  lebih efisien daripada ?̂?2,  
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𝑒𝑓𝑓(?̂?1 , ?̂?2) = 100% maka ?̂?1  sama efisien dengan ?̂?2 dan  
𝑒𝑓𝑓(?̂?1 , ?̂?2) < 100% maka ?̂?2  lebih efisien daripada ?̂?1 . 
 
2.10. Orisinalitas Penelitian 
Dalam membuat sebuah karya tulis tentunya harus menjaga 
orisinalitas dari kaya tersebut, terutama pada karya akademik. 
Orisinalitas merupakan kriteria utama dan kata kunci dari hasil karya 
akademik. Karya akademik, khususnya skripsi, tesis, dan disertasi, 
harus memperlihatkan bahwa karya itu bersifat orisinil. Untuk lebih 
memudahkan maka dari itu penulis mengambil sampel empat 
penelitian terdahulu yang memiliki kesamaan masalah dengan 
penelitian yang akan dilakukan penulis untuk dijadikan perbandingan 
agar terlihat keorisinalitasan dari penulis. Berikut adalah diagram dari 





























3.1. Sumber Data 
Pada penelitian ini menggunakan data sekunder. Data sekunder 
dalam penelitian ini merupakan data yang diperoleh dari website 
https://id.investing.com, yang berupa data data deret waktu yang 
merupakan produk berjangka di PT Best Profit Future Malang. Data 
yang digunakan merupakan data penutupan (harga penjualan terakhir 
saat pasar tutup) harian dari 18 maret 2019 hingga 18 maret 2021. Data 
pada penelitian ini dapat dilihat pada Lampiran 1 sampai dengan 
Lampiran 8. 
 
3.2. Metode Analisis 
Prosedur yang akan digunakan untuk mencapai tujuan dalam 
penelitian ini adalah : 
1. Plot deret waktu dari data return saham di PT Best Profit Future. 
2. Menguji stasioneritas data berdasarkan persamaan (2.5). 
3. Data yang telah stasioner dibuat plot ACF dan PACF untuk 
menentukan orde dari model ARMA sesuai Tabel (2.2). 
4. Menentukan model tentatif dan melakukan pendugaan parameter 
sesuai persamaan (2.14). 
5. Melakukan uji signifikansi parameter sesuai persamaan (2.15). 
6. Melakukan diagnostik model dengan meguji residual bersifat white 
noise dan berdistribusi normal berdasarkan persamaan (2.16) dan 
persamaan (2.17). 
7. Memilih model terbaik berdasarkan nilai AIC terkecil sesuai 
persamaan (2.18). 
8. Menghitung kurtosis dari model dengan variabilitas pada distribusi 
galat menggunakan persamaan (2.19). 
9. Melakukan uji LM untuk menguji pengaruh heteroskedastisitas 
pada residual model dengan persamaan (2.20). 
10. Menentukan model tentatif dan melakukan pendugaan parameter 
ARCH / GARCH berdasarkan persamaan (2.34) dan persamaan 
(2.36). 




12. Menentukan model terbaik berdasarkan nilai AIC terkecil 
berdasarkan persamaan (2.18). 
13. Melakukan diagnostik model dengan melakukan uji LM, uji 
Residual White-Noise, dan uji Normalitas menggunakan persamaan 
(2.20), persamaan (2.16) dan persamaan (2.17) 
14. Pengambilan kesimpulan dari model ARCH / GARCH yang 
terbentuk dengan menentukan frekuensi dan efisiensi penggunaan 
dari distribusi normal dan distribusi t menggunakan persamaan 
(2.34) dan persamaan (2.35) 



























3.3. Diagram Alir Penelitian 
Berikut adalah diagram alir untuk memperjelas metode penelitian: 
 








































































HASIL DAN PEMBAHASAN 
 
4.1. Plot Data Return 
Langkah awal pada penelitian ini adalah dengan menghitung nilai 
return saham pada data saham PT. BPF Malang kemudian membuat plot 
data. Berikut plot data return saham PT. BPF Malang yang disajikan 
pada Gambar 4.1. sampai dengan Gambar 4.8. 
 
Gambar 4.1. Plot Data Return Emas (LGD) 
Pada Gambar 4.1. dapat dilihat bahwa rata-rata dari plot data return 
tersebut sudah mendekati 0, maka bisa dikatakan data sudah stasioner. 
Range variansi tidak sama, range terbesar terjadi pada bulan November 
2020 dan range terkecil terjadi pada bulan April 2020 hal tersebut 
mengindikasikan adanya efek volatilitas. 
 
Gambar 4.2. Plot Data Return Hangseng 
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Pada Gambar 4.2. dapat dilihat bahwa rata-rata dari plot data return 
tersebut sudah mendekati 0, maka bisa dikatakan data sudah stasioner. 
Range variansi tidak sama, range terbesar terjadi pada bulan Mei 2020 
dan range terkecil hal tersebut mengindikasikan adanya efek volatilitas 
terjadi pada bulan Maret 2020.  
 
Gambar 4.3. Plot Data Return Nikkei 
 
Pada Gambar 4.3. dapat dilihat bahwa rata-rata dari plot data 
return tersebut sudah mendekati 0, maka bisa dikatakan data sudah 
stasioner. Range variansi tidak sama, range terbesar terjadi pada bulan 
Mei 2020 dan range terkecil terjadi pada bulan Maret 2020 hal tersebut 
mengindikasikan adanya efek volatilitas.  
 





Pada Gambar 4.4. dapat dilihat bahwa rata-rata dari plot data 
return tersebut sudah mendekati 0, maka bisa dikatakan data sudah 
stasioner. Range variansi tidak sama, range terbesar terjadi pada bulan 
Maret 2020 dan range terkecil juga terjadi pada bulan Maret 2020 hal 
tersebut mengindikasikan adanya efek volatilitas. Adanya fluktuasi 
pada bulan Maret 2020 – Mei 2020 terjadi karena pandemi Covid19 
 
 
Gambar 4.5. Plot Data Return EUR_USD 
 
Pada Gambar 4.5. dapat dilihat bahwa rata-rata dari plot data 
return tersebut sudah mendekati 0, maka bisa dikatakan data sudah 
stasioner. Range variansi tidak sama, range terbesar terjadi pada bulan 
Maret 2020 dan range terkecil terjadi pada bulan Februari 2020 hal 
tersebut mengindikasi adanya efek volatilitas. 
 




Pada Gambar 4.6. dapat dilihat bahwa rata-rata dari plot data 
return tersebut sudah mendekati 0, maka bisa dikatakan data sudah 
stasioner. Range variansi tidak sama, range terbesar terjadi pada bulan 
Maret 2020 dan range terkecil juga terjadi pada bulan Maret 2020 hal 
tersebut mengindikasi adanya efek volatilitas. 
 
 
Gambar 4.7. Plot Data Return USD_CHF 
 
Pada Gambar 4.7. dapat dilihat bahwa rata-rata dari plot data 
return tersebut sudah mendekati 0, maka bisa dikatakan data sudah 
stasioner. Range variansi tidak sama, range terbesar terjadi pada bulan 
April 2020 dan range terkecil terjadi pada bulan Maret 2020 hal tersebut 
mengindikasi adanya efek volatilitas. 
 
Gambar 4.8. Plot Data Return USD_JPY 
 
Pada Gambar 4.7. dapat dilihat bahwa rata-rata dari plot data return 




Range variansi tidak sama, range terbesar terjadi pada bulan Maret 2020 
dan range terkecil terjadi pada bulan April 2020 hal tersebut 
mengindikasikan adanya efek volatilitas. Pada bulan Maret 2020 – Mei 
2020 terjadi fluktuasi yang sangat signifikan, hal tersebut dikarenakan 
adanya pandemi Covid19. Kondisi tersebut juga terjadi pada semua 
hasil plot data return pada data saham yang disajikan pada Gambar 4.1. 
sampai dengan Gambar 4.8.  
 
4.2. Stasioneritas Deret Waktu 
4.2.1. Stasioneritas Terhadap Ragam 
Pengujian stasioneritas terhadap ragam dapat dilakukan dengan 
transformasi Box-Cox. Berikut hasil tranformasi Box-Cox pada data 
return saham PT. BPF Malang yang disajikan pada Gambar 4.9. sampai 
dengan Gambar 4.16. 
 
Gambar 4.9. Plot Transformasi Box-Cox pada Emas (LGD) 
 
Pada Gambar 4.9. terlihat bahwa pada garis biru 
mengindikasikan nilai Rounded Value (𝜆) terletak antara  range -0,75 
sampai dengan 1,5. Pada nilai (𝜆) yang diperoleh sebesar 0,38 sudah 
berada di dalam kurva dan didalam range (𝜆), sehingga dapat 





Gambar 4.10. Plot Transformasi Box-Cox pada Indeks Hangseng 
 
Pada Gambar 4.10. terlihat bahwa pada garis biru 
mengindikasikan nilai Rounded Value (𝜆) terletak antara  range 0,75 
sampai dengan 1,65. Pada nilai (𝜆) yang diperoleh sebesar 1 sudah 
berada di dalam kurva dan didalam range (𝜆), sehingga dapat 
disimpulkan bahwa data sudah bersifat stasioner terhadap ragam. 
 
 
Gambar 4.11. Plot Transformasi Box-Cox pada Indeks Nikkei 
 
Pada Gambar 4.11. terlihat bahwa pada garis biru mengindikasikan 
nilai Rounded Value (𝜆) terletak antara  range 0,4 sampai dengan 2,5. 
Pada nilai (𝜆) yang diperoleh sebesar 1 sudah berada di dalam kurva dan 
didalam range (𝜆), sehingga dapat disimpulkan bahwa data sudah 






Gambar 4.12. Plot Transformasi Box-Cox pada AUD_USD 
 
Pada Gambar 4.12. terlihat bahwa pada garis biru 
mengindikasikan nilai Rounded Value (𝜆) terletak antara  range 0,65 
sampai dengan 1,2. Pada nilai (𝜆) yang diperoleh sebesar 0,924 sudah 
berada di dalam kurva dan didalam range (𝜆), sehingga dapat 
disimpulkan bahwa data sudah bersifat stasioner terhadap ragam. 
 
 
Gambar 4.13. Plot Transformasi Box-Cox pada EUR_USD 
 
Pada Gambar 4.13. terlihat bahwa pada garis biru 
mengindikasikan nilai Rounded Value (𝜆) terletak antara  range -5 
sampai dengan 2. Pada nilai (𝜆) yang diperoleh sebesar -1 sudah berada 
di dalam kurva dan didalam range (𝜆), sehingga dapat disimpulkan 





Gambar 4.14. Plot Transformasi Box-Cox pada GBP_USD 
 
Pada Gambar 4.14. terlihat bahwa pada garis biru mengindikasikan 
nilai Rounded Value (𝜆) terletak antara  range -3 sampai dengan 1,25. 
Pada nilai (𝜆) yang diperoleh sebesar -0,843 sudah berada di dalam 
kurva dan didalam range (𝜆), sehingga dapat disimpulkan bahwa data 
sudah bersifat stasioner terhadap ragam. 
 
 
Gambar 4.15. Plot Transformasi Box-Cox pada USD_CHF 
 
Pada Gambar 4.15. terlihat bahwa pada garis biru mengindikasikan 
nilai Rounded Value (𝜆) terletak antara  range -1 sampai dengan 6. Pada 
nilai (𝜆) yang diperoleh sebesar 1 sudah berada di dalam kurva dan 
didalam range (𝜆), sehingga dapat disimpulkan bahwa data sudah 






Gambar 4.16. Plot Transformasi Box-Cox pada USD_JPY 
 
Pada Gambar 4.16. terlihat bahwa pada garis biru 
mengindikasikan nilai Rounded Value (𝜆) terletak antara  range 1 
sampai dengan 7. Pada nilai (𝜆) yang diperoleh sebesar 1 sudah berada 
di dalam kurva dan didalam range (𝜆), sehingga dapat disimpulkan 
bahwa data sudah bersifat stasioner terhadap ragam. Pada Gambar 4.9. 
sampai dengan Gambar 4.16. dapat disimpulkan bahwa pada kedelapan 
data return saham PT. BPF Malang sudah bersifat stasioner terhadap 
ragam. 
 
4.2.2. Stasioneritas Terhadap Rata-Rata 
Untuk memeriksa apakah data sudah stasioner terhadap rata-rata 
dapat digunakan uji Augmented Dickey-Fuller (ADF). Pada pengujian 
ADF dilakukan menggunakan software gretl. Untuk mengetahui 
kestasioneran perlu dilakukan uji asumsi menggunakan uji Augmented 
Dickey-Fuller dengan hipotesis: 
H0 : Data tidak stasioner, vs 
H1 : Data stasioner 
H0 ditolak apabila P-value < 0,05. Hasil pengujian ADF pada data 









Tabel 4.1. Uji ADF data saham PT. BPF Malang 
Produk Saham P-value Keputusan Keterangan 
Emas (LGD) 0,01 Tolak H0 Stasioner 
Indeks HangSeng 0,01 Tolak H0 Stasioner 
Indeks Nikkei 0,01 Tolak H0 Stasioner 
AUD_USD 0,01 Tolak H0 Stasioner 
EUR_USD 0,01 Tolak H0 Stasioner 
GBP_USD 0,01 Tolak H0 Stasioner 
USD_CHF 0,01 Tolak H0 Stasioner 
USD_JPY 0,01 Tolak H0 Stasioner 
 
Berdasarkan pada Tabel 4.1. menunjukkan bahwa kedelapan 
produk saham PT. BPF Malang memiliki nilai P-value 0,01 atau kurang 
dari 5%, sehingga kedelapan data tersebut dapat dikatakan sudah 
stasioner terhadap rata-rata. Jadi dapat disimpulkan bahwa dengan taraf 
nyata 5% data saham PT. BPF Malang telah stasioner terhadap rata-rata. 
 
4.3. Identifikasi Model 
Setelah dilakukan pengujian stasioneritas terhadap ragam dan rata-
rata pada data saham PT. BPF Malang, maka selanjutnya adalah 
melakukan identifikasi model dengan melihat plot ACF 
(Autocorrelation Function) dan plot PACF (Partial Autocorrelation 
Function). Berikut plot ACF dan PACF dari data saham PT. BPF 
Malang: 
 
1. Emas (LGD) 
 
Gambar 4.17. Plot ACF dan PACF Emas (LGD) 
 
Berdasarkan Gambar 4.17. terdapat 2 lag yang keluar pada 
plot ACF dan 2 lag yang keluar pada plot PACF sehingga diperoleh 





2. Indeks Hangseng 
  
Gambar 4.18. Plot ACF dan PACF Indeks Hangseng 
 
Berdasarkan Gambar 4.18. terdapat 1 lag yang keluar pada 
plot ACF dan 1 lag yang keluar pada plot PACF sehingga diperoleh 
model ARMA(2,2), ARMA(2,0) dan ARMA(0,2). 
 
3. Indeks Nikkei 
 
Gambar 4.19. Plot ACF dan PACF Indeks Nikkei 
 
Berdasarkan Gambar 4.19. terdapat 2 lag yang keluar pada 
plot ACF dan 2 lag yang keluar pada plot PACF sehingga diperoleh 








Berdasarkan Gambar 4.20. terdapat 5 lag yang keluar pada 
plot ACF dan 4 lag yang keluar pada plot PACF sehingga diperoleh 




Gambar 4.21. Plot ACF dan PACF EUR_USD 
 
Berdasarkan Gambar 4.21. terdapat 4 lag yang keluar pada 
plot ACF dan 4 lag yang keluar pada plot PACF sehingga diperoleh 




Gambar 4.22. Plot ACF dan PACF GBP_USD 
Berdasarkan Gambar 4.22. terdapat 4 lag yang keluar pada 
plot ACF dan 3 lag yang keluar pada plot PACF sehingga diperoleh 









Berdasarkan Gambar 4.23. terdapat 2 lag yang keluar pada 
plot ACF dan 1 lag yang keluar pada plot PACF sehingga diperoleh 
model ARMA(6,8), ARMA(6,0) dan ARMA(0,6). 
 
8. USD_JPY  
 
Gambar 4.24. Plot ACF dan PACF USD_JPY 
 
Berdasarkan Gambar 4.24. terdapat 4 lag yang keluar pada 
plot ACF dan 5 lag yang keluar pada plot PACF sehingga diperoleh 
model ARMA(1,2), ARMA(8,2), dan ARMA(2,0). 
 
4.4.  Menentukan Kandidat Model Terbaik 
Setelah mengidentifikasi model menggunakan plot ACF dan plot 
PACF selanjutnya menentukan model terbaiknya. 
1. Produk Emas (LGD) 
 
Tabel 4.2. Nilai Parameter Model Emas (LGD) 
Model Parameter Keterangan AIC 
ARMA(4,6) 
Φ4 −0,108733 Signifikan 
−3207,41 
𝜃6 −0,083734 Signifikan 
ARMA(6,4) 
Φ6 −0,096097 Signifikan 
−3207,97 
𝜃4 −0,105333 Signifikan 
ARMA(4,0) Φ4 −0,111712 Signifikan −3205,09 
 
Berdasarkan pada Tabel 4.2. dapat diketahui bahwa model 
ARMA(6,4), ARMA(4,6), ARMA(4,0) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 





2. Indeks Hangseng 
 
Tabel 4.3. Nilai Parameter Model Indeks Hangseng 
Model Parameter Keterangan AIC 
ARMA(2,2) 
Φ2 -0,25797 Tidak Signifikan −2899,03 
𝜃2 0,35823 Tidak Signifikan 
ARMA(2,0) Φ2 0,095349 Signifikan −2900,25 
ARMA(0,2) 𝜃2 0,103272 Signifikan −2900,65 
 
Berdasarkan pada Tabel 4.3. dapat diketahui bahwa kedua 
model tentatif yaitu ARMA(2,0), dan ARMA(0,2) memiliki 
parameter-parameter yang signifikan sehingga kedua model 
tersebut bisa menjadi kandidat model terbaik 
 
3. Indeks Nikkei 
 
Tabel 4.4. Nilai Parameter Model Indeks Nikkei 
Model Parameter Keterangan AIC 
ARMA(2,7) 
Φ2 0.140065 Signifikan 
-2826.25 
𝜃7 -0.093665 Signifikan 
ARMA(9,2) 
Φ9 0.096167 Signifikan 
-2824.76 
𝜃2 0.134347 Signifikan 
ARMA(2,0) Φ2 0.135520 Signifikan -2823.47 
Berdasarkan pada Tabel 4.4. dapat diketahui bahwa model 
ARMA(2,7), ARMA(9,2), ARMA(2,0) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 
menjadi kandidat model terbaik. 
 
4. Forex AUD_USD 
Tabel 4.5. Nilai Parameter Model Forex AUD_USD 
Model Parameter Keterangan AIC 
ARMA(1,2) 
Φ1 0.139120 Signifikan -3834.47 
𝜃2 0.092375 Signifikan 
ARMA(1,8) 
Φ1 0.157056 Signifikan 
-3839.02 
𝜃8 -0.131888 Signifikan 





Berdasarkan pada Tabel 4.5. dapat diketahui bahwa model 
ARMA(1,2), ARMA(1,8), ARMA(9,0) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 
menjadi kandidat model terbaik 
 
5. Forex EUR_USD 
 
Tabel 4.6. Nilai Parameter Model Forex EUR_USD 
Model Parameter Keterangan AIC 
ARMA(6,1) 
Φ6 -0.166302 Signifikan 
-4311.55 
𝜃1 0.088072 Signifikan 
ARMA(6,8) 
Φ6 -0.147006 Signifikan 
-4313.74 
𝜃8 -0.115648 Signifikan 
ARMA(0,8) 𝜃8 -0.134150 Signifikan -4304.65 
 
Berdasarkan pada Tabel 4.6. dapat diketahui bahwa model 
ARMA(6,1), ARMA(6,8), ARMA(8,6) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 
menjadi kandidat model terbaik. 
 
6. Forex GBP_USD 
 
Tabel 4.7. Nilai Parameter Model Forex GBP_USD 
Model Parameter Keterangan AIC 
ARMA(1,7) 
Φ1 0.131227 Signifikan 
-3907.74 
𝜃7 -0.125851 Signifikan 
ARMA(7,1) 
Φ7 -0.124868 Signifikan 
-3906.7 
𝜃1 0.120246 Signifikan 
ARMA(1,0) Φ1 0.151697 Signifikan -3901.85 
 
Berdasarkan pada Tabel 4.7. dapat diketahui bahwa model 
ARMA(1,7), ARMA(7,1), dan ARMA(1,0) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 





7. Forex USD_CHF 
 
Tabel 4.8. Nilai Parameter Model Forex USD_CHF 
Model Parameter Keterangan AIC 
ARMA(6,8) 
Φ6 −0,122029 Signifikan −4259,86 
𝜃8 −0,0778953 Signifikan 
ARMA(6,0) Φ6 −0,127940 Signifikan −4258,71 
ARMA(0,6) 𝜃6 −0,125513 Signifikan −4258,54 
 
Berdasarkan pada Tabel 4.8. dapat diketahui bahwa model 
ARMA(6,8), ARMA(6,0), dan ARMA(0,6) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa 
menjadi kandidat model terbaik. 
 
8. Forex USD_JPY 
Tabel 4.9. Nilai Parameter Model Forex USD_JPY 
Model Parameter Keterangan AIC 
ARMA(1,2) 
Φ1 -0.092663 Signifikan 
-4138.1 
𝜃2 0.134609 Signifikan 
ARMA(8,2) 
Φ8 -0.127109 Signifikan 
-4141.98 
𝜃2 0.125051 Signifikan 
ARMA(2,0) Φ2 0.119856 Signifikan -4134.13 
Berdasarkan pada Tabel 4.9. dapat diketahui bahwa model 
ARMA(1,2), ARMA(8,2), dan ARMA(2,0) memiliki parameter-
parameter yang signifikan sehingga model-model tersebut bisa menjadi 
kandidat model terbaik. 
 
4.5. Uji Diagnostik Model 
Setelah menentukan kandidat model terbaik, selanjutnya adalah 
melakukan uji diagnostik model tersebut dengan menggunakan metode 
white-noise. Model yang layak dapat dilihat dari sisaan yang bersifat 
white-noise. White-noise sisaan dapat dilihat dari plot ACF dari sisaan 
apabila tidak ada lag yang keluar signifikan maka dapat dikatakan 
bahwa sisaan dari model sudah white-noise. Berikut tabel pengujian 
white-noise antar model pada data saham PT. BPF Malang yang tersaji 






1. Produk Emas (LGD) 
 
Tabel 4.10. Hasil Uji White-noise pada Emas (LGD) 
Model P-value White-noise AIC 
ARMA(4,6) 0.0562 Ya −3205,414  
ARMA(6,4) 0,068 Ya −3205,969  
ARMA(4,0) 0,07933 Ya −3203,093  
 
Pada Tabel 4.10. dapat dilihat bahwa semua kandidat model 
terbaik memiliki sisaan white-noise. Untuk menentukan model 
terbaiknya adalah dengan melihat nilai AIC terkecil dari ketiga 
model tersebut. Pada Tabel 4.10. dapat dilihat bahwa nilai AIC dari 
model ARMA(6,4) lebih kecil dibandingkan model ARMA(4,6). 
Jadi model terbaik dalam data saham Emas (LGD) adalah model 
ARMA(6,4) dengan nilai AIC sebesar -3205,969. 
 
2. Indeks Hangseng 
Tabel 4.11. Hasil Uji White-noise pada Indeks Hangseng 
Model P-value White-noise AIC 
ARMA(2,2) 0,4958 Tidak −2899,03 
ARMA(2,0) 0,6149 Ya −2900,25 
ARMA(0,2) 0,668 Ya −2900,65 
 
Pada Tabel 4.11. dapat dilihat bahwa model ARMA(2,0) dan 
model ARMA(0,2) sama-sama memiliki sisaan white-noise. Untuk 
menentukan model terbaiknya adalah dengan melihat nilai AIC 
terkecil dari kedua model tersebut. Jadi model terbaik dalam data 
Indeks Hangseng adalah model ARMA(0,2) dengan nilai AIC 
sebesar -2900,65. 
 
3. Indeks Nikkei 
 
Tabel 4.12. Hasil Uji White-noise pada Indeks Nikkei 
Model P-value White-noise AIC 
ARMA(2,7) 0,00864 Tidak -2826,25 
ARMA(9,2) 0,00021 Tidak -2824,76 
ARMA(2,0) 0,0517 Ya -2823,47 
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Pada Tabel 4.12. dapat dilihat bahwa model ARMA(2,0) 
adalah satu-satunya model yang memiliki sisaan white-noise. Jadi 
model terbaik dalam data Indeks Nikkei adalah model ARMA(2,0) 
dengan nilai AIC sebesar -2823,47. 
 
4. Forex AUD_USD 
 
Tabel 4.13. Hasil Uji White-noise pada AUD_USD 
Model P-value White-noise AIC 
ARMA(1,2) 0,00309 Tidak -3834,47 
ARMA(1,8) 0,0643 Ya -3839,02 
ARMA(9,0) 4,089e-10 Tidak -3824,02 
 
Pada Tabel 4.13. dapat dilihat bahwa model ARMA(1,8) 
adalah satu-satunya model yang memiliki sisaan white-noise. Jadi 
model terbaik dalam data Forex AUD_USD adalah model 
ARMA(1,8) dengan nilai AIC sebesar −3839,02. 
 
5. Forex EUR_USD 
 
Tabel 4.14. Hasil Uji White-noise pada EUR_USD 
Model P-value White-noise AIC 
ARMA(6,1) 0,1452 Ya -4311,55 
ARMA(6,8) 0,00015 Tidak -4313,74 
ARMA(0,8) 0,1387 Ya -4304,65 
 
Pada Tabel 4.14. dapat dilihat bahwa model ARMA(6,1) dan 
ARMA(0,8) memiliki sisaan white-noise. Untuk menentukan 
model terbaiknya adalah dengan melihat nilai AIC terkecil dari 
kedua model tersebut. Pada Tabel 4.14. dapat dilihat bahwa nilai 
AIC dari model ARMA(6,1) lebih kecil dibandingkan model 
ARMA(0,8). Jadi model terbaik dalam data Forex EUR_USD 






6. Forex GBP_USD 
 
Tabel 4.15. Hasil Uji White-noise pada GBP_USD 
Model P-value White-noise AIC 
ARMA(1,7) 0,2819 Ya - 3907,74 
ARMA(7,1) 0,1718 Ya -3906,70 
ARMA(1,0) 0,06787 Ya -3901,85 
 
Pada Tabel 4.15. dapat dilihat bahwa model ARMA(1,7), 
ARMA(7,1), ARMA(1,0) dan ARMA(0,1) memiliki sisaan white-
noise. Pada Tabel 4.15. dapat dilihat bahwa model ARMA(1,7) 
memiliki nilai AIC terkecil dari semua model yang white-noise. Jadi 
model terbaik dalam data Forex GBP_USD adalah model 
ARMA(1,7) dengan nilai AIC sebesar -3907,74. 
 
7. Forex USD_CHF 
Tabel 4.16. Hasil Uji White-noise pada USD_CHF 
Model P-value White-noise AIC 
ARMA(6,8) 0,02279 Tidak −4259,86 
ARMA(6,0) 0,05037 Ya −4258,71 
ARMA(0,6) 0,4873 Ya −4258,54 
 
Pada Tabel 4.16. dapat dilihat bahwa model ketiga model 
tersebut memiliki sisaan white-noise. Pada Tabel 4.16. juga dapat 
dilihat bahwa model ARMA(6,8) memiliki nilai AIC terkecil. Jadi 
model terbaik dalam data Forex USD_CHF adalah model 
ARMA(6,8) dengan nilai AIC sebesar -4257,856. 
 
8. Forex USD_JPY 
Tabel 4.17. Hasil Uji White-noise pada USD_JPY 
Model P-value White-noise AIC 
ARMA(1,2) 0,1338 Ya -4138,10 
ARMA(8,2) 2,849e-05 Tidak -4141,98 
ARMA(2,0) 0,2788 Ya -4134,13 
 
Pada Tabel 4.17. dapat dilihat bahwa model ARMA(1,2) dan 
ARMA(2,0) memiliki sisaan white-noise. Untuk menentukan model 
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terbaiknya adalah dengan melihat nilai AIC terkecil dari kedua model 
tersebut. Pada Tabel 4.17. dapat dilihat bahwa nilai AIC dari model 
ARMA(1,2) lebih kecil dibandingkan model ARMA(2,0). Jadi model 
terbaik dalam data Forex USD_JPY adalah model ARMA(1,2) dengan 
nilai AIC sebesar -4138,1. 
 
4.6. Menghitung Nilai Kurtosis 
Menghitung nilai kurtosis pada penelitian sangat penting karena 
bertujuan untuk mengetahui pendugaan parameter model ARCH-
GARCH menggunakan distribusi normal atau distribusi t. Untuk 
menentukan pendugaan parameter yang digunakan dapat dilihat pada 
nilai kurtosis modelnya, apabila nilai kurtosis < 3 maka pendugaan 
parameter modelnya menggunakan distribusi normal, sedangkan 
apabila nilai kurtosis > 3 maka pendugaan parameternya menggunakan 
distribusi t. Berikut adalah hasil perhitungan kurtosis pada tiap data 
yang digunakan dengan model ARMA yang sudah ditentukan yang 
disajikan pada Tabel 4.18. 
 





Emas (LGD) ARMA(6,4) 3,883035 Distribusi t 
Indeks Hangseng ARMA(0,2) 2,122763 Distribusi Normal 
Indeks Nikkei ARMA(2,0) 5,714671 Distribusi t 
AUD_USD ARMA(1,8) 6,083466 Distribusi t 
EUR_USD ARMA(6,1) 2.115995 Distribusi Normal 
GBP_USD ARMA(1,7) 4.446629 Distribusi t 
USD_CHF ARMA(6,0) 1.630029 Distribusi Normal 
USD_JPY ARMA(1,2) 11.618608 Distribusi t 
 
Pada Tabel 4.18. dapat diketahui bahwa pada Emas(LGD), Indeks 
Nikkei, Forex AUD_USD, dan Forex USD_JPY digunakan distribusi t 
untuk pendugaan parameternya, sedangkan pada Indeks Hangseng, 
Forex EUR_USD, dan Forex USD_CHF digunakan distribusi normal 






4.7. Menguji Efek ARCH-GARCH 
Langkah selanjutnya setelah menghitung nilai kurtosis adalah 
menguji apakah terdapat efek ARCH-GARCH. Untuk metode 
pengujian ini digunakan uji Lagrange Multiplier. Berikut hasil 
pengujian LM pada masing-masing data yang digunakan yang disajikan 
pada Tabel 4.19. 





Emas (LGD) 40,417 6,13 ×  10−05 Tolak H0 
Indeks Hangseng 67.993 7,589 × 10−05 Tolak H0 
Indeks Nikkei 151,83 2,2 × 10−16 Tolak H0 
AUD_USD 143.85 2,2 × 10−16 Tolak H0 
EUR_USD 147.95 2,2 × 10−16 Tolak H0 
GBP_USD 112.75 2,2 × 10−16 Tolak H0 
USD_CHF 84.389 5,965 × 10−13 Tolak H0 
USD_JPY 175.51 2,2 × 10−16 Tolak H0 
 
Pada Tabel 4.19. dapat dilihat bahwa pada semua data memiliki 
nilai p-value < 0,05. Hal tersebut mengakibatkan Tolak H0, yang berarti 
pada semua data yang digunakan pada penelitian ini terdapat unsur 
heteroskedastisitas dan dapat dilanjutkan untuk memodelkan 
ARCH/GARCH. 
 
4.8. Signifikansi Parameter Model ARCH/GARCH 
Identifikasi model ARCH/GARCH adalah dengan menentukan 
model sesuai berdasarkan data yang telah diuji heteroskedastisitasnya. 
Berikut masing-masing kesimpulan yang didapat dari data yang 





1. Emas (LGD). 
 
Tabel 4.20. Uji Signifikansi Model Data Produk Emas (LGD) 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.999 Ya -1.6011 
ARCH(2) 
𝛼1 0.069846 Tidak -6.1505 
𝛼2 0.472186 
GARCH(1,1) 
𝛼1 0.153333 Ya -6.1425 
𝛽1 0.621902 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.999 Ya -1.060 
ARCH(2) 
𝛼1 0.137843 Tidak -6.145 
𝛼2 0.69601 
GARCH(1,1) 
𝛼1 0.255951 Ya -6.150 
𝛽1 0.654879 
 
Karena kurtosis model >3 maka lebih baik menggunakan distribusi 
t. Berdasarkan Tabel 4.20, dapat dilihat bahwa hanya model ARCH(1) 
yang memiliki parameter yang signifikan, sehingga model ARCH(1) 
merupakan model varian terbaik untuk data Emas (LGD). Model 
ARCH(1) yang didapat adalah  
 
𝑟𝑡 =  −0.534030 𝑟𝑡−1 − 0.410991𝑟𝑡−2 − 0.723237𝑟𝑡−3
+ 0.323537𝑟𝑡−4 + 0.099062𝑟𝑡−5
− 0.076880𝑟𝑡−6 + 𝑎𝑡 − 0.083688𝑎𝑡−1
− 0.279895𝑎𝑡−2 − 0.485654𝑎𝑡−3
+ 0.709433𝑎𝑡−4 
 






Setelah didapatkan model terbaik yaitu model ARCH(1) dengan 
distribusi t, model tersebut dapat digunakan untuk mewakili volatilitas 





2. Indeks Hangseng. 
Tabel 4.21. Uji Signifikansi Model Data Indeks Hangseng 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.805686 Ya -3,5589 
ARCH(2) 
𝛼1 0.084715 Tidak -5,9163 
𝛼2 0.198047 
GARCH(1,1) 




Tidak -5,9370 𝛼2 0.037732 
𝛽1 0.834372 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.129937 Tidak -5,9360 
ARCH(2) 
𝛼1 0.051065 Tidak -5,9662 
𝛼2 0.253593 
GARCH(1,1) 




Tidak -5,9778 𝛼2 0.088747 
𝛽1 0.804647 
 
Karena kurtosis model < 3 maka lebih baik menggunakan 
distribusi normal. Berdasarkan Tabel 4.21, dapat dilihat bahwa 
hanya model ARCH(1) dan GARCH(1,1) yang memiliki parameter 
yang signifikan, sehingga model terbaiknya ditentukan dari nilai 
AIC terkecil. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -5,9404. Jadi model terbaik untuk data Indeks Hangseng. 
Model GARCH(1,1) yang didapat adalah  
𝑟𝑡 =   𝑎𝑡 + 0,011670𝑎𝑡−1 − 0,109517𝑎𝑡−2 
 








Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi normal, model tersebut dapat digunakan untuk mewakili 
volatilitas Indeks Hangseng selama periode pengamatan. 
 
3. Indeks Nikkei. 
Tabel 4.22. Uji Signifikansi Model Data Indeks Nikkei 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.99898 Ya 11.553 
ARCH(2) 
𝛼1 0.422322 Ya -6.0421 
𝛼2 0.142949 
GARCH(1,1) 




Tidak -6.1112 𝛼2 0.045976 
𝛽1 0.853724 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.451617 Ya -6.1109 
ARCH(2) 
𝛼1 0.399756 Tidak -6.1182 
𝛼2 0.164070 
GARCH(1,1) 




Tidak -6.1535 𝛼2 0.059451 
𝛽1 0.848143 
Karena kurtosis model > 3 maka lebih baik menggunakan 
distribusi t. Berdasarkan Tabel 4.22, dapat dilihat bahwa model 
ARCH(1) dan GARCH(1,1) sama-sama memiliki parameter yang 
signifikan, sehingga model terbaiknya ditentukan dari nilai AIC 
terkecil. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -6,1577. Jadi model terbaik untuk data Indeks Nikkei adalah 
Model GARCH(1,1). Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   −0.020864𝑟𝑡−1 − 0.102910𝑟𝑡−2 +  𝑎𝑡 
 









Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi t, model tersebut dapat digunakan untuk mewakili 
volatilitas Indeks Nikkei selama periode pengamatan 
 
4. Forex AUD_USD. 
Tabel 4.23. Uji Signifikansi Model Data AUD 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.085106 Ya -5.3719 
GARCH(1,1) 




Tidak -7.5196 𝛼2 0.101550 
𝛽1 0.866688 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.092502 Tidak -7.4706 
GARCH(1,1) 




Tidak -7.5391 𝛼2 0.079291 
𝛽1 0.867565 
 
Karena kurtosis model > 3 maka lebih baik menggunakan 
distribusi t. Berdasarkan Tabel 4.23, dapat dilihat bahwa model 
GARCH(1,1) satu-satunya model yang memiliki parameter yang 
signifikan. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -7,5383. Jadi model terbaiknya adalah Model GARCH(1,1). 
Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   −0.584270𝑟𝑡−1 +  𝑎𝑡 − 0.668750𝑎𝑡−1 −
0.108472𝑎𝑡−2 + 0.008993𝑎𝑡−3 − 0.015067𝑎𝑡−4 +











Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi t, model tersebut dapat digunakan untuk mewakili 
volatilitas Forex AUD_USD selama periode pengamatan 
 
5. Forex EUR_USD. 
Tabel 4.24. Uji Signifikansi Model Data EUR_USD 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.712309 Ya -4.5677 
ARCH(2) 




Tidak -8.2689 𝛼2 0.311584 
𝛼3 0.632136 
GARCH(1,1) 
𝛼1 0.090041 Ya 
 
-8.3665 
 𝛽1 0.871449 
GARCH(1,2) 
𝛼1 0.006207 
Tidak -8.3678 𝛼2 0.098067 
𝛽1 0.846209 
Tabel 4.26. Uji Signifikansi Model Data EUR_USD (lanjutan) 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.163284 Ya -8.2827 
ARCH(2) 




Tidak -8.3116 𝛼2 0.192612 
𝛼3 0.188147 
GARCH(1,1) 









Karena kurtosis model < 3 maka lebih baik menggunakan distribusi 
normal. Berdasarkan Tabel 4.23, dapat dilihat bahwa model 
ARCH(1), ARCH(2), dan GARCH(1,1) memiliki parameter yang 
signifikan. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -8.3665. Jadi model terbaiknya adalah Model GARCH(1,1). 
Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   −0.406333𝑟𝑡−1 + 0.081813𝑟𝑡−2 − 0.053456𝑟𝑡−3
− 0.083281𝑟𝑡−4 + 0.000276𝑟𝑡−5
− 0.092456𝑟𝑡−6 + 𝑎𝑡 − 0.509016𝑎𝑡−1 
 







Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi normal, model tersebut dapat digunakan untuk mewakili 
volatilitas Forex EUR_USD selama periode pengamatan. 
 
6. Forex GBP_USD. 
 
Tabel 4.25. Uji Signifikansi Model Data GBP_USD 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.376688 Ya -7.5370 
ARCH(2) 






Tidak -7.5799 𝛼2 0.198873 
𝛼3 0.019163 
GARCH(1,1) 









Tabel 4.25. Uji Signifikansi Model Data GBP_USD (lanjutan) 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.243535 Ya -7.5806 
ARCH(2) 




Tidak -7.6070 𝛼2 0.196105 
𝛼3 0.034564 
GARCH(1,1) 
𝛼1 0.127207 Ya 
 
-7.6090 
 𝛽1 0.743455 
GARCH(1,2) 𝛼1 0.122597 Tidak -7.6052 
 
Karena kurtosis model > 3 maka lebih baik menggunakan 
distribusi t. Berdasarkan Tabel 4.25. dapat dilihat bahwa model 
ARCH(1), ARCH(2), dan GARCH(1,1) memiliki parameter yang 
signifikan. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -7,6090. Jadi model terbaiknya adalah Model GARCH(1,1). 
Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   0.479230𝑟𝑡−1 +  𝑎𝑡 + 0.420502𝑎𝑡−1 + 0.018938𝑎𝑡−2
− 0.000129𝑎𝑡−3 + 0.066431𝑎𝑡−4
− 0.044916𝑎𝑡−5 + 0.037934𝑎𝑡−6
+ 0.037810𝑎𝑡−7 
 







Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi t, model tersebut dapat digunakan untuk mewakili 





7. Forex USD_CHF. 
Tabel 4.26. Uji Signifikansi Model Data CHF 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 1.000000 Ya -5.1252 
ARCH(2) 
















𝛼1 0.107250 Ya 
 
-8.2064 
 𝛽1 0.808306 
GARCH(1,2) 
𝛼1 0.107728 
Tidak -8.2026 𝛼2 0.000005 
𝛽1 0.806782 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.190596 Ya -8.1871 
ARCH(2) 













𝛼1 0.112653 Ya 
 
-8.2159 
 𝛽1 0.794868 
GARCH(1,2) 
𝛼1 0.112824 





Karena kurtosis model < 3 maka lebih baik menggunakan distribusi 
normal. Berdasarkan Tabel 4.26, dapat dilihat bahwa model 
ARCH(1), ARCH(2), ARCH(3) dan GARCH(1,1) memiliki 
parameter yang signifikan. Pada model GARCH(1,1) memiliki nilai 
AIC terkecil sebesar -8.2064. Jadi model terbaiknya adalah Model 
GARCH(1,1). Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   0.069038𝑟𝑡−1 + 0.013059𝑟𝑡−2 − 0.085577𝑟𝑡−3
− 0.015416𝑟𝑡−4 − 0.000567𝑟𝑡−5
− 0.083304𝑟𝑡−6 +  𝑎𝑡 
 






Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi normal, model tersebut dapat digunakan untuk mewakili 
volatilitas Forex USD_CHF selama periode pengamatan 
 
8. Forex USD_JPY. 
Tabel 4.27. Uji Signifikansi Model Data Produk Emas (LGD) 
Distribusi Normal 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.68483 Ya 5.7851 
GARCH(1,1) 




Tidak -8.2531 𝛼2 0.000058 
𝛽1 0.752753 
Distribusi t 
Model Parameter Signifikan AIC 
ARCH(1) 𝛼1 0.449663 Tidak -8.3275 
GARCH(1,1) 










Karena kurtosis model > 3 maka lebih baik menggunakan 
distribusi t. Berdasarkan Tabel 4.25. dapat dilihat bahwa model 
GARCH(1,1) satu-satunya model yang memiliki parameter yang 
signifikan. Pada model GARCH(1,1) memiliki nilai AIC terkecil 
sebesar -8,3583. Jadi model terbaiknya adalah Model GARCH(1,1). 
Model GARCH(1,1) yang didapat adalah  
 
𝑟𝑡 =   −0.462321𝑟𝑡−1 + 𝑎𝑡 − 0.503159𝑎𝑡−1 − 0.096938𝑎𝑡−2 
 







Setelah didapatkan model terbaik yaitu model GARCH(1,1) dengan 
distribusi t, model tersebut dapat digunakan untuk mewakili 
volatilitas Forex USD_JPY selama periode pengamatan 
 
4.9. Uji Diagnostik Model ARCH-GARCH 
1. Uji LM 
Hipotesis:  
H0: Tidak ada efek ARCH pada residual  
H1: Terdapat efek ARCH pada residual  
Jika P-value ≤ taraf nyata 0.05 maka Tolak H0  
Jika P-value > taraf nyata 0.05 maka Terima H0 
 
Tabel 4.28. Uji LM Model 
Data P-value Data P-value 
Emas (LGD) 0,8714 EUR 0,266 
Indeks Hangseng 0,9987 GBP 0,3044 
Indeks Nikkei 0,7726 CHF 0,4466 
AUD 0,0575 JPY 0,4873 
 
Pada Tabel 4.28. dapat disimpulkan bahwa nilai dari semua p-value 





2. Uji Ljung-Box 
Hipotesis:  
H0: Tidak ada autokorelasi pada residual  
H1: Terdapat autokorelasi pada residual  
Jika P-value ≤ 0.05 maka Tolak H0  
Jika P-value >0.05 maka Terima H0 
 
Tabel 4.29. Uji LB Standarized Residuals 
Data P-value 
Emas (LGD) 0,3192 
Indeks Hangseng 0,9521 







Pada Tabel 4.29. dapat disimpulkan bahwa hasil uji Ljung-Box 
Standarized Residuals nilai dari semua p-value > 0.05 sehingga 
terima H0, yang berarti sudah tidak ada autokrelasi yang terjadi pada 
residual model ARCH/GARCH. 
  
Tabel 4.30. Uji LB Model dari residual kuadrat 
Data P-value 
Emas (LGD) 0,6741 
Indeks Hangseng 0,8525 






Pada Tabel 4.30. dapat disimpulkan bahwa hasil uji Ljung-Box 
Residual Kuadrat nilai dari semua p- value > 0.05 sehingga terima 
H0, yang berarti sudah tidak ada autokrelasi yang terjadi pada 




3. Uji Normalitas 
Hipotesis: 
H0: Residual berdistribusi normal  
H1: Residual tidak berdistribusi normal  
Jika P-value ≤ 0.05 maka Tolak H0  
Jika P-value > 0.05 maka Terima H0  
Tabel 4.31. Uji Normalitas 
Data P-value 
Emas (LGD) 0.6741 
Indeks Hangseng 2,311 × 10−06 





JPY 5,066 × 10−13 
 
Pada Tabel 4.31. dapat disimpulkan bahwa pada data Emas 
(LGD) dan Forex EUR_USD memiliki nilai p-value > 0.05 yang 
berarti residual dari model ARCH/GARCH sudah berdistribusi 
normal, sedangkan pada data Indeks Hangseng, Indeks Nikkei, 
Forex AUD_USD,  Forex GBP_USD, Forex USD_CHF, dan Forex 
USD_JPY memiliki  nilai dari p-value < 0.05 yang berarti bahwa 
residual dari model ARCH/GARCH tidak berdistribusi normal. 
 
4.10. Peramalan 
Peramalan harga penutupan data saham PT. Best Profit Future 
menggunakan model ARCH/GARCH dengan distribusi normal dan 






Gambar 4.25. Hasil Peramalan Data Saham PT. BPF 
 
Pada Gambar 4.25. dapat disimpulkan bahwa hasil peramalan 
data saham Emas memiliki fluktuasi yang stabil dibandingkan data 
saham lainnya yang cenderung berfluktuasi konstan dan cenderung 
berfluktuasi turun. Hal tersebut menyebabkan Emas akan sangat 
direkomendasikan pada saat ingin melakukan investasi di PT. BPF 




tersendiri apabila dibandingkan data saham lainnya, yaitu nilai saham 
Emas yang tidak akan pernah turun ke angka 0. 
 
4.11. Frekuensi 
Pada perhitungan bab-bab sebelumnya dapat diketahui 
pendugaan parameter menggunakan distribusi normal dan distribusi t 
pada data saham di PT. BPF Malang yang disajikan pada Tabel 4.32. 
Tabel 4.32. Pendugaan Parameter Data Saham PT. BPF Malang 
 
Pendugaan Parameter 











Pada Tabel 4.28. dapat diperoleh kesimpulan bahwa pendugaan 
perameter pada data saham PT. BPF Malang sebanyak 3/8 atau 0,375% 
menggunakan distribusi normal dan sebanyak 5/8 atau 0,625% 
menggunakan distribusi t. 
 
4.12. Efisiensi 




𝑒𝑓𝑓(?̂?1 , ?̂?2) > 100% maka ?̂?1  lebih efisien daripada ?̂?2,  
𝑒𝑓𝑓(?̂?1 , ?̂?2) = 100% maka ?̂?1  sama efisien dengan ?̂?2 dan  
𝑒𝑓𝑓(?̂?1 , ?̂?2) < 100% maka ?̂?2  lebih efisien daripada ?̂?1 . 
 
Berikut hasil efisiensi dengan membandingkan nilai AIC model yang 







Tabel 4.33. Hasil Uji Efisiensi Pada Model 
Data Model Distribusi 𝐴𝐼𝐶(?̂?1) 𝐴𝐼𝐶(?̂?2) Efisiensi 
Emas ARCH(1) t -6,2791 -6,1505 103,45% 
Hangseng GARCH(1,1) Normal -5,9404 -5,9797 99,03% 
Nikkei GARCH(1,1) t -6,1577 -6,1153 101,10% 
AUD_USD GARCH(1,1) t -7,5383 -7,5131 101,02% 
EUR_USD GARCH(1,1) Normal -8,3665 -8,3016 103,97% 
GBP_USD GARCH(1,1) t -7,609 -7,5831 101,08% 
USD_CHF GARCH(1,1) Normal -8,2064 -8,2159 99,47% 
USD_JPY GARCH(1,1) t -8,3583 -8,2569 106,17% 
 
Pada Tabel 4.33. Dapat diambil beberapa kesimpulan yaitu: 
1. Pada data Emas hasil efisiensi sebesar 103,45%, hal tersebut berarti 
bahwa penduga model 1 lebih baik dari penduga model 2. Jadi 
pendugaan parameter pada data Emas sudah tepat menggunakan 
distribusi t. 
2. Pada data Indeks Hangseng hasil efisiensi sebesar 99,03%, hal 
tersebut berarti bahwa penduga model 2 lebih baik dari penduga 
model 1. Jadi pendugaan parameter pada data Indeks Hangseng 
belum tepat menggunakan distribusi normal dan seharusnya 
menggunakan distribusi t. 
3. Pada data Indeks Nikkei hasil efisiensi sebesar 101,10%, hal 
tersebut berarti bahwa penduga model 1 lebih baik dari penduga 
model 2. Jadi pendugaan parameter pada data Indeks Nikkei sudah 
tepat menggunakan distribusi t. 
4. Pada data Forex AUD_USD hasil efisiensi sebesar 101,02%, hal 
tersebut berarti bahwa penduga model 1 lebih baik dari penduga 
model 2. Jadi pendugaan parameter pada data Forex AUD_USD 
sudah tepat menggunakan distribusi t. 
5. Pada data Forex EUR_USD hasil efisiensi sebesar 103,97%, hal 
tersebut berarti bahwa penduga model 1 lebih baik dari penduga 
model 2. Jadi pendugaan parameter pada data Forex EUR_USD 
sudah tepat menggunakan distribusi normal. 
6. Pada data Forex GBP_USD hasil efisiensi sebesar 101,08%, hal 
tersebut berarti bahwa penduga model 1 lebih baik dari penduga 
model 2. Jadi pendugaan parameter pada data Forex GBP_USD 




7. Pada data Forex USD_CHF hasil efisiensi sebesar 99,47%, hal 
tersebut berarti bahwa penduga model 2 lebih baik dari penduga 
model 1. Jadi pendugaan parameter pada data Forex USD_CHF 
belum tepat menggunakan distribusi normal dan seharusnya 
menggunakan distribusi t. 
8. Pada data Forex USD_JPY hasil efisiensi sebesar 106,17%, hal 
tersebut berarti bahwa penduga model 1 lebih baik dari penduga 
model 2. Jadi pendugaan parameter pada data Forex USD_JPY 
sudah tepat menggunakan distribusi t. 
9. Pada hasil efisiensi secara keseluruhan dapat di ambil rata-rata 
menggunakan distribusi t memiliki efisiensi sebesar 102,47% dan 
nilai efisiensi menggunakan distribusi normal sebesar 100,82% 
































5.1.  Kesimpulan 
Berdasarkan hasil dan pembahasan didapatkan kesimpulan sebagai 
berikut: 
1. Pada data saham di PT. BPF Malang yang menggunakan distribusi 
normal pada pendugaan parameter meliputi data Indeks Hangseng 
dengan model GARCH(1,1), Forex EUR_USD dengan model 
GARCH(1,1) dan Forex USD_CHF dengan model GARCH(1,1). 
2. Pada data saham di PT. BPF Malang yang menggunakan distribusi t 
pada pendugaan parameter meliputi data Emas (LGD) dengan model 
ARCH(1), Indeks Nikkei dengan model GARCH(1,1), Forex 
AUD_USD dengan model GARCH(1,1), Forex GBP_USD dengan 
model GARCH(1,1) dan Forex USD_JPY dengan model 
GARCH(1,1). 
3. Pada hasil frekuensi pendugaan parameter pada data saham PT. BPF 
Malang didapatkan hasil sebanyak 3/8 dari data menggunakan 
distribusi normal dan 5/8 dari data menggunakan distribusi t. 
Sedangkan pada hasil efisiensi diambil rata-rata menggunakan 
distribusi t memiliki efisiensi sebesar 102,47% dan nilai efisiensi 
menggunakan distribusi normal sebesar 100,82%. 
 
5.2. Saran 
Berdasarkan hasil yang diperoleh pada penelitian ini dapat 
diberikan saran sebagai berikut: 
1. Bagi investor yang ingin berinvestasi di PT. BPF Malang sebaiknya 
pada saham Emas karena hasil peramalan menunjukkan bahwa 
saham Emas memiliki fluktuasi yang stabil. 
2. Untuk penelitian selanjutnya diharapkan dapat melakukan estimasi 
risiko investasi saham menggunakan metode GARCH dengan 
pendugaan parameter distribusi normal dan distribusi t guna 
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Lampiran 1. Data Emas Berjangka 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 1.732,50 1.744,00 1.754,20 18/03/2021 
17/03/2021 1.727,10 1.730,00 1.750,60 17/03/2021 
16/03/2021 1.730,90 1.730,70 1.740,50 16/03/2021 
15/03/2021 1.729,20 1.726,50 1.733,20 15/03/2021 
12/03/2021 1.719,80 1.720,50 1.728,00 12/03/2021 
11/03/2021 1.722,60 1.725,00 1.738,00 11/03/2021 
10/03/2021 1.721,80 1.714,50 1.725,30 10/03/2021 
09/03/2021 1.716,90 1.679,30 1.718,70 09/03/2021 
08/03/2021 1.678,00 1.701,60 1.712,00 08/03/2021 
05/03/2021 1.698,50 1.695,30 1.705,70 05/03/2021 
04/03/2021 1.700,70 1.708,40 1.721,60 04/03/2021 
03/03/2021 1.715,80 1.736,50 1.739,10 03/03/2021 
02/03/2021 1.733,60 1.722,80 1.737,80 02/03/2021 
01/03/2021 1.723,00 1.732,80 1.757,40 01/03/2021 
26/02/2021 1.728,80 1.770,90 1.773,80 26/02/2021 
25/02/2021 1.775,40 1.804,90 1.805,00 25/02/2021 
24/02/2021 1.797,90 1.805,00 1.813,00 24/02/2021 
23/02/2021 1.805,90 1.809,30 1.815,20 23/02/2021 
22/02/2021 1.808,40 1.782,00 1.812,40 22/02/2021 
19/02/2021 1.777,40 1.774,60 1.790,90 19/02/2021 
... ... ... ... ... 
22/03/2019 1.369,30 1.368,20 1.368,20 1.832,40 
21/03/2019 1.364,50 1.364,50 1.364,50 1.832,40 
20/03/2019 1.359,50 1.359,50 1.359,50 1.832,40 
19/03/2019 1.364,70 1.364,70 1.364,70 1.832,40 




Lampiran 2. Data Indeks HangSeng 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 29.405,72 29.317,61 29.596,58 29.317,61 
17/03/2021 29.034,12 28.992,24 29.180,01 28.780,23 
16/03/2021 29.027,69 29.036,82 29.118,62 28.872,40 
15/03/2021 28.833,76 28.923,95 29.178,99 28.612,74 
12/03/2021 28.739,72 29.550,37 29.550,37 28.707,35 
11/03/2021 29.385,61 28.909,98 29.412,42 28.893,21 
10/03/2021 28.907,52 29.255,37 29.255,37 28.710,91 
09/03/2021 28.773,23 28.665,26 29.047,13 28.326,13 
08/03/2021 28.540,83 29.362,59 29.386,33 28.422,27 
05/03/2021 29.098,29 28.667,14 29.397,27 28.513,13 
04/03/2021 29.236,79 29.525,48 29.597,16 29.102,10 
03/03/2021 29.880,42 29.249,43 29.912,00 29.183,59 
02/03/2021 29.095,86 29.708,39 29.765,96 28.957,31 
01/03/2021 29.452,57 29.457,89 29.550,75 29.195,97 
26/02/2021 28.980,21 29.412,13 29.579,67 28.980,21 
25/02/2021 30.074,17 30.174,22 30.453,12 29.833,05 
24/02/2021 29.718,24 30.702,65 30.792,88 29.532,68 
23/02/2021 30.632,64 30.189,97 30.948,47 30.126,40 
22/02/2021 30.319,83 31.071,61 31.071,61 30.298,58 
19/02/2021 30.644,73 30.483,46 30.720,15 30.099,71 
... ... ... ... ... 
22/03/2019 29.113,36 29.173,33 29.243,10 28.847,34 
21/03/2019 29.071,56 29.387,75 29.446,77 29.051,85 
20/03/2019 29.320,97 29.357,19 29.435,81 29.251,25 
19/03/2019 29.466,28 29.419,14 29.486,15 29.319,51 







Lampiran 3. Data Indeks Nikkei 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 30.216,75 30.148,48 30.485,00 30.041,50 
17/03/2021 29.914,33 29.836,83 29.984,97 29.825,16 
16/03/2021 29.921,09 29.770,39 30.026,40 29.755,47 
15/03/2021 29.766,97 29.804,50 29.884,73 29.670,31 
12/03/2021 29.717,83 29.287,74 29.744,32 29.210,40 
11/03/2021 29.211,64 29.033,92 29.255,42 28.995,33 
10/03/2021 29.036,56 29.118,28 29.233,47 28.960,09 
09/03/2021 29.027,94 28.748,87 29.053,56 28.609,21 
08/03/2021 28.743,25 29.208,19 29.255,90 28.644,26 
05/03/2021 28.864,32 28.725,48 28.867,83 28.308,57 
04/03/2021 28.930,11 29.198,42 29.277,19 28.711,04 
03/03/2021 29.559,10 29.482,12 29.604,37 29.336,60 
02/03/2021 29.408,17 29.939,75 29.996,39 29.314,82 
01/03/2021 29.663,50 29.419,45 29.686,39 29.396,04 
26/02/2021 28.966,01 29.753,73 29.760,31 28.966,01 
25/02/2021 30.168,27 30.077,27 30.213,28 30.044,43 
24/02/2021 29.671,70 30.020,11 30.089,59 29.671,70 
22/02/2021 30.156,03 30.281,78 30.458,13 30.089,18 
19/02/2021 30.017,92 29.970,59 30.169,59 29.847,33 
18/02/2021 30.236,09 30.311,98 30.560,49 30.140,01 
... ... ... ... ... 
25/03/2019 20.977,11 21.267,41 21.275,43 20.911,57 
22/03/2019 21.627,34 21.713,26 21.713,26 21.542,03 
20/03/2019 21.608,92 21.548,65 21.614,17 21.499,16 
19/03/2019 21.566,85 21.558,43 21.585,55 21.425,79 






Lampiran 4. Data Forex AUD_USD 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 0,7756 0,7797 0,785 0,7749 
17/03/2021 0,7794 0,7744 0,7811 0,7699 
16/03/2021 0,7745 0,7755 0,7761 0,771 
15/03/2021 0,7754 0,7746 0,7776 0,7706 
12/03/2021 0,7765 0,7789 0,7802 0,7724 
11/03/2021 0,7787 0,7735 0,7794 0,7722 
10/03/2021 0,7734 0,7717 0,7746 0,7668 
09/03/2021 0,7711 0,7652 0,7727 0,762 
08/03/2021 0,7649 0,7688 0,7723 0,7635 
05/03/2021 0,7686 0,7729 0,7731 0,7623 
04/03/2021 0,7725 0,7775 0,7816 0,7707 
03/03/2021 0,7775 0,7819 0,7839 0,777 
02/03/2021 0,7818 0,7773 0,7839 0,7735 
01/03/2021 0,7769 0,7713 0,7788 0,7699 
26/02/2021 0,7705 0,7872 0,7885 0,7692 
25/02/2021 0,7872 0,7968 0,8008 0,7859 
24/02/2021 0,7967 0,7911 0,7974 0,7895 
23/02/2021 0,791 0,7917 0,7936 0,7879 
22/02/2021 0,7915 0,7861 0,7929 0,7852 
19/02/2021 0,7869 0,7768 0,7878 0,7757 
... ... ... ... ... 
22/03/2019 0,7082 0,7112 0,7121 0,7074 
21/03/2019 0,7111 0,7115 0,7169 0,7089 
20/03/2019 0,7115 0,7086 0,7151 0,7056 
19/03/2019 0,7087 0,7103 0,7112 0,7084 







Lampiran 5. Data Forex EUR_USD 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 1,1915 1,1979 1,199 1,1906 
17/03/2021 1,1978 1,1906 1,1986 1,1885 
16/03/2021 1,19 1,1929 1,1953 1,1882 
15/03/2021 1,1928 1,1952 1,1968 1,1911 
12/03/2021 1,1952 1,1983 1,199 1,191 
11/03/2021 1,1984 1,1928 1,199 1,1916 
10/03/2021 1,1925 1,19 1,1931 1,1868 
09/03/2021 1,1898 1,1847 1,1917 1,1835 
08/03/2021 1,1843 1,1922 1,1933 1,1844 
05/03/2021 1,1917 1,1968 1,1978 1,1894 
04/03/2021 1,1966 1,2063 1,2068 1,1961 
03/03/2021 1,2062 1,2091 1,2113 1,2042 
02/03/2021 1,2089 1,2049 1,2095 1,1991 
01/03/2021 1,2047 1,2079 1,2102 1,2027 
26/02/2021 1,2074 1,2176 1,2185 1,2062 
25/02/2021 1,2176 1,2163 1,2243 1,2155 
24/02/2021 1,2164 1,215 1,2176 1,2109 
23/02/2021 1,2149 1,2155 1,2181 1,2135 
22/02/2021 1,2154 1,2117 1,217 1,2091 
19/02/2021 1,2117 1,2091 1,2145 1,2082 
... ... ... ... ... 
22/03/2019 1,1314 1,1376 1,1393 1,1272 
21/03/2019 1,1375 1,1413 1,144 1,1342 
20/03/2019 1,1414 1,1352 1,145 1,1336 
19/03/2019 1,1352 1,1338 1,1364 1,1334 






Lampiran 6. Data Forex GBP_USD 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 1,392 1,3968 1,4002 1,3896 
17/03/2021 1,3963 1,389 1,3972 1,3851 
16/03/2021 1,3887 1,3899 1,3908 1,3808 
15/03/2021 1,3893 1,392 1,3951 1,3851 
12/03/2021 1,3922 1,3989 1,4006 1,3863 
11/03/2021 1,399 1,3934 1,3995 1,3917 
10/03/2021 1,393 1,3893 1,3939 1,3845 
09/03/2021 1,3893 1,3827 1,3927 1,3801 
08/03/2021 1,3824 1,3837 1,3866 1,38 
05/03/2021 1,3841 1,3896 1,3908 1,3779 
04/03/2021 1,3894 1,3954 1,4017 1,3879 
03/03/2021 1,3953 1,3953 1,4008 1,392 
02/03/2021 1,3953 1,3923 1,3978 1,3858 
01/03/2021 1,3922 1,3939 1,4 1,3903 
26/02/2021 1,3932 1,4015 1,4028 1,3887 
25/02/2021 1,4013 1,4136 1,4182 1,4 
24/02/2021 1,4139 1,411 1,4237 1,4081 
23/02/2021 1,411 1,4063 1,4117 1,4054 
22/02/2021 1,4061 1,4015 1,4087 1,398 
19/02/2021 1,4014 1,3975 1,4037 1,3951 
... ... ... ... ... 
22/03/2019 1,3209 1,3109 1,3225 1,3081 
21/03/2019 1,3107 1,3196 1,323 1,3004 
20/03/2019 1,3196 1,3269 1,3283 1,3145 
19/03/2019 1,3267 1,3256 1,3312 1,324 







Lampiran 7. Data Forex USD_CHF 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 0,9269 0,9227 0,9306 0,9219 
17/03/2021 0,9224 0,9246 0,9297 0,9213 
16/03/2021 0,9245 0,9279 0,9288 0,9242 
15/03/2021 0,9272 0,9291 0,9313 0,9266 
12/03/2021 0,9297 0,9249 0,9326 0,9239 
11/03/2021 0,9242 0,9299 0,931 0,9234 
10/03/2021 0,9295 0,9283 0,9324 0,9273 
09/03/2021 0,9275 0,9368 0,9377 0,9276 
08/03/2021 0,9365 0,9294 0,9371 0,9287 
05/03/2021 0,9309 0,9287 0,9319 0,9258 
04/03/2021 0,9285 0,92 0,9299 0,9186 
03/03/2021 0,9197 0,9148 0,9201 0,914 
02/03/2021 0,9146 0,9155 0,9194 0,9136 
01/03/2021 0,9148 0,9097 0,916 0,9071 
26/02/2021 0,9082 0,9044 0,9104 0,9026 
25/02/2021 0,9043 0,9065 0,9082 0,9028 
24/02/2021 0,9063 0,9054 0,9096 0,9044 
23/02/2021 0,905 0,8962 0,9058 0,8948 
22/02/2021 0,896 0,8964 0,9025 0,8948 
19/02/2021 0,8962 0,8958 0,8974 0,8933 
... ... ... ... ... 
22/03/2019 0,9937 0,992 0,9972 0,9913 
21/03/2019 0,992 0,9925 0,9946 0,9902 
20/03/2019 0,9926 0,999 1,001 0,9892 
19/03/2019 0,9992 1,0014 1,0018 0,9983 






Lampiran 8. Data Forex USD_JPY 
 
Tanggal Penutupan Pembukaan Tertinggi Terendah 
18/03/2021 108,88 108,85 109,31 108,63 
17/03/2021 108,83 109 109,33 108,75 
16/03/2021 108,98 109,13 109,29 108,77 
15/03/2021 109,12 109,07 109,37 108,91 
12/03/2021 109 108,5 109,17 108,49 
11/03/2021 108,49 108,38 108,82 108,36 
10/03/2021 108,38 108,47 108,93 108,33 
09/03/2021 108,46 108,89 109,25 108,41 
08/03/2021 108,86 108,4 108,95 108,31 
05/03/2021 108,34 107,97 108,64 107,82 
04/03/2021 107,97 107 107,99 106,96 
03/03/2021 106,99 106,68 107,16 106,68 
02/03/2021 106,67 106,76 106,96 106,67 
01/03/2021 106,75 106,57 106,89 106,36 
26/02/2021 106,58 106,22 106,7 105,85 
25/02/2021 106,21 105,89 106,41 105,83 
24/02/2021 105,86 105,25 106,11 105,18 
23/02/2021 105,24 105,07 105,43 104,92 
22/02/2021 105,06 105,42 105,85 104,98 
19/02/2021 105,43 105,69 105,75 105,24 
... ... ... ... ... 
22/03/2019 109,92 110,81 110,91 109,75 
21/03/2019 110,81 110,72 110,97 110,3 
20/03/2019 110,69 111,41 111,69 110,53 
19/03/2019 111,39 111,44 111,48 111,16 







Lampiran 9. Output Uji ADF 
 
Augmented Dickey-Fuller Test Emas 
data:  rt 
Dickey-Fuller = -9.4023, Lag order = 8, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test Hangseng 
data:  rt 
Dickey-Fuller = -8.0724, Lag order = 7, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test Nikkei 
data:  rt 
Dickey-Fuller = -8.0737, Lag order = 7, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test AUD 
data:  rt 
Dickey-Fuller = -7.7159, Lag order = 8, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test EUR 
data:  rt 
Dickey-Fuller = -8.8217, Lag order = 8, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test GBP 
data:  rt 
Dickey-Fuller = -9.0082, Lag order = 8, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test CHF 
data:  rt 
Dickey-Fuller = -8.7131, Lag order = 8, p-value = 0.01 
alternative hypothesis: stationary 
Augmented Dickey-Fuller Test JPY 
data:  rt 
Dickey-Fuller = -9.2622, Lag order = 8, p-value = 0.01 










arima(x = rt, order = c(4, 0, 6), include.mean = F, fixed = c(0, 0, 0, NA, 
0,  
    0, 0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3      ar4  ma1  ma2  ma3  ma4  ma5      ma6 
        0    0    0  -0.1087    0    0    0    0    0  -0.0837 
s.e.    0    0    0   0.0431    0    0    0    0    0   0.0401 




arima(x = rt, order = c(6, 0, 4), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA, 0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5      ar6  ma1  ma2  ma3      ma4 
        0    0    0    0    0  -0.0961    0    0    0  -0.1053 
s.e.    0    0    0    0    0   0.0431    0    0    0   0.0420 




      ar1  ar2  ar3      ar4 
        0    0    0  -0.1117 
s.e.    0    0    0   0.0430 
sigma^2 estimated as 0.0001379:  log likelihood = 1603.55,  aic = -
3205.09 
> coeftest(model1) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)   
ar4 -0.108733   0.043058 -2.5252  0.01156 * 
ma6 -0.083734   0.040084 -2.0890  0.03671 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)   
ar6 -0.096097   0.043099 -2.2297  0.02577 * 




Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
> coeftest(model3) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar4 -0.111712   0.043025 -2.5965 0.009419 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Data Indeks Hangseng 
> model1 
Call: 
arima(x = rt, order = c(2, 0, 2), include.mean = F, fixed = c(0, NA, 
0, NA), method = "ML") 
Coefficients: 
      ar1      ar2  ma1     ma2 
        0  -0.2580    0  0.3582 
s.e.    0   0.7307    0  0.7104 




arima(x = rt, order = c(2, 0, 0), include.mean = F, fixed = c(0, 
NA), method = "ML") 
Coefficients: 
      ar1     ar2 
        0  0.0953 
s.e.    0  0.0447 




arima(x = rt, order = c(0, 0, 2), include.mean = F, fixed = c(0, 









arima(x = rt, order = c(2, 0, 2), include.mean = F, fixed = c(0, NA, 
0, NA), method = "ML") 
Coefficients: 
      ar1      ar2  ma1     ma2 
        0  -0.2580    0  0.3582 
s.e.    0   0.7307    0  0.7104 




arima(x = rt, order = c(2, 0, 0), include.mean = F, fixed = c(0, 
NA), method = "ML") 
Coefficients: 
      ar1     ar2 
        0  0.0953 
s.e.    0  0.0447 




arima(x = rt, order = c(0, 0, 2), include.mean = F, fixed = c(0, 
NA), method = "ML") 
Coefficients: 
      ma1     ma2 
        0  0.1033 
s.e.    0  0.0460 
sigma^2 estimated as 0.0001683:  log likelihood = 1451.32,  aic = 
-2900.65 
> coeftest(model1) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|) 
ar2 -0.25797    0.73070 -0.3530   0.7241 





Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)   
ar2 0.095349   0.044654  2.1353  0.03274 * 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)   
ma2 0.103272   0.045959   2.247  0.02464 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Data Indeks Nikkei 
> model1 
Call: 
arima(x = rt, order = c(2, 0, 7), include.mean = F, fixed = c(0, NA, 0, 0, 
0,  
    0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1     ar2  ma1  ma2  ma3  ma4  ma5  ma6      ma7 
        0  0.1401    0    0    0    0    0    0  -0.0937 
s.e.    0  0.0449    0    0    0    0    0    0   0.0424 




arima(x = rt, order = c(9, 0, 2), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    0, 0, 0, NA, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5  ar6  ar7  ar8     ar9  ma1     ma2 
        0    0    0    0    0    0    0    0  0.0962    0  0.1343 
s.e.    0    0    0    0    0    0    0    0  0.0461    0  0.0421 
sigma^2 estimated as 0.0001716:  log likelihood = 1414.38,  aic = -
2824.76 
> model3 
arima(x = rt, order = c(2, 0, 0), include.mean = F, fixed = c(0, NA), 
method = "ML") 
Coefficients: 
      ar1     ar2 
        0  0.1355 
s.e.    0  0.0449 
86 
 
Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan 
 
sigma^2 estimated as 0.0001728:  log likelihood = 1412.73,  aic = -
2823.47 
> coeftest(model1) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar2  0.140065   0.044940  3.1167 0.001829 **  
ma7 -0.093665   0.042353 -2.2115 0.027001 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)    
ar9 0.096167   0.046130  2.0847 0.037098 *  
ma2 0.134347   0.042114  3.1900 0.001423 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)    
ar2 0.135520   0.044918  3.0171 0.002552 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Data Forex AUD_USD 
> model1 
arima(x = rt, order = c(1, 0, 2), include.mean = F, fixed = c(NA, 0, NA), 
method = "ML") 
Coefficients: 
         ar1  ma1     ma2 
      0.1391    0  0.0924 
s.e.  0.0438    0  0.0435 
sigma^2 estimated as 3.802e-05:  log likelihood = 1919.23,  aic = -
3834.47 
> model2 
arima(x = rt, order = c(1, 0, 8), include.mean = F, fixed = c(NA, 0, 0, 0, 
0,   0, 0, 0, NA), method = "ML") 
Coefficients: 
         ar1  ma1  ma2  ma3  ma4  ma5  ma6  ma7      ma8 
      0.1571    0    0    0    0    0    0    0  -0.1319 





Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  




arima(x = rt, order = c(9, 0, 0), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5  ar6  ar7  ar8     ar9 
        0    0    0    0    0    0    0    0  0.0912 
s.e.    0    0    0    0    0    0    0    0  0.0435 
sigma^2 estimated as 3.894e-05:  log likelihood = 1913.01,  aic = -
3824.02 
> coeftest(model1) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)    
ar1 0.139120   0.043772  3.1783 0.001482 **  
ma2 0.092375   0.043509  2.1231 0.033745 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
     Estimate Std. Error z value  Pr(>|z|)     
ar1  0.157056   0.043189  3.6365 0.0002764 ***  
ma8 -0.131888   0.042536 -3.1006 0.0019312 **  
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)   
ar9 0.091191   0.043523  2.0953  0.03615 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Data Forex EUR_USD 
> model1 
Call: 
arima(x = rt, order = c(6, 0, 1), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5      ar6     ma1 
        0    0    0    0    0  -0.1663  0.0881 
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Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
s.e.    0    0    0    0    0   0.0435  0.0405 




arima(x = rt, order = c(6, 0, 8), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA, 0, 0, 0, 0, 0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5      ar6  ma1  ma2  ma3  ma4  ma 5  ma6  ma7      
ma8 
        0    0    0    0    0  -0.1470    0    0    0    0    0    0    0  -0.1156 
s.e.    0    0    0    0    0   0.0439    0    0    0    0    0    0    0   0.0432  
sigma^2 estimated as 1.52e-05:  log likelihood = 2158.87,  aic = -4313.74 
> model3 
Call: 
arima(x = rt, order = c(0, 0, 8), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    0, 0, NA), method = "ML") 
Coefficients: 
      ma1  ma2  ma3  ma4  ma5  ma6  ma7      ma8 
        0    0    0    0    0    0    0  -0.1341 
s.e.    0    0    0    0    0    0    0   0.0426 
sigma^2 estimated as 1.553e-05:  log likelihood = 2153.33,  aic = -
4304.65 
> coeftest(model1) 
z test of coefficients: 
     Estimate Std. Error z value  Pr(>|z|)     
ar6 -0.166302   0.043499 -3.8231 0.0001318 *** 
ma1  0.088072   0.040461  2.1767 0.0295014 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
     Estimate Std. Error z value  Pr(>|z|)     
ar6 -0.147006   0.043888 -3.3496 0.0008094 *** 
ma8 -0.115648   0.043211 -2.6764 0.0074420 **  
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ma8 -0.134150   0.042581 -3.1504  0.00163 ** 




Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
Data Forex GBP_USD 
> model1 
arima(x = rt, order = c(1, 0, 7), include.mean = F, fixed = c(NA, 0, 0, 0, 
0,  
    0, 0, NA), method = "ML") 
Coefficients: 
         ar1  ma1  ma2  ma3  ma4  ma5  ma6      ma7 
      0.1312    0    0    0    0    0    0  -0.1259 
s.e.  0.0439    0    0    0    0    0    0   0.0444 




arima(x = rt, order = c(7, 0, 1), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    0, NA, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5  ar6      ar7     ma1 
        0    0    0    0    0    0  -0.1249  0.1202 
s.e.    0    0    0    0    0    0   0.0439  0.0423 
sigma^2 estimated as 3.311e-05:  log likelihood = 1955.35,  aic = -3906.7 
> model3 
Call: 
arima(x = rt, order = c(1, 0, 0), include.mean = F, fixed = c(NA), method 
= "ML") 
Coefficients: 
         ar1 
      0.1517 
s.e.  0.0432 
sigma^2 estimated as 3.356e-05:  log likelihood = 1951.92,  aic = -
3901.85 
> coeftest(model1) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar1  0.131227   0.043922  2.9877 0.002811 **  
ma7 -0.125851   0.044383 -2.8355 0.004575 ** 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar7 -0.124868   0.043908 -2.8439 0.004457 ** 
ma1  0.120246   0.042265  2.8450 0.004441 **  
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Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
    Estimate Std. Error z value  Pr(>|z|)     
ar1 0.151697   0.043182   3.513 0.0004431 ***  
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
Data Forex USD_CHF 
> model1 
Call: 
arima(x = rt, order = c(6, 0, 8), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA, 0, 0, 0, 0, 0, 0, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5      ar6  ma1  ma2  ma3  ma4  ma5  ma6  ma7      
ma8 
        0    0    0    0    0  -0.1220    0    0    0    0    0    0    0  -0.0779 
s.e.    0    0    0    0    0   0.0437    0    0    0    0    0    0    0   0.0435  




arima(x = rt, order = c(6, 0, 0), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5      ar6 
        0    0    0    0    0  -0.1279 
s.e.    0    0    0    0    0   0.0435 




arima(x = rt, order = c(0, 0, 6), include.mean = F, fixed = c(0, 0, 0, 0, 0,  
    NA), method = "ML") 
Coefficients: 
      ma1  ma2  ma3  ma4  ma5      ma6 
        0    0    0    0    0  -0.1255 
s.e.    0    0    0    0    0   0.0428 
sigma^2 estimated as 1.696e-05:  log likelihood = 2130.27,  aic = -
4258.54 
> coeftest(model1) 
z test of coefficients: 




Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
 
ar6 -0.122030   0.043655 -2.7953 0.005184 ** 
ma8 -0.077903   0.043503 -1.7907 0.073334 .  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)    
ar6 -0.12794    0.04352 -2.9398 0.003284 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ma6 -0.125513   0.042783 -2.9337 0.003349 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Data Forex USD_JPY 
> model1 
Call: 
arima(x = rt, order = c(1, 0, 2), include.mean = F, fixed = c(NA, 0, 
NA), method = "ML") 
Coefficients: 
          ar1  ma1     ma2 
      -0.0927    0  0.1346 
s.e.   0.0436    0  0.0467 




arima(x = rt, order = c(8, 0, 2), include.mean = F, fixed = c(0, 0, 0, 
0, 0, 0, 0, NA, 0, NA), method = "ML") 
Coefficients: 
      ar1  ar2  ar3  ar4  ar5  ar6  ar7      ar8  ma1     ma2 
        0    0    0    0    0    0    0  -0.1271    0  0.1251 




Lampiran 10. Output Uji Signifikansi Parameter Model ARMA lanjutan  
 




arima(x = rt, order = c(2, 0, 0), include.mean = F, fixed = c(0, 
NA), method = "ML") 
Coefficients: 
      ar1     ar2 
        0  0.1199 
s.e.    0  0.0434 
sigma^2 estimated as 2.152e-05:  log likelihood = 2068.07,  aic = -
4134.13 
> coeftest(model1) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar1 -0.092663   0.043615 -2.1245 0.033625 *  
ma2  0.134609   0.046658  2.8850 0.003914 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model2) 
z test of coefficients: 
     Estimate Std. Error z value Pr(>|z|)    
ar8 -0.127109   0.043753 -2.9052 0.003671 ** 
ma2  0.125051   0.047659  2.6239 0.008694 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
> coeftest(model3) 
z test of coefficients: 
    Estimate Std. Error z value Pr(>|z|)    
ar2 0.119856   0.043405  2.7614 0.005756 ** 
--- 








Lampiran 11. Output Uji White-Noise Model ARMA 
 
> #Uji White-Noise Data Emas 
> checkresiduals(model1, lag = 25) 
 Ljung-Box test 
data:  Residuals from ARIMA(4,0,6) with zero mean 
Q* = 24.558, df = 15, p-value = 0.0562 
Model df: 10.   Total lags used: 25 
> checkresiduals(model2, lag = 25) 
 Ljung-Box test 
data:  Residuals from ARIMA(6,0,4) with zero mean 
Q* = 23.832, df = 15, p-value = 0.068 
Model df: 10.   Total lags used: 25 
> checkresiduals(model3, lag = 25) 
 Ljung-Box test 
data:  Residuals from ARIMA(4,0,0) with zero mean 
Q* = 30.67, df = 21, p-value = 0.07933 
Model df: 4.   Total lags used: 25 
 
> #Uji White-Noise Data Indeks Hangseng 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(2,0,2) with zero mean 
Q* = 5.3823, df = 6, p-value = 0.4958 
Model df: 4.   Total lags used: 10 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(2,0,0) with zero mean 
Q* = 6.289, df = 8, p-value = 0.6149 
Model df: 2.   Total lags used: 10 
> acf(model2$residuals) 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(0,0,2) with zero mean 
Q* = 5.8141, df = 8, p-value = 0.668 





Lampiran 11. Output Uji White-Noise Model ARMA lanjutan 
 
> #Uji White-Noise Data Indeks Nikkei 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(2,0,7) with zero mean 
Q* = 11.661, df = 3, p-value = 0.008641 
Model df: 9.   Total lags used: 12 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(9,0,2) with zero mean 
Q* = 19.54, df = 3, p-value = 0.0002114 
Model df: 11.   Total lags used: 14 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(2,0,0) with zero mean 
Q* = 15.407, df = 8, p-value = 0.0517 
Model df: 2.   Total lags used: 10 
 
> #Uji White-Noise Data Forex AUD 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(1,0,2) with zero mean 
Q* = 21.499, df = 7, p-value = 0.003098 
Model df: 3.   Total lags used: 10 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(1,0,8) with zero mean 
Q* = 17.985, df = 3, p-value = 0.0643 
Model df: 9.   Total lags used: 12 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from AIMA(9,0,0) with zero mean 
Q* = 46.668, df = 3, p-value = 4.089e-10 







Lampiran 11. Output Uji White-Noise Model ARMA lanjutan 
 
> #Uji White-Noise Data Forex EUR 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(6,0,1) with zero mean 
Q* = 15.476, df = 3, p-value = 0.1452 
Model df: 7.   Total lags used: 10 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(6,0,8) with zero mean 
Q* = 20.183, df = 3, p-value = 0.0001556 
Model df: 14.   Total lags used: 17 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(0,0,8) with zero mean 
Q* = 25.222, df = 3, p-value = 0.1387 
Model df: 8.   Total lags used: 11 
 
> #Uji White-Noise Data Forex GBP 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(1,0,7) with zero mean 
Q* = 14.064, df = 3, p-value = 0.2819 
Model df: 8.   Total lags used: 11 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(7,0,1) with zero mean 
Q* = 15.118, df = 3, p-value = 0.1718 
Model df: 8.   Total lags used: 11 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(1,0,0) with zero mean 
Q* = 22.748, df = 9, p-value = 0.06787 






Lampiran 11. Output Uji White-Noise Model ARMA lanjutan 
 
> #Uji White-Noise Data Forex CHF 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(6,0,8) with zero mean 
Q* = 9.5513, df = 3, p-value = 0.02279 
Model df: 14.   Total lags used: 17 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(6,0,0) with zero mean 
Q* = 9.4699, df = 4, p-value = 0.05037 
Model df: 6.   Total lags used: 10 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(0,0,6) with zero mean 
Q* = 9.5499, df = 4, p-value = 0.4873 
Model df: 6.   Total lags used: 10 
 
> #Uji White-Noise Data Forex JPY 
> checkresiduals(model1) 
 Ljung-Box test 
data:  Residuals from ARIMA(1,0,2) with zero mean 
Q* = 17.703, df = 7, p-value = 0.1338 
Model df: 3.   Total lags used: 10 
> checkresiduals(model2) 
 Ljung-Box test 
data:  Residuals from ARIMA(8,0,2) with zero mean 
Q* = 23.726, df = 3, p-value = 2.849e-05 
Model df: 10.   Total lags used: 13 
> checkresiduals(model3) 
 Ljung-Box test 
data:  Residuals from ARIMA(2,0,0) with zero mean 
Q* = 23.491, df = 8, p-value = 0.2788 







Lampiran 12. Output Uji Efek ARCH 
 
> #Uji Efek ARCH Emas 
> ArchTest(model1$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 
Chi-squared = 40.417, df = 12, p-value = 6.13e-05 
> #Uji Efek ARCH Hangseng 
> ArchTest(model3$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model3$residuals 
Chi-squared = 67.993, df = 12, p-value = 7.589e-10 
> #Uji Efek ARCH Nikkei 
> ArchTest(model1$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 
Chi-squared = 151.83, df = 12, p-value < 2.2e-16 
> #Uji Efek ARCH AUD 
> ArchTest(model1$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 
Chi-squared = 143.85, df = 12, p-value < 2.2e-16 
> #Uji Efek ARCH EUR 
> ArchTest(model1$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 
Chi-squared = 147.95, df = 12, p-value < 2.2e-16 
> #Uji Efek ARCH GBP 
> ArchTest(model1$residuals) 
 ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 
Chi-squared = 112.75, df = 12, p-value < 2.2e-16 
> #Uji Efek ARCH GBP 
               ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model2$residuals 
Chi-squared = 84.389, df = 12, p-value = 5.965e-13 
> #Uji Efek ARCH GBP 
               ARCH LM-test; Null hypothesis: no ARCH effects 
data:  model1$residuals 




Lampiran 13. Output ARCH/GARCH Data Emas 
 
> #Pendugaan Model dan Diagnostik Sisaan dengan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,4) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1    -0.534030    0.000100 -5347.4388  0.0e+00 
ar2    -0.410991    0.000081 -5097.3082  0.0e+00 
ar3    -0.723237    0.000129 -5616.6582  0.0e+00 
ar4     0.323537    0.000064  5086.5213  0.0e+00 
ar5     0.099062    0.000029  3466.7937  0.0e+00  
ar6    -0.076880    0.000024 -3202.3191  0.0e+00 
ma1     0.083688    0.000023  3590.1389  0.0e+00  
ma2     0.279895    0.000056  5037.0313  0.0e+00  
ma3     0.485654    0.000088  5544.9182  0.0e+00 
ma4    -0.709433    0.000123 -5766.9596  0.0e+00 
omega   0.000048    0.000005     8.8964  0.0e+00 
alpha1  0.999000    0.245608     4.0675  4.8e-05 
shape   4.835457    0.820604     5.8926  0.0e+00 
LogLikelihood : 1626.705  
Information Criteria  
------------------------ 
Akaike       -6.0895 
Bayes        -5.9846 
Shibata      -6.0906 
Hannan-Quinn -6.0484 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(6,0,4) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1     2.200687    0.000363  6056.0765  0.00000  
ar2    -2.765544    0.000547 -5056.8787  0.00000 
ar3     1.784869    0.000391  4559.8555  0.00000  
ar4    -0.670208    0.000246 -2722.8038  0.00000 




ar6    -0.009645    0.000552   -17.4876  0.00000 
ma1    -2.270326    0.000853 -2660.5296  0.00000 
ma2     2.950612    0.000289 10209.8157  0.00000  
ma3    -2.047273    0.000326 -6273.1292  0.00000 
ma4     0.864765    0.000170  5072.1429  0.00000  
omega   0.000046    0.000037     1.2658  0.20557 
alpha1  0.255951    0.187880     1.3623  0.17310  
beta1   0.654879    0.107130     6.1129  0.00000 
shape   2.568285    0.491243     5.2281  0.00000 
LogLikelihood : 1677.955  
Information Criteria  
------------------------ 
Akaike       -6.2791 
Bayes        -6.1662 
Shibata      -6.2804 
Hannan-Quinn -6.2349 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,4) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1    -0.144409    0.006035 -2.3927e+01 0.000000 
ar2     1.693736    0.004392  3.8561e+02 0.000000  
ar3    -0.029329    0.005638 -5.2022e+00 0.000000 
ar4    -0.907412    0.007847 -1.1564e+02 0.000000 
ar5    -0.049229    0.007428 -6.6277e+00 0.000000 
ar6    -0.038416    0.008919 -4.3074e+00 0.000017 
ma1     0.099739    0.001442  6.9171e+01 0.000000  
ma2    -1.771362    0.000015 -1.2024e+05 0.000000 
ma3     0.092432    0.001370  6.7493e+01 0.000000 
ma4     0.997917    0.000694  1.4372e+03 0.000000  
omega   0.000131    0.000075  1.7562e+00 0.079061  
alpha1  0.137843    0.131251  1.0502e+00 0.293614  
alpha2  0.696010    0.436840  1.5933e+00 0.111097  
shape   2.615880    0.530301  4.9328e+00 0.000001 
LogLikelihood : 1681.547  
Information Criteria  
------------------------------------ 
                     
Akaike       -6.2926 
100 
 
Bayes        -6.1798 
Shibata      -6.2940 
Hannan-Quinn -6.2485 
 
> #Pendugaan Model dan Diagnostik Sisaan dengan distribusi 
normal 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,4) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1    -1.961891    0.042925 -4.5705e+01  0.00000 
ar2    -0.581941    0.005476 -1.0627e+02  0.00000 
ar3    -1.076846    0.003407 -3.1604e+02  0.00000 
ar4    -1.611893    0.025584 -6.3004e+01  0.00000 
ar5     0.103219    0.003198  3.2276e+01  0.00000  
ar6     0.217823    0.004264  5.1082e+01  0.00000 
ma1    -0.481766    0.000062 -7.7706e+03  0.00000 
ma2    -0.460220    0.000063 -7.3599e+03  0.00000 
ma3     0.491830    0.000072  6.8148e+03  0.00000  
ma4    -0.479448    0.000013 -3.6335e+04  0.00000 
omega   0.000001    0.000001  4.7022e-01  0.63819 
alpha1  0.999000    0.041011  2.4359e+01  0.00000  
LogLikelihood : 436.3046  
Information Criteria  
------------------------ 
Akaike       -1.6011 
Bayes        -1.5044 
Shibata      -1.6021 
Hannan-Quinn -1.5633 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(6,0,4) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1    -0.443919    0.000994  -446.78216 0.000000 
ar2     1.211017    0.001391   870.37734 0.000000  




ar4    -0.787313    0.002383  -330.37502 0.000000 
ar5    -0.078432    0.015365    -5.10469 0.000000 
ar6    -0.013825    0.007638    -1.81013 0.070275 
ma1     0.430556    0.000448   961.53017 0.000000  
ma2    -1.315015    0.000686 -1916.83448 0.000000 
ma3    -0.035993    0.000849   -42.41320 0.000000 
ma4     0.787818    0.000556  1416.56893 0.000000 
omega   0.000029    0.000011     2.55373 0.010658 
alpha1  0.153333    0.014294    10.72684 0.000000  
beta1   0.621902    0.119582     5.20062 0.000000 
LogLikelihood : 1642.879  
Information Criteria  
Akaike       -6.1505 
Bayes        -6.0457 
Shibata      -6.1517 
Hannan-Quinn -6.1095 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,4) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1     0.564820    0.042966   13.14568 0.000000  
ar2     0.278406    0.055576    5.00949 0.000001  
ar3     0.741483    0.037229   19.91692 0.000000  
ar4    -0.884683    0.032022  -27.62765 0.000000 
ar5    -0.045058    0.049814   -0.90454 0.365708 
ar6    -0.050999    0.050166   -1.01661 0.309339 
ma1    -0.658442    0.008015  -82.15323 0.000000 
ma2    -0.314392    0.008478  -37.08247 0.000000 
ma3    -0.674248    0.004035 -167.08386 0.000000 
ma4     0.979179    0.001145  854.88365 0.000000  
omega   0.000075    0.000008    9.22655 0.000000 
alpha1  0.069846    0.039923    1.74952 0.080202  
alpha2  0.472186    0.123662    3.81834 0.000134  
LogLikelihood : 1640.754  
Information Criteria  
------------------------  
Akaike       -6.1425 
Bayes        -6.0377 




Lampiran 14. Output ARCH/GARCH Data Indeks Hangseng 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi normal  
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(0,0,2) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ma1    -0.238540    0.000799  -298.4244 0.000000 
ma2    -0.755249    0.000466 -1620.4519 0.000000 
omega   0.000598    0.000194     3.0777 0.002086  
alpha1  0.805686    0.106069     7.5959 0.000000  
LogLikelihood : 886.6121  
Information Criteria  
------------------------------------ 
Akaike       -3.5589 
Bayes        -3.5250 
Shibata      -3.5590 
Hannan-Quinn -3.5456 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(0,0,2) 




        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.020629    0.048746 -0.42319 0.672159 
ma2     0.076951    0.052926  1.45394 0.145964 
omega   0.000117    0.000011 10.65925 0.000000  
alpha1  0.084715    0.049325  1.71749 0.085889  
alpha2  0.198047    0.064200  3.08487 0.002036  
LogLikelihood : 1472.255  
Information Criteria  
-------------------------------  
Akaike       -5.9163 
Bayes        -5.8739 






GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(0,0,2) 




        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.011670    0.047259 -0.24693 0.804962 
ma2     0.109517    0.049324  2.22036 0.026394 
omega   0.000008    0.000001 10.72118 0.000000  
alpha1  0.073963    0.011256  6.57101 0.000000 
beta1   0.874187    0.017669 49.47528 0.000000  
LogLikelihood : 1478.208  
Information Criteria  
--------------------------- 
Akaike       -5.9404 
Bayes        -5.8980 
Shibata      -5.9406 
Hannan-Quinn -5.9237 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(0,0,2) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.009467    0.046556 -0.20335 0.838858 
ma2     0.104084    0.050580  2.05782 0.039607 
omega   0.000011    0.000001 20.43894 0.000000 
alpha1  0.057667    0.042832  1.34633 0.178196  
alpha2  0.037732    0.042078  0.89670 0.369879  
beta1   0.834372    0.022300 37.41564 0.000000  
LogLikelihood : 1478.366  
Information Criteria  
------------------------  
Akaike       -5.9370 
Bayes        -5.8861 
Shibata      -5.9372 
Hannan-Quinn -5.9170 
 




GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(0,0,2) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.019683    0.045427  -0.4333 0.664797 
ma2     0.084591    0.046714   1.8108 0.070171 
omega   0.000153    0.000022   7.0831 0.000000  
alpha1  0.129937    0.068694   1.8915 0.058553  
shape   4.519911    1.078352   4.1915 0.000028 
LogLikelihood : 1477.126  
Information Criteria  
----------------------------  
Akaike       -5.9360 
Bayes        -5.8936 
Shibata      -5.9362 
Hannan-Quinn -5.9193 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(0,0,2) 




        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.010243    0.042701 -0.23987 0.810434 
ma2     0.068766    0.049108  1.40031 0.161420 
omega   0.000124    0.000018  6.87794 0.000000 
alpha1  0.051065    0.061967  0.82406 0.409904  
alpha2  0.253593    0.094871  2.67303 0.007517  
shape   4.752898    1.168681  4.06689 0.000048  
LogLikelihood : 1485.621  
Information Criteria  
------------------------  
Akaike       -5.9662 
Bayes        -5.9153 
Shibata      -5.9665 
Hannan-Quinn -5.9462 
 
GARCH Model : sGARCH(1,1) 




Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.009092    0.043494 -0.20905 0.834408 
ma2     0.099809    0.047663  2.09406 0.036255 
omega   0.000007    0.000002  3.78485 0.000154 
alpha1  0.072400    0.014364  5.04040 0.000000  
beta1   0.885362    0.023146 38.25178 0.000000 
shape   5.599934    1.365728  4.10033 0.000041  
LogLikelihood : 1488.959  
Information Criteria  
-------------------------  
Akaike       -5.9797 
Bayes        -5.9288 
Shibata      -5.9800 
Hannan-Quinn -5.9597 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(0,0,2) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ma1    -0.009244    0.041649 -0.22196 0.824348 
ma2     0.092671    0.048285  1.91924 0.054954 
omega   0.000014    0.000002  7.16797 0.000000 
alpha1  0.027224    0.058042  0.46903 0.639046  
alpha2  0.088747    0.058985  1.50455 0.132439  
beta1   0.804647    0.035557 22.62985 0.000000  
shape   5.372006    1.198594  4.48192 0.000007  
LogLikelihood : 1489.495  
Information Criteria  
--------------------------  
Akaike       -5.9778 
Bayes        -5.9184 







Lampiran 15. Output ARCH/GARCH Data Indeks Nikkei 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(2,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.050285    0.050832 -0.98923 0.322548 
ar2     0.089894    0.039988  2.24802 0.024575 
omega   0.000110    0.000020  5.53526 0.000000  
alpha1  0.451617    0.141778  3.18538 0.001446  
shape   3.778705    0.767991  4.92025 0.000001  
LogLikelihood : 1486.884  
Information Criteria  
-----------------------------  
Akaike       -6.1109 
Bayes        -6.0677 
Shibata      -6.1111 
Hannan-Quinn -6.0939  
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(2,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.036234    0.052277 -0.69311 0.488243 
ar2     0.097834    0.047206  2.07247 0.038221  
omega   0.000092    0.000018  5.11456 0.000000  
alpha1  0.399756    0.128461  3.11189 0.001859  
alpha2  0.164070    0.100025  1.64029 0.100946 
shape   3.923445    0.828247  4.73704 0.000002  
LogLikelihood : 1489.667  
Information Criteria  
-------------------------------  
Akaike       -6.1182 
Bayes        -6.0665 






GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(2,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.020864    0.047157 -0.44244 0.658168 
ar2     0.102910    0.044794  2.29740 0.021596 
omega   0.000007    0.000004  1.71659 0.086055 
alpha1  0.112966    0.018497  6.10718 0.000000  
beta1   0.848161    0.024778 34.23025 0.000000  
shape   5.062936    1.050551  4.81931 0.000001  
LogLikelihood : 1499.231  
Information Criteria  
-------------------------  
Akaike       -6.1577 
Bayes        -6.1059 
Shibata      -6.1580 
Hannan-Quinn -6.1373 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(2,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.020864    0.047170 -0.442321 0.658257 
ar2     0.102895    0.044826  2.295433 0.021708  
omega   0.000007    0.000003  2.109214 0.034926  
alpha1  0.112972    0.060558  1.865516 0.062109  
alpha2  0.000000    0.059451  0.000001 0.999999  
beta1   0.848143    0.032299 26.259391 0.000000 
shape   5.062485    1.092641  4.633255 0.000004  
LogLikelihood : 1499.231  
Information Criteria  
----------------------------  
Akaike       -6.1535 
Bayes        -6.0931 





> #Pendugaan Model dan Diagnostik Sisaan distribusi normal  
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(2,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1      1.22262    0.003597 339.91000  0.00000 
ar2      3.69707    0.007565 488.68115  0.00000  
omega    0.00000    0.000000   0.63226  0.52721 
alpha1   0.99898    0.002272 439.64516  0.00000  
LogLikelihood : -2797.615  
Information Criteria  
------------------------  
Akaike       11.553 
Bayes        11.588 
Shibata      11.553 
Hannan-Quinn 11.567 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(2,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.079782    0.059803  -1.3341 0.182173 
ar2     0.122952    0.050475   2.4359 0.014855  
omega   0.000080    0.000009   8.5929 0.000000  
alpha1  0.422322    0.092441   4.5686 0.000005  
alpha2  0.142949    0.071820   1.9904 0.046547 
LogLikelihood : 1470.22  
Information Criteria  
--------------------------------  
Akaike       -6.0421 
Bayes        -5.9990 
Shibata      -6.0424 
Hannan-Quinn -6.0252 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(2,0,0) 






        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.025337    0.048670 -0.52059 0.602655 
ar2     0.104671    0.048508  2.15779 0.030944 
omega   0.000006    0.000002  3.80118 0.000144 
alpha1  0.102590    0.018076  5.67553 0.000000  
beta1   0.853767    0.019014 44.90215 0.000000  
LogLikelihood : 1487.963  
Information Criteria  
-------------------------  
Akaike       -6.1153 
Bayes        -6.0722 
Shibata      -6.1155 
Hannan-Quinn -6.0984 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(2,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.025316    0.048680 -0.520040 0.603036 
ar2     0.104714    0.048511  2.158574 0.030883 
omega   0.000006    0.000001  4.426931 0.000010  
alpha1  0.102640    0.042257  2.428957 0.015142  
alpha2  0.000000    0.045976  0.000006 0.999995  
beta1   0.853724    0.023132 36.905847 0.000000  
LogLikelihood : 1487.963  
Information Criteria  
--------------------------------  
Akaike       -6.1112 
Bayes        -6.0594 






Lampiran 16. Output ARCH/GARCH Data Forex AUD_USD 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,8) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.656151    0.148925 -4.40592 0.000011 
ma1     0.752555    0.150070  5.01471 0.000001 
ma2     0.159405    0.059147  2.69508 0.007037 
ma3     0.025793    0.054979  0.46914 0.638971 
ma4    -0.007877    0.055850 -0.14103 0.887843 
ma5    -0.043695    0.052238 -0.83645 0.402899 
ma6    -0.061759    0.049528 -1.24697 0.212408 
ma7    -0.068280    0.056418 -1.21026 0.226177 
ma8    -0.110648    0.041419 -2.67145 0.007553 
omega   0.000034    0.000004  7.73109 0.000000  
alpha1  0.092502    0.064682  1.43010 0.152688  
shape   4.372344    0.807686  5.41342 0.000000  
LogLikelihood : 1965.549  
Information Criteria  
------------------------  
Akaike       -7.4706 
Bayes        -7.3728 
Shibata      -7.4716 
Hannan-Quinn -7.4323 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,8) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.584270    0.171796 -3.40095 0.000672 
ma1     0.668750    0.173661  3.85088 0.000118 
ma2     0.108472    0.057405  1.88957 0.058815 
ma3    -0.008993    0.053977 -0.16661 0.867679 
ma4     0.015067    0.053965  0.27921 0.780085 




ma6    -0.021611    0.052593 -0.41091 0.681139 
ma7    -0.025048    0.052331 -0.47864 0.632198 
ma8    -0.109201    0.043824 -2.49180 0.012710 
omega   0.000001    0.000002  0.67214 0.501498 
alpha1  0.075364    0.029885  2.52177 0.011677  
beta1   0.890103    0.032545 27.35032 0.000000  
shape   7.447926    2.419587  3.07818 0.002083  
LogLikelihood : 1984.265  
Information Criteria  
--------------------------  
Akaike       -7.5383 
Bayes        -7.4324 
Shibata      -7.5395 
Hannan-Quinn -7.4968 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,8) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.584211    0.169859 -3.43939 0.000583 
ma1     0.668488    0.171600  3.89561 0.000098 
ma2     0.106561    0.057146  1.86472 0.062221 
ma3    -0.009282    0.054146 -0.17143 0.863882 
ma4     0.018704    0.054196  0.34512 0.730003 
ma5    -0.019103    0.053426 -0.35756 0.720671 
ma6    -0.014744    0.053287 -0.27669 0.782021 
ma7    -0.023124    0.052310 -0.44205 0.658452 
ma8    -0.111192    0.043816 -2.53770 0.011158 
omega   0.000001    0.000002  0.74713 0.454985 
alpha1  0.012368    0.036390  0.33989 0.733940  
alpha2  0.079291    0.048514  1.63440 0.102175 
beta1   0.867565    0.038819 22.34879 0.000000  
shape   8.117510    2.826241  2.87219 0.004076  
LogLikelihood : 1985.487  
Information Criteria  
--------------------------  
Akaike       -7.5391 
Bayes        -7.4251 





> #Pendugaan Model dan Diagnostik Sisaan dist normal  
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,8) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.478006    0.132279 -3.61363 0.000302 
ma1     0.606141    0.133107  4.55379 0.000005 
ma2     0.165880    0.057650  2.87737 0.004010 
ma3     0.049595    0.062012  0.79976 0.423847 
ma4     0.048493    0.056799  0.85376 0.393240 
ma5    -0.012720    0.053011 -0.23994 0.810376 
ma6    -0.034024    0.061081 -0.55702 0.577511 
ma7    -0.066515    0.065977 -1.00816 0.313376 
ma8    -0.187959    0.044958 -4.18080 0.000029 
omega   0.000034    0.000003 10.72607 0.000000 
alpha1  0.085106    0.083830  1.01522 0.310000  
LogLikelihood : 1931.014  
Information Criteria  
-------------------------  
Akaike       -7.3423 
Bayes        -7.2527 
Shibata      -7.3432 
Hannan-Quinn -7.3072 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,8) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.486055    0.217633 -2.233366 0.025525 
ma1     0.567844    0.217585  2.609761 0.009061  
ma2     0.085047    0.057093  1.489629 0.136322 
ma3    -0.010203    0.054222 -0.188168 0.850745 
ma4     0.022787    0.051014  0.446689 0.655100  
ma5    -0.009550    0.053782 -0.177564 0.859065 
ma6    -0.000979    0.053611 -0.018268 0.985425 




ma8    -0.129419    0.043222 -2.994247 0.002751 
omega   0.000001    0.000001  0.570554 0.568302  
alpha1  0.080700    0.028736  2.808319 0.004980  
beta1   0.896131    0.029098 30.797441 0.000000  
LogLikelihood : 1976.68  
Information Criteria  
------------------------ 
 Akaike       -7.5131 
Bayes        -7.4154 
Shibata      -7.5141 
Hannan-Quinn -7.4748 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,8) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.523714    0.199093 -2.630498 0.008526 
ma1     0.602456    0.199737  3.016244 0.002559  
ma2     0.083121    0.056828  1.462681 0.143555  
ma3    -0.013803    0.054368 -0.253872 0.799595 
ma4     0.026190    0.051612  0.507433 0.611851 
ma5    -0.011427    0.053586 -0.213248 0.831134 
ma6     0.001413    0.054250  0.026055 0.979214  
ma7    -0.035871    0.052120 -0.688248 0.491297 
ma8    -0.124991    0.042955 -2.909801 0.003617 
omega   0.000001    0.000001  0.729377 0.465771 
alpha1  0.000001    0.030836  0.000030 0.999976  
alpha2  0.101550    0.044732  2.270222 0.023194  
beta1   0.866688    0.034842 24.874913 0.000000  
LogLikelihood : 1979.37  
Information Criteria  
----------------------------  
Akaike       -7.5196 
Bayes        -7.4137 







Lampiran 17. Output ARCH/GARCH Data Forex EUR_USD 
 
> #Pendugaan Model dan Diagnostik Sisaan normal 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     1.037750    0.247134   4.19913 0.000027  
ar2    -0.836083    0.272154  -3.07209 0.002126 
ar3     0.833396    0.305394   2.72893 0.006354  
ar4    -0.063351    0.322226  -0.19661 0.844137 
ar5    -0.047290    0.359298  -0.13162 0.895287 
ar6     4.000000    0.080087  49.94544 0.000000  
ma1     0.975851    0.002955 330.25158 0.000000 
omega   0.000299    0.000037   8.01130 0.000000  
alpha1  0.712309    0.104982   6.78506 0.000000 
LogLikelihood : 1203.466  
Information Criteria  
-------------------------  
Akaike       -4.5677 
Bayes        -4.4944 
Shibata      -4.5683 
Hannan-Quinn -4.5390 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1    -0.870341    0.041920  -20.76213 0.000000 
ar2     0.062565    0.039685    1.57656 0.114897  
ar3    -0.101512    0.061500   -1.65061 0.098819 
ar4    -0.202944    0.051175   -3.96571 0.000073 
ar5    -0.088499    0.059907   -1.47729 0.139599 
ar6     0.007551    0.043563    0.17333 0.862391  
ma1     0.937107    0.042654   21.97008 0.000000  
omega   0.000010    0.000000 2886.27235 0.000000  




alpha2  0.230112    0.060997    3.77252 0.000162  
LogLikelihood : 2176.179  
Information Criteria  
--------------------------  
Akaike       -8.2837 
Bayes        -8.2022 
Shibata      -8.2844 
Hannan-Quinn -8.2518 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1     1.057243    0.011756  8.9936e+01 0.000000  
ar2    -0.065876    0.048813 -1.3496e+00 0.177156 
ar3    -0.148561    0.065186 -2.2790e+00 0.022665 
ar4     0.132988    0.049649  2.6785e+00 0.007394  
ar5     0.090157    0.022419  4.0214e+00 0.000058  
ar6    -0.071926    0.034091 -2.1099e+00 0.034871 
ma1    -1.000000    0.000060 -1.6793e+04 0.000000 
omega   0.000006    0.000000  4.4470e+01 0.000000  
alpha1  0.055279    0.071825  7.6964e-01 0.441512 
alpha2  0.311584    0.099011  3.1470e+00 0.001650  
alpha3  0.632136    0.183253  3.4495e+00 0.000562  
LogLikelihood : 2173.32  
Information Criteria  
----------------------  
Akaike       -8.2689 
Bayes        -8.1793 
Shibata      -8.2698 
Hannan-Quinn -8.2338 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(6,0,1) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.406333    0.291131 -1.395706 0.162803 
ar2     0.081813    0.057017  1.434882 0.151321  
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ar3    -0.053456    0.051629 -1.035382 0.300490 
ar4    -0.083281    0.052521 -1.585662 0.112816 
ar5     0.000276    0.051329  0.005379 0.995708  
ar6    -0.092456    0.053810 -1.718212 0.085758 
ma1     0.509016    0.293034  1.737056 0.082377  
omega   0.000001    0.000001  0.527777 0.597654  
alpha1  0.090041    0.031179  2.887913 0.003878 
beta1   0.871449    0.032961 26.438707 0.000000  
LogLikelihood : 2197.839  
Information Criteria  
-----------------------------  
Akaike       -8.3665 
Bayes        -8.2851 
Shibata      -8.3672 
Hannan-Quinn -8.3346 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(6,0,1) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.344819    0.472591 -0.72964 0.465613 
ar2     0.063932    0.065815  0.97139 0.331356  
ar3    -0.073685    0.052139 -1.41324 0.157585 
ar4    -0.084279    0.061108 -1.37917 0.167842 
ar5     0.009982    0.052504  0.19011 0.849220  
ar6    -0.096249    0.060382 -1.59401 0.110935 
ma1     0.438683    0.480093  0.91375 0.360851 
omega   0.000001    0.000001  0.67381 0.500435 
alpha1  0.006207    0.048127  0.12896 0.897387  
alpha2  0.098067    0.053852  1.82106 0.068598  
beta1   0.846209    0.035043 24.14803 0.000000  
LogLikelihood : 2199.171  
Information Criteria  
-----------------------  
Akaike       -8.3678 
Bayes        -8.2782 







> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1    -0.528720    0.175080   -3.01987 0.002529 
ar2     0.134497    0.054093    2.48640 0.012904  
ar3     0.012687    0.034148    0.37154 0.710238  
ar4    -0.070827    0.052348   -1.35301 0.176054 
ar5     0.022999    0.054780    0.41984 0.674601  
ar6    -0.065428    0.058138   -1.12539 0.260423 
ma1     0.640145    0.172625    3.70831 0.000209 
omega   0.000012    0.000000 1397.91408 0.000000  
alpha1  0.163284    0.057649    2.83236 0.004621 
shape  11.060872    4.059735    2.72453 0.006439  
LogLikelihood : 2175.916  
Information Criteria  
----------------------  
Akaike       -8.2827 
Bayes        -8.2012 
Shibata      -8.2834 
Hannan-Quinn -8.2508 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.350582    0.565396  -0.62006 0.535215 
ar2     0.059209    0.075979   0.77927 0.435818 
ar3    -0.061046    0.057705  -1.05790 0.290099 
ar4    -0.084986    0.063595  -1.33635 0.181434 
ar5    -0.011084    0.057346  -0.19328 0.846738 
ar6    -0.099599    0.062152  -1.60251 0.109042 
ma1     0.436426    0.578824   0.75399 0.450857 
omega   0.000010    0.000000 179.52793 0.000000 
alpha1  0.094518    0.047490   1.99029 0.046559  
alpha2  0.193800    0.067962   2.85159 0.004350  
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shape  15.035644    4.372203   3.43892 0.000584  
LogLikelihood : 2182.183  
Information Criteria  
-----------------------------  
Akaike       -8.3028 
Bayes        -8.2132 
Shibata      -8.3037 
Hannan-Quinn -8.2677 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(6,0,1) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1     0.294877    0.367175  0.80310 0.421919  
ar2    -0.022988    0.055092 -0.41727 0.676479 
ar3    -0.117523    0.052644 -2.23241 0.025588 
ar4    -0.018751    0.061352 -0.30563 0.759887 
ar5     0.043267    0.052393  0.82581 0.408910  
ar6    -0.105568    0.043233 -2.44182 0.014613 
ma1    -0.234868    0.371131 -0.63285 0.526834 
omega   0.000009    0.000000 76.84747 0.000000  
alpha1  0.035472    0.039629  0.89511 0.370731  
alpha2  0.192612    0.067199  2.86628 0.004153  
alpha3  0.188147    0.081184  2.31755 0.020474 
shape  19.463990   10.124370  1.92249 0.054544  
LogLikelihood : 2185.491  
Information Criteria  
----------------------------  
Akaike       -8.3116 
Bayes        -8.2139 








Lampiran 18. Output ARCH/GARCH Data Forex GBP_USD 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,7) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1     0.510832    0.289337  1.76552 0.077476 
ma1    -0.415723    0.288934 -1.43882 0.150202 
ma2    -0.044088    0.054110 -0.81478 0.415201 
ma3     0.017429    0.046872  0.37184 0.710012 
ma4    -0.082973    0.046037 -1.80230 0.071499 
ma5     0.024572    0.048806  0.50345 0.614645 
ma6    -0.038706    0.045538 -0.84996 0.395348 
ma7    -0.037733    0.045041 -0.83776 0.402166 
omega   0.000025    0.000003  7.66730 0.000000 
alpha1  0.243535    0.097252  2.50418 0.012274 
shape   5.656329    1.474423  3.83630 0.000125  
LogLikelihood : 1993.326  
Information Criteria  
---------------------------- 
  
Akaike       -7.5806 
Bayes        -7.4910 
Shibata      -7.5815 
Hannan-Quinn -7.5455 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(1,0,7) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.451827    0.465114  0.971433 0.331333  
ma1    -0.397713    0.465574 -0.854243 0.392970 
ma2    -0.045192    0.055890 -0.808582 0.418755 
ma3     0.004119    0.047255  0.087167 0.930539  
ma4    -0.082592    0.043994 -1.877328 0.060473 
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ma5     0.032874    0.058523  0.561733 0.574298  
ma6    -0.028684    0.044439 -0.645463 0.518627 
ma7    -0.026575    0.045472 -0.584424 0.558935 
omega   0.000020    0.000003  7.819733 0.000000  
alpha1  0.171564    0.068779  2.494413 0.012617  
alpha2  0.213123    0.071977  2.960994 0.003066  
shape   7.505590    2.420981  3.100227 0.001934  
LogLikelihood : 2001.381  
Information Criteria  
---------------------------------  
Akaike       -7.6076 
Bayes        -7.5098 
Shibata      -7.6086 
Hannan-Quinn -7.5693 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(1,0,7) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1    -0.976479    0.011546  -84.57085 0.000000 
ma1     1.037839    0.001008 1029.18299 0.000000  
ma2     0.041402    0.045963    0.90078 0.367705  
ma3    -0.027959    0.065684   -0.42566 0.670355 
ma4    -0.104781    0.063309   -1.65508 0.097909 
ma5    -0.092175    0.064463   -1.42988 0.152751 
ma6    -0.036607    0.055664   -0.65765 0.510765 
ma7    -0.050587    0.039048   -1.29551 0.195144 
omega   0.000019    0.000002    7.63399 0.000000 
alpha1  0.165296    0.070916    2.33086 0.019761  
alpha2  0.196105    0.076612    2.55971 0.010476  
alpha3  0.034564    0.054507    0.63411 0.526007  
shape   7.444187    2.350352    3.16726 0.001539  
LogLikelihood : 2002.229  
Information Criteria  
-----------------------------  
Akaike       -7.6070 
Bayes        -7.5011 






GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,7) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.479230    0.391047  1.225505 0.220385  
ma1    -0.420502    0.391707 -1.073510 0.283042 
ma2    -0.018938    0.053149 -0.356313 0.721607 
ma3     0.000129    0.048496  0.002665 0.997873  
ma4    -0.066431    0.047465 -1.399579 0.161639 
ma5     0.044916    0.051784  0.867371 0.385739  
ma6    -0.037934    0.047624 -0.796531 0.425724 
ma7    -0.037810    0.047269 -0.799886 0.423777 
omega   0.000004    0.000001  6.640533 0.000000  
alpha1  0.127207    0.023551  5.401250 0.000000 
beta1   0.743455    0.037076 20.052146 0.000000  
shape   7.263117    2.139190  3.395265 0.000686  
LogLikelihood : 2001.753  
Information Criteria  
------------------------  
Akaike       -7.6090 
Bayes        -7.5113 
Shibata      -7.6100 
Hannan-Quinn -7.5707 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,7) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.478224    0.393860  1.214199 0.224672  
ma1    -0.420420    0.394740 -1.065054 0.286851 
ma2    -0.018255    0.053638 -0.340347 0.733595 
ma3    -0.000584    0.048954 -0.011926 0.990484 
ma4    -0.066151    0.047715 -1.386382 0.165630 
ma5     0.045205    0.052065  0.868236 0.385265  
ma6    -0.037807    0.047648 -0.793450 0.427516 
ma7    -0.037691    0.047273 -0.797301 0.425276 
omega   0.000004    0.000001  7.493472 0.000000  
alpha1  0.122597    0.069710  1.758665 0.078634  
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alpha2  0.007276    0.064661  0.112518 0.910412  
beta1   0.737157    0.039132 18.837575 0.000000 
shape   7.254067    2.138970  3.391382 0.000695  
LogLikelihood : 2001.759  
Information Criteria  
------------------------------  
Akaike       -7.6052 
Bayes        -7.4993 
Shibata      -7.6064 
Hannan-Quinn -7.5637 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi normal 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,7) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1     0.992939    0.007736  1.2835e+02 0.000000 
ma1    -0.811896    0.000033 -2.4943e+04 0.000000 
ma2    -0.121909    0.004777 -2.5519e+01 0.000000 
ma3     0.060511    0.036972  1.6367e+00 0.101696  
ma4    -0.175162    0.003018 -5.8048e+01 0.000000 
ma5     0.032925    0.044750  7.3575e-01 0.461884 
ma6     0.009487    0.048336  1.9628e-01 0.844391 
ma7     0.015643    0.043208  3.6203e-01 0.717330 
omega   0.000022    0.000002  1.0185e+01 0.000000  
alpha1  0.376688    0.097284  3.8720e+00 0.000108  
LogLikelihood : 1980.92  
Information Criteria  
-------------------------------  
Akaike       -7.5370 
Bayes        -7.4555 
Shibata      -7.5377 
Hannan-Quinn -7.5051 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(1,0,7) 






        Estimate  Std. Error     t value Pr(>|t|) 
ar1     0.978874    0.026890  3.6403e+01 0.000000  
ma1    -0.927771    0.000057 -1.6358e+04 0.000000 
ma2    -0.104589    0.045829 -2.2822e+00 0.022480 
ma3     0.063795    0.049985  1.2763e+00 0.201851  
ma4    -0.117043    0.042565 -2.7498e+00 0.005964 
ma5     0.056893    0.056284  1.0108e+00 0.312100  
ma6     0.016382    0.051683  3.1697e-01 0.751267 
ma7     0.036504    0.038582  9.4613e-01 0.344081 
omega   0.000018    0.000002  9.5842e+00 0.000000  
alpha1  0.202991    0.067828  2.9927e+00 0.002765 
alpha2  0.224765    0.057457  3.9119e+00 0.000092  
LogLikelihood : 1994.137  
Information Criteria  
------------------------------  
Akaike       -7.5837 
Bayes        -7.4941 
Shibata      -7.5846 
Hannan-Quinn -7.5486 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(1,0,7) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.381667    0.691573  0.551882 0.581029  
ma1    -0.315635    0.694263 -0.454633 0.649373 
ma2    -0.066879    0.067039 -0.997607 0.318470 
ma3     0.035330    0.056292  0.627630 0.530246  
ma4    -0.097635    0.047996 -2.034202 0.041931 
ma5     0.004151    0.074903  0.055413 0.955810  
ma6    -0.017311    0.052379 -0.330487 0.741032 
ma7    -0.019590    0.051429 -0.380915 0.703266 
omega   0.000019    0.000002  9.590679 0.000000  
alpha1  0.186067    0.066057  2.816764 0.004851  
alpha2  0.198873    0.070291  2.829265 0.004666  
alpha3  0.019163    0.040719  0.470620 0.637912  
LogLikelihood : 1994.141  
Information Criteria  
------------------------------------ 
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Akaike       -7.5799 
Bayes        -7.4822 
Shibata      -7.5809 
Hannan-Quinn -7.5416 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,7) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1     0.467650    0.390725  1.19688  0.23136  
ma1    -0.396657    0.391156 -1.01406  0.31055 
ma2    -0.036200    0.054933 -0.65898  0.50991 
ma3     0.027433    0.049849  0.55032  0.58210 
ma4    -0.069523    0.051349 -1.35394  0.17576 
ma5     0.027996    0.052855  0.52967  0.59634 
ma6    -0.035403    0.048223 -0.73416  0.46285 
ma7    -0.036540    0.050028 -0.73038  0.46515 
omega   0.000004    0.000000 10.24923  0.00000 
alpha1  0.129246    0.019032  6.79117  0.00000  
beta1   0.746579    0.028483 26.21116  0.00000  
LogLikelihood : 1993.982  
Information Criteria  
--------------------------------  
Akaike       -7.5831 
Bayes        -7.4935 
Shibata      -7.5840 
Hannan-Quinn -7.5480 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,7) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.462731    0.394848  1.171922 0.241228 
ma1    -0.391623    0.395393 -0.990463 0.321948 
ma2    -0.036041    0.055042 -0.654791 0.512603 
ma3     0.027407    0.050155  0.546440 0.584763  
ma4    -0.069459    0.051559 -1.347169 0.177926 




ma6    -0.035442    0.048209 -0.735176 0.462232 
ma7    -0.036879    0.049943 -0.738421 0.460258 
omega   0.000004    0.000000 11.411794 0.000000 
alpha1  0.129570    0.056849  2.279182 0.022656  
alpha2  0.000001    0.053100  0.000022 0.999983  
beta1   0.745655    0.029363 25.394581 0.000000 
LogLikelihood : 1993.982  
Information Criteria  
----------------------------  
Akaike       -7.5793 
Bayes        -7.4815 







Lampiran 19. Output ARCH/GARCH Data Forex USD_CHF 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi normal  
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,0) 




        Estimate  Std. Error  t value Pr(>|t|) 
ar1     1.011537    0.007073 143.0119 0.000000  
ar2    -0.265987    0.006468 -41.1251 0.000000 
ar3    -0.049850    0.011226  -4.4407 0.000009 
ar4    -0.033601    0.006546  -5.1328 0.000000 
ar5     0.025553    0.009086   2.8123 0.004919 
ar6    -0.089290    0.006774 -13.1820 0.000000 
omega   0.000001    0.000000  21.2946 0.000000  
alpha1  1.000000    0.034597  28.9040 0.000000  
LogLikelihood : 1348.253  
Information Criteria  
--------------------------------  
Akaike       -5.1252 
Bayes        -5.0601 
Shibata      -5.1257 
Hannan-Quinn -5.0997 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.058549    0.046635   1.25546 0.209311  
ar2     0.044521    0.047205   0.94313 0.345616  
ar3    -0.100587    0.043737  -2.29984 0.021457 
ar4    -0.010757    0.044899  -0.23959 0.810651 
ar5    -0.038660    0.046142  -0.83786 0.402112 
ar6    -0.096389    0.042322  -2.27753 0.022755 
omega   0.000012    0.000000 721.40020 0.000000 
alpha1  0.124349    0.046194   2.69187 0.007105  




LogLikelihood : 2145.211  
Information Criteria  
---------------------------  
Akaike       -8.1691 
Bayes        -8.0958 
Shibata      -8.1696 
Hannan-Quinn -8.1404 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.040798    0.046866   0.87052 0.384016 
ar2    -0.020168    0.048000  -0.42017 0.674363 
ar3    -0.141303    0.047872  -2.95167 0.003161 
ar4    -0.026936    0.044113  -0.61061 0.541458 
ar5    -0.015648    0.046050  -0.33981 0.733996 
ar6    -0.096590    0.042530  -2.27110 0.023141 
omega   0.000010    0.000000 117.44855 0.000000 
alpha1  0.105627    0.042580   2.48067 0.013114  
alpha2  0.135666    0.055929   2.42569 0.015279 
alpha3  0.165231    0.070560   2.34173 0.019195  
LogLikelihood : 2147.644  
Information Criteria  
----------------------------  
Akaike       -8.1745 
Bayes        -8.0931 
Shibata      -8.1753 
Hannan-Quinn -8.1427 
 
GARCH Model : sGARCH(4,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1     0.037412    0.046691  0.80128 0.422971 
ar2    -0.030116    0.047893 -0.62883 0.529463 
ar3    -0.151216    0.046730 -3.23595 0.001212 
ar4    -0.033065    0.047442 -0.69695 0.485834 
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ar5    -0.016854    0.044890 -0.37545 0.707328 
ar6    -0.091368    0.043114 -2.11923 0.034071 
omega   0.000009    0.000000 59.47442 0.000000  
alpha1  0.095859    0.050799  1.88703 0.059156 
alpha2  0.143028    0.060365  2.36937 0.017818  
alpha3  0.174569    0.073330  2.38059 0.017285  
alpha4  0.062667    0.044111  1.42066 0.155416  
LogLikelihood : 2148.646  
Information Criteria  
------------------------  
Akaike       -8.1746 
Bayes        -8.0850 
Shibata      -8.1754 
Hannan-Quinn -8.1395 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(6,0,0) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.069038    0.046585  1.481976 0.138347 
ar2     0.013059    0.046196  0.282683 0.777420  
ar3    -0.085577    0.046207 -1.852033 0.064021 
ar4    -0.015416    0.047467 -0.324769 0.745356 
ar5    -0.000567    0.045203 -0.012534 0.989999 
ar6    -0.083304    0.044074 -1.890103 0.058744 
omega   0.000001    0.000001  1.396301 0.162624  
alpha1  0.107250    0.017693  6.061853 0.000000  
beta1   0.808306    0.028296 28.565767 0.000000  
LogLikelihood : 2154.971  
Information Criteria  
-------------------------  
Akaike       -8.2064 
Bayes        -8.1331 
Shibata      -8.2070 
Hannan-Quinn -8.1777 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(6,0,0) 






        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.068906    0.046653  1.476978 0.139682  
ar2     0.013161    0.046403  0.283620 0.776702  
ar3    -0.085581    0.046996 -1.821018 0.068604 
ar4    -0.015321    0.047654 -0.321504 0.747829 
ar5    -0.000686    0.045538 -0.015057 0.987987 
ar6    -0.083276    0.044052 -1.890407 0.058704 
omega   0.000001    0.000001  1.537432 0.124187  
alpha1  0.107728    0.053917  1.998045 0.045712  
alpha2  0.000005    0.052252  0.000097 0.999922  
beta1   0.806782    0.029907 26.976039 0.000000 
LogLikelihood : 2154.972  
Information Criteria  
-------------------------------  
Akaike       -8.2026 
Bayes        -8.1211 
Shibata      -8.2033 
Hannan-Quinn -8.1707 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.071541    0.047742  1.498504 0.134002  
ar2     0.022629    0.041061  0.551110 0.581558 
ar3    -0.022163    0.006135 -3.612557 0.000303 
ar4     0.002637    0.043300  0.060894 0.951444  
ar5    -0.013350    0.042162 -0.316626 0.751527 
ar6    -0.097814    0.041626 -2.349806 0.018783 
omega   0.000014    0.000000 62.672761 0.000000 
alpha1  0.190596    0.071128  2.679606 0.007371 
shape   7.282301    1.950467  3.733619 0.000189  
LogLikelihood : 2149.923  
Information Criteria  
-----------------------------------  
Akaike       -8.1871 
Bayes        -8.1138 
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Shibata      -8.1877 
Hannan-Quinn -8.1584 
 
GARCH Model : sGARCH(2,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error    t value Pr(>|t|) 
ar1     0.063561    0.047195   1.346785 0.178049  
ar2     0.026110    0.044735   0.583646 0.559459 
ar3    -0.051499    0.045342  -1.135794 0.256043 
ar4     0.002374    0.043674   0.054346 0.956659  
ar5    -0.021297    0.043614  -0.488322 0.625322 
ar6    -0.090003    0.041002  -2.195071 0.028158 
omega   0.000012    0.000000 147.816330 0.000000 
alpha1  0.155147    0.058566   2.649087 0.008071  
alpha2  0.114179    0.052528   2.173684 0.029729  
shape   8.163798    1.765343   4.624483 0.000004  
LogLikelihood : 2152.674  
Information Criteria  
---------------------------  
Akaike       -8.1938 
Bayes        -8.1123 
Shibata      -8.1945 
Hannan-Quinn -8.1619 
 
GARCH Model : sGARCH(3,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.056498    0.047058  1.200604 0.229905 
ar2    -0.004257    0.047692 -0.089266 0.928870 
ar3    -0.064695    0.048904 -1.322891 0.185872 
ar4    -0.012070    0.044726 -0.269854 0.787272 
ar5    -0.018869    0.043982 -0.429008 0.667917 
ar6    -0.085493    0.041616 -2.054306 0.039946 
omega   0.000011    0.000000 61.666752 0.000000 
alpha1  0.139768    0.061204  2.283640 0.022393  




alpha3  0.112210    0.060407  1.857574 0.063229  
shape   8.353309    2.028738  4.117490 0.000038 
LogLikelihood : 2154.139  
Information Criteria  
----------------------------  
Akaike       -8.1956 
Bayes        -8.1060 
Shibata      -8.1964 
Hannan-Quinn -8.1605 
 
GARCH Model : sGARCH(4,0) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1     0.054329    0.047187  1.15135 0.249586 
ar2    -0.011197    0.048459 -0.23106 0.817272 
ar3    -0.072434    0.049912 -1.45122 0.146718 
ar4    -0.015306    0.046959 -0.32595 0.744459 
ar5    -0.022384    0.043736 -0.51180 0.608792 
ar6    -0.086071    0.041980 -2.05030 0.040336 
omega   0.000010    0.000000 42.65340 0.000000  
alpha1  0.130704    0.066862  1.95483 0.050603  
alpha2  0.109277    0.058221  1.87693 0.060527 
alpha3  0.116889    0.065758  1.77756 0.075477  
alpha4  0.051554    0.044295  1.16389 0.244468  
shape   8.474516    2.234045  3.79335 0.000149  
LogLikelihood : 2154.71  
Information Criteria  
---------------------  
Akaike       -8.1939 
Bayes        -8.0962 
Shibata      -8.1949 
Hannan-Quinn -8.1556 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
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ar1     0.066799    0.046017  1.451590 0.146616 
ar2     0.000543    0.045855  0.011844 0.990550  
ar3    -0.064721    0.045718 -1.415644 0.156880 
ar4    -0.014117    0.046131 -0.306022 0.759588 
ar5    -0.005608    0.044300 -0.126601 0.899256 
ar6    -0.082100    0.043548 -1.885290 0.059391 
omega   0.000001    0.000004  0.366282 0.714155  
alpha1  0.112653    0.054037  2.084733 0.037094  
beta1   0.794868    0.011362 69.955639 0.000000  
shape  11.101307    1.401328  7.921993 0.000000  
Information Criteria  
-----------------------------  
Akaike       -8.2159 
Bayes        -8.1344 
Shibata      -8.2166 
Hannan-Quinn -8.1840 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(6,0,0) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1     0.066413    0.046202  1.437463 0.150586  
ar2     0.000356    0.045815  0.007771 0.993799  
ar3    -0.064904    0.045689 -1.420566 0.155443 
ar4    -0.014288    0.046024 -0.310453 0.756217 
ar5    -0.005932    0.044062 -0.134635 0.892900 
ar6    -0.081986    0.043535 -1.883238 0.059668 
omega   0.000001    0.000005  0.315245 0.752576  
alpha1  0.112824    0.055838  2.020541 0.043327  
alpha2  0.000000    0.037501  0.000000 1.000000  
beta1   0.795544    0.022687 35.066406 0.000000  
shape  11.112945    0.999228 11.121534 0.000000 
LogLikelihood : 2158.453  
Information Criteria  
------------------------------  
Akaike       -8.2121 
Bayes        -8.1225 






Lampiran 20. Output ARCH/GARCH Data Forex USD_JPY 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi t 
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,2) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.540160    0.201127  -2.6857 0.007239 
ma1     0.553583    0.241761   2.2898 0.022034 
ma2     0.103586    0.070233   1.4749 0.140239 
omega   0.000013    0.000002   5.7699 0.000000 
alpha1  0.449663    0.394387   1.1402 0.254221 
shape   3.415676    0.334343  10.2161 0.000000  
Information Criteria  
-----------------------------  
Akaike       -8.3275 
Bayes        -8.2786 
Shibata      -8.3278 
Hannan-Quinn -8.3084 
 
GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,2) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.462321    0.349322  -1.3235  0.18568 
ma1     0.503159    0.347630   1.4474  0.14779 
ma2     0.096938    0.043556   2.2256  0.02604 
omega   0.000002    0.000002   1.1606  0.24581 
alpha1  0.146495    0.024371   6.0111  0.00000  
beta1   0.747959    0.027389  27.3090  0.00000 
shape   4.047580    0.615745   6.5735  0.00000 
Information Criteria  
----------------------------  
Akaike       -8.3583 
Bayes        -8.3013 





GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,2) 
Distribution : std  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.462355    0.350763 -1.318141 0.187456 
ma1     0.503164    0.348953  1.441926 0.149323  
ma2     0.096895    0.043564  2.224192 0.026136  
omega   0.000002    0.000002  1.307039 0.191200  
alpha1  0.146228    0.082077  1.781600 0.074814 
alpha2  0.000000    0.073090  0.000001 0.999999  
beta1   0.748432    0.037623 19.892810 0.000000  
shape   4.054500    0.641881  6.316596 0.000000  
Information Criteria  
-----------------------------  
Akaike       -8.3545 
Bayes        -8.2893 
Shibata      -8.3549 
Hannan-Quinn -8.3290 
 
> #Pendugaan Model dan Diagnostik Sisaan distribusi normal  
 
GARCH Model : sGARCH(1,0) 
Mean Model : ARFIMA(1,0,2) 
Distribution : norm 
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error     t value Pr(>|t|) 
ar1     -0.73195    0.000337 -2.1743e+03  0.00000 
ma1     -0.72915    0.000052 -1.4061e+04  0.00000 
ma2      0.77951    0.000193  4.0432e+03  0.00000  
omega    0.00000    0.000000  2.0474e-01  0.83778 
alpha1   0.68483    0.008026  8.5324e+01  0.00000 
Information Criteria  
----------------------------  
Akaike       5.7851 
Bayes        5.8258 






GARCH Model : sGARCH(1,1) 
Mean Model : ARFIMA(1,0,2) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error  t value Pr(>|t|) 
ar1    -0.389782    0.354826  -1.0985 0.271980 
ma1     0.391166    0.350742   1.1153 0.264742 
ma2     0.113196    0.053753   2.1058 0.035219 
omega   0.000002    0.000001   3.4514 0.000558 
alpha1  0.143240    0.023963   5.9776 0.000000  
beta1   0.753387    0.025507  29.5371 0.000000  
Information Criteria  
-----------------------------------  
Akaike       -8.2569 
Bayes        -8.2081 
Shibata      -8.2572 
Hannan-Quinn -8.2378 
 
GARCH Model : sGARCH(2,1) 
Mean Model : ARFIMA(1,0,2) 
Distribution : norm  
Optimal Parameters 
------------------------------------ 
        Estimate  Std. Error   t value Pr(>|t|) 
ar1    -0.391078    0.354698 -1.102565 0.270216 
ma1     0.392261    0.350629  1.118735 0.263253 
ma2     0.113141    0.053860  2.100648 0.035672  
omega   0.000002    0.000000  3.822491 0.000132  
alpha1  0.143534    0.055784  2.573036 0.010081  
alpha2  0.000058    0.053444  0.001079 0.999139  
beta1   0.752753    0.027984 26.899720 0.000000  
Information Criteria  
---------------------------  
Akaike       -8.2531 
Bayes        -8.1961 

























rt = diff(log(data$Terakhir)) 
rt 
 
ret=data.frame(Tanggal= data$Tanggal[-1], Return 
= rt) 
ggplot(ret, aes(x = Tanggal, y = 
Return))+geom_line() + theme_minimal() + 
  labs(title = "Return Emas") + theme(plot.title 






#Plot ACF dan PACF model ARMA 




model1 = arima(rt, order = c(4,0,6), fixed = 
c(0,0,0,NA,0,0,0,0,0,NA), include.mean = F, 




model2 = arima(rt, order = c(6,0,4), fixed = 
c(0,0,0,0,0,NA,0,0,0,NA), include.mean = F, 
method = "ML") 
model3 = arima(rt, order = c(4,0,0), fixed = 



































                  variance.model = 
list(garchOrder=c(1,0)), 









                   variance.model = 
list(garchOrder=c(1,1)), 














                  variance.model = 
list(garchOrder=c(1,0)), 
                  distribution.model = "norm") 






                   variance.model = 
list(garchOrder=c(1,1)), 













P<-ugarchforecast(ma4,n.ahead = 30) 
 
f_inverse = function(yt,f){ 
  hasil = c() 
  t = 31 
  while (t <= 60){ 
    f_inv = exp(f[t-30])*yt[t-1] 
    yt = append(yt,f_inv) 
    hasil = append(hasil,f_inv) 
    t=t+1 
  } 
  return(hasil) 
} 
 
f_invers = f_inverse(tail(data$Terakhir,30), 
c(P@forecast$seriesFor)) 
 
data.frame(x =1:60,  
           data = 
c(tail(data$Terakhir,30),f_invers), 
           Kategori = c(rep("Data Awal",30), 
rep("Ramalan",30))) %>%  
  ggplot(aes(x = x,y = data, col = Kategori))+ 
  geom_line()+theme_minimal()+ 
  labs(title = "Plot Ramalan 30 Hari Kedepan") + 
  ylab("Return") + 
  theme(plot.title = element_text(hjust = 0.5)) 
 
