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1. INTRODUCTION 
The purpose of this paper is to demonstrate the equivalence of several 
variational principles relating to the existence of multiple solutions for a 
boundary value problem of the form 
[~(Wl’ + y&x, Y”) = 0, “V E (0, I>, (14 
y(0) = y(1) = 0. (1.2) 
Our assumptions are as follows: 
(i) a is positive and continuously differentiable in [0, 11; 
(ii) b is continuous on {(x, t) : x E [0, I], 0 < t < 031, and satisfies 
6(x, 0) > 0, 3 E [O, 11; U-3) 
(iii) 6 is a strictly decreasing function of its second argument, i.e., 
6(x, t1) > 6(x, t2) for 0 < 4 < ?? , %E[O, 1-J; (1.4) 
(iv) for each x E [0, l] 
& 6(x, t) < 0. U-5) 
It is because of the imposition of condition (iii) that, following a fairly 
standard terminology, the problem is called sublinear. 
Some studies of problems similar to the one under consideration here or 
the related eigenvalue problem 
(a(x)y’) + Ayb(x, y”) = 0, x E (0, 11, (l-6) 
Y(0) = Y(l) = 0, (l-7) 
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are [3,9, 13, 141; in these works however variational methods play little 
or no part. A numerical study of a similar problem is [12]. The most complete 
results on the structure of the eigenfunction branches of (1.6), (1.7) are 
contained in Rabinowitz [15] or Martman [7]; these results contain the 
existence theory for (l.l), (1.2). The paper of Rabinowitz deals with general 
nonlinear eigenvaiue problems and the results are obtained by application 
of the theory of topologial degree. In [7] similar results are obtained directly 
for second order ordinary differential equations (but for problems of a more 
general form than (1.6), (1.7)) by more elementary methods. 
The existence of multiple solutions of (l.l), (1.2) can be established by a 
variational argument based on the Lyusternik-Schnirelman theory. This 
variational approach is more significant however for the elliptic problem 
u(x) = 0 in 852, (1.9) 
where Q is a bounded region in RN, for here when N > 2 the variational 
method gives results not otherwise obtainable. This approach to (1.Q (L9j 
is taken in [I, 8, 161; the treatment in [16] makes use of the work of CIark [2]- 
The results in the sources just quoted apply, when specialized to N = 1, 
to (l.l), (1.2). s ince no information concerning nodal properties of solutions 
of (l.l), (1.2) is obtained in this way an alternative variational approach to 
(1.11, (1.2) which does give such information is also developed in [S]. This 
method, which is applicable only to ordinary differential equations, is the 
analogue of a method used in [lo, 11, 171 in the study of superlinear boundary 
value problems. 
Were we show that these two approaches are equivalent in the sense that 
they both determine the same sequence of critical values of the functional 
of which (1.1) is the Euler equation. It will follow that if to the nth Lyusternik- 
Schnirelman critical value there corresponds a nontrivial solution of (l.l), 
(1.2) then there corresponds one which has exactly FZ - 1 zeros in (0, I). 
As a by-product of this demonstration we obtain a third representation of 
these critical values by a formula analogous to that in the Courant-Weyl 
principle. The construction used in the proof of inequality (4.17), which 
proof is the essential step in the proof of the main theorem, is closely related 
to a construction used in [14] in conjunction with a fixed point argument. 
The analogous questions for superlinear problems have been answered 
in [4 and 51. In the superlinear case the third representation of the critical 
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values is by a formula analogous to that in Poincare’s principle, which is 
complementary to the Courant-Weyl principle. For a complete discussion 
of the Poincare and Courant-Weyl principles see [18]. 
In order to be able to rely on the results proved in [8], we have made 
exactly the same assumptions concerning (1. l), (1.2) as are made there. Two 
possible directions of generalization are through relaxation of (1.5) and 
through allowing (1.1) to be quasi-linear, or more specifically to have the form 
of the one-dimensional case of the equation considered in [6]. Similar 
arguments also apply to the sublinear case of the generalized Emden-Fowler 
equation 
Y” + p(4 I Y IY sgn Y == 0, x E (0, l), 
where p is continuous and positive on [0, I] and 0 < y < 1. The variational 
approach to the boundary value problem (1.2) for this equation can be made 
via the study of the Rayleigh quotient 
(jo1 [Y’(412 dc)(y+l)p/~olp(x), y(x)ly+l ax. 
Variational methods are valuable for the study of this problem since the 
problem cannot be “linearized at 0” and hence does not yield to bifurcation 
methods. 
2. SUMMARY OF KNOWN RESULTS 
This section will consist of a brief summary of certain of the results of [8]. 
First we introduce some notation and terminology. For a closed interval 
[a, is] C [0, I], I&, ,P] will d enote the space of real-valued functions zc that 
are absolutely continuous on [OI, /3], possess square integrable derivatives and 
vanish at a: and ,L3. fi[[ol, /3] will be assigned a Hilbert space structure through 
the introduction of the inner product 
(u, v> = LB U(X) u’v’ dx; 
it is easily seen that the resulting Hilbert space structure is equivalent to that 
which arises from the inner product 
[u, VJ = s,” u’v’ dx. 
By identifying u E @a, /3] with the function on [0, l] that agrees with u on 
VARIATIONAL PRINCIPLES 49 
[Al, fl] and vanishes outside [a, ,EJ we shall regard &[a, ,8] as a subspace of 
&[O, I]. We note that if v E &[O, l] an d z’ vanishes outside of [a, p] f [0, l] 
then, with the above identification, v E @a, /3]. 
As is customary we shall denote by C[O, l] the Banach space that consists 
of real-valued functions continuous on [0, l] and is provided with the 
sup norm. The functions in &[O, I] belong to C[O, I] and the inclusion 
B[O, 11 + C[O, l] 
is compact. We note finally that, because of condition (ii), the functional 
1 
s.c 
112 
b(x, t) at ax 
0 0 
is continuous on C[O, 11. 
The possibility of nonuniqueness of solutions to the initial value problem 
for (I. I) will not concern us here. It is however important to note that the 
particular initial value problem 
y(xo) = y’(xo) = 0 
for (I, 1) does have a unique solution. Hereafter we shall refer to this property 
as “uniqueness of the zero solution.” This uniqueness can be shown by the 
simple device of regarding a solution y of (1 .l) as a solution of the linear 
equation 
[u(x)u’] + ub[x, y”(x)] = 0 
and using the fact that the initial value problem for the linear equation has a 
unique solution. 
Let [ar, /3] C [0, 11. A weak solution of 
is a function u E @or, p] which satisfies 
s o [u(x) y’v’ + vyb(x, y2)] ax = 0 a 
for every continuously differentiable function v on [CX, /?J which vanishes 
outside of a compact subinterval of ((y., /3). It can be shown by a standard 
argument that a weak solution of (2.1), (2.2) is actually a solution in the 
ordinary sense. 
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For u E &[a, /I] let 
T(u) = i’l [a(x) ZP - 6’ b(r, t) dt] dx, 
0 
and define A,[a,, p] by 
Al[cx, /3] = sup{--r(u) : u E z&x, jS?J}. 
M7e observe that, as is almost immediate, ~&[a, /J] is a continuous function 
of (a, p). For n = 1, 2 ,..., let A, = AJO, I] be defined by 
A, = inf 
! 
jJ A,[&-r , &] : 0 = to < fI < --- < 5‘, = 1 . (2.3) 
i=l / 
Following [S] we shall say that the interval [a!, /3] C [0, l] is a critical 
interval if the lowest eigenvalue p1 = pr[ol, fi] of the problem 
satisfies 
[a(x)u’]’ + pub(x, 0) = 0 in (01, B), 
u(a) = u(P) = 0 
Plb, PI 3 1; 
[a, /I] is said to be noncritical otherwise. 
The results from [S] which we shall require here are summarized in (*) 
and (**) below. 
(*) TJze following are equivalent: 
(a) the interval [01, 8] C [0, l] is noncritical, 
(b) fl,[a, PI > 0, 
(c) (2.1), (2.2) h as a solution zvhich is positive in (c+ ,B). In the case that (c) 
holds, this positive solution is unique. 
(**) Let the eigenvahes (pL,} of the linear problem 
satisfy 
[a(x)u’]’ + pub@, 0) = 0 in (0, I), (2.4) 
u(0) = u(1) = 0 (2.5) 
0 < /Al < pz < ... < pp < 1 < pp+1 < . . 
for some integer p. Then 
A, > A, > .~.>A,>0 (2.6) 
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ma 
A, = 0 for 11 > p. 
For n = l,..., p, the problem (I.l), (1.2) has a solution yR with exactly n - I 
zeros in (0, 1) and which satis$ies 
There exists no nontrivial solution of (I.l), (1.2) having more thus p - I 
zeros in (0, 1). 
3. VARIATION-AL INEQUALITIES 
From (1.4) and (1*5) it follows by an elementary argument (given in 
detail in [6]) that if E > 0 is preassigned there exist f, g r^_L2[0, I] with 
and such that 
r fl lj “dX<E (3.1) 
do 
.t 
J 4x, 4 ds < f(x)1 t I + g(x). (3.2) 0 
Since the inclusion mapping 
xqo, l-j --f cyo, l] (3.3) 
is continuous it readily follows from (3.1) and (3.2), with E sufficiently small, 
that for u E @,O, 11, 
r(u) > e Jo1 a(x) 2P dx - y, (3.4) 
where e and y are positive constants. 
We now state a basic variational inequality, namely, for ~1, v E &LO, I], 
T(v) - r(u) > lo1 u(x) v’2 dx - j”’ v”-b(r, u”) dx 
0 
- Ib’ a(x) ad2 dx + s’ u”b(x, ~3) dx. (3.5) 
e 
This inequality follows immediately from the fact that -s$ b(x, t) dt is 
convex in the argument d, and since, moreover, this convexity is strict, 
equality can hold in (3.5) oniy if ~9 = v2. 
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LEMMA 3.1. The functional r(u) is weakly lower semicontinuous on f&O, 11. 
Proof. Since the imbedding (3.3) is compact and the functional 
1 u2 
SI b(x, t) dt dx 0 0 
is continuous on CIO, l] it follows that that functional is weakly continuous 
on fi[O, 11. The weak lower semicontinuity of I’ on I!Z[O, l] then follows 
immediately from that of the functional 
I 
1 
a(x) ad2 dx. 
0 
4. MAIN RESULT 
Let [u, ,8] C [0, I], we define y(.; 01, /3) E I?[O, I] as follows: if [a, p] is 
noncritical then y( .; 01, j?) agrees in [a, /3] with the unique positive solution of 
@.I), (2.2) and ~4.; 01, 4 vanishes identically in [0, I] outside of [a, /3]; 
y( 0; 01, /3) is identically zero if [a, p] is critical. 
LEMMA 4.1. The mapping 
(% P) t-+ Y(‘i % 8) 
of [0, l] X [0, l] into B[O, l] is continuow. 
Proof. For any 01, p with 0 < 01 < /I < 1 we have 
qy(*; % B)l = -4h PI. 
Since Lzr[ol, j?] > 0 this implies that y = y(.; 01, /3) satisfies 
s 
1 
e a(x) y/z dx < y, (4-l) 
0 
where e and y are the constants in (3.4). This enables one to reduce the 
continuity assertion in the above lemma to the following. 
(‘1 If [%I, pn.1 c LO, llfor n = 1, L., 
and (Y(. ; an , A>> converges weakly to u ilz fi[O, l] then u = y(*; 01, p). 
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To prove (t) we first note that since the inclusion (3.3) is compact, 
1YC.i %z > PnN converges uniformly to U, thus 
and 
u(x) = 0, x e rJ% PI, (4.2) 
u(x) > 0, x E [a, p]. (4.3) 
From (4.2) and the fact that {y(.; 01, , /Q> converges weakly to u it follows 
that u is a weak solution of (2.1), (2.2). H ence 24 is in fact a solution of (2.1), 
(2.2) in the ordinary sense. From the continuity of A, and the weak lower 
semicontinuity of I’ we have 
If [ol, p] is a critical interval then u must vanish identically in [a, /3] and thus 
indeed u = y(*; 01, 8). Otherwise, by (*) of Section 2, Ai[a, fl] > 0 and thus, 
since r(O) = 0, it follows from (4.4) that u + 0 in [01,p]. From (4.3) and the 
uniqueness of the zero solution of (1.1) it then follows that u is positive in 
(01, p), and hence u coincides in (01, B) with the unique positive solution of 
(2-l), (2.2). This completes the proof of(t), and the latter assertion, in view 
of (4.1), implies the continuity assertion of Lemma 4.1. 
We now define the Courant-Weyl numbers associated with (1 .l), (1.2) 
as follows, for n = 1, 2,..., 
C, = infc,-dimM~n-l sup{-T(U) : 24 E f%fj, (4.5) 
where ill denotes a subspace of &[O, l] an co-dim lid is the co-dimension d 
of nf in B[O, 11. 
In what follows S will denote a compact subset of @O, l]/(Oj which is 
symmetric through the origin. The genus of such a set S, y(S), is defined to be 
zero if S = 2 and otherwise to be the least integer n such that there exists 
an odd continuous map f : S --f R”/(O). The L,yustevnik-Schlairel~nan numbers 
associated with (1.1) ,( 1.2) are defined as follows, for II = 1,2 ,..., 
c, = supv(s)>n inf(-r(u) : 21 E S). (4.6) 
LEMMA 4.2. The sequences {C,> and (~3 are nonincreasing sequences L$ 
nonnegative numbers. For each n, 
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Proof. The nonincreasing character of these sequences is clear from the 
definitions. The inequality (4.7) 1 a so is clear when n = 1, in fact equality is 
clear in that case. To prove (4.7) for n > 1 let 1cf be a subspace of @O, 1] 
of co-dimension n - 1 and let r(S) = n. We claim that M n S is nonvoid. 
Indeed let P be the orthogonal projection onto the orthogonal complement 
of ill. Clearly then, since y(S) = 1z, P must annihilate an element of S, 
which element therefore belongs to M n S. Thus 
inf{-r(U) : 24 E Sj < Sup{-F(U) : U E AZ) (4.8) 
for any such S and hf. The inequality (4.7) follows immediately from (4.8) 
and Definitions (4.5) and (4.6). 
To complete the proof it suffices to show that c, > 0 for all n. If n > 1 
is given and L is any n-dimesnional subspace of &[O, l] then by the Borsuk 
Antipodal Mapping Theorem, 
I s 1 s= UEL: n(x) d2 dx = E 0 
is a set of genus n for any E > 0 and clearly 
inf(-r(u) : u E S> > --E. 
It follows that c,% > 0. 
LEMMA 4.3. Let u be a solution of (l.l), (1.2) with exactly n - 1 zeros 
in (0, 1). Then 
--r(u) > c,, . (4.9) 
In particular t 
4 3 cn * (4.10) 
Proof. Let u be as above, then u is the nth eigenfunction of the linear 1 
problem 
(a(x)v’)’ + pb(x, u2) = 0 in (0, 11, (4.11) ) 
v(0) = V(1) = 0, (4.12) t 
and the corresponding ntb eigenvalue, y, , is one. Thus 
s 
1 
a(x) u’” dx = 
0 s 
1 
u”b(x, u”) dx, (4.13) 
0 
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and if ui , zcg ,..., u,-~ are the first n - 1 eigenfunctions of (4.1 l), (4.12) then 
from the theory of the Sturm-Liouville problem, 
s 
1 
a(x) w'2 ax > 
0 s 
1 
7%(X, 28) ax (4.14) 
0 
for any 2i satisfying 
(4.15) 
If ZJ satisfies (4.15) then it follows from (4.13), (4.14) and (3.5) that 
--r(w) < --r(u). (4.16) 
Since (4.15) determines a subspace of co-dimension n - 1 in &CO, 11, the 
inequality (4.9) follows from (4.16) and (4.5). 
The inequality (4.10) follows immediately from (**) and what we have 
just proved provided An > 0. If on the other hand A,% = 0, then by (**) 
the nth eigenvalue p,n of (2.4), (2.5) satisfies 
If we take u1 ,..., zl,-i to be the first n - 1 eigenfunctions of (2.4), (2.5) then 
for v E @O, l] satisfying (4.15), we have (4.14) for u = 0. Taking u = 0 in 
(3.5) then gives 
for all such ZJ and thus it follows as before that 
Remark. Note that when one applies the argument used above to prove 
(4.9) to the case n = 1, then of course condition (4.15) becomes void, (4.14) 
is strict unless z’ is proportional to u and (3.5) is strict unless g2 = ~9. Thus 
we conclude 
--r(w) < --r(u) 
unless w = u or z, = -u. This gives an independent proof of the uniqueness 
assertion in (*). This argument is generalized and applied in [6] to a quasi- 
linear elliptic probIem. 
To establish the main result of this note it remains only to demonstrate 
that for each n = 1, 2,..., 
42 G&k. (4.17) 
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The inequality (4.17) clearly holds if n = 1 or if /l, = 0, thus it will be 
assumed in the remainder of the proof that n > 1 and /I, > 0. To demonstrate 
(4.17) in this case it suffices to show that there exists a set SC &[O, l] of 
genus not less than n such that 
A, < inf(--r(U) : u ES}. (4.18) 
We claim that such a set is the collection of all functions u such that there 
exist 0 = & < & < ... < & = 1 with 
for x g FL , &I, i = I,..., n. (4.19) 
If u satisfies (4.19) then 
-0) = f 4[&-1 , &I, 
i=l 
and thus the set S of all functions of this form satisfies (4.18). It remains to 
show that this set has genus not less than n. This is done as follows. Let 
For 17 E K, let t(q) = (&o(q),..., &(T)) be defined by 
and let T(q) E @O, l] be the function that is defined as follows 
i = l,..., n. 
and thus T(T) f 0. The map T is continuous by Lemma 4.1; it is odd, 
i.e., T(-7) = -T(q), and T(KJ _C &[O, l]/(O). An odd continuous map of 
T(KJ into RRn-l/(O) would induce such a map of K, into Rn-l/(O), but in 
view of the Borsuk Antipodal Mapping Theorem such a map as the latter 
cannot exist. Thus y( T(K,)) > n. It is clear that T(K,) is just the set of all zc 
of the form (4.19), thus that set has genus not less than n. Thus (4.17) has 
been proved. 
Summarizing what has been proved above and combining with that the 
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results of Hempel quoted in (**) of Section 2, we have the following; as 
before M will denote a closed subspace of B[O, l] and Swill denote a compact 
symmetric subset of &[O, l]/(O}. 
THEOREM 4.1. The critical values .A,, A, ,... of --I’, defined by (2.3) 
can also be represented by the formula 
A, = infco-dimM<n-l SUP{--T(U) : u EM} (4.20) 
or by the formula 
A, = SUP~(~)>~ inf{-T(u) : u E S}. (4.21) 
If for a given n, A, > 0 then there exists a pair (u, -u) of nontrivial solutions 
of (l.l), (1.2) such that u has exactly n - 1 zeros iu (0, 1) and 
--r(u) = A,. (4.22) 
Remark. If it is the case that to each n > 1 there corresponds at most one 
pair of solutions (u, -u) of (l.l), (1.2) such that u has exactly n - 1 zeros 
in (0, 1) (for brevity hereafter we shall say “solutions are uniquely deter- 
mined by node1 properties” if this is the case) then it is clear that all of 
the critical values of -T will be given by (2.3) (4.20), or (4.21), i.e., every 
nontrivial solution of (I .I), (1.2) will satisfy (4.22) for some n; moreover, to 
each fl, > 0 there will correspond exactly one pair (u, -u) of nontrivial 
solutions. Solutions are uniquely determined by nodal properties when (1.1) 
is autonomous and in certain other cases (see Section 5) but this is not so in 
general, as is shown by an example in [3]. When unique determination by 
nodal properties fails it can occur that there will be more than one pair of 
nontrivial solutions (u, -u) satisying (4.22) for a given n > 1, and/or that 
there will be nontrivial solutions u which do not satisfy (4.22) for any n, 
It is generally true however, and follows from Lemma 4.3 and (2.6), that any 
nontrivial solution u satisfying (4.22) must have at least n - 1 zeros in (0, 1). 
5. EXAMPLES 
We conclude with two examples. Actually each of these falls outside of the 
class of problems treated above but both are “subhnear” and the methods 
employed above can be adapted in a straightforward way to their treatment. 
Both of the examples below arise from physical problems and both contain 
a physically significant parameter so that they can be regarded as nonlinear 
eigenvalue problems. Here we shall view the parameter as fixed and discuss 
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the possibility of the existence of multiple solutions for a fixed value of the 
parameter. The result of varying the parameter is easily deduced; complete 
discussions of that aspect of the problem can be found in [9 and 131. 
The first example is the problem studied by Kolodner in [9], namely 
y” + (2(x2 + yy"y = 0, (5.1) 
y(0) = y’(1) = 0. (5.2) 
This problem represents a mathematical model of a heavy rotating string; 
the parameter w is the angular velocity. Because (5.2) involves a free end 
condition, in the analysis of this problem the space &[a, 11, for 0 < 0: < 1, 
is replaced by the space of functions which are absolutely continuous with 
square integrable derivative and vanish at ol; no real difficulty results from 
the mild singularity of the coefficient at x =y = 0. The functional I’ that 
corresponds to (5.1), (5.2) is 
l-(u) = J-o1 (u’2 - 2wqx2 + u”)li” - x]} dx. 
With the indicated substitution for the spaces &[cx, l] and the above r there 
holds the exact analogue of Theorem 4.1. It is shown in [9] that solutions 
of (5.1), (5.2) are uniquely determined by nodal properties. 
The second example is the problem which arises from consideration of the 
bending of a non-homogeneous rod under longitudinal loading, 
y”/(l - y’“)lP + A&)y = 0, (5.3) 
y(0) = y(l) = 0, (5.4) 
where p(x) is continuous and positive on [0, l] and the parameter X is the 
load on the rod. The appropriate functional for (5.3), (5.4) is 
Let 
r(u) = i1 (ly’ 2 arc sin t dt - @(p(x) u2) dx. 
then I’ is defined on B. In place of the inequality (3.5) we have, for u, v E B, 
r(v) - r(u) > s,’ [d2 + - A.(x) vz] dx 
1 
S[ 
@ arc sin u’ - 
0 24’ 
- A&x) 1131 dx, 
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which follows from the convexity of so ‘W arc sin t dt as a function of 9. 
The role of the linearized equation (4.11 j is played in this case by the equation 
I( arc sin u’ > 1 ’ ad V’ + App(x)u = 0. 
Corresponding to a given coefficient p(x) there is an L > 0 such that the 
analogue for (5.3), (5.4) of Theorem 4.1 holds provided 0 < h CL. The 
formulas (4.20) and (4.21) are replaced respectively by 
A, = inf sup (--T(U) : u E B n ii/r> (5.5) 
co-dimM<n-1 
and 
A n = sup inf (-r(u) : zk E sj. 
YfS 
In the case of a homogeneous rod, i.e., p(x) = const., solutions are uniquely 
determined by nodal properties. 
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