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ON THE EQUVIALENCE OF COLIMITS AND 2-COLIMITS.
ILIA PIRASHVILI
Abstract. We compare the colimit and 2-colimit of strict 2-functors in the 2-category of
groupoids, over a certain type of posets. These posets are of special importance, as they
correspond to coverings of a topological space. The main result of this paper, Theorem 2.1,
gives conditions on the 2-functor F, for which colim F ≃ 2colim F. One can easily see that any
2-functor F can be deformed to a 2-functor F′, which satisfied the conditions of the theorem.
Introduction
Let X be a topological space and U = {Ui}i∈I ∈ Cov(U) an open covering of an open subset
U ⊆ X . We have shown in [3] that, under some small assumptions on X , there is an equivalence
of categories
Π1(U) ≃ 2colimU Π1 ≃ colimU Π1.
Of course, that Π1(U) is isomorphic to colimU Π1 is an easy consequence of the famous reformu-
lation of the classical Seifert-van Kampen theorem by Brown [1]. However, showing that Π1(U)
is equivalent to the 2-colimit, rather than the colimit, has some advantages. For one, this allowed
us to axiomatise the fundamental groupoid in [3]. Additionally, it enables us to replace the par-
ticipating groupoids Π1(Ui) of the 2-colimit with equivalent ones, not just isomorphic ones. This
is very helpful for calculations. We can usually replace groupoids with uncountable many objects,
with groupoids having only finitely many objects. The downside is that, calculating a 2-colimit is
harder than a colimit. The aim of this paper is alleviate this.
Let C be a boolean lattice associated to an open covering, seen as a 2-category, and F : C→ Gpd
a 2-functor in small groupoids. We will show in Theorem 2.1 that the colimit and 2-colimit of
C are equivalent, if a certain injectivity condition is satisfied. Though this condition seems fairly
restrictive, we like to point out that it only requires for certain functors to be injective on objects.
It is an obvious and well-known fact that any functor F : G → H between groupoids (or categories)
can easily be replaced with a functor F ′ : G → H′ that is injective on objects. As such, this is
only a theoretical restriction, that will not be a great hindrance in practice.
We will give a few small applications of this result in calculating the fundamental groupoid of
a topological space. More applications will soon be demonstrated in an upcoming paper.
Lastly, we will also show that it is possible to truncate the 2-colimit at ’depth 3’. That is, we
can define a new poset C′ from C, which only consists of the elements with codimension at most
3. We have an equivalence of categories
2colimF ≃ 2colimF′,
where F′ : C′ → Gpd is just the restriction of F : C → Gpd. This result is an analogue of the
classical result for colimits, where we can restrict ourselves to codimension at most 2.
Among other things, this simplifies the conditions of Theorem 2.1, as we will state in Corollary
5.4.
I would like to thank Dexter Chua for pointing out a mistake in the statement of Theorem 2.1.
1. Limits and 2-limits
1.1. Preliminaries on 2-Category Theory. We will give an abridged overview of the main
ideas points of 2-category theory, which we will need for the purposes of this paper. The reader
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is advised that this only serves to fix notation, and should not be seen as introduction to this
subject. Further, it should be pointed out that our terminology might differ from other sources.
A category C, enriched in categories, is called a 2-category. That is to say, C has
• objects,
• morphisms (also called 1-cells) and
• 2-morphisms (also called 2-cells).
For any two objects A,B ∈ C, HomC(A,B) is a category. For any triple A,B, C, we have a compo-
sition functor ϕ : HomC(A,B)×HomC(B, C)→ HomC(A, C), that satisfies a certain compatibility
condition. That is, for any quadruple the obvious diagram commutes. We also have identity
objects in the Hom-s, which we will not address. The 2-morphisms form a set and are functorial.
We can also compose functors and 2-functors, which we will not discuss either.
A 2-category is called strict if the composition functors ϕ : HomC(A,B) × HomC(B, C) →
HomC(A, C) are equivalences.
The main example of a (strict) 2-category is the 2-category of categories. This differs from the
category of categories in that we do not forget natural transformations. They are the 2-morphisms.
The 2-categories that we will consider in this paper are all strict.
Let C and D be 2-categories. A 2-functor F : C → D is a rule that assigns objects to objects,
morphisms to morphisms and 2-morphisms to 2-morphisms. Composition of morphisms need not
be respected. But for any chain A
i
−→ B
j
−→ C, we have a 2-isomorphism τi,j : F(j) ◦F(i)⇒ F(j ◦ i),
such that obvious diagram commutes for any A
i
−→ B
j
−→ C
k
−→ D. This is sometimes called the
coherent compatibility condition. The composition of 2-morphisms is respected.
A 2-functor between strict categories is strict if the natural isomorphisms τi,j are the identities.
Note that we can regard any set as a category, where the morphisms are trivial. Similarly, we can
regard any category as a 2-category where the 2-morphisms are trivial. This will always be strict.
A functor F : C → D can be seen as a 2-functor in a natural way. This will always be strict as
well.
For a 2-functor F : C→ D, we can talk about 2-limits and 2-colimits. They are defined in much
the same way as limits and colimits are defined for a functor. However, the associated diagrams
are all 2-commutative. That is to say, they commute up to compatible natural isomorphisms. If
the 2-functor F is strict, however, we can also talk about the limit and colimit of F. The main
idea of this paper is to compare the colimit and 2-colimit of a special type of strict 2-functors.
Namely, when C is coming from a post, induced by an open covering of a topological space, and
D is the 2-category of small groupoids. Though this is a very restrictive setting, it is also a very
important one.
Given an open covering U := {Ui}i ∈ I of a topological space, the fundamental groupoid Π1,
seen as a groupoid, is going to be such a 2-functor. We have shown in [3] that Π1 : Off(X)→ Gpd
U 7→ Π1(U) is a costack. That is to say, it satisfies a slightly reformulated version of the Seifert-van
Kamen theorem, where Π1(U) ≃ 2colimU Π1 is an equivalence of groupoids. As such, being able
to reduce the calculation of the 2-colimit to the colimit in such a case can be rather helpful.
1.2. Limits and Colimits in Categories. Let I be a poset, regarded as a category and let
Φ : Iop → Sets a contravariant functor to the category of sets. For i ≤ j, let φij : Φ(j)→ Φ(i) be
the induced map.
We can construct an important set limi Φ(i), called the limit of Φ. Elements of limiΦ(i) (or
simply limΦ) are families (xi), where xi ∈ Φ(i), and for any i ≤ j one has φij(xj) = xi.
More generally, if C is a category and Φ : Iop → C a contravariant functor, we can consider
the functor C→ Sets given by
X 7→ lim
i
HomC(X,Φ(i)).
If this functor is representable, the representable object is called the limit of Φ. It is denoted by
lim
i
Φ(i). Thus,
HomC(X, lim
i
Φ(i)) = lim
i
HomC(X,Φ(i)).
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It is a straightforward exercise to check that the set limΦ we constructed is indeed the limit with
this definition as well.
Dually, if Φ : I → C is a covariant functor, we can consider the functor C→ Sets given by
X 7→ lim
i
HomC(Φ(i), X).
If this functor is representable, the representable object is called the colimit of Φ and is denoted
by colim
i
Φ(i). Thus,
HomC(colim
i
Φ(i), X) = lim
i
HomC(Φ(i), X).
1.3. 2-Limits and 2-Colimits of Categories. Analogously to the above, we can talk about
2-limits and 2-colimits of a 2-functor Φ : I → Gpd. Naturally, this can be done in a much more
general setting, where I and Gpd are arbitrary 2-categories. However, we will restrict ourselves
to this setting as it is sufficient for our discussion. Indeed, we are primarily interested in the case
when Φ is strict. As such, unless otherwise stated, a 2-functor will be assumed to be strict.
1.3.1. Construction of limits in Gpd. It is well-known [2], that the category Gpd has limits and
colimits, as well as 2-limits and 2-colimits. For example, objects of the groupoid limiΦ (or simply
limΦ) are families (xi), such that φij(xj) = xi for any i ≤ j. Here, xi is an object of the category
Φ(i). A morphism (xi) → (yi) is a family (fi), such that φij(fj) = fi for any i ≤ j. Here,
fi : xi → yi is a morphism of Φ(i).
1.3.2. Construction of colimits in Gpd. A sketch of the construction of colim
i
Φ(i) for a functor
Φ : I → Gpd is given as follows: (see [2, pp.4-5, p.11]). The set of objects of the groupoid
colim
i
Φ(i) is the colimit of i 7→ Ob(Φ(i)) in the category of sets. Here, Ob(C) denotes the set of
objects of the category C. Next, we take the colimit in the category of sets of i 7→ Mor(Φ(i)),
where Mor(C) denotes the set of morphisms of the category C. The domain and codomain
functions Mor(Φ(i))⇒ Ob(Φ(i)) induce maps in colimits
colim
i
Mor(Φ(i))⇒ colim
i
Ob(Φ(i)).
This yields a directed graph (diagram scheme in the terminology of [2]). Denote this directed
graph by X and let Pa(X) be the free category generated by X . The category colim
i
Φ(i) is the
maximal quotient category, for which the composite
Φ(i)→ Pa(X)→ colim
i
Φ(i)
is a functor for all i ∈ I. It can be checked that the category colim
i
Φ(i) is a groupoid, which is the
colimit of Φ(i) in the 2-category Gpd.
1.3.3. Construction of 2-limits in Gpd. We can construct another very important groupoid 2lim
i
Φ(i),
called the 2-limit of Φ. Objects of 2lim
i
Φ(i) (or simply 2limΦ) are collections (xi, ξij), where xi
is an object of Φ(i), while ξij : φij(xj) → xi for i ≤ j is an isomorphism of the category Φ(j). It
satisfies the so called 1-cocycle condition: For any i ≤ j ≤ k, one has
ξik = ξij ◦ φij(ξjk).
A morphism from (xi, ξij) to (yi, ηij) is a collection (fi), where fi : xi → yi is a morphism of Φ(i).
Furthermore, the following
φij(xj)
ξij //
φij(fj)

xi
fi

φij(yj) ηij
// yi
is a commutative diagram for any i ≤ j.
If one compares these constructions, one easily sees that there is a functor
γ : limΦ→ 2limΦ,
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given by
γ(xi) = (xi, Idxi).
It is also straightforward to check that γ is full and faithful.
Let Φ : I → Gpd be a strict covariant 2-functor and define the (strict) 2-functor Gpd→ Gpd,
given by
G 7→ lim
i
HomGpd(Φ(i),G).
Here, HomGpd(G1,G2) denotes the groupoid of all functors G1 → G2 and natural transformations
between them, where G1,G2 are groupoids. This 2-functor is 2-representable. The 2-representable
object is called the colimit of Φ. It is denoted by colimi(Φ) (or colim(Φ)).
Define the 2-colimit of Φ, denoted by 2colimi Φ(i) (2colimΦ), to be a groupoid which 2-represents
the 2-functor
G → 2lim
i
HomGpd(Φ(i),G).
Thus, there exists an equivalence of groupoids
2limHomGpd(Φ,G) ∼= HomGpd(2colimΦ,G).
1.3.4. Construction of 2-colimits in Gpd. Let Φ : I → Gpd be a 2-functor. We regard Gpd as
a natural 2-category.
Recall the Grothendieck construction
∫
I
Φ. Objects of the category
∫
I
Φ are pairs (i, x), where
i is an object of I and x is an object of Φ(i). A morphism (i, x) → (j, y) exists if i ≤ j. It is
given by a morphism α : Φi,j(x) → y of the category Φ(j). Let (i, x), (j, y) and (k, z) be objects
of
∫
I
Φ. Here i ≤ j ≤ k with α : Φi,j(x) → y and β : Φj,k(y) → z defining the morphisms
(i, x)→ (j, y)→ (k, z) in
∫
I
Φ. The composite morphism (i, x)→ (k, z) is given by
β ◦ φj,k(α) : φi,k(x)→ z.
We fix some additional notations. Let i ∈ I. We define a functor
Li : Φ(i)→
∫
I
Φ.
It sends an object x ∈ Ob(Φ(i)) to the pair (i, x) and a morphism α : x → y of Φ(i) to the
morphism (i, x)→ (i, y) determined by α.
Next, let i ≤ j. There is a natural transformation
λij : Li → Lj ◦ Φi,j
defined by λij(x) = IdΦij(x). Here, IdΦij(x) is considered as a morphism (i, x) → (j,Φi,j(x)). We
observe that one has
λi,k = (λj,k ∗ Φjk) ◦ λi,j
for any i ≤ j ≤ k. This allows us to define the functor
K : HomCat(
∫
I
Φ,G)→ 2lim
i
HomGpd(Φ(i),G)
for any groupoid G, by
K(θ) = (θ ◦ Li, θ ◦ λij).
Here, Cat is the 2-category of small categories and θ :
∫
I
Φ→ G is a functor.
The functor K has an inverse
J : 2lim
i
HomGpd(Φ(i),G)→ HomCat(
∫
I
Φ,G)
which is constructed as follows: Recall that an object of 2lim
i
HomGpd(Φ(i),G) is a collection
(Xi, Aij), where Xi : Φ(i) → G is a functor and for i ≤ j, Aij is a natural transformation
Xi → Xj ◦ Φi,j satisfying the 1-cocycle condition.
Define the functor J(Xi, Aij) :
∫
I
Φ→ G on objects by
(i, x) 7→ Xi(x)
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and on morphisms by
α 7→ α : Xj(α) ◦Aij(x).
Here, α : (i, x)→ (j, y) is a morphism in
∫
I
Φ, induced by α : Φij(xi)→ xj .
Let ι : Cat → Gpd be the left adjoint to the inclusion functor Gpd ⊆ Cat. Recall that ι(C)
is obtained from C by inverting every morphisms in C (see, [2, Section 1.5.4]). In the case when
C =
∫
I
Φ, it suffices to invert the morphisms (i, x) → (j,Φij(xi) defined by IdΦij(x). It follows
that the groupoid ι(
∫
I
Φ) is the 2-colimit of Φ.
1.3.5. Comparison functor. The 2-categorical version of the Yoneda Lemma and the functor γ :
limΦ→ 2limΦ defined above, allow as to define a comparison functor
δ : 2colimΦ→ colimΦ.
This represents the following composition of functors:
HomGpd(colimΦ,G) ∼= limHomGpd(Φ,G)
γ
−→ 2limHomGpd(Φ,G) ∼= HomGpd(2colimΦ,G).
We wish to understand the following question: Under what conditions on Φ is δ an equivalence
of groupoids? We will give an answer to this question when I is the poset of proper subsets of a
finite set.
2. The Poset B(n)
The poset of all proper subset of a set V is denoted by B(V ). More generally, for a proper
subset U ⊂ V , we set
B(V : U) = {X ∈ B(V )|U ⊆ X}.
That is to say,
B(V : U) = {X |U ⊆ X ( V }.
Thus, B(V ) = B(V : ∅). If V ⊆ W , then B(V : U) ⊆ B(W : U). Hence, we can and we will
identify elements of B(V : U) with corresponding elements of B(W : U).
For a natural number n ≥ 1, denote by n the set {1, 2, · · · , n}. Accordingly, we write B(n)
instead of B({1, · · · , n}). If k < n, B(k) is a subposet of B(n) consisting of elements X ⊆ n,
such that k + 1, · · · , n 6∈ X and X 6= {1, · · · , k}. As such, B(n− 1) can be identified with the
subposet of B(n) consisting of subsets X ⊆ n such that n 6∈ X and X 6= {1, · · · , n− 1}.
Parallel to this, we consider the subposet B′(n− 1) which is B(n : {n}). It consists of subsets
Y ⊆ n, such that n ∈ Y and Y 6= {1, · · ·n}. We have a partition of posets
B(n) = B(n − 1)
∐
B′(n− 1)
∐
n− 1.
Obviously, the map α : B(n− 1)→ B′(n− 1), given by X 7→ X
∐
{n} defines an isomorphism of
posets.
Let us fix terminology. Let F : G → H be a functor between small groupoids. This induces a
map Ob(F) : Ob(G) → Ob(H) from the set of objects of G to the set of objects of H. We say
that the functor F is injective on objects if the map Ob(F) is injective.
Let U be a proper subset of V ∈ B(n). We will say that Φ satisfies the condition AVU if the
canonical functor
colimB(V :U)Φ→ Φ(V )
is injective on objects. We can now state our main theorem.
Theorem 2.1. Let n ≥ 2 be a natural number and Φ : B(n)→ Gpd a covariant strict 2-functor.
The natural functor
δB(n) : 2colimB(n)Φ→ colimB(n)Φ
is an equivalence of categories if Φ satisfies the following conditions:
A1) The condition Ak∅ holds for any integer 1 ≤ k ≤ n−1. In other words, the induced functor
colimB(k)Φ→ Φ(k)
is injective on objects.
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A2) Let k be an integer such that 1 ≤ k ≤ n − 2 and U ⊆ {k + 2, · · · , n} any subset. The
condition AVU holds, where V = k
∐
U . That is to say, the induced functor
colimB(V :U)Φ→ Φ(V )
is injective on objects.
Proof. We proceed by induction. Assume n = 2. Then A2 is empty, while A1 says that the
canonical functor Φ(∅) → Φ(1) is injective on objects. Hence, the case n = 2 corresponds to
Proposition 4.2 of [3]. The general case follows from n = 2, Corollary 3.2 and Corollary 4.2.
In fact, assume n > 2. Thanks to Corollary 4.2, we have a 2-pushout of groupoids,
2colimB(n−1) Φ //

2colimB′(n−1) Φ

Φ(n− 1) // 2colimB(n)Φ.
By Corollary 3.2, we have a pushout diagram
colimB(n−1) Φ //

colimB′(n−1) Φ

Φ(n− 1) // colimB(n) Φ.
Observe that δ maps the first square to the second square. The left vertical map in the bottom
diagram is injective on objects by A1. It follows again from Proposition 4.2 of [3] that the
second square is also a 2-pushout diagram. To show that δB(n) is an equivalence of groupoids,
it suffices to show that δB(n−1) and δB′(n−1) are equivalences. One can easily see that A1 and
A2 imply that the assumptions of this Theorem also hold for the poset B(n− 1). The functor
δB(n−1) is an equivalences of categories by our induction assumption. As we already said, the
map α : B(n− 1)→ B′(n− 1) is an isomorphism of posets. Hence, we could apply the theorem
for the poset B′(n− 1) assuming the modified conditions A1’ and A2’ are checked. The modified
conditions are:
i’) The condition A
k
∐
{n}
{n} holds.
ii”) For all integer k such that 1 ≤ k ≤ n − 3 and any subset U ⊆ {k + 2, · · · , n} such that
n ∈ U , the condition AVU holds, where V = k
∐
U .
Clearly, A2 implies both A1’ and A2’. Hence, δB′(n−1) is also equivalence of categories and we
are done. 
A trivial consequence of our main theorem says that if the condition AVU holds for all subsets
U ⊆ V ⊆ n, U 6= V 6= n, then the canonical map δB(n) : 2colimB(n)Φ → colimB(n)Φ is an
equivalence of categories.
While the conditions in the above theorem seem fairly strict, injectivity on objects is actually
not a big hurdle. One can always replace a given functor with an equivalent one, such that the
conditions of the theorem are satisfied.
We can see the application of the above theorem (in conjunction with [3, Thm 3.2]) already in
the following simple example:
Example 2.2. Consider the unit circle S1. Let x, y ∈ S1 be two distinct points. The circle can
be covered by the two open subsets Ux := S
1 \ {x} and Uy := S1 \ {y}. We denote Uxy := Ux ∩Uy.
Clearly Π1(Ux) ≃ •, Π1(Uy) ≃ • and Π1(Uxy) ≃ • • are equivalences of groupoids. Here, • is
the groupoid with one object and only the identity morphism, and • • is the groupoid with two
objects and only the two identity morphisms.
As such, Π1(S
1) is the 2-colimit of the following diagram in Gpd by [3, Thm 3.2]:
• •
•
``❆❆❆❆❆❆❆❆
::✉✉✉✉✉✉✉✉✉✉
•
dd■■■■■■■■■■
>>⑥⑥⑥⑥⑥⑥⑥⑥
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where the arrows depict the values of the functors Π1(Uxy) → Π1(Ux) and Π1(Uxy) → Π1(Uy)
on objects. Denote by • • := •
vv ((
• the groupoid with two objects and a single isomor-
phism between them. Clearly, this is equivalent to the groupoid •. We can replace groupoids with
equivalent ones in a diagram without changing the 2-colimit. As such, Π1(S
1) is equivalent to the
2-colimit of the following diagram:
• • • •
•
bb❊❊❊❊❊❊❊❊❊
88rrrrrrrrrrr
•
bb❊❊❊❊❊❊❊❊❊
88rrrrrrrrrrr
By theorem 2.1, the colimit and 2-colimit of the above diagram coincide. It is easily seen that the
colimit consists of two isomorphic objects a, b, with Aut(a) ≃ Z.
3. Induction principle for colimits
The aim of this section is to prove Corollary 3.2 below. Let Φ : B(n)op → Sets be a contravari-
ant functor. According to the definition, elements of limB(n)Φ are families (aW ) satisfying the
compatibility condition:
ΦV,W (aV ) = aV , V ⊆W.
Here, W and V are running through all proper subset of n.
We would like to have an inductive procedure for studying such limits. Consider the restriction
of Φ on B(n− 1) and on B′(n− 1). By abuse of notation, we denote these functors by Φ as well.
Consider the limit of Φ over these posets. This yields the diagram
limB′(n−1) Φ
η

Φ(n− 1)
δ // limB(n−1) Φ.
Here, δ sends an−1 ∈ Φ(n− 1) to the family (ΦU,n−1(an−1)), where U is a proper subset of n− 1.
In order to describe η for a proper subset U ⊆ n− 1, we set
U+ = {n} ∪ U.
The functor η sends (aU+) ∈ limB′(n−1) Φ to (ΦU,U+(aU+)) ∈ limB(n−1) Φ.
Lemma 3.1. The following diagram is a pullback in the category of sets:
limB(n) Φ //

limB′(n−1) Φ

Φ(n− 1) // limB(n−1)Φ.
Proof. Denote the pullback of the diagram
limB′(n−1) Φ
β

Φ(n− 1)
α // limB(n−1) Φ
by P . By definition elements of P are pairs (bn−1, B), satisfying the condition
δ(bn−1) = η(B).
By bn−1, we denote an element in Φ(n− 1), while B ∈ limB′(n−1) Φ. That is to say, B is itself
a compatible family (bU+), where U is a proper subset of n − 1 and bU+ is an object of Φ(U+).
These objects satisfy the compatibility condition
ΦU+,V+(bV+) = bU+ ,
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where U ⊆ V are proper subsets of n− 1. The condition δ(bn−1) = η(B) means that one has
ΦU,n−1(bn−1) = ΦU,U+(bU+)
for any proper subset U ⊆ n− 1. Define the map ξ : limB(n) Φ→ Φ by
(aW ) 7→ (bn−1, B); B = (bU+).
Here, W (resp. U) is running through the set of proper subset of n (resp. n− 1) and
bn−1 = an−1, bU+ = aU+ .
We need to show that ξ is a bijection. To this end, define the inverse map θ : P → limB(n) Φ by
(bn−1, B) 7→ (aW ).
Here, we denote
aW =


bW , if W ∈ B′(n− 1)
bn−1, if W = n− 1
ΦW,W+(bW+), if W ⊆ B(n− 1).
One readily shows that (aW ) ∈ limB(n) Φ. Thus, θ is well-defined and inverse to ξ. 
Corollary 3.2. Let C be a category with finite limits (resp. colimits) and let Φ : B(n)op → C
(resp. Φ : B(n) → C) be a contravariant (resp. covariant) functor. The following is a pullback
diagram in the category C:
limB(n) Φ //

limB′(n−1) Φ

Φ(n− 1) // limB(n−1)Φ.
Likewise, the following is a push-out diagram in the category C:
colimB(n−1) Φ //

colimB′(n−1) Φ

Φ(n− 1) // colimB(n) Φ.
4. Induction principle for 2-colimits
The aim of this section is to prove Corollary 4.2. Let Φ : Iop → Gpd be a contravariant functor
from the category I to the category of groupoids.
Recall the construction of the groupoid 2lim
i
Φi, as discussed in Subsection 1.2. The 2-pullback
(which is in particular a 2-limit) of the diagram
G1
f1

G2
f2 // G0
is the following groupoid: Objects are triples (A1, A2, α) where Ai is an object of Gi and α :
f(A1)→ f(A2) is an isomorphism. A morphism (A1, A2, α)→ (B1, B2, β) is a pair (g1, g2), where
gi : Ai → Bi is a morphism in Gi, such that the following diagram
f1(A1)
α //
f1(g1)

f2(A2)
f2(g2)

f1(B1)
β
// f2(B2)
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commutes. Thus, objects of the groupoid 2lim
B(n)
Φ are collections
(aU , αU,V : ΦU,V (aV )→ aU ),
where U and V are proper subsets of n with U ⊆ V . Moreover, aU (resp. αU,V ) is an object (resp.
isomorphism) of Φ(U). One requires that for all U ⊆ V ⊆W the following diagram
ΦU,W (aW )
ΦV,W (αV W ) //
αUW
%%❏
❏❏
❏❏
❏❏
❏❏
❏
ΦU,V (aV )
αU,V
zztt
tt
tt
tt
t
aU
commutes. A morphism (aU , αU,V )→ (bU , βU,V ) is a collection (gU ), where U is a proper subset
of n and gU : aU → bU is a morphism of Φ(U). Further, for all proper subsets U ⊆ V the following
diagram
ΦU,V (aV )
αU,V //
ΦU,V (gV )

aU
gU

ΦU,V (bV )
βU,V // bU
has to commute. Let us denote by P the 2-pullback of the diagram
2lim
B′(n−1)
Φ
η

Φ(n− 1)
δ // 2lim
B(n−1)
Φ
The functor δ sends an object an−1 of the category Φ(n− 1) to the collection (aU , αU,V ), where
U ⊆ V are proper subsets of n−1, aU = ΦU,n−1(an−1) and αU,V = IdaU . The functor η sends the
collection (aU+ , αU+,V+) to the collection (ΦU+,U (aU+),ΦU+,U (αU+,V+)). Here U ⊆ V are proper
subsets of n− 1.
Thus, objects of P are triples (bn−1, B, ζ : η(B) → δ(an−1)). Here, B = (bU+ , βU+,V+) is an
object of 2lim
B′(n−1)
Φ, bn−1 is an object of Φ(n− 1) and ζ is a morphism of the category 2lim
B(n−1)
Φ.
In more details, the objects of P are collections
(bn−1 ∈ Ob(Φ(n− 1)), bU+ ∈ Ob(Φ(U+)), βU+,V+ , ζU ),
where U ⊆ V is a proper subset of n− 1, βU+,V+ : ΦU+,V+(bV+) → bU+ is a morphism of the
category Φ(U+), while
ζU : ΦU,n−1(bn−1)→ ΦU,U+(bU+)
is a morphism of the category Φ(U). All these must satisfy two compatibility conditions. The
first conditions says that for any proper subsets U ⊆ V ⊆W of n− 1, one has
βU+,W+ = βU+,V+ ◦ ΦU+,V+(βV+,W+).
The second condition is that for any proper subsets U ⊆ V of n− 1, the diagram
ΦU,n−1(bn−1)
ΦUV (ζV ) //
ζU ''PP
PP
PP
PP
PP
PP
ΦU,V+(bV+)
ΦU,U+ (βU+,V+ )ww♦♦♦
♦♦
♦♦
♦♦
♦♦
ΦU,U+(bU+)
commutes.
We are now in a position to construct the functors
Γ : 2lim
B(n)
Φ→ P and ∆ : P→ 2lim
B(n)
Φ.
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The functor Γ simply forgets some data. More precisely, take an object (aS , αS,T ) of the category
2lim
B(n)
Φ, where S ⊆ T are proper subsets of n. Then, Γ sends this object to the collection
(bn−1 ∈ Ob(Φ(n− 1)), bU+ ∈ Ob(Φ(U+)), βU+,V+ , ζU ),
where bn−1 = an−1, bU+ = aU+, βU+,V+ = αU+,V+ and ζU = α
−1
U,U+
◦ αU,n−1. Here, U ⊆ V are
proper subsets of n− 1.
The functor ∆ is defined by
∆(bn−1, bU+ , βU+,V+ , ζU ) = (aS , αS,T ),
where
aS =


bn−1, if S = n− 1,
bS , if S ∈ B′(n− 1),
ΦS,n−1(bn−1), if S ∈ B(n− 1)
and
αS,T =


βS,T , if S ∈ B′(n− 1)
Id, if T ∈ B(n− 1)
Id, if T = n− 1
ζ−1S ◦ ΦS+,S(βS+,T ), if T ∈ B
′(n− 1) & S ∈ B(n− 1).
We have used the fact that there are exactly four different cases if U ⊆ T are proper subsets of n.
The composite Γ ◦∆ is the identity functor. On the other hand, the composite ∆ ◦Γ sends the
collection (aS , αS,T ) to the collection (a˜S , α˜S,T ). Here,
a˜S =


aS , if S = n− 1,
Id, if T = n− 1,
Id if T ∈ B(n − 1)
and
α˜S,T =


αS,T , if S ∈ B′(n− 1),
Id, if S ∈ B′(n− 1),
Id, if T = n− 1,
Id, if T ∈ B′(n− 1) & S ∈ B(n− 1).
Observe that
ξS =


Id, if S = n− 1
Id, if S ∈ B′(n− 1)
αS,n−1, if S ∈ B(n− 1)
defines a natural transformation ∆ ◦ Γ→ Id. This implies the following proposition:
Proposition 4.1. The following is a 2-pullback diagram in the 2-category of groupoids:
2lim
B(n)
Φ //

2lim
B′(n−1)
Φ

Φ(n− 1) // 2lim
B(n−1)
Φ
Yoneda’s lemma yields the following statement for 2-colimits:
Corollary 4.2. The following is a 2-push-out diagram of groupoids
2colimB(n−1) Φ //

2colimB′(n−1) Φ

Φ(n− 1) // 2colimB(n) Φ
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5. 2-limits on subsets with codimension 3
Let 0 ≤ k < n be a natural number. Denote by B(n, k) the subset of B(n) which is formed by
subsets S of the form |S| ≥ k. We point out that B(n, k) should not be confused with B(n : k),
defined above. For example, B(2, 1) = {{1}, {2}}, where as B(2 : 1) = {{1}}.
We can consider the restriction of any functor Φ : B(n)op → Gpd to B(n, k), which will again
be denoted by Φ.
Proposition 5.1. Consider the obvious forgetful functor
(5.1) γk : 2lim
B(n)
Φ→ 2lim
B(n,k)
Φ.
i) The functor γk is faithful.
ii) The functor γk is full and faithful if k ≤ n− 2.
iii) The functor γk is an equivalence of categories if k ≤ n− 3.
Proof. i) Take two objects A = (aS , αS,T ) and B = (bS , βS,T ) of 2lim
B(n)
Φ, where S ⊆ T ( n are
proper subsets of n. Assume (fU ) and (f
′
U ) are two morphisms A → B, such that fS = f
′
S if
|S| = n− 1. We have to show that fU = f ′U for all proper subsets U ⊆ n. For a given U , choose
an S such that U ⊆ S and |S| = n− 1. We have a commutative diagram
φU,S(aS)
αU,S //
φU,S(fS)

aU
fU

φU,S(bS)
βU,S // bU .
This implies that fU = βU,S ◦ φU,S(fS)α
−1
U,S . Likewise, we have f
′
U = βU,S ◦ φU,S(f
′
S)α
−1
U,S . Since
fS = f
′
S , we obtain fU = f
′
U .
ii) By i), we need to show that γk is full. We keep the notation as in i). Take a morphism
γk(A)→ γk(B). It is given by a collection of morphisms fS : aS → bS, where |S| ≥ k. Moreover,
if S ⊆ T are two such subsets, we have a commutative diagram
φS,T (aS)
αS,T //
φS,T (fT )

aS
fS

φS,T (bT )
βS,T // bS .
We have to extend the definition of fS to include subsets S ⊆ n with |S| < k, in such a way that
the corresponding diagram still commutes for all S ⊆ T . This is done by induction on i, where
i = k − |S|. If i = 0, we already have such maps.
Let i > 0 and U be a subset with |U | = |S| + 1. Then fU is already defined by the induction
assumption. We claim that the map
βS,U ◦ φS,U (fU ) ◦ α
−1
S,U : aS → bS
is independent on the choice of U . Assume V is another subset of n, such that |V | = |S|+1, S ⊆ V
and V 6= U . Take W = V ∪ U . We have |W | = |S|+ 2 ≤ n− 1. By the induction assumption, we
have a commutative diagram
φU,W (aW )
αU,W //
φU,W (fW )

aU
fU

φU,W (bW )
βU,W // bU .
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It follows that
βS,U ◦ φS,U (fU ) ◦ α
−1
S,U = βS,UφS,U (βU,WφU,W (fW )α
−1
U,W )α
−1
S,U
= βS,UφS,U (βU,W )φS,U (φU,W (fW ))φU.W (α
−1
U,W )α
−1
S,U
= βSWφS,W (fW )α
−1
S,W .
Quite similarly, we obtain
βS,V ◦ φS,V (fV ) ◦ α
−1
S,V = βSWφS,W (fW )α
−1
S,W
and the claim follows.
It remains to show that the appropriate diagram commutes for S ⊆ T . Choose U such that
S ⊆ U ⊆ T and |U | = |S|+ 1. The corresponding diagram commutes for U ⊆ T by the induction
assumption. On the other hand, we also have a commutative diagram for the pair S ⊆ U . This is
by the definition of fS . We obtain a commutative diagram for the pair S ⊆ T by gluing the two
diagrams we just discussed.
iii) We only need to show that γk is essentially surjective. Take an object B of 2lim
(n,k)
Φ. By
definition, B is a collection (bS , βS,T ), where |S|, |T | ≥ k and S ⊆ T . These data satisfy the
compatibility condition, which means that an appropriate diagram commutes, see the diagram in
i). The task is to define an object A = (aS , αS,T ) of 2lim
(n)
Φ, such that γk(A) = B.
If |S| ≥ k, we set aS = bS and αS,T = βS,T . Let |S| < k. We may assume that the object AU
is already defined for all U with |U | > |S|. Choose i ∈ n such that i 6∈ S. We write S ∪ i instead
of S ∪ {i} and set
aS := φS,S∪i(aS∪i).
We wish to define the morphisms αS,T : φS,T (aT )→ aS . There are several cases to consider.
• Let T = S. We put αS,S := Id. We are left with |T | > |S|.
• Let i ∈ T . We define αS,T := φS,S∪i(αS∪i,T ).
• Assume T 6= n \ {i}. Then T ∪ i is also a proper subset and we can put
αS,T = φS,S∪i(αS∪i,T∪i) ◦ φS,T (αT,T∪i)
−1.
This is equivalent to saying that the following diagram commutes:
φS,T∪i(aT∪i)
φS,S∪i(αS∪i,T∪i)

φS,T (αT,T∪i) // φS,T (aT )
αS,T

φS,S∪i(aS∪i)
Id
// aS .
• It remains to consider the case T = n \ {i}. Choose j ∈ T such that j 6∈ S. We set
αS,T = αS,S∪j ◦ φS,S∪j(αS∪j,T ).
One gets the following commutative diagram
φS,T (aT )
φS,S∪j(αS∪j,T )

φS,S∪i∪j(aS∪i∪j)
φS,S∪j(αS∪j,S∪i∪j) //
φS,S∪i(αS∪i,S∪i∪j)

φS,S∪j(aS∪j)
φS,S∪j(αS,S∪j)

ΦS,S∪i(aS∪I)
Id
// aS
from the definition of αS,S∪j. This definition is independent on the choice of j. In fact, chose k
instead of j. The set S ∪ i ∪ j ∪ k is still a proper subset of n (since |S| < k ≤ n− 3). One easily
sees that both definitions of αST equal the composite
φS,S∪i∪j(φ(aT ))
φS,S∪i∪j(αS∪i∪j)
−−−−−−−−−−−→ aS∪i∪j .
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This finishes the definition of A. Obviously γk(A) = B and the result follows. 
The following is a specialisation of the previous result for k = n− 3.
Corollary 5.2. Let n ≥ 3. The obvious functor
γn−3 : 2lim
B(n)
Φ→ 2lim
B(n,n−3)
Φ
is an equivalence of categories, where B(n, n− 3) is the poset of subsets S ⊆ n for which
n− 3 ≤ |S| ≤ n− 1.
As an immediate application we have the following:
Corollary 5.3. Let Φ,Φ′ : B(n)op → Gpd be functors and θ : Φ→ Φ′ a natural transformation.
Assume n ≥ 3 and θS = θ(S) is an equivalence of categories for all S ⊆ n with n−3 ≤ |S| ≤ n−1.
The induced functor
2lim
B(n)
Φ→ 2lim
B(n)
Φ′.
is an equivalence of categories.
Proof. By assumtion the induced functor 2lim
B(n,n−3)
Φ→ 2lim
B(n,n−3)
Φ′ is an equivalence of categories.
Hence the result follows from Corollary 5.2. 
It follows from the Yoneda lemma for 2-categories that the corresponding results for 2-colimits
are also true. In particular, this allows us to simplify Theorem 2.1 as follows:
Corollary 5.4. Let n ≥ 2 be a natural number and Φ : B(n)→ Gpd a covariant strict 2-functor.
The natural functor
δB(n) : 2colimB(n)Φ→ colimB(n)Φ
is an equivalence of categories if Φ satisfies the following conditions:
A1) The condition Ak∅ holds for k = n− 2, n− 1. In other words, the induced functor
colimB(k)Φ→ Φ(k)
is injective on objects.
A2) Let k be an integer such that 1 ≤ k ≤ n − 2 and U ⊆ {k + 2, · · · , n} a subset with
|U | ≥ n− k − 2. The condition AVU holds, where V = k
∐
U . That is to say, the induced
functor
colimB(V :U)Φ→ Φ(V )
is injective on objects.
Proof. This is a direct restatement of Theorem 2.1 under consideration of Corollary 5.3. More
precisely, we define Φ′(S) = ∅ for all S ∈ B(n) with |S| ≤ n− 4, and Φ′(S) = Φ(S) otherwise.
For A1), let S ∈ B(k) with k ≤ n − 3. Since S is a proper subset of k, we have |S| ≤ n − 4.
From our definition, Φ′(S) = ∅ for all such S, and as such, colimB(k) Φ
′(S) = ∅. Any map from
the empty set is injective on objects, hence A1) of Theorem 2.1 holds by default. Corollary 5.3
gives the desired result.
Likewise, for A2). Assume |U | ≤ n−k−3. We have |V | = |k
∐
U | = k+|U | = k+n−k−3 = n−3.
Since B(V : U) ⊆ B(V ), the above argument for simplifying A1) gives us the desired result. 
Indeed, this can be simplified slightly further as entries with codimension (strictly) greater than
3 in colimB(k) and colimB(V :U) can be assumed to be empty. Hence, they can be ignored. For
example, in A1), we only require for colimB(k,n−3)Φ → Φ(k) to be injective on objects. Here,
colimB(k,n−3) denotes the subsets of B(k), with at least n− 3 elements.
14 I. PIRASHVILI
References
[1] R. Brown. Topology. A geometric account of general topology, homotopy types and the fundamental
groupoid. Ellis Horwood Limited. 1988.
[2] P. Gabriel and M. Zisman. Calculus of fractions and homotopy theory. Ergenbisse der Mathematik und
ihre Grenzgebiete. Band 35. Springer-Verlag. Berlin, Heidelberg, New York, 1967.
[3] I. Pirashvili. The fundamental groupoid as a terminal costack. Georgian Mathematical Journal 22.4,
p.563-571, 2015.
Universita¨t Osnabru¨ck, Department of Mathematics, Albrechtstr. 28a, 49076 Osnabru¨ck, Deutsch-
land.
E-mail address: ilia.pirashvili@uni-osnabrueck.de
E-mail address: ilia p@ymail.com
