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Abstract
In this paper, we introduce an algebraic method to construct stable and con-
sistent univariate autoregressive (AR) models of low order for filtering and
predicting nonlinear turbulent signals with memory depth. By stable, we
refer to the classical stability condition for the AR model. By consistent, we
refer to the classical consistency constraints of Adams-Bashforth methods of
order-two. One attractive feature of this algebraic method is that the model
parameters can be obtained without directly knowing any training data set
as opposed to many standard, regression-based parameterization methods.
It takes only long-time average statistics as inputs. The proposed method
provides a discretization time step interval which guarantees the existence
of stable and consistent AR model and simultaneously produces the param-
eters for the AR models. In our numerical examples with two chaotic time
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series with different characteristics of decaying time scales, we find that the
proposed AR models produce significantly more accurate short-term predic-
tive skill and comparable filtering skill relative to the linear regression-based
AR models. These encouraging results are robust across wide ranges of
discretization times, observation times, and observation noise variances. Fi-
nally, we also find that the proposed model produces an improved short-time
prediction relative to the linear regression-based AR-models in forecasting a
data set that characterizes the variability of the Madden-Julian Oscillation,
a dominant tropical atmospheric wave pattern.
Keywords: autoregressive filter; Kalman filter; parameter estimation;
model error
1. Introduction
Filtering or data assimilation is a numerical scheme for finding the best
statistical estimate of the true signals from noisy partial observations. In the
past two decades, many practical Bayesian filtering approaches [1, 2, 3, 4]
were developed with great successes in real applications such as weather pre-
diction and assimilating high dimensional dynamical systems. Despite these
successful efforts, there is still a long-standing issue when the filter model
is imperfect due to unresolved scales, unknown boundary conditions, incom-
plete understanding of physics, etc. Various practical methods have been
proposed to mitigate model errors. In the mildest form, model error arises
from misspecification of parameters. In this case, one can, for example, es-
timate the parameters using a state-augmentation approach in the Kalman
filtering algorithm [5, 6, 7]. A more difficult type of model error is when
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the dynamics (parametric form) of the governing equations of the underlying
truth is (partially) unknown. Recently, reduced stochastic models were pro-
posed for filtering with model errors in complex turbulent multiscale systems
[8, 9, 10, 11, 12, 13]. While most of these methods are very successful, they
require partial knowledge about the underlying processes and they are mostly
relevant in many applications with known, but coarsely resolved, governing
equations such as climate and weather prediction problems.
In this paper, we consider a challenging situation in which we completely
have no access to the underlying dynamics. The only available information
are some equilibrium statistical quantities of the underlying systems such as
energy and correlation time. The Mean Stochastic Model (MSM) [14, 15], an
AR model of order-1, was the first model designed to mitigate this situation.
The resulting model produces accurate filtering of nonlinear signals in the
fully turbulent regime with short decaying time (or short memory). Indeed,
filtering with MSM was shown to be optimal in the linear and Gaussian
settings [13]. For weakly chaotic nonlinear time series with long decaying
time scale (memory), higher-order linear autoregressive (AR-p) filters were
shown to be more accurate [16]. In linear and Gaussian setting, the univari-
ate AR-p filter is “optimal” when the parameters in the model are chosen
to satisfy the classical stability criterion and the Adams-Bashforth’s consis-
tency conditions of order-2 [17]. While the stable and consistent AR model
was shown to improve the filtering skill of nonlinear systems in some cases,
there are examples in which such a model is not even attainable for some
choices of p and sampling time δt [17]. The central contribution in this paper
is on an algebraic-based method for constructing (or parameterizing) stable
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and consistent one-dimensional (univariate) AR models of low order. We
require our method to provide an upper bound for discretization time step,
δt, to guarantee the existence of the stable and consistent AR models. More-
over, we require the new method to only take equilibrium statistics as inputs
rather than a training data set. We will provide numerical tests on synthetic
examples, two Fourier modes of the Lorenz-96 model [18] with different char-
acteristic of decaying time scales (or memory depth), and on a data set
from real world problem, the Realtime Multivariate MJO (RMM) index [19]
that characterizes the dominant wave pattern in the tropical atmosphere, the
Madden-Julian Oscillation [20].
This paper is organized as follows: We briefly review the stable and con-
sistent AR model that guarantees accuracy of the filtered solutions in the
linear setting when Kalman filter is used in Section 2. Therein, we point
out the main issues when this linear result is applied on nonlinear problems.
We also include a standard parameterization method for AR models to keep
the paper self-contained. In Section 3, we discuss the proposed method for
finding stable and consistent AR models in detail using some standard tools
from algebraic geometry. In this section, we also provide a numerical exam-
ple to help illustrate the algorithm. To keep the paper self-contained, we list
the relevant definitions and results in algebraic geometry in the Appendix.
In Section 4, we will numerically compare the filtered posterior and prior es-
timates of the newly developed AR models with estimates from the classical,
regression-based, AR models. We will summarize the paper in Section 5.
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2. Stable and consistent linear autoregressive Kalman filter
The goal of this section is to briefly review the main theoretical result in
[17] which states that: the approximate mean estimates from Kalman filter
solutions with a stable and consistent AR model are as accurate as the op-
timal filter estimates in the linear setting. Then, we will discuss practical
issues in the nonlinear setting and motivate the importance of new parame-
terization algorithms that satisfy the theoretical constraints in [17] even when
the training data set is not directly available to us.
To keep this paper self-contained, we briefly review some necessary back-
ground materials, including: the AR model, a standard linear regression
method to parameterize the AR model, the consistency constraints of Adams-
Bashforth methods for numerical approximation of ODE, and the Kalman
filtering algorithm with AR model.
2.1. Linear AR model
Consider a linear discrete-time autoregressive (AR) model of order-p for
u ∈ C. In vector form, the linear AR model of order-p is given as follows,
um+1 = Fpum + f + em+1, (1)
where um = (um−p+1, . . . , um−1, um)
⊤ and f = (0, . . . , 0, f)⊤ are p-dimensional
vectors of the temporally augmented variables and a constant forcing term,
respectively. In (1), m denotes discrete time index with an interval, δt =
tm+1 − tm, which is typically chosen to be the sampling time interval of the
given training dataset. For an AR model of order-p, the deterministic oper-
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ator Fp is a p× p matrix with the following entries,
Fp =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
. . .
...
...
0 0 0 · · · 0 1
a1 a2 a3 · · · ap−1 1 + ap


. (2)
The system noises, em = (0, . . . , 0, ηm)
⊤, are represented by p-dimensional
vectors, where ηm are i.i.d. Gaussian noises with mean zero and variance Q.
Recall that the characteristic polynomial of matrix Fp is given by
Π(x) =
p∑
j=1
ajx
j−1 + xp−1 − xp, (3)
and it is well known that the zeros of this characteristic polynomial are the
eigenvalues of Fp. Recall that,
Definition 1. The AR model of order-p in (1) is stable (wide sense-stationary)
if all of the roots of the characteristic polynomial in (3) (or equivalently, all
of the eigenvalues of matrix Fp) are in the interior of the unit circle in a
complex plane, that is, solutions of Π(x) = 0 satisfy |x| < 1.
2.2. Classical parameterization method
Given time series {um}m=1,...,M , a classical method to parameterize AR
model in (1) is with a linear regression based technique known as the Yule-
Walker method [21]. The Yule-Walker estimators for a = (a1, . . . , ap)
⊤ and
Q are given as follows,
aˆ = argmin
a
‖y −X(a+ ep)‖2, (4)
Qˆ =
‖y −X(a+ ep)‖22
M − p
, (5)
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where ep denotes a p-dimensional vector that is one on the last component
and zero otherwise. In (4) and (5), X is an (M − p) × p matrix for which
the jth row is u⊤j − u¯1
T and y = (up+1 − u¯, . . . , uM − u¯)⊤, where u¯ is the
temporal average of um that is used as an estimator for the forcing term f
in (1) and 1 is a p-dimensional vector with unit components. The parameter
p can be obtained from the Akaike criterion (AIC) [22], which chooses p
that minimizes F(p) = Qˆ(M + p)/(M − p). This method requires one to
compute the Yule-Walker estimators in (4), (5) for various p, which can be
time consuming. In our experience, the resulting AR model is statistically
accurate only when the given data set is large, M ≫ 1 and its statistical
accuracy is sensitive to the sampling time, δt, as we will see in Section 4
below. For different parameterization methods, we refer to the discussion in
[23].
2.3. Linear multistep methods
Consider approximating solutions of the following linear initial value prob-
lem (IVP),
du
dt
= λu+ F, u(0) = u0, (6)
where λ < 0 and F denotes a constant forcing, with a linear multistep method
of order-p and discrete integration time step δt. The resulting discrete recur-
sive equation can be described by the deterministic term of the AR model
in (1) for an appropriate choice of aj . First, let us state the consistency
conditions for the AR model in (1) that are equivalent to the consistency
conditions of the explicit Adams-Bashforth scheme [24, 17]:
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Proposition 1. The p-th AR model (1) for approximating the linear test
model in (6) is consistent of order-q, for 1 ≤ q ≤ p, if parameters {aj}j=1,...,p
in (1) satisfy:
ℓ
p∑
j=1
(j − p)ℓ−1aj = λδt, ℓ = 1, . . . , q. (7)
Proof. See Appendix A.
When coefficients {aj}j=1,...,p of an order-p model are chosen to satisfy
the consistency conditions in (7) of exactly order-p, the resulting multistep
method is exactly the explicit Adams-Bashforth scheme of order-p that ap-
proximates the solutions of the linear ODE in (6). Generally, if the linear
multistep method is also stable in the sense of Definition 1, then the ap-
proximate solutions with initial conditions, {uj}mj=m−p+1 that tend to u0 as
δt → 0, converge to the exact solutions of the IVP in (6). In particular,
their difference at a fixed time is of order-p. The converse statement is also
true. Note that this convergent result [24] is similar to the fundamental
(Lax-equivalence) theorem in the analysis of finite difference methods for
numerical approximation of PDEs.
2.4. Approximate Kalman filtering with AR model
Consider filtering noisy observations of u(t) at discrete time step, tk+1 −
tk = ∆t = nδt for fixed n,
du = (λu+ F ) dt+ σ dW, (8)
vk = u(tk) + εk, εk ∼ N (0, R), (9)
where dW and εk are independent white noises. Let u
+
k and c
+
k be the pos-
terior mean and variance estimates, respectively, obtained from the Kalman
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filter equations with the perfect model in (8). Mathematically, these statis-
tics are the first two moments of the conditional distribution of u at time
tk given all observations up to the current time, {tj}j=0,1,...,k, obtained from
solving Bayes theorem,
p(uk|v0, . . . , vk) ∝ p(uk|v0, . . . , vk−1)× p(vk|uk). (10)
In short, filtering is a sequential method for updating the prior distribu-
tion, p(uk|v0, . . . , vk−1), with the observation likelihood function, p(vmn|umn).
Note that the Kalman solutions are optimal in the sense of minimum variance
[25].
Suppose that we have no access to the underlying dynamics in (8) as in
many applications. Let’s consider an AR model of order-p in (1) as the filter
model. In particular, the approximate Kalman filter problem with the AR
model of order-p [16, 17] for the observations in (9) is given by,
u˜m+1 = Fpu˜m + f + em+1, em+1 ∼ N (0, Q), (11)
vk = u(tk) + εk ≈ Gu˜k + ε˜k, ε˜k ∼ N (0, R).
Here, the observation operator G = [0, . . . , 0, 1] maps the temporally con-
catenated vector u˜k = (u˜k−p+1 . . . , u˜k−1, u˜k)
⊤ to the observations vk. With
this approximate observation model, we commit model error through the
AR model in (11). For simplicity, we assume that the observations are col-
lected at every n times of the integration time step, that is, ∆t = nδt, where
kn = m. For this approximate AR filter, the Kalman filter solutions are
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given by the following recursive equations,
u˜+k = Gu˜
+
k = G[u˜
−
k +Kk(vk −Gu˜
−
k )], (12)
C˜+k = (I −KkG)C˜
−
k , (13)
Kk = C˜
−
k G
⊤(GC˜−k G
⊤ +R)−1, (14)
u˜−k = F
n
p u˜
+
k−1 +
n−1∑
j=0
F jp f , (15)
C˜−k = F
n
p C˜
+
k−1(F
⊤
p )
n +
n−1∑
j=0
F jpQ(F
⊤
p )
j, (16)
where u˜+k and C˜
+
k denote the posterior mean and covariance statistics, re-
spectively, and u˜−k and C˜
−
k denote the prior mean and covariance statistics,
respectively. Notice that in the posterior mean update in (12), we multiply
the posterior solutions with matrix G to ensure that we only use the incom-
ing observations to update the mean estimates at the corresponding time,
and not the estimates at previous times. We should also point out that the
Kalman gain formula in (14) involves only a scalar inversion at each iteration.
2.5. Stable and consistent AR filter in assimilating nonlinear time series
The main result in [17] can be summarized as follows: For any p ≥ 2,
the approximate mean estimate u˜+k from the AR filter of order-p in (11) is as
accurate as the optimal mean estimate u+k of the linear filtering problem in
(8)-(9) for large n when the system noise variance Q = σ2δt is chosen based
on Euler’s discretization and parameters {aj}j=1,...,p are chosen to satisfy
both the stability condition in the sense of Definition 1 and the consistency
condition of only order-two of the Adams-Bashforth method as defined in
Definition 2.
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Based on this theoretical result, it becomes interesting to see whether
similar result can be achieved in a nonlinear setting with an AR model that
satisfies both the stability and consistency conditions of order-two of Adam-
Bashforth method conditions. For convenience, we define:
Definition 2. An AR model of order-p in (1) is consistent if its coefficients,
aj, satisfy the consistency of order-2 in (7) for a given λ, δt, and p.
For general nonlinear problems, coefficient λ in (7) corresponds to the
decaying time scale (linear dispersion relation) of the time series while σ cor-
responds to the noise amplitude strength. These parameters can be inferred
from the energy and correlation time statistics of the underlying signals that
are typically measured in many applications. Loosely speaking, the two con-
sistency constraints in (7) provide some “physical constraints” on the purely
statistical, AR model. When we have no access to the underlying dynamics
of the process as in certain applications, we hope that this “physics” con-
strained, AR model can provide reasonably accurate surrogate prior statistics
for short term prediction as well as for data assimilation application as in
the linear setting [17].
However, given λ from nonlinear time series, it is nontrivial to determine
whether a stable and consistent AR model in the sense of Definitions 1 and
2 even exists for a fixed-p and discrete integration time step δt1. For a
fixed p and λ, a naive numerical approach is to find parameters aj by solving
1We will refer to δt as the integration time in the remaining of this paper. In Section 4,
we will compare our method to a classical regression-based AR model which parameters
are obtained from fitting to a training data set at this time interval, so δt can be also
called the sampling time.
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the linear regression problem in (4) subjected to two linear constraints in (7).
Then, use the residual formula in (5) to parameterize Q. In [17], they applied
this approach on time series from the truncated Burgers-Hopf model [26] and
found that the resulting AR model produces more accurate filtered solutions
compared to those obtained with the corresponding AR model without the
two consistency constraints. Unfortunately, their result is not robust. In
another numerical example with time series from the Lorenz-96 model [18],
they reported that they can’t even find parameters aj that yield a stable AR
model when the consistency constraints are imposed. In the next section,
we will devise a new algorithm based on algebraic geometry tools to avoid
such issues. We will require our parameterization method to provide a range
of integration time step intervals that guarantees the existence of stable and
consistent AR models. Furthermore, we will require the new scheme to only
take λ, p, σ as inputs, as opposed to the linear regression based method in
(4) which requires large data sets.
3. An algebraic-based parameterization method
In this section, we present an algebraic method for finding stable and
consistent AR models of order-3. We will divide the discussion into three
subsections. In the first subsection, we will construct the boundary of the
set of parameters that are stable and consistent in the sense of Definitions 1
and 2, respectively. In the second subsection, we will describe a method to
determine a single set of parameters for AR models of order-3 that lies in
this set. In the third subsection, we will summarize the ideas into a self-
contained algorithm and illustrate it on an example corresponding to the
12
most energetic, Fourier mode-8 of the Lorenz-96 model in a weakly turbulent
regime with forcing constant F = 6 [27].
Most of the underlying ideas discussed in this section can be, in principle,
applied to arbitrary order-p, where p > 3. However, we restrict our discussion
to the order-3 problem, for the following three reasons: (i) It seems that the
order-3 is already quite useful as we shall see in Section 4 below; (ii) The
algorithm for the order-3 can be described succinctly. The higher order cases
are expected to be very complicated, involving various complex algebraic
operations; (iii) The computing time for the order-3 is within practical range.
The higher order cases would require dramatically longer computing times,
making them impractical at the current state of the art.
Let λ be a given complex number corresponding to the linear operator of
the model in (8). We would like to find a1, a2, a3 and δt such that the AR
model of order-3 is stable and consistent in the sense of Definitions 1 and 2,
respectively. First, let us describe this problem mathematically.
Let us ensure the consistency of order-2 in the sense of Definition 2, that
is,
λδt = 1 ·
3∑
j=1
(j − 3)1−1aj = a1 + a2 + a3,
λδt = 2 ·
3∑
j=1
(j − 3)2−1aj = −4a1 − 2a2.
By solving the two equations for a1, a2 and a3, we get the following infinitely
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many solutions,
a1 =
(
s−
3
2
)
λδt,
a2 = −
(
2s−
5
2
)
λδt, (17)
a3 = sλδt,
where s is an arbitrary complex number. Thus the AR model of order-3 with
the above values of a1, a2, a3 is consistent for arbitrary values of s and δt.
Let
Π (s, δt, x) = a1 + a2x+ a3x
2 + x2 − x3
=
(
s−
3
2
)
λδt−
(
2s−
5
2
)
λδtx+ sλδtx2 + x2 − x3.
From Definition 1, we need to ensure that the roots of Π are within the unit
circle in the complex plane,
∀x ∈ C, Π(s, δt, x) = 0 =⇒ |x| < 1. (18)
3.1. Constructing the boundary of the set of stable and consistent parameters
In the following, we will go through a series of steps to find the boundary
of the stable and consistent subset of parameters s, δt. In particular, let s =
α+ βi. Then the condition in (18) defines a subset of the three dimensional
real space for α, β, δt.We will refer to this subset as the stable and consistent
set.
By the continuity of the roots of Π, the following condition holds at the
boundary
∃x ∈ C, such that Π(α + βi, δt, x) = 0 and |x| = 1.
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This condition is equivalent 2 to
∃q ∈ R, such that u := Π(α+ βi, δt,
1− q2
1 + q2
+
2q
1 + q2
i) = 0.
Here, we used the standard rational parameterization of a unit circle (based
on half-tangent). Since the denominator of u is a certain power of 1 + q2, it
is never zero. Thus the above condition is equivalent to
∃q ∈ R, such that g := numerator of u = 0. (19)
Note that the equation g = 0 is over the complex variable, and hence it
is actually two equations over the real variables. Hence we can rewrite the
condition in (19) as
∃q ∈ R, such that Re g = 0 and Im g = 0,
where Re g and Im g are polynomials with real coefficients.
We can eliminate the existentially quantified variable q, by finding a gen-
erator r for the elimination ideal of 〈Re g, Im g〉 over α, β, δt. Informally
speaking, the generator r is a polynomial in the variables α, β and δt so that
the solution set of r = 0 contains the projections of the solution set of the
system of equations Re g = 0 and Im g = 0 onto the (α, β, δt) plane. In a
sense, we have eliminated the variable q. For a concise and precise definition
of elimination ideal, see Appendix B. For the details, see the highly readable
undergraduate textbook on computational algebraic geometry [28].
2In general this is not a completely equivalent condition because the rational parame-
terization misses the point x = 1. However, x = 1 is a root of Π only when δt = 0, so this
case is not relevant to our problem.
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Note that r = 0 defines a surface in the three dimensional real space
for α, β, δt (see Figure 1). This surface contains the boundary of the stable
and consistent set. For a given value of δt, by sampling and checking, one
can determine that the stable and consistent set is the one enclosed by the
contour curve for δt (see Figure 2).
From the three-dimensional surface, there are obviously non-unique choices
of parameters α, β, δt that will lie in the stable and consistent set. In the
following, we will describe a method for choosing one of these parameters.
3.2. Choosing a set of stable and consistent parameters
The contour plot in Figure 1 seems to indicate that the stable and con-
sistent set of a smaller δt contains the stable and consistent set of a larger δt.
Careful computation shows that it is almost always true. It is violated only
when δt is very close to the extreme (where there is no stable and consistent
set). Hence it motivates us to choose (α, β) as the one which is contained in
all the stable and consistent sets for almost all δt values. Such a point (α, β)
is indicated by a black cross on the contour plot in Figure 1. Let us denote
it by (αˆ, βˆ) and the corresponding δt as δˆt.
Note that the point (αˆ, βˆ, δˆt) lies on the self-intersection curve of the
surface r = 0 (see the plot on the left in Figure 1). Thus it is a singular point
of the surface, in other words, it satisfies the following system of equations,
r = 0,
∂r
∂α
= 0,
∂r
∂β
= 0,
∂r
∂δt
= 0. (20)
Here we face a difficulty, the system of equations in (20) has infinitely
many solutions, that is, there are infinitely many singular points, consisting
of the point of self-intersection of each contour (see Figure 1). These are not
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of interest. Hence we only need to find the isolated solutions of the above
system of equations. This can be done, for instance, by carrying out the
following algebraic operations,
J = generators of the elimination ideal of
〈
r,
∂r
∂α
,
∂r
∂β
,
∂r
∂δt
〉
over α, β,
D = prime decomposition of 〈J〉
W =
⋃
d∈D
dim(d)=0
{ real solutions of d } ,
where W contains all the isolated singular points on the (α,β) plane.
Informally speaking, the elimination ideal J is a set of polynomials in the
variables α and β so that the solution set of J = 0 contains the projections
of the solution set of the system of equations r = 0, ∂r
∂α
= 0, ∂r
∂β
= 0, ∂r
∂δt
= 0
onto the (α, β) plane. In a sense, we have eliminated the variable δt. The
prime decomposition D is a set of polynomials, that is D = {d1, d2, . . .}, so
that the union of the solution sets of d1 = 0, d2 = 0, . . . is the same as the
solution set of J = 0 and that each di is “prime” in a sense similar to prime
number. Hence, it can be viewed as a generalization of prime factorization of
integers to the system of polynomial equations. The notation dim(d) stands
for the dimension of the solution set of d = 0. Hence dim(d) = 0 states
that the solution set of d = 0 is a finite set (consisting of finitely many
isolated points). For concise and precise definitions of elimination ideal and
prime decomposition, see Appendix B. For the details, see the highly readable
undergraduate textbook on computational algebraic geometry [28].
Now we need to choose a suitable point (αˆ, βˆ) fromW. For a given (α, β) ∈
W, the polynomial equation r(α, β, δt) = 0 has finitely many (positive) real
solutions for δt. Thus, the AR model of order-3 is stable for δt ∈ (0, δ¯t)
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where,
δ¯t = min
δt>0
r(α,β,δt)=0
δt.
Obviously, δ¯t depends on (α, β). For practical consideration, we prefer larger δ¯t.
Thus we choose (α, β) ∈ W so that δ¯t is maximum and obtain
(αˆ, βˆ) = arg max
α,β
(α,β)∈W
min
δt>0
r(α,β,δt)=0
δt,
and the maximum value is at δˆt.
Let sˆ = αˆ + βˆi and substituting this to (17), we obtain:
a1 =
(
sˆ−
3
2
)
λδt,
a2 = −
(
2sˆ−
5
2
)
λδt,
a3 = sˆλδt.
Then we have
∀ δt ∈ (0, δˆt), ∀x ∈ C, Π(s, δt, x) = 0 =⇒ |x| < 1,
that is, ∀ δt ∈ (0, δˆt) the AR model of order-3 is stable and consistent.
3.3. Algorithm
Table 1 provides a self-contained algorithm summarizing the ideas dis-
cussed in the previous subsection. We illustrate the algorithm on an exam-
ple.
Example 1.
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Table 1: Algebraic method for parameterizing stable and consistent AR models of order-3.
In: λ ∈ C, such that Re λ < 0
Out: a1, a2, a3 ∈ C[δt] and δˆt ∈ R+, such that for all δt ∈ (0, δˆt), the AR
model of order-3 is stable and consistent.
1. Π =
(
s− 3
2
)
λδt−
(
2s− 5
2
)
λδtx+ sλδtx2 + x2 − x3
2. u = substitution(Π; s = α + βi, x = 1−q
2
1+q2
+ 2q
1+q2
i)
3. g = numerator of u
4. r = a generator of the elimination ideal of 〈Re g, Im g〉 over α, β, δt
5. J = generators of the elimination ideal of
〈
r, ∂r
∂α
, ∂r
∂β
, ∂r
∂δt
〉
over α, β
6. D = prime decomposition of 〈J〉
7. W =
⋃
d∈D
dim(d)=0
{ real solutions of d }
8. δˆt = max
α,β
(α,β)∈W
min
δt>0
r(α,β,δt)=0
δt
9. (αˆ, βˆ) = arg max
α,β
(α,β)∈W
min
δt>0
r(α,β,δt)=0
δt
10. sˆ = αˆ + βˆi
11. a1 =
(
sˆ− 3
2
)
λδt
a2 = −
(
2sˆ− 5
2
)
λδt
a3 = sˆλδt
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In: λ = −8.312−8.569i. This choice of λ corresponds to the linear dispersion
relation of the most energetic Fourier mode-8 of the Lorenz-96 model
in weakly chaotic regime [27] (this can be obtained from a simple linear
regression Mean Stochastic Model fit as proposed in [15, 29], cf. (21)).
Out: • a1 = (−0.251 + 3.147i) δt
• a2 = (4.657− 2.010i) δt
• a3 = (−12.718− 9.706i) δt
• δˆt = 0.145
Figure 3 shows the complex roots of Π(x) = a1 + a2x + a3x
2 + x2 − x3 for
several values of δt ∈ [0, δˆt]. When δt = 0 or δˆt, Π has one complex root on
the unit circle. When δt ∈ (0, δˆt), all the complex roots of Π lie inside of the
unit circle.
4. Numerical results
In this section, we numerically verify the statistical accuracy of the AR
models obtained from the proposed parameterization scheme for state esti-
mation and short-time prediction of nonlinear time series. In particular, we
will compare the numerical results based on the following AR models:
• A standard AR model, parameterized with Yule-Walker estimators in
(4)-(5). Here, parameter p is empirically chosen based on AIC criterion
for a fixed δt as discussed in Section 2.2. This is a standard method
that was proposed in [16]. We will refer to this model as the AR-p
model.
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• The second AR model is basically a standard AR model with two con-
sistency constraints in (7). The model parameters are obtained from
solving the minimization problem in (4) subjected to two linear con-
straints in (7). Then the Yule-Walker estimator in (5) is used to de-
termine Q. Here, we simply fix p and δt based on the AIC criterion
obtained from the unconstrained AR-p model above. We refer to this
model as the consistent AR-p model (in short, CAR-p model).
• To diagnose the impact of the consistency constraints in (7), we also
consider a standard AR model with fixed p = 3 and δt, parameterized
with Yule-Walker estimators. We refer to this model as the AR-3
model.
• The proposed AR model with fixed p = 3 and δt, parameterized based
on the algorithm discussed in Section 3. Here, the system noise variance
is determined by Euler discretization, Q = σ2δt. We refer to this
model as the stable and consistent AR-3 model (in short, SCAR-3
model). One feature of this model is that the parameters can be
obtained without knowing the signal time series directly. This model
simply takes λ, σ, which can be inferred from measurements of the
energy E and the decaying time scale, T , of the signals through linear
regression Mean Stochastic Model proposed in [15, 29],
λ = T −1, σ2 = 2Re[λ]E . (21)
Practically, one determines the parameters by choosing an integration
time, δt ∈ (0, δˆt), based on δˆt obtained from the algorithm in Table 1.
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We use the temporal average Root-Mean-Square Error (RMSE) difference
between the estimates, uˆk, and the truth, uk, defined as,
E(uˆ) =
( 1
T
T∑
k=1
|uˆk − uk|
2
)1/2
,
to quantify, both, the short-time forecasting and filtering skills. In particular,
we use the prior estimate error, E(uˆ−), to determine the accuracy of the
short-time prediction skill. Similarly, we use the posterior estimate error,
E(uˆ+), to quantify the filtering skill.
4.1. Application on the Lorenz-96 model: A toy example
As a testbed, we consider time series from the 40-dimensional Lorenz-96
model [18],
dxj
dt
= (xj+1 − xj−2)xj−1 − xj + F, j = 1, . . . , 40,
in a weakly turbulent regime with forcing constant F = 6 [16, 27]. In par-
ticular, we report numerical results on Fourier wave numbers 8 and 1, which
have distinct characteristics. For these two modes, the resulting AR-p mod-
els based on AIC criterion have p = 15-lags, which are empirically tuned
with sampling time δt = 4/16 (see [16] for details). For mode-8, we expect
the AR-p model to excel since the underlying signal has longer memory with
very slow oscillatory autocorrelation function (see Figure 4). For mode-1, we
expect the AR-3 model to be very accurate since the autocorrelation function
of this signal decays very quickly compared to mode-8 (again, see Figure 4).
4.1.1. Results on Mode-8
For Fourier mode-8, we obtain λ = −8.312 − 8.569i and our algorithm
suggests that the stable and consistent SCAR-3 models can be constructed
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with integration times 0 ≤ δt < δˆt = 0.145.
In Figure 5, we show the distribution of the eigenvalues of the four AR
models at nine integration time steps, δt, all of which produce stable and con-
sistent AR-3 models as shown: 1) AR-p model (magenta triangles); 2) CAR-p
model (red diamonds); 3) AR-3 model (blue circles); 4) SCAR-3 model (black
plus sign). Notice that at smaller integration times, δt = 1/64, 2/64, the AR-
p models are unstable (some eigenvalues are not in the unit circle. On the
other hand, for larger integration times, δt > 5/64, the CAR-p models are
unstable. This confirms the difficulties of finding an AR model that is stable
and consistent, as reported in [17]. Here, the AR-3 models are always stable
and the eigenvalues are distributed near (1, 0) of the unit circle when the
integration times are small. As the integration time increases, the eigenval-
ues tend to spread out near the boundary of the unit circle. On the other
hand, the eigenvalues of the SCAR-3 model do not cluster about one point
for any shown integration time. As the integration time increases, one of the
eigenvalues tends to be around (0.5, 0), whereas the other two eigenvalues
are near the boundary of the unit circle in the third quadrant.
In Figure 6, we show the average RMSE of the posterior estimates as
functions of integration time, δt (on an increment of 1/64), for various obser-
vation times ∆t = nδt, where n = 1, 10, 50, and observation noise variances,
R = 10%E , 25%E , 50%E , 100%E . Notice that the estimates from the AR-p
model (magenta triangle) tends to blow up in various regimes, especially for
smaller integration times. The AR-3 model (blue circle) performs slightly
better than the AR-p model, although it also blows up occasionally. This re-
sult demonstrates the sensitivity of the statistical estimates of the regression-
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based AR model (as discussed in Section 2.2). The CAR-p analysis estimates
(red diamond) are comparable to the SCAR-3 model in almost every regime
except for large observation time, n = 50, and long integration time steps,
δt > 6/64; this divergence is not surprising since the model is very unstable
in this regime. In terms of prior estimates, this divergence looks more pro-
nounced even for n = 10 (see Figure 7). The posterior and prior estimates
obtained from the proposed, SCAR-3 model, are very accurate; their average
RMSE are consistently small, below the observation error. This result sug-
gests that the two consistency constraints in (7) and the stability condition
in Definition 1 provide robustly accurate short-term prediction for the AR-3
model.
4.1.2. Results on Mode-1
For mode-1, we obtain λ = −1.246 − 1.214i and our algorithm suggests
that SCAR-3 models can be constructed with integration times chosen on
interval, 0 ≤ δt < δˆt = 1.006. In Figure 8, we show the average RMSE of
the posterior and prior estimates as functions of integration time, δt (on an
increment of 4/64), for various observation noise variances, R, and observa-
tion times with n = 10. In this regime, we learn that the filtered posterior
estimates from all the four AR models have comparable accuracy (see the
first column of Figure 8). For a very short integration time, both the uncon-
strained linear regression based filtered estimates diverge to infinity in finite
time.
In terms of predictive skill, the prior estimate errors of the AR-p model
can blow up for smaller integration times. The prior estimate errors of the
CAR-p model are large (increase to order 10) for larger integration times;
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this is because these consistent AR-p models are not stable for large δt. The
prior estimate errors from the AR-3 model are sometimes larger than the
observation error (or even blow up) when the integration time is small; for
larger integration times, δt > 4/64, however, their prior estimates are the
most accurate. This is not surprising since the autocorrelation function of
the underlying signal decays quickly and thus the underlying signal can be
accurately modeled with an AR model with smaller lag p. The proposed
SCAR-3 model produces prior estimate errors that are smaller than the ob-
servation error, except when the integration times are close to δt = 1 for
R = 10%E ; however these errors (on the order of 10−1) are much smaller
than the largest errors produced by the other three models. These numeri-
cal results suggest that the proposed, stable and consistent, SCAR-3, model
produces robust filtering and short-time predictive skill for signals with au-
tocorrelation function that decays quickly.
4.2. Application on predicting RMM indices: A real-world example
In this section, we show numerical results in predicting a data set, known
as Realtime Multivariate MJO (RMM) index [19] which is used to charac-
terize the variability of a dominant wave pattern observed in the tropical
atmosphere, the Madden Julian Oscillation (see e.g. [20] for a short review).
The given data set is a two-dimensional time series, obtained from apply-
ing empirical orthogonal functions analysis on combinations of equatorially
averaged zonal wind at two different heights and satellite-observed outgoing
long wave radiation [19]. The first component of the data set is denoted as
RMM1 and the second component as RMM2.
We will model these indices as a complex variable where the real part
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denotes RMM1 and the imaginary part denotes RMM2 since the trajectory
of these pairs rotates counter-clockwise around the origin especially in strong
MJO phase. To produce a reasonable ensemble forecast, we need an ensemble
of initial conditions. In this application, we apply the ensemble Kalman
filter algorithm developed in [4]; this method basically applies Kalman filter
formula, updating the empirical mean and covariance statistics produced by
the ensemble forecast. We will set the ensemble size to an arbitrary choice,
50 members.
An additional difficulty here is that the data set looks quite noisy but
we don’t know the observation noise variance, R, nor the corresponding dis-
tribution. In fact, we don’t even know whether the noises are additive or
multiplicative types. In our implementation of the EnKF, we apply a simple
adaptive noise estimation scheme [30] to extract R from the innovation statis-
tics, ǫk ≡ vk − Gu˜
−
k . In our simulations, we found that R ≈ 0.02I, which
means that either the noises are not additive type and Gaussian (which are
implicitly assumed by the noise estimation algorithm) or the AR modeling
may not be the best choice for this problem.
From daily data set of period between Jan 1, 1980-Aug 31, 2011, we
obtain λ = −0.4458 + 3.7161i from setting δt = 12/365 as 1 day (such that
a unit denotes a month). The resulting parameters are reported in Table 2.
We check the AIC criterion and it shows that the optimum lag is p ≈ 2−3 so
we include the linear-regression based AR-3 model for comparison purpose.
Since the time scale of this data set is short, as in the mode-1 of the Lorenz-
96 example (Section 4.1.2), we expect the AR-3 to give the best estimates
among the class of AR models (again, based on AIC criterion).
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Table 2: Parameters obtained from fitting RMM index data set for period of Jan 1, 1980-
Aug 31, 2011.
model AR-3 SCAR-3
a1 0.0564-0.0679i -0.0381 + 0.0083i
a2 -0.5877 + 0.1307i 0.0836 - 0.0777i
a3 0.4938 - 0.0005i -0.0601 + 0.1916i
Q 0.0584 0.0292
In Figure 9, we show the forecasting skill as a function of lead time (in
days) with a bivariate pattern correlation between the mean estimate, uˆ, and
observation, u,
PC(t) =
uˆ(t) · u(t)
‖uˆ‖2‖u‖2
, (22)
which was used in [31] to evaluate the forecasting skill of RMM index. Here,
the component of vectors uˆ,u, is daily data from the period of Sept 1, 2011-
Aug 31, 2012, so we are evaluating the forecasting skill beyond the period
of the training data set. As a reference, the pattern correlations at lead
time of 15 days from many participating working groups using operational
dynamical models vary between 0.4-0.8 [31]. In this measure, the forecasting
skill of both models are comparable. However, when we look at the actual
mean forecast estimate (see Figure 10 for the SCAR-3 10-day lead forecast for
two different periods), the forecast from SCAR-3 model looks more accurate,
following the peaks of the noisy signals, compared to that of the AR-3 model.
While it is unclear that the proposed model is appropriate for fitting
the RMM index, this numerical result indicates a slight advantage of impos-
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ing the consistency constraints via the proposed algebraic method over the
standard regression-based technique.
5. Summary
In this paper, we discussed a novel parameterization method for low-order
linear autoregressive models for filtering nonlinear chaotic signals with mem-
ory depth. The new algorithm was constructed based on standard algebraic
geometry tools. The resulting algorithm also provides an upper bound for
discretization time step that guarantees the existence of stable and consistent
AR models which can be an issue in nonlinear setting when regression-based
method is used [17]. An attractive feature of this parameterization method
is that it only requires long-time average statistics as inputs whereas the
classical linear regression-based method usually requires a long time series of
training dataset.
Our numerical results suggested that the short-time predictive skill of the
proposed AR models is significantly more accurate than the regression-based
AR models. In terms of filtering skill, the proposed models are also compa-
rable to (or slightly more accurate than) the regression-based AR models. In
our numerical test with two chaotic time series of different characteristic of
time scales, we found that the new parameterization scheme is robust and
stable, across wide ranges of discretization (or sampling) times, observation
times, and observation noise variances. We also verify the hypothesis on a
real-world problem, predicting the MJO index.
These numerical results suggested that the two consistency constraints in
the sense of Definition 2, together with the stability condition in the sense
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of Definition 1 can improve the short-time prediction and filtering skill with
linear autoregressive prior models. In some sense, the consistency and sta-
bility conditions advocated here enforce some “physical constraints” to the,
otherwise, purely statistical AR models. However, unlike the physics con-
strained model proposed in [10, 12], the long term (equilibrium) statistical
prediction of this model is not accurate at all. This is not a surprise at all
since the parametric form of AR models may not be sufficient for accurate
equilibrium statistical prediction as suggested by the linear theory for fil-
tering with model error [13]; for the two modes example in Section 4, one
needs an AR model of higher order to perfectly fit the two-time equilibrium
statistical quantities autocorrelation function [16, 32].
Although the idea discussed in this paper, in principle, can be generalized
to arbitrary order, p > 3, we suspect that this will require more complicated
algebraic operations and the resulting algorithm will be computationally im-
practical at the current state of the art. Furthermore, whether the same
consistency constraints are useful for multivariate AR models is a wide open
question. As a consequence, the method has a practical limitation if for some
reason the integration time step δt has to be fixed and it is not in the stable
and consistent set of the AR-3 model, δt /∈ (0, δˆt). We should note that it is
a wide open problem to design a scheme for choosing p > 3 for fixed δt such
that the AR model is stable and consistent.
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Appendix A: Proof of Proposition 1
To prove proposition 1, we need to only show that the consistency condi-
tions in (7) are indeed equivalent to Theorem 11.3 in [24] for approximating
linear ODE in (6).
First, recall that from Theorem 11.3 in [24], given a general ODE, u˙ =
f(t, u), the explicit multistep method of p-steps,
um+1 =
p−1∑
j=0
aˆjum−j + δt
p−1∑
j=0
bjfm−j , m ≥ p (23)
where fm = f(tm, um), um = u(tm) and δt = tm+1 − tm, is consistent and of
order-q when the following algebraic conditions are satisfied,
p−1∑
j=0
aˆj = 1,
p−1∑
j=0
(−j)iaˆj + ℓ
p−1∑
j=0
(−j)ℓ−1bj = 1, ℓ = 1, . . . , q. (24)
For Adams-Bashforth method, aˆ0 = 1 and aˆj = 0 when j 6= 0, and (24)
reduces to,
ℓ
p−1∑
j=0
(−j)ℓ−1bj = 1, ℓ = 1, . . . , q. (25)
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In our hypothesis, we denote the AR model in (1) as follows,
um+1 = um +
p−1∑
j=0
ap−jum−j. (26)
Matching the notations in (23) and (26), we have ap−jum−j = bjfm−jδt. For
linear ODE in (6) with F = 0 (since we typically fit the fluctuation in AR
modeling), fm−j = λum−j, and therefore, we have, ap−j = bjλδt. Substituting
this to (25), we obtain
ℓ
p−1∑
j=0
(−j)ℓ−1ap−j = λδt, ℓ = 1, . . . , q,
which is eqn (7) when index j is replaced by p− j.
Appendix B: Review of algebraic geometry
In this appendix, we list precise definitions of several algebraic notions
used in Section 3. For their geometric meaning and algorithms, see the highly
readable undergraduate textbook on computational algebraic geometry [28].
Let k be a field, such as the set of all rational numbers. Let Rn =
k [x1, . . . , xn] , that is, the set of all polynomials with coefficients from k and
variables x1, . . . , xn.
Definition 3 (Ideal). Let I ⊂ Rn. We say that I is an ideal of Rn if the
followings hold
1. 0 ∈ I.
2. If f, g ∈ I then f + g ∈ I.
3. If f ∈ I and h ∈ Rn, then hf ∈ I.
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Proposition 2 (Generator). Let f1, . . . , fs ∈ Rn. Let
I =
{
s∑
i=1
hifi : h1, . . . , hs ∈ Rn
}
.
Then I is an ideal of Rn. We call I the ideal generated by f1, . . . , fs and
denote it as 〈f1, . . . , fs〉. We call f1, . . . , fs generators of the ideal I.
Theorem 3 (Hilbert Basis Theorem). Let I be an ideal of Rn. Then
I = 〈f1, . . . , fs〉
for some finitely many f1, . . . , fs ∈ I.
Proposition 4 (Elimination Ideal). Let I be an ideal of Rn. Let J = I ∩Ri
for 1 ≤ i < n. Then J is an ideal of Ri. We call J the elimination ideal of I
over x1, . . . , xi.
Definition 4 (Prime Ideal). An ideal I of Rn is called prime if
∀f, g ∈ Rn fg ∈ I =⇒ f ∈ I or g ∈ I.
Definition 5 (Prime Decomposition). Let I be an ideal of Rn. Let J1, . . . , Js
be ideals of Rn. We say that J1, . . . , Js is a prime decomposition of I if
I = J1 ∩ · · · ∩ Js and J1, . . . , Js are prime.
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Figure 1: The left figure shows the surface on the three dimensional real space for λ =
−8.312− 8.569i. The right figure shows the contour plot of the same surface on the (α, β)
plane, where each curve (contour) corresponds to a particular value of δt.
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Figure 2: This figure shows a single contour of the surface on the (α, β) plane, for a fixed
value of δt. The stable and consistent set is shown in gray.
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δt = 0.0δˆt δt = 0.2δˆt δt = 0.4δˆt
δt = 0.6δˆt δt = 0.8δˆt δt = 1.0δˆt
Figure 3: The complex roots of Π(x) for various δt ∈ [0, δˆt] are displayed along with the
unit circle. All roots lie strictly within the unit circle when δt is chosen from (0, δˆt).
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Figure 4: Autocorrelation functions of Fourier modes-1 and 8.
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Figure 5: Mode-8: Distribution of eigenvalues of AR models for various δt: AR-p model
(magenta triangles); CAR-p model (red diamonds); AR-3 model (blue circles); SCAR-3
model (black plus sign).
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Figure 6: Mode-8: Average RMSE for posterior mean estimates, E(uˆ+), as functions of
δt for various observation times, ∆t = nδt, and noise variances, R: AR-p model (magenta
triangles); CAR-p model (red diamonds); AR-3 model (blue circles); SCAR-3 model (black
crosses); observation error (dashes).
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Figure 7: Mode-8: Average RMSE for prior mean estimates, E(uˆ−), as functions of δt
for various observation times, ∆t = nδt, and noise variances, R: AR-p model (magenta
triangles); CAR-p model (red diamonds); AR-3 model (blue circles); SCAR-3 model (black
crosses); observation error (dashes).
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Figure 8: Mode-1: Average RMSE for the posterior (first column) and prior (second col-
umn) mean estimates as functions of integration time, δt, for observation time, ∆t = 10δt
and various observation noise variances R: AR-p model (magenta triangles); CAR-p model
(red diamonds); AR-3 model (blue circles); SCAR-3 model (black crosses); observation er-
ror (dashes).
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Figure 9: RMM index forecasting skill: Bivariate pattern correlations as functions of lead
forecast (in days); obtained from daily average over a period beyond the training data set,
Sept 1, 2011-Aug 31, 2012.
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Figure 10: Ten-day lead forecast for RMM1 index for periods within the training data set,
Aug 1, 2005-April 30, 2007 (left), and beyond the training data set, Sept 1, 2011-Aug 31,
2012. In each panel, the observed RMM index data is denoted in dashes and the mean
forecast is denoted in solid.
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