Abstract. In this paper we solve the problem of characterizing inversion multigraphs (cf. BB]) associated to a ne permutations. 
x1 Introduction and basic definitions
Let W be an a ne Weyl group of typeÃ n?1 ; W is a group admitting the following presentation: generators s 1 ; : : : ; s n and de ning relations: S n := f : Z! Zj (t + n) = (t) + n 8 t 2 Z; n X t=1 (t) = n(n + 1) 2 g: It follows at once from the previous description that an element 2S n is completely determined by the n-tuple (1); : : : ; (n)].
In BB] the authors develop a detailed analysis of the combinatorics of a ne permutations; moreover they exhibit various encodings of a ne permutations and minimal coset representatives ofS n =S n . In connection with the weak Bruhat order, they describe a ne permutations through certain inversion multigraphs and leave open the problem of classifying them.
In this paper we solve this last problem using our previous results on compatible orderings in root systems proceeding as follows. An inversion multigraph encodes an a ne permutation by determining its "a ne inversions"; from the point of view of root systems this amounts to describing the set of positive roots sent into negative ones by . On the other hand, this kind of sets of positive roots has been combinatorially classi ed in P] (where they are called compatible sets). So we translate the combinatorics of compatible sets into that of inversion multigraphs, working out some further simpli cations; nally we obtain a characterization of the inversion multigraphs, involving weight conditions on certain triples of edges.
As a notational convention, we will denote by N (resp. Z + ) the set of positive (resp. non-negative) integer numbers. Denote by + the set of positive roots, i.e., the elements in which are linear combinations with non-negative coe cients of the simple roots.
Note that W acts on V as a re ection group with respect to the bilinear form associated to the previous matrix (in the basis ); this form is degenerate with 1-dimensional kernel generated by the so-called fundamental imaginary root Moreover, R = R if and only if = .
We will need in the following the explicit description of the action of 2S n on in the permutation realization. Suppose 2 + ; then is of the form i + : : : + j + k or of the form ?( i + : : : + j ) + h for some integers 1 i j < n; k 0; h 1. Let q i ; r i ; i = 1; 2 be the unique integers such that (i) = q 1 n + r 1 ; (j + 1) = q 2 n + r 2 ; (q 1 ; q 2 2 Z; 0 < r i n; i = 1; 2). Recall from BB], x3, that (i) (j) mod n , i j mod n; so we can de ne (3) ( i + : : : + j + k ) = ( 1 + : : : + r 2 ?1 ) ? ( 1 + : : : + r 1 ?1 ) + (k ? q 1 + q 2 ) (4) (?( i +: : :+ j )+h ) = ( 1 +: : :+ r 1 ?1 )?( 1 +: : :+ r 2 ?1 )+(h+q 1 ?q 2 ) By a straightforward veri cation, easily performed on generators using (1), (2), we get the following result.
Proposition 2. The previous formulas de ne an action ofS n on ; this action coincides with the re ection representation.
We nally recall the formula for the length function`inS n , a ording the minimal number of Coxeter generators occurring in an expression of an a ne permutation ; if square brackets denote the integer part of a rational number, we have (cf. Shi], Lemma 4.2.2):
(5)`( ) = X x3 Affine permutations, inversion multigraphs and shifted tableaux Let G n denote the set of weighted oriented graphs having f1; : : : ; ng as set of vertices; let then A G denote the set of oriented edges of an element G 2 G n ; if an edge x 2 A G starts from the vertex i and ends in the vertex j we will denote it by i ! j; the corresponding weight will be denoted by t(i; j) or t(x).
An element G 2 G n is characterized by A G and the set of weights W G = ft(i; j) j i 6 = jg (we enclose 0 among the weights, so W G is a set consisting exactly of n(n?1) non-negative integer numbers).
Recall from In other words the map n :S n ! G n de ned by n ( ) = I is injective and we have to nd its image. By the very de nitions it is clear that Im ( n ) G 0 n where G 0 n := fG 2 G n j 8 i; j 2 f1; : : : ; ng; i 6 = j; t(i; j) 6 = 0 =) t(j; i) = 0g:
From this remark it follows that we may organize the data appearing in an inversion multigraph in a slightly di erent way, which is more convenient for our goals. Let T n denote the set of shifted tableaux of shape = (n ? 1; n ? 2; : : : ; 1); we associate to a given element 2S n a shifted tableau of shape , T = ( (i; j)) (i;j)2I n ; I n := f(i; j) j 1 i j n ? 1g, in the following way: (i; j) := (j + 1) ? (i) n : The following proposition, combined with the last statement of theorem 2, a ords a proof of the injectivity of the map n ; the proposition could be however deduced We want to calculate the roots belonging to (J + ij J ? ij ) \ R . Suppose (i) = q 1 n + r 1 ; (j + 1) = q 2 n + r 2 ; q 1 ; q 2 2 Z; 0 < r i n; i = 1; 2 and a 2 J + ij ;ã 2 J ? ij ; then formulas (4), (5) From this and the previous remarks we can easily deduce that R = N T .
x4 The main result
We want to characterize the image of the map n ; we have to translate conditions (1) and (2) Here m (resp. r) ranges over N or Z + according to whether a (resp. b) is positive or negative.
Remark. Condition (II) must be interpreted as follows. For each edge x = i ! j in G, we have to consider all the paths starting from i and ending in j consisting of two edges, which do not necessarily belong to A G { in such a case we conventionally assign to them the weight 0 {; then the stated weight condition should be veri ed.
Proof. We want rst to translate conditions (I), (II) on a multigraph G 2 G 0 n into analogous conditions on the shifted tableaux T = ( (i; j)) 2 T n which encodes G as previously explained.
Suppose for instance (i; j) 2 I n ; i k < j and consider the relation (i ! k+1; k+1 ! j+1) 2 (A G A G ) =)t(i; j+1) t (i; k+1)+t(k+1; j+1): ( ) Remark that the vertices i; k +1 and k +1; j +1 are joined by an edge if and only if t(i; k + 1) 6 = 0; t(k + 1; j + 1) 6 = 0; considering the orientation of edges, the previous relations are equivalent to (i; k) > 0; (k + 1; j) > 0. Therefore ( ) is equivalent to (i; k) > 0; (k + 1; j) > 0 =) (i; j) (i; k) + (k + 1; j):
It is not hard to check that the following set of conditions is equivalent to (I), (II).
(A) 8 (i; j) 2 I n ; 8 h; k; p : 1 h < i k < j < p n ? 1 (i; k) > 0; (k + 1; j) > 0 =) (i; j) (i; k) + (k + 1; j) (i; k) < 0; (k + 1; j) < 0 =) (i; j) (i; k) + (k + 1; j) + 1 Note further that the sum of two positive roots is again a root if and only if we are in one of the previous cases (for some (i; j) 2 I n ). Now assume T = T for 2S n . If, for instance, (i; k) > 0; (k+1; j) > 0 then, by proposition 3, the roots ?( i +: : :+ k )+ (i; k) ; ?( k+1 +: : :+ j )+ (k+1; j) belong to R . So (1) forces also (?( i +: : :+ j )+( (i; k)+ (k +1; j)) ) to belong to R . Therefore, again by proposition 3, the relation (i; j) (i; k) + (k + 1; j) must hold. Small variations of this argument imply the other relations in (A).
Condition (2) means that, if a root x = ?( i + : : : + j ) + k (resp. y = i + : : : + j + k ) belongs to R , then for each decomposition of x (resp. y) into the sum of two positive roots at least one component belongs to R ; it is easy to prove that it su ces to check this property when k is the greatest integer such that a root of the form ?( i + : : : + j ) + r or i + : : : + j + r belongs to R : so if (i; j) < 0 (resp. (i; j) > 0) then conditions (B) (resp. (B')) must hold. We have nally proved that inversion multigraphs satisfy the conditions in the statement of the theorem; on the other hand we claim that, if a multigraph G veri es (I) and (II) and T is the associated shifted tableau, then N T is a compatible set. Let us verify condition (1) of theorem 2; suppose that i + : : : + k + r ; k+1 + : : : + j + s 1 i k < j n ? 1; r; s 2 Z + belong to N T : we have to prove that i + : : : + j + (r + s) 2 N T . We know that r < ? (i; k); s < ? (k + 1; j): then condition (A) (which is equivalent to (I)) implies (i; j) (i; k) + (k + 1; j) + 1 < ?r ? s and in turn we get i + : : : + j + (r + s) 2 N T . The other cases relative to condition (1) and condition (2) can be veri ed in a similar way.
Since N T is compatible, there exists an (unique) element 2S n such that N T = R . Therefore n ( ) = G and the proof is completed.
Examples. Consider the following multigraphs:
The rst satis es the conditions of theorem 4: in fact it encodes the a ne permutation = 4; 2; 0]. The other two graphs are not associated to a ne permutations since they satisfy exactly one of the conditions in the previous theorem (the second does not satisfy (I) whereas the third does not satisfy (II) ).
