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ABSTRACT 
Let F be a field, and M,,(F) the algebra of n x n matrices over F. It is in general a 
very difficult and tedious problem to determine the structure of the subalgebra X of 
M,(F) generated by a given subset S of M,(F). We show that if X contains a matrix A 
with n distinct eigenvalues in F, then X can be determined up to similarity very 
quickly by a graph-theoretic method. As a consequence we show that any such X can 
be generated by a pair of elements one of which can be taken to be A and the other a 
(0,l) matrix. As an application, we obtain a Specht-type similarity theorem. 
Let S be a nonempty set of n x n matrices. Define the directed graph 
G(S) of S as follows: G(S) has vertices 1,2, . . . , n; vertices i, j are joined by a 
directed edge if and only if there exists B = (b,,) E S with bij # 0. [Thus G(S) 
is the graph of the “generating matrix” CBEsxBB, where the xs are distinct 
indeterminates, in the usual sense.] 
We write i + j to denote that i, j are path-connected, i.e., there exist 
r 2 1 and i, = i, i,, . . . , i, = j such that iris, i,i,, . . . , i,_,i, are edges in 
G(S), i.e., for each k = 1,2, , . . , r - 1, there exists Bk E S such that b{,“l,+, # 0, 
where Bk = (b(Q). We write i * j if either i = j or i + j and j -+ i. Note that 
c* is an equivi;ence relation on G(S). We denote by [i] the @ -equivalence 
class of i. 
The * -equivalence classes are called the strongly connected components 
or strong components of G(S). 
Given two distinct strong components [i], [j], we write [i] + [j] if there 
exist u E [i], u E [j] with u -+ u. We say that a strong component [i] is 
a terminus if [i] + [j] for any strong component [j] # [il. Note that if [i], [j] 
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are distinct strong components, then at most one of the statements [i] + 
[j], [j] -+ [i] is true. It follows that termini exist. In the book of Behzad, 
Chartrand, and Lesniak-Foster [3], the condensation of a directed graph is 
formed by shrinking each strong component to a single vertex; they prove that 
the resulting graph is acyclic and hence has a vertex of outdegree zero (i.e. a 
terminus in our terminology). 
We can order the set [G(S)] = { [ur], [~a], . . . , [ur]} of strong components 
so that [ ul] is a terminus, [ u2] is a terminus of [G(S)] - { [ur]}, us is a terminus 
of [G(S)] - {[ur], [us]}, etc. Note then that [vi] + [uj] if j > i. 
Let G be a directed graph on n vertices with strong components 
[ul]> [us], . f . , [II,.] of sizes k,, k,, . . . , k,, respectively. Let B be an n x n 
matrix partitioned into r2 blocks Bij where B,, is of size ki x kj. Then we 
shall say that the matrix B is of type G if 
B,, = 0 whenever [ uSI -H [ ut] . 
Notice that if the strong components have been ordered as described above, so 
that [ur] is a terminus of G, [ u2] is a terminus of G \ { [ur]}, and so on, then 
we shall have B,, = 0 when s < t, so B will be block lower triangular. 
DEFINITION. Let G be a directed graph. The set of all matrices of type G 
will be denoted by Y,. 
Note that if G is strongly connected, then there are no restrictions placed 
on matrices of type G, so Yc: = M,(F). 
LEMMA 1. Zf G is a directed graph on n vertices, then Yc is a subalgebra of 
M,(F). 
Proof. Clearly Yc is closed under addition and scalar multiplication. 
Suppose C = (Cij), D = ( Dij) E Yc. Th en the (i, j) block of CD is C~=rCi,,DUj 
(where r is the number of strong components of G). If this is nonzero, then 
Ci, # 0 and DUj # 0 for some U. But then [vi] -+ [ uu] and [vu] + [uj], so 
[vi] + [ UJ by the transitivity of + . Hence CD E Yc. n 
LEMMA 2. Let A = diag(a,, a2, . . . , a,,) where a,, . , a,, are distinct and 
nonzero. Let X be an F-subalgebra of M,(F) containing A, and let S be a 
generating set for X. Then if G(S) is strongly connected, X = M,(F). 
Proof. Let E,, be the n x n matrix with 1 in position (s, t) and zeros 
elsewhere. It will suffice to show that X contains all the matrices E,,. Since 
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al, $9. . ., a, are distinct and nonzero, each E,, is a polynomial in A and 
hence X contains E,, for s = 1,2, . . . , n. Now choose any s, t with s + t. 
Since G(S) is strongly connected, s + t. So there exist q > 2, some 
R,,...,R,_r ES, and si = s, s2, . . . , sq = t such that 
z = b(l) b(Z) 
s1.Q s2s3 
. . . b(9-1) + (J 
s"~lsy ' 
where B, = ( bch)). 
Note that $= E,,,,B,ESes, * * . Bq_lEs,s, EX. But V = zE,~. Hence Este 
X, and the lemma is established. n 
We now state the main result of this paper. 
THEOREM 1. Let A = diag(a,, . . . , a,) EM,(F), where a,, . . . , a, are dis- 
tinct and nonzero. Let X be an F-subalgebra of M,( F) containing A, and let S be 
a generating set for X. Then X is determined up to permutation similarity in 
M,(F) by G(S). More explicitly, X is similar uia a permutation matrix to the 
algebra YGCsj. 
Proof. Relabel the vertices of G(S) so that 
[“J = {k, + 1, k, + 2,. . . ) k, + k,} 
In terms of matrices, this amounts to carrying out a similarity via a permuta- 
tion matrix. Note that A E YGCs). = Y, say, and also S s Y. Hence X c Y, 
since, by Lemma 1, Y is an F-subalgebra. 
For a block matrix C = (Cij) we write (C),, to denote the matrix whose 
(s, t) block is C,, and all of whose other blocks are zero. Suppose C = ( C,J E X 
and C,, # 0. Now (I),, and ( Z),,EX (where I is the n x n identity matrix), 
since A EX and A has distinct eigenvalues, so 
(f&t = (qssqqtt~x. 
In particular ( U)ii E X for all U E S. 
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Applying Lemma 2, we see that 
{(A),,) ” { (U)ii(UES) 
generates Mk,( F). Hence (C)ji E X for all C E M,(F) and i = 1,2, . . . , r. This 
completes the proof of the theorem if r = 1. 
Suppose that r > 1 and that [vi] # [ uj] and [vi] + [ uj]. It suffices to show 
that (C),,.EX for all CEM,(F). 
Suppose first that there exists DE X with Dij # 0. Then for all W, 2 E 
M,( 9 
(W),i(D)ij(z)jjeX. 
Hence ( LQij E X for all U E M,(F). Hence we need only show that such a D 
exists. Since [vi] -+ [uj], there exist m > 1, B,, . . . , B,_, E S and i, = 
i, i,, . . . ) i, = j such that 
( Bl)ili.2 * O, . . . , ( B,_l)i”8_,i_ # 0. 
But then (U)i,ip, . . . , (U),__, i, E X for all U E M,(F). For a suitable choice of 
q,. . .,U,_,eM,(F) 
D= (U~)i,iz,...,(Um-l)i,_,i,fO 
and D = ( D)ij E X. This completes the proof. n 
THEOREM 2. Under the hypotheses of Theorem 1, the following are equiva- 
lent for n > 1: 
(1) X is simple. 
(2) X = M,(F). 
(3) G(S) is strongly connected. 
THEOREM 3. Under the hypotheses of Theorem 1, the following are equiva- 
lent: 
(1) X is semisimple. 
(2) G(S) is symmetric under --* . 
THEOREM 4. Under the hypotheses of Theorem 1, X is the algebra gener- 
ated by A, B, where B is the (0,l) matrix with bii = 1 for all i, and for i # j, 
bij = 1 if and only if i + j. In particular X is two-generated. 
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COROLLARY. A is contained in only finitely many subalgebras of M,,( F). 
EXAMPLE 1. The F-subalgebra of M”(F) formed by all matrices of the 
form 
0 0 ( 1 c 0 
where C is an [n /2] x [n /2] matrix (where [ -1 denotes the greatest-integer 
function) requires [n/2]’ generators, since the product of every pair of its 
elements is zero. This contrasts greatly with the conclusions of Theorem 4. 
EXAMPLE 2. Let-F be an infinite field, and for each 3-tuple a E F3 which 
is not a scalar multiple of (1, 1, l), let 
W, = span{a, (l,l, l)}. 
Let Aa be the algebra of all matrices of the form 
1 
0 Xl Y z 
0 0 x2 0 x3’ w 0I 
where y, z, w E F and (x1, x2, xs) E W,. 
Then there are infinitely many W,,‘s, all of which contain 
010 0 
0 010 
[ 1 0001' 0 0 0 0 
So the corollary fails in general for nonderogatory matrices. However, see [7] 
for a result in this situation. 
EXAMPLE 3. Let 
S, = {A,, B}, S, = (-4223). 
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Then 
and in each case [2] + [l]. However, the subalgebras of M,(F) generated by 
S,, S, are not isomorphic. Thus Theorem 1 must be modified if we allow A to 
be singular. This situation is discussed below. 
Assume that A is singular in Theorem 1, say A = diag[a,, . . . , a,] with 
a,, . . . , a, distinct, and without loss of generality, a, = 0. It is straightforward 
to check that the conclusion of Theorem 1 holds as stated if 1 -+ 1 in G(S). 
Suppose 1 -st 1 in G(S). We may assume 
[G(S)] = {[l]>[&-$~,]}~ 
where [ua] = (2, . . . , k, + l}, [ug] = {k, + 2,. . . , k, + k, + l}, etc. For 
each U E M,(F) write u = ( Uij) in block form where the diagonal blocks Uii 
are ki x ki and k, = 1. Let IJ, = (Uij)zsi,jGr and X, = {UJUEX}. Note 
that X, contains A, and that its structure is determined by Theorem 1 
applied to Sa = {B, ] B E S}. In particular, using the notation of Theorem 1, 
(U)ii~X for all i > 1 and all UEM,(F). 
Suppose [l] -+ [ul] in [G(S)], some i > 1. Then as in the proof of Theorem 
1, (U),,eX for all UEM,,(F). Similarly, if [uj] + [l] in [G(S)], some j > 1, 
then (U)j, EX for all U EM,(F). H ence X consists of all block matrices 
U = ( Uij) subject to the conditions U, E X, and Ui, = 0 if [l] + [us], s > 1, 
and U,, = 0 if [uJ -ft [l], t > 1, in [G(S)]. 
We now consider spanning sets for X. 
PROPOSITION. Let X be a subalgebra of M,,(F) containing A = 
diag(a,, u2, . . . , a,), where a,, u2, . . . , a,, are distinct and nonzero. Suppose X 
is generated by A, B. Then X is spanned over F by the monomials of the form 
A” (i=O,l,..., n-l), 
A’“BAhB . . . BA’r-lBA”r 
where r > 1, i,, i,, . . . , i, are nonnegative integers, i, , < n - 1, i, < n - 1, 
and i, + i, + -a* +i,_, < n - 1. 
Proof. Let r = I’(B) be the directed graph associated with B. Note that 
X is spanned by the matrix units Eii and those E,, (u # u) for which there 
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exists a path from u to u in r. The elements Eii lie in span{ A’ 1 i = 0, 1, . . . , n 
- 1). Suppose u, u are given (21 # u) and that there exists a path 
of length k in r and no path of smaller length. We prove by induction on k 
that there exist nonnegative integers i,, i,, . . . , i, with sum 
such that the (u, u) entry of 
BA” B . . . BA’kB (1) 
is nonzero. Let Y be the set of integers w # u such that b,, + 0 [where 
B = ( bij)]. Let m be the cardinality of Y. Note that there is a path in r from 
us to u of length k - 1 and that if ua -+ y3 + * * * -+ yk + u is such a path, 
then none of the elements ys, . . . , yk, u lies in Y. Let A,, B, be obtained 
from A, B by deleting row i and column i for all i in Y U (u} except i = ua. 
Then A,, B, are (n - m) x (n - m) matrices, and by induction, there exist 
nonnegative integers i,, is, . . . , i, with i, + is + .* * +ik<n-m-lsuch 
that 
C, = B, A’;z B, . . . B, A’;‘iB, 
has its (ua. u) entry nonzero. But then 
C = BA”zB . . . BA’kB 
has its (ua, u) entry nonzero. Let C = (cij). The (u, u) entry of BA’C is 
and this equals 
(*) 
Since Y has m elements and bu,,Chu # 0 for h = u2. a simple Vandermonde- 
determinant argument yields that there exists a nonnegative integer i, < m - 1 
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with the sum (*) nonzero. Since i, + i, + . . . + ii < n - 1, the assertion (1) 
follows. But now, since E,,,, E,, lie in span{ A’ 1 i = 0, 1,. . . , n - l}, the 
proof of the proposition is complete. n 
COROLLARY 1. Under the hypotheses of the proposition, X is spanned by 
the monomials in A, B of total degree at most 3n + k - 3, where k is the 
maximum of the (shortest) distances between pairs of connected vertices u, v 
(u # u) in P(B). 
In particular, since k < n - 1, we have 
COROLLARY 2. Under the same hypotheses, X is spanned by the monomials 
in A, B of total degree at most 4 n - 4. 
REMARK. The bound in Corollary 2 is of interest because it is linear in n. 
(Bounds available in the literature for genera1 B are quadratic in n). The best 
possible bound is conjectured to be 2n - 2. This arises for example when 
X=M,(F)and B h as rank one or B is a monomial matrix. See Paz [9] and 
Laffey [8] for details. 
THEOREM 5. Let F be a field, and let A, B, C, D in M,(F) satisfy the 
following conditions: 
(i) A has n distinct nonzero eigenvalues; 
(ii) the algebra X generated by A, B is M,(F); 
(iii) for all monomials m( x, y) in the noncommuting indeterminants x, y, of 
total degree at most 8n - 7, 
tr m( A, B) = tr m(C, D) 
(where tr P denotes the trace of P). 
Then there exists a nonsingular matrix T with T-‘AT = C, T-‘BT = D. 
Proof. Let Y be the algebra generated by C, D. By the proposition, X 
has a basis U consisting of monomials M( A, B), each of which has total degree 
at most 4n - 4. We will first show that V = { M(C, D) ) M( A, B) E U)} is 
linearly independent. This implies that dim Y > dim X and hence Y = M,(F) 
and V is a basis for Y. 
We show that V is linearly independent by showing that if M,(C, 
D), . . . , M,(C, D) are monomials, each of total degree at most 4n - 4, which 
are linearly dependent over F, then the monomials M,( A, B), . . . , Mk( A, B) 
must also be linearly dependent. 
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Suppose CfzraiMi(C, D) = 0. Then for any N( A, B) in the basis U, we 
have 
k a,M,(C, D)N(C, D) = 0. 
i=l 
Condition (iii) then tells us that tr[~:=,oiMi/A, B) N( A, B)] = 0. But X = 
M,(F) and U is a basis for X, so we have tr[Ci= raiMi( A, B)R] = 0 for every 
n x n matrix R. Hence, C:=raiMi(A, B) = 0. 
We now assert that if M( A, B) E U and 
M( A, B) A = c a,N( A, B), 
N= N(A,+U, 
then 
M(C, D)C = c a,N(C, D), 
N= N(A,B)d. 
For if W( A, B) E U, then 
(*> 
0 = tr[ M( A, B) AW( A, B) - G aNN( A, B)W( A, B)] 
= tr[ M( C, D)CW( C, D) - 5 +N( C, D)W( C, D)] 
[using (iii) and the fact that the monomials occurring have degree at most 
8n - 7], and this implies (*), since Y = M,(F) and { N(C, D) 1 N( A, B) E U} is 
a basis. 
A similar argument yields that if 
M(A,B)B= N&bd+%B) 
then 
M( C, D)C = & b&‘( C, D). 
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An inductive proof now yields that if W( A, B) is any monomial, and if 
M( A, B)W( A, B) = c c,N( A, B), 
NdI 
then 
M(C, D)W(C, D) = c c,N(C, b). 
NEU 0) 
We now define a map 
f: X -+ Y: p( A, B) + p(C, D) 
for all polynomials p( x, y) in the noncommuting indeterminates x, y. Apply- 
ing (t) to the monomials occurring in p( A, B), we find that if 
P( A, B) = NFu 4P( A, B) 
then 
P( c, D) = NG” dNN( c, D). 
Hence f is well defined, and it is then clearly an algebra isomorphism. Since 
every algebra isomorphism of M,(F) . 1s inner [l, Theorem (4.1)], it follows that 
there exists an invertible matrix T with f(Q) = T- ‘QT for all Q E X. This 
completes the proof. n 
REMARK. The trace argument used in the proof of Theorem 5 is essen- 
tially that of Pearcy [lo]. Taking F to be the complex field, B = A*, and 
D = C*, Theorem 5 gives a version of Specht’s theorem on unitary similarity. 
(A standard argument yields that if T- ‘AT = B and T-‘A*T = B*, then there 
exists a unitary matrix S with S- ‘AS = B.) For a most comprehensive discus- 
sion on unitary similarity including variants of Pearcy’s result, see Helene 
Shapiro’s survey paper [12]. The general problem of finding an algorithm to 
determine whether a given pair A, B EM,(F) is simultaneously similar to a 
given pair C, D E M,(F) has been solved by Friedland [5]. 
In conclusion, we note that several authors have considered the relation- 
ship between graphs and the structure of matrix subalgebras. References [2, 4, 
6, 7, lo] give some typical results. 
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