Two factorial experiments with possible outliers (John (1978)) are reanalyzed by means of robust regression techniques.
Introduction
In a recent paper, John (1978) For two suspected outliers (m = 2), a deeper analysis is required.
As discussed in the book by Barnett and Lewis (1978) , a second method for dealing with outliers in dependent variables involves the techniques of robustness pioneered by Huber (1964 Huber ( , 1973 Huber ( , 1977 . His class of M-estimates has been specifically.designed to be insensitive to outliers and to retain high efficiency when the errors are heavier-tailed 2 than the normal, two properties not possessed by least squares. The basics of M-estimates are reviewed in Section 2. In Section 3 we apply these methods to John's first example, while in Section 4 we discuss John's second example. We find in both cases that one pass through a robust regression program based on M-estimates yields results similar to those obtained by John. Daniel and Wood (1971) and Andrews (1974) 
where for least squares~(z) = z. In order to achieve robustness against outliers and high efficiency for distributions heavier-tailed than the normal, Huber (1964 ), Andrews~al. (1972 and Hampel (1974) This is asymptotically equal to one for the normal model.
In both cases, the solution is found iteratively. One chooses a starting value for 0, solves (2.2), then updates 0 by (2.3) or (2.4), etc., continuing until convergence. Algorithms are available in Huber (1973 Huber ( , 1977 and Dutter (1976) ; the author has adapted these algorithms for use in the SAS computer programs (a card deck is available upon request). In neither case is the computation burdensome.
Some typical choices of~(see also Gross (1976) ) are
, with k often taken as 1.5 or 2.0.
The constant c is sometimes taken as 2.1.
The fact that Hampel's~and Andrews'~both redescend to zero suggests (Hampel (1974) ) that they give no weight to gross outliers, while Huber's~will give some weight to these outliers but not nearly so much as least squares. experiments that the estimates SR are generally more efficient than the least squares estimates; they are only slightly more variable than least squares for the normal model but are considerably less variable for heavier-tailed models.
Inference about the parameters can take at least two forms, both based on the approximation (2.4). Schrader and Hettmansperger (1979) suggest an analysis of the usual drop in sum of squares statistic using LP(r i ). Bickel (1976, discussion section) suggests the approach used here. Let
The term n is suggested by Huber (1973, equation 7.20) (ii) hardly changes when the original observation y = 14 is replaced by the refitted value y = 62.33.
In Table 2 we present significance levels fOT the effects using the original observation and then using the refitted observation 11. In Table 3 we present parameter estimates and standard errors for least s~uares (original and modified data) and Andrews. The standard errors for Andrews estimate using the modified data are all within 2% of those
given from an analysis of the original data, while the parameter estimates themselves do not change significantly. Thus (i) the Hampel and Andrews methods applied to the original data give analyses similar to John's.
(ii) The Hampel and Andrews methods do not change to any large extent after observation 11 is modified.
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We conclude that for the 3 example, the robust regression methods compare favorably with John's method. As designed, the Hampel and Andrews estimates are particularly insensitive to the single gross outlier. The Huber estimates, while preferable to the ordinary least squares estimates, still show some sensitivity to the outlier.
Second Example
The second example John uses to illustrate his method is a confounded 2 5 experiment, the block effects confounding the highest order interaction. After analysis he concludes that two suspected outliers are not really outliers and should not be refitted. In Table 3 we present significance levels for the four tests.
The major difference between least squares and the robust estimates exhibited in Table 3 is that the latter show a main effect in B significant at the .05 level, while for least squares the significance level is approximately .13. Although John'~analysis suggests that there may well be no gross outliers, we see that the treatment combinations ad and d are sufficiently discrepant from the others so as to inflate the least squares mean square error and thus obscure what appears to be a significant main effect. The Hampel and Andrews lnethods also find the BE interaction to be (moderately) significant, although the CE effect is insignificant by the Andrews method.
In the previous section we found that a gross outlier can radically affect a least squares analysis, while having a much smaller effect on the robust methods. In this example we have seen that slightly discrepant observations (perhaps due to a distribution heavier-tailed than the normal) can inflate the least squares mean square error, causing a potential loss of efficiency. 
