The paper is organized as follows. In Section 2 we remind briefly basic facts about permutation modules and their hearts. Section 3 contains auxiliary results about endomorphism algebras of complex abelian varieties. We use them in Section 4 in order to study endomorphisms of J (f,p) . Section 5 contains a discussion of very simple representations over F p . In the last Section we prove main results.
Permutation groups and permutation modules
Let B be a finite set consisting of n ≥ 5 elements. We write Perm(B) for the group of permutations of B. A choice of ordering on B gives rise to an isomorphism Perm(S) ∼ = S n .
We write Alt(B) for the only subgroup in Perm(B) of index 2. Clearly, Alt(B) is normal and isomorphic to the alternating group A n . It is well-known that Alt(B) is a simple non-abelian group of order n!/2. Let G be a subgroup of Perm(B).
Let F be a field. We write F B for the n-dimensional F-vector space of maps h : B → F. 
Complex abelian varieties
Throughout this section we assume that Z is a complex abelian variety of positive dimension. As usual, we write End 0 (Z) for the semisimple finite-dimensional Qalgebra End(Z) ⊗ Q. We write C Z for the center of End 0 (Z). It is well-known that C Z is either a field or a direct sum of finitely many fields. In both cases all the fields involved are either totally real number fields or CM-fields. Let H 1 (Z, Q) be the first rational homology group of Z; it is a 2dim(Z)-dimensional Q-vector space. By functoriality End 0 (Z) acts on H 1 (Z, Q) which gives us an embedding
(which sends 1 to 1). Suppose E is a subfield of End 0 (Z) that contains the identity map. Then
We write
for the corresponding trace map on the E-algebra of E-linear operators in H 1 (Z, Q).
Extending by C-linearity the action of End 0 (Z) and of E on the complex cohomology group
of Z we get the embeddings
which provide H 1 (Z, C) with a natural structure of free E C := E ⊗ Q C-module of rank d. If Σ E is the set of embeddings of σ : E ֒→ then it is well-known that
Since H 1 (Z, C) is the free E C -module of rank d there is the corresponding trace map Tr EC : End EC (H 1 (Z, C)) → E C which coincides on E C with multiplication by d and with Tr E on End E (H 1 (Z, Q)). We write Lie(Z) for the tangent space of Z; it is a dim(Z)-dimensional C-vector space. By functoriality, End 0 (Z) and therefore E acts on Lie(Z). This provides Lie(Z) with a natural structure of E ⊗ Q C-module. We have
Let us put
We write σ ′ : E ֒→ C for the composition of σ : E ֒→ C and the complex conjugation C → C. The embedding σ ′ ∈ Σ E is (called) the complex-conjugate of σ. 
Remark 3.2. Let Ω 1 (Z) be the space of the differentials of the first kind on Z. It is well-known that the natural map
is an isomorphism. This isomorphism allows us to define via duality the natural homomorphism
This provides Ω 1 (Z) with a natural structure of E ⊗ Q C-module in such a way that
In particular,
In particular, if E/Q is Galois and C Z = E then there exists a nontrivial automorphism κ :
There is a canonical Hodge decomposition ( [5] , Ch. 1; [1] , pp. 52-53)
where H −1,0 and H 0,−1 are mutually "complex conjugate" dim(Z)-dimensional complex vector spaces. This splitting is End 0 (Z)-invariant and the End 0 (Z)-module H −1,0 is canonically isomorphic to Lie(Z). Let
Clearly, f H commutes with End 0 (Z) and therefore with E. Hence f H may be viewed as endomorphism of the free E C -module H 1 (Z, C); clearly, its trace is the collection
) is the Mumford-Tate group of (the rational Hodge structure H 1 (Z, Q)) and of) Z ( [1] , [7] , [15] ). It is a connected reductive algebraic Q-group that contains scalars and could be described as follows ( [15] , Sect. 6.3). Let mt ⊂ End Q (H 1 (Z, Q))) be the Q-Lie algebra of M T ; it is a reductive algebraic linear Q-Lie algebra which contains scalars and and its natural faithful representation in H 1 (Z, Q) is completely reducible. Then mt is the smallest Q-Lie algebra in End Q (H 1 (Z, Q))) enjoying the following property: its complexification
contains scalars and f V . It is well-known that the centralizer of M T (and therefore of mt) in End Q (H 1 (Z, Q))) coincides with End 0 (Z). This implies that the center c of mt lies in C Z . Since mt is reductive, it splits into a direct sum mt = mt ss ⊕ c of c and a semisimple Q-Lie algebra mt ss . Clearly, mt lies in the End Q (H 1 Z, Q)). Since mt ss is semisimple and the trace map Tr E is a Lie algebra homomorphism, Tr E (mt ss ) = {0}. Since c ⊂ C Z ⊂ E, we have Tr E (c) ⊂ C Z and therefore
This implies easily that
In order to prove the second assertion of the theorem, notice that its assumptions imply that E/C Z is a nontrivial Galois extension. If κ : E → E is a non-identity element of the Galois group Gal(E/C Z ) then one may easily check that
Cyclic covers and jacobians
Throughout this paper we fix a prime p and assume that K is a field of characteristic zero. We fix its algebraic closure K a and write Gal(K) for the absolute Galois group Aut(K a /K). We also fix in K a a primitive pth root of unity ζ.
Let f (x) ∈ K[x] be a separable polynomial of degree n ≥ 4. We write R f for the set of its roots and denote by L = L f = K(R f ) ⊂ K a the corresponding splitting field. As usual, the Galois group Gal(L/K) is called the Galois group of f and denoted by Gal(f ). Clearly, Gal(f ) permutes elements of R f and the natural map of Gal(f ) into the group Perm(R f ) of all permutations of R f is an embedding. We will identify Gal(f ) with its image and consider it as a permutation group of R f . Clearly, Gal(f ) is transitive if and only if f is irreducible in
00 is defined. The canonical surjection
Let C = C f,p be the smooth projective model of the smooth affine K-curve
So, C is a smooth projective curve defined over K. The rational function x ∈ K(C) defined a finite cover π : C → P 1 of degree p. Let B ′ ⊂ C(K a ) be the set of ramification points. Clearly, the restriction of π to B ′ is an injective map π : B ′ ֒→ P 1 (K a ), whose image is the disjoint union of ∞ and R f if p does not divide deg(f ) and just R f if it does. We write
Clearly, π is ramified at each point of B with ramification index p. We have B ′ = B if and only if n is divisible by p. If n is not divisible by p then B ′ is the disjoint union of B and a single point
This implies that the inverse image π * (n(∞)) = nπ * (∞) of the divisor n(∞) is always divisible by p in the divisor group of C. Using Hurwitz's formula, one may easily compute genus g = g(C) = g(C p,f ) of C ( [3] , pp. 401-402, [13] , Prop. 1 on p. 3359, [8] , p. 148). Namely, g is (p − 1)(n − 1)/2 if p does not divide p and (p − 1)(n − 2)/2 if it does. See §1 of [13] for an explicit description of a smooth complete model of C (when n > p).
Assume that K contains ζ. There is a non-trivial birational automorphism of C δ p : (x, y) → (x, ζy).
Clearly, δ p p is the identity map and the set of fixed points of δ p coincides with B ′ .
It is a g-dimensional abelian variety defined over K and one may view δ p as an element of
such that δ p = Id, δ p p = Id where Id is the identity endomorphism of J(C). Here End(J(C)) stands for the ring of all K a -endomorphisms of J(C). As usual, we write End
Proof. See [8] , p. 149, [9] , p. 448.
Remarks 4.2. (i)
Assume that p is odd and n = deg(f ) is divisible by p say, n = pm for some positive integer m. Then n ≥ 5. Let α ∈ K a be a root of f and
It is also clear that the polynomials
are separable of the same degree pm − 1 = n − 1 ≥ 4. The standard substitution
m establishes a birational isomorphism between C f,p and a superelliptic curve [13] , p. 3359). But deg(h 1 ) = pm − 1 is not divisible by p. Clearly, this isomorphism commutes with the actions of δ p . In particular, it induces an isomorphism of
and Gal(f ) acts stransitively on R f for some positive integer s ≥ 2. Then the Galois group Gal(h 1 ) of h 1 over K 1 acts s − 1-transitively on the set R h1 of roots of h 1 . In particular,
It is also clear that if Gal(f ) = S n or A n then Gal(h 1 ) = S n−1 or A n−1 respectively. 
Let us put
Remark 4.4. Clearly, the natural homomorphism Gal(K) → Aut Fp (V f,p ) coincides with the composition
Proof. Let C = C J (f,p) be the center of End 0 (J (f,p) ). We know that C is a CMsubfield of of E := Q(δ p ).
Replacing, if necessary, K by its subfield finitely generated over the rationals, we may assume that K (and therefore K a ) is isomorphic to a subfield of the field C of complex numbers. So, K ⊂ K a ⊂ C. We may also assume that ζ = ζ p and consider C (f,p) as complex projective curve and its jacobian J (f,p) as complex abelian variety. Let Σ = Σ E be the set of all field embeddings σ : E = Q(δ p ) ֒→ C. We are going to make use of Theorem 3.3 applied to Z = J (f,p) and E = Q(δ p ). In order to do that we need to get an information about multiplicities
Remark 3.2 allows us to to do it, using the action of Q(δ p ) on the space Ω 1 (J (f,p) ) of differentials of the first kind on J (f,p) . Recall that if σ ′ : Q(δ p ) ֒→ C is the embedding complex conjugate to σ then, by Remark 3.1,
In other words, Ω 1 (J (f,p) ) σ is the eigensubspace corresponding to the eigenvalue σ(δ p ) of δ p and n σ is the multiplicity of the eigenvalue σ(δ p ).
Let i < p be a positive integer and σ i : Q(δ p ) ֒→ C be the embedding which sends δ p to ζ −i . Obviously, the complex conjugate of σ i coincides with σ p−i . In addition, for each σ there exists precisely one i such that σ = σ i . Clearly, Ω 1 (J (f,p) ) σi is the eigensubspace of Ω 1 (J (f,p) ) attached to the eigenvalue ζ −i of δ p . Therefore n σi coincides with the multiplicity of the eigenvalue ζ −i . Let P 0 be one of the δ p -invariant points (i.e., a ramification point for π) of
is an embedding of complex algebraic varieties and it is well-known that the induced map
is a C-linear isomorphism obviously commuting with the actions of δ p . (Here cl stands for the linear equivalence class.) This implies that n σi coincides with the dimension of the eigensubspace of Ω 1 (C (f,p) ) attached to the eigenvalue ζ −i of δ p .
Remark 4.7. Clearly, if for some nonnegative integer j the differential x j dx/y i lies in Ω 1 (C (f,p) ) then it is an eigenvector of δ p with eigenvalue ζ −i . Proof of Proposition 4.8. First, assume that p > n. Clearly, p does not divide n and therefore dim(
This implies that n σ + n σ ′ = n − 1. Suppose i is an integer with 1 ≤ i ≤ [
n ]. Elementary calculations ( [3] , Th. 3 on p. 403) show that for all nonnegative integers j ≤ n − 2 the differentials x j dx/y p−i ∈ Ω 1 (C f,p ); clearly, they constitute a set of C-linearly independent eigenvectors of δ p with eigenvalue ζ i . This implies that n σp−i ≥ n − 1. Since n σp−i + n (σp−i) ′ = n − 1 and n (σp−i) ′ ≥ 0, we conclude that
Suppose now that i > [
n ]. Since i is an integer and p is not divisible by n, i ≥ (p+1) n . Again elementary calculations ( [3] , Th. 3 on p. 403) show that dx/y i ∈ Ω 1 (C f,p ). Since dx/y i is an eigen vector of δ p with an eigenvalue ζ −i =,
This proves the assertion (i). Now assume that n = p. Then p = n ≥ 5 and p > n − 1 ≥ 4. By Remark 4.2, C f,p is birationally isomorphic to a curve C 1 = C h1,p : y
is a separable polynomial of degree n − 1; in addition, one may choose this isomorphism in such a way that it commutes with the actions of δ p on C f,p and C h1,p . This gives us a δ p -equivariant isomorphism
Applying the already proven assertion (i) to C h1,p (instead of C f,p ), we conclude, as above, that the multiplicity of the eigenvalue ζ −i is zero if and only if i ≤ [ Proof of Proposition 4.9. First assume that p does not divide n. Obviously, there are exist integers e > 0 and k ≥ 2 such that n = pk − e.
According to Prop. 2 on p. 3359 of [13] , the set
is a basis of the C-vector space Ω 1 (C f,p ). (Caution: the notations in [13] are completely different.) Clearly, this basis is an eigenbasis with respect to the action of δ p . This implies readily that the multiplicity of the eigenvalue ζ −i is ki − 1 − [ ei n ] and therefore
Since k ≥ 2, the function φ :
] is strictly increasing (on positive integers i < p). In order to finish the proof in the case when p does not divide n one has only to notice that if σ = σ i then n σ = φ(i).
Now assume that p divides n. Then n ≥ 5 and n − 1 ≥ 4. By Remark 4.2, C f,p is birationally isomorphic to a curve C 1 = C h1,p : y
Applying the already proven case (when p does not divide n−1) to C h1,p (instead of C f,p ), we conclude, as above, that the function which assigns to i the multiplicity of the eigenvalue ζ −i is strictly increasing on the set of positive integers i < p and therefore the function i → n σi is also strictly increasing.
We continue to prove Theorem 4.6. If C = Q[δ p ] then we are done, since Q[δ p ] is a maximal commutative subalgebra in End 0 (J (f,p) ). Assume that C = Q[δ p ]. Our goal is to get a contradiction.
Clearly, Q[δ p ]/Q is a Galois extension. It follows from Theorem 3.3 and Remark 3.2 (applied to Z = J (f,p) and E = Q[δ p ]) that there exists a non-trivial field automorphism κ :
Clearly, there exists an integer m such that 1 < m < p and κ(δ p ) = δ m p . First, assume that n > p. It follows from Proposition 4.9 that σκ = σ which could not be the case, since κ is not the identity map. This contradiction proves the Theorem in the case of n > p.
Second, assume that n = p. It follows from Proposition 4.8(ii) that σ 1 κ = σ 1 which, by the same token, leads to a contradiction.
Third, assume that p > n. It follows from Proposition 4.8(i) that the map σ → σκ permutes the set
. This implies that multiplication by m in F * p leaves invariant the subset
Let us consider the arithmetic progression consisting of m integers [ 
Clearly, there exists a positive integer r ≤ m such that [
n ]+r is divisible by m, i.e., there is a positive integer d such that md = [
n ] + m < p − 1. This implies that A is not invariant under multiplication by m which gives the desired contradiction.
Representation theory
Definition 5.1. Let V be a vector space over a field F , let G be a group and ρ : G → Aut F (V ) a linear representation of G in V . We say that the G-module V is very simple if it enjoys the following property:
If R ⊂ End F (V ) be an F -subalgebra containing the identity operator Id such that ′ is a subgroup of G and the G ′ -module V is very simple then the Gmodule V is also very simple. (iii) Let X ։ G be a central extension of G. Assume that there exist X-modules V 1 and V 2 such that dim(V 1 ) > 1, dim(V 2 ) > 1 and V , viewed as X-module, is isomorphic to V 1 ⊗ F V 2 . Then V is not very simple as an X-module. Since X and G have the same images in Aut F (V ), the G-module V is also not very simple.
Lemma 5.3 (Lemma 7.4 of [17])
. Let H be a group, F a field and V a simple
be an F-subalgebra containing the identity operator Id and such that
Then:
(ii) Either the R-module V is isotypic or there exists a subgroup H ′ ⊂ H of index r dividing N and a H ′ -module V ′ of finite F-dimension N/r such that r > 1 and the H-module V is induced by V ′ . 
and an isomorphism of F p -vector spaces
is isomorphic to the tensor product
In addition, the image of R ⊂ End Fp (V ) under the induced isomorphism
coincides with End Fp (V 1 ) ⊗ Id Vp . In particular, if both V 1 and V 2 have dimension greater than 1 then the H-module V is not very simple.
Proof. Since V is isotypic, there exist a simple R-module W , a positive integer d and an isomorphism ψ :
The isomorphism ψ gives rise to the isomorphism of F p -vector spaces
Clearly, End R (V ) is isomorphic to the matrix algebra
Since W is simple, k is a finite-dimensional division algebra over F p . Therefore k must be a finite field. We have 
Since k is the center of Mat d (k), it is stable under the action of H, i.e., we get a homomorphism H → Aut(k/F p ), which must be trivial, since H is perfect and Aut(k/F p ) is a cyclic group of order dividing N and therefore the kernel of the homomorphism must coincide with H. This implies that the center k of End R (V ) commutes with H. Since End H (V ) = F p , we have k = F p . This implies that End R (V ) ∼ = Mat d (F p ) and one may rewrite α as
It follows from the Jacobson density theorem that
The adjoint action of H on R gives rise to a homomorphism
Now our task boils down to comparison of the structures of projective representations of H on V = V 1 ⊗ Fp V 2 defined by ρ and ρ 1 ⊗ ρ 2 = β ⊗ α respectively. Let g be an arbitrary element of H. Let us choose elements α ′ (g) ∈ Aut Fp (V 2 ) and β ′ (g) ∈ Aut Fp (V 2 ) which lie above α(g) ∈ PGL(V 2 ) and β(g) ∈ PGL(V 1 ) respectively. We are done if we prove that
for some λ ∈ F * p . In order to do that, notice that the conjugation by ρ(g) in End Fp (V ) = End Fp (V 1 ⊗ Fp V 2 ) leaves stable R = End Fp (V 1 ) ⊗ F2 Id Vp and coincides on R with the conjugation by β ′ (g) ⊗ Id V2 . Since the centralizer of End
coincides with Id V1 ⊗ End Fp (V 2 ), there exists u ∈ Aut Fp (V 2 ) such that
Since the conjugation by ρ(g) leaves stable the centralizer of R, i.e. Id V1 ⊗End Fp (V 2 ) and coincides on it with the conjugation by Id V1 ⊗ α ′ (g), there exists a non-zero constant λ ∈ F * 2 such that u = λβ(g). This implies that
Remark 5.5. In the notations of Th. 5.4, it follows easily from the absolutele irreducubility of ρ that both ρ 1 and ρ 2 must be also absolutely irreducible. 
, both of dimension greater than 1 and such that the projectivization of ρ
Example 5.8 (Th. 4.7 of [18] ). Suppose n ≥ 5 is a positive integer, B is an nelement set, p is a prime. Then the Alt(B)-module (F B p ) 00 is very simple.
Jacobians and their endomorphism rings
Recall that K is a field of characteristic zero, K a is its algebraic closure, ζ ∈ K a is a primitive pth root of unity. Suppose f (x) ∈ K[x] is a polynomial of degree n ≥ 5 without multiple roots, R f ⊂ K a is the set of its roots, K(R f ) is its splitting field. Let us put Gal(f ) = Gal(K(R f )/K) ⊂ Perm(R f ). The following two assertions are proven in [18] . Example 6.6. Suppose L = C(z 1 , · · · , z n ) is the field of rational functions in n independent variables z 1 , · · · , z n with constant field C and K = L Sn is the subfield of symmetric functions. Then K a = L a and
is an irreducible polynomial over K with Galois group S n . Let C be a smooth projective model of the K-curve y p = f (x) and J(C) its jacobian. It follows from Theorem 6.4 that if n ≥ 5 the ring of L a -endomorphisms of J(C) is Z[ζ p ]. In particular, the abelian variety J(C) is absolutely simple. When p = 3 and 3 | n the absolute simplicity of J(C) was proven in ( [14] , p. 107).
Example 6.7. Let h(x) ∈ C[x] be a Morse polynomial of degree n ≥ 5. This means that the derivative h ′ (x) of h(x) has n − 1 distinct roots β 1 , · · · β n−1 and h(β i ) = h(β j ) while i = j. (For example, x n − x is a Morse polynomial.) Let K = C(z) be the field of rational functions in variable z with constant field C and K a its algebraic closure. Then a theorem of Hilbert ( [11] , Th. 4.4.5, p. 41) asserts that the Galois group of h(x) − z over k(z) is S n . Let C be a smooth projective model of the K-curve y p = h(x)− z and J(C) its jacobian. It follows from Theorem 6.4 that the ring of K a -endomorphisms of J(C) is Z[ζ p ]. In particular, the abelian variety J(C) is absolutely simple.
