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We begin a study of the first order properties of real functions. 
Specifically, we consider the first order statements that are true, universally, 
of all continuous real functions, or of all functions in various families 4 of 
continuous functions from R to R, or from Z= [0, l] to I. Here the first 
order statements involve the ordering on R and quantification over R. 
Many basic theorems in elementary analysis can be formulated in this 
setting, such as the intermediate value theorem for the set B of continuous 
functions on IF!, and the attainment of absolute extrema for the set 9 of 
continuous functions on Z. 
In fact, such theorems treat the domain and range as separate and 
incomparable, and so we also consider the important special case of 
separated sentences, which syntactically reflect this separation of domain 
and range in the obvious way. 
As may be expected, unfortunately the set of (even separated) sentences 
true for all elements of most of the relevant families F is recursively 
undecidable. In particular, we prove that the set of true separable L’, sen- 
tences is undecidable (Theorem 4.2). However, we prove decidability for 
the family 9 of strictly monotone continuous functions on IF! by reducing 
this to the known decidability of the first order theory of R with unary 
predicates (Theorems 3.6 and 3.7). We also prove decidability of L, and ZZ, 
sentences for the relevant 9, and of separated ZZ2 sentences for the relevant 
9 (Sections 1 and 2). This decidability result for separated ZZ2 includes the 
intermediate value theorem as an example, but not the attainment of 
extrema. Also, the decision procedures of Sections 1 and 2 can be 
implemented in PSPACE. 
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1. SINGLE QUANTIFIER SENTENCES OVER Co, C”‘, AND c" 
We study sentences of the form (VIE 9) cp, where 9 is a family of 
functions from R into R, or from I= [IO, l] into Z, and cp is a sentence (i.e., 
closed formula) involving < , > , = on iw (or I), propositional connectives 
A, v , 1, quantification over R (or I), and the unary function symbol .fI 
We examine the family 9 of continuous, differentiable, infinitely many 
times differentiable, and real analytic functions. We prove that if cp is a C, 
or I7, sentence, then (VIES) cp is decidable. 
First, let cp be a C, sentence, i.e., cp = 3-u I, . . . . .u,(cp,), where cpo is quan- 
tifier-free. 
LEMMA 1.1. cp is equivalent to a sentence $, where $ is of the form 
i+b E 3x, ) x2, . ..) x, ((7 [(yfi,’ (licxj+I)) * $i])' 
j=, 
(*) 
Each $; is of the form $i = /\j= ,( f(x,) = xh,), where 
(1.1) Vj(l <a,, h,<k,), 
(1.2) each variable x,. (1 < c < ki) occurs at least once as x,, or xh, for 
some j, and 
(1.3) each variable x,. occurs at most once as x,, . 
Proof: rj can be obtained by the following algorithm: 
Step 1. Introducing new variables, each occurrence of (f,(t,) &‘tz 9 is =, <, or > ; 
t,, I? are terms) is substituted by (f(r,) = 2 A f(z) &‘fl). 
Step 2. We write the resulting formula in disjunctive normal form 3x,, x2, ..,, xr(V, cp,). 
where each rp, is a conjunction of atomic formulas, and negations of atomic formulas. (After 
Step 1, the atomic formulas can be only of the forms f(x) @(.Y), f(x) %y, and xdy.) 
Step 3. We eliminate the 7 connectives; e.g., if cp, = cp: A (7 (x = y)) then we substitute cp, 
by (cp: A 0 < J’)) v (cp: A (.x> I’)). 
Step 4. Introducing new variables, we write the resulting formula in the form 
3.x,, . . . . x,,(V, cp,) where, for each cp, and each variable x,,f(x,) can occur in an atomic formula 
in cp, only in the form ,f(l,) =x,; e.g., if ‘p,~ cpi A (f(x) <f(y)) then q, is substituted by 
cp: A (j(x) = z,) A (f(~j) = z2) A (2, <z2), with new variables z,, z?. 
Srep 5. For each cp,. and each pair of variables x,, xk (1 < j < k < n), if x, and xk are not 
compared in at least one atomic formula of cp, then rp, is substituted by 
(Cp, A (X,<-G)) V (Cp, A b-,=.G)) V (P, A (.u,>X,)). 
Srep 6. In the resulting formula, 3x,, . . . . x,(V, q,), we delete the q,‘s where the variables 
are not ordered consistently. In the cp]s with consistent ordering, we identify the variables 
x,, xk for which x, = xk occurs in cp,. We delete the cp,‘s where bothf(x,) = .x,,f(.u,) = x, occur 
with xk # x,. 
607/76/1-l 
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Step 7. From each of the remaining cp,‘s we delete the atomic formulas containing xk if xk 
does not occur in an atomic formula of the type&) = y  in cpz. Finally, in each cp,. we renum- 
ber the variables s.t. r\$,-,l (x, < x,+ r) occurs in cp, (k, is the number of variables occuring in 
cp,, after the deletion process at the beginning of Step 7). The resulting formula is equivalent to 
the original cp. and it is of the form described in (*). 1 
We need the following 
LEMMA 1.2. Let f: R + [w be continuous, and [a, b] an arbitrary interval. 
(i) Zff(a)=c<d=f(b) then there exists a set of real numbers {h(r): 
r E (c, d) } with the following properties: 
(2.1) for all r E (c, d), a < h(r) < 6, 
(2.2) fVdr))=r, 
(2.3) for allpairs r,,r> s.t. c<r,<r,<d, h(r,)<h(r,). 
(ii) Zf f (a) = c > d = f(b), then there exists a set {h(r): r E (d, c) > satisfy- 
ing (2.1), (2.2), and 
(2.3’) for all pairs r,, r2 s.t. d< rl < rz < c, h(r,) > h(r,). 
Proof Let h(r) = min(x E (a, b): f(x) = r}. 1 
THEOREM 1.3. Let 9 be the set of continuous functions on R, and cp a C, 
sentence. Moreover, let $ = 3x,, . . . . xp O/y=“=1 (/I,“z~-,’ (xj<xi+l) A $i)) be a 
sentence equivalent to cp, and of the form described in (*), in Lemma 1.1. 
Then (Vf E 9) cp is true if and only if among the $‘s, each of the following 
types occur: 
(3.2) A subset of A,“=, (f(xj) = xk+ 1 -j), satisfying (1.2), 
(3.3) /$=, (f(x,)=xb,), satisfying (1.2), (1.3), and 
ti) f(xu,kxb,*xa,<xb,, 
tii) f(xu,) =xb,’ f(xu,d =xb,? xa,< xa,. *xb, < xb,? 
(3.4) A;=, (f(x,,) = xh,, satisfying (1.2), (1.3), and 
ti) f(--%,) = -xb, * xcJ, > xb,7 
tii) f(xa,)=Xb,,f(xa,,)=xb,.y xa,<xa,.~xb,<xb,.? 
(3.5) A,“=, (f(xj)=x,) or l\,k=I.ifn (f(xj)=~n) for some n, 1 <n<k, 
(3.6) A subset of A,“=, (f(xj) = xncj,), satisfying (1.2), and the following 
conditions: for some n, 1 < n < k, 
(i) either g(n)=n and Vj[((l <<j<n- l)+(n+ 1 <g(j)<k)) A 
((n+ldjdk)~(ldg(j)dn-l))]orV~[((l~jdn)~(n+ldg(j)~k)) 
A ((n+ 1 <jdk)=-(1 <g(j)dn))l, 
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(ii) iflGj<j’<k, theng(j’)<g(j), 
(iii) ifl<j<n,n+l<s<g(j),f(x,)=x,,thenj<l.Zfn+l~j~k, 
g(j) < s G n, f(xJ = xi, then j > 1. 
(3.7) A subset Of r\f= 1 (f(Xj)=X,(j,), satisfying (1.2), (i) and (ii) of (3.6), 
and 
(iii) if 1 <j< n, g(j) < s < k, f(x,) =x,, then j> I (equality can hold 
only ifj=g(j)=s=I=n). Zf n+l<j<k, l<s<g(j), f(x,)=x,, then 
j-c 1. 
(3.8) For some n, 1 6 n <k, a subset of 
A (f(xj)=x,) * i (f(xj)=x,[,jJ)l 
j=I j=n+l 
satisfying (1.2) and the following conditions: 
(i) Vj((n+l~j~k),(l~g(j)<n)), 
(ii) zf’n+l<j<j’<k, theng(j)>g(j’). 
(3.9) For some n, 1 <n <k, a subset of 
n-1 
A (f(xj)=xg(j)) A i\ (f (Xj) = x,)3 
j=l j=n 
satisfying (1.2) and the following conditions: 
(i) for all l<j<n-1, n<g(j)<k, 
(ii) $l<j<j’<n-1 theng(j)>g(j’). 
Remark. Some 9;s can belong to more type classes, e.g., f(x,) =x, 
satisfies (3.1), (3.2), and (3.5)-(3.9). 
It is possible that by executing Step 6 of the algorithm of Lemma 1.1, we 
have to delete all of the cpls. Of course, in this case, Theorem 1.3 states that 
(Vf fz s)cp is false. 
Proof: These nine types are necessary: Considering the ith function in 
the following list, and any choice of x, < x2 < . . . < xk, r\i= , f (x,) = xb, 
always belongs to the type (3.i): 
f(x) = x (1) 
f(x)= -x (2) 
f(x) = x + 1 (3) 
f(x)=x- 1 (4) 
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f(x)=0 (5) 
f(x) = -; (6) 
(9) 
On the other hand, let $ - 3x,, . . . . x,(V~f 1 (A~L-~’ (xi < Xj+ 1) * $i)) be 
of the form (*) in Lemma 1.1 s.t. all types (3.1b(3.9) occur among the $is. 
We show that an arbitrary continuous functionfmust satisfy 3x,, x2, . . . . xk, 
CA,“Lll’ (xj<xj+l) A $i) f or some i; if I,+~ belongs to the type (3.j), then we 
say that f satisfies the type (3.j). 
First, suppose that f has no fixed point, i.e., f(x) #x for all x. Then 
f(x) > x for all x, or f(x) < x for all x. 
CLAIM 1. (i) IfVx(f(x) > x), then f satisfies (3.3). 
(ii) rfVx(f(x) < x), then f satisfies (3.4). 
Proof: (i) Let c,, be an arbitrary real number, ci = f(c,), and 
c,=f(c,), . . . . c,=f(c,-,). Applying Lemma 1.2(i) on the intervals 
[ci, c~+~] for i=O, 1, . . . . p-2, we choose a set Hc Cc,,, cPPl], H= {h(r): 
rE [c,, c,]}, satisfying (2.1)-(2.3). (If rE [ci, ci+i] then h(r)E [ci-,, ci].) 
Suppose that $i~ r\J= i f(x,) = x4, satisfying (3.3), occurs in Ic/. We 
choose Co<X1<X2< .” <xk<cP, satisfying tii, recursively. Let xk be an 
arbitrary element in (c,, _ 1, c,,). Suppose we have already defined 
X ,,+~<X,+Z< ... <xk, and X,+1 E (c,, c,, 1). Then x, is obtained by the 
following rules: 
If aj = n for some j, i.e., f(x,) = xb, occurs in tii, then let x, = h(xb,). 
If aj # n for all 1~ j < 1, then let x, be an arbitrary number from the 
intersection (c,, ~~+~)n(max{h(x~,): (bj>n+ 1) A (aj<n)},X,+,). 
Clearly, the definition of 25, together with (3.3), ensures that x1, . . . . xk will 
satisfy tii. 
(ii) The proof of (ii) is similar. Let cP be arbitrary, cPP, = f(c,), 
cp-2 =f(c,- I), . . . . c0 = f(cl). We can define xi, . . . . xk recursively, beginning 
with x1 E (c,, ci). 1 
If f has infinitely many fixed points, then f satisfies the type (3.1). Iff has 
at least two, but finitely many fixed points, then we can choose a, b s.t. 
f(a) = a, f(b) = b, and Vx(x E (a, 6) *f(x) Zx). 
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CLAIM 2. (i) If Vx E (a, b)(f(x) > x), then f satisfies (3.3). 
(ii) rf Vx E (a, b)(f(x) <x), thenfsatisfies (3.4). 
Proof: We prove only (i). Applying Lemma 1.2(i) on (a, b), we choose 
H’ = {h(r): YE (a, b)}, satisfying (2.1 k(2.3). Let cP E (a, b) be arbitrary, 
c pi 1 = h(c,), cPez = h(c,_ ,), . . . . c0 = h(c,). The rest of the proof is the same 
as that of Claim 1. 1 
Finally, suppose that f has exactly one fixed point, a. If 
Vx((x > a) * (f(x) > x)) then, as in the proof of Claim 1, we can see that f 
satisfies (3.3); if Vx((x <a) + (j”(x) < x)), then f satisfies (3.4). 
Also, similarly to the proof of Claim 1, it is easy to see that if (3b > a) 
(VXE (a, b))(u <f(x) <x), then f satisfies the type (3.4); if (3b <a) 
(Vx E (b, a))(~ <f(x) <a), then f satisfies the type (3.3). 
Hence, we can suppose that (Vx < u)(f (x) > x), (Vx > u)(f (x) <x), f 
takes values at least a in each left-hand-side neighborhood of a, and f takes 
values at most a in every right-hand-side neighborhood of a. 
CLAIM 3. (i) If there exists a strictly increasing sequence (y,: n < w), 
lim, + oo y, = a s.t. Vn(f( y,) = a) and there exists a strictly decreasing 
sequence (z n: n<o), lim,,, Z, = u s.t. Vn(f (z,) = a), then f satisfies the 
type (3.5). 
(ii) If (y,: n<w> us in (i) exists, and (3b>u)(Vx~(u, b]) 
(a > f(x)), then f satisfies the type (3.8). 
(iii) Zf (z,: n < w) us in (i) exists, and (lb < U)(VXE [b, a)) 
(a <f(x)), then f satisfies the type (3.9). 
Proof: (i) Obvious. 
(ii) Let c=u= f(u), and d= f(b) cc. Applying Lemma 1.2(ii) on 
[a, 61, we choose {h(r): rE (d, a)}, satisfying (2.1), (2.2) and (2.3’). 
Suppose that ll/i = l\J’= i (f (x,) = n) A r\i= n + 1 (f (Xj) = X,(j)) of type (3.8) 
occurs in $. Let x, = a; for 1 < j < n, let xj = y, for some n, s.t. xi E (d, a), 
and x,<x,< ... <x,-,. Finally, for j > n, let xi = h(xgCj,). 
(iii) The proof of (iii) is similar to the proof of (ii), so we omit it. 1 
The only remaining possibility is that 
3613 b((bl <U<b)l”\(VXE(h, u))(f(x)>u) 
* (VXE (a, b,))(f(x) <a)). 
If there is a sequence (u, : n < o) s.t. lim, _ o. U, = a, and Vn(ff(u,) = u,), 
then f satisfies (3.2). On the other hand, if such a sequence does not exist 
then, choosing 6,) 6, sufficiently close to a, we can suppose that the only 
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solution offf(x) = x in (6,) b,) is a. Since ff(x) is continuous, f(f(x)) -x 
cannot change its sign in (a, b,), and in (b,, a). 
CLAIM 4. (i) Zf ff( ) x <x in (a, b2), then ff(x)>x in (b,, a), and f 
satisfies (3.6). 
(ii) Jf ff(x)> x in (a, b,), then ff(x) <x in (b,, a), and f satisfies 
(3.7). 
Proof. (i) First, we prove that (VXE (b,, a))(ff(x) >x). We choose 
y, E (a, b2), sufficiently close to a, s.t. (Vxe (a, yO))(f(x)c (b,, a) A ff(x) E 
(a, 6,)). We define a sequence ( y, : n < o ) recursively; let y, + , = f(y,,) for 
all n. The elements with even indices of the just defined sequence give a 
monotone decreasing sequence of reals in [a, b2), and the limit of this sub- 
sequence, y, satisfies ff(y) = y. Since the only solution of ff(x) = x in 
[a, 6,) is a, y = a. The subsequence with odd indices is monotone increas- 
ing or monotone decreasing; since its limit is y = a, it must be increasing, so 
ff(x)>x for all xE(bi, a). 
Let Cj=Y2j, for O<j<p+ 1, and di=yzj+,, for O<j<p+ 1. Applying 
Lemma 1.2(ii) on the intervals [d,, d,,,] and [cl+*, cj+, J for 
O<j<p-1, we fix H={h(r):r~[d,,d,]u[c,+,,c,]). (IfrE(dj,dj+,), 
then h(r)E(Cj+1,~~); if rE(Cj+l, , , c.) then h(r) E (dj, dj- ,).) Suppose that 
$i, a subset of A,“=, (f(xj)= x~,~,) satisfying (3.6), occurs in I++. We define 
Xl 7 ..., xk recursively. 
Suppose first that f(x,) = x, occurs in $i. Then let x, = a. It is impossible 
that both f(x,_,)=xgCn- ,) and f(xn+,)=xgCnfl) occur in Jli; if, e.g., 
f(x,_ r ) = x,(, _ ,) does not occur then let x, _ r be an arbitrary element of 
(d,,, d, + r ). Suppose that we have already defined a “middle” subsequence 
of x 1, ..‘, xk, namely x~T xr + 1, -., x, for some 2, s. Iff(x, _ , ) = xgC, _, ) occurs 
in ll/i for some t <g(t- 1) <s, then let x,-, = h(x,(,.. 1,); iff(x,+ 1) = xgCs+ ,) 
occurs in tii for some t d g(s + 1) 6 s then let x,, I = h(x,(,+ I ,). If neither of 
these atomic formulas occur, then at least one of f(x,_ r ) = x~(~- ,) and 
fk+l)=xg(s+l) (with arbitrary g(t - l), g(s + 1)) does not occur in tii at 
all. If, e.g., f(x,- ,) = xgC,- r) does not occur, then let x,-r be an arbitrary 
element from the intersection 
(max { h(x,): n + 1~ r < s, r = g(q) for some 1~ q < t - 21, x,) n I,, 
where I, is the interval (dj, d,, r) containing x, if t <n, and (d,, d,,+ ,) if 
t = n. The definition of H, together with (3.6) ensures that x,, x2, . . . . xk 
satisfy /\;I: (xj < xj+ ,) A I++~. 
If f(x,) = x, does not occur in ll/i then first we define x, E (d,,, d,+ 1) or 
X ,,+ I E (c, + r, c,) as we defined x, _ r or x,+ , above; the rest of the 
argument is identical to the previous one. 
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(ii) The proof of (ii) is similar to the proof of (i). Supposing that 
#(x) > x in (b,, a), we repeat the argument of (i) with y,,~ (b,, a), and 
obtain a contradiction. xi, x2, . . . . xk can be defined recursively, beginning 
with X, or xk. m 
That finishes the proof of Theorem 1.3. 1 
Similar theorems hold if F is the family of differentiable, infinitely many 
times differentiable, or real analytic functions. 
THEOREM 1.4. Let F be the set of differentiable or infinitely many times 
differentiable functions, and cp a C, sentence. Moreover, let 1(1= 3x,, . . . . x, 
(VEl (/l,“Ll-, txjcxj+I ) A $i) be a sentence equivalent to cp, of the form 
described in (*) in Lemma 1.1. Then (Vf E 9) cp is true if and only if among 
the Icli’s, each of the types (3.1~(3.9) occurs. 
Proof The proof of sufficiency is the same as in Theorem 1.3. In order 
to show necessity, we have to give infinitely many times differentiable 
functions, which can satisfy only one of the types (3.j). To this end, we 
change functions (8) and (9) in the list given in the proof of Theorem 1.3: 
(8’) 
(9’) 
THEOREM 1.5. Let B be the set of real analytic functions, cp a A’, sen- 
tence, and II/ a sentence equivalent to cp of the form described in Lemma 1.1. 
Then (Vf ~9) cp is true tf and only if among the $r’s, each of the types 
(3.1)-( 3.7) occurs. 
Proof: The first seven functions in the list in Theorem 1.3 show 
necessity. The proof of sufficiency is almost identical to the proof of 
Theorem 1.3. The only difference is that Claim 3 is replaced by the follow- 
ing statement: if there is any sequence (z, : n < o) s.t. lim, _ 3. z, = a and 
Vn(f(z,) = a) then f satisfies (3.5). 1 
Next, let us examine functions from I= [0, l] to I. 
THEOREM 1.6. Let B be the family of continuous, differentiable, 
infinitely many times differentiable, or real analytic functions from I to I. 
Moreover, let cp be a C, sentence, and II/ a sentence equivalent to cp of the 
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form described in Lemma 1.1. Then (Vf E 9) cp is true if and only if among 
the $ri’s, each of the following eight types occurs: 
(6.1) Aj”= 1 (f (xi) = xi). 
(6.2) A subset of /JF=, (f(xi)=xk+l-j), satisfying (1.2). 
(6.3) /jJ= 1 (f(x,) = x~,), satisfying (1.2), (1.3), and either satisfying 
(3.3)(i), (ii) or f(xk) = xk, (1 < aj 6 k - 1) 3 (1 < bj < k - l), and the oalues 
aj, bj (1 $ aj, b, < k - 1) satisfy (3.3)(i), (ii). 
(6.4) r\,!= I (f(x,) = xt,), satisfying (1.2), (1.3), and either satisfying 
(3.4)(i), (ii) or f(xl) = x1, (2 6 aj < k) * (2 < bj < k), and the values aj, b, 
(2 < aj, b,< k) satisfy (3.4)(i), (ii). 
(6.5) A;= 1 (f (xi) =x1 ) or /I,“= z (f(xj) = XI )- 
C6-6) A;= * (ftxj) = xk) Or A;Z,l (f (xj) = xk). 
(6.7) A subset of/‘& I (f(x,) = x,(~)), satisfying (1.2) and, for some n, the 
values ofj, g(j) satisfy (3.6)(i), (ii), (iii). 
(6.8) A subset of A,“=, (f(x,) = x,(~)), satisfying (1.2) and either satisfying 
(3.7)(i), (ii), (iii) f or some n, or f(x,)=x,, f(xk)=xl, (2<j<k-l)* 
(2 < g(j) d k - l), and, for some n, 2 <n <k - 1, the values j, g(j) (2 <j, 
g(j) <k - 1) satisfy (3.7)(i), (ii), (iii). 
Sketch of Proof: These types are necessary: considering the ith function 
of the following list, and arbitrary 0 <x, <x2 < ... <x,< 1, 
A,!= 1 (f(x,) = xb,) always belongs to the type (6.i). 
f(x)=? 
f(x) =$ (4) 
f(x)=0 (5) 
f(x) = 1 (6) 
f(x) 2+x (7) 
f(x)= 
1+ cos 7cx 
2 . (8) 
(Note that (Vx E (4, l))(fl(x) > x), and (Vx E (0, &))(ff(x) < x.) 
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The proof of sufficiency is similar to the proof of Theorem 1.3. Let us 
note that an arbitraryfmust have at least one fixed point. Iffhas infinitely 
many fixed points, then f satisfies the type (6.1). Suppose that f has only 
finitely many fixed points. If there is a fixed point, a, and a sequence ( y, : 
n < 0) s.t. lim,, o. y, =a, Vn(f(y,) =a), then f satisfies (6.5) or (6.6). If 
each fixed point a has a neighborhood U, s.t. (Vx E U,)(x #a *f(x) # a), 
then one of the following cases must occur: 
31, b s.t. b <a,f(a)=a, (VXE (6, u))(x<f(x) <a) 
31, b s.t. a < b, f(u) = a, (Vx E (a, b))(u <f(x) < x) 
3a, b,, b2 s.t. b, <a < b2, f(u) = a, (Vx E (b,, u))(f(x) > a), 
In the first two cases, f satisfies the type (6.3) resp. (6.4). In the third 
case, we have to distinguish three subcases: 
If ff(x) =x has infinitely many solutions in (b,, b2), then f satisfies the 
type (6.2). If a <ff(x) < x in a right-hand-side neighborhood of a, then f 
satisfies the type (6.7). Finally, if ff(x) > x in a right-hand-side 
neighborhood of a, thenfsatislies the type (6.8). (Note that in the last sub- 
case, ff(x) = x must have a solution different from x = a.) 
The details of the arguments above are omitted. 1 
Next, let cp be a Z7, sentence. Sincef and the xls are quantified the same 
way, the decidability of (Vfe F) cp is an easier problem. The negation of 
(Vf~F)cp can be written in the form (3fo9)(3x,, . . . . x,)x, where x is 
quantifier-free; using the algorithm of Lemma 1.1, we can find a sentence 
equivalent to 1 (Vfe 9) cp, of the form 
t+b - (3fE2F)(3Xl) . ..) X”) \j; *i\l(xj<xj+,) A $i ( ( )) 
. (* *) 
i= 1 j= 1 
Here, all the It/i’s must satisfy (l.lt(l.3). 
THEOREM 1.7. Let 9 be the set of continuous, differentiable, infinitely 
many times differentiable, or real analytic functions on R or on I= [0, 11. 
Moreover, let cp be a II, sentence. Then (Vf EF) cp is true if and only ifin 
the sentence t,G equivalent to 1 (Vf E F) cp and described in (+*), m = 0; i.e., 
in Step 6 of the algorithm of Lemma 1.1, we have to delete the entire formula. 
Proof: m = 0 means that 1 (Vf E 9) cp is unsatisfiable, i.e., (Vf cc 5) cp 
is true. On the other hand, if m > 1, then we can choose f, x1, . . . . x, s.t. 
/l~!ii’ (xj<xj+l) A $1 is true. Let ~9, = r\/!‘= 1 (f (x,) = x4). In the case 
when the functions are defined on R, let xi = i for i = 1,2, . . . . n. Moreover, 
letrbe a polynomial s.t.f(u,) = 6, whenever f(x,) = xb, occurs in II/, . In the 
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case when the function must be defined in 1, we can obtain an appropriate 
polynomial by transforming linearly the intervals I to [ 1, n], and {y(x): 
XE[l$]} toz. 1 
2. DECIDABILITY OF SEPARATED IZ2 SENTENCES 
In the majority of theorems in elementary calculus, the composition of 
functions does not occur. Thus the set of separated formulas, as defined 
below, contains most of the practically interesting cases. 
DEFINITION 2.1. Let cp be a quantifier-free formula of the language 
examined throughout this paper. We say that cp is separated if cp satisfies 
the following propeties: 
(a) The terms occurring in cp are of the form x, or f(x) for some 
variable x (i.e., the composition off with itself does not occur in cp). 
The variables occurring in cp can be divided into two sets (we shall call 
these sets the set of domain-variables resp. the set of range-variables) s.t. 
(b) If the term f(x) occurs in rp, then x is a domain-variable. 
(c) If the subformula f(x) 9Q occurs in cp, where 93 is a relation- 
symbol, then y is a range-variable. 
(d) No domain-variable and range-variable are compared with each 
other in cp. 
Intuitively, we can imagine that the domain of S and the range off are 
two different copies of R, and elements from different copies cannot be 
related to each other. 
We say that a prenex sentence cp is separated if the quantifier-free part of 
cp is separated. 
We shall prove the decidability of separated 17, sentences. Let us note 
that this formula class contains the first important theorem of calculus, the 
intermediate value theorem. 
Let cp be a separated l7* sentence, i.e., cp E Vx,, . . . . x~+~ 
3x,+q+,, *.., x,(cpO) where cp,, is quantifier-free and separated. Moreover, 
suppose that x1, . . . . x, are domain-variables, and x,, 1, . . . . x,,+~ are range- 
variables. We can suppose that IZ > 1, otherwise we examine Vx(cp), with a 
new domain-variable x, and, clearly, (Vf E 9) cp is true if and only if 
(Vf E F)(Vx(cp)) is true. 
LEMMA 2.2. cp is equivalent to a sentence $, where $ is of the form 
* = (Vx,, . . . . x,)(Vt,, . . . . t,)(3y,, . . . . y,uz,, . . . . Z/s%, ..*, %WWl, . . . . w,) 
Vf=l (Xi A /lysI (f(xj)=Yj) A /l”Ll (f(zj)=Uj) A Aj2l (f(wj)= tg(j))) s’t” 
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(a) The xi’s, zjs and wj’s are domain-variables, the tj’s, yj’s, and uj’s 
are range-variables. 
(b) For some kiaO, ri>O, and g: (1, 2, . . . . ri> + {1,2 ,..., q}, xi is a 
conjunction of two total orderings: one of them is an ordering of the domain- 
variables xj( 1 < j < n), zj( 1 <j < ki), and wj( 1 < j Q r,); the other one is an 
ordering of the range-variables yj( 1 < j < n), u,~( 1< j < k,), and tj( 1 < j Q q). 
Moreover, xi contains /$:,I (z, < zj+ ,) A /$:,I ( wI < wj+ , ) as a subformula; 
x1 # zY, xi # w], zj # wY for any pair of indices j, j’. 
Proof. I,+ can be obtained by the following algorithm: 
Sfep 1. We execute Steps 2, 3,4 of the algorithm of Lemma 1.1. 
Step 2. We determine the set of domain-variables, and range-variables. (It is possible since 
cp is separated, and the new variables introduced in Step 1 are range-variables.) 
Step 3. For each ‘pi, and each universally quantified domain-variable x,, iff(x,) = y  does 
not occur in cp for some existensially quantified y, then we substitute cp, by q, A (f(x,) = v), 
with a new existensially quantified range-variable y. 
Step 4. We execute Step 5 of Lemma 1.1, separately for the domain-variables, and the 
range variables. 
Step 5. In the resulting formula, we delete the cpis where either the domain-variables or 
the range-variables are not ordered consistently. In the remaining cp,‘s, we identify the domain- 
variables a, b for which a = b occurs in ‘pi unless both a, b are universally quantified. If  one of 
them is universally quantified then we consider the identified variable as the universally quan- 
tified variable. 
Step 6. We delete the cp,‘s where (f(a)= b) A (f(a) =c) A (b&k) or (f(a)= b) A 
(f(d) = c) A (a = d) A (bWc) occurs as a subformula of cp,. with 9 E { < , > }. 
Step 7. We rename some of the variables, and introduce the range-variables y,, u,. The 
universally quantified domain-variables remain x, , . . . . x,; the universally quantified range- 
variables x, + L, . . . . x, + 4 are renamed as t,, . . . . t,. In each qz we execute the following 
procedure. For each x,( I< j < n), we introduce a new, existensially quantified range-variable 
y,. We add the atomic formula f(x,)=v, to cp,, and for each range-variable a s.t. f(x,)=a 
occurred in cp, we delete the atomic subformula f(x,) = a, and add o = y, to ‘pi. We rename 
those existensially quantilied domain-variables b for which J(b) = t, occurs in rp, for some r, as 
We, w2, . . . . w,,, with the ordering w, < w1 < .. < w,,. For each j( 1 <j< r,) we keep the atomic 
subformula of the form f(w,) = t,,,, with the smallest possible index g(j), and delete all other 
subformulas of the form f(w,) =a. From the remaining existensially quantified domain- 
variables, we select those b which occur in an atomic subformula of the typef(b) = a for some 
a. We rename these domain-variables as z,, . . . . zk,, with the ordering z, < z2 < < zk,. For 
each j( 1 < j<k,), we introduce a new, existensially quantified range-variable u,. We add 
AZ,) = uj to cp,, and for each range-variable a s.t. f(z,) = a occurred in cpi we delete the subfor- 
mula f(zj) = a, and add (I = u, to cp,. 
Step 8. In each cpi, the place of the recently introduced variables u,, v, in the total order- 
ing of the range-variables is uniquely determined. We keep the total ordering of domain- 
variables x,, z,, w, resp. the total ordering of the range-variables y,, u,, t,, and delete all atomic 
subformulas which are comparisons of two variables s.t. at least one of them does not occur in 
a subformula of type f(a) = b. The resulting formula is of the desired form. 1 
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THEOREM 2.3. Let 9 be the set of continuous functions from R to R, and 
cp a separated II, sentence. Moreover, let II/ be the sentence equivalent to 50, 
as described in Lemma 2.2. Then (Vf E 9) cp is true tf and only tf $ satisfies 
the following properties: 
(2.3.1) As a subformula of some xi, all possible orderings of x, , . . . . x, 
occur. 
(2.3.2) For each fixed ordering of x,, . . . . x,, all possible orderings of 
Y 1, . . .T  y,, t,, .*., t, satisfying Vj, k( (xi = xk) 3 (yj = yk)) occur as a subfor- 
mula in some Xi. 
(2.3.3) Let us fix an ordering of the xi’s, and an ordering of the yj’s, tj’s 
satisfying the condition (2.3.2). Suppose that among the xi’s, p different 
values occur: xi, < xiz < . .. -C xiP. Moreover, suppose that yi/ = y,,,, for 
exactly s values of j. Then, among the xi’s, all of the following 3’+’ types 
must occur. If the ordering of the domain-variables xi’s, zj’s in xi is 
Zl < z2 < . . . < z,, < xi, < z,, + 1 < . f. < zmz 
<xi,< ..’ <Xip<Zmp+,< ... <Zk, 
then the ordering of the range-variables must satisfy the following inequalities: 
(a) One of the inequalities 
(a.1) u,=u2= . . . =u ml = Yilv 
(a.21 u,>u,> .-. >u,,> yi,, 
(U.3) Ul<U2< “’ <U,,<yi,. 
(p) One of the inequalities 
(y) For each j s.t. yi/ = yi,+,, one of the inequalities 
(Y.1) Yi,=%l,+l= ... =u,,+,=yi,+,, 
b.2) for some qj, Y~<u,,+~<G,,+~< ... <u,,,,+~, and u,,,,+,,.+l> 
U m,+q,+z ... =-Yi),,? 
b-3) for SOme qj, Y~>u,,,,+~>u,,,,+~> ... >u,,,,+~, and ~,,,,+~~+l< 
Uln,+q,+2 < ... < yi,+,. 
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Taking all possible variations, a, /I, y give 3” + ’ different types. Moreover 
(6) $Y,<Y~+, then~,,<u,+l<u,+2< ... <u,,+,<Y~+,, 
ifyi,>yi,+, then~,,>u,,,,+~>u,,+2> ... >u,,,,+,>Y~+,. 
For each type, the ordering of range-variables must satisfy the following 
global properties: 
(E) For each j xt. y,= y,,,,, let Max(j)=max{u,: mj+ 1 <r<mj+,}, 
and Min(j) = min{u,: mj + 1 6 r < mj+, >. In addition, let Max(O) = 
max{u,:r~m,),Min(O)=min{u,:r~m,},Max(p)=max{u,:r~m,+1}, 
and Min(p)=min{u,:r>m,+ l}. 
Then Max(j)< Min(j’) for each pair j,p s.t. j,j’~J= (0, p} u 
{v: y,= y,,,,}, and yi,< yi,.. Moreover, for each ~EJ, Max(j)< 
min{ y,: y, > y,,}, Min(j) > Max{ yi,: y, < y,,}, Max(j) < min{t,: t, > y,,}, 
and Min(j) > max{ t,: t, < y,,}. (Zn the previous lines, for j= 0, let y, = yi, .) 
(cp) The distribution of the domain-variables wj must satisfy the following 
properties: 
If Yi== Yiu+13 and, in the particular type, the inequality (y.2) or (y.3) was 
selected for this v, then there is no wj s.t. xiv < wj < xi,+, . Zf (y.1) was selected 
and xi, < wj < xi,+, , then tgCj, = yiU. 
Zf (a.2) or (a.3) was selected, then there is no wj with wj < xi, ; zf (a.1 
was selected and wj < xi,, then tgCj, = y;, . 
Zf (8.2) or (8.3) was selected, then there is no wj with wj > xQ; if (8.1) 
was selected and wj > xc, then tgCj, = y,. 
If Ylo< Yi”+, and x~u < wj < xi,+ 1 then Yiuctg(j)<Yi,+lG if 
Xiu<Wj<Wj*<Xi,+,, then t,,i)<t,(y); ifX,~<Zj<W~<Xi.+,, then Uj<t,(y,; 
zf xi, < wj < zJ, < xi, + , , then t,( j, < ur. 
Similar inequalities must hold if yiC > yiG+, . 
Proof Condition (2.3.1) is necessary since the ordering of xi, . . . . x, can 
be arbitrary. Condition (2.3.2) is necessary since for fixed x,, . . . . x,, dif- 
ferent functions can give any ordering of y,, . . . . y,, satisfying the condition 
(2.3.2). Finally, let us fix xi, . . . . x,, and yi, . . . . y,, t,, . . . . tq. We give 3S+2 
functions 7 st. y(x,) = yil for 1 <j,< p, and, for any choice of zi, . . . . zk, 
WI, . . . . w,, u1 , . . . . Ukr the ordering of the variables can satisfy only one of the 
3 S+2 types defined in (2.3.3). 
If Yi,#Y,+,Y then all of the functions are linear on [xi,, xi,+,]. If 
yi/= Yi/+,> then each function is either constant on [xi,, xi,+,] or strictly 
decreasing on [xi,, (xi, + x,+,)/2], strictly increasing on [(xi, + x4+,)/2, 
xi,+,1 or strictly increasing on [xi,, (x,+xi,+,)/2], strictly decreasing on 
CCxi,+ xi,+j)/22 xi,+ll. 
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On (- co, xi,] and [xi,, co) each function is either constant, or strictly 
monotone. Taking all possible variations, we obtain 3sf2 functions. 
Globally, all functions must satisfy some additional properties. 
For each j such that yi, = yi,+, , let Sup(j) = max 71 Cx’,,.Yl,+r3, and Inf(j) = 
minfl [.r+,+,l. Moreover, let Sup(O) = su~~l,-,,.~,,,, MO) = infflt-,..r,ll, 
SUP(P)=SUP~~~.~~,~)~ and W~l=infflIx,P,nJ. Then Sup(j)<Inf(j’) for 
all pairsj, j’ s.t.j, j’EJ== (0, p} u {u: yi,= y,,+,>, and yi,< y@. In addition, 
for each jEJ, Sup(j)<min{t,: t,>yi,}, Sup(j)<min{y,: yi,>yi,}, 
Inf(j)>max(r,: t,< y,,}, and Inf(j) > max{ y,: y,< y,,>. (Again, for j= 0, 
let y, = yi,.) Clearly, such functions exist and can satisfy only a type 
defined in (2.3.3). 
On the other hand, suppose that a sentence $ satisfies (2.3.1)-(2.3.3). Let 
f, x 1, . . . . xt!, t,, ...? t, be given; then let yj=f(~xj) for all 1 ,<j< n. First, we 
determine a type f can belong to. If 3x((x<xi,) A (f(x) < yi,)), then we 
choose the inequality (1x.3); if f is constant on ( - co, xi)], then we choose 
(~1); in the remaining case, we choose (a.2). Similarly, we choose one of 
the inequalities (p,l), (p.2), (/?.3), and, for each j st. yi,= y,,,, one of the 
inequalities (y.l), ‘(y.2), (y.3). The selected inequalities determine one of the 
3 s+2 types; let x be a subformula of $, of this type. 
Next, we choose appropriate ui values. Suppose that y, = y,,+, , and, for 
this j, the inequality (y-3) was selected. Then let S, be a real number s.t. 
sj< Y,, Sj>maX{(YG+ Yi,)j2: Yi,<Yi,), S~>max(minflcX,v.X,u+,~: Yi,,= 
= yi , and (y.3) was selected for v}, and Sj > maxit,: yi, > tr}. 
c$eover, if yi,= y, and (1x.3) was selected, then let Si>inff)(-no,x,,); if 
yiP = yi, and (p.3) was selected, then let Sj> inffl(Xlp,‘X1l. Finally, if 
Y,l= Yi,+t = Yi,= Yi,,+i and (y.3) was chosen for both u and j, then let 
Sj = S,. Fixing S, s.t. S, satisfies the above requirements, we add the follow- 
ing inequalities to 2: 
s, < uj < yi, forall mj+ 1 Qi<mj+l. (t) 
Similarly, if yi/ = yi,+, and, for this j, (y.2) was selected, then let S, 
be defined s.t. Sj> yi,; Sj<min((yil+YiJ2: Yi”>Y$}; sj< 
min{maxflCX~“,x,“+,l: Yi,=Yiu+l = yi,, and (y.2) was chosen for u); S,< 
min{t,: yi,< t,}; if yi, = y, and (~52) was selected, then Sj<supfl(-ao,x,,,; 
if yip = yij and (fl.2) was selected, then Sj < supfl rX, .m,; if yi, = yi,+, = 
Yi,= Yiu+l and (y.2) was chosen for both j and u, then Sj= S,. We add the 
following inequalities to x: 
yi, < ui < sj for all VZi+ 1 <i<Plj+,. (WI 
So and S, are defined similarly. If (~3) was selected, and yi, = yi, = yi,+, 
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for some j s.t., for this j, (7.3) was chosen, then let S, = Sj. If no such j 
exists, then let S, < yi, ; 
So > max 
1 
Yir + Yil 
-: YI,<Yi, ; 2 I 
S,>max{t,:yi,>t~}; 
We add the following inequalities to x: 
sCl<“i<Yi, for 1 <i<m,. (ttt) 
We define So analogously when (~2) was selected. 
Finally, we obtain S, by the obvious modifications of 
the definition of S,. In each case, we add the 
appropriate inequalities to x. (tttt) 
Now we are ready to choose appropriate ui numbers. We divide the 
indices into two disjoint sets: 
Al={i: (3j((Y,=Y$+,) A (mj+ l di<m,+,))) V (i<m,) V (i>mp+,)}, 
A,= (i:3j((yil# vi,+,) A (mj+ 1 Gidrnj,,))). 
First, we define {ui: SEA,), satisfying x, (t), (tt), (ttt), and the 
inequalities indicated in (tttt). Since k: satisfies (2.3.3)(e), we can choose 
appropriate ui values recursively, beginning with u,, and proceeding along 
increasing indices (in fact, the recursion works for any ordering of the 
indices.) Next we define recursively {ui: iE A*}. Then, using the inter- 
mediate value theorem, we choose appropriate zi values. Finally, (2.3.3)((p) 
ensures that we can choose appropriate domain-variables wi. 1 
THEOREM 2.4. Theorem 2.3 holds if B is the set of differentiable or 
infinitely many times differentiable functions, from R to R. 
Proo$ The proof of sufhciency of the conditions given in (2.3.1~(2.3.3) 
is the same as that in Theorem 2.3. In order to prove necessity, for each 
x1 9 ..., x,, t we have to construct infinitely many times differentiable 
functionsi’whichvcan satisfy only one of the types described in (2.3.3). 
We define three infinitely many times differentiable auxiliary functions, 
F,, F2, and F,: 
(a) dom F, = [0, oo), F, is strictly increasing, and Vn(Fi”)(O) = 0) 
(F’“’ denotes the nth derivative of F), 
(b) dom F2 = [0,2], F,(O) = F,(2), F2 is strictly increasing on [0, 11, 
strictly decreasing on [ 1,2], and Vn( F?)(O) = FJ”J(2) = 0), 
(c) dom F3 = [0, 1 J, F3 is strictly increasing, and Vn(F:“)(O)= 
Fj”‘(l)=O). 
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Explicitly, let 
if x<O 
and G(x) = 
F(1 -(x- 1)2) 
if x>O I;(1 -(x- l)*)+F((x- 1)2)’ 
Then let F, = FICo,a,j; F2= GI cO,z,; F3 =GI . If, in the proof of 
Theorem 2.3, at the piecewise construction $‘ihe functions f we use 
appropriate linear transforms of F, , F2, F3 as pieces, we obtain the desired 
set of examples. 1 
Remark 2.5. Similarly, we can prove the decidability of separated n2 
sentences if 9 is the set of continuous, differentiable, or infinitely many 
times differentiable functions on [0, 11. Details are omitted. 
In order to prove the analogous result for real analytic functions, we 
need a theorem (cf. Theorem 2.7) about monotone interpolation by 
analytic functions. The proof is based on the following result of Carleman 
CW. 
THEOREM 2.6. Let f E Ck( Iw), E continuous s.t. E(X) > 0 for all x E [w. Then 
there exists a real analytic function g s.t. If(x) - g(x)1 < E(X), 
1 f”)(x) - g(‘)(x)1 <E(X) for all x E [w, i= 1, 2, . . . . k. 
THEOREM 2.7. Suppose that a, < a2 < . . . < ap., and b,# bi+, for 
O<i<p’. Let a,= -co, ap,+,= 00, and E > 0. Then there exists a real 
analytic function f satisfying the following properties: 
(a) y(ai)=bi for 1 <idpI, lb,-lim,, -,f(x)l <E, and 
lb,,, 1 - lim,, m .%)I <E; 
(b) 7 is strictly monotone on [ai, ai+ 1], for 0 < i < p’. 
Proof First, we construct 8~ C4(R) satisfying (a-d) where 
(c) if ai (1 d i < p’) is a local extreme point (1.e.p.) then y”(ai) # 0; if 
ai is not an 1.e.p. then f’(ai) # 0; 
(d) ~‘(x)#Oifx~lR\{a~: l<i$p’). 
In fact, there exists g E C” with these properties. Let C be the set of l.e.p.‘s 
(determined by (a-d)). Let gl(x) = &, c ( - 1 )“l(x - ai) G( 1 + bi(x - a,)) + 
c .,~c(-l)“‘G(l+Pi(x-ai)) h w ere G is the C” function defined in the 
proof of Theorem 2.4 and C~,E { 1,2), big R are chosen such that for all 
0~ i< p’, g, satisfies the properties (1) if bi< bi+ 1 then g, 20 on 
(ai, ai+ 1); (7-I if bi>bi+ 1 then gl 60 on (ai, a,,,); and (3) I!$+’ g,l < 
I bi + 1 - bj. After that, for each 1 f i < p’ - 1, we add a linear transform of G 
with support (a,, ai+ ,) to g, such that the resulting function g, satisfies (4) 
if bi<bi+, then g,>O on (ai,ai+,); (5) if bi>bi+I then g,<O on 
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(ai, ai+ 1); and (6) Ijt+’ gll= Ibi+ 1 -bi(. On the two infinite intervals, we 
add a sequence of linear transforms of G such that g, satisfies (4)-(6) for 
i = 0 and i = p’ as well. Finally, let d be the antiderivative of g, satisfying 
B(a,)=b1. 
Let h(x) be the Hermite-FejCr interpolation polynomial such that 
h(ai)=bi, and &(a,)=0 if ai is an 1.e.p. Then g(x) can be written in the 
form g(x) = h(x) + [nf: 1 (x - aJk’] H(x), where 
if ai is an 1.e.p. 
otherwise 
and H(x) E P(R). 
We apply Carleman’s theorem for H(x). Let A(x) be real analytic such that 
w E ~)(M(x) - m)l < E(X), IA’(x) - ff’(x)l < E(X), 
IA”(X) - H”(X)/ <E(X)). 
Let y(x) = h(x) + [flf:, (x - ai)“‘] . A(x); then 7 is analytic, and choosing 
small enough E(X), we can achieve that 7 satisfies (a) and (b). 
Clearly, (a) is satisfied. For an appropriate 6 > 0, 6 E R, f(x) # 0 for 
XE[Ui+d,Ui+l- S], since 1 f’- g’l is small; if ui is not an l.e.p., then 
s’(x) # 0 for x E (ui - 6, ui + 6), since If’ - 2’1 is small; if ui is an l.e.p., then 
y’(x) #O for xE (a,- 6, a,+ 6)\{u,}, since g”(u,) # 0, If”--,“, is small 
(thus 7’ is monotone), and ?‘(a,) = 0. Hence (b) holds. 1 
THEOREM 2.8. Let 9 be the set of real analytic functions from R to R, 
and cp a separated II, sentence. Let Ic/ be the sentence equivalent to cp, of the 
form described in Lemma 2.2. Then (Vf E 9) cp is true if and only if (1/ 
satisfies 
(i) (2.3.1) and (2.3.2), 
(ii) (2.3.3) for the 2sf2 types when we use only (a.2), (a.3), (8.2), 
(p.3), (y.2), (y.3); moreover, if the ordering of the range-variables yj, tj is 
y, = y,= . . . = yn=tl = . . . = t,, the type Vi, j, k(ui = yj = tk) must occur. 
Proof The proof of sufficiency is similar to the proof of Theorem 2.3. 
(The only new point is that if a real analytic function is constant on an 
interval then it is constant on the entire line.) In order to prove necessity, 
for each x,, . . . . x,, t,, . . . . t, we have to construct analytic functions7 which 
can satisfy only one of the 2’+* types mentioned above. 
We use the notation of Theorem 2.3. For each j s.t. yi/ = yi,+,, 
(xi/+ x,+,)/2 will be the only local extreme point in (xi,, xi,+,); we fix 
the function values (T((xi,+xi,+,)/2): y,/= vi,+,} and limx,,3(x), 
lim x _ Poo 3(x) satisfying the requirements for Sup(j), Inf(j). Then we apply 
Theorem 2.7. 1 
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3. DECIDABILITY OF SENTENCES IN CONTINUOUS STRICTLY 
MONOTONE FUNCTIONS 
In this section we show that the set of all first order sentences cp true in 
all (R, <, F) where F is continuous and strictly monotone is decidable. 
We appeal to [BG, Theorem 2.9, p. 1241: 
THEOREM 3.1. Fix n E N. The set of all first order sentences true in all 
(R, <, A,, . . . . A,,), where A,, . . . . A,, E R, is decidable. 
We first consider the family Pm of continuous strictly increasing 
functions F with lim x- -02 F(x) = -cc and lim,,, F(x)= co. We will 
reduce the (R, <, F) to the (88, <, Al, A,, A3, Ad, AS). For each FE Fm, 
let a(F) be {x: F(x) = x}; let p(F) be the set of left endpoints of the inter- 
vals of R\a(F) (including the greatest element of a(F) if any); moreover, let 
y(F) be the set of y E /?(F) such that F(x) > x holds immediately to the right 
of y. Finally, let 6(F) be the set consisting of the leftmost element of a(F), if 
any, such that F(x) > x holds immediately to the left of this element. 
LEMMA 3.2. There is a sentence cpl such that for all A,, AZ, A,, A, c R, 
(IR, <, A,, A,, A,, A4) kcpI if and only tf for some FEDS, a(F)=A,, 
P(F) = AZ, y(F) = A3, and 6(F)= Ad. Furthermore any two such F are 
isomorphic (i.e., (R, <, F)w(R, <, F’)). 1 
We state the following lemma informally. 
LEMMA 3.3. Let ([w, <, A,, AZ, A3, A4) k q, and let A, have order type 
P. Then we can build a structure in a first order way from (R, <, 
A,, AZ, AX, Ad, A5) which is isomorphic to some (IR, <, F), FEDS with 
a(F) = Al, /3(F) = AZ, y(F) = A,, and 6(F) = A,. Furthermore, this 
procedure is independent of A,, A,, A,, A,, A,. 
Proof: Fix (R, <, A,, AZ, A,, A4) k (pl and A, of type Z. The domain 
E of the structure consists of (1) A 1 ; (2) all (x, y) such that x E A, and 
YE A,; (3) all (x, x, y) such that x is the least element of A, and ye A,; (4) 
all (x,x,x,y,z) such that x~A,, YEA,, and ZER; and (5) all 
(x, x, x, x, y, z) such that x is the least element of A i, y E AS, and z E R. 
The linear ordering placed on the domain is informally described as 
follows. A, has its inherited ordering. If A, n [x, u] = {x, u}, or if 
A,n[x,u)={x} and u= co, then the open interval from x to u in E will 
consist of all (x, y) from (2) and all (x, x, x, y, z) from (4). The (x, y) are 
ordered by y, and the (x, x, x, y, z) are ordered lexicographically. Also 
(x, y) comes before (x, x, x, y, z) and after (x, x, x, y-, z). 
If x is the least element of A 1, then the open interval from - co to x in E 
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will consist of all (x, x, y) in (3) and all (x, x, x, x, y) in (5). The (x, X, y) 
are ordered by y, and the (x, x, x, x, y, z) are ordered lexicographically. 
Also (x, x, y) comes before (x, x, x, x, y, z), and after (x, x, x, x, y-, z). 
The function G: E -+ E is given by (1) G(x) =x for XE A,, (2) 
G(t.w, Y)) = (x, Y+ L G((x, x, x, y, z)= (x, x, x, J’+, z) if XEA,, (3) 
G((x, y))=(x, )I-), G((x,x,x, y,z))=(x,x,x, y-,z) if x#A,, (4) 
G((x,x, y))=(x,x, y’), G((x,x,x,x, y,;))=(-u,x,x,x,y+,z) if XEA,, 
(5) G((x,x, y))=(x, x, y-), G((x,x,x,x, y,z))=(x,x, x,x, yp,z) if 
x$A,. Here y + is the next element after y and yP is the previous element 
before y, in A 5. 
We have neglected to handle the easy case A I = @, which we leave to the 
reader. 1 
LEMMA 3.4. For each sentence cp there is a sentence (p* such that the 
following holds. Let FE pm and A have order type Z. Then (R, <, 8') k cp if 
and only if(R, <, cc(F), B(F), y(F), 6(F), A) )= cp*. Furthermore, ‘p* can be 
effectively obtained from cp, 
Proof From Lemma 3.3. j 
LEMMA 3.5. For each sentence cp there is a sentence (p+ such that the 
following are equivalent: (a) for all FE 97%) (R, <, F) )= cp, b) for all 
A,, A,, A,, A,, A5 s R ((R <, A,, A,, A,, 4, A,) I= c~+). Furthermore, 
cp + can be effectively obtained from 40. 
Proof: We claim that the following are equivalent: (i) for all FEN%, 
(R, <, F) k cp; (ii) for all A,, A,, A,, A,, A,&!& if A, has order type Z 
and CR <, A,, A*, A,, 4 I= cpl, then CR, <, A,, A,, A,, A,, A,) I= ‘P*. 
To see (i) + (ii), let (i) hold and A, have type 7, and (R, <, 
A,, A>, A,, A4) + ‘p,. By Lemma 3.2, let FE.~?, with R(F)= A,, 
fl(F)=A,, y(F)=A,, and 6(F)=A,. By Lemma3.4, (R, <, 
A,, A,, A,, A,, As) t= ‘P*. 
To see (ii) -+ (i), let (ii) hold and FE 9X. Let A, = Z and A, = U(F), 
A,=p(F), A,=?(F), and A,=&F). Then (R, <, A,, A,, A,, A,, As) 
k cp*, and so (R <, F) b cp. I 
THEOREM 3.6. The set of allfirst order sentences cp true in all (R, <, F) 
where F is continuous and strict/y increasing is decidable; or, using the ter- 
minology of the first two sections, the set of true sentences (Vf E F) cp is 
decidable, where 4 is the set of continuous strictly increasing functions. 
Proof Lemma 3.5 and Theorem 3.1 imply that the set of sentences true 
in all (R, <, F), FE FK, is decidable. The proof in the general case is almost 
identical to the one given for RX. The only difference occurs in Lemma 3.3; 
e.g., when we consider the functions bounded from below but not from 
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above then let A6 be a set of type CO. We define E as the set of tuples given 
in (l), (2), and (4) in Lemma 3.3; (3’) all (x, x, y) such that x is the least 
element of A, and yEA,, except when y is the smallest element of A,; and 
(5’) all (.x. x, x, X, y, z) such that .Y is the least element of A,, y E A,, and 
z E R. The ordering on E and the function G are defined as in Lemma 3.3. 
The details of this argument are left to the reader. 1 
We now consider the s.d.c. case (strictly decreasing and continuous). 
For s.d.c. F let a(F) = (x: FFx = x J. Let c(F) be the unique fixed point of 
F. Let p(F) be the set of left endpoints of the intervals of R\cr(F) n 
(- oci, c(F)); moreover, let y(F) be the set of y E b(F) such that to the right 
of y, FFx > x. Let 6(F) be the set consisting of the least element of CI( F), 
provided that to its left, FFx > x. 
THEOREM 3.7. The set of all first order sentences cp true in all (R, <, F) 
where F is continuous and strictly monotone is decidable. 
Proof The s.d.c. case is proved using CI( F), P(F), y(F), 6(F) above 
nearly identically as in the increasing case. 1 
4. UNDECIDABILITY OF SEPARATED L', SENTENCES 
In this section, we prove that the set of true separated sentences is 
undecidable for most of the relevant families of functions. To this end, it is 
enough to interpret the first order theory Y of irreflexive symmetric binary 
relations into the set of separable sentences, since Y is known to be 
undecidable (see, e.g., [Sh]). However, in order to prove undecidability of 
modest strata, we appeal to the following strengthening of this result (see 
[GUI ). 
THEOREM 4.1. Let Q, be the set of Z, sentences true in allfinite modeis of 
the theory 5 of irreflexive symmetric binary relations. Then @ is 
undecidable. 
Based on Theorem 4.1, we shall prove: 
THEOREM 4.2. Let 9 be the set of continuous functions from J to J, 
J = [0, 1 ] or J= R. Then the set of true sentences (Vf E S) cp, where cp is 
separable and C,, is undecidable. 
Proof We shall interpret the first order theory 5 into the set of 
separable sentences such that Z’,, sentences of 5 will be interpreted as 
separable C, + z sentences (n 2 2). 
Specifically, we are going to define separated formulas A(f ), B(f, x), and 
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C(f, x, y) with only the free variables shown, where x, y are range 
variables, such that the following holds. 
(1) for all f E9, if A(f) then {x:B(f,x)} is finite, and (Vx, y) 
(C(fi x3 Y) + (KL x) A wf, Y))). 
(2) for every symmetric binary relation R&n x n, n EW there exists 
an f E9 such that A(f) and for all a,#a, such that B(A ai) and B(f, aj) 
are true, C(f, a,, a,) holds if and only if R(i, j). 
It will then be clear that there is a natural effective procedure which 
associates to each sentence q(R) in the first order theory of binary 
relations, a separated sentence q*(f) such that (Vf E B)(cp*(f)) if and 
only if (Vn E oV symmetric R G n x n)(cp(R)). 
For each f E 9 let cz( f) be the set of all x E J such that f - ‘(x) contains a 
nonempty open interval. 
A(f) asserts that a(f) is nonempty, bounded, and has no limit points. 
Let B(f, x) assert that x E c(( f ). 
C’(f, x, y) asserts that (a) x < y are both in m(f); (b) there exist 
a < b < c such that f(z) = x for z E [a, b] and f(c) = y’; (c) f is strictly 
increasing on [b, c]; and (d) f has a strict local maximum at c. 
Finally, let C(L x, y) be C’(A x, y) v C’(f, y, x). It is easy to see how to 
construct a devised continuous f from any symmetric Rc n x n, n E w. 
Moreover, in order to show that Z:, sentences of 9 will be interpreted as 
separated C, + 2 sentences, it is enough to see that A(f) is ZZ,, and both 
C(f, x, y) and the negation of C(f, x, y) are equivalent to separated C,, 
and separated 17, formulas (in fact, C(x, y) is C,). 1 
Remark 4.3. Using the methods of Theorem 2.4 for constructing 
functions from R c n x n, n EW, it is easy to achieve that the constructed 
function f is in fact C”. Thus we obtain the undecidability of (cp: cp is 
separated C, and (Vf E 9) cp is true}, for any family 9 which contains the 
C” functions from J to J. (Some elements of 9 do not even have to be 
continuous.) 
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