This paper presents a novel approach to visualizing Evolutionary Algorithm (EA) dynamic in complex network and analyses the greediness of "current-topbest/1" mutation strategy used in state-of-art Differential Evolution (DE) algorithm -SuccessHistory based Adaptive DE (SHADE) on CEC2015 benchmark set of test functions. Provided analysis suggests that the greediness might not be the optimal approach for guiding the evolution.
INTRODUCTION
Differential Evolution (DE) is an algorithm for numerical optimization, which was introduced to the world by Storn and Price in 1995 (Storn and Price 1995) . Its ingenuity and simplicity made it an Evolutionary Algorithm (EA) with one of the largest research community and therefore, continuous research provided various improvements to the original algorithm that led to one of the best performing EA branches. DE research was summarized in (Neri and Tirronen 2010; Das et al. 2016) . Over the last decade, variants of the DE algorithm have won numerous numerical optimization competitions (Brest et al. 2006; Qin et al. 2009; Das et al. 2009; Mininno et al. 2011; Mallipeddi et al. 2011; Brest et al. 2013; Tanabe and Fukunaga 2014) and the common denominator since 2013 is Success-History based Adaptive DE (SHADE), which is an algorithm developed by Tanabe and Fukunaga (Tanabe and Fukunaga 2013) . SHADE is based on the JADE algorithm by Zhang and Sanderson (Zhang and Sanderson 2009 ) and belongs to the family of adaptive DE algorithms. Adaptive algorithms are algorithms that adapt their control parameters during the optimization process and do not require user to set them at the beginning, thus these algorithms are more robust and do not require fine-tuning of the control parameters for given problem. SHADE algorithm uses the "current-to-pbest/1" mutation strategy inherited from JADE, which combines four individuals in the population. One of them is selected greedily from the smaller subset of best individuals, in terms of objective function value, in the current population.
The dynamic of the SHADE algorithm is in this paper transformed into the complex network and the greedy behavior of the mutation strategy is analyzed with the help of complex network feature -node centrality value. Whereas in previous work (Viktorin et al. 2016; Pluhacek et al. 2016 ) edges in complex network were undirected and unweighted, this paper proposes an approach with weighted and directed edges to better capture the dynamic of the heuristic. Weights are based on the individual donations in mutation and crossover and directed from the donator to the beneficiary. This approach is tested on CEC2015 benchmark set of 15 test functions and the results of the analysis are provided and discussed.
The remainder of the paper is structured as follows: Next two sections describe DE and SHADE algorithms, section that follows is about complex network design, experiment setting and results are provided in two following sections and the paper is concluded in the last section.
DIFFERENTIAL EVOLUTION
The DE algorithm is initialized with a random population of individuals P, that represent solutions of the optimization problem. The population size NP is set by the user along with other control parametersscaling factor F and crossover rate CR. In continuous optimization, each individual is composed of a vector x of length D, which is a dimensionality (number of optimized attributes) of the problem, where each vector component represents a value of the corresponding attribute, and the individual also contains the objective function value f(x). For each individual in a population, three mutually different individuals are selected for mutation of vectors and resulting mutated vector v is combined with the original vector x in crossover step. The objective function value f(u) of the resulting trial vector u is evaluated and compared to that of the original individual. When the quality (objective function value) of the trial individual is better, it is placed into the next generation, otherwise, the original individual is placed there. This step is called selection. The process is repeated until the stopping criterion is met (e.g. the maximum number of objective function evaluations, the maximum number of generations, the low bound for diversity between objective function values in population).
Initialization
As aforementioned, the initial population P, of size NP, of individuals is randomly generated. For this purpose, the individual vector xi components are generated by Random Number Generator (RNG) with uniform distribution from the range which is specified for the problem by lower and upper bounds (1).
where i is the index of a current individual, j is the index of current attribute and D is the dimensionality of the problem.
In the initialization phase, the scaling factor value F and the crossover rate value CR has to be assigned as well. The typical range for F value is [0, 2] and for CR, it is [0, 1].
Mutation
In the mutation step, three mutually different individuals xr1, xr2, xr3 are randomly selected from a population and combined in mutation according to the mutation strategy. The original mutation strategy of canonical DE is "rand/1" and is depicted in (2).
where r1 ≠ r2 ≠ r3 ≠ i, F is the scaling factor value and vi is the resulting mutated vector.
Crossover
In the crossover step, mutated vector vi is combined with the original vector xi and they produce trial vector ui. The binomial crossover (3) is used in canonical DE.
where CR is the used crossover rate value and jrand is an index of an attribute that has to be from the mutated vector vi (ensures generation of a vector with at least one new component).
Selection
The selection step ensures, that the optimization progress will lead to better solutions because it allows only individuals of better or at least equal objective function value to proceed into the next generation G+1 (4).
where G is the index of current generation.
The whole DE algorithm is depicted in pseudo-code below.
Algorithm pseudo-code 1: DE 1. Set NP, CR, F and stopping criterion; 2. G = 0, xbest = {}; 3. Randomly initialize (1) population P = (x1,G,…,xNP,G); 4. Pnew = {}, xbest = best from population P; 5. while stopping criterion not met 6.
for i = 1 to NP do 7.
xi,G = P[i]; 8.
vi,G by mutation (2); 9.
ui,G by crossover (3);
xi,G+1 = ui,G; 12.
else 13.
xi,G+1 = xi,G; 14. end 15.
xi,G+1 → Pnew; 16. end 17. P = Pnew, Pnew = {}, xbest = best from population P; 18. end 19. return xbest as the best found solution
SUCCESS-HISTORY BASED ADAPTIVE DIFFERENTIAL EVOLUTION
In SHADE algorithm, the only control parameter that can be set by the user is the population size NP. Other two (F, CR) are adapted to the given optimization task, and a new parameter H is introduced, which determines the size of F and CR value memories. The initialization step of the SHADE is, therefore, similar to DE. Mutation, however, is completely different because of the used strategy "current-to-pbest/1" and the fact, that it uses different scaling factor value Fi for each individual. Crossover is still binomial, but similarly to the mutation and scaling factor values, crossover rate value CRi is also different for each individual. The selection step is the same and therefore following sections describe only different aspects of initialization, mutation and crossover steps.
Initialization
As aforementioned, initial population P is randomly generated as in DE, but additional memories for F and CR values are initialized as well. Both memories have the same size H and are equally initialized. The memory for CR values is titled MCR and the memory for F is titled MF. Their initialization is depicted in (5).
Also, the external archive of inferior solutions A is initialized. Since there are no solutions so far, it is initialized empty A = Ø and its maximum size is set to NP.
Mutation
Mutation strategy "current-to-pbest/1" was introduced in (Zhang and Sanderson 2009) and unlike "rand/1", it combines four mutually different vectors, therefore pbest ≠ r1 ≠ r2 ≠ i (6).
where xpbest is randomly selected from the best NP × p best individuals in the current population. The p value is randomly generated for each mutation by RNG with uniform distribution from the range [pmin, 0.2] (Tanabe and Fukunaga, 2013) , where pmin = 2/NP. Vector xr1 is randomly selected from the current population and vector xr2 is randomly selected from the union of current population P and archive A. The scaling factor value Fi is given by (7).
where MF,r is a randomly selected value (by index r) from MF memory and C stands for Cauchy distribution. Therefore, the Fi value is generated from the Cauchy distribution with location parameter value MF,r and scale parameter value 0.1. If the generated value Fi > 1, it is truncated to 1 and if it is Fi ≤ 0, it is generated again by (7).
Crossover
Crossover is the same as in (3), but the CR value is changed to CRi, which is generated separately for each individual (8). The value is generated from the Gaussian distribution with mean parameter value of MCR.r, which is randomly selected (by the same index r as in mutation) from MCR memory and standard deviation value of 0.1.
Historical Memory Updates
Historical memories MF and MCR are initialized according to (5), but their components change during the evolution. These memories serve to hold successful values of F and CR used in mutation and crossover steps. Successful in terms of producing trial individual better than the original individual. During one generation, these successful values are stored in corresponding arrays SF and SCR. After each generation, one cell of MF and MCR memories is updated. This cell is given by the index k, which is initialized to 1 and increases by 1 after each generation. When k overflows the size limit of memories H, it is reset to 1. The new value of k-th cell for MF is calculated by (9) and for MCR by (10).
where meanWL() and meanWA() are weighted Lehmer (11) and weighted arithmetic (12) means correspondingly.
where the weight vector w is given by (13) and is based on the improvement in objective function value between trial and original individuals.
And since both arrays SF and SCR have the same size, it is arbitrary which size will be used for the upper boundary for m in (13). Complete SHADE algorithm is depicted in pseudo-code below.
Algorithm pseudo-code 2: SHADE 1. Set NP, H and stopping criterion; 2. G = 0, xbest = {}, k = 1, pmin = 2/NP, A = Ø; 3. Randomly initialize (1) population P = (x1,G,…,xNP,G); 4. Set MF and MCR according to (5); 5. Pnew = {}, xbest = best from population P; 6. while stopping criterion not met 7. SF = Ø, SCR = Ø; 8.
Set Fi by (7) and CRi by (8); 12.
vi,G by mutation (6); 13.
ui,G by crossover (3) if SF ≠ Ø and SCR ≠ Ø then 25.
Update MF,k (9) and MCR,k (10), k++; 26.
if k > H then k = 1, end; 27. end 28. P = Pnew, Pnew = {}, xbest = best from population P; 29. end 30. return xbest as the best found solution
NETWORK DESIGN
The network is created for each generation of the SHADE algorithm, where the key factors are mutation and crossover steps. Individuals in population are nodes in the network and edges between them are created if the trial individual produced in mutation and crossover succeeds in selection (has better objective function value than the original individual). Each individual has its own ID, trial individual ui inherits ID of the original individual xi and therefore, the original individual and trial individual are represented in the network by the same node. Since there are four individuals acting in mutation and crossover (xi, xpbest, xr1 and xr2), four edges (ei,i, epbest,i, er1,i, er2,i) are created for each successful selection. Each edge is directed from source to target (donor to beneficiary) and denoted by esource,target. First edge is a self-loop. Each edge has also its weight w, which is denoted wsource and is based on the ratios of donations to the trial individual. If the edge already exists in the network, new weight is added to the current one. Edges with their weights are depicted in Figure 1 . Original individual xi donates during crossover and also in mutation. The number of donated attributes in crossover by xi is divided by dimension of the problem D and the final ratio CRr (real crossover) is subtracted from 1. This is done, because the sum of all four weights should be 1, therefore, the cumulative value left for the mutation donations is CRr. This value is divided between four individuals according to their ratio in (6). Ratios for each individual in mutation are:
And each ratio is multiplied by CRr and divided by the sum of ratios, which is 1 to obtain the proportion of CRr as a weight. Resulting weights are depicted in (14, 15, 16 and 17).
where wi sums two components -crossover donation and mutation donation. For example, if the dimensionality of the problem D = 10, scaling factor for this mutation Fi = 0.7 and 2 attributes are taken from the original individual xi in crossover, then:  CRr = 2 / 10 = 0.2  wi = (1 -0.2) + 0.2 * (1 -0.7) = 0.86  wpbest = 0.2 * 0.7 = 0.14  wr1 = 0.2 * 0.7 = 0.14  wr2 = 0.2 * (-0.7) = -0.14  ∑w = 0.86 + 0.14 + 0.14 -0.14 = 1
EXPERIMENT SETTING
In order to obtain an analysis of the greedy behavior of the mutation in SHADE algorithm, complex networks were created for each generation in a SHADE run and node centrality value (sum of weights of outgoing edges from a node) for each individual in a population was recorded. This was done for 15 test functions in CEC2015 benchmark set and each test function was run 51 times with random initialization in 10D. The stopping criterion was set to 10,000×D objective function evaluations. The population size was set to NP = 100 and historical memory size was set to H = 10.
The basic assumption is that the nodes, that communicate the most (have high node centrality value) are the ones who lead the evolution towards the global optima. The greediness in "current-to-pbest/1" mutation strategy is represented by xpbest individual, which is selected from a subset of best individuals in the population pbest (the size of this subset varies from 2 individuals to a maximum of 20% of the population size). In theory, the pbest subset should contain individuals leading the optimization, therefore these individuals should correspond to the most active ones in the network. In order to test that, a new metric centrRank was proposed. An auxiliary variable centrPosition is introduced and corresponds to the number of individuals in the population that have worse node centrality value than the current individual (e.g. If the node has the highest centrality, than the centrPosition value would be 99 as the number of individuals is 100. On the other hand, if it is an individual with worst centrality value, centrPosition will be 0). The centrRank value is rescaled centrPosition to the range <0, 1>, where centrPosition = 99 translates to centrRank = 1.
Values of centrRank were calculated for the subset of 20 best individuals (maximum size of pbest subset) from the complex network created in each generation (the complex network is pruned after that and next generation creates a new one) and the results are depicted in the next section.
RESULTS
This section depicts representatives of typical average centrRank history among test functions in CEC2015 benchmark set. In the optimal scenario, the subset of 20 best individuals according to their objective function value would be the same as the subset of 20 best individuals according to their centrRank values and average centrRank value in one generation would be around 0.9. This behavior was not obtained from either of the test functions. The closest were functions 1, 2 and 15 where there is a fast convergence to the global (functions 1 and 2) or local optima (function 15). The average centrRank history behavior on function 1 is depicted in Figure 2 and convergence graph for this function is in Figure 3 . The second obtained behavior is depicted in Figure 4 , which represents average centrRank history of the function 4 with convergence graph in Figure 5 . This behavior is common for functions 3, 4, 5, 7, 9, 12, 13. In this case, the average centrRank value is mostly lower and suggests that individuals with best objective function values are not the ones who lead the evolution. The third behavior is the most interesting one. Figure 6 depicts the average centrRank history of function 10, where the average centrRank value fluctuates during the optimization process and suggests that the communication in network changes over time. This behavior is common for functions 6, 8, 10, 11, 14 and provides a lot of material for future research.
Convergence graph for function 10 is depicted in Figure  7 . Overall, behaviors 2 and 3 are not according to the basic assumption and suggest that there might be a possibility of adapting the mutation strategy to the given problem on the basis of information from the complex network.
All average centrRank history and convergence graphs along with numerical results can be found here: https://owncloud.cesnet.cz/index.php/s/d59pVbT5gqXb SrW
CONCLUSION
This work presented a novel approach for capturing SHADE optimization process in directed and weighted complex network, which should provide more accurate information about the heuristic dynamic. In the experimental part, the basic network feature -node centrality value was used for the analysis of greedy behavior of the "current-to-pbest/1" mutation strategy. This analysis provided evidence that the best individuals in population are not the ones who communicate the most and therefore lead the evolution. This area of research should be exploited and therefore, the future research will be aimed at that direction. Complex network features will be examined and used for adaptation of the mutation strategy in order to improve the performance of given algorithm.
