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Abstract 
The thesis studies the computational complexity of two natural classes of com-
binatorial problems: counting the elements of a finite set of structures and gen-
erating them uniformly at random. For each problem class, a notion of efficient 
randomised approximation algorithm is defined. The central theme is the classi-
fication of counting and generation problems for natural combinatorial structures 
with respect to these notions of tractability. For many structures, the two prob-
lems are of essentially equivalent complexity at this level of approximation. 
The emphasis is on positive results. In particular, the thesis makes a detailed 
study of a general technique for random generation based on simulating a finite 
Markov chain whose states are the structures of interest and which converges 
to some desired distribution over them. The efficiency of this method depends 
crucially on the rate of convergence of the chain. A major portion of the thesis 
is devoted to deriving a characterisation of rapid convergence for a broad class 
of Markov chains in terms of a structural property of the underlying graph. 
This enables useful bounds on the rate of convergence of non-trivial chains to 
be established for the first time. As a result, the following classes of structures 
may be generated almost uniformly in polynomial time: perfect matchings in 
dense graphs, and matchings of all sizes in arbitrary graphs. This approach also 
yields the first polynomial time approximation algorithms for counting these 
structures, and hence for computing the permanent of dense 0-1 matrices and 
the partition function of monomer-dimer systems in statistical physics. 
It is also shown that, for self-reducible structures, almost uniform generation 
is polynomial time reducible to a very weak form of approximate counting. This 
fact yields the following robustness result for approximate counting: for self-
reducible structures, polynomial time randomised algorithms for counting to 
within factors of the form 1 + no are available either for all real /3 or for no 
real P. It also provides a mechanism for generating structures given fairly crude 
analytic counting estimates for them. This technique is used to derive an almost 
uniform generation procedure for labelled graphs with given degree sequence and 
a given excluded subgraph which is valid over a much wider range of degrees than 
previous methods. This in turn leads to approximate counting algorithms for 
these graphs with very good asymptotic behaviour. 
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Synopsis 
This thesis is concerned with two classes of problems involving a finite set S of 
combinatorial structures: counting them and generating them randomly from a 
uniform distribution. The set S will always have a concise implicit description x: 
for example, x may be a connected graph and S its set of spanning trees, or x 
a partial order and S its set of linear extensions. We also consider the more 
general setting in which each structure in S has an associated positive weight: 
the task is then to compute the weighted sum of all elements of S, or to generate 
them randomly with probabilities proportional to their weights. 
Combinatorial counting problems have a long and distinguished history which 
we will not attempt to summarise here. In addition to their intrinsic interest, 
they arise naturally from investigations in numerous other branches of math-
ematics and the natural sciences and have given rise to a rich and beautiful 
theory. 
Generation problems are less well studied but have a number of computa-
tional applications. For example, uniform generation can be seen as a way of 
exploring a large set of combinatorial structures and constructing typical repre-
sentatives of it. These may be used to formulate conjectures about the set, or 
perhaps as test data for the empirical analysis of some heuristic algorithm which 
takes inputs from the set. Non-uniform generation occurs in the mathematical 
modelling of physical systems where the structures are valid system configura-
tions each of which has a weight which depends on its energy. Many important 
properties of the model can be deduced from estimates of the expectation, under 
the weighted distribution, of certain operators on configurations. An analogous 
idea lies at the heart of currently fashionable stochastic techniques for combina-
torial optimisation, such as simulated annealing. Here, low cost solutions have 
low "energy" and thus large weight: sampling from the weighted distribution 
1 
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therefore tends to favour them. 
The central question we shall address is that of the existence of computation-
ally efficient counting and generation procedures for a given class of structures. 
In accordance with accepted practice in theoretical computer science, "efficient" 
is taken to mean having a runtime which grows only polynomially with the size 
of the problem description x. Of course, for most structures this rules out the 
naïve approach of exhaustively enumerating the elements of S since there will in 
general be far too many of them. 
Our treatment is motivated by the empirical observation that efficient exact 
counting procedures exist only for a relatively small number of interesting struc-
tures. For many others, the apparent hardness of counting is supported by strong 
theoretical evidence to the effect that no efficient counting procedure exists un-
less P = NP. However, there is no a priori reason to suppose that some of these 
structures cannot be counted approximately in some suitable sense. Specifically, 
it is interesting to relax the requirements of exact counting in two directions: 
randomisation and approximation. Thus we allow our counting procedures to 
flip coins, and demand that they produce an answer which is correct to within 
some small specified error with high probability. In the case of generation, we 
settle for a distribution which is almost uniform (or, more generally, close to some 
weighted distribution) with some small specified bias. This gives us well-defined 
notions of approximate counting and almost uniform generation: a fundamen-
tal assumption implicit in our approach is that they correspond to reasonable 
notions of effective tractability. 
The principal aim of this thesis is to go some way towards classifying nat-
urally occurring counting and generation problems according to these notions 
of tractability. We shall concentrate mainly on techniques for proving positive 
results, though it is worth pointing out that for certain structures the problems 
remain hard even in approximate form. Our investigation will have essentially 
two strands: the classification of particular structures, and the nature of the 
classification process itself. 
The reader may be wondering why we have chosen to investigate two appar-
ently very disparate classes of problems at the same time. The reason for this is 
that, from a computational point of view, the problems of approximate counting 
and almost uniform generation are very closely related. More precisely, for most 
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natural structures a polynomial time procedure for approximate counting can 
be used to construct a polynomial time almost uniform generation algorithm, 
and vice versa. The only assumption we need to make is that the structures 
are self-reducible, which essentially means that they possess a simple inductive 
construction in terms of similar structures of a smaller size. This connection has 
often been observed in specific cases, and was recently formalised in a general 
setting by Jerrum, Valiant and Vazirani [33], whose work initially inspired the 
author to embark on the research presented in this thesis. The upshot is that 
counting and generation problems may profitably be studied in tandem: tech-
niques which naturally suggest themselves for one class of problems can be used 
to solve the other indirectly. 
Traditionally the cross-fertilization between these problems has tended to be 
rather one-sided: exact or approximate analytic results on counting enable one 
to generate structures uniformly or almost uniformly. This thesis concentrates 
chiefly on the opposite direction. We analyse a powerful general tool for gen-
eration, which by virtue of self-reducibility constitutes an attack on counting 
problems as well. 
The tool in question, which has been in use for some years in statistical 
physics under the name of the Monte Carlo method [10], involves constructing 
a dynamic stochastic process (a finite Markov chain) whose states correspond 
to the set S of structures of interest. The process is able to move around the 
space by means of random local perturbations of the structures. Moreover, the 
process is ergodic, i.e., if it is allowed to evolve in time the distribution of the final 
state tends asymptotically to a unique stationary distribution ir over S which is 
independent of the initial state. By simulating the process for sufficiently many 
steps and outputting the final state, we are therefore able to generate elements 
of S from a distribution which is arbitrarily close to 7r. 
The construction and simulation of an ergodic Markov chain with the desired 
stationary distribution is usually straightforward. What is not at all obvious, 
however, is how to determine the number of simulation steps which are neces-
sary in order to achieve some specified degree of accuracy. In most application 
areas, such as Monte Carlo simulations in physics, ad hoc arguments are used to 
estimate this number. There is clearly a need for rigorous analytic bounds if we 
are to have confidence in the results produced by such methods. 
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According to our efficiency criterion, the crucial consideration is that the 
number of steps required for the chain to be close to stationarity should grow 
only polynomially with the size of the problem description x. We refer to chains 
which have this property as rapidly mixing. Since the number of states will in 
general be exponentially large, rapid mixing is a strong property: it demands 
that the process should be close to equilibrium after visiting only a tiny fraction 
of its state space. 
The classical theory of Markov chains is concerned almost exclusively with 
asymptotic behaviour and provides little useful information about the rate of 
convergence. Recently, several authors have proposed various methods of analy-
sis but these have so far been able to handle only simple chains (such as random 
walks on cubes) which possess a highly symmetrical structure. The first ma-
jor contribution of this thesis is to establish a useful characterisation of the 
rapid mixing property for a wide class of Markov chains. The characterisation 
is based on a structural property, called the conductance, of the weighted graph 
underlying the chain. The conductance is a global measure of connectedness, or 
communication strength, of the process and is a natural analogue in this context 
of the more familiar graph-theoretic concept of expansion. Informally, our char-
acterisation says that a (time-reversible) Markov chain is rapidly mixing if and 
only if the conductance is large. This result represents a generalisation of recent 
work by Alon and Milman [4], [5] on the connection between the eigenvalues of 
a graph and its structural properties, whose relevance to the analysis of certain 
Markov chains has been observed by Aldous [2] and others. 
More significant than the characterisation itself is the fact that it allows 
the rate of convergence of non-trivial Markov chains to be analysed for the 
first time. In order to do this, we develop a novel general methodology for 
deriving lower bounds on the conductance of the underlying graphs. Finally, 
with this machinery in place, we show how to infer the rapid mixing property 
for natural Markov chains whose states are matchings (independent sets of edges) 
in a graph. (Chains of this kind were first considered by Broder [121.) We are 
therefore able to generate almost uniformly in polynomial time the following 
classes of structures: perfect matchings in a very large class of graphs, including 
all "dense" graphs, and matchings of all sizes in arbitrary graphs. As a result, we 
establish for the first time the existence of efficient approximation algorithms for 
counting these structures. Both counting problems are highly significant, and are 
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known to be hard in exact form. Counting perfect matchings in bipartite graphs 
is equivalent to computing the permanent of a 0-1 matrix, a problem for which 
mathematicians have been seeking an efficient computational procedure for over 
a century. Counting and generating matchings is of interest in the context of 
monomer-dimer systems in statistical physics. In the latter case, we are also able 
to handle natural weighted versions of the problems, and so to approximate the 
partition function of a monomer-dimer system. 
We conjecture that the methods described above point the way towards a 
powerful general approach for analysing the efficiency of algorithms based on fi-
nite Markov chains. Potential future application areas include further positive re-
suits on approximate counting, rigorous performance guarantees for Monte Carlo 
simulations in statistical physics, and the demystification of certain stochastic 
optimisation heuristics such as simulated annealing. 
The final theme of the thesis is concerned more with the general notions of 
approximate counting and almost uniform generation than with particular struc-
tures. For approximate counting, we are able to establish a pleasing robustness 
result: for any self-reducible structures, approximate counting within a factor 
of the form 1 + nfl is possible in polynomial time either for all real constants /3 
or for no /3. Thus we are justified is calling a counting problem tractable if it 
can be aproximated within some such factor by a polynomial time randomised 
algorithm. This provides a natural way of classifying hard counting problems 
with respect to a well-defined notion of approximability. 
The mechanism used in the above proof is of independent interest. The key 
step is showing how to generate structures almost uniformly given only very 
crude counting information for them. This is achieved by means of a Markov 
chain suggested by the self-reducibility inherent in the problem, which can again 
be analysed using the characterisation described earlier. This construction can 
help us to exploit a much wider range of analytic results on approximate counting 
than has hitherto been poble in this context, even for structures which are not 
self-reducible. 
To illustrate this point, we consider the problem of generating almost uni-
formly labelled graphs with given vertex degrees and a given excluded subgraph. 
Using a recent asymptotic result of McKay [40] on the number of such graphs, we 
are able to generate them in polynomial time from a distribution which is very 
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close to uniform, provided that the vertex degrees are not too large. The range of 
degrees we can handle is considerably larger than for previous methods. More-
over, we show the existence of polynomial time algorithms for approximating 
the number of graphs with a much smaller error than that of available analytic 
estimates. 
The thesis is organised as follows. In Chapter 1 we present some fundamental 
definitions and summarise earlier work which is relevant to our exposition. The 
general results on Markov chains are discussed in Chapter 2, culminating in 
the characterisation of the rapid mixing property. The remaining two chapters 
are devoted to applications of the characterisation. In Chapter 3 we consider 
Markov chains for generating specific structures, and establish positive results 
for the permanent and monomer-dimer systems. Finally, in Chapter 4 we discuss 
the robustness of our notions of approximate counting and uniform generation, 
and apply some of our new general machinery to the degree-constrained graph 
problem mentioned above. 
Chapter 1 
Preliminaries 
The aims of this introductory chapter are twofold: to set down and motivate 
precise definitions of some fundamental concepts, and to briefly summarise rel-
evant previous knowledge. Accordingly, much of this material is not new, but is 
included in the interests of orienting the reader. 
Three concepts defined here will play a central role in all that follows: self-
reducibility, approximate counting and almost uniform generation. We trust 
that the reader will gain an intuitive feel for them through the mostly elementary 
discussions of this chapter. Almost all the algorithms we shall present in this 
thesis are probabilistic or randomised. We therefore devote some effort at this 
stage to a discussion of the model of randomised computation so that technical 
details may be avoided in the sequel. 
The starting point for our later investigations is the work of Jerrum, Valiant 
and Vazirani [33], in which the intimate computational connection between 
counting and generation was first formalised. Since this connection underlies 
most of our later work, we feel it is appropriate to spell it out in some detail 
in Section 1.4. Finally, we set the scene for the rest of the thesis by identify-
ing a class of combinatorial structures for which the questions of approximate 
counting and uniform generation are particularly relevant. 
ii 
1.1 SOME BASIC DEFINITIONS 
1.1 Some basic definitions 
We begin by introducing a framework within which a number of natural classes of 
combinatorial problems, including counting and generation, may be formulated 
and their computational complexities compared. Common to all classes is the 
idea of computing certain information about a finite but possibly very large set of 
combinatorial structures given a concise implicit description of the set. Typically, 
the description takes the form of some other combinatorial entity drawn from 
a family of problem instances, together with a relation R which associates with 
each instance x in the family a finite set R(x) of structures called solutions, as 
in the following examples: 
Problem instances: Boolean formulae B in disjunctive normal form (DNF) 
Solution set R(B) : all satisfying assignments of B 
Problem instances: undirected graphs G 
Solution set R(G) : all 1-factors (perfect matchings) of C 
Problem instances: positive integers n. 
Solution set R(n) : all partitions of n 
More formally, we fix a finite alphabet E D {o, 11 over which instances and, 
solutions are to be encoded, and let R c E x 	be a binary relation over E. 
For any string x E E, the corresponding solution set with respect to R is just 
R(x) = {y E 	: (x,y) E R}. 
Note that no distinction is made between strings which do not encode a "valid" 
problem instance and those which encode a problem instance with empty solution 
set. The formal counterpart of example 1 above is then 
R = { (x, y) : x E >* encodes a Boolean formula B in DNF 
E 	encodes a satisfying assignment of B }. 
Throughout this thesis we shall move freely between the formal and infor-
mal problem descriptions without explicitly saying so, assuming always that the 
encoding scheme used is "reasonable" in the sense of [24]. The relational frame-
work used here is taken from Jerrum, Valiant and Vazirani [33], and has also 
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appeared elsewhere, notably in the form of the "search functions" of Valiant [57] 
and the "string relations" of Garey and Johnson [24]. 
Our main concern is with classes of problems which involve computing the 
cardinality of a finite set of combinatorial structures or generating elements of 
the set uniformly at random. In fact, most of what we will say applies in the 
more general setting where each structure has an associated positive weight, 
and the task is to compute the weighted sum of the structures or to generate 
them randomly with probabilities proportional to their weights. For the sake 
of simplicity we shall work with unweighted problems until Chapter 3, where 
weighted structures will arise naturally in one of our applications. 
Formally, the counting problem for a relation R over E involves computing the 
function #R: E* - N defined by #R(x) = IR(x)I. In the (uniform) generation 
problem for R, on input x E E*,  we are asked to select an element of R(x) at 
random in such a way that each solution has equal a priori probability of being 
chosen. We shall say in the next section precisely what we mean by effective 
solutions to these problems. 
For the purposes of comparison, we mention some other natural problem 
classes which fit naturally into this framework and which have been extensively 
studied. Foremost among these is the existence problem for a relation R, which 
on input x E E asks whether the solution set R(x) is non-empty: in example 1 
above, this means asking whether a given DNF formula is satisfiable. The con-
struction problem is similar, but requires in addition that some solution y E R(x) 
be output if one exists. If some, cost function is defined on solutions, then the 
optimisation problem seeks a solution of minimum cost. Finally, the enumeration 
problem for R involves listing all elements of the solution set R(x). 
We shall restrict our attention throughout to relations whose solutions are 
easy to check, i.e., for which membership of a candidate object in a given solution 
set can be tested efficiently. Let lxi denote the length of the string x. Borrowing 
terminology from [33], we say that R is a p-relation if 
(pri) There exists a polynomial p such that, for all strings x, y E E, 
(X1 Y) ER= JyJ <p(x). 
(pr2) The predicate (x, y) E R can be tested in time polynomial in lxi + lyl. 
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The class of existence problems associated with p-relations may be identified 
with the more familiar class NP of languages accepted by polynomially time-
bounded nondeterministic Turing machines (NP-machines). Specifically, if M is 
a nondeterministic Turing machine with at most J,Ej possible moves from each 
configuration, then any halting computation of M may be encoded in a standard 
way as a string over E. It should be clear that R is a p-relation if there exists 
an NP-machine M such that, under such an encoding, 
R = { (x, y) : y encodes an accepting computation of M on input x 
In precisely the same manner, Valiant's class #P [58] may be viewed as the 
class of counting problems associated with p-relations. (A function f: E* -p N 
belongs to #P if there exists an NP-machine M such that, for all x E E, the 
number of accepting computations of M on input x is 1(x).) 
For many naturally occurring p-relations, the structures in each solution set have 
a simple inductive construction from the solution sets of a few smaller instances 
of the same relation. All of the above examples possess this property: in the 
case of DNF satisfiability, for instance, there is an obvious (1-1)-correspondence 
between the satisfying assignments of B and those of the reduced formulae BT  
and BF,  which are obtained from B by substituting for one of its variables 
the values TRUE and FALSE respectively. This property is generally known as 
self-reducibility and was first studied by Schnorr [48]. Formally, we say that a 
relation R over E is (polynomial time) self-reducible if 
(sri) There exists a polynomial time computable length function IR: E* -p N 
such that IR(x) = O(Ixlk) for some constant k, and 
y 	R(x) = Il/I =lR(x) 	Vx,y E E*. 
(sr2) For all x E E*  with 1R(x) =1 0, the predicate A E R(x) can be tested in 
polynomial time. (A denotes the empty string over E.) 
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(sr3) There exist polynomial time computable functions '& : 	x 	•. 
and a: y.:* -+ N satisfying 
a(x) = ON lxi) 
IR(x) > 0 s a(x) > 0 	 Vx C 
11(x,w)i 5 lxi 	 Vx,w C 
lR(b(x,w)) = max {1R(x) - iwi3O} 	Vx,w C 
and such that each solution set can be expressed in the form 
R(x) = 	U 	{wy:yER((x,w))}. 
W e 
Condition (sr3) provides an inductive construction of the solution sets as fol-
lows: if the solution length IR(x) is greater than zero, R(x) can be partitioned 
into classes according to the (small) initial segment w of length a(x), and each 
class can then be expressed as the solution set of another instance &(x, w), con-
catenated with w. The partitioning of satisfying assignments of a DNF formula 
indicated above is easily seen to be of the required form (under some natural 
encoding). An atom is an instance x C E with solution length IR(x) = 0: in 
the above example, these would include (encodings of) the constants TRUE and 
FALSE, viewed as DNF formulae. Condition (sr2) says that, for atoms x, we 
can test in polynomial time whether R(x) = 0 or R(x) = {A}. Note that this, 
together with condition (sr3), implies that we can test in time polynomial in 
lxi + ii whether a candidate solution y C E*  belongs to the solution set R(x). 
In view of condition (sri), any self-reducible relation is therefore automatically 
a p-relation. 
Example 1.1 Consider the relation MATCH which associates with an undirected 
graph G all matchings (independent sets of edges) of C. Then MATCH is easily 
seen to be self-reducible since, for an arbitrary edge e = (u, v) of C, 
MATCH (G) = MATCH (G-) u { Mu {e} : M C MATCH (G+) }, 
where C is the graph obtained by deleting the edge e from C, and G the graph 
obtained by deleting the vertices u and v together with all their incident edges. 
D 
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From our point of view, the crucial feature of the above definition is that 
it allows the counting or uniform generation problem for any instance x to be 
formulated in terms of the same problem for smaller instances i&(x,w). We 
shall exploit this fact later in establishing a close relationship between these 
two problems for a given self-reducible relation. The following two properties 
of a self-reducible relation R are easily checked and already-well known: if the 
existence problem for R lies in P, then (i) the construction problem for R can 
be solved in polynomial time; and (ii) the enumeration problem for R can be 
solved in time #R(x)p(IxD, where x is the input and p is a polynomial. In fact, 
these relationships follow from weaker notions of self-reducibility, in which the 
strict (1-1)-correspondence of condition (sr3) is replaced by a requirement to the 
effect that a solution to the existence problem for any instance can be derived 
easily from solutions for certain subinstances. Such notions have been explored 
by various other authors (see, e.g., [41], [49]). Despite the fact that our definition 
appears rather strong, we have to work quite hard to find natural relations which 
cannot easily be formulated so as to be self-reducible. An outstanding candidate 
is the relation which associates with a positive integer n the set of factors of n. 
It is conceptually helpful to capture the inductive construction of solutions 
of a self-reducible relation explicitly in a tree structure. Suppose that the re-
lation R over E is self-reducible. For each x E E*  with R(x) 0, the tree of 
derivations TR(x) is a rooted tree in which each vertex v bears both a problem 
instance label inst(v) E 	and a partial solution label sol(v) E E*,  defined 
inductively as follows: 
(ti) The root u has labels inst(u) = x and sol(u) = A. 
(t2) For any vertex v in TR(x), if the problem instance z = inst(v) is an atom 
then v is a leaf. Otherwise, define 
W(v) ={wEE ) :R((z,w)) o} 
(Note that W(v) is non-empty.) Then v has a child v for each w E W(v), 
with labels inst(v) = (z, w) and sol(v) = sol(v) w. 
Note that the labels sol(v) are distinct, while the inst(v) are in general not. It 
should be clear that the labels sol(v) for leaves v are precisely the elements of 
so there is a (1-1)-correspondence between leaves and solutions. More 
1.2 NOTIONS OF TRACTABILITY 	 13 
generally, for any vertex v of TR(x) there is a (1-1)-correspondence between the 
solution set R (inst(v)) and the leaves of the maximal subtree rooted at v. The 
bounds on or and & in the definition of self-reducibility ensure that the depth of 
TR(x) is at most IR(x), and hence bounded by a polynomial in lxi, and that its 
vertex degree is also polynomially bounded. 
The definition of W(v) above makes it clear that, in order to infer the struc-
ture of the tree of derivations, it is necessary to solve the existence problem. 
for the relation in question. Since we will not always be able to do this with 
certainty, it is useful to define the self-reducibility tree TR(x) as for TR(x) above 
except that the restriction R((z, w)) 0 in the definition of W(v) is removed. 
Clearly, TR(x) contains TR(x) as a subgraph and their labels agree. All solutions 
in R(x) still occur precisely once as labels of leaves of lR(x), but there may be 
other leaves whose partial solution labels are not in R(x). The depth and vertex 
degree of TR(x) remain polynomially bounded as before. 
1.2 	Notions of tractability 
The aim of this section is to define precisely what is meant by an effective solu-
tion to the counting and generation problems introduced earlier. First we must 
agree on a model of computation: as we will chiefly be studying probabilistic 
algorithms, some source of randomisation has to be included. It is clearly de-
sirable to formulate definitions in terms of the simplest available model, so we 
shall use an elementary computing device with access only to a stream of truly 
random bits. Possible extensions of this model will be considered in the next 
section. 
A probabilistic Turing machine (PTM), as defined by Gill [25], is a stan-
dard deterministic Turing machine equipped with the additional ability to make 
decisions according to the fall of an unbiased coin. More formally, a PTM is a 
Turing machine with output tape [30, Chapter 7] which has certain distinguished 
"coin-tossing" states. The machine is deterministic except that in coin-tossing 
states precisely two possible transitions are specified, the choice of transition be-
ing determined by the toss of an unbiased coin. If the machine halts, its output 
is the contents of the output tape; otherwise, its output is undefined. A PTM is 
deterministic if it has no coin-tossing states. 
1.2 NOTIONS OF TRACTABILITY 	 14 
The above definition induces a probability distribution on the set of compu-
tations of a PTM M on a given input. We define the random variables M(x) 
and CompM(x) to denote the output of M on input x and the computation of M 
on input x respectively, with the proviso that M(x) takes the special value I 
when the output is undefined. We restrict attention to PTMs with alphabet 
E U {?}, where? 0 E is a distinguished symbol which may appear only on the 
output tape and is to be interpreted as rejection or failure. A computation of a 
PTM is accepting if it halts with some output other than?. According to the 
application at hand, various definitions for the time complexity of a PTM are 
possible. We define the runtime of a PTM M on input x to be the length of a 
longest accepting computation of M on x. 
Let us now consider solutions to the counting problem for p-relations. Our ap-
proach here is motivated by the observation that efficient exact solutions to this 
problem are the exception rather than the rule. By an efficient solution we mean 
a deterministic algorithm which computes #R(x) in time polynomial in the in-
put size lxi. Note that the naive method. of. explicitly- enumerating- candidate 
solutions is unacceptable since in general their number grows exponentially with 
the size of the input. Indeed, the class #P  of counting problems associated with 
p-relations is not known to lie within any level of the Meyer-Stockmeyer poly-
nomial time hierarchy [53]. More strikingly, there are many natural p-relations 
(among them examples 1 and 2 of the previous section) whose counting problem 
is complete for #P, i.e., as hard as any problem in the class, but whose con-
struction problem is solvable in polynomial time: thus while finding a perfect 
matching in a graph is easy, counting these structures is apparently intractable. 
Further examples of this phenomenon can be found in [59]. 
For functional evaluation problems which have resisted attempts at an exact 
solution, it is natural to seek efficient approximation algorithms which estimate 
the value of the function within a specified factor. This notion is familiar from 
combinatorial optimisation (see, e.g., [24, Chapter 6]) and asymptotic analy-
sis [8]. (A less conventional, and much more severe definition of approximation 
is studied by Cai and ilemachandra [14].) A second approach towards reducing 
the complexity of apparently intractable problems is to allow some element of 
randomisation in the algorithm, requiring only that it delivers a reliable solution 
with high probability. While rigorous proofs that randomisation helps are avail- 
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able only in rather restricted circumstances, probabilistic algorithms which run 
faster than their best known deterministic counterparts have been discovered for 
a variety of problems (see [60] for a survey), and there has also been considerable 
recent interest in randomised techniques for combinatorial optimisation [37]. 
Following Stockmeyer [54] and Karp and Luby [34], we use these ideas to 
establish a weaker notion of tractability for counting problems. Evidence that 
apparently hard counting problems may be tractable in this sense is provided 
by the latter authors, who exhibit a fully-polynomial randomised approximate 
counter (see below) for satisfying assignments of a DNF formula (example 1 of 
the previous section). 
If a, a and r are non-negative real numbers with r > 1, we say that a approx-
imates a within ratio r if âr 1 < a < âr. Let g be a non-negative integer-valued 
function on E* and p a real-valued function on N such that p(n) > 1 for all 
n E N. A randomised approximation algorithm for g within ratio p is a PTM C 
which on inputs x E E always halts with non-negative real-valued output and 
satisfies 
Pr( C(x) approximates g(x) within ratio p(IxD) ~: 3/4. 
If C is in fact deterministic, then it is an approximation algorithm for g within 
ratio p. In the case that g is the counting function #R for some relation R 
over E, we call C a (randomised) approximate counter for R within ratio p; if C 
is deterministic and p(n) = 1 for all n E N then C is an exact counter for R. In 
all cases, C is polynomially time-bounded if its runtime is bounded by p (lxi) for 
some polynomial p and all inputs x E E. 
Ideally, we would like to be able to specify the factor in the approximation 
as part of the input, so that arbitrary accuracy can be achieved (usually at the 
cost of increased computation time). We say that a PTM C is a randomised 
approximation scheme for g if on inputs (x, c) E 	x fl it always halts with 
non-negative real-valued output and satisfies 
Pr(C(x, e) approximates g(x) within ratio 1 + 	> 3/4. 
If g = #R, we speak of a randomised approximate counter for R. C is fully-
polynomial (f.p.) if its runtime is bounded by a polynomial in lxi and C. (In 
practice, we can think of the value 	as being specified on the input tape as 
an integer in unary notation.) 
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The significance of the lower bound of 3/4 in the above definitions lies in 
the fact that it allows the counters to be "powered" so that the probability of 
producing a bad estimate becomes very small in polynomial time. (This would 
still hold if 3/4 were replaced by any fixed constant strictly greater than 1/2.) 
More precisely, we have 
Proposition 1.2 If there exists a polynomially time-bounded randomised ap-
proximate counter C for R within ratio p, then there exists a PTM C' which on 
inputs (x, 8) E 	x R always halts with non-negative real-valued output and 
satisfies 
Pr( C(x, 6) approximates #R(x) within ratio p(IxI)) > i - 8, 
and whose runtime is bounded by a polynomial in lxi and ig 6 1. 
Proof The required procedure C' makes p(1g5') calls to C, with input x, for 
a suitable polynomial p and returns the median of the values obtained. For the 
details, see Lemma 6.tof [33]. 	o 
Clearly, the powering operation of Proposition 1.2 may be applied in an 
identical manner to a f.p. randomised approximate counter, which will constitute 
our primary notion of tractability for counting problems in this thesis. 
We now turn our attention to uniform generation problems, taking our notions 
of tractability from Jerrum, Valiant and Vazirani [33]. It is tempting to demand 
that an exactly uniform generation algorithm should always halt and output 
some element of the solution set, assuming the latter is non-empty. However, 
this would not be reasonable within our model since any halting computation of 
a PTM is performed with probability 1/2 for some t E N: such a machine would 
thus not be capable of uniformly generating (say) the elements of a solution set 
of cardinality 3 in finite time. We therefore allow generators to fail (i.e., produce 
no meaningful output) with bounded probability. Once the possibility of failure 
is admitted, a number of attractive and natural generation paradigms become 
available, some of which we shall describe in due course. 
As in the case of counting, we also introduce a relaxation of the original 
problem by allowing the output distribution to deviate from uniformity by a 
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specified amount, called the tolerance. The strict uniformity requirement is 
seldom of practical importance and if the deviation is small enough it will be 
effectively undetectable. Furthermore, our notion of "almost uniform" genera-
tion arises naturally in a number of ways: as a problem which is polynomial 
time equivalent to randomised approximate counting for self-reducible relations 
(Section 1.4); as a generalisation of uniform generation which is robust with re-
spect to extensions of the randomised model (Section 1.3); and from dynamic 
stochastic algorithms for generation problems (Chapter 2 et seq). 
Let R be a relation over E, and c: N -+ E U {O}. A PTM 9 is an almost 
uniform generator for R within tolerance c if its output on input x E E', when 
defined, belongs to the set E* U {?} and satisfies 
(gi) If R(x) 0 0 then Pr(9(x) E E*) > 1/2 
(g2) There exists a function q: E' - (0, 11 such that, for all y E 
R(x) Pr(9(x) 	= o 
y E R(x) = (i + c(ixl)) ' (x) ç Pr(9(x) = 	(i + c(lxl))(x). 
Note that the generator may only output valid solutions or the failure symbol?, 
and that it either fails or runs forever when the solution set is empty. 9 is 
a uniform generator for R if c(n) = 0 for all n E N. In either case, 9 is 
polynomially time-bounded if its runtime is bounded by a polynomial in lxi.' 
if .9 is polynomially time-bounded, we may attach a clock to it and force all 
non-accepting computations to halt within the time bound with output ?. We 
will assume that all such generators have this property. 
By analogy with counters, it should be clear how to define an almost uniform 
generator 9 for R, whose tolerance c > 0 can be preset as part of the input. 
Specifically, (g2) above now becomes 
many contexts, an appropriate complexity measure for a PTM is its expected 
runtime. In the case of generation, however, a bound on the expected runtime leaves 
open the undesirable possibility that certain solutions only ever appear after a very long 
time. For approximate counters, either measure will do. 
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(g2') There exists a function qS: E* x R -p (0, 1] such that, for all y E E*, 
y 0 R(x) = (jC 	= = 0 
y E R(x) = (1 + €)'q5(x, c) ~ Pr(9(x, c) = 	+ e)c(x, c), 
where the input (x, €) E 	x R. ,9 is then fully-polynomial, if its runtime is 
bounded by a polynomial in jxj and Ig C. Note that the definition of f.p. here 
differs from that for approximate counters in the presence of the logarithm: the 
errors tolerated in generation are exponentially small. (The value C' may be 
thought of as being specified on the input tape as an integer in binary notation.) 
As before, f.p. generators are assumed always to halt within their time bound. 
Clearly, if R(x) 0 the probability of failure of any of the time-bounded gen-
erators defined above may be reduced rapidly by repeated trials. More precisely, 
ig 45' iterations of the generator suffice to ensure that the failure probability 
does not exceed S. By the same token, we could replace 1/2 in the definition by 
1/p(xj) for an arbitrary polynomial p. Furthermore, if the construction problem 
for a relation R is solvable deterministically in polynomial time then a f.p. al-
most uniform generator for R may be modified so as never to fail when R(x) is 
non-empty. 
In this thesis, we shall regard the existence of a f.p. generator as an effec-
tive criterion for tractability of generation problems. We should point out that 
the gap between exact and approximate notions here is apparently considerably 
smaller than in the case of counting. For example, viewed as black boxes, al-
most uniform and uniform generators will be effectively indistinguishable under 
any reasonable definition of a statistical test involving polynomially many ob-
servations. Moreover, we know of no structures which can be generated almost 
uniformly in an efficient manner but for which exactly uniform generation is (in 
some appropriate sense) hard. As we shall see in Section 1.5, such a dichotomy 
does arise in the case of approximate counting. 
For future reference, we also note here a standard randomised definition of 
tractability for existence problems. The existence problem for a relation 
R ç 	x 	belongs to the class RP ("randomised polynomial time") iff there 
exists a PTM M with polynomially bounded runtime which behaves as follows: 
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for all inputs x E E*, 
R(x) 0 = Pr(M accepts x) > 1/2 
R(x) = 0 = Pr(M accepts z) = 0. 
The probability of M making an error is therefore one-sided, and can be made to 
decay very rapidly by the standard device of repeated trials. The class RP (also 
called VPP by Gill [25]) replaces P as the class of tractable decision problems for 
randomised computation. Note that P C RP C NP, and, since problems in RP 
are intuitively tractable, the second inclusion is widely conjectured to be strict. 
The first is also thought to be strict for different reasons. 
1.3 An extended model 
Using j successive tosses of its fair coin, a PTM can clearly simulate just those 
branching probabilities which are of the form i2', for i E {O, 1,. . . , 2'}. The 
inability of a PTM to branch with more general probabilities often makes the de-
sign and justification of algorithms needlessly complicated. Indeed, randomised 
algorithms in the literature are typically expressed in terms of more general 
branching probabilities involving the ratio of two previously computed integers. 
Accordingly, in this section we introduce an extension of the PTM model which 
can easily simulate this kind of branching behaviour. We go on to establish 
sufficient conditions for counting and generation algorithms in this model to be 
efficiently implementable by a PTM. This will allow us in the sequel to work 
with the extended model while retaining our basic definitions of tractability. 
An oracle coin machine (0CM) is a generalisation of a PTM in which the 
unbiased coin is replaced by a coin whose bias can be set and varied by the 
machine itself. The bias of the coin is determined by the contents of a special 
bias tape: if in a coin-tossing state this tape contains the encoding of a rational 
number q = r/s, where r, s are coprime natural numbers in binary with r < s 
and s> 0, then the two possible transitions are chosen with probabilities q and 
1 - q respectively; otherwise, the machine halts immediately with distinguished 
output?. In all other respects, an 0CM is identical to a PTM. The reason for 
rejecting such a machine as the primary randomised model is that an elementary 
branching step could not reasonably be implemented by a physical device in 
constant time. 
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As is customary, Turing machine algorithms will be expressed in a dialect 
of Pidgin Algol. The 0CM model allows this language to be augmented with 
the probabilistic branching commands defined below, whose semantics should 
be obvious. In what follows, q, {q1} denote rationals in the interval [0, 11, n, m 
natural numbers, and F, {P} programs. 
(Two-way branching) 
either (with prob q) P0 
or (with prob 1 - q) Pi  
(Probabilistic execution) 
with prob q do P 
(m-way branching) 
either (with prob qo) Fo 
or (with prob qi) Pi 
or (with prob qm_i) Pm1 
where m> 1 and >1j q1 = 1. 
(Weighted selection from an rn-set) 
select j E {O,i,. . . 	- 11 with prob q/>q 
where m > 0. (If E j qi = 0, the machine should halt with output ?.) 
(Uniform selection form an ordered n-set) 
select j E {o, 1,... , n - 11 u.a.r. 
where ii > 0. 
Note that the integer elements in 4 and 5 may be viewed as indices, thus allowing 
selection from general ordered sets. 
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Proposition 1.3 Each of the above branching operations can be performed by 
an 0CM in runtime bounded by a polynomial in m and the sizes of the binary 
representations of q, {qi } and n, plus the maximum runtime of the programs F, 
{P,}. 
Proof 
This is the basic 0CM branching operation. The time required, in addition 
to that for P0 and P1 , is a single branching step plus the time to write the 
encoding of q on the bias tape. 
A special case of 1 in which P1 is null. 
By performing appropriate tests and relabelling if necessary, we may as-
sume w.l.o.g. that all the qj are greater than 0. The 0CM first computes 
the quantities q = q/(1 - IIi q3) for 0 < i < m - 1, and q = q. It then 
executes the following sequence of two-way branchings: 
either (with prob q) P0 
or (with prob 1 - q) 
either (with prob q) P1  
or (with prob 1—q) 
either (with prob q_2) Pm-... 2  
or (with prob 1 - q_2) Pm....i 
Clearly, both the arithmetic and the branching can be performed in time 
bounded by a polynomial in m and the sizes of the representations of {qj}. 
This is essentially equivalent to 3. 
Consider the following recursive procedure which uses only two-way 
branchings: 
procedure select (a, b); 
begin 
1:= b— a+ 1; 
if! = 1 then j:= a 
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else begin 
m := (a+b) dlv 2; 1':= rn — a + 1; 
either (with prob l'/l) select (a, m) 
end 	or (with prob 1 - i'll) select (m. + 1,b) 
end 
The call select (0, n - 1) achieves the desired effect and leads to at most 
0 (log n) levels of recursion, while the arithmetic is trivial. The total run- 
time is therefore polynomial in the size of the representation of n. 	0 
The next issue we have to address is the effective implementation of 0CM al-
gorithms in the more restricted PTM model. We shall do this with reference 
to the notions of tractability for counting and generation problems introduced 
earlier. (Analogous questions for existence problems with respect to a similar 
extended model have been studied by Lautemann [38].) In the following, we 
refer to OCMs which serve as counters or generators for a relation R over E in 
the various senses already introduced: the definitions differ from those of the 
previous section only in the model of computation. 
First let us observe that, as far as our most important approximate notions of 
counting and generation are concerned, the class of tractable problems is robust 
with respect to the change of model. 
Proposition 1.4 If there exists af.p. OCMrandomised almost uniform genera-
tor (respectively, a f.p. 0CM randomised approximate counter) for R, then there 
exists a f.p. almost uniform generator (respectively, a f.p. randomised approxi-
mate counter) for R. 
Proof Let jC be the postulated 0CM generator for R, and let p be a polynomial 
bounding its runtime. We will describe a PTM 9' which on input (x, c) E E*  x 
approximately simulates the computation process of 9 on input (x, €/3). 
Assume without loss of generality that e < 1, and set m = max{p(xj,1g(3/€)),4}: 
then m bounds the runtime of 9 on input (x, e/3), and all non-trivial branching 
probabilities of 9 must lie in the range [2m, 1 - 2_rn]. The idea is that, for 
any such branching probability q, 9' will compute a good approximation to q 
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of the form 42 1, where i. E N and j = 2m + lg(3/c) + 1. Specifically, if we 
set 1q = q 21],  then the rationals i.2 1 and 1 - 1q 2 1 approximate q and 1 - q 
respectively within ratio 1 + 2_mc/3,  as may easily be verified. 
The simulation proceeds as follows. Deterministic steps of .9 are simulated di-
rectly by 9', and if 9 halts then ,9' halts, necessarily with the same output. To 
simulate a non-trivial branching step of 9 of the form 
either (with prob q) P0 
or (with prob 1 - q) P1 
 
.9 tosses its fair coin j times and performs the branching 
either (with prob iq /21) simulate Po 
or (with prob 1 - i9 /2') simulate P1  
The time required to compute iq and to do the coin tossing is clearly bounded by 
a polynomial in m and Ig C1. Since there are at most m steps of 9 to simulate, 
the runtime of 9' is bounded by a polynomial in jxj and ig C', as required. 
Now suppose that .9 performs some computation c with probability p(c). By our 
earlier remarks, the probability that 9' simulates c, yielding the same output, 
approximates p(c) within ratio 
(1 + 2_me/3)m  :5 1 + m22_-c/3 < 1+ E/3, 
where we have used the binomial theorem and the facts that m > 4 and c < 1. 
Thus the tolerance in the output distribution of 9' is at most (1 + f/3)2 < 1 + E. 
Applying the same argument to non-accepting computations, we see that the 
failure probability of 9' exceeds that of 9 by at most a factor of 1 + c/3 < 4/3, 
and so is bounded above by 2/3. Thus 9', modified to allow a single repeated 
trial on failure, is a f.p. almost uniform generator for R. 
The proof for the counter is identical, except that the final modification makes 
use of the powering operation of Proposition 1.2. 	0 
In very similar fashion, we can show the following: 
Proposition 1.5 If there exists a polynornially time-bounded 0CM almost uni-
form generator for R within tolerance c(n) (respectively, a polynomially time-
bounded 0CM randomised approximate counter for R within ratio p(n)), then 
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there exists a polynomially time-bounded almost uniform generator for R within 
tolerance €(n) + 2- (') for any polynomial p (respectively, a polynomially time- 
bounded randomised approximate counter for R within ratio p(n)). 	0 
Exact generators differ from the above devices in that their output distribution 
is prescribed precisely up to the probability of failure, so the straightforward 
approach of the previous proof is not enough here. Before dealing with this 
problem, it is useful to formalise the concept of simulation in the present context. 
Let M be an 0CM and T(x) its runtime on input x. A PTM M' is said to 
efficiently simulate M if 
(si) For all inputs x for M and all strings y 0 ?, 
Pr(M'(x) = = t,b(x) Pr(M(x) = 
where O(x) ~: i/pi(IxI) for some polynomial Pi. 
(s2) For all inputs x for M, the runtime of M' on x is at most p2(lxl)T(x) for 
some polynomial P2 
(Note that the approximate simulation in the proof of Proposition 1.4 could also 
be formalised in this way, though b(x) would have to be replaced by a small 
range of values.) Of course, this is a minimal requirement since it demands only 
that the output distribution of M (conditional on acceptance) be preserved. The 
simulation is efficient in the sense that the runtime of M' is not much greater than 
that of M, and that if the failure probability of M is bounded away from 1 then 
that of M' may be similarly bounded using only a polynomial number of repeated 
trials. The following observation is immediate from the above definition: 
Proposition 1.6 Suppose that M is a polynomially time-bounded 0CM uni-
form generator for R, and that the PTMM' efficiently simulates M. Then M', 
suitably powered to reduce its failure probability, is a polynomially time-bounded 
uniform generator for R. 	0 
Next we derive a simple sufficient condition for efficient simulation by a PTM 
to be possible. The condition is expressed in terms of the probability distribution 
over the accepting computations of the 0CM. 
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Theorem ii' Let M be an 0CM with polynomially bounded runtime. Suppose 
there exists a polynomial time computable function N : 	-+ N with the prop- 
erty that, for all inputs x E V and all accepting computations c of M on input x, 
the quantity 
N(x) Pr(CompM(x) = c) 
is integral. Then M can be efficiently simulated by a PTM. 
Proof Let p be a polynomial bounding the runtime of M: since we are only 
required to simulate accepting computations, we may assume that all non-
accepting computations of M halt within this time bound with output?. Let x 
be an input for M, and set m = p(!xI). Clearly, all non-trivial branching proba-
bilities of M on this input must lie in the range [2-rn, 1 - 2]. 
The required PTM M' operates in two consecutive phases: a simulation phase 
and a correction phase. The first of these is very similar to the simulation in the 
proof of Proposition 1.4, except that M' must be careful to select its branching 
probabilities from a small set so that .subsequent correction is possible. Specif-
ically, M' works with the set A = {12i/2m12_2rn : 1 < i < 4m2 } of cardinality 
4m2. It is not hard to see. [33, Lemma 21 that for each real q E [2-rn, 1 - 2-] 
there exists a E A such that 
aq :5q:!~(1+1/m)aq , 	 (1.2) 
so that in particular ag approximates q within ratio 1 + 1/rn 
As before, M' simulates deterministic steps of M directly. However, each non-
trivial branching of the form (1.1) is now simulated by M' using the branching 
either (with prob aq) simulate 
or (with prob ai_q) simulate Pi 
or (with prob 1 - aq - ai...q ) halt with output? 
From the definition of A, this can be realised by M' using only 2m tosses of its 
fair coin. Assuming no failure, the simulation phase continues until M reaches 
a halting configuration. If the corresponding output of M is ? then M' also 
halts with output ?; otherwise, M' enters its correction phase, to be described 
shortly. The total time required for the simulation phase is clearly bounded by 
a polynomial in lxi. 
1.3 AN EXTENDED MODEL 	 26 
Upon entry to the correction phase, M' has simulated some accepting com-
putation c of M. By maintaining two running products, we may assume 
that M' has computed both the probability p(c) = Pr(CompM(x) = c) (i.e., 
the product of the branching probabilities it has simulated), and the probability 
p'(c) = Pr(CompM,(z) simulates c) (i.e., the product of the branching probabili-
ties actually used). By (1.2), each term in the second product approximates the 
corresponding term in the first within ratio 1 + 1/rn, and we have 
p'(c) < p(c) !~ (1 + 1/rn)tm p' (c) < ep'(c). 	 (1.3) 
Furthermore, M' is able to compute in polynomial time a natural number N(x) 
such that N(x)p(c) is integral, as stipulated in the statement of the theorem. 
Denote by ir(A) the product ILEA atm. The correction phase of M' now consists 
of a single branching of the form 
q := 7r(A)N(x)21p(c)/pl(c); 
either (with prob q) halt with output y 
or (with prob 1 - q) halt with output? 
where y is the output of the simulated computation c and k is an integer inde-
pendent of c to be specified below: in particular, k will be chosen so that q < 1. 
It should be clear from the form of q that the above branching can be achieved 
by M' using its fair coin. Furthermore, the probability, that M' simulates c and, 
after correction, accepts with the same output is 
(7r(A)N(x)2') p(c) 
where tI'(x) is independent of c. For the simulation to be efficient, we require a 
lower bound on &, which we get by choosing k appropriately. Recall that the 
only constraint on the choice of k is that q < 1. But from (1.3) we have 
q=&(x) e(x), 
so we may select k to be maximal such that b(x) = 7r(A)N(x)2!c < 1/e. It then 
follows that (x) > 1/2e is bounded below as required. 
The above discussion indicates that M' satisfies condition (si) of the definition. 
For condition (s2) we need only make the additional observation that the arith-
metic of the correction phase can be performed in polynomial time since the 
cardinality of A is only 4m2. Hence the runtime of M is polynomially bounded 
as required. 	11 
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The sufficient condition of Theorem 1.7 may at first sight appear cumbersome 
to apply in practice. However, most known generation algorithms can readily 
be seen to satisfy it. One typical case is an 0CM uniform generator each of 
whose accepting computations yields a distinct solution as output. For a fixed 
input x, any such computation must therefore be executed with probability r./s,  
for constants r, .s which are known a posteriori, and we may take N(x) s,. 
A slightly less trivial example is provided by the following algorithm, due to 
Nijenhuis and Wilf [44], for uniformly generating partitions of a positive integer. 
Example 1.8 A partition of a positive integer n is a representation ir of the 
form 
for integers r1 with r1 ~! r2 ~! 	~! r1 > 0. We shall identify partitions of n with 
multisets of the form {Pi r1,... , /2k rk }, where p.,, ri E N+, the r1 are distinct 
and 	pr1 = n. For convenience, n is allowed to be zero, in which case the 
only partition is the empty set. 
Define the relation 11 which associates with each n E N the set of partitions 
of n, and consider the recursive procedure Genpart of Figure 1.1. Here ir + j r 
denotes the operation of adjoining j copies of r to the multiset ir. It is assumed 
in line (2) that the counting function #11' for 11 is computed by some other 
procedure (using, e.g., the recurrence relation implicit in Genpart itself), and 
that #11(m) = 0 for m <0. 
We claim that the call Genpart (ii, 0) uniformly generates partitions of n. More 
generally, we show by induction on n that the call Genpart (ii, ir) uniformly gen-
erates partitions of n and adjoins them to ir. The base case n = 0 is immediate 
from line (1). Suppose then that n > 0 and consider the partition ir' of n. given 
by 
it = {/ 	7 	, Pk rk}. 
Examination of the algorithm reveals that it' may be adjoined to it in precisely 
p. + ... + Ak ways as follows: in line (3) select r = r- for some 1 < i < k, and j 
in the range 1 <j p; finally, adjoin to it +5 r1 the partition 
{i1 ri,...,(p -5). re,... to: rk } 
of n. - jri via the recursive call in line (4). By the inductive hypothesis, the 
recursive call generates partitions uniformly. In view of lines (2) and (3), the 
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procedure Genpart (n : natural-number; ir : partition); 
begin 
if n = 0 then halt with output ir 
else begin 
for (r, j) E [1,n] x [1,n] do q(r,j) := r#11(n —jr); 




Figure 1.1: Procedure for uniformly generating partitions 
probability that ir' is appended to ir is therefore 
k 	r#11(n—jr1) - 1 k Ti 
j=1 Q(n) #11(n - 5r2) - Q(n) 	Q(n) 
where Q(n) = Eq(r',j') as in line (3) and depends only on n. Since ir' was 
chosen arbitrarily, we conclude that the generation is uniform and also that 
Q(n) = n #11(n). For a combinatorial derivation of this procedure, the reader is 
referred to [44]. 
It should be clear that Genpart can be implemented by a polynomially time-
bounded 0CM. (Note that the evaluation of #11 at the appropriate points can 
be performed efficiently.) Now let c be any computation of such a machine 
on input (n, 0) with n > 0. The form of the selection probabilities in line (3), 
together with the fact that Q(m) = m #11(m) for all m, implies that c is executed 
with probability 
- t1 #11(m2) t2 #11(m3 ) ... t j #11(0) - 	1 	t p(c) 
- 
 
M1  #11(Ml) m2 #11(m2) 	MI #11(mz) - #11(n) Mi 
for some t1,m,l E N+,  with n= m1 > m2 > 	> m1 > 0. Hence the product 
n! #11(n) p(c) is always integral. We may therefore take N(n) = n! #11(n) in 
Theorem 1.7 and deduce that the algorithm has a PTM implementation. 	0 
To conclude this discussion of models, we further motivate Theorem 1.7 by 
showing that efficient simulation by a PTM is not possible for arbitrary polyno-
mially time-bounded OCMs. In other words, the extended model is strictly more 
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powerful than the PTM model in terms of its ability to realise a given output 
distribution exactly in polynomial time. 
Theorem 1.9 There exists a polynomially time-bounded 0CM which cannot be 
efficiently simulated by any PTM. 
Proof Consider the 0CM M which, on any input x of length n, executes the 
following: 
select j E {1,. ..,2'1 u.a.r.; 
either (with prob 1/j) halt with output ? 
or (with prob 1 - 1/j) halt with output j 
By Proposition 1.3, the runtime of M is bounded by a polynomial in n. Fur-
thermore, for each j in the range 1 < j < 2", M outputs j with probability 
(5 - 1)(2j)'. Note incidentally that M is effective in the sense that 
its failure probability on inputs of length n is 1 - H2 /2", which tends to zero 
exponentially fast with n. (Here Hk denotes the kth harmonic number.) 
Now suppose there exists a PTM M' which efficiently simulates M. Since M 
is polynomially time-bounded, M' must be also, by condition (s2). So let p be 
a polynomial bounding its runtime, and set m = p(n). Then clearly, for any 
input x of length n and integer j, we must have 
Pr(M'(x) = i) = i(5)2 m 
for some integer i(j) in the range [0, 2-1. 
Given the output distribution of M, condition (si) of the definition therefore 
demands that 
i(j)= 77 (x)2 •1 
	
(1.4) 
for 1 < i < 2'' and some constant i(x) > 0 independent of j. Setting j = 2 
in (1.4) implies that (x) = 2i(2), so ij(x) is integral and bounded above by 
2'''. Furthermore, since i(j) itself is integral, (1.4) also implies that j 
for 1 < 5 < 212. However, it is well known that, for infinitely many natural 
numbers r, lcm{1,... , r} ~! Ae' for some constant A (see, e.g., [22, page 34]). 
We must therefore have 
> lcm{1,... ,2} > ke2' 
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infinitely often, which is a contradiction since Y7(x) is bounded above by 2' = 
and p is a polynomial. We must therefore conclude that the integers i(j) 
do not always exist as claimed, so M' does not efficiently simulate M. 	0 
It could be argued that the above counterexample exploits the special prop-
erties of a bizarre output distribution, and that a similar result would not nec-
essarily hold if attention were restricted to (say) uniform generators. However, 
we claim that our weak definition of simulation makes it entirely reasonable to 
consider general distributions. This is because we are really only using outputs 
to encode distinct computations of the 0CM. According to our definition, the 
algorithm of the simulating machine need bear no resemblance to that of the 
original 0CM. A more realistic definition of simulation would require that each 
individual computation step be simulated explicitly. (Note that the simulations 
of Proposition 1.4 and Theorem 1.7 have this property.) Under this definition, 
the proof of Theorem 1.9 still holds even when the 0CM M is modified so as to 
have a trivial output distribution. 
The question of whether there exists a relation which can be uniformly gener-
ated in polynomial time by an 0CM but by no PTM is open, and seems difficult. 
In view of Theorems 1.7 and 1.9, this is not inconceivable but any efficient 0CM 
generator for such a relation must necessarily induce quite a complex distribution 
on its set of accepting computations. 
1.4 Counting, generation and self-reducibility 
In this section we describe two reductions due to Jerrum, Valiant and Vazirani 
which together establish a close relationship between the complexities of approx-
imate counting and almost uniform generation for most interesting p-relations. 
In each case, the additional property which is needed to make the reduction work 
is self-reducibility. Similar results in a less general setting have been proved by 
Broder [12]. 
Most known uniform generation algorithms for combinatorial structures may 
be viewed as instances of the following generic reduction to the corresponding 
counting problem. Suppose that the structures have a simple inductive construc-
tion, or more formally that they may be described in terms of a self-reducible 
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procedure GenR(v : vertex); 
begin 
z:= inst(v); 
if 1,R(z) = 0 then halt with output sol(v) 
else begin 
select w E )() with prob C(&(z, w))/ >, C(b(z, w')); 




Figure 1.2: Reduction from generation to counting 
relation R, and let x be a problem instance with non-empty solution set. Now 
select a random path from the root of the tree of derivations TR(X) to a leaf 
(solution), choosing the next edge at each stage with probability proportional 
to the number of solutions in the maximal subtree rooted at its lower end: this 
information may be obtained by evaluating the function #R for appropriate 
problem instance labels in the tree. It is then easy to see that the distribution 
over solutions is uniform. 
A formal specification of the algorithm is provided by the recursive procedure 
GenR shown in Figure 1.2, in which a, 0, sot, iVSt have the meanings ascribed 
to them in the earlier definitions and C is an exact counter for R, viewed as 
an oracle. Elements of R(x) are generated using the call GenR(u), where u 
represents the root of TR(x), i.e., inst(u) = x and sol(u) = A. Since the depth 
and vertex degree of the tree are polynomially bounded, the algorithm can be 
implemented on a polynomially time-bounded 0CM equipped with the oracle C 
for #R. Furthermore, as each computation yields a distinct output, Theorem 1.7 
ensures that a PTM implementation exists. 
The above procedure can actually still be made to work when the counting 
information supplied by the oracle C is slightly inaccurate, specifically if it is 
within ratio 1 + 0(n'), where kR > 0 is a constant satisfying IR(x) = O(Ix Id1) 
(recall condition (sri) in the definition of self-reducibility). This is done by 
appending a correction step prior to the output in line (2), much as in the 
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proof of Theorem 1.7. To see how this works, view the uncorrected procedure 
as an approximate simulation of the ideal procedure with exact oracle: given 
the constraint on the counting estimates, each branching probability in line (3) 
is simulated within ratio (i + c/1R(1/.'(x, w))) for some fixed constant c > 1. 
Taking the product of such factors along any path from root to leaf, and bearing 
in mind that the length function IR decreases strictly along the path, we find 
that the generation probability p(y) of each solution y E R(x) approximates the 
ideal value 1/#R(x)  within ratio 
IT (1+2<(ll(1+ 1 
\2C 
I =1R(X). 	 (1.5) 
i=1 	 ii) 
Writing rn = IR(x), this implies that p(y) is bounded below by 
P(Y) 
 > 
m_ 2c 	m_2c 
#R(x) 	(1 + c/rn)C(x) 
 
The correction step is now simply a matter of outputting y with probability 
0(x)/p(y), which by (1.6) is < 1, and failing otherwise. Each solution is thus 






- (1 + c/rn)2  
which may be boosted to 1/2 as usual using only polynomially many repeated 
trials. Implementation in the PTM model follows as before. 
Finally, consider what happens if we use the same procedure when C is a 
randomised approximate counter within the above ratio. Assuming initially 
that all values returned by C are within this ratio, the previous argument still 
holds and solutions are generated with some uniform probability 4(x) which is 
again bounded as in (1.7). Unfortunately, we can say nothing about the output 
distribution when some value returned by C happens to be very inaccurate: 
however, by appealing to Proposition 1.2, we may ensure that C behaves badly 
with such small probability S that the resulting procedure (with C as oracle) is 
a f.p. almost uniform generator for R. 
To see how to choose 5, note first that the total number of oracle calls is 
bounded by q(x), where q is a polynomial which depends on the depth and 
vertex degree of the tree. The probability that any returned value falls outside 
the acceptable range is therefore at most Sq(z), and the effect of this event on 
1.4 COUNTING, GENERATION AND SELF-REDUCIBILITY 	33 
the output probability p(y) of any solution y is thus an additive term ±6q(Jx), 
i.e., 
4(x) - .5q(x) :5 p(y) :5 q5(x) + i5q(Ix). 	 (1.8) 
(Note also that, since the oracle no longer decides with certainty whether a 
given solution set is non-empty, the process is not now confined to the tree of 
derivations but may occasionally fall into other parts of the self-reducibility tree. 
As a result, some non-solution leaves may be reached with non-zero probability: 
however, since R is a p-relation the condition (x, y) E R may always be checked 
prior to output.) Now observe that, since solutions are strings of length rn 
over E, their total number #R(x) cannot exceed llm. Combining this with the 
bound (1.7) on O(x), we see that by choosing 
	
(c/2)m_2c 	< (E/2)q5(x) 
8= 
(1 + 	 - q(x) 
we can write the additive approximation (1.8) of 4(x) by p(y) as a relative 
approximation within ratio 1 + c (assuming 0 < c < 1), so that the resulting 
generator is almost uniform within tolerance E. Since the powering operation 
requires time polynomial in lg 6-', the runtime of the procedure with C as oracle 
is polynomial in lg c' and lxi, as required. Implementation on a PTM follows 
directly from Proposition 1.4. If C itself is a polynomially time-bounded counter, 
then the entire procedure constitutes a f.p. almost uniform generator for R. 
The above discussion is summarised in the following theorem: 
Theorem 1.10 (Jerrum, Valiant and Vazirani) Let R be a self-reducible relation 
over E and kR a constant such that, for all pairs (X, Y) E R, Ii = O(Jxlk). If 
there exists a polynomially time-bounded randomised approximate counter for R 
within ratio 1 + O(ri') then there exists a f.p. almost uniform generator for R. 
Moreover, if the counter is deterministic then there exists a polynomially time- 
bounded uniform generator for R. 	0 
Note that the ratio 1 + 0(n') appears to be a threshold value for this 
simple reduction technique: under a weaker hypothesis, there seems to be no 
polynomial bound on the product (1.5), indicating that the cumulative errors 
may then become too large for effective correction to be possible. 
As we have already mentioned, numerous generation algorithms may readily 
be derived from the above reduction to exact counting. Several simple examples 
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appear in the book by Nijenhuis and Wilf [44], who also present an alternative 
formulation of the generic reduction in this case. (Note that the algorithm of 
Example 1.8 can be recast in this form by modifying the underlying relation and 
biasing the generation probabilities appropriately.) Other examples in the liter-
ature include generating spanning trees in a graph [26], terminal strings of given 
length in an unambiguous context-free grammar [29], unlabelled trees [61] and 
labelled connected graphs [45]. Typically, the counting information is derived 
from a recurrence relation which also defines a self-reducibility for the structures 
in question: occasionally, however, a deeper result is involved (e.g., in the case 
of spanning trees, Kirchoff's matrix tree theorem). We give one more example 
below, and thereafter in this thesis concentrate on cases where exact counting is 
apparently not possible. 
Generation algorithms which make use of approximate counting information 
and the correction technique are much less common: a notable exception is 
the elegant method of Bach [7] for uniformly generating factored integers in 
a given interval. Another application is a refinement of the scheme proposed 
by Dixon and Wilf [18] for generating unlabelled graphs. (Their algorithm has 
polynomially bounded expected runtime, but the distribution induced by any 
polynomial time truncation has very large bias. The refinement guarantees a 
uniform distribution in polynomial time.) We will not expand on this example 
here but instead refer the reader to a more elegant attack on the same problem 
by Wormald [63]. 
The following little example is chosen partly because it illustrates the reduc-
tion to exact counting and partly because of its superficial resemblance to the 
problem of generating labelled graphs with given vertex degrees, which we shall 
discuss at length in Chapter 4. 
Example 1.11 Consider the relation TREES which associates with each se-
quence g = (g)1 7 of non-negative integers the set of labelled trees with vertex 
set I in which vertex i has degree g. Clearly, if TREES(g) is non-empty then 
gi  > 0 for all i E I and Eic T gi  = 2111-2: we call g valid in this case. If g is valid 
then gi,, = 1 for at least one io E 1, which suggests a natural self-reducibility for 
the relation TREES. By considering all possible neighbours of i0, we may write 
TREES (g) = U {T U {(i0, j)} : T E TREES (g('))}  
jEI\{io} 
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I gj, 	otherwise, 
and we have identified trees with their edge sets. 
To generate trees on g uniformly, it is therefore sufficient by Theorem 1.10 to 
find some efficient means of counting them. This is provided by the following 
formula, in which g is assumed valid: 
#TREES(g) = (Ill - 2)! 
ITLEz(g - 1)! 
The formula is easily verified by induction on III using the recurrence implicit 
	
in (1.9) (see, e.g., [39, Problem 4.1]). 	0 
The converse reduction from counting to generation, while perhaps less familiar, 
is equally intuitive. Clearly, a counting procedure based on random genera-
tors cannot be deterministic, so we aim for an efficient randomised approximate 
counter. Again we make the assumption that R is self-reducible and work with 
the tree of derivations for a problem instance x with R(x) =A 0. The task at hand 
is therefore to estimate the number of leaves in a rooted tree T given an almost 
uniform generator for the leaves in any maximal subtree. For such a subtree S, 
let L(S) denote the number of leaves in S. The idea is to generate leaves of T 
and compute the proportion s of this sample which belongs to some subtree S 
rooted at a child of the root of T. Assuming that .s is a reasonable estimate of the 
ratio L(S)/L(T), we get an approximation for L(T) by recursively estimating 
L(S) and multiplying the result by s 1. 
The quality of the estimate s at each stage depends on the size of the sample 
and the way in which the subtree S is selected. Clearly, higher accuracy will be 
achieved if the ratio L(S)/L(T) is large, so we adopt the policy of choosing S so 
as to maximise the estimate s for the given sample. The following straightforward 
piece of statistics tells us how large a sample is required in order to achieve a 
specified accuracy. 
Proposition 1.12 With the above notation, suppose that T has maximum de-
gree d and elements of the sample are generated almost uniformly within toler-
ance e E (0, 1]. Then for any 5 E (0, 1], the sample size t required to ensure 
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that 
Pr(s approximates L(S)/L(T) within ratio 1 + 2) > 1 - 8 
is at most 9d3(e25) 1. 	0 
A minor problem arises from the fact that the generator may fail to supply 
sufficiently many meaningful outputs within a reasonable number of trials. How-
ever, if failure occurs in any one trial with probability no more than 1/2, it is 
easy to see that 
Proposition 1.13 For any t, the probability that 3t trials fail to yield at least t 
outputs distinct from ? is at most 3/t. 	0 
We therefore perform 3t trials at each level of recursion and examine the out-
puts of the first t successful ones: in the unlikely event that insufficient successful 
outputs are generated, we abort the counting procedure with default value 0. 
Suppose now that we wish to approximate L(T) within ratio 1 + c using the 
above method. Let the depth of T be m and assume for the moment that the 
procedure is not aborted because of generator failure. Setting e = c/4m and 
S = 1/8m in Proposition 1.12, we can fix t so that at each level of the tree the 
estimate s is accurate within ratio 1 + c/2m with probability at least 1 - 1/8nt. 
Since there are at most m levels, with probability (1 - 1/8m)tm ~! 7/8 the product 
of the factors s' therefore approximates L(T) within ratio (1 + c/2m)m < 1 + c 
(assuming € < 1). Finally, to dispense with generator failure, we assume further 
that t > 24m and deduce from Proposition 1.13 that the procedure runs to 
completion with probability at least (1— 1/8m)m ~, 7/8. The procedure therefore 
approximates L(T) within ratio 1 + c with probability at least (7/8)2 > 3/4, 
as required. Given an oracle which generates leaves almost uniformly within 
tolerance c/4m, the runtime of the procedure is bounded by 3mt, which in turn 
by Proposition 1.12 is bounded by a polynomial in d, m and c'. 
Returning to the case where T = TR (x) as above, note first that the depth m 
and degree d of the tree are both polynomially bounded in lxi. The generation 
of leaves in any maximal subtree may be accomplished by an almost uniform 
generator for R within tolerance e/4m. If the generator is f.p., its runtime on 
each trial will then be bounded by a polynomial in lxi and C, and thus the 
runtime of the entire procedure will be similarly bounded. The algorithm for 
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H:= 1; 
while IR(x) > 0 do begin 
make 3t calls of the form ,9(x, e/4m); 
if at least t of these yield a solution 
then let Y = {yi, .. . , yt} be the first t solutions 
else halt with output 0; 
for w E EON do s(w) := J{y E V : w is a prefix of y}j/IYI; 
let w be such that .s(w) = max., 
II := ll/s(w); x := (x,w) 
end; 
halt with output II 
Figure 1.3: Procedure for estimating #R(x) 
estimating #R(x) is given in detail in Figure 1.3, in which it is assumed that.9 
is an almost uniform generator for R. 
A partial converse to Theorem 1.10 may now be stated as follows: 
Theorem 1.14 (Jerrum, Valiant and Vazirani) Let R be a self-reducible relation 
over E. If there exists a f.p. almost uniform generator for R then there exists a 
f.p. randomised approximate counter for R. 	U 
Combining Theorems 1.10 and 1.14, we arrive at 
Corollary 1.15 For a self-reducible relation R over E, the following are equiv-
alent: 
There exists a f.p. almost uniform generator for R. 
There exists a f.p. randomised approximate counter for R. 
There exists a polynomially time-bounded randomised approximate counter 
for R within ratio 1 + 0 (n_kR),  where kR is a constant as above. 	U 
The implication (iii) = (ii) in Corollary 1.15 indicates that the pair of reduc-
tions presented here actually yield a method for bootstrapping a polynomially 
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time-bounded randomised approximate counter for R within the threshold ratio 
1 + O(nR)  to one within ratio 1 + n for any desired real P. In view of the 
hypothesis of Theorem 1.10, however, bootstrapping of less accurate counters is 
apparently not possible using these techniques. 
Unfortunately, the reductions as they stand do not seem to yield a corre-
sponding improvement mechanism for generators. This stems from the fact that 
the second reduction, unlike the first, demands of its oracle at each level an ac-
curacy which is not simply a function of the local problem instance, but which 
depends on the global quantities c and m: there is no analogue of the correction 
process employed in generation which would allow larger errors to be handled. 
Consequently, we have to resort to a generator whose tolerance may be varied.' 
For future reference, however, we state a weaker version of Theorem 1.14 which 
presupposes only the existence of a generator with fixed tolerance. 
Theorem 1.16 For R and IcR as above, if there exists a polynornially time-
bounded almost uniform generator for R within tolerance O(nR) then there 
exists a polynomially time-bounded randomised approximate counter for R within 
ratio 0(n') for some constant /3. 
Proof Immediate from (1.5) and the proof of Theorem 1.14, with 	c'IxI 
for some constant c'. 	D 
We shall have a lot more to say about bootstrapping both counters and 
generators in Chapter 4, where we present a significantly improved version of 
- Theorem 1.10. 
1.5 	An interesting class of relations 
In Section 1.2 it was argued that the counting problem for a p-relation R may 
be regarded as effectively tractable if there exists a f.p. randomised approximate 
2 In[33] it is informally claimed that a generator satisfying the hypothesis of Theo-
rem 1.16 can be bootstrapped to a f.p. almost uniform generator. This turns out to be 
true (see Theorem 4.8), but the proof relies on the non-trivial machinery developed in 
Chapter 4. 
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counter for R. Similarly, we may view the existence of a f.p. almost uniform 
generator for R as evidence for the tractablility of its uniform generation prob-
lem. For the purposes of this discussion, let us call a relation "approximable" if 
at least one of these problems for it is tractable. In most cases the relation will 
be self-reducible, so in the light of Section 1.4 if one of theproblems is tractable 
then so is the other. 
In the remainder of this thesis, we will make some contribution towards clas-
sifying natural relations according to the criterion of approximability, concen-
trating primarily on techniques for proving positive results. Before embarking 
on this investigation, however, we should be a little clearer about the kind of 
relations for which this question is interesting. 
Obviously, we are not particularly interested in relations, such as those men-
tioned in the previous section, whose counting problem is known to be solvable 
exactly in polynomial time. If the relation is self-reducible, this also implies the 
existence of a polynomially time-bounded uniform generator for it and the status 
of both problems is therefore fully resolved. Ideally, we would like some positive 
evidence of intractablility for the exact counting problem, which usually means 
#P-completeness. (Note that there are difficult counting problems for which 
#P-completeness is not an appropriate notion of hardness. This is the case for 
most of the classical graphical enumeration problems of the form: Given an in-
teger n, compute the number of graphs of size n having a certain property [27]. 
We refer to these as problems of unary type since they have only one input of 
each size. A more natural concept here is that of #P -completeness [59], which 
unfortunately has proved rather hard to work with in practice.) 
On the other hand, the question of approximablility is also trivial if the exis-
tence problem for the relation in question is suspected to be hard, in particular 
if it is NP-complete. To see this, observe that a polynomially time-bounded 
almost uniform generator for R within any tolerance c > 0 immediately yields 
an efficient solution to the corresponding existence problem in the RP sense de-
fined earlier. If this latter problem were known to be NP-complete, then we 
could deduce that RP = NP, i.e., that the existence problem for any p-relation 
is tractable: this is widely held to be almost as unlikely as the assertion that 
P = NP. The existence of a polynomially time-bounded randomised approxi-
mate counter for such a relation within any ratio p > 1 would also imply that 
RP = NP. By Theorem 1.10, this is immediate if the relation is self-reducible. If 
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not, we could still use the counter to construct a polynomial time randomised al-
gorithm with bounded two-sided error probability for an NP-complete existence 
problem associated with a self-reducible relation, such as SAT.' The error may, 
however, be made one-sided in polynomial time by exploiting the self-reducibility 
of SAT: before outputting a "yes" answer, it is first verified by explicit construc-
tion of a solution. This would imply that the existence problem for SAT is in RP. 
In view of these points, we shall focus on p-relations whose counting problem 
appears to be hard and whose existence problem is tractable. We have already 
mentioned that many naturally occurring relations fall into this category: as 
well as perfect matchings in a graph and satisfying assignments of a DNF for-
mula, examples include matchings (independent sets of edges of any size) in a 
graph [59], directed trees and s-t-paths in a directed graph [59], and connected 
spanning subgraphs of a graph [47]. For all these relations, the existence problem 
lies in P and the counting problem is#P-complete. 
Remark We should mention by way of an example a further case in which 
uniform generation may become trivial. Consider the problem of uniformly gen-
erating labelled connected graphs with a given number of vertices. The following 
naive procedure provides an efficient solution: simply select a random graph of 
the required size and output it if it is connected, failing otherwise. The method 
works since almost every graph of each size is connected (see, e.g., [ii]). (A 
non-trivial "exact" solution to this problem based on the reduction to counting 
also exists and can be found in [451.) 	0 
Having identified a potentially interesting class of relations, we should check 
that the question of approximability is a genuine issue for the class: in other 
words, we should be able to exhibit a natural relation in it which is approximable 
and another for which even approximate counting and generation are hard. A 
candidate for the first of these criteria has already been mentioned, namely 
the DNF satisfiability relation. That this is approximable is shown by Karp 
and Luby [34], who give a f.p. randomised approximate counter for it. In fact, 
Jerrum, Valiant and Vazirani [33] prove the slightly stronger result that the 
relation has a polynomially time-bounded uniform generator. We do not describe 
3More precisely, we could locate the existence problem for SAT in the class BPP [25]. 
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these algorithms in detail here; the reader may find an alternative approach to 
this problem in Example 4.4 of Chapter 4. 
Conversely, it is possible to find natural relations with easy existence and con-
struction problems which are nevertheless hard to approximate. This complexity 
gap presumably arises from an implicit requirement in counting argeneration 
that all solutions be "equally accessible". As an example, consider the relation 
INDSETS which associates with an undirected graph G all independent sets of 
vertices of G. Note that the construction problem is trivial here since the empty 
set is always independent. We now proceed to show 
Theorem 1.17 If there exists a polynomially time-bounded uniform generator 
for INDSETS then RP = NP. 
Proof Let IS be the relation which associates with each graph G = (V, E) and 
positive integer k all independent sets of C of size at least k. The existence 
problem for Is is a standard NP-complete problem [24]: we present a polynomial 
time reduction from it to the uniform generation problem for INDSETS. 
The reduction proceeds by replacing each vertex v of G by a cluster C,., of r 
independent vertices, where r will be specified below. For each edge (u, v) of C, 
we add the set of edges {(u', v') : u' E Cu, v' E C}, and denote the resulting 
graph C'. 
Now let S be an independent set in C. An independent set S' in G' is a witness 
for S if it satisfies 
{vEV:CflS':AØ}=S. 
Note that every independent set in C' is a witness for a unique set in G. The 
proof hinges on the fact that, if r is chosen suitably, large independent sets have 
many more witnesses that small ones. To see this, partition the independent sets 
of C' into two classes, Large(G, k) and Small(G, k), according to whether they are 
witnesses for sets in C of size > k or < k respectively. Clearly, I Large (G, k)I > 0 
if C contains an independent set of size k. So assume now that this holds, and 
for 0 < 1 < k let N1 denote the number of witnesses for each independent set of 
size 1 in C. Then we have, from the construction of C', 
for 0<l<k. 
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Let n be the number of vertices in G. Then C can contain at most (7) indepen-
dent sets of size 1, so 
k-i 
ISmall(G,k)j ~ > (7)isri ~ 2"Nk_i , 
1=0 
since N1 increases with 1. Combining the above two inequalities gives 
JLarge(G,k) I > N ~! 2rNk_1 ~ 2'ISmall(G,k)I. 
Hence by choosing r = 72. we may ensure that at least half of the independent 
sets in C' are witnesses for independent sets in C of size k or more. It follows 
that, if independent sets in C' can be generated uniformly in polynomial time, 
the existence problem for Is lies in RP, as required. 	0 
Closer examination of the above proof reveals that a polynomially time-
bounded almost uniform generator for INDSETS with very large tolerance (any 
polynomial function of the input size) would also be sufficient. Furthermore, 
approximate counting even within a large ratio is easily seen to be hard for the 
same reason. 
The above technique of boosting the proportion of solutions which are hard to 
detect was initially used by Jerrum, Valiant and Vazirani [33] to prove analogous 
hardness results for the relation of cycles in a directed graph: these transfer 
directly to undirected graphs and s-t paths (i.e., simple paths between a specified 
pair of vertices). By parsimonious (or almost parsimonious) reductions from 
INDSETS, the following relations are also seen to be hard to approximate: all 
vertex covers and all cliques in a graph 	, satisfying assignments of a monotone 
Boolean formula in 2-CNF, 	 and 3-colourings of dense' 
graphs. 	The proof of Theorem 1.17, with minor modifications, shows that 
the same holds for maximal (i.e., non-extendable) independent sets, and thus 
also for minimal vertex covers and maximal cliques. 
Remark The proof of Theorem 1.17 illustrates a feature of approximate count-
ing of which the reader should be aware. We may view the above reduction 
4The minimum vertex degree must be at least cn, where n is the number of vertices 
and c < 1/2 is fixed. Interestingly, the counting problem is solvable exactly in polynomial 
time if c> 1/2 [21]. 
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as a proof that the exact counting problem for INDSETS is #P-hard: for with 
suitable choice of r, by evaluating #INDSETS for the transformed graph G' and 
looking only at the most significant figures in the output, #Is(G, k) can be com-
puted exactly. The latter counting problem is itself trivially #P-complete by 
parsimonious reduction from SAT. Because only the most significant figures are 
relevant, the reduction also holds for approximate counting. Similarly robust 
reductions exist for the other relations listed above. The reductions employed 
in many proofs of #P-hardness, however, appeal to less trivial arithmetic such 
as polynomial interpolation (see, e.g., [591) and consequently say nothing about 
the complexity of approximate counting. 	D 
We conclude our introductory material by quoting some results on the com-
plexity of approximate counting and generation problems for p-relations as a 
class. From our earlier discussion, it might be expected that these problems 
are in general intermediate in difficulty, between exact counting and existence; it 
turns out that this can be formalised as follows. Recall that NP is the class of 
existence problems for p-relations and lies within the first level of the polynomial 
time hierarchy [53]. Furthermore, the corresponding class #P  of exact counting 
problems is not known to lie within any fixed level of the hierarchy. The fol-
lowing result, which is an application of work by Sipser [52] on universal hash 
functions, indicates that the counting problem for any p-relation may be solved 
approximately by a machine in the second, level of the hierarchy, generalised to 
include randomisation. 
Theorem 1.18 (Stockmeyer [541) Let R 	x E be a p-relation. Then there 
exists a PTM equipped with an NP oracle which is a [p. randomised approxi-
mate counter for R. Furthermore, there exists a deterministic Turing machine 
equipped with a E oracle which is a f.p. approximate counter for R. 	0 
As observed in [33], this immediately yields a similar characterisation for 
generation problems: 
Corollary 1.19 For any p-relation R C 	x >, there exists a PTM with an 
NP oracle which is a f.p. almost uniform generator for R, and a PTM with a 
oracle which is a polynomially time-bounded uniform generator for R. 
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Proof Observe that the generic p-relation NOOMP defined by 
NCOMP (M, x, w) = {y: M encodes an NP-machine and wy an 
accepting computation of M on input x} 
is self-reducible, and apply Theorem 1.18 and the reduction of Theorem 1.10. 
0 
Note that the class of exactly uniform generation problems for p-relations lies 
within the third level of the hierarchy. By contrast, recall that the corresponding 
class #P of exact counting problems is not known to lie within any fixed level 
of the hierarchy. 
Chapter 2 
Markov chains and rapid mixing 
This thesis is primarily concerned with positive results on the approximability 
of natural p-relations, as discussed in Section 1.5. With the exception of certain 
relations of unary type, where there is a considerable body of work on analytic 
(i.e., closed form) counting estimates, such results are rare in interesting cases. 
Ideally, we would like to have available some algorithmic paradigms with rea-
sonably wide applicability. To this end, we investigate here a general approach 
to generation problems based on a simple dynamic stochastic process, namely 
a finite Markov chain, which moves around a space containing the structures • of 
interest and converges to some desired distribution on 'them. Since the relations 
we consider will almost always be self-reducible, the results we obtain carry over 
directly to the corresponding counting problems by virtue of the observations of 
Section 1.4. 
Techniques of this kind have been in use for some time, particularly in 
the physical sciences; however, until recently little was known about the non-
asymptotic behaviour of Markov chains, so that no rigorous performance guar-
antees could be given for the resulting algorithms. In this chapter, a new method 
of analysis for Markov chains is developed which is related to recent research in 
graph theory on the connection between the subdominant eigenvalues of a graph 
and its expansion properties. Apart from its inherent interest, this will enable 
us in later chapters to demonstrate for the first time the existence of efficient 
approximation algorithms for a number of important counting and generation 
problems. It will also afford a deeper insight into the nature of the approxima-
tions themselves. 
45 
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2.1 The Markov chain approach to 
generation problems 
Consider the following dynamic stochastic technique for generating objects uni-
formly at random from a finite set S, assumed very large. Suppose it is possible 
to construct a Markov chain whose states may be identified with the elements 
of S. Suppose also that the chain is ergodic with uniform stationary distribu-
tion; in other words, if the chain is allowed to evolve for t steps the distribution 
of the final state approaches the uniform distribution as t -+ 00, irrespective of 
initial state. Then an almost uniform generation procedure for S is obtained 
by simulating the Markov chain for sufficiently many steps, from some arbitrary 
initial state, and outputting the element of S corresponding to the final state. 
In the following chapters we shall exploit this approach to obtain efficient al-
most uniform generators for several natural relations as discussed in Chapter 1. 
More specifically, if R is a relation and x a problem instance with non-empty 
solution set R(x), the idea is to construct a Markov chain .MC(x) some or all 
of whose states correspond to the structures in R(x). Transitions in the chain 
will correspond to simple local perturbations of the structures themselves. This 
technique was recently suggested by Andrei Broder [12] as a means of generating 
perfect matchings in dense bipartite graphs: in Chapter 3 we will look at this 
problem in detail and show for the first time that the technique works. The same 
approach can be used to sample the structures from more general probability 
distributions by adjusting the stationary distribution of the chain accordingly. 
Problems of this nature arise frequently in Monte Carlo investigations of phys-
ical systems [10], where the states correspond to configurations of the system 
and appropriate functions of the stationary process to physical constants or pa-
rameters. They also lie at the heart of stochastic optimisation methods, such 
as simulated annealing [37], in which low cost configurations are associated with 
large weights in the stationary distribution. We shall discuss such applications 
in more detail in Chapter 3. 
Assuming that the local structure of the Markov chain is simple, so that in-
dividual transitions can be simulated at small cost, the efficiency of the above 
procedure depends crucially on the rate of convergence of the chain. Specifically, 
the chain .MC(x) should be rapidly mixing in the sense that it is close to station-
arity after only p(IxI) simulation steps, for some polynomial p. Since the number 
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of states is in general exponentially large, rapid mixing essentially demands that 
the chain should lose its memory after visiting only a small fraction of its state 
space. In applying this technique, we are therefore faced with the problem of 
deriving a priori bounds on the number of simulation steps required to achieve 
a distribution which is sufficiently close to the limit for the purpose at hand. 
In the traditional theory of Markov chains, the question of rate of convergence 
has received little attention. In recent years, however, it has emerged as an 
important research area, and a number of analytic techniques have been explored 
by various authors. Stochastic methods, such as coupling [1], [12] and stopping 
times [3], are attractive and yield tight bounds for simple chains which possess 
a highly symmetrical structure. Unfortunately, however, the analysis involved 
appears to become extremely complex in more interesting cases. In this thesis, we 
focus on the classical theory based on the eigenvalues of the transition matrix, 
which seems hitherto to have been of little practical value in non-numerical 
contexts. Our contribution is to develop from it a simple characterisation of 
rapid mixing in terms of a structural property of the underlying graph of the 
chain. This will turn out to be a powerful tool for obtaining useful analytic 
bounds for a number of interesting chains. 
In our development, we will assume that the reader is familiar with the elemen-
tary theory of finite Markov chains in discrete time: an introduction can be 
found in, for example, [23, Chapter XV]. In the remainder of this section, we 
establish some terminology and notation and quote some basic facts. 
Let the sequence of random variables (xe) 00 0  be a time-homogeneous Markov 
chain on a finite state space [N] = {O,1,.. . ,N - 1}, N > 1, with transition 
matrix P = (pi) ' . (Unless otherwise stated, all Markov chains in this thesis 
will be assumed to be of this form.) Thus for any ordered pair i, j of states the 
quantity PiJ = Pr (X +1 = 5 j Xt = i) is the transition probability from state i to 
state 5 and is independent of t. The matrix P is non-negative and stochastic, 
i.e., its row sums are all unity. For s E N, the s-step transition matrix is simply 
the power P = (p); thus p = Pr(Xj+8 = S I X = i), independent of t. 
We denote the distribution of Xt by the row vector 	= ( t))11 so that 
= Pr(Xt = i). Here 7r ° ' denotes the initial distribution, and ir(t)' = 
for all t E N. Usually we will have ir ° = 1 for some i E [N] (and 0 elsewhere); 
i is then called the initial state. 
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urn p.. — 7r5 	V i,j E [N]. 
8-400 *3 
In this case, we have that ir(t)' = it(0)'pt —+ it' pointwise as t —* oo, and the 
limit is independent of ir(°)'. The stationary distribution it' is the unique vector 
satisfying ir'P = ir', Ei 7ri = 1, i.e., the unique normalised left eigenvector of P 
with eigenvalue 1. Necessary and sufficient conditions for ergodicity are that the 
chain should be (a) irreducible, i.e., for each pair of states i,j E [N], there is 
an s E N such that 	> 0 (j can be reached from i in a finite number of steps); 
and (b) aperiodic, i.e., gcd {s : 	> 01 = 1 for all i,j E [N]. 
Consider now the problem discussed earlier of sampling elements of the state 
space, assumed very large, according to the stationary distribution it'. The 
desired distribution can be realised by picking an arbitrary initial state and sim-
ulating the transitions of the Markov chain according to the probabilities Pu, 
which we assume can be computed locally as required. As the number t of 
simulation steps increases, the distribution of the random variable Xt will ap-
proach ir'. In order to investigate the rate of approach to stationarity, we define 
the following time-dependent measure of deviation from the limit: for any non-
empty subset U C [N], the relative pointwise distance (r.p.d.) over U after .t 




Thus u(t) is just the largest relative difference between ir'' and it' at any 
state j E U, maximised over all possible initial states i e U.' The inclusion of 
the parameter U merely allows us to specify that certain portions of the state 
space are not relevant in the sampling process, as will prove helpful later. In the 
case that U = [N], we shall omit the subscript and write simply A in place of 
The aim of this chapter is to obtain useful bounds on AU as a function oft. 
'We have chosen this measure by analogy with our definition of almost uniform 
generation in Chapter 1. We could alternatively have used a measure based on the 
variation distance, namely 	(t) = max 	j
iEU 
p) — rjI}. For most interesting chains, 
this choice makes no essential difference to the rapid mixing criterion. 
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In particular, we want to investigate conditions under which the chains .MC(x) 
are rapidly mixing in the sense that A(t) becomes very small in polynomial time. 
An ergodic Markov chain is said to be time-reversible if either (and hence 
both) of the following equivalent conditions holds: 
(tn) For all i,j E [N], p,  7ri = pji 7r1. 
(tr2) The matrix D1/ 2 PD'/2 is symmetric, where D'/2 is the diagonal matrix 
diag(ir2,... , ii- /) and D 1/ 2 is its inverse. 
Condition (tn) says that in the stationary distribution the expected numbers of 
transitions per unit time from state i to state j and from state j to state i are 
equal, and is often referred to as the "detailed balance" property. As we shall see, 
time-reversible chains are amenable to detailed analysis which is apparently not 
possible in the general case. For this reason, they play a major role in applications 
where a rigorous quantitative treatment is necessary (see, e.g., [361). 
It is illuminating to identify an ergodic time-reversible chain with a weighted 
undirected graph (containing self-loops) as follows. The vertex set of the graph 
is the state space [N] of the chain, and for each pair of states i, j (which need not 
be distinct) the edge (i, J) has weight wj3 = Wi pij = 7rjpji. By detailed balance, 
this definition is consistent. Thus there is an edge of non-zero weight between .i 
and j if p, > 0. We call this graph the underlying graph of the chain. It should 
be clear that such a chain is uniquely specified by its underlying graph. 
2.2 	Conductance and the rate of convergence 
In this section, we establish an intimate relationship between the rate of con-
vergence of an ergodic time-reversible chain and a certain structural property, 
called the conductance, of its underlying graph. Essentially, such a chain will 
turn out to converge fast if the conductance is not too small. The crucial step in 
the proof is a connection between the conductance and the second eigenvalue of 
the transition matrix of the chain. Similar relationships between subdominant 
eigenvalues of a graph and a more familiar structural property, known as the 
expansion or magnification, have recently been established in a different con-
text by Alon [4] and Alon and Milman [5], and their relevance for the rate of 
convergence of certain Markov chains noted by Aldous [2]. 
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As already observed, the stationary distribution ir' of an ergodic chain is a 
left eigenvector of P with eigenvalue A0 = 1. Let {A : 1 < j < N - i}, with 
A1 E C, be the remaining eigenvalues (not necessarily distinct) of P. By standard 
Perron-Frobenius theory for non-negative matrices [50], these satisfy P41 <1 for 
1 < i < N - 1. Furthermore, the transient behaviour of the chain, and hence its 
rate of convergence, is governed by the magnitude of the eigenvalues A,. In the 
time-reversible case, condition (tr2) of the definition implies that the eigenvalues 
of P are just those of the similar symmetric matrix Dh/2PD1/2, and so are all 
real. This fact leads to a clean formulation of the above dependence, expressed 
in the following pair of propositions. 
Proposition 2.1 Let P be the transition matrix of an ergodic time-reversible 
Markov chain, ir' its stationary distribution and {A1 : 0 < j < N - i} its (neces-
sarily real) eigenvalues, with A0 = 1. Then for any non-empty subset U C [N] 





where Amax= max{ IAil:1<i<N_1}. 
Proof Let D'/2 and D'/2  be as in the definition of time-reversibility, so that 
the matrix A = D'/2PD 1/2 is symmetric with the same eigenvalues as P, and 
these are real. Hence we can select an orthonormal basis {e(')' : 0 < i < N - 1} 
for R' consisting of left eigenvectors of A, where e(1)' = (er) has associated 
eigenvalue A1 and e 0) = 1/2 for j E [N]. 
Following [36], A has the spectral representation 
A = > 	1: AiEW  
where 	= ee()' is a dyad (i.e., has rank 1) with E()E(1) = 0 for i j, and 
= 	It follows that, for any t E N, At = >, AE(), and hence 
N-i 
Pt = D_h/2AtDh/2 = E A(D_1/2e(t))(e(i)'D1/2) 
i=0 
N-i 
= 1N7r' + >i: A(D_h/2e(i))(e()'Dh/2), 
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where IN is the N-vector all of whose entries are 1; in component form, 
'- N—i 
(t) 
=7 rk + 	>2 e3 ek 
V 1r i=1 












where the second inequality follows from the Cauchy-Schwarz inequality and the 
orthonormality of the e(). 	o 
Proposition 2.2 With the notation and assumptions of Proposition 2.1, the 
relative pointwise distance A(t) over [N] satisfies 
(t) > 'nax 
for all even t E N. Moreover, if all eigenvalues of P are non-negative, the bound 
holds for all t E N. 
Proof The equality (2.1) in the proof of Proposition 2.1 still holds. Setting 
U = [N] and k =5, we see that 









for all (even) natural numbers t, where e 10 is an eigenvector corresponding to 
an eigenvalue of modulus Amax. By orthonormality of e(0) and 00) and the form 
Of 	this latter quantity is bounded below by 	as required. 	D 
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Propositions 2.1 and 2.2 say that, provided ir' is not extremely small in any 
state of interest, the convergence of a time-reversible chain will be rapid in the 
sense indicated earlier if Am is suitably bounded away from 1. The first of these 
conditions can be checked immediately from our knowledge of yr', and is rarely 
violated in practice. We therefore focus our attention on the second condition, 
which is not so easily handled. (Recall that P is assumed to be a large matrix, 
so that direct numerical evaluation of the eigenvalues is not feasible.) 
Suppose that the eigenvalues of P are ordered so that 1 = A0 > Ai > ... > 
AN-1 > —1. Then the value of Amax is governed by A and AN-1, the latter being 
significant only if some of the eigenvalues are negative. Negative eigenvalues in 
fact present no essential obstacle to rapid convergence because the chain can 
always be modified in such a way that the stationary distribution is preserved 
and all eigenvalues become non-negative without risk of slowing down the con-
vergence too much. Note that this simply corresponds to eliminating oscillatory 
behaviour and is achieved by uniformly boosting the self-loop probabilities, as 
described next. 
Proposition 2.3 With the notation of Proposition 2.1, suppose also that the 
eigenvalues of P are ordered so that 1 = Ao > Ai > ... >_ AN-1 > —1, let p 1, = 
min pij, and define the stochastic matrix F' by 
iE[N] 
Pt 	(F, 	 if Pmin > 1/2; 
= aP + (1 - a)IN, otherwise, where a = (2 (1 - Prnin)) -' 
(IN is the N x N identity matrix.) Then the modified chain with transition 
matrix F' is also ergodic and time-reversible with stationary distribution jr', and 
its eigenvalues {A}, similarly ordered, satisfy A_1 —> 0, 	= A 	(1 + A1). 
Proof Suppose first that Pmin ~: 1/2, and consider the non-negative matrix 2P - 
IN. This is clearly stochastic and irreducible (though not necessarily aperiodic), 
and has eigenvalues /.ti = 2A - 1. By Perron-Frobenius, jLj ~ —1 for all i E [N], 
which implies that A,_1 = AN-1 >_ 0. 
If on the other hand Pnin < 1/2, the matrix F' = aP + (1— a) IN is non-negative 
and has mini p = 1/2, so as above all its eigenvalues A are non-negative. But 
clearly M = aA1 +(1 - a) for all i E [N], so we must have A max = A  
0 
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We turn now to the more substantial problem of bounding the second eigen- 
value X1  away from 1. We shall do this by relating A1  to a more accessible 
structural property of the underlying graph. 
Intuitively, we would expect an ergodic chain to converge rapidly if it is 
unlikely to "get stuck" in any subset S of the state space whose total stationary 
probability is fairly small. We can formalise this idea by considering the cut 
edges which separate S from the rest of the space in the underlying graph, and 
stipulating that these must be capable of supporting a sufficiently large "flow" in 
the graph, viewed as a network. With this in mind, for any non-empty subset S of 
states with non-empty complement Y in [N] we define the quantity s = Fs ICs, 
where 
Cs =7ri 	the capacity of S; 
iES 
F5 = 	Pij 7r1 	the ergodic flow out of S. 
iES 
5ES 
Note that 0 <F :5  C5 < 1. s may be visualised as the conditional probability 
that the stationary process crosses the cut from S to in a single step, given 
that it starts in S. Finally, we define the global cbnduetance of the chain by 
= min 4bs . 
O<ISI<N 
Cs < 1/2 
It is easy to see that F5 = F for all such sets S. This implies that 	= 
4s (CS /(i - Cs)), so we may equivalently write 
= min max{ s, r}. 
O<ISI<N 
Now suppose that the chain is time-reversible, and let G be its underlying 
graph. Then for all S as above we have 
FF >w, 
iES 
a function of the edge weights of C. The conductance 4' 	(G) may then be 
viewed as a structural property of the weighted graph C. In view of the above 
remarks, we might hope that (G), which in some sense measures the minimum 
relative connection strength between "small" subsets S and the rest of the space, 
is related to the rate of convergence of the chain. This relationship is manifested 
via two separate bounds on the second eigenvalue A. 
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Lemma 2.4 For an ergodic time-reversible Markov chain with underlying graph 
C, the second eigenvalue A of the transition matrix satisfies 
Proof Let e' = (e)i=Oi be an eigenvector of P with associated eigenvalue A < 1, 
and define the matrix Q = IN - P (the "Laplace operator" associated with F). 
Then clearly 
e'Q = (1 —A)e'. 	 (2.2) 
Define the subset of states S = f  E [N] : e, > O}. Since P is stochastic 
and A < 1, it follows that Ei ei 0. Hence 0 < IS I < N, and we may assume 
without loss of generality that Cs = >iES :!~ 1/2. Now let ' = (e) be the 
vector defined by 
f
ei /iri, for iES; 
1. 01 	otherwise. 
Renumbering states as necessary, we shall assume that êo > i ~! 	~! êjq-i, 
which implies also that S = {0, 1, . . . , r} for some r with 0 < r <N - 1. 
Taking the inner product of (2.2) with ê' gives 
	
(e'Q,ô') = (1 - A)(e',ê'). 	 (2.3) 
The right-hand side of (2.3) is just 
(1— A)>irjê. 	 (2.4) 
iES 
Note that if Q = (qjj) then qjj = Pij for i j, and qjj = 1 - p11 = >j pij, so 
we can expand the left-hand side of (2.3) as 
>1 	> ê jq 1e5 > E E ê1q5 e5 
iES JE[N] 	 iES iES 
1ee5 + 	> 
iES iES 	 iES j0i 
= —2 wjjêjêJ + 	w J (e + ê) 
i<i 	i<i 
= 	w 1(ê—ê1) 2 , 	 (2.5) 
i<j 
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where the inequality follows from the fact that all contributions with j 0 S are 




Now consider the sum 
> w 5 (e1 + ê5)2 < 2 >2w5(e + ) < 2>7r8. 
1<1 	 i<i 	 iES 
Combining this with (2.6) gives 
1—A > 
> <1 w1(ê e.)2 &<j w 5 (ê+ê1)2 
- 	 >-i€S irê 	2>jES 





2\ >iES 1re / 
where we have used the Cauchy-Schwarz inequality. To complete the proof, we 
need to relate the quotient in (2.7) to the quantity (G). 
To do this, consider the increasing sequence (sk)r. of subsets of S with Sk = 
{0'. ..'  k}. The numerator of the quotient in (2.7) may be expressed in terms of 
ergodic flows across the boundaries between successive sets SA, as follows: 
>2 w1(e - e) = >2 wjj >2 	~ (ê 2 - 
1<3 	i<k<, 
r 
- V'i'2 	2 . 





= >2(ê — ê+l)Fsk. 	 (2.8) 
Now the capacities of the 5k satisfy CS, :!~ Cs < 1/2 for 0 < k < r, and hence 
by definition of 4, Fs, > (G) Cs,: . We therefore get from (2.8) 
r 
Wij - e) > (G) >2(e - ê +l)Csk 
i<i 	 k=O 
r 	 k 







2.2 CONDUCTANCE AND THE RATE OF CONVERGENCE 	 56 
This inequality ensures that the quotient in (2.7) is bounded below by (G), so 
that finally 
1—A > 
as required. 	D 
Combining Propositions 2.1 and 2.3 and Lemma 2.4, we arrive at the first 
major result of this section, namely an upper bound on the distance from sta-
tionarity of a time-reversible chain in terms of the conductance of its underlying 
graph. 
Theorem 2.5 Let G be the underlying graph of an ergodic time-reversible 
Markov chain all of whose eigenvalues are non-negative, and ir' its stationary 
distribution. Then for any non-empty subset U c [N] and all t E N, the relative 




Remarks (a) In the interests of simplicity, Theorem 2.5 is stated only for chains 
with non-negative eigenvalues. Of course, Proposition 2.3 tells us that any chain 
can be modified in a crude way so that this condition holds: the effect of this 
operation on the conductance is to reduce it by at most a factor of 1/2. In 
practice it may often be possible to reason about negative eigenvalues on an ad 
hoc basis for the chain at hand. Proposition 2.1 and Lemma 2.4 may then be 
used directly to get a bound on 
(b) Theorem 2.5 says that i(t) is bounded above by a function of the form 
2(tt0)/p, where /3 and to are determined by (G) and ir. Thus A (t) is guaranteed 
to decrease at an exponential rate after an initial "delay" of to = ci (G) 2 Ig 7r min 
time units, where 7r.j 	m1 1 7ri  and c1 is a constant. Once this regime sets in, 
the actual exponential rate of convergence is governed by the "time constant" 
/3 = c24(G) 2, for some constant c2. The number of steps required to ensure a 
r.p.d. of c is at most to + 3 lg C'. We shall distil the essential features of this 
behaviour for our purposes into Corollary 2.8 of the next section. 	0 
Our next aim is to derive a partial converse of Theorem 2.5. First we require 
a bound on A. complementary to that of Lemma 2.4. 
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Lemma 2.6 For an ergodic time-reversible Markov chain with underlying graph 
C, the second eigenvalue Xi of the transition matrix satisfies 
)ti > 1-2(G). 
Proof As in the proof of Lemma 2.4, we work with the matrix Q = IN - F, 
whose eigenvalues are {i - A) for A, an eigenvalue of P. First we get a general 
bound on .X1 using a variational principle. 
Define B = Dh/2QD_h/2; B is symmetric by virtue of time-reversibility, and its 
eigenvalues are those of Q. Furthermore, if ir' = (7r) is the stationary distri-
bution of F, then the vector e' = (e1) with e1 = 7r11/2 is a left eigenvector of B 
with eigenvalue 0. Now let g' = (gi) be any vector orthogonal to e'. Since B 
is symmetric with second smallest eigenvalue 1 - ), the classical calculus of 
variations tells us that 
	
(1— Al) (g',g') :!~ (g'B,g'). 	 (2.9) 
To relate this to Q, introduce the vectors 1' = (Ii) = g'D"2 and  
VD-1. Then (2.9) becomes 
(1 - A1)(f',') :!~ (f'Q,') , 	 (2.10) 
and this holds for all f' with Ei ft = 0. The right-hand side of (2.10) can be 
rewritten along similar lines to the proof of Lemma 2.4: it is a simple matter to 
check that 
= 	E fq5f1 
iE[N] IE[NJ 
= — 2>fjfw5 + >f7rq1 




where as usual w11 = lr j pjj = !r j pji denotes the weight of the edge (i,5) in C. 
Now let S be any subset of states for which Cs :!~ 1/2. The idea is to select a 
particular vector f' for which (2.10) yields a good bound on 	With this in 
mind, set 
CS 	 for tES; 
fi= 	—ir 
for  
(1— CS) ' 	
S. 
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Then clearly Ej f, = 0, so (2.10) holds for f. Furthermore, we have 
ir 	(1 	1 ' 
	
iE[N] ' 	iES S 	(1 - Cs)2 - \C + 1 - c5 ) 




(f'Q,f) = 	 + 1—Cs 	Cs 1— iES 	CS 
is 





Since S was chosen arbitrarily, we have the bound 
Xl ~! 1-2(G), 
which completes the proof. 	0 
Proposition 2.2 and Lemma 2.6 together yield a converse of Theorem 2.5. 
Theorem 2.1 Let C be the underlying graph of an ergodic time-reversible 
Markov chain all of whose eigenvalues are non-negative, and suppose that 
(G) < 1/2. Then the relative pointwise distance i(t) over [N] satisfies 
(t) > (1 - 2(G))t 
for all tEN. 	0 
Remarks (a) For simplicity, and in parallel with Theorem 2.5, we have stated 
Theorem 2.7 only for chains with non-negative eigenvalues and small conduc-
tance. If the modification procedure of Proposition 2.3 is applied to an arbitrary 
chain then both of these conditions are guaranteed to hold. (Note in particular 
that if pmi,, ~: 1/2 then 4 < 1/2 for any non-empty subset S.) For chains with 
negative eigenvalues, the bound of Theorem 2.7 holds for all even t E N, by 
Proposition 2.2. 
(b) Lemmas 2.4 and 2.6 are closely related to recent work of Alon [4] and Alon 
and Milman [5], in which a relationship between a similar structural property of 
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(simple, unweighted) graphs and the second eigenvalue of the adjacency matrix 
is established; indeed, restricted versions of our bounds follow directly from their 
results (see (c) below). This property, which they call the magnification, mea-
sures the minimum number of vertices adjacent to a small subset S as a fraction 
of ISI, and is a generalisation of the widely-studied concept of expansion for bi-
partite graphs. Our conductance 4) is a weighted edge analogue of magnification, 
and is a more natural quantity to study in the present application. 
There is another important difference in emphasis between our approach and 
that of [4] and [5]. In the latter, one is interested in certifying the magnification 
properties of a given graph by computing its eigenvalues numerically. Here we 
are working with very large graphs arising from time-reversible Markov chains 
where explicit evaluation of the eigenvalues is not feasible. However, the special 
structure of the graphs may allow us to derive bounds on 4) analytically, which 
by Lemmas 2.4 and 2.6 translate into bounds on A1. 
The significance of Alon's result [4] as a sufficient condition for rapid con-
vergence of certain Markov chains has been observed by other authors (see, 
e.g., [2], [13], [461). In particular, Aldous [2] states a restricted form of Theo-
rem 2.5 for random walks on regular simple graphs. However, our characterisa-
tion based on the conductance provides a considerably cleaner and more general 
formulation of this connection. 
We should also point out that Lemma 2.4 parallels an earlier continuous 
result of Cheeger [15] for Riemannian manifolds. A similar result for infinite 
graphs has been obtained by Dodziuk [19]. 	0 
2.3 	A characterisation of rapid mixing 
We conclude this chapter by giving a precise definition of the rapid mixing prop-
erty mentioned informally earlier, and using the results of the previous section 
to characterise it in terms of the conductance. We will also point out certain 
limitations of this characterisation. 
Suppose that we have a family of ergodic Markov chains .MC(x) parameterised 
on strings x E 0 c E*.  For each x E 11, let W(t)  denote the r.p.d. of .MC(x) 
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if R(x) = 0 then halt with output? 
else begin 
state := initial state of .MC(x); 
for t := 1 to q(x,lg (2c)') do 
simulate one step of .MC(x); 
if state E R(x) then halt with output state 
else halt with output? 
end 
Figure 2.1: Markov chain simulation paradigm 
over its entire state space after t steps, and define the function (z) : 	-+ N by 
-r(') (c) = min it EN : 	(t') < € for alit' > t} 
We call such a family rapidly mixing if there exists a polynomially bounded 
function q : N x 	-p N such that 
:5 q(IxI,IgC') 
for all x E S? and 0 < € < 1. The idea is that simulation of a rapidly mixing 
family should provide an efficient sampling scheme for the associated stationary 
distributions. 
Clearly, the above definition is meaningful only when the string x is 	an 
implicit description of the corresponding chain, in some suitable sense. In the 
applications we have in mind here, x will be a problem instance and the state 
space of .MC(x) will include the solution set R(x) of some p-relation R. As we are 
only interested in non-empty solution sets, we have Il = {x E E* : R(x) 0 ø}. 
For future reference, we now spell out the Markov chain simulation paradigm 
for generating solutions of 1? (see Figure 2.1). Here (x, €) E E* x R+ denotes 
the input, where we assume without loss of generality that c < 1, and q is some 
function (not necessarily polynomially bounded) such that q(x, lg c') ~! 
In line (2) the initial state may be chosen arbitrarily by any convenient means. 
If the stationary distribution of each chain .MC(x) is uniform over R(x), then 
the algorithm of Figure 2.1 yields a f.p. almost uniform generator for R under 
the following conditions: 
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(mci) The construction problem for R is solvable in polynomial time (so that 
non-emptiness of R(x) can be tested and an initial state found). 
Individual steps of MC(x) can be simulated by an 0CM in time polyno-
mial in lxi. 
In the stationary distribution of .M C (x), the probability of being at an 
element of R(x) is bounded below by 1/p(lxl) for some polynomial p (so 
that the probability of failure in line (5) is not too large, and can be 
reduced to 1/2 by polynomially many repeated trials). 
q is polynomially bounded, i.e., the family is rapidly mixing. (Note that, 
since c < 1, a r.p.d. of e/2 ensures a tolerance of at most e.) 
In the examples we consider, conditions (mci) and (mc2) will always be sat-
isfied: we have already discussed reasons why (mci) should hold, while (mc2) 
expresses the idea that the stochastic process has a simple local structure. Con-
dition (mc3) merely says, that auxiliary states may be included for convenience 
provided that the solutions themselves are not relegated to an insignificant por-
tion of the state space: we shall meet examples later where this flexibility is 
useful. The key criterion is therefore (mc4), that of rapid mixing. As we have 
already observed, since the state space may be exponentially large as a function 
of lxi, rapid mixing demands in general that the chains are very close to sta-
tionarity after visiting only a small proportion of their states. (The definition of 
rapid mixing is sometimes formulated directly in this way when the state spaces 
of the chains .MC(x) have a highly symmetrical structure [i].) 
Assume now that all chains in some family are time-reversible and are known 
to have non-negative eigenvalues; the latter can always be arranged via the mod-
ification procedure of Proposition 2.3. Furthermore, suppose that the minimum 
probability 7rrmn  assigned to any state in the stationary distribution of .MC(x) 
satisfies 
(z) 1g7r j > —q'(jx) 	 (2.12) 
for all x E fl and some polynomial q'. Then the results of the previous section 
imply the following: 
Corollary 2.8 Let { .MC(x) : x E II I be a family of ergodic time-reversible 
Markov chains, and let G(x) be the underlying graph of .MC(x). Under the above 
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assumptions, the family is rapidly mixing if 
(G(x)) :~ '/p(x) 
for all x E fl and some polynomial p. 
Proof If (G(x)) > 1/p(IxI), then it is easy to see from Theorem 2.5 that, for 
all x E fl and 0 < c < 17 
r(z) (c) ~ 2p(IxI)2 in (1/'Er) 
We may therefore take q(n,ö) = 2p(n)2(q'(n) + ö) in the definition of rapid 
mixing: this is clearly polynomially bounded as required. 
Conversely, suppose the rapid mixing property holds. Then there exists a poly-
nomial 4 such that r(z)(1/2) :!~ (IxI) for all x E fl. By Theorem 2.7 we must 
therefore have (G(x)) > 1/8(Ixj), since otherwise 
((IxI)) ~: (1 - 2(G(x))) 
flI I)
> 1 - 1/4 = 3/4. 
Hence the conductance must be polynomially bounded below. This completes 
the proof. 	0 
Corollary 2.8 provides a partial characterisation of the rapid mixing prop-
erty in terms of the conductance of the underlying graphs of the family. The 
characterisation is incomplete because of the non-negativity assumption on the 
eigenvalues and the lower bound (2.12) imposed on 	We can justify the min 
restriction to chains having non-negative eigenvalues on the grounds that our 
ultimate aim is to construct efficient sampling procedures for a given family of 
distributions. The modification procedure of Proposition 2.3 is effective and 
cannot destroy the rapid mixing property of the original family: it is therefore 
reasonable to incorporate it into the chains we consider. The following example 
confirms that, for chains with negative eigenvalues, rapid mixing is not guaran-
teed by a polynomial lower bound on the conductance. 
Example 2.9 Consider the family of chains .MC(n) parameterised on natural 
numbers n E N, in which .MC(n) has state space V1 U V2 for disjoint V1, V2 with 
lvii = I V2 1 = N/2 and N = 22. The transition probabilities are given by 
2(1—a)/N ifiEV1,jEV2 oriEV2,jEV1; 
	
Pij= a 	 ifi=j; 
0 otherwise, 
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where a will be specified below. The chain .MC(n) is obviously ergodic for 
0 < a < 1; since it is symmetric, it is also time-reversible with uniform stationary 
distribution. 
To calculate (G(n.)), consider any non-empty subset S = Au B of states, with 
A C V1, B ç V2 and ISI !~, N/2. Writing a = Al/N and b = lBl/N, we have 
Cs = a + b and 
F5 = 
2(1— a) (a(N/2 
- bN) + b(N/2 - aN)). 
It follows that 
\ F5 	 ___ 




The latter quantity is minimised under the constraint a + b < 1/2 at the values 
a = b = 1/4, whence 
cI(G(n)) = min 5 = (1— a)/2. 	 (2.13) 
Now consider the probability that the chain, when started from some initial 
state in V1, will be found in V, at time t = 2m + 1 for m E N. This can happen 
only if at least one self-loop is traversed during this period, so the probability 
is at most 1 - (1 - a)t. If we set a = N' (say), then if t is permitted to grow 
only polynomially with n this probability tends to 0 as n -+ 00. It follows that• 
the family is not rapidly mixing. Equality (2.13), however, ensures that the 
conductance is large. 
Note that the above chains fail to converge fast because they are "almost peri-
odic". Informally, the chain MC(n) can be viewed as a pair of processes on V 
and V2 respectively, each of which converges fast but which hardly communicate 
owing to the small value of a. The modification procedure of Proposition 2.3 
makes the chains rapidly mixing by increasing the value of a to 1/2. 	0 
Next we consider the effect of the stationary distribution on the character-
isation of Corollary 2.8. The following pair of examples demonstrate that the 
assumption of a lower bound of the form (2.12) on un is necessary, since families 
with very small stationary state probabilities may exhibit a range of convergence 
behaviour when (G(x)) is large. 
Example 2.10 For n E N+, let .MC(n) be a one-dimensional geometric random 
walk on state space [N], where N = 2", with transition probabilities Pi(i+i) = 
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1/3, Pi(i1) 	2/3 for 1 < I < N— 2, and P00 = P(N-1)(N-1) = 2/3, Poi 
P(N-1)(N-2) = 1/3. (Thus states 0 and N - 1 form reflecting barriers.) Then 
.MC(n) is ergodic and time-reversible with stationary distribution 7ri = 	for 
0 < j < N - 2 and 7r(N_1) = 2—N+1 Furthermore, the conductance (G(n)) 
is exactly 1/3, as may readily be verified. Hence, if the chain is modified as in 
Proposition 2.3 to eliminate negative eigenvalues, the conductance is still 1/6. 
However, this family is not rapidly mixing since the number of states reachable 
from any initial state in t steps is at most 2t + 1. This does not contradict 
Corollary 2.8 since ig ir 	—2' + 1.rrun D 
Example 2.11 To see that small stationary state probabilities do not in them-
selves preclude the possibility of rapid mixing, for n E N let the chain .MC(n) 
have state space [N] with N = 2". Define transition probabilities by 
a 	 ifj=O; 
Pij - 
1 (1 - a)/(N - 1) otherwise. 
This chain is clearly ergodic for 0 < a < 1; the stationary distribution is given 
by 7ro = a and 7ri = (1 - a)/(N - 1) for 1 < I < N - 1, and time-reversibility 
follows. Note that P = lNlr', i.e., P is idempotent. This implies that (') (t) = 0 
for all t > 1, so the chain attains its limit in a single step from any initial state. 
Moreover, all eigenvalues of P other than Ao are equal to zero. Since the above 
holds for any value of a, we can arrange for lg ir = lg a = —2" without affecting min 
the rapid mixing property. 	0 
Fortunately, pathological cases such as those described in the examples above 
rarely occur naturally. Moreover, states with extremely small weight in the 
stationary distribution are typically not relevant to the sampling process, and 
their effect can be elimináted by working with AU(t) for some suitably chosen 
subset U of states. Hence for most practical purposes the conductance may be 
taken as a reliable characterisation of rapid mixing for time-reversible families. 
In the sequel, extensive use will be made of the positive part of the above 
characterisation to show that certain natural families are rapidly mixing, thus 
providing efficient sampling schemes for the associated stationary distributions. 
We shall see that, for several chains with a rather complex structure, the con-
ductance may be quite accessible while the rate of convergence is apparently not 
easily investigated by other means. Thus we contend that the characterisation of 
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rapid mixing presented in this chapter is a potentially powerful tool for analysing 
the transient behaviour of a much wider class of Markov chains than has hitherto 
been possible. 
We close this chapter with an observation which is frequently useful in ap-
plications. Many natural Markov chains can be viewed as a simple random walk 
on a graph H = (V, E) in which transitions are made from any vertex v to an 
adjacent vertex with probability /3/d, where d is the maximum vertex degree 
of H and /3 < 1 is a positive constant. In addition, v has self-loop probability 
1 —/3 deg(v)/d, where deg (v) is the degree of v in H. If H is connected and /3 < 1 
then the chain is certainly ergodic; symmetry ensures that it is time-reversible 
with uniform stationary distribution. Note that in the underlying graph all edges 
of H have equal non-zero weight, while all remaining edges other than self-loops 
have weight zero. 
For any subset S c V, let T(S) denote the cut set in H defined by 5, i.e., 
the set of edges in E with one endpoint in S and one endpoint in V - 5, and 
define the (edge) magnification it(H) of H by 
A(H) = min 	
lr(s)I 
O<ISI!~IVI/2 SI 
Clearly, 0 <t(H) :!~ d. The following equivalence is immediate from the defini-
tion of conductance: 
Proposition 2.12 Let C be the underlying graph of an ergodic random walk 
on a graph H with maximum degree d and transition probabilities /3/d between 
distinct adjacent states. Then the conductance of G is given by 
I'(G)=f3p(H)/d. 	0 
In a typical family of random walks .MC(x), the degree d is fairly small (i.e., 
bounded by a polynomial in lxi), so the rapid mixing criterion boils down to 
finding polynomial lower bounds on the magnification. This view simplifies the 
analysis of families of this kind. As the following example illustrates, however, 
such a bound on the magnification is of no significance when the degree is large. 
Example 2.13 For n E N, define the graph H(n) as follows. Let H1, H2 be 
two copies of the complete graph KN/2, where N = 2. Then H(n) consists of the 
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disjoint union of H1 and 112 together with a perfect matching between vertices 
of H1 and vertices of 112. Let .MC(n) be a random walk on H(n) as above. Such 
a chain is clearly ergodic, and it is not hard to verify that ji(H(n)) = 1, with the 
minimum value of r(s)/IsI attained when S is the vertex set of one of the H1. 
However, the degree of H(n) is N/2 = 2'', which precludes the possibility of 
rapid mixing regardless of the value of 3. An obstacle to rapid convergence is 
presented by the edges between the vertex sets of H1 and H2, which constitute 
a constriction to flow in the underlying graph. 	0 
Chapter 3 
Direct Applications 
We have seen in Chapter 2 that the Markov chain paradigm provides an elegant 
general approach to generation problems, and have developed some theoretical 
machinery for analysing the efficiency of the resulting algorithms. The purpose 
of this chapter. is to demonstrate the utility of the approach by applying it to 
some concrete and non-trivial examples. We shall show how to generate various 
combinatorial structures by constructing suitable ergodic Markov chains having 
the structures as states and transitions corresponding to simple local perturba-
tions of the structures. The rate of convergence will be investigated using the 
techniques of Chapter 2, and in particular the rapid mixing characterisation of 
Corollary 2.8. In each case, the detailed structure of the Markov chain will en-
able us to estimate the conductance of its underlying graph, and we develop a 
useful general strategy for doing this. The major results of the chapter are the 
existence of efficient approximation algorithms for two significant#P-complete 
counting problems. 
3.1 Some simple examples 
Before tackling some more substantial problems, let us first apply the techniques 
of Chapter 2 to construct natural Markov chain generators for a few very simple 
structures. The generation problems considered in this section are not partic-
ularly interesting from a computational point of view as a number of efficient 
exact methods exist for their solution. Moreover, the associated counting prob-
lems are completely trivial. However, our analysis will serve to illustrate what 
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is involved in practical applications of the characterisation of Chapter 2. It will 
also allow us to develop some additional technology which will play a central 
role in later proofs. 
Consider first the relation B which associates with each natural number ii the 
set B(n) = {O, i}' of bit vectors of length n. We proceeed to construct a family 
of Markov chains .M C (n) which can be used as an almost uniform generator for B 
following the paradigm of Figure 2.1. The most natural process to look at here 
is one which moves around the state space B(n) by flipping a single random bit 
on each transition. Thus we can view .MC(n) as a random walk on the n-regular 
graph H(n) with vertex set B(n) and edge set 
{(u,v) E B(n) x B(n) : V(u,v) = 11, 
where V denotes Hamming distance. Of course, H(n) is just the n-dimensional 
hypercube. To avoid problems of periodicity, we add a self-loop probability of 
1/2 to each state (i.e., /3 = 1/2 in the terminology of Proposition 2.12); note that 
this also dispenses with the problem of negative eigenvalues as in Proposition 2.3. 
This gives us an ergodic time-reversible Markov chain with uniform stationary 
distribution. 
Turning now to the question of efficiency, it is clear that conditions (mci)—
(mc3) of Section 2.3 hold in this case: we may select on as initial state and 
simulate individual steps in O(logn) time on an 0CM (see Proposition 1.3). 
The efficiency of the generation procedure is therefore governed by the rate of 
convergence of. the chain. The results of Section 2.3 in turn imply that this 
depends on the magnification of H(n). Fortunately, a suitable bound on this 
quantity is not too hard to come by: 
Theorem 3.1 The n-dimensional hypercube has magnification p(H(n)) ~ 1. 
Before proving Theorem 3.1, let us first confirm that the resulting generation 
procedure is efficient. 
Corollary 3.2 Simulation of the above family of Markov chains yields a f.p. 
almost uniform generator for the bit vector relation B. 
Proof By the preceding discussion, it is enough to check the rapid mixing condi-
tion (mc4). Theorem 3.1 and Proposition 2.12 imply that the conductance of the 
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underlying graph of .MC(n) is bounded below by 1/2n. Clearly, the minimum sta-
tionary probability satisfies ig ir = —n. Since the conditions of Corollary 2.8 nun 
are satisfied, we conclude that the family of Markov chains is rapidly mixing as 
required. 	0 
Remark Inspection of the proof of Corollary 2.8 reveals that the number of 
simulation steps performed by the generator on input (ii, c) is 0(n2(n + ig c')). 
We turn now to the proof of Theorem 3.1, which illustrates a technique which 
will be employed throughout this chapter. 
Proof of Theorem 3.1 Let N = 2' be the number of states of .MC(n). Our 
argument hinges on the following observation. Suppose it is possible to specify 
a canonical simple path in H(n) between each ordered pair of distinct states in 
such a way that no oriented edge of H(n) is contained in more than bN of the 
paths. If S is any subset of states with 0 < (S( :~ N/2, then the number of paths 
which cross the cut from S to S is clearly 
ISI(N - 1St) -~> ISIN/2. 
Hence for any such S the number of cut edges IF(S)I is bounded below by 




S 	5( 2b 
The problem of bounding L(H(n)) below can therefore be reduced to one of 
defining a collection of canonical paths in H(n) which are "sufficiently edge 
disjoint", as measured by the parameter b. 
We now proceed to define a suitable set of paths. Let u = (u)20n-i and v = 	n-i 
be distinct elements of B(n), and ii < 	<i1 be the positions in which u and v 
differ. Then for 1 < j < 1, the jth edge of the canonical path from u to v 
corresponds to a transition in which the i5th bit is flipped from ui, to v,. 
Consider now an arbitrary transition t of .MC(n) (or, equivalently, an oriented 
edge of H(n)); our aim is to bound the number of paths which contain t. Suppose 
that t takes state w = (we ) to state w' = (w) by flipping the value of Wk, 
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and let P(t) denote the set of paths containing t, viewed as ordered pairs of 
states. Rather than counting elements of P(t) directly, we will set up an injective 
mapping from P(t) into the state space B(n); this will yield an upper bound on 
the ratio b appearing in (3.1). 
The mapping at : P(t) -+ B(n) is defined as follows: given an ordered pair 




Thus at (u, v) agrees with u on the first k + 1 bits and with v on the remainder. 
Note that we can express this definition more succinctly as at (u, v) = u v e w', 
where denotes bitwise exclusive-or. 
We claim that at (U, v) is an unambiguous encoding of the endpoints u and v, so 
that at is indeed injective. To see this, simply note that 
	
js1, 0<i<k; 	Iw, 0<i<k; ui= 	 vi
w1, k<i<n; Si,I 	k<i<n. 
Hence u and v may be recovered from knowledge of t and at (u) v), so Ort is 
injective. It follows immediately that IP(t)I :~, N; in fact, since all vectors (si) 
in the range of at satisfy Sk = Wk, we have the stronger result 
IP(t)I :5 IB(n)I/2 =.N/2. 
Since t was chosen arbitrarily, the number of paths traversing any oriented edge 
cannot exceed N/2. Setting b = 1/2, inequality (3.1) now yields the desired 
bound on the magnification ,a(H(n)). 	D 
Remark The bound of Theorem 3.1 is tight. To see this, let S be the subset 
of B(n) consisting of all vectors with first bit 0 and note that I I'(S)I/ISI = 1. 
Hence ,a(H(n)) = 1 for the n-dimensional hypercube. 	0 
Some observations on the above proof are in order here. The idea of path 
counting is quite general and has been used before in the literature to investigate 
the connectivity properties of various graphs in other contexts (see e.g. [56], in 
which the magnification of the hypercube is also studied). As we shall see later, 
it may be adapted to yield bounds on the conductance of the underlying graph 
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of an arbitrary time-reversible chain. The novelty of the proof lies in the use of 
the injective mapping technique to bound the number of paths which traverse 
an edge. This is not actually necessary in this simple example as the paths could 
have been counted explicitly. The point is that in more complex cases the states 
of the chain will be solutions of a non-trivial relation, such as matchings in a 
graph, and we will have no useful information about their number - indeed, this 
is what we will ultimately be trying to compute. It is then crucial to be able to 
bound the maximum number of paths through any edge in terms of the number 
of states without explicit knowledge of these quantities. This is precisely what 
the injective mapping technique achieves. 
Other simple Markov chains may be analysed in a similar fashion. Examples 
of rapidly mixing families include random walks on n-dimensional cubes of side d 
and a host of "card-shuffling" processes whose state space is the set of permu-
tations of n objects and whose transitions correspond to some natural shuffling 
scheme (see, e.g., [1]). Here we content ourselves with two further examples to 
illustrate the generality of our approach before passing on to more interesting 
problems. 
Example 3.3 We will show how to construct an efficient Markov chain gen-
erator for subsets of an n-set of cardinality m. Equivalently, let SUBS be the 
relation which associates with pairs of natural numbers n, m all bit vectors of 
length n containing precisely m l's. For each pair n, m with 0 < m < n define 
the Markov chain .MC(n, m) with state space SUBS (n,  m) and transitions as fol-
lows: randomly select a pair of positions, one of which contains a 0 and the other 
a 1, and interchange their values. Adding a self-loop probability of 1/2 to each 
state, we may view )vtC(n, m) as an ergodic random walk on a graph H(n, m) of 
degree m(n - m). 
To get a bound on ji(H(n, m)), we proceed as in the proof of Theorem 3.1. 
For u, v E SUBS(n, rn), define the canonical path from u to v as follows: let 
1 < 	< 11 denote those positions i for which ui = 0 v, and j1 < ... 
those j for which u1 = 1 	v,. Then the kth step of the path from u to v 
involves interchanging Ulk  and Ujk  Now let t be a transition which takes state w 
to w' by interchanging the values wi = 0 and w1 = 1, and let P(t) be the 
set of paths containing t. For each pair (u, v) E P(t) we define the encoding 
Ut(U,V) = u ® v 	as before. It is easy to check that at is again injective, 
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and that its range is the subset of SUBS(n, m) consisting of vectors (si) with 
s, = 0 and s, = 1. It follows that IP(t)I :~ (m(n - m)/n(n - 1))N, where 
N = ISUBS(n,m)l is the total number of states. Appealing to (3.1) with the 
appropriate value of b now yields 
j4H(n, rn)) 
> n(n -1) 
- 2m(n—m) 
The conductance of .MC(n,rn) is therefore at least n(n-1)/4rn2(n - rn)2 > 2/n2, 
and we have rapid mixing. 	Li 
Our final example is a card-shuffling process based on random transpositions. 
Example 3.4 For a natural number n, let S,, denote the set of permutations of, 
the set [n] = {0,..., n-11. Consider a deck of n cards labelled with the elements 
of [n], and identify p = (pos... ,pni) E S, with the ordering of the deck in which 
the ith card from the top is pi. We define a Markov chain )'4C(n) with state 
space S, in which transitions are made by picking a pair of cards at random 
(without replacement) and interchanging them. As usual, we incorporate a self-
loop probability of 1/2 for each state. 
Once again we have an ergodic random walk on a regular graph of degree 
n(n - 1)/2 and we need to look at its magnification. A canonical path between 
permutations u, v of the deck can be described as follows: for successive values 
k = 01 . . . In - 1, move the card Vk into position k (if it is not there already) 
by interchanging it with the current kth card. Consider now some transition t 
which interchanges the cards in positions j and k of the permutation w, with 
j > k, and as before let P(t) be the set of paths containing t. The injective 
mapping at : P(t) -* 	is not quite so obvious here. For (u, v) E P(t), we refer 
to the positions of a given card in u, v, w respectively as its initial, final and 
current positions. The permutation at (u, v) is then defined as follows: 
place the cards w0,.. . , Wk-1 in their initial positions; 
place the remaining n. - k cards in the vacant positions in the order in 
which they appear in the final permutation v. 
Let us now check that at is injective. Given t and at (u, v) we can uniquely 
recover v as follows: the final positions of cards w0,... , Wk-1 are the same as 
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their current positions, and the final order of the remaining cards may be read 
off from Ut(u, v). To recover u, note that the initial positions of w0,... , 
are just as in at (U, v); but these positions together determine, for every i, the 
current position of the card initially in position i, since each previous transition 
on the path involved moving one of w0,...,wk_1  into its final position. Hence 
we can deduce the initial positions of all cards, and so recover u. 
Thus at is injective, and we have I P(t) 	N, where N = ISI is the total number 
of states. It follows from (3.1) and Proposition 2.12 that the conductance of 
.MC(n) is 1/2n(n —1), 50 this family of card-shuffling processes is rapidly mixing. 
The number of simulation steps required to achieve tolerance c is easily seen from 
the proof of Corollary 2.8 and an application of Stirling's approximation to be 
0(n4(n,lgn+lgc_1)). 	D 
The Markov chain families mentioned in this section all possess a highly 
symmetrical structure which makes them particularly easy to analyse. These and 
similar processes have also been studied using other methods such as coupling, 
stopping times and group representation theory: see [1], [3], [17] for a variety 
of examples. The time bounds obtained by these methods are generally rather 
tighter than ours and can often be shown to be optimal. However, the full 
power of our approach will become apparent in the sequel where it will permit 
the analysis of highly non-symmetric chains with only a little additional effort. 
Most significantly, such chains have seemingly not proved amenable to analysis 
by any of the other established methods. 
3.2 Approximating the permanent 
In this section we treat our first major example - the groundwork of Chapter 2 
begins to bear fruit in the form of a significant and unexpected approximability 
result. 
The permanent of an n x ii matrix A with 0-1 entries a 2 is defined by 
n-i 
per (A) = 	[I aI(I) 
a i=O 
where the sum is over all permutations a of the set [n]. Evaluating per(A) 
is equivalent to counting perfect matchings (1-factors) in the bipartite graph 
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C = (V1,V2 ,E), where V1 = {x0,... ,x_1 }, V2  = {yo,. .. ,y-1} and (X, y,) e E 
if a 5 = 1. The permanent function arises naturally in a number of fields, 
including algebra, combinatorial enumeration and the physical sciences, and has 
been an object of study by mathematicians since first appearing in 1812 in the 
work of Cauchy and Binet. We shall mention an application in statistical physics 
in the next section; for further background information see [43]. 
Despite considerable effort, and in contrast with the syntactically very similar 
determinant, no efficient procedure for computing the permanent is known. Con-
vincing evidence for its inherent intractability was provided in the late 1970s by 
Valiant [58], who demonstrated that the problem of counting perfect matchings 
in a bipartite graph is#P-complete. By contrast, the corresponding construc-
tion problem is solvable in polynomial time for arbitrary graphs [20]. The perfect 
matchings relation therefore belongs to the class discussed in Section 1.5, and 
the question of approximability is pertinent. 
Until recently, little tangible progress had been made in the area of approx-
imation algorithms for the permanent. In 1985, however, Broder [12] proposed 
a Markov chain approach for almost uniformly generating perfect matchings, 
which in view of the relationships of Section 1.4 could be used to count them. 
In this section, we show for the first time that this method does indeed yield 
a f.p. randomised approximate counter for perfect matchings in a large class of 
graphs, including all graphs which are sufficiently dense. The existence of an effi-
cient randomised approximation algorithm for the dense permanent is therefore 
established. The crucial step is to show that the appropriate family of Markov 
chains on matchings is rapidly mixing. 
Let C = (V1,V2,E) be a bipartite graph with I Vii = iV2i = n, and for k E N 
let Mk (G) denote the set of matchings of size k in C. We assume throughout 
that G has a perfect matching, i.e., that M(G) is non-empty. We view elements 
of E as unordered pairs of vertices, and matchings in G as subsets of E. If 
A, B C E and e E E then A B denotes the symmetric difference of A and B, 
while A + e and A - e denote the sets A U {e}, A \ {e} respectively. 
Following Broder [12], we proceed to define a Markov chain W pm(G) with 
state space .W = M(G) U M_1(C). Note that .W includes auxiliary states, 
namely "near-perfect" matchings in C, which will permit free movement of the 
process between perfect matchings. Transitions in the chain are specified as 
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follows: in any state M E .M, choose an edge e = (u, v) E E uniformly at 
random, and then 
if M E M(G) and e E M, move to state M' = M - e (Type 1 
transition); 
if M E M_1(G) and u, v are unmatched in M, move to M' = M + e 
(Type 2 transition); 
if M E M_1 (C), u is matched to w in M, and v is unmatched in M, 
move to M' = (M + e) - (u, w) (Type 0 transition); 
in all other cases, do nothing. 
For the sake of convenience, we introduce an additional self-loop probability of 
1/2 for each state; i.e., with probability 1/2 the process does not select a random 
edge as above but simply remains at M. W pm(G) may be viewed as a random 
walk on an appropriate graph H of maximum degree n. It is not hard to see 
that H is connected, so W pm(G) is ergodic and time-reversible with uniform 
stationary distribution. 
We now consider using the algorithm of Figure 2.1 in conjunction with the 
family of chains W pm(G) as an almost uniform generator for perfect match-
ings. Stepwise simulation of transitions is readily performed by an 0CM in time 
0(IEI), and we have already noted that the construction problem for perfect 
matchings can be solved in polynomial time. Hence conditions (mci) and (mc2) 
hold. Condition (mc3), however, presents a problem, since C may in general 
contain many more near-perfect than perfect matchings. Let us call C dense if 
its minimum vertex degree is at least n/2. It is not hard to check (see below) 
that, if G is dense, jM(G)I/IEl > 1/n2, so that (mc3) holds. Remarkably, un-
der this assumption it is also possible to prove condition (mc4), i.e., that the 
family of Markov chains is rapidly mixing. This is a consequence of the following 
theorem. 
Theorem 3.5 For dense bipartite graphs C, the conductance of the underlying 
graph of the Markov chain .MCpm(G) is at least 1/12n6. 
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Proof It is sufficient to show that the graph H defining the random walk per-
formed by .MCpm(G) has magnification 
/.L(H) ~! 1/6n4, 	 (3.2) 
for then the theorem follows from Proposition 2.12 with ,6/d = 1/ 21E1 ~: 1/2n2. 
To show (3.2) we proceed as in the proofs of the previous section by defining a 
set of canonical paths in H. If no transition occurs in more than bj )I I of these, 
(3.1) gives us a bound on the magnification. 
We begin by specifying, for each M E .W, canonical paths to and from a unique 
closest perfect matching M E M,, (G) as follows, where u, v denote the unmatched 
vertices (if any) of M: 
if M E M(G) then M = M and the path is empty; 
if M E M,,-, (G) and (u, v) E E, then M = M + e and the path 
consists of a single Type 2 transition; 
if M E M_1(G) and (u, v) 	E, fix some (u', v) E M such that 
(u) v'), (u', v) E E: note that at least one such edge must exist by the-
density assumption on C. Then M = (M - (u', v')) + (u, v') + (u', v), 
and we specify one of the two possible paths of length 2 from M 
to M, involving a Type 0 transition followed by a Type 2 transition. 
The canonical path from M to M consists of the same edges of H traversed in 
the opposite direction. 
For future reference, we observe that no perfect matching is involved in too many 
canonical paths of the above form: for M E M(G), define the set 
K(M) = {M' E ft : MI = M}. 
Then, since each matching in K (M) has at least n —2 edges in common with M, 
it is easy to see that IK(M)I <2• Note that the sets K(M) partition ft. This 
implies that II < n2IM(G)I, thus verifying our earlier claim that the near-
perfect matchings are not too numerous. It is also worth noting that this is the 
only point in the proof at which the bipartite structure of C is used: we shall 
have more to say about this later. 
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Next we define a canonical path in H between an ordered pair I, F of perfect 
matchings (refer to Figure 3.1(a)). To do this, we first assume a fixed ordering 
of all even cycles of G, and distinguish a start vertex in each cycle. Now consider 
the symmetric difference I F; we may write this as a sequence C1,... , Cr of 
disjoint even cycles, each of length at least 4, where the indices respect the above 
ordering. The path from I to F involves unwinding each of the cycles Cl,..., Cr 
in turn in the following way. Suppose the cycle Ci has start vertex u0 and consists 
of the sequence of distinct vertices (u0, vo)  u1, VI) . .. , u1, v1), where (u5, v,) E I for 
o <j < 1 and the remaining edges are in F. Then the first step in the unwinding 
of C2 is a Type 1 transition which removes the edge (u0, vo). This is followed by 
a sequence of I Type 0 transitions, the jth of which replaces the edge (u5, v3 ) by 
(u5, v5_ 1). The unwinding is completed by a Type 2 transition which adds the 
edge (U0, V I ) 
The canonical path between any pair of matchings I, F E JV is now defined as 
the concatenation of three segments as follows: 
initial segment: follow the canonical path from I to I; 
main segment: follow the canonical path from 7 to F; 
final segment: follow the canonical path from F to F. 
Now consider an arbitrary oriented edge of H, corresponding to a transition t in 
the Markov chain. We aim to establish an upper bound of the form bI .W I on the 
number of canonical paths which contain this transition. Suppose first that t 
occurs in the initial segment of a path from I to F, where I, F E JI. Then it is 
clear from the definition of initial segment that the perfect matching 1 is uniquely 
determined by t. But we have already seen that 1K (1)! < n2. Since I E K (7), 
the number of paths which contain t in their initial segment is thus at most 
I .W I .- A symmetrical argument shows that the number of paths containing t in 
their final segment is similarly bounded. 
To handle the main segments of the paths, we make use of the injective mapping 
technique seen earlier. This will obviate the need for any explicit counting of 
structures in ii, which is crucial here. Let t be a transition from M to M', where 
M, M' E .W are distinct, and denote by P(t) the set of ordered pairs (I, F) of 
perfect matchings such that t is contained in the canonical path from I to F. 
We proceed to define, for each pair (I, F) E P(t), an encoding at (I, F) E .A1 
from which I and F can be uniquely reconstructed. The intention is that, if 
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Figure 3.1(a): A transition t on the canonical path from I to F 
00 00 
 C1  
... 




Figure 3.1(b): The corresponding encoding at (I, F) 
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C1,... , Cr is the ordered sequence of cycles in I F, and t is traversed during 
the unwinding of C, then the encoding should agree with I on C1,... , C1_ 1 and 
on that portion of C1 which has already been unwound, and with F elsewhere. 
With this in mind, consider the set S = I ED F (M U M'). Since I n F C 
M U M' c I U F and III = L..I = IM U M'I = n, elementary set theory tells 
us that ISI = n. Furthermore, suppose that some vertex u has degree greater 
than 1 in S, i.e., we have (U, VI), (U, V2) E S for distinct vertices V1, V2. Then 
necessarily (U, vi) and (U, V2) both lie in IF, which in turn implies that neither 
edge lies in M U M'. Hence the vertex u must be unmatched in M U M'. From 
the form of the transitions, however, it is clear that M U M' contains at most 
one such vertex u = Ut; moreover, this is the case if t is a Type 0 transition, 
and Ut must then be the start vertex of the cycle currently being unwound. In 
this case, we denote by er,t the edge of I incident with Ut. 
We are now in a position to define the encoding: 
( (I F ® (M U M')) - CJ,t, if t is Type 0; 
at(I,F) = 11®FED(MUM'), 	otherwise. 
Figure 3.1(b) illustrates this definition for a Type 0 transition. In view of the 
above discussion, at  (I, F) is always a matching of cardinality at least n - 1, and 
hence an element of R. It remains for us to show that I and F can be recovered 
from it. 
First observe that I F can be recovered immediately using the relation 
I (at (I, F) (Al U M)) + Cl, , if t is Type 0; 
IEBF= at(I,F)(MUM'), 	otherwise. 
(Note that eI,t is the unique edge which must be added to at (I, F) e (M U M') to 
ensure that I ® F is a union of disjoint cycles.) Thus we may infer the ordered 
sequence Cl,..., Cr of cycles to be unwound on the path from I to F. The cycle 
C, which is currently being unwound, together with its parity with respect to I 
and F, is then determined by the transition t. The parity of all remaining cycles 
may be deduced from M and the cycle ordering. Finally, the remaining portions 
of I and F may be recovered using the fact that I fl F = M \ (I e F). Hence 
at (I, F) uniquely determines the pair (I, F), so at is an injective mapping from 
P(t) to JI. 
The existence of at ensures that IP(t)I < IEI for any transition t. Since also 
K (M) I < 2 for any perfect matching M, we see that t is contained in the main 
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segment of at most n" IN I paths. Combining this with the results for initial and 
final segments derived earlier, we deduce that the maximum total number of 
paths which contain t is bounded by 
(2 + n 2 + n 4) 1)11 < 3n4 IW 
Taking b = 3n4 in (3.1) yields (3.2), which completes the proof. 	0 
The characterisation of Corollary 2.8 now ensures that the Markov chains 
.MCpm(G) constitute a rapidly mixing family. (Note that the number of perfect 
matchings in C is at most n!, so the minimum stationary probability ir min  of 
Wpm(G) satisfies ig ir 	—en ig n for some constant c.) In the light of the 
discussion preceding Theorem 3.5 we therefore have 
Corollary 3.6 There exists a f.p. almost uniform generator for perfect match- 
ings in dense bipartite graphs. 	0 
Remarks (a) In his original paper [12], Broder claimed that the above rapid 
mixing property holds under the same density assumption. His proof, which 
is based on coupling ideas, is complex and hard to penetrate. More seriously, 
as was first observed by Mihail [42], it also contains a fundamental error which 
apparently cannot be rectified: as a result, Broder has withdrawn his claim (see 
Erratum to [12]). We feel that this is compelling evidence of the. unsuitability 
of coupling and related methods for the analysis of Markov chains which lack a 
high degree of symmetry. 
A chain with a rather better conductance bound is obtained by modiflying 
.MC pm(G) slightly so that transitions are effected by selecting a random vertex 
in V2  rather than a random edge. This gives us a random walk with transition 
probabilities 1/2n and the same bound on the magnification. 
In the case that C is the complete bipartite graph 	the Markov chain 
in (b) may be viewed as a scheme for shuffling a deck of n +1 cards in which the 
top card is repeatedly interchanged with another card selected at random. Of 
course, .MCpm(Knn) itself provides a generator for all permutations of n objects, 
albeit rather indirectly. By appropriate choice of C, we can also generate var-
ious natural restricted classes of permutations which satisfy the above density 
condition, such as displacements or ménage arrangements. 	11 
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Let us now return to the approximation of the permanent. Unfortunately, 
the introduction of the density assumption means that we are no longer working 
with a self-reducible relation, so we cannot apply the reduction of Theorem 1.14 
to get an approximate counter for perfect matchings. However, the same result 
is achieved by a more specialised construction due to Broder [12]: 
Corollary 3.7 There exists a f.p. randomised approximate counter for perfect 
matchings in dense bipartite graphs, and hence a f.p. randomised approximation 
scheme for the permanent of dense square 0-1 matrices. 
To simplify the proof, we first derive an elementary statistical fact which says 
that, for a finite set S and a subset U C S, the ratio JU111SI can be estimated 
efficiently by almost uniform sampling from S provided the ratio is not too small. 
Proposition 3.8 LetSbe a finite setandUa subsetof S. Write p = IUI/ISI; 
Suppose that t elements of S are selected independently and with replacement 
from an almost uniform distribution within tolerance E (0, 1], and let X denote 
the proportion of the sample which belong to U. Then for any S E (0, 11, the 
sample size t required to ensure that 
Pr (X approximates p within ratio 1 + 2e) > 1 - s 
is at most (54/ 2p) ln(2/5). 
Proof Writing p' for the expectation of X we have, since p' approximates p 
within ratio 1 + , 
Pr (X approximates p within ratio 1 + 2e) 
> Pr (x approximates p' within ratio 1 + e/2) 
Pr(IX — p'I &/3) 
> 1 - 2exp(- 2p't/27), 
where the last inequality is derived from Chernoff's bound on tails of the binomial 
distribution [6, Proposition 2.4]. This latter expression certainly exceeds 1 - S 
provided t > (54/op) ln(2/5). 	0 
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Proof of Corollary 3.7 Let C = (V1, V2, E) with IVil = 1V2I = n be dense. For 
I = 0,... , n - 1, consider the graph C1 obtained from C by appending 1 vertices 
to each part of the bipartition, each new vertex being connected to all vertices 
of C in the opposite part. More precisely, G1 is the graph (V11,V21,E'), where 
V'=ViU{xo,...,xi_i},V=V2 U{yo,...,yz_i} and 
E'=E U {(u, y) :uE Vi, iE [1]} U{(u,xi) :uEV2,1E [fl}. 
Clearly C1 is dense. Now consider the set JV = M +1(G1) U M +1_1(C1). By 
setting up explicit bijections, it is readily seen that 
= (l!) 2lAf_i (G)I 
(3.3) 
lA1+z_i(C:)I = (1!) 2 (21IM_1(c)I + IJt4_z+i (G)I 
+ (1 + 1) 2 IM_1_i(G)I) 
This suggests a procedure for estimating the ratio JM_1 (C) I / IM_z _i (C) I: define 
Pi = lM_z(G)I/lEI, P2 = lM_1_i(G)l/I)uI. By simulating the Markov chain 
.MCpm(Gi), generate almost uniformly, within small tolerance , some number of 
elements of )I, and let s, 82 be the proportions of the sample which correspond 
to matchings in C of size n -- 1 and n - 1 - 1 respectively. Then 
	
is 
(21+ 1)s2  
an estimator of the desired ratio P1/p2. Provided this is sufficiently accurate 
for each 1, the product of the estimated ratios gives a good approximation to 
I M,(C). More precisely, for any specified accuracy c E (0, 11 we can arrange for 
i, s2 to approximate P1, P2 respectively within ratio 1 + €/4n with probability 
at least 1 - 1/8n. Repeating this for each 1, the final estimate approximates 
IM(C)l within ratio (1 + c/4n)2' < 1 + c with probability (1 1/8n)2 ' > 3/4. 
To see that the necessary accuracy can be achieved in polynomial time, note 
first that 
1 < 	M(G) < n
2 	for 0 < k < n. 	 (3.4) 
- IMk+l(G)I 
The lower bound is trivial, while the upper bound follows from the density 
assumption in the same manner as the bound on 1K (M) I in the proof of Theo-
rem 3.5. Hence from (3.3) the proportion of matchings in JI corresponding to 
(ii - 1)-matchings in C is at least 





- 3n3  
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A similar bound holds for the proportion corresponding to (n —1— 1)-matchings 
in G. Thus Pi  and P2 are not too small. Putting = c/8n and S = 1/8n in 
Proposition 3.8 now ensures that the sample size required to achieve the specified 
accuracy is polynomially bounded in n and c 1. 	D 
The reader may be wondering at this stage whether the problem of counting 
perfect matchings remains difficult when restricted to dense graphs: if not, of 
course, the approximation results of this section would not be very exciting. The 
following result, which is proved in [12], serves to justify our approach. 
Theorem 3.9 (Broder) The problem of counting perfect matchings in dense bi- 
partite graphs is #P-complete. 	0 
So far in this section we have concentrated exclusively on bipartite graphs 
because of their connection with the permanent. The Markov chain W pm(G) 
can be applied without modification to arbitrary graphs G. In fact, the only 
point at which we have relied on the bipartite structure of C is in the definition 
of the sets K (M) in the proof of Theorem 3.5 and the bound on their size. 
Let C = (V, E) be an arbitrary graph with IVI = 2n. As before, we assume 
that C contains a perfect matching. Call G dense if its minimum vertex degree 
is at least n. This ensures that K(M) for M E M(C) is still well defined, 
and that 1K (M)I <2n2. The rest of the proof carries through as before, yielding 
b = 8n4 and consequently /L(H) > 1/16n4. The conductance is therefore bounded 
below by 1/64n6. (This can again be improved if transitions are implemented by 
random vertex selection.) Since a construction analogous to that of Corollary 3.7 
holds for general dense graphs, we have 
Corollary 3.10 There exists a f.p. almost uniform generator and a f.p. ran-
domised approximate counter for perfect matchings in arbitrary dense graphs. 
0 
We conclude this section by examining the role played in our results by the 
density assumption. In the reduction of Corollary 3.7, we used it to prove the 
polynomial upper bound (3.4) on the ratios IMk(G)I/lMk+l(C)I. The proof of 
Theorem 3.5 makes use of an even stronger property of dense graphs, namely 
that Mk (C) can be partitioned into classes of polynomially bounded size, one for 
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each element of Mk+1 (C), such that all matchings in a given class are "close to" 
the corresponding element of Mk+1 (C). In fact, it will turn out that everything 
works under the considerably weaker assumption that 
IM_i(G)I 
IM(C)I < q(n) 
	 (3.5) 
for some polynomial q, where 2n is the number of vertices in C.' 
First we show that this condition implies a similar bound on all the ratios 
IMk(C)I/IMk+,(C)!, as in (3.4). This follows from the useful fact that the se-
quence JMk(C)I is log-concave. 
Lemma 3.11 For any graph C and positive integer k, 
11t4k+1(G)II1'14_1(G)J :5 IJVIk(C)j 2. 
Proof A proof of this fact using techniques from complex analysis can be found 
in [28, Theorem 7.1]. We present an elementary combinatorial proof which uses 
ideas seen elsewhere in this chapter. 
We may assume that IMk+, (C) I > 0, since the inequality is trivially true other-
wise. Define the sets A = Mk+l (G) x M_i(C) and B = Mk(G) x Mk(G). Our 
aim is to show that IAI < BI. 
Note first that, for any two matchings M, M' in C, the symmetric difference 
M 	M' consists of a set of disjoint simple paths (possibly closed) in C. Let us 
call such a path an M-path if it contains one more edge of M than of M'; an 
M'-path is defined similarly. Clearly, all other paths in M M' contain equal 
numbers of edges from M and M'. Now for any pair (M, M') E A, the number 
of M-paths in M a M' must exceed the number of M'-paths by precisely 2. We 
may therefore partition A into disjoint classes JA, : 0 < r < k}, where 
Ar = {(M, M') E A: M M' contains r + 1 M-paths and r - 1 M-paths}. 
Similarly, the sets {Br 0 < r < k} with 
B,. = {(M, M') E B : M ® M' contains r M-paths and r M'-paths}. 
'By implication, any graph G satisfying (3.5) is assumed to have JM(G)I > 0. 
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partition B. The lemma will follow from the fact that I4r 	Br I for each r > 0. 
Let us call a pair (L, L') E Br  reachable from (M, M') E A,. jif L ® L' = M ED M' 
and L is obtained from M by taking some M-path of M e M' and flipping the 
parity of all its edges with respect to M and M'. (This is analogous to unwinding 
the path in the manner of the proof of Theorem 3.5.) Clearly, the number of 
elements of B,, reachable from a given (M, M') E Ar is just the number of M-
paths in M M', namely r +1. Conversely, any given element of Br  is reachable 




which completes the proof of the lemma. 	0 
Remark In [28], the tight inequality 
JMk(G)J2 	
(k + 1)(m - k +1) IMk+1GIIMk_1G 
k(m — k) 
is proved, where m = In/21 and ii is the number of vertices in G. The bound in 
our proof can also be improved a little, but we will not labour this point here as 
simple log-concavity is quite adequate for our purposes. 	0 
Next we show that (3.5) is suffltient- tb icient-t ensure rapidmikihg for the Markov 
chain .MCpm(G). 
Theorem 3.12 For any graph C = (V, E) with JVJ = 2n and IM(G)I > 0, the 
conductance of the underlying graph of .MCpm(G) is bounded below by 
1 (JM(C)l \2 
16JEJ jM...1(G)J) 
Proof The proof is similar to that of Theorem 3.5 with one or two additional 
technicalities. As before, let H be the graph defining the random walk performed 
by )vtCpm(G) and E its state space. We will need a variant of the canonical path 
counting argument which deals only with certain types of paths. For a subset S 
of states with JSJ :5 JNJ/2, let = ),I \ S and define 
S1 = SflM(C); 	S1 = SflM(G); 
S2 = SflM_ j (G); S21 = 9flM_1(G). 
3.2 APPROXIMATING THE PERMANENT 	 86 
We claim that,, when counting paths crossing the cut from S to Y, it is enough 
to consider paths from S1 to S and from S2 to S. To make this precise, write 
r = IMn(G)I/IM_i (G)I and a = IS11/1S2, and let Pi = ISiIISI and P2 = IS2IISfl 
be the numbers of paths from Si to S and from S2 to S respectively. Clearly, 
Pi and P2 are respectively increasing and decreasing functions of a (for fixed r, 
IS, 1 N I); moreover, it is easy to check that they are equal when a = r. Hence 
max{pi,p2 } is minimised when a = r, and the minimum value is 
rISI(JEI - ISI) 	rISJINI 
2 (1+r) 	 8 
since clearly r < 1. 
Now all we need do is define canonical paths in H between elements of M(G) 
(perfect matchings) and elements of M_1 (G) (near-perfect matchings). If no 
more than bIEI of these paths use any oriented edge of H, by analogy with (3.1) 
we will get the bound 
1 (IM(G)I \ p(H) ~ 	
IM_1(G)I) 
. 	 (3.6) 
Henceforth we consider only paths from perfect to near-perfect matchings, the 
complementary case being symmetrical. As in the proof of Theorem 3.5, the 
canonical path from I E M,, (G) to F E M_1 (C) is determined by the symmetric 
difference I F, which now consists of an ordered sequence C1,... ,Cr of disjoint 
cycles together with a single open path Q both of whose endpoints are matched 
in I but not in F. The canonical path from I to F proceeds by unwinding first 
the C, as before and then Q in the obvious way, with one endpoint nominated 
as start vertex. 
Now let t be a transition in .MCPm(C) from M to M' and P(t) c M(G) x 
M_1 (C) the set of canonical paths which contain t. For (I, F) e P(t), we define 
the encoding o (I, F) exactly as in the proof of Theorem 3.5. A moment's re-
flection should convince the reader that at (I, F) E M_1 (C) U M_ 2 (C), since we 
now get an additional pair of unmatched vertices arising from the open path Q. 
Note that this takes us outside the state space, but Lemma 3.11 will take care 
of this. Recovery of I and F from t and at(I, F) works essentially as before. 
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Hence at is an injective mapping and we have, using Lemma 3.11, 









The final result is obtained via Proposition 2.12, the transition probabilities in 
Wpm(G) being 1/21E1. (As before, this can be improved slightly using a more 
intelligent implementation.) 	D 
Corollary 3.13 There exists a f.p. almost uniform generator and a f.p. ran-
domised approximate counter for perfect matchings in any family of graphs sat-
isfying (3.5). 
Proof The generator is immediate from the foregoing theorem. The counter 
follows via the reduction of Corollary 3.7, once we have noted from (3.3) that 
the graphs C1 inherit from C a bound of the form (3.5). 	0 
Remark As observed by Dagum et al [16], the reduction from counting to gen-
eration described in Corollary 3.7 may be replaced by the following mehcanism, 
with a small increase in efficiency. In analogous fashion to .MCpm(G), we may 
define for 1 < k < n a- Markovc-hainMGk(G) whosestates- are k- and(k- —1)-
matchings in C. (Thus .MC(G) IS just .MCpm(C).) By a simple extension of 
the proof of Theorem 3.12, whereby multiple rather than unique canonical paths 
between states are counted, it can be shown that each of the chains .M Ck (C) 
is rapidly mixing under the same condition (3.5) on C. This allows the ratios 
IMk(G)l/IMk_l(C)I to be estimated directly for each k in turn. We do not dwell 
on this point here as we will present a more natural algorithm for the permanent 
in the next section. 	0 
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Our earlier, results for dense graphs are now seen to be a special case of 
Corollary 3.13.2 We might well want to ask whether other natural classes of 
graphs exist which satisfy (3.5) and for which membership of a given graph in 
the class can be tested easily. One observation which is sometimes useful in this 
connection is the following. An augmenting path for a matching M E M_1 (C) 
is a sequence of transitions in the Markov chain Wpm(G) which takes M to a 
perfect matching. Suppose that C has maximum vertex degree d and that any 
M E M....1 (C) has an augmenting path of length at most I +, 1. Then the ratio 
jM._ j(G) j1jM.(G)j is clearly bounded above by nd. (Note that this is essentially 
the mechanism we used for dense graphs, with I = 1.) Thus C satisfies (3.5) for 
some fixed polynomial q(n) if 1 < constant x log n. This observation enables 
one to show that almost all graphs in fact satisfy (3.5). The following strong 
statement of this fact is due to Mark Jerrum: 
Theorem 3.14 (Jerrum) Let C = (V1,V2,E) be a random bipartite graph with 
IViI = 1V21 = n, where each edge is selected independently with probability p ~ 
(36O log n)/n. Then, with probability 1— O(n'), C satisfies 
M_i(G)I n4° 'IM(G)I. 
The crux of the proof is that a.e. such graph has maximum degree 0 (pn) and 
augmenting paths of length O(log n). A direct consequence of Theorem 3.14 
is the following: 
Corollary 3.15 There exists a f.p. almost uniform generator and a f.p. ran-
domised approximate counter for perfect matchings in a. e. random bipartite graph 
as in Theorem 3.14. 	0 
Analogous results hold in the non-bipartite case. Note that the bound on the 
density p is, up to a constant factor, equal to the threshold value for the existence 
of a perfect matching in such graphs, and hence essentially best possible. 
2M Broder observes, the density bound quoted is tight in the sense that it is pos-
sible to construct, for any fixed 5 > 0, a sequence of graphs (Ga) with 2n vertices 
and minimum vertex degree > n/(1 + 5) such that the ratio IM_i(G)I/IM(G)I is 
exponentially large. 
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Other classes can often be tackled in similar fashion. For example, analogous 
results hold for a.e. random d-regular graph for any fixed d. Recently, Dagum 
et a! [16] have also shown the existence of augmenting paths of constant length 
for all en-regular bipartite graphs for any fixed c > 0. 
This concludes our discussion of perfect matchings for now. An alternative 
view of these results will emerge as a by-product of our work on a different 
problem in the next section. 
3.3 Monomer-dimer systems 
This section is concerned with counting and generating all matchings (indepen-
dent sets of edges) in a graph. Apart from their inherent interest, these problems 
arise in the theory of statistical physics, which is a rich source of combinatorial 
counting and generation problems. 
A monomer-dimer system consists of a graph C = (V, E), which is usually 
some form of regular lattice, whose vertices represent physical sites; adjacent 
pairs of sites may be occupied by diatomic molecules, or dimers. Configurations 
of the system correspond to arrangements of dimers on the lattice in which no two 
dimers overlap. In a configuration consisting of k < IV 1/2 dimers, unoccupied 
sites are referred to as monomers, and the ratio (IVI 2k)/IVI is the monomer 
density. Monomer-dimer systems have been extensively studied as models of 
physical systems involving diatomic molecules. In the two-dimensional case, the 
system models the adsorption of dimers on the surface of a crystal. Three-
dimensional systems occur in the theory of mixtures of molecules of different 
sizes and in the cell-cluster theory of the liquid state. For further information, 
see [28] and the references therein. 
Most thermodynamic properties of such a system can be deduced from knowl-
edge of the number of possible configurations, which is just the number of match-
ings in C. More generally, each edge e of C has an associated weight c(e) E 
which represents the relative probability of occupation by a dimer. This will 
depend on the contribution of such a dimer to the global energy of the system. 
The quantity of interest is the partition function 
Z(G) = 	E 	W(G,M), 	 (3.7) 
MEMATCH(G) 
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where MATCH (G) is the set of matchings in C and W(G, M) = flEM c(e) is 
the weight of M. Counting matchings, i.e., the special case of (3.7) in which all 
edge weights are unity, is a #P-complete problem even when restricted to planar 
graphs [31], [59]. The main result of this section is that the more general sum 
(3.7) can in fact be approximated efficiently for any weighted graph C. 
We shall again proceed via a related generation problem for matchings. Since 
the sum in (3.7) is weighted, however, matchings should be generated not uni-
formly but with probabilities proportional to their weights. In fact, sampling 
monomer-dimer configurations from the weighted distribution is an interesting 
problem in its own right as a means of estimating the expectation of various 
physical operators. We begin by generalising the concepts of Chapter 1 a little 
to handle weighted structures. 
Let R be a relation over E, and W : 	x 	-* R an arbitrary function. 
For any problem instance x E E*  and solution y E R(x), we call W(x, y) the 
weight of y. We shall always assume that the weights are simple in the sense 
that W is computable in polynomial time. The weighted sum >yER()  W(x, y) 
will be denoted by #w R(x). The concept of self-reducibility can be extended to 
the weighted case as follows. We call the pair (R, W) self-reducible if R satisfies 
conditions (srl)—(sr3) of Section 1.1 and in addition (with the same notation) 
(sr4) There exists a polynomial time computable function g : 	x 	x R -* R 
such that, for all z E E*, 
#wR(x) = 	g(x,w,#w R(&(x,w))) 
wEE) 
This definition merely generalises the idea that #R(x) can be computed eas-
ily given the values of #R for a few smaller problem instances. The weighted 
counting problem for the pair (R, W) involves computing the function #wR. By 
analogy with the unweighted case, this problem will be regarded as tractable 
if there exists a f.p. randomised approximation scheme for #wR, as defined in 
Section 1.2. 
The monomer-dimer partition function (3.7) can be expressed as the weighted 
counting problem for a self-reducible pair as follows. Let MATCH be the relation 
which associates with a (weighted) graph G all matchings of C; this relation was 
seen to be self-reducible in Example 1.1. Let c(e) denote the weight of the edge e 
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in C, and for ME MATCH(G) define W(C,M) = HeEE c(e) as in (3.7). Then the 
pair (MATCH, W) is self-reducible since 
#wMATCH(C) = #wMATCH(Gi + c(e) #WMATCH(G1, 
where e is any edge of C and C, C+ are as in Example 1.1. 
In the case that all solution weights are positive, a corresponding weighted 
generation problem for (R, W) may be defined: this requires that each solution 
y C R(x) be output with probability proportional to its weight W(x,y). The 
various definitions of generators given in Section 1.2 carry over in an obvious 
way to the non-uniform case. In particular, our main notion of tractability is an 
almost W-generator 9 for R, which is defined exactly as for an almost uniform 
generator except that, for all inputs (x, E) and solutions y C R(x), the output 
probabilities must satisfy 
Pr(9(x,c) =) !~ (1+6)0(x,6)W(x,y) 
for some function 0 : 	x 	- (0, 1]. As before, 9 is fully-polynomial if its 
runtime is bounded by a polynomial in IxI and lg c'. 
The results of Section 1.3 transfer directly to the weighted case: thus we 
can work freely in the 0CM model when considering approximation algorithms. 
Furthermore, it is easy to verify that, with minor modifications, the reductions 
of Theorems 1.10 and 1.14 also hold for weighted problems, giving the following 
generalisation of Corollary 1.15: 
Corollary 3.16 Let R ç E* x 	and W: E* x 	-* R. If the pair (R,W) 
is self-reducible, then the following are equivalent: 
There exists a f.p. almost W-generator for R. 
There exists a f.p. randomised approximation scheme for #wR. 	El 
Hence we will get a f.p. randomised approximation scheme for the monomer-
dimer partition function provided we can generate matchings with probabilities 
roughly proportional to their weights. This we achieve using a suitable Markov 
chain simulation. 
Given .a graph C = (V, E) with positive edge weights {c(e) : e C E}, we 
consider the Markov chain .MCmd(C) with state space JI = MATCH(G) and tran-
sitions as follows: in any state M C JI, choose an edge e = (u, v) C E uniformly 
at random and then 
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if e E M, move to M - e with probability 1/(1 + c(e)) (Type 1 
transition); 
if u, v are both unmatched in M, move to M + e with probability 
c(e)/(1 + c(e)) (Type 2 transition); 
if e' = (u, w) E M for some w, and v is unmatched in M, move to 
(Al + e) - e' with probability c(e)/(c(e) + c(e')) (Type 0 transition); 
in all other cases, do nothing. 
As always, we simplify matters by adding a self-loop probability of 1/2 to each 
state. It is then readily checked that .MCmd(G) is irreducible and aperiodic, 
and hence ergodic. The stationary probability lrM of M E MATCH(G) is easily 
seen to be proportional to its weight W(G,M) = fleEMc(e), so the simulation 
procedure of Figure 2.1 will yield a f.p. almost W-generator for MATCH provided 
..MCmd(G) is rapidly mixing. Now )VtCmd(G) is clearly time-reversible by virtue 
of the detailed balance condition (tn), so we may again apply the analysis of 
Chapter 2. The crucial fact is the following: 
Theorem 3.17 For a graph G = (V, E) with positive edge weights {c(e) : e E E}, 
the conductance of the underlying graph of the Markov chain Wm(G) is bounded 
below by 1/(8Ejc), where Cm = max{1,maXCEE 
Proof Let H be the underlying graph of .MCm(G). The first step is to estab-
lish a weighted version of the path counting argument which led to the bound 
(3.1). Suppose that between each ordered pair (I, F) of distinct states we have a 
canonical path in H consisting only of edges of non-zero weight (corresponding 
to valid transitions in the chain). Furthermore, let us associate a weight lrIlrF 
with the path from I to F. If S is any non-empty subset of states with capac-
ity C9  = > MES 7rM :5 1/2, the aggregated weight of all paths crossing the cut 
from S to = JI \ S satisfies 
CsC37 C5/2. 	 (3.8) 
IES 
FES 
Now let t be a transition from a state M to a state M' 	M, and as usual 
denote by P(t) the set of all ordered pairs (I, F) whose canonical path contains t. 
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Suppose it is known that, for any such transition t, the aggregated weight of paths 
containing t satisfies 
(I,F)EP(t) 
irirp < bw, 	 (3.9) 
where Wt = 1 MPMM' = IrMSPMSM is the weight of the edge in H corresponding 
to t. (PMM' is the transition probability from M to M'.) Taking (3.8) and (3.9) 
together, we have the following bound on the ergodic flow out of S, where cut(S) 
denotes the set of transitions crossing the cut from S to Y- 
Fs = 	wt > b' > 	IF 










Our aim is thus to define a set of paths obeying a suitable bound b in (3.9). 
To do this we generalise the proof of Theorem 3.5. Suppose there is an underlying 
order on all simple paths in C and designate in each of them a start vertex, which 
must be an endpoint if the path is not a cycle but is arbitrary otherwise. For 
distinct I, F E )I, we can write the symmetric difference I ® F as a sequence 
Si, .. . , Sr of disjoint paths which respects the ordering. The canonical path 
from I to F involves unwinding each of the Siin turn as follows. There are two 
cases to consider: 
Si is not a cycle. Let Si consist of the sequence (v0, v1,.. . , v1) of 
vertices, with v0 the start vertex. If (v0, vi) E F, perform a sequence 
of Type 0 transitions replacing (v21+i, v21+2) by (v25, v2+i) for j = 
0,1,..., and finish with a single Type 2 transition if 1 is odd. If on 
the other hand (v0, vi) E I, begin with a Type I transition removing 
(v0, v1) and proceed as before for the reduced path (v1,... , VI)- 
Si is a cycle. Let Si consist of the sequence (v0,v1, . ... v21 ) of 
vertices, where I > 1 and (v25, v25+1) E I for 0 < j <1, the remaining 
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edges belonging to F. Suppose that v0 is the start vertex. Then the 
unwinding begins with a Type 1 transition to remove (v0, v j). We 
are left with a path with endpoints vo, v1, one of which must be the 
start vertex of the path. Suppose Vk, k E {O, 11, is not the start 
vertex. Then we unwind the path as in (i) above but treating Vk as 
the start vertex. This trick serves to distinguish paths from cycles, 
as will prove convenient shortly. 
Now let t be a transition from M to M' 51 M. The next step is to define our 
injective mapping at : P(t) - E. As in the proof of Theorem 3.5, we set a(I,F) 
equal to I F (M U M'), and remove the edge e j,t of I adjacent to the start 
vertex of the path currently being unwound if necessary: this is so if the path is 
a cycle and t is Type 0. It is now easily seen that at (I, F) consists of independent 
edges, and so is an element of )f. The difference I F can be recovered from 
at (I, F) using the relation 
(at (I, F) e (M U M')) + eJ,t, if t is Type 0 and the current 
I 	F = 	 path is a cycle; 
at (1, F) (M U M'), 	otherwise. 
Note that we can tell whether the current path is a cycle from the sense of 
unwinding. Recovery of I and F themselves now follows as before from the path 
ordering. Hence at 15 injective. 
Moreover, it should be clear that at (I, F) is very nearly the complement of M 
in the union of I and F viewed as a multiset, so that the product 7r7rp is 
approximately equal to 1rM1rC(IF), giving us a handle on b in (3.9). We now 
make this precise. 
Claim For any (I, F) E P(t), we have 
IF ~ 4 IEknaxWth1 at(I,F). 	 (3.11) 
The Claim will be proved in a moment. First note that it immediately yields 
the desired bound b in (3.9), since for any transition t we have 
IF :5 4JEIcwt 	 ç 4IEIcwt, 
(I,F)EP(t) 	 (I,F)eP(t) 
where the second inequality follows from the fact that at is injective. We may 
therefore take b = 4IEIc, which in the light of (3.10) gives the conductance 
bound stated in the theorem. 
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It remains only for us to prove the Claim. We distinguish three cases: 
t is a Type 1 transition. Suppose M' = M - e. Then ag (I, F) = 
I e F M, so, viewed as multisets, M Uat (I, F) and I U F are equal. 
Hence we have 
IF = 1rM1rC(I,F) 
= (Wt /PMM') 2r (I,F) 
= 21E1(1  + c(e))wt7r(J,F), 
from which (3.11) follows. 
t is a Type 2 transition. This is handled by a symmetrical argument 
to (i) above, with M replaced by M'. 
t is a Type 0 transition. Suppose M' = (M + e) - e', and consider 
the multiset at (I, F) U M. This is equal to the multiset I U F except 
that the edge e, and possibly also the edge el,t are absent from it. 
Assuming eI,t is absent, which happens precisely when the current 
path is a cycle, we have 
IF = c(eIt)c(e)7rM'7r,(IF) 
= c(eI,t)c(e)(wt/pMM)'JrC (I,F) 
= 2IEjc(ei,t)(c(e) + c(e'))wtlrat (IF), 
which again satisfies (3.11). If eI,t is not absent, the argument is 
identical with the factor c(eI,t ) omitted. 
This concludes the proof of the Claim and the theorem. 	0 
Corollary 3.18 There exists a f.p. almost W-generator for matchings in arbi-
trary weighted graphs, where W is the weighting function for matchings defined 
above, provided the edge weights are positive and presented in unary. 
3.3 MONOMER-DIMER SYSTEMS 	 96 
Proof Define Cmjn = mifl{1,mifl6EE c(e)}. Then the minimum stationary state 
probability in .MCm(G) is at least cmin/(2I EIc,), where n = IVI. The logarithm 
of this quantity is at least -p(x), where lxi is the size of the input description 
and p is a polynomial. Hence by Theorem 3.17 and Corollary 2.8 the Markov 
chain family is rapidly mixing. Simulation of .MCmd(G) by an 0CM is a simple 
matter, and we may take the empty matching as initial state. 	0 
In view of Corollary 3.16, we may now state the main result of this section: 
Corollary 3.19 There exists a f.p. randomised approximation scheme for the 
monomer-dimer partition function of arbitrary weighted graphs with edge weights 
presented in unary. 	0 
As we have already mentioned, the monomer-dimer chain provides some fur-
ther insight into the results of the previous section. In particular, it yields 
alternative and arguably more natural algorithms for generating and counting 
perfect matchings in families of graphs satisfying (3.5), and thus a new proof 
of Corollary 3.13. The key to these algorithms is the introduction of carefully 
chosen edge weights. 
Let I be a family of graphs satisfying (3.5) for some fixed polynomial q, 
and C = (V, E) be a member of I with IVI = 2n. We introduce the notation 
G(c) to stand for the graph obtained by giving each edge of C the weight c. To 
generate perfect matchings in C almost uniformly, we proceed as follows: for 
some suitable c > 1, use the Markov chain .MCmd(C(C)) as above to generate 
matchings in G(c) (or equivalently in G) from the distribution determined by 
the edge weights, and fail if the ouptut is not a perfect matching. For any value 
of c, the induced distribution on perfect matchings is clearly uniform. Now 
suppose we choose c = 2q(n); since all edge weights are polynomially bounded, 
Corollary 3.18 ensures that the generator is f.p. It remains only to check that 
the failure probability is not too large. 
Writing Mk in place of lMk (G)l, the log-concavity of the Mk (Lemma 3.11) 
implies that 
n—i Mk 	---- m 	n—k 
11 	~q(n) Mn m1 
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for 0 < k < n. In the stationary distribution of .MCm (G()), the probability of 
being at a perfect matching is therefore 
m(2q(n))' 	2' 	1 > > 
- 	21c 
k=0 	 k=0 
This confirms that the method works. Notice how the condition (3.5) again arises 
naturally here: in the absence of a polynomial bound on the ratio m_i/m, very 
large edge weights would be required to ensure that perfect matchings appear 
frequently enough.. 
Now let us review the problem of counting perfect matchings. The monomer-
dimer chain suggests a more natural reduction to generation than that of Corol-
lary 3.7. For a graph C = (V, E) as above, we will estimate the ratios mk+i/mk 
in turn in a sequence of n stages, for k = 0,... , n - 1; an approximation to Mn  
is then obtained as the product of the estimated ratios. The main idea is to 
compute a sequence c1,... , c_ 1 of edge weights with the property that, in the 
stationary distribution of the Markov chain )VtCmd(G(Ck)), the probability of be-
ing at a k-matching is quite large, allowing the ratio mk+1/mk to be estimated 
statistically. That such a sequence of weights exists is a consequence of the 
log-concavity of the mk. Ideally, we want the weight Ck to be the inverse ra-
tio mk_1/mk; however, it will suffice to substitute the estimate of this quantity 
obtained in the previous stage. 
Figure 3.2 shows the approximate counter for perfect matchings, where G 
is the input graph and c < 1 the relative error specified for the final approxi-
mation. .9 is the almost W-generator for matchings described earlier, i.e., the 
call 9(G(c), .) invokes a simulation of the Markov chain .MCmd(G(C)). Line (1) 
and the iterations of the for-loop in line (2) correspond to the ii stages of the 
computation mentioned above. Let ck+1 be the value of the weight parame-
ter c at the end of the kth stage: we claim that, for each k, c 1 approximates 
mk/mk+1 within ratio 1 + c/2n with high probability, provided the value t in 
line (4) is suitably chosen. This will imply that the product II output in line (8) 
approximates m within ratio (1 + €/2n) 	< 1 + c with high probability, as 
required. 
The claim is proved by induction on k. The base case is trivial since, from 
line (1), c1  = 1E1' = mo/mi. Now assume inductively that Ck approximates 
Mk-1/Mk within ratio 1 + e/2n. In the stationary distribution of the chain 
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c := 1E1' ; 11 := 
fork:=lton — ldobegin 
if c > 2q(n) then halt with output 0 
else begin 
make t calls of the form 9(G(c), €/12n) 
and let Y be the set of outputs; 
Pk := IYnMk(G)I/t; Pk+1 := IYflMk+l (G)I/t; 
if k+1 = 0 then halt with output 0 
else begin C:=  cpk/0k1; 11 := 11/c end 
end 
end; 
halt with output 11 
Figure 3.2: Approximate counter for perfect matchings 
.MCmd(G(Ck)), let p,  0 < i < n, denote the probability of being at an i-matching. 
Then clearly mk/mk+1 = ckpk/pk+1. Inspection of line (7) reveals that ck+1 = 
Ckpk/pk+1, where k, Pk+1 are estimates of pk, Pk+1 computed in lines (4) and (5) 
by observing the proportions of k-matchings and (k + 1)-matchings in a sample 
produced by the generator. Since the tolerance is = E/ 12n, by making the 
sample size t sufficiently large we can ensure that these estimates are within ratio 
1+2C = 1+E/6n with high probability. Then ck+j  approximates mk/mk+1  within 
ratio (1 + €/6n)2 < 1 + c/2n with high probability, completing the inductive step 
of the proof. Note that the pathological cases of lines (3) and (6) can occur only 
in the unlikely event that some estimate Ck is out of range. 
Finally, we need to investigate the runtime of the procedure. With the ex-
ception of lines (4) and (5), this is evidently bounded by a polynomial in n. 
Moreover, the bound on the edge weights in line (3) ensures that each call to 9 
is polynomially bounded in n and C'. We just have to check that t need only be 
similarly bounded in order to give good estimates Pk, Pk+1 with high probability. 
To see this, assume that Ck is a good estimate of mk/mk+1 and note that, for 
i >-k, 




A 	mck' 5—k m3+1 
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By log-concavity of the m, each ratio in the product is bounded below by 
mk_1/mk. Also, cklCt approximates (mk/mk_l)i_c within ratio (1 + E/2n)t k < 
(1 + 1/n)' < e. It follows from (3.12) that Pk/Pi > 1/e for i > k. Exactly the 
same bound holds for i < k. Since E pi = 1, we conclude that Pk ~! (en + 1)' 
and so is bounded below by an inverse polynomial in n. Moreover, we have 
= ckmk+1 	1 (mo\ 
(_m \ > 	1 
P k  m/ - 2 \m11 \m_1) - 2IEq(n) 
using log-concavity and (3.5), so that Pk-i-1 is similarly bounded below. These 
lower bounds imply by Proposition 3.8 (generalised to the weighted case) that the 
sample size t required to ensure that Pk, k+1 approximate Pk,Pk+1 within ratio 
1+ c/6n with high probability is polynomially bounded in n and C'. Hence the 
procedure of Figure 3.2 constitutes a f.p. randomised approximate counter for 
perfect matchings in families of graphs satisfying (3.5). 
Recall from Theorem 3.14 of the previous section that almost all sufficiently 
dense graphs satisfy (3.5) for a fixed polynomial q. However, it is not at all clear 
how to decide whether a given graph satisfies the bound. The above techniques 
suggest a simple randomised procedure for doing this. More precisely, let q be 
an arbitrary polynomial and suppose we wish to design an efficient algorithm 
which, when presented with an arbitrary graph G containing a perfect matching, 
behaves as follows: 
if m_i/m 	q(n), the algorithm accepts with high probability; 
if m_,/m > 6q(n), the algorithm rejects with high probability. 
For intermediate values of the ratio, we do not care whether the algorithm accepts 
or rejects. (The value 6 here is used for illustrative purposes only and can be 
replaced by any fixed constant greater than 1.) Such an algorithm is of significant 
practical value, since we can be almost certain that any graph accepted satisfies 
m_i/m 	6q(n), allowing us to count and generate perfect matchings in it. 
Moreover, all graphs with m_i/m < q(n) will almost always be accepted. 
To obtain an algorithm with this behaviour, all we need do is generate some 
number t of matchings in C using the chain .MCmd (C(2q(n))) with some small 
fixed tolerance c, and note the proportion s of these which are perfect. We 
accept if s > 3/8. As we have already seen, in the case m_i/m,., < q(n) the 
expected value of s will be > 1/2(1 + €), so taking t = Alnö', for a suitable 
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constant A and any desired 6 > 0, ensures that Pr(s < 3/8) < S. Similarly, if 
m_i /m > 6q(n) the expected value of s is < (1 + E)2q(n)/8q(n) = (1 + e)/4, 
and Pr(s > 3/8) can again be made arbitrarily small as above. 
3.4 Concluding remarks 
As well as presenting several positive results, this chapter has left open a number 
of interesting questions which we now briefly mention. 
The first question which suggests itself concerns the approximability of the 
unrestricted permanent. Though based on different Markov chains, both ap-
proximation algorithms we have employed here give rise naturally to condition 
(3.5), that the ratio of near-perfect to perfect matchings must be polynomially 
bounded. On the other hand, there seems to be no a priori reason why counting 
perfect matchings in graphs which violate this condition should be particularly 
hard. The task of devising an efficient universally valid approximate counter for 
perfect matchings, or alternatively showing that the general problem is hard in 
the manner of Theorem 1.17, seem to be thorny issues which may require other 
techniques for their resolution. 
As mentioned earlier, it would be of interest to know whether other easily 
characterised families of graphs, apart from dense graphs, satisfy (3.5). For ex-
ample, this question is important in the case of certain regular lattice graphs, 
in which physicists are keen to count dimer coverings (monomer-dimer config-
urations with zero monomer density). Much effort has been expended on this 
problem, and an elegant exact solution obtained for planar lattices (or indeed 
arbitrary planar graphs) [35]. The three-dimensional case, however, remains 
open. Some small-scale experimentation suggests that the ratio of near-perfect 
to perfect matchings may well be polynomially bounded for three-dimensional 
rectangular lattices, allowing the problem to be efficiently approximated, but 
we have not been able to confirm this analytically. (Note that the straightfor-
ward augmenting path approach is of no help for such graphs due to their large 
diameter.) Another quantity of interest is the number of monomer-dimer con-
figurations with given monomer density, i.e., the number of matchings of given 
cardinality. Both algorithms we have presented for counting perfect matchings 
can obviously be adapted to compute IMk (C) I for any given k, but we are left 
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with a similar condition on G, namely that the ratio IMk_1(G)IIIMk(G)l be 
polynomially bounded. 
From a practical point of view, it would be interesting to know whether the 
conductance bounds we have derived can be significantly improved. We make 
no claim of optimality here, prefering to concentrate on giving a clear exposition 
of the rapid mixing property. The practical utility of our algorithms, however, 
is likely to depend on rather tighter bounds being available. 
Undoubtedly the biggest outstanding question is whether the techniques of 
this chapter can be applied to other interesting combinatorial structures. In 
many cases, a Markov chain on the structures with the desired stationary distri-
bution suggests itself naturally. We give a few examples as an illustration: 
Example 3.20 For a connected graph C, consider the Markov chain .MC(G) 
whose states are the spanning trees of C, with transitions as follows: given a 
spanning tree T, select an edge e of C uniformly at random. If e belongs to T, 
do nothing; otherwise, add e to T to form a graph with a single cycle, and 
remove a randomly chosen edge of the cycle. Then .MC(G) is symmetric, so 
its stationary distribution is uniform over the spanning trees of G. (As noted in 
Chapter 1, efficient exact methods do exist for counting and generating spanning 
trees. However, the simplicity of this Markov chain, together with the fact that 
it has certain features in common with a number of other natural chains, make 
it an interesting object of study in its own right.) 	El 
Example 3.21 Let n be a positive integer and g = (go,. . . , g_1) a degree 
sequence on [n], i.e., a sequence of natural numbers g. with Egi even. Let 
GRAPHS(g) denote the set of all simple graphs on vertex set [n] in which vertex i 
has degree gj, and consider the Markov chain MC(g) defined as follows. The 
states of .MC(g) are the elements of GRAPHS(g), together with all simple graphs 
on [n] in which one pair i, j of vertices have deficient degrees gj - 1, g3 - 1 and 
each other vertex k has degree gk. To make a transition from state C, select a 
pair i, j of vertices uniformly at random and 
if G E GRAPHS(g) and (i,j) is an edge of C, delete (i,j) from C; 
if C V GRAPHS(g), (i,j) is not an edge of G, and the degree of i in G 
is gi - 1, add (i,j) to G and, if this causes the degree of j to exceed g5, 
remove a randomly chosen edge of C incident with j. 
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Once again, the stationary distribution is uniform over GRAPHS(g). (We shall 
attack the generation problem for the relation GRAPHS by a completely different 
method in the next chapter.) 	0 
Example 3.22 Let n be a positive integer and w a partial order on the set [n]. 
Let LE be the relation which associates with the pair (n, w) the set of all linear 
extensions of w. A Markov chain )4C(n, w) with state space LE (n, w) and uniform 
stationary distribution can be defined as follows: given a linear extension JL of w, 
select a pair i, j of elements of [n] uniformly at random and interchange them 
in p provided the resulting order is still consistent with w. 	0 
Similar (usually non-uniform) Markov chains have been the subject of ex-
tensive experimental investigation in statistical physics: examples include self-
avoiding walks [9] and Ising (spin-glass) configurations [101  on various lattices. 
Typically, non-rigorous ad hoc arguments are given to justify the number of sim-
ulation steps performed in order to approximate the desired distribution on the 
states. Conclusions drawn from such experiments therefore often demand from 
the reader a certain act of faith. 
Since almost all natural chains of this kind are time-reversible, the character-
isation of Chapter 2 can in principle be applied to obtain rigorous bounds on the 
number of simulation steps required to achieve any specified level of accuracy. 
We conjecture that this is possible for other chains, and that the path counting 
technique developed in this chapter is a promising approach for obtaining upper 
bounds. Initial investigations with other structures suggest that it may need 
some refinement, however. 
Finally, let us briefly mention the currently fashionable stochastic optimi-
sation technique known as simulated annealing [37]. Here one weights system 
configurations according to the value of some cost function, and attempts to find 
a configuration of maximum weight by simulating a Markov process as above; 
the parameters of the system are gradually scaled so as to make maximum weight 
states absorbing. While asymptotic convergence can be proved (this question is 
non-trivial because the process is non-homogeneous), virtually nothing is known 
in precise terms about the rate of convergence. Since the question is essentially 
one of rapid mixing for an appropriate sequence of Markov chains, the methods 
described here potentially provide a means of analysis. 
Chapter 4 
Indirect Applications 
In this chapter, we return to the general framework of Chapter 1 and re-examine 
the notions of approximate counting and almost uniform generation in the light 
of our work on Markov chains. Our main result is a dramatic improvement of 
the reduction from generation to counting for self-reducible relations presented 
in Theorem 1.10, which allows much larger errors in the counter to be handled. 
The reduction is achieved by constructing an ergodic Markov chain based on the 
tree of derivations. As always, the crucial feature of the chain from our point of 
view is that it converges rapidly to its stationary distribution. The machinery 
developed in Chapter 2 will enable us to establish this property painlessly. 
This result has two major consequences. Firstly, it gives us a notion of ap-
proximate counting which is robust with respect to polynomial time computation 
in the following sense: for a self-reducible relation R, if randomised approxi-
mate counting within ratio 1 + O(&) is possible in polynomial time for some 
real constant /3, however large, then there exists a f.p. randomised approximate 
counter for R. In other words, a very crude counter can always be effectively 
bootstrapped to achieve arbitrarily good asymptotic behaviour. Secondly, it 
suggests a new practical technique for generating combinatorial structures when 
some asymptotic information about their number is available (to within a con-
stant factor, say). 
As a concrete example of this technique in action, we consider the problem 
of generating labelled graphs with given vertex degrees and a given excluded 
subgraph. Using a result of McKay [40] which provides analytic counting esti-
mates for these graphs, we show that it is possible to generate them in poly- 
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nomial time from a distribution which is very close to uniform provided only 
that the maximum degree grows no faster than O(mh/4), where m is the number 
of edges. In spite of the fact that the problem is apparently not self-reducible 
under this restriction, our technique can still be applied with a little extra work. 
This result represents a considerable improvement on hitherto known methods 
(ij, [55], [62]). It also implies the existence of polynomial time randomised 
algorithms for counting such graphs to within a factor of 1+ m, for any real /3. 
4.1 	A robust notion of approximate counting 
The main aim of this section is to show how to construct a f.p. almost uniform 
generator for a self-reducible relation given only very approximate counting in-
formation for the structures concerned. 
Let us first briefly review the straightforward reduction from generation to 
counting used to establish Theorem 1.10. This involves choosing a random path 
from the root of the tree of derivations to a leaf (solution): at each stage, the 
next edge is selected with probability proportional to the number of solutions in 
the subtree rooted at its lower end. By appending a correction process based on 
the a posteriori probability of the path, we saw that this procedure can be made 
to work even if the counter is randomised and slightly inaccurate, specifically 
if it is within ratio 1 + O(n), where kR > 0 is a constant depending on R. 
However, when only rather cruder counting information is available (to within a 
constant factor, say) the basic "one-pass" technique breaks down owing to the 
accumulation of errors which are too large to be corrected. 
One possible approach to coping with cruder counting estimates is to prevent 
the accumulation of large errors by applying a correction process at frequent 
intervals as we move down the tree. The effect of such a modification is to 
introduce an element of backtracking into the algorithm, since the correction 
process works by throwing away, with some appropriate probability, some final 
segment of the path already chosen. This suggests a more flexible dynamic 
approach which we now describe. The credit for proposing the following Markov 
chain attack on this problem goes to Mark Jerrum. 
Consider again the reduction of Theorem 1.10. If the counter is exact, we may 
view it as assigning to each edge of the tree of derivations an integer weight equal 
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to the number of leaves in the subtree rooted at its lower end; the process can 
then be seen as a transient Markov chain in which the transition probabilities 
from any vertex (state) to its children are proportional to the corresponding 
edge weights. Suppose now that the process is no longer constrained to move 
downwards, but may also backtrack from any vertex to its parent, the transition 
probabilities to all adjacent vertices being proportional to the edge weights: thus 
we get a dynamic process in which upward and downward movements are equally 
likely (except at the root and the leaves). To eliminate periodicity, we also add 
to each state a self-loop probability of 1/2. Viewing this process as a symmetric 
random walk with reflecting barriers on the levels of the tree, it is easy to see that 
it converges rapidly (essentially in time polynomial in the depth of the tree) to a 
stationary distribution which is uniform over levels and also uniform over leaves. 
Hence a short simulation of the chain generates solutions almost uniformly, and 
the probability of failure can be made small by repeated trials. Now suppose that 
we have available only an approximate counter for the structures in question, so 
that the edge weights in the tree are no longer accurate. Then we have grounds 
for optimism that this procedure might still work efficiently: the hope is that, 
since each edge weight influences transitions in both directions, the process will 
actually be self-correcting. 
We now proceed with the details of the above construction. Let R be a 
self-reducible relation over the alphabet E, and suppose that we are given a 
polynomially time-bounded approximate counter C for R within ratio p(n) = 
1 + O(n) for some ,8 E R. Thus the error ratio in C need not even be constant, 
but may increase polynomially with the problem size. Since R is self-reducible, 
C can always be modified so as to give an exact answer (which will be either 
0 or 1) when its input is an atom; also, its output may always be rounded 
up to the nearest integer at the cost of adding at most 1 to p(n). We shall 
assume throughout that C incorporates these modifications. We may also assume 
without loss of generality that p is monotonically increasing. To begin with, we 
shall consider the case where C is deterministic; the additional technical problems 
posed by randomised counters will be dealt with later. 
Let x E E be a problem instance with R(x) 54 0. Our aim is to set up 
an ergodic Markov chain .MC(x) whose states are the vertices of the tree of 
derivations TR(x) and whose stationary distribution is uniform over the leaves 
of the tree. Let V, E be the vertex and edge sets respectively of TR (x), and set 
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M = 	r = p(lxl). Note that both m and r are polynomially bounded in lxi, 
and that the depth of the tree is at most m. For each edge (u, v) E E, define the 
quantity 
C(inst(u)), if v is the parent of U; 
f 
f(u,v) 
=  C(inst(v)), otherwise. 
 
(Recall that inst(.) gives the problem instance associated with any vertex in the 
tree.) Since C is deterministic, f: E —+ N•• is a well-dèfiñediünctiôn on E. The 
crucial property to bear in mind is that for any edge e E E, 1(e) approximates 
within ratio r the number of leaves in the maximal subtree below e. 
Next we define for each vertex v E V a degree 
d(v)= 2 f(u,v). 	 (4.2) 
u:(u,v)EE 
Note that d(v) ~! 1 for all v E V, and that d(v) = 1 if v is a leaf because C is exact 
for atoms. For each ordered pair v, u of vertices, the transition probability Pvu 
from v to u is then defined to be 
f(u,v)/2d(v), if (u,v) E E; 
Pvu 	1/2, 	 ifu — v; 	 (4.3) 
07 otherwise. 
Thus there is a non-zero transition probability between two states if they are 
adjacent in the tree. The self-loop probability 1/2 ensures that the chain is 
aperiodic. It is clearly also irreducible, and hence ergodic, and it is a simple 
matter to verify that the stationary distribution ir' = (1r)VeV is proportional to 
the degrees, i.e, 
d(v) 
7rv =--- VVEV, 
where D = >vEy d(v). Since d(v) = 1 for all leaves v, we immediately see that ir' 
is uniform over them. Identifying leaves with solutions, we can therefore con-
struct an almost uniform generator for R by applying the simulation paradigm 
of Figure 2.1 to the family of Markov chains .MC(x). The generator will be 
fully-polynomial provided we can verify conditions (mcl)—(mc4). 
The first two conditions are easy: a single call to the counter will tell us 
whether R (x) = 0, and we can always start the simulation at the root of TR (x). 
Individual steps can be simulated by calls to the counter, which allow both the 
local structure of the tree and the transition probabilities (4.3) to be inferred, in 
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similar fashion to the algorithm of Figure 1.2. Since the size of problem instance 
labels in the tree never exceeds lxi, all calls will be polynomially bounded. 
Turning our attention to condition (mc3), since non-leaf states correspond to 
failure of the generator we need to check that the stationary process will be found 
at a leaf with reasonably high probability. This is confirmed by the following 
lemma. 
Lemma 4.1 In the stationary distribution of )s'tC(x), the probability of being at 
a leaf is at least 1/2rm. 
Proof Note that the degree sum D over the tree TR(x) may be written 
D = E d(v) = 2f(e). 
vEV 	 eEE 
Now consider the collection of edges at some fixed level of the tree. By (4.1) the 
weight of each such edge approximates within ratio r the number of leaves in the 
maximal subtree rooted at its lower end. Since these subtrees are disjoint, the 
aggregated weight of all edges at this level is at most r#R(x). Repeating this 
for all m levels yields the bound >eEE 1(e) rm#R(x),  and so 
	
D < 2rm#R(x). 	 (4.4) 
Since ir,, = 1/D for each leaf v, the stationary probability of being at a leaf is 
I 	
#R(x)> 
leaves v 	 D 	- 
as required. 	D 
Note that m and r are each polynomially bounded in lxi, so the probability 
of being at a leaf can be boosted to 1/2 by repeating the entire experiment only 
polynomially many times. This verifies (mc3). 
We now address the trickier question of rate of convergence. Specifically, we 
want the family of chains MC(x) to be rapidly mixing, as stipulated in condi-
tion (mc4). Let us see whether the characterisation of Chapter 2 helps here. 
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First note that the chain .MC(x) is time-reversible by virtue of detailed balance.' 
Moreover, by (4.4) the minimum stationary state probability x, satisfies 
mi 
(z) 	1 	1 ir• =—> mm D - 2rm#R(x) 
Since solutions are strings of length m over the fixed alphabet E, we have 
#R(x) < IEItm. This implies a polynomial bound of the form (2.12) on lgir. 
min 
By Corollary 2.8, rapid mixing for the family .MC(x) will therefore follow from 
a suitable lower bound on the conductance of the underlying graphs. 
Lemma 4.2 Let C be the underlying graph of the Markov chain MC(x) defined 
above. Then the conductance of C is bounded below by 
(G) > (4r2m)'. 
Proof Note first that in C each edge (u, v) E E has weight w 	f(u, v)/2D, 
while the loop at v has weight d(v)/2D and all other edges have weight zero. In 
what follows, we will identify subsets of V with the subgraphs of TR(x) which 
they induce. If S C V is a subtree (connected subgraph) of TR(x), we let root (S) 
denote the vertex of S at minimum distance from root(V), the root of TR(x), 
and L(S) the number of leaves in S. 
In order to bound the conductance of C, we claim that it suffices to consider 
flows out of all subtrees S with root(S) / root(V). To see this, let S c V be any 
non-empty subset of states with capacity Cs = >vES 1r < 1/2. We may write S 
as the union To U ... U T of disjoint subtrees no pair of which are connected by 
an edge in TR(x), and we have 
F 	
~ FT' m1n — =m1nT,. 
CS 	>, C 	CT 
If root(V) V S, then root(T1) =A root(V) for each i. If on the other hand 
root(V) E S, we can work instead with 9 since 4 	4. Thus we see that 
(C) = min5, 
'This is also an immediate corollary of the fact that .MC(x) is a tree process, i.e., 
the edges of the underlying graph which correspond to non-zero transition probabilities 
form a tree. 
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where the minimisation is over all subtrees S of TR(x) with root(S) 54 root(V). 
A lower bound on 1's for such subtrees is readily obtained. We may assume 
without loss of generality that S is maximal. Then the flow out of S is just 
Fs = f(cut(S))/2D, where cut(S) is the cut edge connecting S to the rest of 
the tree. But since f (cut (S)) approximates the number of leaves L(S) within 
ratio r, the flow is bounded below by 
F5> L(S) 
- 2rD 	 (4.5) 
On the other hand, applying the argument in the proof of Lemma 4.1 to the 
subtree S we may derive the bound 
d(v) < 2 	1(e) < 2rmL(S), 	 (4.6) 
yES 	 eEE(S) 
where E(S) is the set of edges in S. Since Cs = EVES d(v)/D, putting (4.5) and. 
(4.6) together yields 
F5 	1 
Cs 4r2  m 
which completes the proof of the lemma. 	D 
Remark The underlying reason for the rapid convergence of .MC(x) should be 
clear from the above proof: informally, if the process is initially in some subtree S 
rooted below root (V), t1en it is quite likely to emerge from S, travelling upwards, 
within a small number of steps. This property holds because the exit probability 
from S via this route is proportional to the weight of the corresponding cut edge, 
which cannot be too small because it is tied by the counter to the number of 
leaves in S. 	0 
Lemma 4.2 ensures that the Markov chains iviC(x) are rapidly mixing, verify-
ing condition (mc4). Hence the simulation paradigm yields a f.p. almost uniform 
generator for R. We are now in a position to state the first major result of this 
chapter. 
Theorem 4.3 Let R be a self-reducible relation over E. If there exists a poly-
nomially time-bounded (deterministic) approximate counter for R within ratio 
1 + O(n) for some real constant /3, then there exists a f.p. almost uniform gen- 
erator for R. 	11 
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The following example is a very simple application of Theorem 4.3. We shall 
come to more significant applications later. 
Example 4.4 Consider the relation DNFSAT defined in Chapter 1, which asso-
ciates with a Boolean formula in disjunctive normal form its set of satisfying 
assignments. The following argument provides a crude approximate counter for 
DNFSAT. Let q = D1 V... V D1 be a formula over n variables, where each Di is 
a conjunction of literals, and for 1 < i < I let si be the number of assignments 
to the variables of 0 which satisfy D. Note that the si are trivial to compute: 
if Di contains k distinct literals and no contradictions then si = 2'. But it is 
immediate that 
#DNFSAT(c) 	1Si ~ l#DNFSAT(q5), 
so that E si approximates the number of satisfying assignments of 0 within the 
polynomial ratio 1. By Theorem 4.3, this gives us a f.p. almost uniform generator, 
and by Theorem 1.14 a f.p. randomised approximate counter for DNFSAT. 
As mentioned in Chapter 1, such algorithms have been constructed directly by 
Jerrum, Valiant and Vazirani [33] and Karp and Luby [34] respectively. 	D 
If the approximate counter in Theorem 4.3 is randomised, so that it may 
occasionally produce arbitrarily bad results, a similar reduction still goes through 
but at the cost of some tiresome technicalities. We summarise the proof in this 
case. 
Theorem 4.5 The result of Theorem 4.3 still holds even if the approximate 
counter for R is randomised. 
Proof (sketch) Let x be a problem instance for which R(x) 54 0. As before, 
assume p is monotonic and set m = IR(X), r = p(fx). We begin by considering 
the intermediate case where the counter C is randomised but always produces 
estimates which are within ratio r of their correct values. We again define a 
Markov chain .MC(x) on the tree TR(x), whose transition probabilities are now 
determined as follows. Suppose the process is currently at vertex v, and let U 
be the set of children of v. For each u E U U {v}, make a call C(inst(u)) to 
the counter and denote the result c(u); then make a further independent set of 
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calls C(inst(u)) for the same vertices u and denote their sum d(v). Finally, make 
a transition to an adjacent vertex u with probability 
J c(u)/4rd(v), if u is a child of v; 
l c(v)/4r2d(v), if u is the parent of v, 
and remain at v otherwise. (Note that the factor 1/4r2 ensures that these transi-
tions are always well-defined, and that there is a self-loop probability of at least 
1/2 in each state; we have used 1/4 rather than 1/2 for consistency with the 
second part of the proof.) Clearly, if C is deterministic this reduces (except for a 
uniform factor of 1/2r2) to the original chain. In the randomised case, it is easy 
to see that the transition probability Pvu  from v to u is actually the expectation 
E (f(u,v) " - -_E(f(u,v)) E 4r2d(v)) - 4r2  
where the random variable f(u, v) is defined as in (4.1) and is independent 
of d(v). The stationary distribution ir' therefore satisfies 
tx 1/E(d(v) 1) 	Vv E V, 
and the fact that C is exact for atoms implies that d(v) = 1 with probability 1 for 
leaves v. The chain is clearly still time-reversible, and the rest of the proof goes 
through essentially as in the deterministic case, with d(v) and f(u, v) replaced 
by 1/E (d(v)-') and E(f(u,v)) respectively. 
Now suppose that the counter may in addition produce arbitrarily bad results 
with some small probability 6: by Lemma 1.2 we may assume that S < 2(lzI) 
for all problem instances in the tree, where p is any desired polynomial, while 
C still runs in time polynomial in 1xJ. Since we are no longer able to infer the 
structure of TR(x) with certainty, we must now work in the larger self-reducibility 
tree TR(x) (c.f. Section 1.1). We let V, V denote the vertex sets of TR(x) and 
TR(x) respectively. Note that V \ V consists of a union of disjoint maximal 
subtrees of TR(x). Some modifications to the transition probabilities are also 
necessary. At vertex v E i, we compute values c(u), u E U U {v}, and d(v) 
as before, where now U is the set of children of v in TR(x). If d(v) = 0 then 
we make a transition to the parent of v (if it exists) with probability 1/4, and 
remain at v with probability 3/4. Otherwise, we test whether Eu c(u) > 4r2d(v): 
if so, we remain at v; if not, we make a transition to a neighbouring vertex with 
probabilities as in (4.7). Once again, the leaves of TR(x) are treated as a special 
case. 
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This chain is clearly ergodic on some subset of V containing V, namely those 
states which communicate with the root. Henceforth we redefine IV to include 
only such states. The chain is also still time-reversible because it is a tree 
process. Let us first observe that the new vertices in V \ V have negligible 
effect. All transitions from V to ' \ V occur with at most tiny probability 5, 
so if started in V the process is unlikely to leave V during the course of the 
simulation. Should it enter a subtree in V \ V, however, the random variable 
d(v) at the root vertex v will take the value 0 with probability very close to 1, 
thus causing the chain to leave the subtree rapidly. In fact, it is not hard to see 
that the stationary probability 1r of a vertex v E '\V is at most O(5'), where k 
is the distance of v from V in TR(x). As a result, the total weight of V \ V in 
the stationary distribution is small. Furthermore, the large exit probability from 
subtrees S C V \ V ensures a lower bound on lbs similar to that in the proof of 
Lemma 4.2. 
Examination of the transition probabilities within V reveals that we can view 
this portion of the chain as a chain of the restricted kind described in the first 
part of the proof whose transition probabilities have been perturbed by a factor 
in the range (1 ± 5'), where 5' depends on 5 and can be made exponentially 
small in lxi. It is then easy to see that the stationary probabilities of states in V 
undergo similarly small perturbations in the range (1 + 5'. As a result, a lower 
bound as in the proof of Lemma 4.2 also holds for subtrees S with root(S) E V, 
and so for all subtrees, which again implies that the conductance (G) is suitably 
bounded below. Assuming that the simulation starts at the root, we therefore 
get rapid convergence over the subset V of the state space,' which is sufficient 
since V includes all leaves of TR (x). A test applied to leaf labels ensures that no 
non-solutions are output. 	D 
Remark There is actually a much simpler way to prove Theorem 4.5, though 
the resulting algorithm is rather less natural and the process is no longer strictly 
a Markov chain. Note that the simulation of Theorem 4.3 can still be performed 
2More precisely, we are using the r.p.d. AV (t) over V here, as defined in Chapter 2. 
Note that Theorem 2.5 implies a sufficient condition for rapid mixing with respect to 
this measure also. 
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using a randomised counter if we arrange to remember the outputs of the counter 
on all previous calls so that each edge weight is computed at most once. Provided 
all values returned by the counter are accurate within the given ratio, we are 
effectively in the situation of Theorem 4.3 and our earlier analysis applies. By 
powering the counter, we can ensure that this condition fails to hold with van-
ishingly small probability, so the effect on the overall process will be negligible. 
D 
A direct consequence of Theorem 4.5 is a powerful bootstrapping theorem for 
approximate counters. Recall from Theorem 1.14 that a f.p. almost uniform gen-
erator for a self-reducible relation R can be used to construct a f.p. randomised 
approximate counter for R. Thus, starting from an approximate counter within 
ratio 1 + O(n), and proceeding via the reduction described in this section, we 
arrive at a counter with arbitrarily good asymptotic behaviour. 
Theorem 4.6 Let R be a self-reducible relation over E. If there exists a polyno-
mially time-bounded randomised approximate counter for R within ratio 1+0 (n,6 ) 
for some real constant /3, then there exists a f.p. randomised approximate counter 
for R. 	0 
The chief significance of Theorem 4.6 is that it establishes a notion of approx-
imate counting which is robust with respect to polynomial time computation, at 
least for the large class of self-reducible relations. This is evident from the fol-
lowing: 
Corollary 4.7 Let R C E x E*  be self-reducible. Then there exists a polynomi-
ally time-bounded randomised approximate counter for R within ratio 1+ O(n) 
either for all /3.E R or for no /3 E R. 	0 
We are therefore justified in calling the counting problem for a self-reducible 
relation R tractable if there is a polynomial time randomised procedure which 
with high probability estimates #R(x) to within a factor of the form 1 + O(IxI), 
for some fixed real /3. This provides a particularly convenient means of classifying 
#P-complete counting problems according to a simple criterion of approximabil-
ity. We conjecture that this notion will prove useful in the future classification 
of counting problems. 
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It is natural to ask whether a similar state of affairs holds in the case of 
generation problems. Unfortunately, we know of no analogue of Theorem 4.6 for 
improving almost uniform generators with very large (polynomial) bias. Never-
theless, Theorem 4.5 can be used to obtain a weaker bootstrapping theorem for 
generators. 
Theorem 4.8 Let R c E x E*  be self-reducible and kR be a constant as in 
Section 1.1 such that, for all pairs (x,y) E R, II = O(IxJ). If there exists 
a polynomially time-bounded almost uniform generator for R within tolerance 
O(n_lcR) then there exists a f.p. almost uniform generator for R. 
Proof We know from Theorem 1.16 that a generator satisfying the above hy-
pothesis can be used to construct a polynomially time-bounded randomised ap-
proximate counter for R within ratio O(n) for some constant /3. An application 
of Theorem 4.5 now yields the result. 	n 
On reflection, Theorem 4.8 is quite remarkable: it says that, by observing 
only polynomially many outputs of a black box generator whose bias is a fixed 
function of the input size, we are effectively able to reduce this bias. Indeed, 
the reduction is huge, from O(n_ICR)  to the exponential factor exp(—n) for 
any desired real P. This seems counter-intuitive since such an experiment can 
apparently yield only very local information about the output distribution. The 
non-trivial reduction of Theorem 4.5 seemingly plays a crucial role here. 
We close this section with an updated version of Corollary 1.15 which sum-
marises what we know about approximate counting and almost uniform genera-
tion for self-reducible relations. 
Corollary 4.9 For a self-reducible relation R over E, the following are equiva-
lent: 
There exists a f.p. almost uniform generator for R. 
There exists a f.p. randomised approximate counter for R. 
There exists a polynomially time-bounded randomised approximate counter 
for R within ratio1O(n) for some real constant /3. 
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(iv) There exists a polynomially time-bounded almost uniform generator for R 
within tolerance O(n R), where kR is a constant as above. 	0 
4.2 Self-embeddable relations 
This short section is in the nature of a caveat to the bootstrapping results we have 
just derived. It turns out that similar results hold for a rather trivial reason if 
the relation R in question has a property which we might term self-embeddabiity. 
Informally, R is self-embeddable if there exists a polynomial time computable 
function e which takes a pair x1, x2 of problem instances and "embeds" them 
in an instance (x1 ,x2), whose size is at most linear in lxii and 1x21 and whose 
solution set is in (1-1)-correspondence with the product set R(xi) x R(x2). We 
also demand that, from each solution for (x1,x2), the corresponding pair of 
solutions for x1 and x2 can be recovered easily. The relation MATCH of Exam-
ple 1.1 is clearly self-embeddable: for any pair C1, C2 of graphs we may take 
(G1, C2) to be the disjoint union of C1 and C2. A slightly less trivial example 
is the following: 
Example 4.10 Consider the relation which associates with a directed graph C 
its set of (directed) Hamiltonian paths. Then given a pair C1, C2 of graphs, 
the required embedding function e adds to their disjoint union a new vertex v, 
together with edges from v to all vertices of C1 and from all vertices of C2 to V-
0 
For self-embeddable relations, there is a simple bootstrapping mechanism for 
approximate counters. (This observation is due to Keith Edwards. It is also 
implicit in the work of several other authors, such as Stockmeyer [541.) 
Theorem 4.11 Let R C E x E*  be self-embeddable. If there exists a poly-
nomially time-bounded (randomised) approximate counter for R within ratio 
1 + O(n) for some real constant /3, then there exists a f.p. (randomised) ap-
proximate counter for R. 
Proof Let C be a counter for R as above within ratio 1+p'(n), where p'(n) = cn 
and c,,8 > 0. Given a problem instance x E 	and a positive real c < 1, apply 
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the embedding construction q = lg(2cnP/€)] times to obtain an instance z with 
#R(z) 
= 	()2• 
From the form of q, Izi is bounded by a polynomial in lxi and 
C-1. Now use C to approximate #R(z), and take the 2qth root of the result. The 
approximation ratio for the final estimate is then at most (1 + 	< 1 +,E, 
as required. 	D 
Theorem 4.11 does not undermine the contribution of the previous section, 
for several reasons. Firstly, although many natural relations are self-embeddable, 
there seem to be a number of significant exceptions among self-reducible rela-
tions, including DNF-satisfiability and important restricted versions of familiar 
relations, such as Hamiltonian paths in planar graphs. Moreover, the Markov 
chain reduction technique presented earlier is quite natural and general and can 
sometimes be applied even in the absence of self-reducibility. Evidence for this 
is provided by the relation GRAPHS discussed in the next section, which is ap-
parently neither self-embeddable nor self-reducible under the degree restrictions 
imposed there. 
How does self-embeddability impact upon almost uniform generation? Cur-
rently, the best answer we can give to this question is that, in the presence of both 
self-reducibility and self-embeddability, a very strong bootstrapping mechanism 
for almost uniform generators is available: this is the subject of our next theo-
rem. However, we know of no useful result when the self-reducibility assumption 
is dropped. 
Theorem 4.12 Let R C E x E*  be both self-reducible and self- embeddable. If 
there exists a polynomially time-bounded almost uniform generator for R within 
tolerance O(n) for some real constant 3, then there exists a f.p. almost uniform 
generator for R. 
Proof Suppose the given generator has tolerance at most cn'9 - 1 for c,)3 > 0. 
We show how to construct a f.p. randomised approximate counter for R: the 
result will then follow from Theorem 1.10. 
The construction is essentially that of Theorem 1.14 (see Figure 1.3 and the ac-
companying discussion—we shall adopt the notation used there in what follows). 
This shows how to estimate the number of leaves in the tree of derivations given 
4.3 GRAPHS WITH SPECIFIED DEGREES 	 117 
a means of sampling them with small bias. We need therefore only show how to 
use our very biased generator to produce such a sample. 
Given a problem instance x, the trick is again to exploit the self-embeddability 
of R in creating a new problem instance z with R(z) R(x)t for some suitably 
large t. We may then regard solutions to z as t-samples of solutions to x. The 
key fact is that, for large enough t, almost all such samples are good enough 
for the procedure of Figure 1.3, so that even the very large bias in generating a 
sample has negligible effect. 
To make this precise, let us call a t-sample good for the algorithm of Figure 1.3 
if it yields an estimate of the proportion of leaves in the corresponding subtree 
within ratio 1+E/2m. The correct operation of the algorithm depends on samples 
being good with probability at least 1— 1/8m. Now by Proposition 1.12, setting 
= c/4m and S = (8c2n2 m)', we see that if t > 9d3/ 2S then a uniformly 
selected t-sample will be good with probability at least 1 - 5. However, we are 
only able to select samples almost uniformly within tolerance cnn, so we have 
Pr (sample is not good) < C2 n  2#6 = 1/8m, 
as required. The bound on t means that a sample size which is polynomially 
bounded in lxi and C' will do. Generator failure is handled as before using 
Proposition 1.13. 	0 
4.3 Graphs with specified degrees 
So far in this chapter we have been concerned with the general implications 
of the reduction from generation to counting of Section 4.1. In this section, 
we illustrate its practical value by applying it to a specific problem which is of 
independent interest. The application will also indicate how the requirement of 
self-reducibility may be relaxed in practice. 
Specifically, we shall be concerned with the following question: given a se-
quence g = (go,. . . , g.-I ) of non-negative integers, is it possible to efficiently 
generate labelled graphs with vertex set {O, 1,. . . , n - i} in which vertex i has 
degree gj, 0 < j < n - 11  such that each graph occurs with roughly equal proba-
bility? We also allow a set X of excluded edges to be specified, i.e., the graphs 
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must all be subgraphs of some given graph. Using the ideas of Section 4.1, we 
are able to answer this question affirmatively provided that the maximum degree 
in the problem does not grow too rapidly with the number of vertices n. 
The special case of this problem in which X is empty and the graphs are 
regular, i.e., gi = k for all i and some k, is of particular interest and has been 
considered by several authors. Regular graphs are a natural class to study in their 
own right, and have recently become an important model in the theory of random 
graphs (see [11] for a definitive treatment of this field). A generation procedure 
for the above problem would provide a means of examining "typical" regular 
graphs with a given number of vertices and given degree and investigating their 
properties, about many of which little is known. Furthermore, it has recently 
been shown by Wormald [63] that generation techniques for labelled graphs with 
a given degree sequence can be used in the uniform generation of unlabelled 
regular graphs. 
Wormald [62] gives an efficient algorithm for uniformly generating labelled 
cubic graphs on n vertices. However, this is based on specific recurrence re-
lations for the associated counting problem and does not generalise easily to 
higher degrees. A simpler method proposed in [62], and also by Bollobás and 
Thomason [11], uniformly generates labelled regular graphs of arbitrary de-
gree k, but the probability of failure remains polynomially bounded only if 
k = 0 ((log n)h/2).  When the degree is permitted to increase more rapidly 
with ii, it seems difficult to generate the graphs with anything approaching 
equal probabilities. (In the work of Tinhofer [55], for example, the probabilities 
associated with different graphs may vary widely.) Our method, which appears 
to rely on the full power of the reduction to counting developed in Section 4.1, 
requires only that k = OW/3) and achieves a distribution over the graphs which 
is asymptotically very close to uniform. 
In keeping with our general approach, we begin by defining a relation which 
describes the graphs of interest. A (labelled) degree sequence on vertex set [n] = 
{O,.. . , n. - i} is a sequence g = (go,. . . , g,_i) of non-negative integers such that 
Ej  gi = 2e(g) is even, and a graph on g is a graph with vertex set [n] in which 
vertex i has degree gi , 0 < i < n - 1. (All graphs here are assumed to be simple 
and undirected.) If the vertex set is understood, we shall identify a graph with 
its edge set. As mentioned earlier, we also allow a set of forbidden edges to 
be specified. Accordingly, we define the relation GRAPHS which associates with 
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each problem instance of the form (g, X), where g is a degree sequence on [n] 
and X is a labelled graph with vertex set [n], the solution set 
GRAPHS (g, X) = { C: C is a graph on g having no edge in common with X }. 
We refer to X as an excluded graph for g. Although this relation is self-reducible 
as it stands, we get a more symmetrical structure using the relation R defined 
by 
R(g,X) = {(C,w) : CE GRAPHS(g,X) and w is an edge-ordering of C}. 
Clearly, we can move freely between these relations since any solution set R(g, X) 
contains precisely e(g)! ordered copies of each element of GRAPHS(g, X). 
Next we specify a self-reducibility on R by defining the tree of deriva-
tions TR(g, X), assuming that R(g, X) 0. In this tree, the object (G, w) will 
be derived by successively adding the edges of C in the order determined by W. 
More precisely, the partial solution labels of the tree are in (1-1)-correspondence 
with pairs (H, w) in which H is a graph with vertex set [n] which can be extended 
to at least one graph in GRAPHS (g, X), and w is an edge-ordering of H. The root 
has label (0, 0), while the children of the vertex with label (H, w) have labels of 
the form (H U {(i,j)}, w + (i,j)) for some edge (i,j), where o.' + (i,j) denotes 
the extension of w in which (i, j) is the largest element. The problem instance 
label of a vertex v is determined by its partial solution label (H, w) as follows. 
Let Ti = (1i 0,... ,L) be the degree sequence of H, and define h = g -Ti, where 
the subtraction is pointwise. Also, let Y be the subgraph of X U H obtained by 
deleting all edges (i,j) for which either Ti = gj or hj  = g3. Then the problem 
instance label of v is (h, Y). 
Note that the deletion of redundant constraints from X U H is not necessary 
for the consistency of the tree, but it will prove useful later—in the proof of 
Lemma 4.16—that Y represents only the essential excluded graph. From now 
on, we will in fact assume without loss of generality that all problem instances 
(g, X) have had redundant constraints removed. In particular, this means that 
the problem instance label of the root of the tree is just (g, X). It also justifies our 
use of e(g) as a measure of input size for this problem when stating approximation 
results in the sequel. 
Now that we have a tree of derivations for-R, the reduction of Section 4.1 
will give us a fully-polynomial almost uniform generator for R (and hence for 
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GRAPHS) provided that we can count these structures with sufficient accuracy. 
The counting problem for GRAPHS has received much attention over a number 
of years, where the aim has chiefly been to extend the validity of asymptotic 
estimates to a wider range of degrees (see [40] for a brief survey). The best 
result available to date is due to McKay, and we quote this below. 
Given a degree sequence g on [n] and an excluded graph X for g, let 
X = 	( x0 ,. . . , x_i) be the degree sequence of X, and define y(g, X) = 
max {g, gmaxxm }, where gmax = maxi gj and xmax = maxi x. We shall 
use -y to express bounds on the degrees involved in the problem. Furthermore, 
if g,c > 0, set 
1 —' 	 1 A(g) 
= 	> 4e(g) 	




Theorem 4.13 (Mckay [40]) There exists a positive constant r0 with the prop- 
erty that, for any problem instance (g, X) with 	> 0, and 'y(g, X) <e(g)/10, 
the quantity 
(2e(g))! 
- 	 e(g)! e(g) rig-' 
, exp (—x(g) — )t(g)2 — L(g, X)) 	(4.8) 
g. 
approximates #GRAPHS(g, X) within ratio exp (ro.y(g, X)2/e(g)). 	o 
Remarks (a) Actually, McKay's result is slightly stronger than this: we have 
stated it in a simplified form which is adequate for our purposes. 
(b) The estimate in Theorem 4.13 immediately leads to a simple method, sug-
gested by Bo1lobs and Thomason [ii] and Wormald [62], for generating graphs 
whose degrees grow slowly with the number of edges: make gi copies of vertex i 
for each i, generate a pairing (i.e., a perfect matching in the complete graph 
on these vertices) uniformly at random, and then collapse the copies to a single 
vertex again. The result will be a multigraph on g, and the distribution over 
GRAPHS (g, X) is uniform, but the procedure may fail since not all the graphs 
generated in this way will be simple or avoid X. The exponential factor in (4.8) 
can be interpreted as (an approximation of) the probability that a randomly 
chosen pairing yields an element of GRAPHS (g, X). It is then clear from the 
definitions of A and pt that, provided -y(g, X) = 0 (log e(g)), this probability is 
polynomially bounded below, so that the method is effective in this range. For 
regular graphs, this implies a degree bound of 0 ((log )hul2). 
	0 
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Let us now restate Theorem 4.13 in a more convenient form. 
Corollary 4.14 Let Q, B be real numbers with Q > 0 and B > 100Q4. Then for 
all problem instances (g, X) for which either e(g) 	B or 'y(g, X) < Q2e(g)h12, 
the quantity #R(g, X) can be approximated in polynomial time within a constant 
ratio. 
Proof We have already observed that #R(g,X) = e(g)! #GRAPHS(g,X), so 
we need only estimate the latter. Note that when e(g) > B the bound on -y 
ensures also that -1 (g, X) :!~ e(g)/10, so we may appeal to Theorem 4.13. The 
expression in (4.8) can clearly be evaluated in polynomial time, and yields an 
approximation within the constant ratio exp(roQ4) in all relevant cases, except 
when g 	= 0 or possibly when e(g) < B. The first case is trivial; to handle 
the second, note that for fixed B there are only a constant number of instances, 
up to relabelling of the vertices, for which e(g) < B, so all counting in this 
range may be done exactly by explicit enumeration. (Alternatively, in practice 
any convenient approximation method may be used, subject to the proviso that 
it yields the answer 0 if #GRAPHS(g, X) = 0: this property can be tested in 
polynomial time using matching techniques.) 	0 
Now let us see whether Corollary 4.14 is powerful enough to allow us to 
construct a generation algorithm for GRAPHS via the reduction to counting em-
bodied in Theorem 4.3. Ideally, we might hope to handle instances for which 
'y(g, X) grows as 0 (e(g)1'2). However, this does not follow immediately since 
the relation R is no longer self-reducible when restricted in this way. In other 
words, even if gm. and xma, are suitably bounded, the tree TR(g, X) will in 
general contain vertices whose problem instances (h, Y) are unbalanced in the 
sense that the degrees are rather large compared to the number of edges e(h), 
so that we cannot guarantee reasonable counting estimates over the whole tree. 
We will overcome this problem by naïvely pruning the tree in such a way as to 
leave only problem instances which do fall within the bounds of Corollary 4.14, 
though we will have to do a little work to check that the effects of this are not 
too drastic. 
For any pair Q, B of real numbers with Q > 0 and B > 100Q4, we call a prob-
lem instance (g, X) (Q, B)-balanced if either e(g) < B or -y(g, X) < Q2e(g)112. 
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If (g, X) is (Q, B)-balanced and R(g,X) 0 0, then the pruned tree 
with respect to Q, B is obtained by deleting from TR(g, X) each vertex whose 
problem instance label is not (Q, B)-balanced, together with the entire subtree 
rooted at the vertex. 
Suppose now that we have fixed a pair Q, B as above. Then for any (Q, B)-
balanced instance (g, X) with GRAPHS(g, X) 	0, we may define a time- 
reversible Markov chain )vtC(g, X) on the pruned tree in precisely the same 
manner as in Section 4.1, using the counting estimates of Corollary 4.14. Since 
all remaining problem instance labels are (Q, B)-balanced, the ratio in the ap-
proximation will be bounded by a constant in all cases. Once again, each vertex v 
will have an associated "degree" d(v) as in (4.2), and the stationary distribution. 
will be proportional to the degrees. Moreover, since we have deleted some sub-
trees and otherwise left the transition probabilities unaltered, it should be clear 
that the conductance is still bounded as in Lemma 4.2, which in turn implies 
that the rapid mixing property holds. (This merely reflects the intuitive fact 
that the removal of extremal portions of a Markov chain cannot slow down the 
rate of convergence on the remainder of the state space.) We may therefore state 
the following fact: 
Lemma 4.15 For any fixed Q,B as above, and all (Q, B) -balanced problem in-
stances (g, X) with GRAPHS (g, X) 0, the family of Markov chains .MC(g, X) 
is rapidly mixing. 	D 
Just as before, the stationary distribution can be made uniform over the 
leaves by ensuring exact counting estimates at this level. However, since we 
have lost some leaves by pruning, it is by no means obvious that the induced 
distribution on GRAPHS (g, X) obtained by forgetting the edge orderings is even 
close to uniform, or that the failure probability is still bounded. Both these 
facts will follow from the lemma below, which says that in the pruning process 
we lose at most a small fraction of the leaves corresponding to any graph in 
GRAPHS (g, X), provided that the constants Q, B are suitably chosen. 
Lemma 4.16 Let I be afainily of problem instances (g, X) satisfying the bound 
= 0 (e(g)'R),  and /3 a real constant. Then there exists a pair 
of real numbers Q, B as above (which depend on I and /3) such that, for each 
instance (g, X) E I with GRAPHS(g, X) 	0, and each C E GRAPHS(g, X), 
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the pruned tree T"3 (g, X) contains at least e(g)! (i - e(g)/4) leaves with 
solution label C. 
We postpone the rather technical proof of this lemma until we have examined 
its consequences, which constitute the central results of this section 
Theorem 4.17 For any fixed real /3, there exists a polynomially time-bounded 
almost uniform generator for GRAPHS within tolerance e(g), provided that the 
degrees involved are bounded as max {g11 , Xm} = 0 (e(g)11'4). 
Proof We assume without loss of generality that /3 ~! 0 and that e(g) > 0. 
Let Q, B be real numbers satisfying the conditions of Lemma 4.16 for the given 
value of P. Assuming that GRAPHS(g, X) 	0, simulate the Markov chain 
.MC(g, X) as defined above. By Lemma 4.15, a polynomially bounded simulation 
is sufficient to ensure a r.p.d. of at most e(g)/6. But by Lemma 4.16, the 
stationary distribution of the chain induces a distribution over GRAPHS(g, X) 
which is almost uniform within tolerance e(g)/2, since e(g) > 0 and /3 ~: 0. 
The overall tolerance is then at most e(g), as required. Finally, again by 
Lemma 4.16, the stationary probability of being at a leaf is bounded below as in 
Lemma 4.1 except for an additional factor due to pruning of (i 
- e(g)/4) > 
3/4. 	D 
Corollary 4.18 For any fixed real /3, there exists a polynomially time-bounded 
almost uniform generator for labelled k-regular graphs on ii vertices within tol- 
erance nTh, provided that the degree is bounded as k = 0(1/3). 	o 
We could of course allow the tolerance in the above algorithm to be specified 
as part of the input. However, there is no reason to suppose that the resulting 
generator would be fully-polynomial since we can say nothing useful about the 
behaviour of the counter in Corollary 4.14 for "small" instances as Q and B vary. 
Thus the polynomial bias claimed here is apparently the best we can achieve 
in polynomial time. Note that the source of the bias is essentially just the 
pruning operation on the tree: the effect of the truncation of the Markov chain 
is exponentially small as in Theorem 4.3, and thus negligible by comparison. 
It remains now for us to prove Lemma 4.16. For this we require a preliminary 
technical result. 
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Proposition 4.19 Let Z be a random variable denoting the number of green 
objects in a random sample (without replacement) of size s > 0 from a population 
of size m > 2s made up of g green and b = m—g blue objects, and let jZ = E(Z) = 





Proof Note that Z is distributed hypergeometrically with mean E(Z) = tt as 
claimed. Now set r = a. If r <sg/(m—s) then the right-hand side of the above 
inequality is greater than 1 and there is nothing to prove. Assume therefore that 
r > sg/(m — s). For each i, 1 < i < .s, the probability that the ith choice yields 
a green object, conditional on the preceding choices, certainly cannot exceed 
g/(m — s), since there are always at least m — s elements remaining in the pool. 
Thus for any r' E N with r' > r we have 
Pr(Z = r') <qrs 
= r) 	
g 
m - s) 
But we have also 
s" (CS 
.(s _ r')! 
<
— r'! - 
by Stirling's approximation, so that 
esg 
q' 
(rl(m — s)) 
Now the function 1(x) = (c/x)z, (c e Ftp), is monotonically decreasing for 




I 	esg )2e 	
Vr' > r, - 
r(m - s)  
and consequently 
8 







as required. 	0 
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Proof of Lemma 4.16 By virtue of the asymptotic bounds on umax and "Max , 
we may choose Q > 0 such that max{gm , Xmax} :5 (Q/4)e(g)114 for all instances 
in the family. This implies a lower bound on B of 100Q4: further constraints 
on B will be introduced below. Note that all instances in the family are certainly 
(Q, B)-balanced. 
For problem instances with e(g) :!~, B, there is nothing to prove as no pruning 
takes place in the tree TR(g,X). So let (g, X) be an instance in the family with 
m = e(g) > B, and C be any graph in GRAPHS (g, X), assumed non-empty. In 
order to estimate the proportion of all m! derivations of C present in the pruned 
tree T Q ,13) (g, X), we estimate the probability that a randomly chosen derivation 






i H = 0 and, for t > 1, 	s a subgraph of C having precisely t edges which 
(t—i)— is obtained from H 	by adding a single edge, all unused edges of C being 
equiprobable. If we identify 
(t) 
with a problem instance label (0),Y(0) in 
the tree of derivations as before, then a random derivation (t)) is still present 
after pruning if (h(t),Y(t)) is (Q, B)-balanced for 0 < t < m. (Recall that 
= (g, X) is always (Q, B)-balanced by choice of Q.) The proportion 
of all m! derivations of C which are present after pruning is therefore just 
Pr ( 	((h(t),Yt) is (QB)-balanced))  
We proceed to obtain a lower bound on (4.9) by showing that, for each t sep-
arately, (h(t), y(t)) is almost surely (Q, B)-balanced, provided we make B large 
enough. Note that this is just the event that the problem instance correspond-
ing to a randomly chosen t -edge subgraph of C is (Q, B)-balanced. The proof 
divides into four stages, corresponding to various ranges of values of t. 
110< t <rn/2, then Pr ((h(t),Y(t)) is (Q, B) -balanced) = 1. 
For any t in this range, we must have hgma.max — and y 	Xm + gmax, SO 
that y(h(t),Y(t)) 	2(g,X). Furthermore, e(h(t)) ~: e(g)/2. From our initial 
choice of Q, we conclude that (h(t), y(t)) is (Q, B)-balanced for all such t. 
If irn/2 < t < m - m5/8, then Pr ((0), Y(0) is (Q, B) -balanced) > 
1 - m'/4. 
Recall that 	can be viewed as a randomly chosen t -edge subgraph of C, or 
equivalently, its complement H(t) in C as a randomly chosen s -edge subgraph 
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of C, where s = m - t. Now we have 
1(h(t), Y(0) = max{h y(t) h(t) 2) 	h(gmax + Xmax) ~ hQe(g)"4 . max max max J max 
Hence (h(t),Y(t)) will certainly be (Q,B)-balanced if h) < Qe(h(t))12/e(g)h/4
max 
 
i.e., if the maximum vertex degree h)ax of the rando  s-edge subgraph H(t) 
does not exceed Qsh/2/mh/4. We can estimate the probability of this event using 
Proposition 4.19 as follows: let j E [n] be any vertex with gj > 0. Then if we 
colour green all gj edges of C adjacent to 5, and all other edges of C blue, the 
random variable h,( t) is distributed as the number of green edges in a random 
sample (without replacement) of s edges of C. We are therefore in the situation 
of Proposition 4.19, with Z = ,4t), g = gj, and tail value a = QSV2 /mh/4, 
where .t = .sg5/m is the mean of hit). The factor a is quite large, viz., 
= QM 3/4 	f2-Qm 1/4 
> 4V', a S1/2 9j 
umax 
where we have used the facts that s < m/2 and umax < (Q/4)m'/. The tail 
value itself satisfies 
QS 1/2 
= 	~ Q m'116 , 
since also s m5/8. Proposition 4.19 therefore yields 
~ s (
2e)c"' 







where c = (2//e) > 1. Thus the probability that any vertex degree h(t) 
exceeds the bound is at most m2c_hh16, which is less than m'/4 for all 
m > B, provided B is chosen large enough. 
(iii) If m - m5/8< t < m - B, then Pr ((h(t),Y(t)) is (Q,B)_balanced) > 
1 - m''/4. 
As in (ii) above, let s = rn - t and view H(t) as a randomly chosen s -edge sub-
graph of C. In view of (i), we may assume that .s < m/2. By definition of 
(h(t), Y(0) will be (Q, B)-balanced if h)ax and y 	are each bounded above by max 
Qe(h(t))1' 4. In the case of h)ax we proceed via Proposition 4.19 precisely as in 
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since now 8 < m5/8. Further, aiZ = Q8114 > QB1/4, so we get the tail estimate 
Pr (h 0 > ) <I_
e 	QB'/4 
- 2 m9/32) 
Thus the probability that any vertex degree h exceeds Qs1/4 is at most 
m2(cm)', where c > 0 is fixed and /3' can be made arbitrarily large by suitable 
choice of B. By setting B appropriately, we can clearly make this less than 
m'/8 for all m> B. 
A similar argument can be used to handle 	for a vertex j E [n] with g, > 0, ax 
let F(j) be the set of vertices adjacent to j in C. At this point we make use of 
the fact (refer to the definition of problem instance labels in the tree) that y(t) 
includes only essential excluded edges, i.e., edges (1, k) for which both ht) > 
and hj > 0. From this it is clear that 
Yj 
t) _< I li E T(j) h(t) > o} . 	 (4.10) 
Now colour green all edges of C with an endpoint in I'(j), and the remainder 
blue, and again view H(t) as a random sample of size s from the edge set of G. 
Each time a green edge is selected, it contributes at most two to the right-hand 
side of (4.10). Thus t) 2Z, where the random variable Z is the number of 
green edges in the sample, so the required tail probability may be estimated from 
Proposition 4.19 with g =E g :!~, gax, and at = Qs'/4/2. The bounds on s 
iEr(j) 
in this range imply 
QM 8 a> 	>—m132 
- 2s3/4 a2 
- Q max 
and au ~! QB1/4/2, so that 
Pr ((t) > 2au) <Pr(Z> ap) <(_
eQ QB"/2 
- \4mh/32) 
Exactly as above, this ensures that the probability that any vertex degreey 
exceeds Qs114 is at most m 1/8 for all m > B, provided we make B large 
enough. Combining the bounds for h)ax and ax y, we arrive at (iii). 
(iv) If t > m - B, then Pr ((h(t),Y(t)) is (Q,B)-balanced) = 1. 
This is true by definition, since e(h(t)) = m - t < B. 
In view of (i)—(iv), the probability of the conjunction in (4.9) is now easily seen 
to be bounded below by 1 - m/4, as claimed in the lemma. 	0 
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We conclude our discussion of graphs with specified degrees with some re-
marks on the counting problem. Recall again the procedure of Figure 1.3, which 
provides a way of estimating the number of leaves in a rooted tree given an 
almost uniform generator for leaves in the subtree rooted at any vertex. Con-
sider the situation of Theorem 4.17: can we apply this technique to estimate the 
number of leaves in the pruned trees T''(g, X)? 
Note first that an almost uniform generator for the leaves in any maximal 
subtree S is available since we may simulate just this portion of the Markov 
chain .MC(g,X), transitions out of S being censored. Moreover, the reduced 
chains clearly inherit the rapid mixing property, so the generator will be efficient 
provided only that the subtree has sufficiently many leaves. It is not hard to see 
that, by modifying slightly the method of selecting a subtree for the recursion, 
we can ensure that this condition always holds with high probability. Thus we 
get a f.p. randomised approximate counter for the leaves of such subtrees. 
We may use this to approximate the number of leaves in T(RQ B) (g, X) within 
ratio 1 + m/3 in polynomial time. But by Lemma 4.16 this number itself 
approximates m! #GRAPHS(g, X) within ratio 1+ m/2, so we are in fact able 
to approximate #GRAPHS(g, X) within ratio 1 + 	in polynomial time. We 
summarise this discussion in our final theorem. 
Theorem 4.20 For any fixed real /3, there exists a polynomially time-bounded 
randomised approximate counter for GRAPHS within ratio 1 + e(g), provided 
that the degrees are bounded as max {gmax, Xm } = 0 (e(g)"). 	o 
Theorem 4.20 implies the existence of polynomial time algorithmic methods 
for computing the number of labelled graphs with specified degrees (assuming 
that these are not too large) with a relative error which is smaller than any 
desired power of the number of edges. The asymptotic behaviour of such a 
counter thus compares very favourably with available analytic estimates, such 
as Theorem 4.13. While this is a remarkable theoretical result, we suspect that 
the various powers and constants accumulated in the reductions will render the 
method impractical if a high degree of accuracy is required. 
Finally, we should observe that the counting problem for GRAPHS is appar-
ently hard to solve exactly even under the degree restrictions imposed in this 
section, so that the approximation approach pursued here is justified. 
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Theorem 4.21. The problem of evaluating #GRAPHS for instances (g, X) whose 
degrees are bounded as max {gm,,., Xm} = 0 (e(g)1'4) is #P-complete. 
Proof Note first that there is a simple reduction to the unrestricted version of 
this problem from the problem of counting perfect matchings in a graph G, under 
which the excluded graph X is the complement of C and the degree sequence is 
(1, 1,... , 1). The #P-completeness of the restricted version follows from the fact 
that the former problem remains #P-complete even for very dense graphs C, i.e., 
specifically when C has minimum vertex degree n - 0(n'/'). This can be shown 
via the same reduction which is used to establish Theorem 3.9. 	0 
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