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Abstract. It was first shown by Jacobs, in 2003, that the process of qubit state
purification by continuous measurement of one observable can be enhanced, on average,
by unitary feedback control. Here, we quantify this by the reduction in any one of the
family of Re´nyi entropies Sα, with 0 < α <∞, at some terminal time, revealing the rich
structure of stochastic quantum control even for this simple problem. We generalize
Jacobs’ original argument, which was for (the unique) impurity measure with a linear
evolution map under his protocol, by replacing linearity with convexity, thereby making
it applicable to Re´nyi entropies Sα for α in a finite interval about 1. Even with this
generalization, Jacobs’ argument fails to identify the surprising fact, which we prove
by Bellman’s principle of dynamic programming, that his protocol is globally optimal
for all Re´nyi entropies whose decrease is locally maximized by that protocol. Also
surprisingly, even though there is a range of Re´nyi entropies whose decrease is always
locally maximized by the null-control protocol, that null-control protocol cannot be
shown to be globally optimal in any instance. These results highlight the non-intuitive
relation between local and global optimality in stochastic quantum control.a
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1. Introduction
The precise manipulation of quantum systems is a necessary requirement in the
development of quantum devices. These devices typically, require complex dynamics
to be performed in a coherent fashion on the systems to accomplish a desired task.
One possible technique to exert the required controls is continuous measurement and
feedback control [1, 2, 3, 4, 5]. This technique has been successfully demonstrated in a
variety of systems, ranging from the atomic to the mesoscopic see e.g. [6, 7, 8].
In continuous feedback control, a system is measured weakly and controls, typically
unitary, are applied conditioned on the measurement outcome. With a few notable
exceptions, the dynamics of systems subject to continuous weak measurement are
stochastic and non-linear, so closed-form solutions do not generally exist. This makes it
difficult to find truly optimal control protocols. Notable exceptions are quantum LQG
(Linear Quadratic Gaussian) problems, for which many examples have been considered
[9, 10, 11] and a general formalism exists [12, 5].
Outside of LQG problems, few stochastic quantum optimal feedback control
problems have been solved. The first problem of this kind to be solved was Jacobs’ rapid
purification problem [13], as follows. Given a qubit (Hilbert space dimension D = 2) in
the maximally mixed state ρ = I/2, and the ability to perform a continuous diffusive-
type measurement of a Pauli operator Z, together with arbitrary controlled unitaries,
what is the control strategy that maximizes the expected value of the purity P = Tr[ρ2]
at some final time? Jacobs’ problem, and its solution, has inspired much work, some
of which we briefly summarize here. Wiseman and Ralph (WR) [14] introduced, and
solved, the related problem of finding a control to minimize the mean time of first passage
(hitting time) to attain a certain purity [14]. Wiseman and Bouten [15] rigorously
proved using Bellman’s principle that the Jacobs and WR protocols were optimal for
their respective cost functions, and also (in Jacobs’ fixed-time case) for a cost function
using a different measure of purity. Belavkin, Negretti, and Mølmer confirmed the
results of Wiseman and Bouten using other methods [16]. Shabani and Jacobs [17, 18]
used viscosity solutions to find, and prove, the optimality of a purification protocol for
a qutrit (D = 3). Many bounds have been obtained for higher dimensional systems
[19, 20, 21], and for systems restricted to open-loop control [22]. Recently, Li et al.
[23] were able to derive some nice results on the optimality qubit of purification in the
presence of imperfections such as measurement inefficiencies, which rigorously captures
some of the implications of Reference [24].
Despite this considerable body of work, there has been a lack of proofs of global
optimality in the style of Jacobs [13], which are more intuitive compared to rigorous
verification theorems as in Wiseman and Bouten’s work [15]. Also, other measures of
purity have not been studied in detail and there are reasons to think that Jacobs’
strategy is not optimal for some measures, such as the log-impurity [14] and log-
minimum-infidelity [19]. In this work we study the problem of minimizing a whole
family of purity measures — the Re´nyi entropies — for a qubit subject to continuous
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weak measurement in a quantum feedback scenario. As we will show, the study of this
family of control objectives reveals various regimes of optimal protocols and highlights
some non-intuitive features of stochastic optimal control. Further, our study reveals
new limits to the physical process of extracting entropy from a quantum system using
measurement.
This paper is organized as follows. In Section 2, we elaborate on the measurement
model and the control strategies. In Section 3, we first restate Jacobs’ proof of
optimality, and generalize it to include a larger class of cost functions. We next show in
Section 4, the criterion for a protocol to be globally optimal at reducing a particular cost
function, and show that, for a class of problems including Jacobs’ problem as a special
case, global optimality for deterministic protocols is true if and only if the protocol is
locally optimal everywhere. In Section 5, we proceed to show that the condition of local
optimality, contrary to intuition, does not allow a proof of global optimality in the case
of the Wiseman-Ralph protocol. (This is, essentially, the null-control protocol, and is
non-deterministic.) We conclude in Sec. 6 with a summary and discussion of future
research.
2. Measurement model and control strategies
The physical model that we consider is identical to those considered previously in
[13, 14, 15], which is the continuous measurement of a qubit in the z basis, with the
ability to control the Hamiltonian evolution of the qubit. Without loss of generality,
we assume that the initial state of the qubit satisfies Tr[ρ0σy] = 0. Then, to control
the evolution of the qubit, we need only implement Hamiltonian controls in the y
basis. The equation of motion for the qubit state matrix, conditioned on the result
of a measurement, is then
dρ = −iΩt2 [σy, ρ]dt+ (σzρσz − ρ)dt+ (σzρ+ ρσz − 2Tr[ρσz]ρ)dW, (1)
where Ωt is the control input, and dW is the stochastic Wiener increment satisfying
dW 2 = dt. The Wiener increment is related to the measurement result dR via
dW = dR − 2Tr[ρσz]. The above equation can be equivalently represented in terms
of its Bloch components (x, y, z) = (Tr[ρσx],Tr[ρσy],Tr[ρσz]),
dx = (−2x+ Ωtz)dt− 2xzdW (2)
dz = −Ωtxdt+ 2(1− z2)dW (3)
and y = 0. Thus the length-squared of the Bloch vector is r2 = x2 + z2, from which the
purity P is defined as Tr[ρ2] = 1+r22 . It turns out that a more convenient parametrization
of this problem is given by the impurity, L = 1 − P = 1−r22 , and the angle which the
Bloch vector makes with the z−axis, θ, such that x = r sin θ and z = r cos θ. This
change of variables gives the following stochastic differential equations (SDEs)
dL = −4L
{
[1− (1− 2L)u2]dt+√1− 2LudW
}
, (4)
dθ = (Ωt + f(θ, L))dt+ g(θ, L)dW, (5)
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where u = cos θ and f and g are functions whose form we will not need. As in earlier work
[13, 14, 15], we make the simplifying assumption that through Ωt we are able to control
θ, and hence u, directly, which is why the form of f and g is unimportant. Physically,
this is a realistic assumption for some solid state systems where the measurement time
scale is much slower than the control time scale.
2.1. Control goal
Now that we have a characterization of the system dynamics in terms of the change
in impurity (dL) and the control (ut) we now characterize our control goal. In the
remainder of the article, we will be considering the problem of minimizing the Re´nyi
entropies of order α
Sα(ρ) = 11− α ln Tr(ρ
α), (6)
given some initial impurity L(t0) = L0, and a terminal time T = t − t0. The Re´nyi
entropies are defined for α ≥ 0 with range 0 ≤ Sα(ρ) ≤ log rank(ρ), and is zero
only for pure states. The consideration of Re´nyi entropies can be physically motivated
by noticing that the Re´nyi entropy of order q, Sq is the q−1 derivative of the Gibbs
Free energy of the system [25]. The von Neumann entropy is a special case of the
Re´nyi entropy when the order approaches 1, which is well-known to be negative the
derivative of the Free energy with respect to temperature. When α = 2 the Re´nyi
entropy, often called the “Collision entropy”, is minus the logarithm of the purity:
− ln(P ) = − ln(1− L).
We assume no constraints or costs on the Hamiltonian control; effectively, we allow
instantaneous control unitaries. This means we need consider only the single SDE
dL = −4L
{
[1− (1− 2L)u2t ]dt+
√
1− 2Lut dW
}
, (7)
where ut may be set arbitrarily in the range [−1, 1] without cost.
It is worth noting that similar stochastic control problems for a qubit have been
studied before [13, 14, 15, 17, 18, 16, 23]. Two kinds of problems are typically studied.
The first, as stated above, aims to find a control law to minimize the value of the cost
function at a fixed terminal time averaged over all realizations. We will call this control
goal I. The second is concerned with finding a control law to minimize the mean time
taken to attain a fixed value of the cost function, a time which is sometimes called the
mean time of first passage or the expected hitting time. We will call this control goal
II. For the most part the impurity L = 1− P has been used as the cost function. (The
two exceptions are References [15, 23] where the negative of the length of the Bloch
vector −√1− 2L was also used.) Summarizing the main results of this literature: (1)
for control goal I Jacobs’ control strategy [13] of u = 0 (keeping the state unbiased with
respect to the measurement basis) has been proven to be optimal using local optimality
arguments and linearity [13] and later dynamic programming [15], (2) for control goal
II the Wiseman-Ralph strategy u = 1 (keeping the state diagonal in the measurement
basis) has been shown to be optimal by dynamic programming [15].
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3. Extending Jacobs’ argument: local optimality plus convexity
In this section, we first restate Jacobs’ intuitive proof of optimality given in
Reference [13]. We then extend it (by replacing linearity with convexity) so that it
can be applied to minimizing a subfamily of the family of Re´nyi entropies with nonzero
measure. When a control strategy minimizes its cost function at all times we refer to
it as locally optimal. Local optimality was first heuristically defined in this context, in
Reference [26, Paragraph 3] for any cost function.
In Reference [13], Jacobs proves that his protocol is optimal by first showing that
it is locally optimal at reducing the impurity everywhere. Then, using linearity of the
relevant evolution equation, Jacobs shows that this implies global optimality of the
protocol. Before we restate his proof, we first define more rigorously what it means for
a protocol to be locally optimal. Although the evolution is continuous, we will follow
Jacobs in considering the discrete time problem. We assume that the continuous time
problem is divided up into N steps with N  1, and define the time step δ = T/N .
Definition 1 (General cost function). Let F : [0, 12 ] → F be a general cost function
defined on the interval F ⊂ R such that for any L,L ′ ∈ [0, 12 ],
L < L ′ =⇒ F (L) < F (L ′), (8)
which is to say that the cost function is a strictly monotonic increasing function.
Definition 2 (Local optimality). Let Lu(t) ∈ [0, 12 ] be the impurity at time t under the
protocol u(t). A protocol u∗(t) is locally optimal at reducing the function F [Lu(t)], if
∀u(t) ∈ [−1, 1], the condition
E(F [Lu∗(t+ δ)]|L(t)) ≤ E(F [Lu(t+ δ)]|L(t)), (9)
is satisfied, where E[.] denotes an expectation.
Remark 1. The function F [.] can, of course, be the identity function. For this case,
we have F [L] = L, and it was previously shown in Reference [13] that Jacobs’ protocol,
u(t) ≡ 0, is locally optimal. That is, it is optimal for reducing the impurity L in any
time step.
Next, we define a function which increments the impurity under some protocol u
by one time step.
Definition 3 (General increment). Let Cu be the increment under the protocol u, such
that it takes as argument a general cost function F (L) and increments the value of L
under the protocol u, i.e.
Cu(F (L)) = F (L+ ∆uL), (10)
where ∆uL = L(t+ δ)|L(t)=L − L.
Remark 2. As is evident from Equation (7), for u = 0, L evolves deterministically,
with ∆u=0L = −L where  = 4δ is a constant. That is,
C˜ ≡ Cu=0 (11)
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is a function in the usual sense, mapping F → F .
Lemma 1 (Monotonicity of C˜). The increment function for u = 0 is monotonic
increasing, such that
F (L) < F (L ′) =⇒ C˜[F (L)] < C˜[F (L ′)]. (12)
Proof. Since the cost function F defined in 1 is strictly monotonic, this also implies that
if
F (L) < F (L ′), (13)
we also have
L < L ′. (14)
Next, for the protocol u = 0, the solution to Equation (7) is easily shown to be
L = L0e−4t, which is strictly monotonic. Thus,
L < L ′ =⇒ L+ ∆u=0L < L ′ + ∆u=0L ′. (15)
Using again the monotonicity of F and the definition of C˜, we arrive at the desired
result.
Using the fact that C˜ is locally optimal, by definition 2, for F the identity function,
Jacobs proves the following:
Theorem 1 (Jacobs [13]). For the problem of minimizing the impurity L in some finite
time interval T , the globally optimal protocol is the repeated application of the protocol
u = 0 at each time step.
Proof [13]: The proof of this Theorem is heuristic in that it assumes the continuous-in-
time stochastic control problem is well approximated by the discrete-in-time version for
δ sufficiently small.
Since the equation for dLu is, in general, stochastic, we will denote the possible
values of Lu(t + δ), given L(t) = L, by {Liu}, where value i occurs with probability pi.
Although the SDE (7) implies that the evolution is continuous, we again follow Jacobs
in representing it by a discrete variable. Then, starting from the definition of local
optimality, ∀u ∈ [−1, 1],
C˜(L) = E[C˜(L)] ≤ E[Cu(L)] =
∑
i
pi L
i
u, (16)
where we have used the fact that C˜ is deterministic. Consider the left- and right-
most expressions C˜(L) and ∑i pi Liu. As remarked above, C˜(L) is a function that maps
[0, 12 ]→ [0, 12 ]. Since both C˜(L) and
∑
i pi L
i
u ∈ [0, 12 ], by the monotonicity of C˜, ∃ some
L ′ > L such that ∑i pi Liu = C˜(L ′). Using monotonicity of C˜ once more, we arrive at
C˜2(L) ≤ C˜(∑
i
pi L
i
u). (17)
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Jacobs then uses the linearity of the function C˜ to write the RHS as
C˜
(∑
i
pi L
i
u
)
=
∑
i
piC˜(Liu). (18)
Then, using local optimality, we have for all u′ ∈ [−1, 1],
C˜
(∑
i
pi L
i
u
)
≤∑
i
piE[Cu′(Liu)], (19)
=
∑
i,j
pipj L
i,j
u′,u. (20)
This procedure can clearly be repeated to cover the entire running time of the protocol
to prove that C˜N(L) is a lower bound on the expected impurity for any N -step control
protocol. Thus, it must be the case that u(t) ≡ 0 is a globally optimal protocol in
reducing the impurity.
3.1. Extension to convex functions
We notice that Jacobs’ proof allows a generalization to convex increment functions,
which was not required in Reference [13] as the function considered was linear.
Theorem 2. The protocol u = 0 is the globally optimal control protocol for the
minimization of a cost function F (L), if the increment function C˜[F ] satisfies local
optimality
E[C˜(F )] ≤ E[Cu(F )], (21)
and is a convex function of F .
Proof. The proof of this Theorem is a straightforward generalization to that of Theorem
1, and is likewise heuristic (in approximating continuous time by discrete time).
Using the condition that C˜ satisfies local optimality for the cost function F , and
the fact that the protocol u = 0 is deterministic, we have
C˜[F ] ≤ E[Cu(F )] =
∑
i
pi F
i
u, (22)
where once again we let F be a discrete variable, and we denote the possible values of
Fu(t+ δ) given F (t) = F , by {F iu}, where value i occurs with probability pi. As before,
we wish to apply C˜ to both the right-most and left expressions. Since F is an interval,∑
i pi F
i
u ∈ F . Further, since F is strictly monotonic, it is also one-to-one, and ∃ some
L¯ ∈ [0, 12 ] such that F (L¯) =
∑
i pi F
i
u. We can then use Lemma 1 and arrive at
C˜2[F ] ≤ C˜
(∑
i
pi F
i
u
)
. (23)
Since C˜ is convex, by Jensen’s inequality [27], we have
C˜
(∑
i
pi F
i
u
)
≤∑
i
pi C˜(F iu), (24)
≤∑
i
piE[Cu(F iu)], (25)
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=
∑
i,j
pipj F
i,j
u,u. (26)
This can then be repeated to cover the running time of the protocol. Thus, C˜N [F ] is
the lower bound on the expected F (L) for any N -step protocol.
We next show that if the cost function F and increment function C˜ satisfy certain
elementary properties, Theorem 2 provides easily testable conditions on the optimality
of the protocol u = 0.
Lemma 2. The conditions of Theorem 2 are satisfied if
(i) F (L) is invertible
(ii) F (L) satisfies
D[F (L)] ≥ 0, (27)
where, with a prime denoting differentiation with respect to L, the differential
operator D[•] is defined as
D[f(L)] ≡ 4L(1− 2L)
(
f ′(L) + 2Lf ′′(L)
)
, (28)
(iii) F (L) satisfies
L
F ′′(L)
F ′(L) F
′′(L)− LF ′′′(L)− F ′′(L) ≥ 0, (29)
(iv) C˜[F ] is twice differentiable (C2) in F .
Proof. The proof of Lemma 2 can be broken down into first showing that Equation (27)
implies local optimality of C˜, and then showing that Equation (29) implies convexity of
C˜. Local optimality of a protocol u∗ according to Definition 2 implies that the expected
increment of the protocol u∗ for every time step is minimum. Since the time step δ can
be made arbitrarily small, this intuitively implies that
E[dF (L)|u∗, L] ≤ E[dF (L)|u, L]. (30)
For a function F (L) which is C2 in L, it can be shown using Equation (7) and Itoˆ calculus
that
E[dF ] = E
[
− 4LdF
dL
dt+ u2D[F ]dt
]
, (31)
where D is as defined in Equation (28). Since the inequality in Equation (30) becomes
an equality for the locally optimal protocol, we need to solve the following minimization
problem,
min
u
E[dF ] = −4LdF
dL
+ min
u
{u2D[F ]}, (32)
= −4LdF
dL
+ min {0,D[F ]}, (33)
which evidently reduces to finding the sign of the function D[F ], since u ∈ [−1, 1].
Then, D[F ] ≥ 0 implies that Jacobs’ protocol, u = 0, is the locally optimal protocol.
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(Conversely, D[F ] ≤ 0 would imply that the Wiseman-Ralph (WR) protocol [14], u = 1,
would be the locally optimal protocol.) Thus, Equation (27) implies local optimality of
the protocol u = 0.
Since we assume that the function C˜ is C2 in F , convexity of C˜ also implies a
positive second derivative, i.e.
d2C˜[F ]
dF 2
≥ 0. (34)
Now, the increment function C˜ can be written explicitly as
C˜(F (L)) = F (L+ ∆u=0L), (35)
= F (qL), (36)
where q = 1−  is a constant and in the second line we have used the fact that Jacobs’
protocol is linear, i.e. C˜ = qL. Letting f = F (L), Equation (36) can be written as
C˜(f) = F (qF−1(f)). (37)
With this, the second derivative becomes
d2C˜(f)
df 2
= q(F ′(L))2
{
qF ′′(qL)− F ′(qL)F
′′(L)
F ′(L)
}
, (38)
where we have used the abbreviations L = F−1(f). Now recall that  = 4δ is small, so
we can expand Equation (38) to first order in , which gives
d2C˜(f)
df 2
≈ (F ′(L))2
{
L
F ′′(L)
F ′(L) F
′′(L)− LF ′′′(L)− F ′′(L)
}
. (39)
Since the terms outside the curly braces are positive, we need only check for the positivity
of the expression within the curly braces. The expression within the curly braces is
precisely Equation (29). Thus, Equation (29) implies convexity of C˜.
Since, Equation (27) and Equation (29) imply local optimality and convexity of
C˜ repectively, and Theorem 2 states that local optimality and convexity of C˜ implies
global optimality, Equations (27) and (29) implies global optimality.
3.2. Application to Re´nyi entropies
For our problem, the Re´nyi entropy Sα (6) can be written in terms of L as
Sα(L) = 11− α ln
[(
1 +
√
1− 2L
2
)α
+
(
1−√1− 2L
2
)α ]
. (40)
Since the impurity L ∈ [0, 12 ], the above function satisfies the conditions of definition
1 and can be shown to be smooth in L ∈ [0, 12 ]. Theorem 2 then states that Jacobs’
protocol is globally optimal for the cost function Sα(L) if the conditions,
C1. Local optimality, i.e. D[Sα(L)] ≥ 0, and
C2. Convexity, i.e. L [S ′′α(L)]2 /S ′α(L)− LS ′′′α (L)− S ′′α(L) ≥ 0,
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are satisfied.
We tested both of these conditions numerically over the range α ∈ [0, 50], and
the results are summarized in Figure 1. The light red region is where convexity, i.e.
condition C2 is satisfied; the light blue region is where local optimality, i.e. condition
C1 is satisfied, and the dark blue region is when both conditions are simultaneously
satisfied. It is worth noting that the Jacobs-style proof only holds for α ∈ [0.823, 1.103],
which is the subset of the dark blue region where both local optimality and convexity
are satisfied for all L. This restriction is necessary because, as can be seen in both Eqs.
(18) and (19), a non-optimal protocol u, may probabilistically increment the impurity
Li towards L = 12 . Thus, Jacobs’ proof holds only when both conditions C1 and C2
hold for L ∈ [0, 12 ].
0 0.5 0.75 1 1.25 1.5 1.75 2 2.5 30.25 2.25 2.75
0.1
0.2
0.3
0.4
0.5
0
Figure 1. The dark blue shaded region is where we have both convexity and local
optimality. The light red region is where only convexity is satisfied, and light blue is
where only local optimality is satisfied. The x-axis of the graph is the order of the Re´nyi
entropy, and the y-axis is the impurity L. Then, the region where Jacobs’ proof of
optimality holds is the region denoted by vertical dashed lines, α ∈ [0.823, 1.103] , since
the proof requires that local optimality and convexity be satisfied for all L ∈ [0, 12 ].
As is evident from Figure 1, the allowed range of α is determined by examining the
conditions for L = 12 . Here, convexity is satisfied for α < 1.103 and local optimality is
satisfied for α ∈ [0.823, 50]. Furthermore, since the Re´nyi entropy is defined for all α,
we analytically showed that the min-entropy
lim
α→∞Sα = − ln
(
1 +
√
1− 2L
2
)
, (41)
also satisfies local optimality. Since it is not possible to numerically test all α > 50,
we conjecture that since Sα for α ∈ [0.823, 50] ∪ {∞} satisfies local optimality, all Sα
for α ∈ [0.823,∞) satisfies local optimality as well. As we will see in the next section,
this is relevant for global optimality when we treat the problem using the Bellman’s
principle of dynamic programming.
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4. Global optimality via Bellman equation
In this section, we will derive the Bellman equation for this control problem, and show
that for Jacobs’ problem, local optimality is equivalent to global optimality.
Let
J(u, L, t) = E(F [Lu(T )]|L(t) = L) (42)
be the expected cost function at a final time T , given an initial impurity L at time
t ≤ T , with evolution governed by protocol u ∈ U , where the set of allowed control
protocols is defined as
U = {u(t) : [t0, T ]→ [0, 1]}. (43)
The globally optimal protocol u? (if it exists), is the protocol which minimizes the above
cost function i.e.
V (L, t) = J(u?, L, t) = inf
u∈U
J(u, L, t). (44)
Where we have denoted V (L, t) = J(u?, L, t) as the cost function for the globally optimal
protocol. Bellman’s principle of dynamic programming then gives,
V (L, t) = inf
u
{E(V [Lu(t+ h), t+ h])}, (45)
for h > 0, and t+h ≤ T . The above equation can be intuitively explained as follows. The
optimal protocol starting from t must minimize the cost in the interval from [t, t+h], and
then proceeding optimally on the time interval [t+h, T ], from some impurity Lu(t+h).
Dividing the above by h and letting h→ 0, we arrive at the following Bellman equation,
∂V (L, t)
∂t
− 4L∂V (L, t)
∂L
+ inf
u
(
u2(t)D˜[V (L, t)]
)
= 0, (46)
where D˜[V ] = 4L(1− L)[∂V
∂L
+ 2L∂
2V
∂L2
], (47)
with the terminal condition V (L, T ) = F (L), and we have used the SDE (7). This
minimization problem is equivalent to
∂V (L, t)
∂t
− 4L∂V (L, t)
∂L
+ min{0, D˜[V (L, t)]} = 0, (48)
since u ∈ [−1, 1].
4.1. Verification theorem
The Bellman equation derived in (48) provides necessary conditions to rigorously show
that a control protocol is optimal. This point is best stated by the following theorem:
Theorem 3 (Verification Theorem). Let W (L, t) : [0, 12 ]× T → W, where T = [t0, T ),
be a function with the following properties:
(a) W(L,t) is C1 in T and C2 in [0, 12 ].
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(b) Dynkin’s formula:
E[W (L(s), s)|L, t]−W (L, t) = E
[∫ s
t
AuW (L(r), r)dr
∣∣∣L(t), t] , (49)
holds for t < s < T , and the operator Au is defined as
AuW (L, t) = ∂W (L, t)
∂t
− 4L∂W (L, t)
∂L
+ u2D˜W (L, t), (50)
for some u ∈ U .
(c) W(L,t) is a solution to Equation (48), i.e.
∂W (L, t)
∂t
− 4L∂W (L, t)
∂L
+ min{0, D˜[W (L, t)]} = 0, (51)
with terminal condition W (L, T ) = F (L).
Then, the following properties hold:
(i) W (L, t) ≤ J(u, L, t) for every admissible u ∈ U .
(ii) If there exists some u∗ ∈ U such that
∂W (L, t)
∂t
− 4L∂W (L, t)
∂L
+ (u∗)2D˜[W (L, t)]
= ∂W (L, t)
∂t
− 4L∂W (L, t)
∂L
+ inf
u∈U
(
u2(t)D˜[W (L, t)]
)
, (52)
then W (L, t) = V (L, t) and u∗ is an optimal control protocol.
For the proof of Theorem 3 and further details on the verification theorem, the
reader is referred to References [28] and [29].
In Equation (48), we are again interested in finding the sign of a function that looks
very similar to Equation (27). However, it must be noted that in Equation (48), the
derivatives are with respect to the initial condition L(t), and not the “local” parameters
L as in Equation (27). Nevertheless, as we will show below, Jacobs’ protocol is globally
optimal if and only if it is also locally optimal.
4.2. Equivalence of global optimality and local optimality for a class of problems
Let us consider a more general class of control problems with the following SDE for the
controlled stochastic variable l:
dl = −k l
(
[1− β2(u, l, t)]γ(t)dt+ β(u, l, t)
√
γ(t)dW
)
, (53)
where u ∈ M is the control function, chosen from an appropriate set of controls M.
We impose the following constraints on the real functions γ(t), β(u, l, t) and the positive
constant k:
(i) γ > 0 for t ∈ T and l ∈ [l−, l+].
(ii) ∃ some u˜(l, t) ∈M such that β(u˜, l, t) = 0 ∀ l, t.
With these, we now proceed by stating and proving the following theorem:
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Theorem 4. Let F : [l−, l+] → F be a general cost function which is C2 in [l−, l+].
For the class of control problems satisfying the SDE (53), where k, γ and β satisfy the
constraints (i-ii), the protocol u˜ is globally optimal (i.e. , minimizes the cost function,
F , at some final time) if and only if it is also locally optimal for minimizing F .
Proof. From the SDE (53), it can be shown using Itoˆ calculus that the function F (l)
obeys
E[dFu] = k E
[
−γldF
dl
+ γlβ2
(dF
dl
+ l k2
d2F
dl2
)]
dt, (54)
Then, for a protocol u∗ to be locally optimal, it must satisfy
E[dFu∗ ] = inf
u
E[dFu]. (55)
In particular, for the protocol u˜ to be locally optimal, we must have
dF
dl
+ l k2
d2F
dl2
≥ 0, (56)
which follows from applying the condition of positivity (condition (i)) in Equation (54).
We now let u˜ be a candidate optimal strategy and show the condition for u˜ to be the
globally optimal strategy. Firstly, we note that the protocol u˜ is deterministic, since
β(u˜, l, t) vanishes in Equation (53). Then, the variable lu˜ satisfies
dlu˜ = −kγ(t)lu˜dt. (57)
Solving the above equation using the initial conditions l(t0) = l0, we get
lu˜(t) = l0e
−k
∫ t
t0
γ(t′)dt′
. (58)
Next, using the procedure outlined in the preceding section, we can write down the
Bellman equation for global optimality in this problem;
∂V
∂t0
− kγ0l0∂V
∂l0
+ inf
u
(
kγ0l0β
2
0
[∂V
∂l0
+ l0 k2
∂2V
∂l20
])
= 0, (59)
where we have abbreviated β0 = β(u, l0, t0) and γ0 = γ(t0), and have explicitly denoted
the partial derivatives as with respect to the initial coordinates l0 and t0. Since u˜ is
deterministic as previously noted, V (l0, t0) = E[F (l)|l(t0) = l0] = F (l(t, l0, t0)). We
then have the relations
∂V
∂t0
= dF
dl
∂l
∂t0
, (60)
∂V
∂l0
= dF
dl
∂l
∂l0
, (61)
and so,
∂V
∂t0
− kγ0l0∂V
∂l0
= dF
dl
(
∂l
∂t0
− kγ0l0 ∂l
∂l0
)
, (62)
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which is evidently equal to 0, given Equation (58). Then, the condition for u˜ to be the
globally optimal protocol is
∂V
∂l0
+ l0 k2
∂2V
∂l20
≥ 0, (63)
since if Equation (63) were not satisfied, the infimum would not give β0 = 0. Using the
relations (60) and (61), Equation (63) becomes
e
−k
∫ t
t0
γ(t′)dt′
(
dF
dl
+ l k2
d2F
dl2
)
≥ 0, (64)
which is satisfied if and only if
dF
dl
+ l k2
d2F
dl2
≥ 0, (65)
which is evidently the same condition as Equation (56). Thus, the protocol u˜ is globally
optimal if and only if it is also locally optimal.
For our original problem, we have l = L, k = 4, γ = 1, and β = u
√
1− 2L, which
can be easily verified to satisfy the constraints (i-ii). Also, the protocol u˜ is u = 0, which
is Jacobs’ protocol. Thus, Jacobs’ protocol is globally optimal at minimizing the Re´nyi
entropy of order α > 0.823 ∀L, t.
5. Local optimality everywhere does not imply global optimality in general
We now focus on the region where α < 0.5. As can be seen from Figure 1, the protocol
u = 0 is not locally optimal ∀L ∈ [0, 12 ] and α < 0.5. As explained previously in
the paragraph following Equation (33), this implies that the WR protocol u2 = 1, is
locally optimal for this range of parameters. However, in this section we numerically
showed that it does not satisfy Equation (48). For u2 = 1, the protocol is no longer
deterministic, but we can still obtain the cost for this protocol semi-analytically using
linear trajectory theory [30, 31]. For this null-control protocol [14], we have x(t) = 0
∀ t, so that the eigenvalues of ρ are λ± = (1± z)/2 and L = 2λ−λ+. Then, the expected
Re´nyi entropy of order α, given L(t0) = L0 is
E(Sα(t)|L0, t0) =
∫ ∞
−∞
Sα(L0, w)℘(w,L0, t− t0) dw, (66)
where
Sα(L0, w) = 11− α ln
[(
1 + z(w,L0)
2
)α
+
(
1− z(w,L0)
2
)α]
, (67)
z(w,L0) =
√
1− 2L0 cosh(2w) + sinh(2w)
cosh(2w) +
√
1− 2L0 sinh(2w) , (68)
and the distribution ℘ is
℘(w,L0, τ) =
(
cosh(2w) +
√
1− 2L0 sinh(2w)
)e−w2/(2τ)√
2piτ
e−2τ . (69)
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Using the above equations with V (L, t) = E(Sα(T )|L, t), we numerically showed that
for α < 0.5,
D˜[V ] < 0 ∀L and t, (70)
implying that the infimum in Equation (48) gives u2 = 1 as expected. However, using
V (L, t) given by Equation (66), we numerically showed that
∂V (L, t)
∂t
− 4L∂V (L, t)
∂L
+ D˜[V (L, t)] 6= 0, (71)
for any 0 < α < 0.5, L ∈ [0, 12 ] and τ ≡ T − t ∈ (0, 3]. Thus, the protocol u = 1,
despite being locally optimal, does not satisfy the Bellman equation for minimization
of the Re´nyi entropies of order α < 0.5.
5.1. Understanding the process of verification
In the previous section, we have shown numerically that the protocol u(t) = 1 ∀t ∈ T
does not satisfy the Bellman equation ∀ t ∈ T for any value of α, even those values for
which it is the locally optimal protocol for all L ∈ [0, 12 ].
The Verification Theorem 3 states that if a solution to the Bellman equation (48) is
found, and some control u∗ exists such that it achieves the minimum in Equation (52),
then the control u∗ is the optimal protocol. This theorem does not imply the inverse i.e.
a protocol u and corresponding function W which attains the minimum in Equation
(52) but does not satisfy the Bellman equation cannot be proven not to be the optimal
protocol.
To prove the converse, we require the assumptions:
(i) The set of admissible control functions defined in Equation (43) is compact
(ii) ∂2W (L, t)/∂L2 is continuous.
Then, by Lemma 6.1 and Theorem 6.1 of Reference [28, Chapter VI], a protocol u and
corresponding cost function J which does not satisfy the Bellman equation is not the
optimal protocol.
The set of admissible control functions is defined in Equation (43) as the set of all
functions which map the time interval [t0, T ] to [0, 1]. Without additional constraints
we are not confident that the assumption of compactness (i) applies. Hence we cannot
say with certainty that the Wiseman-Ralph protocol is not an optimal protocol, even
though it does not satisfy the Bellman equation (48). The question deserves further
study.
6. Conclusion
In this paper, we have generalized Jacobs’ problem of controlling the measurement-
induced purification of a qubit, using the α-family of Re´nyi entropies at the final time
as the cost function. We have generalized Jacobs’ original simple proof of optimality,
which enables it to be applied to a finite range, α ∈ [0.823, 1.103], which includes the
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von Neumann entropy (α = 1). Surprisingly, applying rigorous verification theorems
shows that Jacobs’ protocol is globally optimal even when it cannot be shown to be so
by his method of proof. In fact, we showed rigorously, that Jacobs’ protocol is globally
optimal in the region which it is also locally optimal. This locally optimal region we
numerically showed to be α ∈ [0.823, 50]∪{∞}, which led us to conjecture that the full
region for which the protocol is locally optimal is α > 0.823.
Our method allows one to use intuitive methods to prove the global optimality of
a restricted class of control protocols. Of course such methods do not, in general, prove
global optimality. This is a restatement of the fact that the condition of a protocol being
locally optimal everywhere is not equivalent to global optimality of the protocol. Indeed,
we showed that the Wiseman-Ralph protocol, which is locally optimal for all L ∈ [0, 12 ]
and α < 0.5, cannot be verified to be the globally optimal protocol. In future work one
could investigate whether it is possible to find protocols that can be verified as globally
optimal in this regime, and also in the intermediate regime, α ∈ [0.5, 0.823]. One could
also compare the expected costs (i.e. the purification rate) of different protocols in the
whole parameter space of Re´nyi entropies.
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