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Abstract
Micro-injection moulding is frequently used for the fabrication of devices in many different fields such
as micro-medical technologies, micro-optics and micro-mechanics thanks to its effectiveness for mass pro-
duction. This work focuses mainly on offering numerical methodology to model the injection into textured
moulds. Such approach can predict the different filling scenarios of the micro-details and consequently can
provide optimal operating conditions (mould and melt temperatures, flow rate) according to the desired final
part quality. In fact, numerical simulations made with industrial software can only describe the injection
process at the macroscopic scale where the micro details are not detected. Although the melt temperature
and front evolution are tracked throughout time, neither the micro details nor the local heat transfer are prop-
erly represented. Since the latter impacts the local viscosity and solidification, simulation of both mould
and cavity temperature evolutions is primordial to insure a complete and accurate representation of textured
mould filling. The present computations are made at both macro- and micro- scales by using a full Eulerian
approach in which the three phases (melt, mould and air) are described by level-set functions. Our numerical
approach is checked to the replication of a textured mould for which two dimensional computations are rel-
evant. This replication is properly modelled by taking into account viscosity dependence with temperature
in the thermal boundary layer at the melt/mould interface. In particular the expected solidification below
a specific temperature is taken into account by either increasing drastically the viscosity or by imposing a
vanishing velocity by penalty method. The influence of flow rate and mould temperature are also analysed
whereas it is shown that the surface tension can be neglected during injection stage.
Keywords: Micro-injection moulding ; FEM modelling ; Eulerian Formulation ; heat transfer ; polymer
1 Introduction
A micro moulded piece can be either a part with a weight, less than 1 mg, or a classical size part with micro
details with a wall thickness smaller than 100 µm [15, 2, 13, 3, 39]. This paper focuses on the second type of
product and the challenge is to replicate on the plastic object micro-details of the cavity surface [40, 43, 25].
In the last decades, micro-injection moulding was rated as the most used micro-moulding technique. It
presents a wide range of devices, like micro-mechanics, micro-optics, micro-medical and micro-chemical ap-
plications [18, 19, 32, 33, 34], with good cost-effectiveness ratio for mass production.
Numerical simulation has proven to be a pertinent tool for modelling conventional injection moulding due
to the numerous parameters involved in this process. Modelling micro-injection moulding faces even other
challenges since the same physical concepts cannot be applied at both macro and micro scales. Firstly, it can
be difficult to scale down the macroscopic physical properties, as mentioned in [29]. In addition, several factors
or phenomena, commonly neglected in macroscopic moulding simulations, have significant impact on micro-
injection accuracy [14] due to the greater surface-volume ratio. Some of these neglected components are the
surface tension, the surface roughness, the heating of the melt by viscous dissipation, the fast cooling due to the
thin wall thickness and the use of an evacuation system for the air [42]. Note that the melt behaviour should as
well be inspected closely in micro-injection, where more significant shear rates are involved [29].
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For all the reasons mentioned above, a numerical tool for modelling micro-injection is highly desirable. In
the studied case, the aim is to get the flow front evolution in order to predict the filling ratio of the textured mould
(especially the last filled sections). For these simulations, the front tracking and the heat transfer by conduction
and convection (at the contact with the mould) have to be very accurately modelled.
Several works attempted to model micro-injection moulding using commercial software dedicated to con-
ventional injection moulding and led to the conclusion that these software have to be improved in order to prop-
erly simulate the micro-injection processes [37]. The simplest is to add the ingredients related to high flow rate
(wall slip, mould/melt heat transfer coefficients, roughness) in order to get a good agreement with experimen-
tal measurements of the pressure drop as in [27, 38, 28, 12]. Concerning cavity filling, specific improvements
have to be done. A hybrid numerical technique mixing Hele-Shaw and general momentum equation has been
developed in [41] to provide precise flow simulation around the micro-structures. Computations performed by
the authors showed that mould/melt heat transfer coefficients and injection speed are very important factors to
determine the filling depth in micro-structures. However, to get a good agreement with experimental observa-
tions, they have established that a decrease of the heat transfer coefficient and the occurrence of wall-slip have
to be taken into account in micro-channels. Very recently [21, 22], 3D micro- and nanostructures filling were
computed with Moldflow R© [17] and Comsol R© [8]. These authors performed these computations at different
scales, the boundary conditions at lower scale being deduced from computation made at upper level. How-
ever, the temperature inside the mould was not computed and the accurate thermal behaviour at lower scale was
obtained by increasing thermal coefficients.
In this paper, we first use a commercial software, Rem3D R© [10, 23], capable ofmodelling three-dimensional
injection moulding configurations. Section 2 introduces firstly the assumptions considered in our macro-micro
modelling: the ability of the Carreau-Yasuda law coupled to the Williams–Landel–Ferry (WLF) model to de-
scribe the rheological behaviour; how amid-plane simulation is sufficient to study the part filling; the importance
of the increase of melt temperature from viscous dissipation. Then, a multiphase Eulerian approach is adopted
and detailed. The different phases are described implicitly using a level-set method [6] and one single mesh
is used over the whole domain. Instead of determining a polymer/mould heat transfer coefficients [42, 22], we
propose to calculate the temperature evolution in both the melt and the mould [9]. Therefore, heat transfers on
the interface are implicitly taken into account by the formulation, independently of the shapes of the textured
zone. Global properties are determined from each phase by using mixture laws [7] and the solved equations are
presented in section 2.4. In addition, the mesh is anisotropically refined by moving nodes to get an accurate
representation of the interface and reduce errors on the computed flow [5]. In fact, the immersion of a phase
function representing the mould modifies how the accuracy changes with the mesh size h. For example, the
precision for the velocity evolves in O(h) for the immersed method instead of O(h2) for linear trial functions
[20]. This lack of accuracy is compensated by the use of an anisotropic mesh which allows reaching a required
precision with a reduced number of nodes. Finally, the adopted strategy to pass from the macroscopic to the
microscopic scale is described in section 3.
Computations were performed with polypropylene (PP) which is one of the most common thermoplastic
polymers used in a variety of products and is easily and widely transformed by the injection moulding. More-
over, it has been recently used to obtain replication of submicrometer features by injection (microinjection)
molding [36, 31]. For example polypropylene is used for biomedical devices which have a short time contact
with drugs (disposable syringes and catheters) where the aim is to have a plastic hydrophobic surface to improve
the displacement of the plunger inside the syringe.
We restrict our study to the filling stage in order to determine whether or not the micro-details are completely
filled, to obtain the position of the final flow front and the temperature distribution. Though this point is not
treated in this paper, we should mention that numerical tools can be used also to predict post-processing quality,
based on physical notions of residual stresses, warpage and shrinkage which can appear during the cooling and
packing stages.
2 Multiphase Eulerian approach
A multiphase Eulerian approach is based on the definition of one global computational domain Ω in which all
the interacting phases are immersed. One mesh is used all over the domain where three different phases are
present: the melt, the mould and the air. They are denoted, respectively f ,m and a . To determine the boundary
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of each phase, distance functions are used. Then the evolution of phases is obtained either by computing again
the distance for an imposed motion or by solving an advection equation like in the case of determining the
polymer/air interface. Mixture laws are used to transform local properties into global ones, defined all over the
computational domain.
2.1 Level Set method
The level set method consists first in introducing a signed distance functionα between a point x and the boundary
Γ of a body or phase P :
α(x, t) =

−d(x,Γ) if x ∈ Ω/P
0 if x ∈ Γ
d(x,Γ) if x ∈ P
(1)
where d(x,Γ) is the distance of point x to the interface Γ. Then, the distance function is convected by v, the
velocity solution of the monolithic system arising from flow constitutive equation:{
∂α
∂t
+ v.∇α = 0
α(t = 0, x) = α0(x)
(2)
A re-initialization step was proven to be necessary to maintain distance function geometrical properties, namely
|∇α| = 1. Moreover, it is also possible to restrict this level set function to a narrow interval [−ε, ε] around the
interface, by applying a hyperbolic tangent filter [7]
φ = ε tanh
α
ε
(3)
The displacement of this new local distance function φ is obtained by solving the following equation [30, 7] :{
∂φ
∂t
+ (v + λu).∇φ = λs(φ)g(φ)
φ(t = 0, x) = φ0(x)
(4)
where s is the sign function (-1 outside the phase and +1 inside), u the reinitialization velocity and g(φ) =
1−
(
φ
ε
)2
. The last factor, λ, is equal to h/∆t where h and ∆t denote respectively, the mesh size and the time
step.
Since three phases are involved (mould, air, fluid), two distance functions should be used. For mould and
fluid, a local distance function φi is associated and the air phase is deducted by the complementary. This tech-
nique enables us to associate different physical properties to each phase and every phase has different local
properties βi (βi may be viscosity, the density, the thermal conductivity and the heat capacity). A global prop-
erty β is defined using smooth Heaviside function Hεi :
β =
n−1∑
i=1
Hεi (φi)βi +
(
1−
n−1∑
i=1
Hεi (φi)
)
βn (5)
In this expression, n is the number of phases present in the domain. The last phase (labelled n) represents the
air and so one only needs to determine the n− 1 phase functions.
Note that the smooth Heaviside function depends on the parameter ε used to truncate the level set function.
It insures a smooth transition between the different phases and in this work,
Hεi =
1
2
(
1 +
φi
ε
)
(6)
is used. Since the interface between the phases is known implicitly, the filtered level set function φ is interpolated
and an optimal mesh is obtained using an anisotropic mesh adaptation based on an a posteriori interpolation error
[5, 7] (detailed in section 2.2).
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2.2 Anisotropic Mesh Adaptation
Anisotropic mesh adaptation enables to capture discontinuities or gradients of the solution in flow, thermal,
kinetical situations [5, 7], with a good accuracy at a very low extra number of elements. Building unstructured
anisotropic meshes may be based on local mesh modifications, using a metrics field to redefine the lengths [4]
and a recently developed procedure optimal in terms of determining this metrics field.
Let us consider mesh topologies composed of simplex elements (triangles, tetrahedra ...), K being a d-
simplex (d is the spatial dimension) composed ofD = d+ 1 vertices. The described mesh generator adapts an
initial mesh by iterativelymodifying and optimizing it locally [4, 11]. This technique consists in the improvement
of the quality of local cavities composed of clusters of elements by remeshing. Two principles are enforced: the
minimal volume, which gets the conformity of the mesh, with no element overlaps; the geometrical quality
distribution ensuring that, if the minimal volume provides several possible cavity re-triangulations, then the one
chosen is such that it provides the best worst element. The geometrical quality, Q(K), is evaluated for each
elementK and varies from 0 (worst) to 1 (best quality). It depends onMK , the metric of the elementK, which
is thus the information needed by the mesher to generate a new mesh.
Construction ofM may be done using the interpolation error analysis on a solution field, for example u, which
may be velocity, phase functions, temperature or even a vector containing all the important variables. Following
[5], let us define the edge vector as ~Xij = ~Xj − ~Xi, connecting nodes i and j, and the edge length distribution
tensor at i as
Xi =
1
|Γ(i)|
∑
j∈Γ(i)
~Xij ⊗ ~Xij (7)
where Γ(i) represents the nodes that share an edge with i. It may be established that the metrics computed at
the node is: M i = 1d(X
i)−1.
Let us suppose that one wishes to generate a newmesh that equidistributes in each edge a constant target interpo-
lation error, etarget. It has been previously shown [6] that this target error can be directly linked to a fixed number
of nodes N (which may also be related with the available CPU power), etarget = etarget(N). An a posteriori
interpolation error analysis states that the error along an edge ij on the solution field u, eij , is eij = ∇uij · ~Xij ,
where∇uij = ∇uj −∇ui, nodal gradients in i and j obtained with a gradient recovery procedure [5].
The optimal stretch factor, sij that must be applied to edge Xij to attain etarget may now be used to compute the
target metric given to the mesher, which allows the new mesh generation:
sij =
etarget(N)
eij
and M˜ i =
1
d
 1
|Γ(i)|
∑
j∈Γ(i)
(sij)2 ~Xij ⊗ ~Xij
−1 (8)
An illustration of the type of result obtained in adaptation around the texturation and fluid-air interface is
illustrated in Figure1.
Figure 1: Adapted mesh to accurately represent, in an implicit way, the interface between air, fluid and the mould
shape.
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2.3 Monolithic thermo-mechanical problem
The proposed monolithic formulation (9) consists in finding the velocity v, pressure p and the temperature
T all over the global domain Ω. It gathers the momentum conservation equation (9i), the mass conservation
equation (9ii), the energy equation (9iii) and an appropriate set of boundary conditions, which are, assuming
the incompressibility 
ρ
dv
dt
= ∇ · (2η( ˙¯ε)˙(v))−∇p (i)
∇.v = 0 (ii)
ρCp
dT
dt
= ∇.(k∇T ) + 2η( ˙¯ε)˙(v) : ˙(v) (iii)
+initial and boundary conditions (iv)
(9)
where η is the viscosity, ε˙ is the rate of strain tensor, ˙¯ε the generalized shear rate defined as ˙¯ε =
√
2ε˙(v) : ε˙(v),
ρ the density, Cp the specific heat capacity and k is the thermal conductivity which is assumed to be constant
in each domain (polymer, mould, air). The last right hand side term in Eq. (9iii) is the heat released by viscous
dissipation. The parameters η, ρ, Cp and k are defined all over the domain via mixing laws (see Eq. (5)).
Examples of values used for the mould and the air are given in Table 1.
mould air
Thermal conductivity k (W.m−1.K−1 ) 80.2 0.0262
Heat capacity Cp ( J.kg−1.K−1 ) 444 1004
density ρ (Kg/m3 ) 7860 1.14
viscosity η(Pa.s) 103 ×max(ηmelt) 10−3 ×min(ηmelt)
Table 1: Mould and air properties used in the computations.
Note that the viscosities for mould and air are chosen with respect to the melt viscosity by taking into account
the following constraints: for the numerical procedure, the matrix conditioning is better if the ratio between
maximal and minimal viscosities through the computational domain is less than 1010; the mould viscosity has
to be important enough in order to have an almost null velocity inside the mould; the air viscosity should be
small enough to guarantee the fountain flow at the air-melt interface.
The polymer melt is a viscous non-Newtonian fluid and thus the viscosity depends highly on the shear rate.
The shear thinning behaviour of the melt is approached by a Carreau-Yasuda law at the reference temperature
Tref :
η(Tref , ε˙(v)) = η0(Tref)
[
1 +
(
η0(Tref)
τ
˙¯ε(v)
)a]m−1a
(10)
where m is the power law index, η0 is the viscosity at zero shear rate, τ is the shear thinning stress and a is a
non-dimensional parameter describing the transition between the Newtonian zone and the power law one.
The principle of time-temperature superposition gives the evolution of the viscosity with the temperature
η0(T ) = η0(Tref ) · aT (11)
There are several choices to express the temperature dependence of factor aT . The most used are the Arrhenius
andWilliams–Landel–Ferry (WLF) [35] models. The Rem3D R© data base proposes a variant of theWLFmodel
where the shift factor aT is expressed in terms of the melt temperature T , a reference temperature Tref and a
temperature Tl:
log aT = −
[
C1(T − Tl)
C2 + (T − Tl)
]
+
[
C1(Tref − Tl)
C2 + (Tref − Tl)
]
(12)
5
in which C1 and C2 are positive constants obtained by averaging values for several polymers. The temperature
Tref is the temperature chosen within the range of rheological measurements (it corresponds also to its optimal
temperature for injection process) and Tl is a temperature used to fit these measurements. The values used in our
computations are given in Table 2. Note that this limit temperature Tl is lower than the estimated solidification
temperature for polypropylene which is around Ts = 117oC (the crystallisation is here not taken into account).
Solidification temperature Ts 117 oC
Limit temperature Tl 62.5 oC
Reference temperature Tref 205 oC
Thermal conductivity kf 0.16 W/moC
Heat capacity Cpf 2789 J/kgoC
Melt density ρf 729 Kg/m3
viscosity η0 491 Pa.s
shear thinning Stress τ 51673 Pa
power indexm 0.3
Carreau parameter a 2
C1 8.86
C2 101 oC
Table 2: Melt properties of polypropylene used (PP-PRO-FAX PD702 in Rem3D R© database).
The rheology and thermo-physical data shown in Table 2 are usually sufficient to describe the velocity,
pressure and flow front evolution with a commercial software such as Rem3D R©. But the description of the
rheological behaviour and solidification in the boundary layer close to the mould is not an easy task.
From a numerical point of view, it is necessary to introduce a no-flow criterion. This is particularly crucial
when modelling micro-cavity filling where the cooling time is short and has a great impact on the filling rate.
In the case of a polypropylene, the cessation of flow is related to the crystallization. In this work, we chose a
most simpler criterion related to a solidification temperature Ts. We can choose either to increase drastically
the viscosity when temperature falls below Ts [26] or to impose a null velocity as a Dirichlet condition which
depends on the temperature. The first method can be achieved using an exponential function to artificially
increase the viscosity below the "solidification" temperature Ts:{
η = η(T ) if T ≥ Ts
η = η(T ) eb(Ts−T ) if T < Ts
(13)
in which b ∈ [0, 1] is a parameter used to control the rate of solidification. To clarify how this modification acts
on the viscosity, a comparison between the two relations (Eqs. (11) and (12) vs. Eqs (11) and (12) modified
with Eq. (13)) is illustrated in Figure 2. The new parameters, Ts and b, depend on both the melt properties and
process conditions. They should be carefully chosen by comparison with the existing experimental data.
The second method is built by adding a penalization term in the weak formulation which will depend on the
solidification temperature (explained in the sequel of this paper). Note that similar no-flow temperature is also
used in [21].
2.4 Scaled equations
As we plan to perform computations at different scales, it is convenient to deal always with a computational
domain unit sized. Proceeding this way, computational parameters such as the time step, the size of mixing
layer , interpolation errors and even the number of nodes are the same for both the macro- and micro-scales.
Therefore, we choose to scale the momentum and energy equations by taking a reference lengthLref , a reference
velocity Vref , the melt thermal conductivity kf and the zero-shear viscosity η0 as the scaling factors. We define
the following non-dimensional variables:
v∗ =
v
Vref
, x∗ =
x
Lref
, t∗ =
tVref
Lref
, η∗ =
η
η0
, p∗ =
pLref
η0Vref
, k∗ =
k
kf
(14)
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Figure 2: Illustration of the viscosity obtained using both WLF and the modified WLF relations with b = 0.1
and Ts = 117 oC.
where Lref is the horizontal range under consideration and Vref is equal to either the mean velocity or the upper
shear flow at meso- and micro- level respectively. Finally, equations (9) become (omitting the superscript ∗):
ρVrefLref
η0
(∂tv + v · ∇v) = ∇.(2ηε˙(v))−∇p (15)
∇ · v + χp = 0 (16)
ρ Cp Lref Vref
kf
(
∂T
∂t
+ v∇T
)
−∇ · (k∇T ) = η0V
2
ref
kf
(2ηε˙(v) : ε˙(v)) (17)
The parameter χ in the mass conservation equation (16) can be non null in the air domain. It is a numerical
artefact added to deal with air entrapment. A high value of χ makes the air compressible and it will not prevent
micro-features filling.
For the filling of small micro-features, themelt surface tension can be taken into account as the filling velocity
is small as well as the characteristic dimension. The jump of the normal stress due to the surface tension reads
in the scaled form,
[[σ · n]]Σ =
γ
η0Vref
κn (18)
where n is the normal to the fluid/air interface Σ and κ is its curvature, given by
κ = ∇ · n. (19)
The scalar γ is the surface tension between the two phases (∼ 30 10−3N/m for the polypropylene/air interface).
The dimensionless capillary number, Ca, which gives the importance of surface tension forces with respect to
viscous forces, is defined as follows:
Ca =
η0Vref
γ
(20)
This number will be estimated during the computations in order to analyse if the surface tension may have an
influence on cavity filling.
The numerical method used to solve the above equations is based on the use of a stable mixed formulation,
which consists of continuous piecewise linear functions enriched with a bubble function for the velocity and
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piecewise linear functions for the pressure. A brief description of our mixed finite element method is presented
in [6]. We only focus on the way to impose the no-flow condition by incorporating a penalty method in the
formulation. The weak formulation of Navier-Stokes equations is written on suitable trial functional spaces Q
and V and reads:
Find (u, p) ∈ V ×Q such that∫
Ω
ρ dtu · v +
∫
Ω
2η (u) : (v) dΩ−
∫
Ω
p∇ · v dΩ =∫
Ω
AP (T )u · v dΩ +
∫
Ω
δΓ [[σ · n]] · v dΩ (21)∫
Ω
∇ · u q dΩ = 0 (22)
where the penalty factor Ap(T ) is defined:
Ap(T ) =
{
0 if T ≥ Ts
106 max(ηmelt) if T < Ts
(23)
and [[σ · n]] is the jump of the normal stress at the interface Γ defined implicitly by T = Ts (δΓ being the Dirac
function associated to this interface). This latter term is added as the vanishing condition on the velocity and it
is not compatible with the continuity of the normal stress involved in the classical Finite Element formulation.
3 Methodology: from macroscopic to a microscopic scale
As already noted in the introduction, the aim of this paper is to analyse the filling of micro-features during the
filling stage. In the following, we will first present an example of a computation made with Rem3D R© showing
that in the textured zone the flow motion is purely two-dimensional. Then, we will present two dimensional
multiphase computations which give a better description of the temperature profile in the layer close to the
mould and allow us to determine the size of the boundary region where the temperature changes abruptly. It
defines the zone of interest for micro-scale studies. Finally, computations will be made in this boundary layer
in order to analyse texture filling.
3.1 Computations at macro-scale with commercial software
Rem3D R© is a commercial software capable of modelling the unsteady non-isothermal flow of a viscous non-
Newtonian fluid in a mould cavity. Then, it computes the evolution of the melt front, temperature, velocity and
pressure fields. The temperature is not computed inside the mould and a boundary condition for the energy
equation must be specified at the cavity mould walls. We have the choice between a temperature, Tm, imposed
on the cavity boundary or a condition on the flux depending of a regulation (or control) temperature Tc, given
by
− kf∂nT = km
e
(T − Tc) (24)
where e is the distance between the location where the control temperature is applied and the wall in contact
with the polymer and km is the thermal conductivity of the mould steel. For sake of simplicity, we choose to
impose the temperature at the wall (Dirichlet condition). The melt temperature is specified at the inlet, a sticking
contact at the mould walls and a zero stress normal to the flow front.
The polypropylene described in Table 2 is injected in the cavity illustrated in Figures 3. This part has been
experimentally used for characterizing micro-features replication [16, 31]: the rectangular plaque is 50mm long
and 15mm wide; its thickness is 1mm. The piece exhibits micro features in the central square zone of 8mm.
These micro details are uniform ribs in the transverse direction (perpendicular to the flow direction). Their depth
and width are 10µm (see Fig. 5). They cannot be represented in Rem3D R© because of mesh limitations.
The filling flow rate is Q = 25 cm3/s and the inlet temperature is Tf = 205 oC. The mould temperature
Tm is equal to 35oC. The cavity is filled in approximately 0.1s: the melt front arrives at the beginning of the
textured zone at t1 = 0.074s, and, at the end of this zone around 0.006s later. Finally, the melt flows through
this textured area during 0.026s until the melt fills the entire cavity.
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Figure 3: Cavity used in the macroscopic simulation: a 50mm by 15mm part and a thickness of 1mm with a
textured zone beginning at 21mm from end wall. [16].
The evolution of the melt, the temperature and the velocity are tracked in time. Examples of obtained
results are presented in Figure 4 for t = 0.0725 s, before the fluid reaches the textured zone. The velocity and
temperature fields are presented in Figures 4b-c on a transverse section.
One observes that the flow motion on the textured zone is mainly 2D (evolving in the (x, y) plane) with
a maximal velocity in mid-thickness around 2.5m/s. The temperature reaches 210 oC, a temperature a little
higher than the injection temperature because of the viscous dissipation. The maximum is probably not far
from the walls where the shear rate is maximum, and decreases to the imposed mould temperature at the wall
(35 oC) with a sharp gradient. However, the temperature close to the cavity walls is not well described due to
approximation on the boundary conditions and lack of accuracy (the mesh has not enough nodes in this layer).
It is usual to introduce the following dimensionless numbers for the melt:
Pe =
LrefVref ρ cp
kf
; Re =
ρVrefLref
ηref
; Br =
η V 2ref
kf (Tf − Tm) ; Cam =
kfL
ρCpVrefH2
which are, respectively, the Péclet number, Reynolds number, the Brinkman number and the Cameron number.
If the reference length is the length of rectangular cavity ( 0.05m), the Péclet number is very high (∼ 106) and
means that the heat transfer by conduction will be limited in the mould boundary layer.
The Reynolds number is less than 0.01, therefore the flow motion for the melt remains stationary and the
framework of this study is related to creeping flows. Finally, the Brinkman is around 100 meaning that the heat
produced by viscous dissipation is not compensated by the conduction with cold walls. The Cameron number
is less than 10−2 and that means also that the polymer temperature is changed in a very narrow boundary layer
near the mould.
3.2 Multiphase computation summary
Inmicro-injectionmoulding, the thermal transfers play a key role and the heat exchanges at the scale of themicro-
features have to be studied closely. We propose to review the case from a different angle, at both macroscopic
and microscopic scales, by performing two-dimensional multiphase computations. In this way, it is possible to
accurately describe the textured cavities, microscopic details which could not be taken into account by Rem3D R©
software. The depth of the textured shape around 10µm is 100 times smaller than the part thickness. The form
and direction of the micro cavities (see Figure 5) suggest that a 2D computation might be enough to give a clear
idea of the melt behaviour in the textured zone. We have chosen a representative longitudinal section located in
9
Figure 4: Velocity (a) and temperature (b) distributions in a transverse section of the cavity at t = 0.0725 s.
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the centre of the cavity from which all needed data can be collected (mainly temperature and velocity values).
The computational domain used in our calculations is depicted in Figure 5.
Figure 5: Schematic illustration of the two dimensional geometry and boundary conditions used for multi-
phase computation; zoom on the textured shape (only four ribs are considered in our computations); up,c is
the Poiseuille or Couette velocity profile imposed at the entrance; T0 the initial temperature; Tm the mould
temperature.
First, we begin by solving the problem at the macroscopic scale using Rem3D R©. The second step is to
collect important data (such as temperature and velocity fields) resulting from the macroscopic simulation to
feed it to the microscopic one. The delicate point is to appropriately choose at which time and where these in-
formation should be recovered. We find it logical to retrieve them exactly at the beginning of the textured zone
for a maximum precision, since the microscopic simulation will focus mainly on this region. Then, injection
moulding is simulated at this scale. Data coming from macroscopic results are fed as initial and boundary con-
ditions as illustrated in the scheme of Figure 5 but for another characteristic length. Indeed, the main parameter
describing this smallest level is the characteristic length Lref which gives the thickness of the computational
domain, equally divided between the mould and the cavity to be filled. In practice, we choose two characteristic
lengths Lref equal to 1mm and 0.1mm, the smallest being related to the thermal boundary layer at melt/mould
interface. For Lref = 1mm, the flow motion corresponds to a half Poiseuille flow and the temperature profile
is better analysed than with Rem3D R© software. The flow rate is imposed and the initial temperature is deduced
from Rem3D R© computations. For Lref = 0.1mm, the flow motion corresponds to a pure shear flow, that is
to say we impose the velocity at y = Lref/2 according to the result of computations made with Lref = 1mm.
Computations are thus performed on a rectangular domain with a unit height where the equations have been
scaled as explained in section 2.4. The main interest of the scaled equation is to work with constant numerical
parameters, like time step (namely ∆t = 0.001) which corresponds to a very small real time step (∆t Lref/Vref ,
see Table 3).
Lref(mm) tref(s) ∆treal(s) t
∗
1 1.2× 10−3 1.6× 10−6 21.6
0.1 1.78× 10−4 1.78× 10−7 146.3
Table 3: Scaled time factor, real time step and scaled filling time for a real filling time t = 0.026 s for the two
reference lengths and a scaled time step ∆t = 0.001.
3.2.1 Cavity and mould temperature determination
Let us suppose Lref = 1mm leading to a computational geometry including 0.5mm of the mould and half of
the cavity thickness. It is thus at macroscopic scale computation.
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At the entrance, we impose a Poiseuille flow (the exact polynomial solution) with the flow rate per unit width
deduced from the actual filling flow rate (Q = 2.5 × 10−5/0.015/2 = 8.33 × 10−4m2/s). In this particular
case, the reference velocity, Vref , will be Q/Lref = 0.833m/s.
The temperature profile at the beginning of our calculation (0.0725 s after the beginning of filling) is only
partially known: simulations with Rem3D R© have shown that a central plateau and two small regions with a
strong gradient near the walls could model the temperature profile (for a small Cameron number). The conduc-
tive solution when the fluid is at rest is chosen as thermal boundary condition at the entrance. As the thermal
effusivity of mould is usually one hundred times bigger than that of polymer, the following relationship has been
chosen for the initial temperature profile at the entrance (after scaling the interface is located at y = 0):
• the stationary linear solution is imposed in the mould
T (y) = Ti − 2(Tm − Ti)y (25)
• whereas the purely conductive solution is imposed for the fluid
T (y) = Ti + (Tf − Ti) erf
 y
2
√
k t˜/ρcp
 (26)
where Ti is the temperature at the mould cavity surface in contact with the polymer, Tf is the maximal tem-
perature in the core of the flow, here 205oC, Tm is the imposed temperature at y = −Lref/2, here 35oC. The
fictitious time t˜ is chosen arbitrary to fix the size of the thermal boundary layer since the real size of this ther-
mal layer will be given by the computations after a small transient. This interface temperature is given by the
analytical expression
Ti =
√
kmρmCpmTm +
√
kρCpTf√
kmρmCpm +
√
kρCp
(27)
which gives the steady state contact temperature between two differentmedia for a purely conductive heat transfer
[1]. In addition, the mould temperature Tm is imposed at the lower wall.
Results obtained are presented in Figures 6 and 7where the temperature distribution is plotted on a transverse
section just before the textured zone. For y∗ = −1/2, the temperature is equal to the mould temperature, 35 oC.
For y∗ = +1/2, it is equal to the melt temperature, 205 oC. The initial interface temperature at the scaled
coordinate y∗ = 0 is 47 oC with the analytic formula (27). It is shown that after a small transient this value is
slightly modified along the horizontal axis as the cavity is filled, being equal to 47.8 oC just before the textured
zone.
Figure 6: Flow front described by levelset φmelt (a) and temperature (b) at the macroscopic level, Lref = 1mm.
Figure 7 shows the temperature and x velocity component evolution with y along the line AB shown on
Figure 6b. Starting at at y∗ = −0.5, the temperature increases almost linearly in the mould, then it increases
from 40oC to 205oC within 0.05mm, and then it is almost constant. Therefore taking Lref = 0.1mm will
make it possible to capture the thermal gradient at the local scale, together with the flow front evolution in the
micro-ribs.
Studying the thermal transfers in the mould is achievable at this scale but the cavities are hardly visible.
Thus, tracking the textured zone filling remains impossible. To overcome this point, we take Lref = 0.1mm,
as detailed in the next section. This value seems more suitable since the Figure 7a shows that the thermal
boundary layer in the melt part is located for y < 0.05mm.
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Figure 7: Temperature and velocity component along x plotted on a transverse section AB depicted in Figure
6 for Lref = 1mm. The blue line located at y = ±0.05mm shows the domain studied at micro-scale if
Lref = 0.1mm.
3.2.2 Miscroscale Computations
Taking Lref = 0.1mm is equivalent to zooming 10 times the previous configuration. The boundary and initial
conditions are recovered from this latter. The melt initial upper velocity and temperature are, respectively, equal
to 0.38m/s and 205 oC measured at y = 0.05mm with Lref = 1mm. For the mould temperature, it is equal
to 39.85 oC for y = −0.05mm (as seen in Figure 7a). The microscopic case is carried out this smaller scale
allowing a better observation of both the mould and the textured zone. Moreover, it is possible to compute a
local capillary number based on the vertical velocity and on the viscosity near the melt/air interface. It is found
that this number is about 200 as the cavity is filled and, in this case the role of surface tension can be neglected.
The no-flow criterion presented in Eq. (13) can play a role in this thermal layer and different values of b are
checked forTs = 117oC. It increases the viscosity below the solidification temperature to simulate appropriately
the melt flow in this zone. In fact, higher values will lead to larger frozen layers and it will be more difficult for
the fluid to fill the texture. To put this into evidence, the filling ratios (namely the ratio between surface filled
over total surface of micro-cavity) are computed for various values of parameter b. They are reported in Table 4
and Figure 8 illustrates the different filling scenarios for 0 < b < 0.1 at t = 0.1 s. Identifying these parameters
from experimental data will be the subject of future investigations.
Figure 8: Texture cavities filling at t = 0.1 s for Lref = 0.1mm, Ts = 117 oC for different values of b =
0, 0.01, 0.005, 0.1, and a resolution done with no-flow criterion given by Eq. (13)
b 0 0.01 0.05 0.1
filling rate 0.94 0.65 0.24 0.17
Table 4: Filling rate (surface filled/total surface of micro-cavities) as a function of the freezing parameter b.
The method using penalty factor, as explained in Eq. 21 gives similar results, as plotted in Figure 9. One
observes that the final position of the interface (the isozero value of the modified level-set function) depends on
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the solidification temperature. Table 5 gives the filling rate for different values of Ts. As mentioned earlier, a
correct solidification criterion should be related to the crystallinity ratio. Crystallization kinetics models under
high stress, pressure and rate of deformation and models linking rheological behaviour and crystallinity ratio
are still research domains. Therefore, a solidification temperature adjusted by comparing experimental and
numerical filling rates is an acceptable solution.
Figure 9: Texture cavities filling at t = 0.1 s forLref = 0.1mm and different values of Ts = 40, 50, 80, 100 oC,
using a penalty method.
Ts 40 50 80 100
filling rate 0.99 0.53 0.25 0.084
Table 5: Filling rate (surface filling/surface of holes) as a function of the freezing temperature Ts.
In conclusion, two approaches to model the no-flow criterion were presented: one based on a modifiedWLF
relationship and the other on a penalty method. Both behaviours were satisfactory and qualitatively comparable.
However, the latter needs only one parameter, Ts, and has better numerical stability. The exponential factor b
in Eq. 13 increases drastically the viscosity resulting in ill-conditioned problems. Based on this point, further
computations will be accomplished using solely the penalty method.
4 Influence of the flow rate and mould temperature on the texture filling rate
Earlier research in micro-injection moulding has found that high melt and mould temperatures and high injec-
tion velocity increase the filling of micro cavities [14, 42, 24]. To test the performance and efficiency of the
implemented model, the effects of flow rate and of mould temperature on the filling rate were investigated and
are presented hereby.
4.1 Influence of the flow rate
The melt and solidification temperatures are respectively set to 205oC and 80oC. Three different flow rates are
checked: 12.5 cm3/s, 25 cm3/s and 50 cm3/s. Both the temperature and the velocity distribution are plotted
for the section AB and Lref = 1mm (see Figures 10).
As expected, changing the flow rate has a clear impact on the velocity of the melt. At y = 0.05mm, the
velocity (used later as initial conditions for the microscopic computation) increases from 0.1m/s, 0.38m/s
to 1.5m/s for the three flow rates. This leads also to a decrease on the size of the boundary layer near the
mould/melt interface, as seen in Figure 10a, from 0.08mm to less than 0.05mm. Relying on this data, one
expects a better filling of cavities when the flow rate increases and thus counterbalances the effects of the pre-
mature solidification. Microscopic computations were then performed using Lref = 0.1mm with initial and
boundary conditions extracted from the macroscopic scale for y = ±0.05mm and reported in Table 6.
Table 7 shows that the filling rate increases greatly from 0.02 to 0.68, pointing out the influence of the
flow rate. The Figure 10a also shows that the size of thermal layer increases for the smallest flow rate: it is
around 0.08mm instead of smaller than 0.05mm for the other cases. This suggests perhaps to increases Lref at
microscopic level for this lower flow rate, if we want to get a better description of this entire thermal boundary
layer.
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(a) (b)
Figure 10: Illustration of the impact of changing the flow rate on the velocity and temperature profiles, plotted
on the transverse section AB drawn in Figure 6b for Lref = 1mm.
Q(cm3/s) T (y = −0.05) oC T (y = 0.05) oC vx(y = 0.05)m/s
12.5 40 181.83 0.102
25 39.93 200.68 0.380
50 39.93 205.90 1.493
Table 6: Temperatures and velocities at the boundary of the thermal layer for different flow rates. These data
are used for Micro-scale computations.
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Q(cm3/s) 12.5 25 50
filling rate 0.02 0.17 0.68
Table 7: Filling rate as a function of the increasing flow rate, for Ts = 80 oC.
4.2 Influence of the temperature
Changing the mould temperature can be used to increase the filling of the textured zone and counterbalance a
premature solidification. To highlight this influence, different mould temperatures were chosen, between 35 oC
and 60 oC, while the flow rate Q and the solidification temperature Ts remain the same and are, respectively,
equal to 25 cm3/s and 80 oC. Both the temperature and velocity profiles at the macroscopic level are plotted in
Figure 11 for the transverse section AB. No significant impact is visible on both results. The main difference is
noticeable in the mould and as expected the mould/melt interface temperature increase from 40.7 oC to 67 oC.
Microscopic computations with Lref = 0.1mm were performed with the data represented in Table 8.
Tm T (y = −0.05) oC T (y = 0.05) oC vx(y = 0.05)m/s
35 39.93 200.68 0.380
40 44.71 201.42 0.396
50 54.92 201.91 0.402
60 65.46 201.98 0.406
Table 8: Temperatures and velocities at the boundary of the thermal layer in which micro-scale computations
are made for different mould temperatures Tm.
Table 9 shows that an increase of the mould temperature from 35 to 60 oC leads to a filling rate increase
from 0.17 to 0.57.
Figure 11: Impact of changing the mould temperature on the velocity and temperature profiles plotted on the
transverse section AB drawn in Figure 6b for Lref = 1mm.
Tm 35 40 50 60
filling rate 0.17 0.26 0.36 0.57
Table 9: Filling rate (surface of textures filled/total surface of textures) as a function of different mould temper-
atures for Ts = 80 oC.
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5 Conclusion
The implemented methodology is based on a multiphase approach, which allows computing the different fields
such as temperature in both mould and melt. With a classical two-phase (air/polymer) approach, mould filling
computation at macroscopic level does not often need to take into account the heat transfer inside the mould
since a heat flux condition can be sufficient to have a good estimation of the temperature distribution. Nev-
ertheless, analysis of micro-texturation filling needs an accurate description of the thermal boundary layer at
the polymer/mould interface. Therefore, the three-phase system coupled to anisotropic adaptation seems to be
the most pertinent. For this study, we have chosen a situation for which the injection flow is rather simple (a
Poiseuille profile with fountain flow) and a two dimensional configuration is sufficient to describe part filling.
However, there are two different time scales corresponding to micro-features filling and the overall part filling,
respectively. In fact, an accurate description of the textured zone at macro-scale would induce small mesh sizes
and therefore a small time step would be required due to CFL condition. In order to reduce the computational
time, computations at a micro-scale were decoupled from the ones at the macro-scale. The higher scale com-
putations give the size of the thermal boundary layer and the velocity profile (approximated by a Couette flow)
at micro-scale. The computations at the smaller scale are necessary for a better description of melt behaviour
as the viscosity is subjected to two counteractions: decreasing temperature near the mould wall increases the
viscosity, whereas higher shear rate decreases it. As the Williams-Landel-Ferry model reaches its limit of va-
lidity, we have checked two methods in order to better model the melt solidification near the wall: either the
viscosity is drastically increased below the solidification temperature [26] or a penalty method tends to cancel
the velocity in region where the temperature is below the solidification one. The two approaches give globally
acceptable results, but the first method induces numerical instability due to the large difference between material
viscosities. Moreover, the amplification parameter b has not a real physical meaning. On the other hand, with
the second approach, we can take into account the fact that the static solidification temperature can be changed
if a shear rate is applied. Finally, our numerical tools allow predicting the impact of two important parameters,
the mould temperature and the flow rate, on the filling rate of the micro-cavities. Although the model needs
more additions to handle the complete injection cycle, the results are satisfactory and encourage pursuing this
approach to such type of problems.
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