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Resume { Cet article presente une methode de segmentation de signaux, par detection de ruptures. Cette methode consiste
a calculer a chaque instant un critere de presence de rupture, base sur une statistique de test d'existence d'une rupture. La
decision de presence ou non d'une rupture est prise elle aussi a chaque instant, en comparant la valeur du critere a un seuil. Deux
statistiques de detection de rupture, le rapport de vraisemblance generalise et la statistique de la divergence, sont evaluees sur un
signal constitue de reels segments de parole et de musique en alternance. Les performances obtenues avec ces deux statistiques
ne sont pas signicativement dierentes et tournent autour de 5% de taux d'erreurs, quand le taux de non-detections est egal au
taux de fausses alarmes. Toutefois, le rapport de vraisemblance generalise a une plus grande tendance a la non-detection, tandis
que la statistique de la divergence presente une plus grande tendance aux fausses alarmes.
Abstract { This article presents a technique for discrete time signal segmentation, using a change point detection approach.
This technique consist of computing at each time, a change point criterion based on a change point detection statistic. Change
point decision is taken a each time, by comparing the criterion value with a threshlod. Two change point statistics, the generalized
likelihood ratio and the divergence statistic, are evaluated on a signal with real speech and music segments. Performances obtained
with these two statistics, are not signicantly dierent and equal error rates are around 5%. However, the generalized likelihood
ratio has a tendency to more non-detections, while the divergence statistic is more inclined to false alarms.
Introduction
La segmentation est un pretraitement courant pour de
nombreuses applications en Traitement du Signal (classi-
cation, indexation, surveillance...). Cette operation con-
siste a decouper un signal en intervalles de temps (seg-
ments) pendant lesquels, certaines de ses caracteristiques
restent stationnaires. Par exemple, dans le cas d'un signal
audio, les segments peuvent correspondre a des classes de
sons comme la parole, la musique, la parole d'un locuteur,
etc... Les distributions des caracteristiques du signal au
niveau des segments peuvent e^tre connues ou inconnues.
Dans cet article, nous nous placons dans le cas ou les dis-
tributions au niveau des segments sont inconnues.
La section 1 presente le principe de la methode de segmen-
tation proposee. La section 2 donne une formulation du
probleme et la section 3 decrit de maniere detaillee la me-
thode de segmentation proposee. Dans la section 4, nous
presentons deux statistiques de test d'existence d'une rup-
ture, qui sont a la base des indices de rupture que nous uti-
lisons. Des experiences en segmentation parole/musique,
ou sont utilises les deux indices de rupture, sont presen-
tees dans la section 5 et les resultats sont discutes dans la
section 6. La derniere section est consacree a la conclusion
et aux perspectives.
1 Methode proposee
Le signal est d'abord decoupe en trames regulieres. Cha-
cune des trames est representee par un vecteur de pa-
rametres acoustiques. Pour chaque trame (instant), nous
calculons un indice de presence de rupture (positif). Les
indices que nous comparons ici, sont bases sur une dissi-
milarite (au sens large du terme) au voisinage de la trame,
entre le modele ajuste au passe de la trame et le modele
ajuste a son futur. De cet indice, est extrait un critere
de presence de rupture (qui est nul aux instants qui ne
sont pas maximum local de l'indice). La decision est prise
trame a trame, par comparaison du critere a un seuil.
Dans nos experiences, nous utilisons comme parametres
acoustiques, les Composantes Principales du logarithme
du module du Spectre (CPS)
1
. Les modeles ajustes au
passe et au futur de chaque instant sont des modeles Gaus-
siens.
2 Formulation du probleme
Soit Y
n
1
= fY
1
;    ; Y
n
g une sequence d'observations d'un
signal a temps discret, a valeurs dans R
d
. Les observa-
tions correspondent a une sequence de vecteurs de para-
metres acoustiques, extraits d'un signal sonore. On utili-
sera la notation Y
j
i
, pour designer la sequence d'observa-
tions fY
i
;    ; Y
j
g.
On suppose qu'il existe un entier k et des instants non
observes r
?
1
< r
?
2
<    < r
?
k
, tels que le signal est station-
naire sur chaque intervalle de temps [r
?
l
+1; r
?
l+1
] (avec la
1. Les facteurs principaux sont estimees sur une base d'appren-
tissage. Les CPS sont utilisees pour la classication parole/musique
de segments sonores dans [SBD98]
convention r
?
0
= 0 et r
?
k+1
= n). Les instants r
?
l
sont des
instants de changement de distribution (stationnaire) du
signal et sont appeles instants de rupture. On souhaite lo-
caliser ces instants dans la sequence d'observations Y
n
1
. Ce
probleme est connu sous le nom de detection-estimation
de ruptures. Dans cette etude, nous nous placons dans le
cas ou :
 les observations sont supposees statistiquement in-
dependantes;
 les distributions du signal a l'interieur des segments
sont decrites par une famille parametree de densites
fp(:j);  2   R
m
g;
 les instants de ruptures sont supposes deterministes.
3 Description de la methode
La methode de segmentation que nous proposons, consiste
d'abord a calculer un indice de rupture, a chaque instant
t. On note par S(t) la valeur de cet indice a l'instant t,
pour t = 1;    ; n.

A partir de l'indice S, un critere de
presence de rupture, egalement deni pour chaque instant,
est calcule. C(t) designe la valeur du critere a l'instant t.
La decision de presence d'une rupture est prise a chaque
instant, par comparaison de la valeur critere C(t) a un
seuil. La section 3.1 presente les deux indices que nous
comparons et la section 3.2 decrit la maniere dont nous
obtenons le critere de decision.
3.1 Indices de rupture
Les deux indices de rupture que nous etudions corres-
pondent au calcul, en un instant donne t, d'une dissimila-
rite (au sens large du terme) entre le passe Y
t
t L+1
et le
futur Y
t+L
t+1
, ou L represente la taille commune du passe
et du futur. Ces deux indices sont :
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Cette approche par comparaison entre le passe et le futur
proches de l'instant courant t, est tres utilisee en segmen-
tation de signaux [Bra83, DAOS88]. L'indice S
1
(t) cor-
respond, au facteur multiplicatif
1
L
pres, au logarithme
du rapport de vraisemblance generalise (RVG). Quant a
S
2
(t), c'est une approximation de la divergence de Kull-
back
2
entre le modele ajuste au passe Y
t
t L+1
et celui
ajuste au futur Y
t+L
t+1
. L'indice S
2
presente l'avantage de
n'utiliser (estimer) que deux modeles (
^
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1
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^

2
), au lieu
des trois modeles (
^

0
,
^

1
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^

2
) utilises par S
1
.
2. La divergence de Kullback est une quantite positive qui mesure
la dissemblance entre deux distributions.
3.2 Critere de decision
La decision de presence ou non d'une rupture, ne peut
pas e^tre prise en comparant directement l'indice S(t) a
un seuil, a cause du risque de fausses alarmes, notam-
ment au voisinage des maxima de l'indice. Nous utilisons
l'approche suivante : pour un instant t donne, nous recher-
chons les premiers instants 
1
(t) < t et 
2
(t) > t, tels que :
S(
1
(t)) > S(t) et S(
2
(t)) > S(t)
Puis nous calculons les quantites v
1
(t) et v
2
(t) :
v
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2
(t) = min
t<i<
2
(t)
S(i)
Et enn : u(t) = maxfv
1
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2
(t)g
Le critere de presence de rupture a l'instant t est alors
deni par : C(t) = S(t)  u(t)
Le critere C ainsi deni, est nul aux instants qui ne sont
pas maximum local de l'indice S. La decision de presence
ou non d'une rupture a l'instant t, est prise en comparant
la valeur du critere a un seuil :
C(t)
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4 Test d'existence d'une rupture :
statistiques de base des indices
Les deux indices de rupture S
1
et S
2
, denis a la section
3.1, ont ete obtenus a partir de statistiques du test
d'existence d'une rupture sur une sequence d'observa-
tions X
n
1
= fX
1
;    ; X
n
g dans R
d
, statistiquement
independantes. La famille de distributions reste celle
denie a la section 2. On considere alors le test base
sur n observations, de l'hypothese d'absence de rupture
H
0
(n) contre l'hypothese de presence de rupture H
1
(n).
 H
0
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Les sections 4.1 et 4.2 presentent respectivement les sta-
tistiques de test d'existence d'une rupture qui sont a
la base des indices S
1
et S
2
, et quelques unes de leurs
proprietes. On introduit les notations suivantes qui seront
utilisees dans toute la suite de cette section 4. On note
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^
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1
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^

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^
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2
dependent de l'instant r.
4.1 Rapport de vraisemblance generalise
Pour le test d'existence d'une rupture, une des statistiques
de test les plus utilisees est le Rapport de Vraisemblance
Generalise (RVG). La statistique du RVG pour le test
d'existence d'une rupture, notee R(n), est denie par :
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Une etude du comportement asymptotique de la statis-
tique R(n), sous la suite l'hypotheses d'absence de rupture
H
0
(n), est presentee dans [DP86]. Sous H
0
(n) et certaines
hypotheses de regularite sur la famille de distributions,
Deshayes et Picard montrent que la statistique
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nien de dimension m, dont les composantes sont indepen-
dantes. Ce resultat met en evidence la necessite de pon-
derer la statistique du RVG avant le supremum sur tous
les instants r.
4.2 Statistique de la divergence
En presence de rupture, le fait que le modele
^
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time sur des observations issues d'un melange de deux
distributions, ne facilite pas l'etude du comportement des
statistiques R(n) et 
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(n). Nous proposons une autre sta-
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Ce resulat ne signie pas en soi, une convergence en loi
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Nous allons enoncer une propriete illustrative de l'indice
de la divergence S
2
dans le cas de modeles Gaussiens.
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Les indices S
1
et S
2
sont respectivement obtenus a partir
des statistiques 
1
(n) et 
2
(n), en faisant abstraction du
supremum ( sup
r=m; ;n m
) et des fonctions de ponderation
( 
1
et  
2
), avec les correspondances n = 2L et t = r = L.
Ensuite, on opere une normalisation par L, dans l'idee
d'une mesure d'amplitude de rupture qui, en moyenne,
est plus robuste a la taille de la fene^tre d'analyse.
5 Experiences
Dans nos experiences, le probleme de la segmentation
d'une bande sonore en plages de parole versus plages de
musique, a ete considere. La base de donnees est constituee
de morceaux de signaux de parole et de musique d'environ
4:8 secondes chacun, enregistres sur dierentes stations
(une vingtaine environ, emettant a Rennes), echantillon-
nes sur 16 bits a 16 kHz.
Chaque morceau de signal est ensuite decoupe en trames
de 16 ms, parametrises chacune par un vecteur de 25 Com-
posantes Principales du Spectre (CPS). Dans un premier
temps, nous avons genere un signal de dimension 25, ob-
tenu par concatenation de segments simules. Chaque seg-
ment simule correspond a environ 300 realisations inde-
pendantes d'une variable aleatoire de loi Gaussienne a co-
variance pleine. Pour chaque segment, un modele dierent
est estime sur un ensemble de vecteurs de 25 CPS extraits
d'un morceau de signal de parole ou de musique. Le signal
teste est obtenu en alternant les segments generes selon les
modeles de parole et ceux generes selon les modeles de mu-
sique. Le signal ainsi simule compte environ 200 ruptures.
Un second signal, obtenu en concatenant directement les
vecteurs de CPS extraits des morceaux de parole et de
musique, a egalement ete genere.
La methode de segmentation decrite a la section 3, est
appliquee au signal des segments simules et au signal
des segments reels, avec des modeles de segments a une
Gaussienne, en utilisant les deux indices de rupture et
pour dierentes valeurs de la taille de la fene^tre d'ana-
lyse. Les performances d'une segmentation sont mesurees
par le pourcentage de ruptures non detectees et le pour-
centage de fausses alarmes. Nous tolerons une erreur de
5 trames sur la localisation de l'instant de rupture. C'est
a dire que chaque instant de rupture r
?
est redeni par
~r = argmax
t=r
?
 5; ;r
?
+5
C(t), qui devient alors l'instant de rup-
ture de reference. La gure 1 represente les performances
obtenues sur les deux signaux.
6 Interpretation des resultats
On observe sur la gure 1, qu'independamment de l'in-
dice de rupture utilise, les performances sont generalement
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Fig. 1: Performances pour dierentes durees de la fene^tre d'analyse. En haut, les performances obtenues sur le signal des
segments simules en utilisant l'indice du RVG (a gauche) et en utilisant l'indice de la divergence (a droite). Les taux d'erreurs
sont nuls quand la duree de la fene^tre d'analyse est egale a 1:60 s. En bas, les performances obtenues sur le signal des segments
reels en utilisant l'indice du RVG (a gauche) et en utilisant l'indice de la divergence (a droite).
croissantes en fonction de la duree de la fene^tre d'analyse.
De meilleures performances sont observees sur le signal a
segments simules. Pour le signal a segments simules, les
taux d'erreurs deviennent nuls a partir d'une certaine du-
ree de la fene^tre d'analyse (1; 60 s), alors que pour le signal
a segments reels les performances on tendance a se sta-
biliser. Cette dierence de performances peut se justier
d'une part, par la coherence entre le type de distributions
(Gaussien) des segments et la famille de distributions uti-
lisee par le procede de segmentation, dans le cas du signal
des segments simules. D'autre part, parce que sur le si-
gnal des segments reels, en plus des ruptures de type pa-
role/musique, intervient la non-stationnarite des segments
generant d'autres ruptures. Neanmoins, les performances
sur le signal des segments reels sont satisfaisantes, avec un
((Equal Error Rate)) (EER) inferieur a 5% des que la duree
de la fene^tre d'analyse excede 0; 80 s.
Nous n'observons pas de dierence signicative entre les
deux indices de ruptures. Cependant, on note une plus
grande tendance a la non-detection pour l'indice du RVG,
tandis que l'indice de la divergence s'avere plus predispose
aux fausses alarmes.
7 Conclusion
Un methode de segmentation de signaux sonores, par de-
tection de ruptures a ete presentee et evaluee sur un signal
obtenu par concatenation de reels segments de parole et
de musique en alternance. Ces experiences ne montrent
pas une dierence signicative en terme de performances,
entre deux statistiques de test d'existence d'une rupture :
le rapport de vraisemblance generalise et une seconde sta-
tistique presentee ici, celle de la divergence. Des perfor-
mances assez satisfaisantes ont ete obtenues en utilisant
une famille de modeles assez simple, les modeles Gaus-
siens. Dans nos futurs travaux, cette methode sera evaluee
sur des signaux presentant des transitions plus naturelles
entre les dierents segments.
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