Abstract
reduct and maximum distribution reduct, and discussed the relationships among the maximum distribution reduct, the distribution reduct, and the possible reduct. Unlike possible reduct [14] , maximum distribution reduct can derive decision rules that are compatible with the original systems. In addition, in traditional rough set theory, MIBARK-algorithm [15] cannot ensure the reduct is the minimal attribute subset, which keeps the decision rule invariant in inconsistent decision systems. Although, many methods above are efficient, they ate still unsuitable for the reduct of voluminous data, and only suitable for consistent or inconsistent decision systems. Therefore, proposing an efficient and effective attribute evaluation approach to knowledge reduction, which is suitable for not only information systems but also consistent and inconsistent decision systems, is very desirable. This paper focuses on creating such a solution.
In this paper, the problems of knowledge representation and knowledge reduction are addressed in both consistent and inconsistent decision systems. Then, introducing the classical rough entropy, we propose the conditional rough entropy in consistent decision systems to measure the roughness of knowledge, and that of rough set in inconsistent decision systems. Thus, some important propositions, properties, and conclusions for knowledge reduction are drawn. The conclusion shows that the conditional rough entropy of knowledge monotonically decreases as the information granule becomes small through finer classification in both consistent and inconsistent decision systems. By using decomposition, radix sorting, hash, and input sequence techniques, we have succeeded in creating an efficient knowledge reduction algorithm for decision systems. The algorithm does not change the size of the original system, and its complexity is cut down to approximately O(|C| 2 |U|). Hence, it is relatively efficient method and suitable for information systems, consistent decision systems, and inconsistent decision systems.
Some basic concepts and related works
In this section, we review briefly some notions and results related to information systems and decision systems. Detailed description and formal definitions of the theory can be found in [1, 2] .
An information system is a pair S = (U, A), where U = {u 1 , u 2 , ..., u s } is a non-empty finite set of objects; A is a non-empty finite set of attributes; for every a∈A, there is a mapping f: U → V a , where V a is called the value set of a.
Each subset of attributes P  A determines a binary indistinguishable relation IND(P), given
can be shown that IND(P) is an equivalence relation on U. For any P  A, the relation IND(P) constitutes a partition of U, which is denoted by U/IND(P), or just U/P. That is,
 a∈P} is called an equivalence block (equivalence class) of u i with reference to P.
In particular, if U/P = {X | X = {u}, u∈U} = ω, it is called an identity relation, and if U/P = {X | X = {U}} = δ, it is called a universal relation. Now, we define a partial order on all partition sets of U. Let U/P and U/Q be two partitions of a finite set U. If Q  P, then we define that the partition U/Q is coarser than the partition U/P (or the partition U/P is finer than the partition U/Q), denoted by P Q, between partitions by P Q   P i ∈U/P, ∃Q j ∈U/Q→P i  Q j . Hence, in an information system S = (U, A), we have P Q for any
Let S = (U, A = C∪ D) be a decision system, where C is a condition attribute set, and D is a decision attribute set with CD . Thus, for any P  C, the positive region of P to D is denoted by POS P (D)
In [2] , if POS C (D) = U, then this decision system is called a consistent one, otherwise an inconsistent one. If S = (U, C, D) is an inconsistent decision system, then the set POS C (D) is called the consistent objects set of S, and the set U-POS C (D) is called the inconsistent objects set of S.
Let U be a given universe and P, Q  C∪ D, U/P = {X 1 , X 2 , …, X n }, U/Q = {Y 1 , Y 2 , …, Y m }, then the conditional information entropy of knowledge Q with reference to P is denoted by 
Hence, obviously RE(P) < RE(Q) and the proposition holds.
Thus, it can be seen easily from Proposition 1 that the rough entropy of knowledge decreases as the equivalence blocks become smaller through finer partitioning.
Approaches to Knowledge Reduction of Decision Systems based on Conditional Rough Entropy Lin Sun, Jiucheng Xu, Lingjun Zhang Proposition 2. Given an information system S = (U, A), if P, Q  A, then one has that Proof. It is straightforward from Proposition 2. Thus, from Proposition 3, it is easy to obtain the following property in decision systems.
Property 3.
Let U be a given universe and P  C, U/P = {X 1 , X 2 , …, X n }, for any a∈C-P, then
then the rough entropy of knowledge Q∪ P is defined as
In [1] , let U be a given universe and
the conditional information entropy of D with reference to P, and H(D∪ P) and H(P) represent the information entropy of knowledge D∪ P and P, respectively. Based on these representations and from Proposition 1, it shows that D∪ P P, then
RE(D∪ P) ≤ RE(P).
Hence, we give the definition of conditional rough entropy in decision systems as follows.
Definition 2. Let S = (U, C, D) be a decision system and
Then, let RE(D|P) denote the conditional rough entropy of D with reference to P of S as follows
Let U be a given universe and
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Thus, we will consider the cases of 0 < a ≤ 1 and 0 < b ≤ 1 in the following proof. Suppose that ax = λ and by = β, there must be λ > 0 and β > 0, thus we find that 2 2 log log .
Suppose that a b   , it is obvious that φ > 0, then we find that 2 2 log log .
Thus, we calculate the derivative of f j with reference to φ as follows:
f j has its maximal value 0, i.e. f j = 0, when 1
Hence, obviously RE(D|P) ≤ RE(D|P-{a}) and the proposition holds. Therefore, according to Proposition 4, we know that the combination of blocks induced by condition attributes will increase the conditional rough entropy monotonously, and the conditional rough entropy will remain unchanged only if the memberships of the combined blocks for all decision blocks are the same. Thus, the memberships of all equivalence blocks, induced by condition attributes for all decision blocks, will remain unchanged after the combination. Hence, it is easy to obtain the following properties from Proposition 4 and Theorem 4.1 in [1] . Property 4. Let U be a given universe and for any a∈P
Property 5. Let U be a given universe and for any a∈P
Property 6. Let U be a given universe and for any a∈P  C, then RE(D|P) = RE(D|P-{a}) 
H(D|P) = H(D|P-{a}).
Property 7. Let U be a given universe and P  Q  C, then RE(D|Q) ≤ RE(D|P). Property 8. Let U be a given universe and
For a general information system, the definition of reducts in the algebra view is equivalent to its definition in the information view [1] . Thus, from these representations above, we find that the definition of the relative reducts of a consistent decision system (i.e., there are no conflicts or inconsistent objects in the decision system) in the algebra view is also equivalent to its definition, based on the conditional rough entropy. However, inconsistent decision systems occur often in real life, and then we need to calculate the reducts of inconsistent decision systems. Hence, the conditional rough entropy of a relative reduct defined above may not remain unchanged. On the other hand, if an attribute cannot provide any additional information for an existing attribute set to make a decision system, then it is reducible. That is, the definition of relative reducts of a decision system, based on the conditional rough entropy, includes its definition in the algebra view. Any relative reduct of a decision system, based on the conditional rough entropy, must be its relative reduct in the algebra view. Thus, this paper focuses on creating such a heuristic algorithm developed further using this result.
In [15] , let S = (U, C, D) be a decision system and P  C. If H(D|P) = H(D|C), and P is independent to D, then P is called the attribute reduct of C with reference to D. Thus, we introduce the idea of reduct above to construct the following reduct based on the conditional rough entropy. Definition 3. Let S = (U, C, D) be a decision system and P  C. If RE(D|P) = RE(D|C), and P is independent to D, then P is called the attribute reduction of C with reference to D.
From the analyses above, in the algebra view, the significance measure [8] is regarded as the quantitative computation of radix for the objects of positive region, merely describes the subsets of certain blocks in U. Moreover, in the information view, the significance measure [15, 17] is only obtained by detaching objects in different decision blocks from equivalent blocks generated by the condition attribute subset. Since there exist inconsistent objects, however, these current measures to rough set still lack of dividing U into consistent object sets and inconsistent object sets in inconsistent decision systems. Therefore, the heuristic reduct measures will not be equivalent in the representation of concepts and operations for inconsistent decision systems. It is necessary to seek for a new kind of measure to knowledge roughness for searching the precise reduct effectively in decision systems. Accordingly, it can be seen that the presented decision partition U/R D has not only detached consistent objects from different decision blocks in U, but also distinguished consistent objects from inconsistent objects, while U/D is gained through detaching objects from different decision blocks.
Thereby, distinguishing consistent objects from inconsistent objects will help us to get minimal or optimal reducts of knowledge. According to the analyses above, to compensate for the disadvantages of classical rough reduction algorithms, we propose the new definition of conditional rough entropy, which has effects not only on the subsets of certain blocks but also on the subsets of the uncertain blocks in U. For convenience, the monotonicity of conditional rough entropy value, induced by the partial relation between P and C, is called granulation monotonicity in a decision system. Hence, we have the conclusion that the conditional rough entropy of knowledge monotonically decreases as the information granule becomes small through finer classification in both consistent and inconsistent decision systems.
Thus, we define the conditional rough entropy above to measure the uncertainty of both consistent and inconsistent decision systems, and then may apply the entropy to reduce redundant attributes. Hence, the corresponding significance measures are listed as follows.
Definition 5.
Let S = (U, C, D) be a decision system and P  C, for any a∈P, then the significance measure of a in P with reference to D is defined as
Definition 6. Let S = (U, C, D) be a decision system and P  C, for any a∈C-P, then the significance measure of a in P with reference to D is defined as From Definition 6, it shows that the significance measure Sig outer (a, P, D) indicates the importance of attribute a added to P with reference to D in decision systems, offering the powerful reference to the decision. The bigger the significance measure of attribute is, the higher its position in the decision system is, and otherwise the lower its position is. Therefore, if each of the significance measure of attribute is calculated, then the attribute with the zero or lower significance measure is removed, the knowledge reduction can be finished.
Thus, we know that if the novel proposed Sig outer (a, P, D) = 0, then the significance measures of attribute, based on the positive region and the conditional information entropy, are also zero. On the other hand, if the objects radix of positive region fills out after adding any attributes, then the significance measure of attribute based on the positive region isn't zero, accordingly we also have Sig outer (a, P, D) ≠ 0. So the new proposed Sig outer (a, P, D) can not only include more information than that based on positive region, but also compensate for the limitations of algebra and information views.
Hence, all the definitions above are used as a heuristic algorithm of knowledge reduction to select a reduct from consistent or inconsistent data sets. For a given decision system, the intersection of all attribute reducts is said to be indispensable and is called the core. Each attribute in the core must be in every attribute reduction of the decision system. The core may be an empty set. The significance measures above can be used to find the core attributes. The following propositions are of interest with this regard.
Proposition 7. Given a decision system S = (U, C, D) and for any a∈C, if Sig inner (a, C, D) > 0, then a is a core attribute of S.
In a heuristic algorithm of knowledge reduction, based on the above propositions, one can find a reduct by gradually adding selected attribute to the core attributes. . Thus, it easily shows from Definition 6 and Definition 7 that the significance measure and the relative reduct, based on the conditional rough entropy, not only is equivalent to that in the algebra view and the information view in consistent decision systems, but also illustrates the performance in inconsistent decision systems. Therefore, the proposed reduction method i s suitable for both consistent and inconsistent decision systems. Specially, after wiping off the decision attribute, it is also available in information systems.
Knowledge reduction algorithm
In the following, we will not only consider how to discretize numerical attributes and construct a heuristic function for knowledge reduction, but also focus on how to improve computational efficiency of a heuristic reduction algorithm in the context of large data sets. To this end, we construct the input sequence by sorting the attributes in order of increasing significance measure. The relative reduct can be found by repeatedly deleting the head node of the input sequence. Then we introduce the idea of radix sorting in [7] and hash in [9] to calculate equivalence blocks and positive region effectively.
Thus, through the decomposition of Sig outer (a, P, D), it can be seen easily that every time to calculate any attribute a with the maximum of Sig outer (a, P, D) is in fact to calculate that with the minimum of RE(R D |P∪ {a}), because RE(R D |P) is a constant when we calculate Sig outer (a, P, D). Therefore, we only need calculate RE(R D |P∪ {a}) except RE(R D |P). It shows from the formula (4) that to calculate RE(R D |P∪ {a}) is in fact to calculate the corresponding equivalence blocks, generated by successively partitioning. Thus, all of the policies will help to reduce the quantity of computation and the time-space of search. (7), else { Let P = P-core; Construct an ascending input sequence, denoted by P, and let P= T∩P = {a 1 , a 2 , ..., a t }; t = |P|; For (i = 1; i ≤ t; i++)
It can be seen easily from (8) that the completeness for the minimal reduct of the above method is proved obviously. That is, none of the attributes in P can be eliminated again without decreasing its discriminating capability, whereas a great many reduction algorithms are incomplete, which can't ensure that the final reduct will be obtained [8] . Then through analyzing, it is known that these reduction algorithms in [8, 17] are also complete, while those algorithms in [15] are not. Making full use of the feasible measures of computation regarding partitions, positive region and core attributes, we can easily see that the time complexity of the algorithm may be decreased to approximately O(|C| 2 |U|), which is less than that of [8, 15, 17] .
Experimental analysis
In the following, we give an example to explain the validity of the proposed knowledge reduction algorithm, and then apply the proposed approach and other knowledge reduction approaches to several data sets from the UCI Machine Learning Repository (These data sets can be downloaded at http://www. ics.uci.edu), to evaluate the proposed approach.
Example 2. In Table 2 , S = (U, C, D) is an inconsistent decision system, where U = {x 1 , x 2 , …, According to Table 2 , based on the above measures of significance and the method of core attributes, we can calculate the significance and relative conditional significance of single attribute, and select the attributes with maximal significance and relative conditional significance one by one, and then we have the core attribute {e} and the minimal reduct {a, b, e}. Thus, the significance measures of other condition attributes with respect to {e} are all shown in Figure 1 . Then their advantages and disadvantages can be found easily through comparing roundly the Algorithm 4 in [8] and the Algorithm CEBARKCC in [15] with the proposed Algorithm 2, shortly denoted by Alg_a, Alg_b, and Alg_c, respectively. According to Figure 1 , it is known that SGF(b, {e}, D) in [1, 8, 15 ] is relative minimum. The searching results of the heuristic reduction algorithms in [8, 15] , which are based on the positive region and the conditional information entropy, are {a, c, d, e}, rather than the minimal reduct {a, b, e}. The searching results of the heuristic reduction algorithms, which are based on the new conditional information entropy [17] and the novel conditional rough entropy of knowledge, are the minimal reduct {a, b, e}. In particular, Sig outer (b, {e}, D) is relative maximum. Therefore, the relative significance measures of the attributes a and b are nicely represented by the proposed Sig outer , and then the proposed heuristic algorithm will be greatly efficient in searching the minimal or optimal reduct.
Here we choose six discrete data sets from the UCI Machine Learning Repository, and compare roundly the Algorithm CEBARKCC in [15] , the Algorithm 4 in [8] , the Algorithm 2 in [17] with the proposed Algorithm 2 above, shortly denoted by Alg_a, Alg_b, Alg_c, and Alg_d, respectively. The experimental hardware environment is as follows: Inter(R) Pentium(R) D CPU 3.4 GHz, 2 GB memory, Windows XP. What's more, we employ m and n to denote the radix of the primal attribute set and the minimal reduct after reduction, respectively. Then, the comparison results are outlined in Table 3 . 
Conclusions
Nowadays, data analysis, dependency analysis, and learning are some of the most important applications of rough set theory. As an important concept of rough set theory, an attribute reduct is a subset of attributes that are jointly sufficient and individually necessary for preserving a particular property. In this paper, the problems of knowledge representation and knowledge reduction in both consistent and inconsistent decision systems are addressed, and then by introducing the rough entropy, we propose the novel conditional rough entropy. Thus, some important propositions, properties, and conclusions for reduct are drawn, and the efficient algorithms for decision systems are proposed. Numerical experiments indicate that the proposed algorithm is also efficient and of practical value in engineering. The experiment results are consistent with our theoretical analysis. In sum, the proposed method is an effective means of knowledge reduction for not only information systems but also both consistent and inconsistent decision systems. More generally, our work establishes the theoretical basis for seeking efficient algorithm of knowledge representation and knowledge acquisition from the rough entropy view of rough set theory in decision systems. Thus, based on these works, exploring efficient approaches of knowledge acquisition for incomplete information (decision) systems is our next task.
