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Research has shown that the sensitivity to second-order modulations of carrier contrast is lower than that to ﬁrst-order lumi-
nance modulations stimuli. We sought to compare the eﬃciency of processing ﬁrst- and second-order information. Employing a
phase-discrimination paradigm we found that when humans were given suﬃcient a priori information of signal parameters they
detected both luminance and contrast modulations of 0.6 and 2 c/deg by a phase-sensitive algorithm. The overall detection eﬃciency
for second-order patterns, however, was lower that that for ﬁrst-order stimuli. To study the factors which limit the eﬃciency of ﬁrst-
and second-order vision, we measured detection performance for luminance and contrast modulations of 0.6 and 2 c/deg embedded
in Gaussian noise. The results showed that the detection of second-order patterns had lower sampling eﬃciency and higher additive
internal noise as compared to the detection of ﬁrst-order stimuli. Classiﬁcation images for detecting contrast modulations of 2 c/deg
resembled the side-band component of the contrast modulations which suggests that human observers may detect contrast modu-
lations of a sinusoidal carrier using ﬁrst-order luminance channels. The lower sensitivity of the mechanism detecting second-order
patterns might be due to higher levels of additive internal noise and lower sampling eﬃciency than those of the mechanism analysing
ﬁrst-order patterns.
 2005 Elsevier Ltd. All rights reserved.
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In everyday experience, the visual system is exposed
to a stream of information that is likely to be incomplete
and noisy. Our ability to extract information from these
incomplete and noisy sensory messages is limited by var-
ious factors: the level of internal noise due to random-
ness of neural activity, the sampling eﬃciency with
which humans use the available stimulus information,
signal parameter uncertainty eﬀects, and non-linear
operations in the visual system (for review see Burgess,
1990). Eﬃciency can be characterised by measuring hu-
man performance and comparing it to the best possible
performance of an ideal observer (Tanner & Birdsall,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.06.004
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3387.
E-mail address: vma@gcal.ac.uk (V. Manahilov).1958). This approach has been used successfully to
understand the sources of ineﬃciency of human perfor-
mance in the detection of visual objects deﬁned by a pat-
tern of luminance in space and time (Barlow, 1978;
Eckstein, Ahumada, & Watson, 1997; Legge, Kersten,
& Burgess, 1987; Lu & Dosher, 1999; Pelli, 1990; Simp-
son, Falkenberg, & Manahilov, 2003).
We know little, however, about performance eﬃcien-
cy in the detection of visual objects which are deﬁned by
second-order modulations of carrier contrast. Contrast
modulations can be produced if a sine grating, referred
to as the carrier, is multiplied by another sine grating
of the same orientation but much lower spatial frequen-
cy. This results in a grating of the carrier spatial frequen-
cy whose contrast is modulated sinusoidally at the
modulating spatial frequency. Second-order informa-
tion usually occurs in combination with ﬁrst-order lumi-
nance information. In some natural situations, however,
2760 V. Manahilov et al. / Vision Research 45 (2005) 2759–2772such as shadows handling transparency, second-order
information is particularly useful (Daugman & Down-
ing, 1995).
The main diﬀerence between processing of these two
types of information is that the modulation sensitivity
to second-order patterns is lower than the contrast sensi-
tivity to ﬁrst-order stimuli (Manahilov, Calvert, & Simp-
son, 2003; Schoﬁeld & Georgeson, 1999, 2000). The
modulation depths of both patterns, however, are not
identical quantities as they are deﬁned by diﬀerent algo-
rithms. For example, the signal amplitude of contrast
modulations depends on the carrier contrast level. Here
we compared the eﬃciencies of ﬁrst- and second-order vi-
sion and studied the factors that underlie performance
for detecting luminance and contrast modulations.
The ideal observer uses all the available a priori infor-
mation of the image and makes a decision based on the
most probable hypothesis (Green & Swets, 1974). When
a signal is embedded in Gaussian white noise with zero
mean and the ideal observer knows the form of the
expected signal exactly, the most eﬃcient strategy is
cross-correlation of the received stimulus with a template
which is a copy of the signal. Burgess and Ghandeharian
(1984) showed that when humans were given suﬃcient a
priori information of signal parameters, their perfor-
mance for detecting luminance signals exceeded that of
the less eﬃcient energy detector and was consistent with
a cross-correlation strategy. We do not know whether
human performance for detection of contrast modula-
tions is also based on such a cross-correlation algorithm
or whether it uses a less-eﬃcient energy algorithm. We
employed a phase-discrimination paradigm (Burgess &
Ghandeharian, 1984) to test these two possibilities.
Sampling eﬃciency and internal noise of a real observ-
er can be estimated using the equivalent input noise ap-
proach which is based on measuring how the signal
contrast energy required for an observer to maintain a
given performance level depends on the amount of exter-
nal visual noise added to the signal (Nagaraja, 1964; Pelli,
1990). We estimated the internal noise and sampling eﬃ-
ciency of the ﬁrst- and second-order pathways by using
the equivalent input noise approach in conjunction with
models developed by Lu and Dosher (1999) and Eckstein
et al. (1997). To determine the relevant stimulus features
used by human observers in the detection of contrast
modulations, we estimated the response classiﬁcation
images to second-order patterns using the response classi-
ﬁcation technique (for a review see Ahumada, 2002).Fig. 1. One-dimensional plot of the stimuli of 2 c/deg: (a) A pedestal
sinusoidal grating of 2 c/deg; (b–d) 2 c/deg modulation signal of three
spatial phases; (e) a sinusoidal grating of 10 c/deg; (f–h) ﬁrst-order
modulations; (i–k) second-order modulations.2. Methods
2.1. Apparatus and stimuli
The stimuli were generated by a Pentium 3 computer
on a 19 0 0 RGB monitor at a screen resolution of640 · 480 pixels and a frame rate of 120 Hz. The stimuli
were displayed using a 256-colour look-up table and a
12-bit grey-scale resolution obtained by a video summa-
tion device according to Pelli and Zhang (1991). The
mean luminance was 30 cd/m2. The monitors gamma
non-linearity was linearized carefully and the calibration
was veriﬁed every few weeks. The stimuli were displayed
in two ﬁelds (1.5 · 1.5 deg), presented above and below
a central dark ﬁxation point and separated vertically by
1 deg. The contrast of the patterns in the lower and
upper edges of each ﬁeld was damped by a cosine func-
tion (half-period of 1 deg) in order to reduce the eﬀects
of spatial transients at the stimulus edges. The viewing
distance was 2 m.
We used luminance and contrast modulations of 0.6
and 2 c/deg. Fig. 1 illustrates stimuli of 2 c/deg: (1) a
pedestal—a 3-cycle vertical sinusoidal grating (Fig.
1a), (2) a signal—a 1-cycle vertical sinusoidal grating
having diﬀerent phase shifts (h) relative to the pedestal
(Fig. 1b: h = 0 deg; c: h = 112.5 deg and d: h =
180 deg) and (3) a high-frequency component—a verti-
cal sinusoidal grating of 10 c/deg and 0.3 contrast (Fig.
1e). First-order modulations were generated by summa-
tion of the pedestal, the signal and the high-frequency
component (Fig. 1f–h). The high-frequency component
and the pedestal were presented in the whole stimulation
ﬁeld, while the 1-cycle signal was shown in the central
part of the stimulation ﬁeld (Fig. 1—grey bar). The
luminance proﬁle of the ﬁrst-order stimulus in the cen-
tral 0.5 deg part of the stimulation ﬁeld was
Iðx; yÞ ¼ I0 1þ C sinð2pxf cÞ þM sinð2pxfm þ hÞ½
þ P sinð2pxfmÞ; ð1Þ
where I0 is mean luminance, C and fc are the contrast
and spatial frequency of the high-frequency grating, M
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is the spatial frequency of both signal and pedestal.
Contrast modulations consisted of a carrier (the high-
frequency component) whose contrast was modulated
by the sum of the pedestal and the signal (Fig. 1i–k).
The luminance proﬁle of the second-order stimulus in
the central 0.5 deg part of the stimulation ﬁeld was
Iðx; yÞ ¼ I0f1þ C sinð2pxf cÞ þ C sinð2pxf cÞ
 ½M sinð2pxfm þ hÞ þ P sinð2pxfmÞg. ð2Þ
The term C sin (2pxfc) represents the carrier and the term
C sin (2pxfc)[Msin (2pxfm + h) + P sin (2pxfm)] denotes
the side-band component which comprises two sinusoids
with frequencies close to that of the carrier.
In the case of patterns of 0.6 c/deg, the width of both
the pedestal and signal was 1 cycle. The stimuli were
embedded in static 2D Gaussian white noise whose
Gaussian distribution was clipped at 2.5 standard devia-
tions. Two types of noise were used: diﬀerent—in each tri-
al, diﬀerent noise samples were displayed in both
stimulation ﬁelds and ﬁxed—in all trials of an experimen-
tal session, a single noise sample was shown in the upper
and lower ﬁelds. The noise pixel sizewas 2.6 · 2.6 min arc.
2.2. Procedures
In preliminary experiments, detection thresholds were
measured using a staircase method and a spatial two-al-
ternative forced-choice (2AFC) procedure (for details
see Manahilov et al., 2003) designed to determine 79%
correct responses (Levitt, 1971). The stimuli contained
only a signal without a pedestal (P = 0). First- and sec-
ond-order stimuli were used in diﬀerent sessions. In each
trial, diﬀerent noise samples of 9.5 ldeg2 density were
shown in each stimulation ﬁeld. 0.5 s after the trial onset,
two stimuli of 1 s duration were added to the noise sam-
ples. One of the stimuli contained a signal; the other one
had no signal. The observers task was to identify the ﬁeld
that contained the signal by pressing one of two buttons.
In Experiments 1 and 2, we used the 2AFC procedure
tomeasure the percentage of correct responses. This score
(Pc) was transformed into the detectability index (d
0) by
using the relation d 0 = 21/2z (Pc), where z is the inverse
of the normal distribution function (Macmillan & Creel-
man, 1991, pp. 121–126). For each condition, at least 300
trials were collected in three experimental sessions.
2.3. Response classiﬁcation technique
We estimated classiﬁcation images for detecting lumi-
nance signals and contrast modulations of a sinusoidal
carrier. In 2 AFC experiments, both ﬁelds contained a
10-c/deg grating of 0.3 contrast. In the case of ﬁrst-order
patterns, the signal was a 1-cycle vertical grating of
2 c/deg which was added randomly to one of the stimu-
lation ﬁelds. In the case of second-order patterns, thecontrast of one randomly selected ﬁeld was modulated
by a 1-cycle grating of 2 c/deg. In both conditions,
Gaussian one-dimensional (vertical) white noise samples
were added to the stimulation ﬁelds. The horizontal size
of each noise element was equal to the screen pixel size
(0.88 min of arc). The noise standard deviation was
0.15. The modulation-depth level of the ﬁrst-order pat-
terns was 0.063 and that of the second-order patterns
were 0.79. Under these conditions, the observers pro-
portion of correct responses was within the range of
0.74–0.80.
One-dimensional classiﬁcation images (K) were calcu-
lated using the method developed by Abbey and
Eckstein (2002) for a 2AFC task:
K ¼ 1ðnt  1Þr2
Xnt
j¼1
ðoj  P^ cÞðnþj  nj Þ; ð3Þ
where nt is the number of trials, oj is the observer score
for the jth trial (if the observer correctly identiﬁed the
signal-present image o = 1 and if the observer made an
incorrect choice o = 0), nþj and n

j are the signal-present
and signal-absent images for the jth trial, respectively
and P^ c ¼ 1n
Pn
j¼1oj is the proportion of correct responses.
Each classiﬁcation image was based on 1200 trials ob-
tained in two sessions. The classiﬁcation images were
spatially smoothed by a 5 point convolution kernel.
2.4. Statistical analysis
The goodness of the ﬁt of model predictions to the
data was estimated by an R2 statistic which is the pro-
portion of the variance accounted for by the ﬁt, adjusted
by the number of free parameters (Judd & McClelland,
1989). The R2 value was calculated as follows:
R2 ¼ 1
Xn
i¼1
ai  aiestð Þ2
n k
.Xn
i¼1
ai  aaveð Þ2
n 1
 !
; ð4Þ
where ai represents the observed data values, ai est de-
notes the model calculations, k is the number of free
parameters, n is the number of data points and aave is
the mean value of the experimental data.
2.5. Observers
Three observers took part in the experiment: two of the
authors (JC and VM) and another observer (MF) who
was not aware of the purpose of the experiments. All
observers had normal or corrected-to-normal visual acu-
ity and viewed the screen binocularly with natural pupils.3. Results
3.1. Experiment 1
Burgess and Ghandeharian (1984) showed that when
humans were given suﬃcient a priori information of
Fig. 2. Detectability index for discriminating luminance increments of
0.6 c/deg (A) and contrast-modulated increments 0.6 c/deg (B) embed-
ded in diﬀerent noise samples and superimposed on a pedestal as a
function of signal-pedestal phase diﬀerence. Empty symbols—data
obtained in signal-known-exactly conditions; ﬁlled symbols—data
measured in random-phase conditions. Data from two observers.
Thick lines—d 0 values of a cross-correlator; dotted lines—d 0 values of
an energy detector. The vertical bars show 95% conﬁdence interval.
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nance signals is based on a cross-correlation strategy
and exceeds that of the less eﬃcient energy detector.
In this experiment we sought to understand whether hu-
man performance for detection of second-order patterns
is based on such a cross-correlation algorithm or on a
less-eﬃcient energy algorithm.
In 2AFC experiments, the observer was presented
with two ﬁelds consisting of a sinusoidal pedestal and
a high-frequency component embedded in diﬀerent 2D
Gaussian noise samples of 9.5 ldeg2 density. An incre-
mental signal was displayed randomly in one of the
stimulation ﬁelds. The spatial frequency of both the sig-
nal and pedestal was 0.6 or 2 c/deg. The observer had to
select the stimulation ﬁeld which contained the signal. In
one set of experiments, the signal and the pedestal were
contrast modulations of a sinusoidal carrier. In another
set of the experiments they were luminance sinusoidal
gratings. The luminance signals were added to a high-
frequency grating of 10 c/deg to make the experimental
conditions similar to those used in the experiment with
contrast modulations which contained a high-frequency
carrier.
In preliminary sessions, we measured the threshold
contrast for detection of ﬁrst- and second-order signals
without a pedestal. For luminance and contrast modula-
tions of 0.6 c/deg, the mean threshold contrasts and 95%
conﬁdence intervals were respectively: 0.018 ± 0.003 and
0.17 ± 0.02 (VM) and 0.017 ± 0.004 and 0.19 ± 0.03
(JC); for signals of 2 c/deg: 0.013 ± 0.0025 and
0.13 ± 0.025 (VM) and 0.0132 ± 0.0018 and 0.126 ±
0.02 (JC). In the main experiments, the contrast of the
incremental signals was about 0.05 log units above the
threshold contrasts for detection of the corresponding
signals. The contrasts for luminance and contrast-mod-
ulated increments of 0.6 c/deg were 0.02 and 0.20; for
increments of 2 c/deg they were 0.015 and 0.15, respec-
tively. The contrast levels of the pedestal were 9/7 times
higher than the contrast levels of the corresponding
increments.
We measured percentage of correct responses for dis-
criminating an incremental signal added to the pedestal
as a function of the diﬀerence between the spatial phases
of the signal and the pedestal. Fig. 2 shows the d 0 values
for discriminating ﬁrst- and second-order increments of
0.6 c/deg. Fig. 3 denotes the d 0 values for increments of
2 c/deg. The ﬁlled symbols illustrate the results for sig-
nal-pedestal phase diﬀerences of 0, 112.5, and 180 deg
obtained in sessions in which the diﬀerence between
the signal and pedestal phases varied randomly among
nine values (0, 22.5, 45, 77.5, 90, 112.5, 135, 157.5,
and 180 deg). For each observer, the d 0 values for both
ﬁrst- and second-order signals at a phase diﬀerence of
112.5 deg were not signiﬁcantly diﬀerent from zero.
These ﬁndings are consistent with the predictions of an
energy detector (see Appendix A). According to theenergy model, when the increment and pedestal are in
phase, the presence of the pedestal makes the perfor-
mance of the energy detector essentially the same as
the cross-correlator (Green & Swets, 1974, pp. 203–
204). When the increment/pedestal contrast ratio is 7/9
and the phase diﬀerence is 112.5 deg, the performance
of the energy detector drops to zero [Eq. (A.8)]. The dot-
ted lines in Figs. 2 and 3 illustrate how the performance
of the energy detector would depend on the phase diﬀer-
ence. These results imply that when the observers are
not given information of the signal phase they use a
phase-insensitive algorithm to detect both ﬁrst- and sec-
ond-order patterns.
In a block of trials of another set of experiments, the
signal-pedestal phase diﬀerence was ﬁxed (0, 112.5, and
Fig. 3. Detectability index for discriminating luminance and contrast-
modulated increments of 2 c/deg. The other designations are as in
Fig. 2.
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out external noise and they were able to choose the stim-
ulation ﬁeld containing the signal. Given a priori
information of the signal phase, the d 0 values for both
ﬁrst- and second-order stimuli at 112.5 deg phase diﬀer-
ence (Figs. 2 and 3, empty symbols) were signiﬁcantly
diﬀerent from zero (p < 0.001). The observer perfor-
mance does not approach the ideal-observer perfor-
mance which shows that when observers are given
suﬃcient a priori information, they can perform imper-
fect phase-sensitive detection.
For luminance signals, the performance of a cross-
correlation detector [Eq. (A.2)] does not depend on the
presence of the pedestal. The thick lines in Figs. 2A
and 3A denote the detectability indexes predicted by
the cross-correlation model for discriminating lumi-
nance increments. In Appendix A, we have described
two models for discriminating contrast-modulated
increments. The ﬁrst one consists of a matching devicewhose template is a copy of the diﬀerence between the
contrast stimuli presented in both stimulation ﬁelds,
which is the side-band component of the contrast mod-
ulations (Fig. 7A, Eq. (A.5)). Using Eq. (A.2) and the
energy of this signal, we computed the model predictions
presented by thick lines in Figs. 2B and 3B. The second
model is based on the idea that second-order patterns
are detected by a distinct second-order pathway (Cava-
nagh & Mather, 1989; Chubb & Sperling, 1988; Wilson,
Ferrera, & Yo, 1992). The non-linear ideal-observer
model consists of a non-linearity followed by a matching
device which extracts the signal modulating the carrier
contrast. The d 0 values predicted by this model were
10% lower that those calculated by the linear ideal-ob-
server model. Therefore, we compared the performance
of real observers to the predictions of the more eﬃcient
linear ideal-observer model.
The overall eﬃciency (g) for detection of ﬁrst- and
second-order patterns could be calculated by the rela-
tion (Tanner & Birdsall, 1958): g ¼ d 02h =d 02i , where d 0h is
the detectability index measured under phase-sensitive
detection and d 0i is the detectability index of the ideal
observer. The results averaged across observers and
phase diﬀerences showed that contrast modulations of
0.6 c/deg were detected with 5.6 times (t-test,
p < 0.001) lower overall eﬃciency (g = 0.036 ± 0.013)
than luminance gratings (g = 0.2 ± 0.06). The overall
eﬃciency for contrast modulations of 2 c/deg
(g = 0.042 ± 0.03) was 4.2 times (t-test, p < 0.001) lower
than that for luminance gratings (g = 0.18 ± 0.09).
The comparison between the performances in phase-
certain and phase-uncertain conditions (phase 0 and
180 deg) showed that the d 0 values for these two condi-
tions were signiﬁcantly diﬀerent (p < 0.001) for lumi-
nance and contrast modulations of 0.6 c/deg. The
detectability indexes for luminance patterns of 2 c/deg
were also signiﬁcantly diﬀerent (p = 0.003) while those
for contrast modulations of 2 c/deg diﬀered with a mar-
ginal probability of 0.054.
3.2. Experiment 2
The second experiment was designed to reveal the
sources of ineﬃciency in detection of ﬁrst- and second-
order patterns.
Using the 2AFC procedure, we measured the perfor-
mance for detection of ﬁrst- and second-order signals of
0.6 and 2 c/deg embedded in Gaussian white noise
whose density levels were 9.5, 18.9, and 28.4 ldeg2.
The spatial phase of the sinusoidal signals was always
zero in relation to the ﬁxation point. The luminance
and contrast-modulated signals had two modulation
depth levels: Ca—those measured in the preliminary
experiments and Cb = Ca/2
1/2. Detection performance
was measured in the presence of two types of Gaussian
white noise: (i) diﬀerent—both stimulation ﬁelds in each
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upper and lower ﬁelds in all trials of an experimental
session contained a single noise sample.
The estimated d 0 values for signals of 0.6 and 2 c/deg
are shown in Figs. 4 and 5, respectively. The perfor-
mance of our observers degraded as the noise density in-
creased. The results show that the d 0 values for each
signal modulation level in the presence of ﬁxed noise
were higher than those in diﬀerent noise. The averaged
ratio between the d 0 values measured with ﬁxed and dif-
ferent noise samples was signiﬁcantly larger (t-test,
p < 0.001) for ﬁrst-order signals of 0.6 c/deg
(1.73 ± 0.12) and 2 c/deg (1.99 ± 0.13) as compared to
those values for second-order modulations of 0.6 c/deg
(1.46 ± 0.10) and 2 c/deg (1.42 ± 0.1). These ﬁndings
indicate that the total internal noise, including the addi-
tive and multiplicative components, is higher for second-
order signals than that for ﬁrst-order modulations
(Burgess & Colborne, 1988).
We ﬁtted the data with two models for detection of
visual stimuli (see Appendix B). The perceptual template
model (PTM) (Lu & Dosher, 1999) and the elaborated
linear ampliﬁer model (ELAM) (Eckstein et al., 1997)
assume that human performance is limited by subopti-
mal sampling eﬃciency, additive and multiplicative
internal noises. The PTM approximates the nonlinear
transducer function by a single nonlinearity, while theFig. 4. Detectability index for detection of luminance signals (A and B) and c
noise samples (empty symbols) and ﬁxed noise samples (ﬁlled symbols) at var
described in the text. Lines denote the predictions of the PTM as explaine
conﬁdence interval.ELAM assumes a linear transducer function and a deci-
sion process with stimulus uncertainties. The PTM has
computational advantages in calculating sampling eﬃ-
ciency and internal noise, while the ELAM allows sepa-
rating the eﬀects of sampling eﬃciency and internal
noise from those due to stimulus uncertainties.
The PTM [Eqs. (B.2) and (B.3)] have four free param-
eters (sampling eﬃciency k, the coeﬃcient which deter-
mines the equivalent multiplicative noise m, the
additive internal noise Nadd and the exponent of the
power transducer function c). The ELAM has also four
free parameters. The predictions of this model can be
calculated by Eqs. (B.2) and (B.3), setting c = 1. In addi-
tion to the parameters k, m, and Nadd, the ELAM de-
pends on the uncertainty number (U) corresponding to
the irrelevant decision variables per location monitored
by the observer. Using numerical evaluations of the inte-
gral in Eq. (B.4), we calculated d 0 for each performance
level and for a range of U values (0–20). Table 1 repre-
sents the best-ﬁtting free parameters of the PTM and
those of the elaborated LAM calculated for diﬀerent U
values. For all experimental conditions, the R2 values
for the elaborated LAM were maximal at U = 2 and de-
creased at lower and higher U values. For all the exper-
imental conditions, however, the R2 values for the
ELAM at U = 2 were slightly lower than the corre-
sponding R2 values obtained by the PTM.ontrast-modulated signals (C and D) of 0.6 c/deg embedded in diﬀerent
ious noise density. Ca and Cb—two modulation levels of the stimuli as
d in the text. Data from two observers. The vertical bars show 95%
Fig. 5. Detectability index for detection of luminance signals and contrast-modulated signals of 2 c/deg. The other designations are as in Fig. 4.
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ers and spatial frequencies of R2 and the free parameters
of both models used to ﬁt the data. We compared the
data for ﬁrst- and second-order modulations using a
paired t test. There were 10 paired comparisons and we
used a Bonferroni correction to maintain the compari-
son-wise rate at p = 0.05. Thus, the minimum signiﬁ-
cance level was p = 0.005 (0.05/10 = 0.005). The PTM
ﬁtted the data with a slightly higher adjusted variance
R2 as compared with the ﬁt of the elaborated LAM, how-
ever, the mean R2 values were not signiﬁcantly diﬀerent.
Both models showed that the sampling eﬃciency for the
detection of second-order patterns was signiﬁcantly low-
er by a factor of about four than that for the detection of
ﬁrst-order signals. In addition, the level of additive inter-
nal noise measured in detection of second-order modula-
tions was signiﬁcantly higher by a factor of about four
than that estimated in detection of ﬁrst-order patterns.
It should be noted that the sampling eﬃciencies for both
types of modulations calculated by the ELAM were
about three times higher as compared to the sampling
eﬃciencies for corresponding stimuli obtained by the
PTM. The other parameters of the PTM (c and m) and
those of the elaborated LAM (U and m) for both ﬁrst-
and second-order signals were not signiﬁcantly diﬀerent.
3.3. Classiﬁcation images
In the present study, we considered two ideal-observ-
er models for detecting contrast modulations of a sinu-soidal carrier in a 2AFC task (Appendix A). The
template of the linear ideal-observer model is the side-
band component of the second-order modulations
(Fig. 7A); the template of the non-linear ideal-observer
model has the waveform of the modulating signal (Fig.
7B, solid line). The analysis of our data was based on
the comparison of the human performance with the ide-
al-observer performance. This analysis, however, does
not determine how real observers perform the visual
task. Such information could be obtained by means of
the response classiﬁcation technique developed by Ahu-
mada and co-workers in audition (Ahumada & Lovell,
1971; Ahumada, Marken, & Sandusky, 1975) and vision
(Ahumada, 1996). The response classiﬁcation technique
extracts linear image features which contribute to the
detection of an image embedded in noise samples by cor-
relating the noise samples with the observers response.
This experiment was aimed at establishing which parts
of contrast-modulated patterns observers use to detect
the stimulus.
Usually classiﬁcation images are estimated using sig-
nals embedded in two-dimensional noise. The free
parameters of such images are proportional to the num-
ber of pixels; thus a large number of trials is needed to
get good estimates of the classiﬁcation images. We
estimated classiﬁcation images for signals—vertical
sinusoidal modulations, whose modulations were only
in one dimension. To reduce the degrees of freedom in
the data without losing important features, we used
one-dimensional Gaussian vertical noise. The size of
Table 1
Best ﬁtting values of the free parameters and the adjacent variance R2 of the PTM and elaborated LAM used to ﬁt the d 0 values for luminance and
contrast modulations of 0.6 and 2 c/deg
U PTM ELAM
0 1 2 3 4 5 10 20
First-order 0.6 c/deg
JC R2 0.997 0.970 0.981 0.987 0.983 0.982 0.980 0.944 0.920
c 1.180 — — — — — — — —
m 0.154 0.133 0.123 0.107 0.102 0.098 0.094 0.083 0.073
K 0.206 0.216 0.438 0.585 0.682 0.775 0.855 1.187 1.519
Nadd 3.7 3.2 3.5 3.0 4.2 4.3 4.5 5.2 5.7
VM R2 0.991 0.970 0.974 0.980 0.974 0.972 0.968 0.948 0.940
c 1.297 — — — — — — — —
m 0.140 0.129 0.111 0.101 0.095 0.088 0.086 0.076 0.069
k 0.241 0.258 0.515 0.689 0.821 0.940 1.032 1.442 1.833
Nadd 4.0 2.2 3.1 3.6 3.7 4.1 4.2 4.8 5.1
2 c/deg R2 0.997 0.964 0.968 0.977 0.964 0.954 0.949 0.926 0.915
MF c 1.268 — — — — — — — —
m 0.148 0.167 0.154 0.151 0.142 0.130 0.117 0.108 0.091
k 0.314 0.240 0.717 0.800 1.248 1.495 1.651 2.446 3.432
Nadd 4.0 1.4 3.1 3.2 3.4 4.1 4.5 5.1 6.2
VM R2 0.983 0.954 0.960 0.970 0.944 0.951 0.933 0.938 0.912
c 1.280 — — — — — — — —
m 0.159 0.180 0.181 0.163 0.149 0.141 0.136 0.114 0.098
k 0.316 0.239 0.683 0.780 1.244 1.516 1.756 2.467 3.524
Nadd 3.6 1.0 2.0 2.8 3.1 3.6 4.1 4.6 5.8
Second-order 0.6 c/deg
JC R2 0.992 0.936 0.948 0.955 0.942 0.933 0.935 0.926 0.911
c 1.410 1 1 1 1 1 1 1 1
m 0.218 0.185 0.136 0.126 0.117 0.104 0.108 0.091 0.082
k 0.060 0.077 0.155 0.206 0.247 0.279 0.304 0.403 0.531
Nadd 12.6 6.1 9.0 8.9 9.2 10.9 8.8 10.2 10.2
VM R2 0.984 0.931 0.958 0.963 0.942 0.931 0.926 0.917 0.905
c 1.320 1 1 1 1 1 1 1 1
m 0.200 0.217 0.166 0.150 0.133 0.125 0.127 0.105 0.094
k 0.040 0.033 0.094 0.130 0.158 0.183 0.203 0.298 0.399
Nadd 18.0 4.2 8.7 9.6 10.2 10.9 10.0 12.2 12.5
2 c/deg R2 0.992 0.932 0.948 0.957 0.944 0.943 0.940 0.930 0.913
MF c 1.440 1 1 1 1 1 1 1 1
m 0.190 0.133 0.125 0.115 0.102 0.100 0.097 0.090 0.085
k 0.082 0.074 0.199 0.272 0.337 0.386 0.437 0.625 0.887
Nadd 23.5 8.0 11.5 12.1 13.5 13.2 14.2 14.5 15.6
VM R2 0.978 0.866 0.864 0.884 0.865 0.843 0.858 0.840 0.831
c 1.557 1 1 1 1 1 1 1 1
m 0.316 0.313 0.220 0.184 0.154 0.154 0.132 0.117 0.102
k 0.076 0.060 0.180 0.252 0.324 0.352 0.410 0.603 0.811
Nadd 17.5 2.5 7.6 8.6 11.0 9.7 11.9 13.0 13.5
The free parameters of the ELAM were evaluated for various values of the uncertainty number U.
2766 V. Manahilov et al. / Vision Research 45 (2005) 2759–2772each stimulation ﬁeld was 1.5 · 1.5 deg and the 1-cycle
sinusoidal signal of 2 c/deg was displayed in the centre
of the stimulation ﬁeld.
Fig. 6 shows classiﬁcation images for detecting lumi-
nance and contrast modulations of 2 c/deg, estimated by
the method developed by Abbey and Eckstein (2002) for
a 2AFC task. In accordance with previous studies (Ahu-
mada, 2002 and others) we found that the waveform of
classiﬁcation images to a luminance grating (Fig. 6, A—
observer JC, B—observer VM, and C—average) resem-
ble the waveform of the signal (Fig. 6D). The amplitude
of the classiﬁcation images is normalized to have unit95% conﬁdence interval. We obtained a good ﬁt of these
classiﬁcation images with the signal (Fig. 6D) using a
scaling factor of the signal as a free parameter. The
adjusted R2 values were: 0.6 (JC), 0.69 (VM), and 0.86
(average).
Figs. 6E–G represent the classiﬁcation images for
detecting contrast modulations. These classiﬁcation
images contain a few signiﬁcant components which are
approximately symmetrical in respect to the ﬁxation
point (distance 0). The thick line in Fig. 6H illustrates
the template of the linear ideal-observer (the side-band
component of the contrast modulations) and the thin
Table 2
Statistical analysis of the best ﬁtting values of the free parameters and
the adjacent variance R2 of the PTM and elaborated LAM shown in
Table 1
First-order Second-order
Mean ± 95%CI Mean ± 95%CI p
PTM
R2 0.992 ± 0.010 0.978 ± 0.011 0.0064
c 1.256 ± 0.083 1.432 ± 0.155 0.0497
m 0.150 ± 0.013 0.231 ± 0.092 0.0519
k 0.269 ± 0.087 0.064 ± 0.030 0.0023a
Nadd 3.83 ± 0.33 20.00 ± 4.44 0.0012
a
ELAM
R2 0.987 ± 0.010 0.940 ± 0.060 0.0645
U 2 ± 0 2 ± 0
m 0.130 ± 0.050 0.144 ± 0.049 0.5123
k 0.713 ± 0.157 0.215 ± 0.100 0.0011a
Nadd 3.14 ± 0.57 9.81 ± 2.55 0.0032
a
a Probabilities which are signiﬁcant at p = 0.05 applying a Bonfer-
roni correction.
Fig. 6. Classiﬁcation images for luminance (A–C) and contrast modulati
normalized to have unit 95% conﬁdence interval. First row—data for observ
fourth row—luminance signal (D) and signals used by a linear ideal observe
V. Manahilov et al. / Vision Research 45 (2005) 2759–2772 2767line shows the template of the non-linear ideal observer
(the modulating signal). The ﬁt of the data with the side-
band component yielded relatively high adjusted R2 val-
ues: 0.42 (JC), 0.61 (VM), and 0.63 (average). The ﬁt
with the modulating signal was not possible without
zeroing the scaling factor. These results show that the
observers used the side-band component of the contrast
modulations of 2 c/deg for detecting the second-order
pattern.4. Discussion
Burgess and Ghandeharian (1984) have shown that
when humans are given suﬃcient a priori information
of signal parameters they can detect luminance signals
by making use of a cross-correlation algorithm. The
present results have revealed that human observers areons (E–G) of 2 c/deg. The amplitude of the classiﬁcation images is
er JC, second row—data for observer VM, third row—averaged data,
r (thick line) and non-linear ideal observer (thin line).
Fig. 7. One dimensional spatial proﬁles of the templates used by ideal
observers for detecting contrast modulations. (A) Template of a linear
ideal-observer model, (B) template of a non-linear ideal-observer
model (thick line) and the output of the non-linear device of this model
(dashed line).
2768 V. Manahilov et al. / Vision Research 45 (2005) 2759–2772also able to do phase-sensitive detection of both
luminance and contrast modulations when there is a pri-
ori information of signal parameters.
To compare the eﬃciencies for detecting ﬁrst- and
second-order patterns, we considered two ideal-observer
models for the detection of contrast modulations. One
of them is the standard ideal observer who detects a
luminance signal known exactly by cross-correlating
the received stimulus with a copy of the signal (Green
& Swets, 1974). In the case of a 2AFC experiment for
detection of contrast modulations of a sinusoidal carri-
er, the template of this ideal observer is the side-band
component of the contrast modulations (Appendix A,
Fig. 7A). The second model is inﬂuenced by models
for detecting second-order modulations which assume
the existence of a distinct non-linear second-order path-
way (Cavanagh & Mather, 1989; Chubb & Sperling,
1988; Wilson et al., 1992). The main feature of these
models is that a non-linearity introduces a spectral com-
ponent at the modulating frequency which is extracted
by a linear ﬁlter tuned to that frequency. The template
of such an ideal observer whose matching device is pre-
ceded by a full-wave non-linearity has the waveform of
the modulating signal (Appendix A, Fig. 7B, solid line).
Given the same contrast modulations, the linear ideal
observer has 10% higher performance than the non-lin-
ear ideal observer.We found a high overall eﬃciency for detection of
luminance patterns (g = 0.18–0.2). These ﬁndings are
consistent with estimates of eﬃciency for luminance
gratings by others (Burgess, Wagner, Jennings, & Bar-
low, 1981; Kersten, 1983, 1984). Using the predictions
of the more eﬃcient linear ideal-observer model for con-
trast modulations, we found that the overall eﬃciency
for luminance patterns was higher than that for contrast
modulations (g = 0.036–0.042).
To establish the factors limiting performance in the
detection of second-order information, we measured d 0
for detecting signals of 0.6 and 2 c/deg embedded in
ﬁxed and diﬀerent static Gaussian noise. The data were
analysed by two real-observer models: the perceptual
template model (Lu & Dosher, 1999) and the elaborated
linear ampliﬁer model (Eckstein et al., 1997). With
approximately similar accuracy, both models have
shown that the detection of second-order patterns is
characterised by lower sampling eﬃciency and higher
additive internal noise than the detection of ﬁrst-order
stimuli. The other two parameters of the perceptual tem-
plate model, the coeﬃcient determining the equivalent
multiplicative noise (m) and the exponent of the power
transducer function (c) for both ﬁrst- and second-order
signals were not signiﬁcantly diﬀerent. Similar results for
the parameter m were obtained by the elaborated linear
ampliﬁer model. With this model, the eﬀects of sampling
eﬃciency and internal noise on detection performance
can be separated from the eﬀects due to stimulus uncer-
tainties. The results have shown that uncertainty num-
bers (U) for both ﬁrst- and second-order signals were
not signiﬁcantly diﬀerent. This implies that the internal
noise components induced by the external noise and
the signal and the decision variables monitored by the
observers are similar for both types of modulations.
The classiﬁcation images have revealed that the side-
band component of contrast modulations is likely to be
used as a template in the detection process. Such a tem-
plate could be physiologically implemented by a combi-
nation of two channels whose linear receptive ﬁelds have
spatial frequencies of 8 (fc  fm) and 12 c/deg (fc + fm).
This conclusion, however, is not likely to be applicable
for the case of contrast modulations of binary noise.
The side-band signal of this type of second-order modu-
lations contains multiple side-band components and,
therefore, the template would consist of multiple chan-
nels. In such a case, the observers might use a distinct
non-linear second-order pathway whose template is a
copy of the modulation signal. This suggestion, howev-
er, needs further research to be veriﬁed.
We found that the d 0 values for phase-certain and
phase-uncertain conditions (signal/pedestal phase diﬀer-
ence of 0 and 180 deg) were signiﬁcantly diﬀerent for
luminance modulations of 0.6 and 2 c/deg and contrast
modulations of 0.6 c/deg, while those for contrast mod-
ulations of 2 c/deg diﬀered with a marginal probability
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detection of luminance gratings embedded in noise with
and without a priori phase information. He found that
prior knowledge of phase improved performance for
detection of 0.5 and 2 c/deg, but this eﬀect was signiﬁ-
cant only for the lower spatial frequency. In our exper-
iment, the signals were added to a pedestal and this
could explain the stronger eﬀect of a prior knowledge
of phase on the discriminating luminance patterns of
2 c/deg. The small eﬀect of a priori phase information
on the discriminating contrast-modulated increments
of 2 c/deg might be due to lower phase sensitivity for this
type of spatial pattern.
Burgess and Colborne (1988) measured human per-
formance for the detection of sinusoidal gratings in a
2AFC experiment with two identical noise samples (twin
noise) and found that performance improved by a factor
of 1.6 over the condition with diﬀerent noise samples.
Watson, Taylor, and Borthwick (1997) found that per-
formance in detecting Gabor patches embedded in ﬁxed
noise samples was better than in diﬀerent- and twin-
noise conditions, but some experience with the noise
sample was required. Beard and Ahumada (1999) also
reported that ﬁxed noise conditions resulted in lower
thresholds than twin noise. They suggested that the
ﬁxed/twin eﬀect is due to template learning. In our
experiments we used ﬁxed noise conditions which
showed better performance than diﬀerent-noise condi-
tions. We attribute this eﬀect to the cross-correlation
performance which depends on the multiplicative com-
ponent of the internal noise due to the external noise,
but not on the external noise itself. Our observers were
able to familiarise themselves with the ﬁxed-noise sam-
ples, however, longer practice may also increase the
ﬁxed-noise eﬀect.
It should be noted that contrast sensitivities and spa-
tial integration windows for ﬁrst- and second-order
modulations are diﬀerent. Our conclusions are based
on the results obtained by the stimuli used in the present
experiments. Contrast modulations of a carrier having a
diﬀerent spatial frequency, or stimuli of diﬀerent spatial
sizes might be detected with diﬀerent eﬃciencies.
In conclusion, the present results have shown that
both ﬁrst- and second-order pathways can detect signals
by applying a similar phase-sensitive (cross-correlation)
algorithm. This means that humans can have higher
detection performance for objects deﬁned by luminance
and contrast modulations if they have suﬃcient a priori
information of the object parameters. We found that the
detection of second-order patterns had lower sampling
eﬃciency and higher additive internal noise as compared
to the detection of ﬁrst-order stimuli. The classiﬁcation
images for contrast modulations revealed that real
observers use a template which is similar to the side-
band component of the contrast modulations. This ﬁnd-
ing suggests that human observers can detect contrastmodulations of a sinusoidal carrier using two ﬁrst-order
channels whose linear receptive ﬁelds are tuned to the
spatial frequencies of the side-band component of the
second-order pattern. The lower sensitivity of the mech-
anism detecting second-order patterns might be due to
higher levels of additive internal noise and lower sam-
pling eﬃciency than those of the mechanism analysing
ﬁrst-order patterns.Acknowledgments
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We present ideal-observer and energy models for dis-
criminating incremental luminance modulations added
to a luminance pedestal and incremental contrast mod-
ulations added to a contrast-modulated pedestal. These
models were used to ﬁt the data of Experiment 1.
A.1. Ideal-observer model for discriminating luminance
modulations
Consider a 2AFC experiment in which both stimula-
tion ﬁelds contain diﬀerent Gaussian noise samples (n1
and n2) and a sinusoidal pedestal [P sin (2pfm) of con-
trast P and spatial frequency fm. One of the ﬁelds con-
tains a luminance sinusoidal signal [M sin (2pfm)] the
other one has no signal. The ideal observer is presented
with a priori information of signal parameters and has
to select the correct ﬁeld. In such conditions, one possi-
bility is that the ideal observer subtracts one ﬁeld from
the other and correlates the result with a template that
matches the signal:
Field 1: M sinð2pfmÞ þ P sinð2pfmÞ þ n1;
Field 2: P sinð2pfmÞ þ n2.
The output correlation is
R¼fM sinð2pfmÞþP sinð2pfmÞþn1
½P sinð2pfmÞþn2gM sinð2pfmÞ
¼ f½M sinð2pfmÞþn1n2gM sinð2pfmÞ
¼M sinð2pfmÞM sinð2pfmÞþn12M sinð2pfmÞ;
ðA:1Þ
where  denotes correlation and n12 = n1  n2. The
polarity of the output correlation is used to select the
correct alternative. If R > 0 then the signal is presented
in the ﬁeld 1; if R < 0 then the signal is presented in
the ﬁeld 2.
2770 V. Manahilov et al. / Vision Research 45 (2005) 2759–2772When the signal is speciﬁed exactly and the output
correlation is Gaussian distributed, d 0 can be expressed
as (Burgess, 1990; Pelli, 1990):
d0 ¼ E
N
 1=2
; ðA:2Þ
where E is the energy of the incremental signal (the inte-
gral of the squared luminance function) and N is the
density of the external noise.
A.2. Ideal-observer models for discriminating contrast
modulations
Let us now apply this ideal-observer approach for
discriminating a contrast-modulated increment
[C sin (2pfc)(1 +M sin (2p fm))] superimposed on a con-
trast-modulated pedestal from the contrast-modulated
pedestal which are embedded in Gaussian white noise:
Field 1: C sinð2pfcÞ½1þ P sinð2pfmÞ þM sinð2pfmÞ þ n1
Field 2: C sinð2pfcÞ½1þ P sinð2pfmÞ þ n2.
The cross-correlation detector uses a template (T) which
is the diﬀerence between the stimuli presented in ﬁelds 1
and 2
T ¼ C sinð2pfcÞ½1þ P sinð2pfmÞ þM sinð2pfmÞ
 C sinð2pfcÞ½1þ P sinð2pfmÞ
¼ C sinð2pfcÞM sinð2pfmÞ. ðA:3Þ
The output correlation is
R ¼ fC sinð2pfcÞ½1þ P sinð2pfmÞ þM sinð2pfmÞ
þ n1  C sinð2pfcÞ½1þ P sinð2pfmÞ  n2g
 C sinð2pfcÞM sinð2pfmÞ
¼ ½ðC sinð2pfcÞM sinð2pfmÞ þ n1  n2Þ
 C sinð2pfcÞM sinð2pfmÞ
¼ C sinð2pfcÞM sinð2pfmÞ
 C sinð2pfcÞM sinð2pfmÞ þ n12
 C sinð2pfcÞM sinð2pfmÞ. ðA:4Þ
The template of this ideal observer is the side-band
component of the incremental contrast modulations
which can be expressed as the diﬀerence between two co-
sine signals whose frequencies are (fc  fm) and (fc + fm)
(Fig. 7A)
C sinð2pxf cÞM sinð2pxfmÞ
¼ CM
2
cos½2pðfc  fmÞ  cos½2pðfc þ fmÞf g. ðA:5Þ
Psychophysical and electrophysiological results have
suggested that contrast modulations can be extracted
by a distinct second-order pathway which consists of
ﬁrst-stage linear ﬁlters followed by a non-linearity and
a second stage of linear ﬁltering (Cavanagh & Mather,1989; Chubb & Sperling, 1988; Wilson et al., 1992). In
accordance with these suggestions, we could assume that
contrast modulations are detected by a non-linear ideal
observer who consists of a non-linear device followed by
a matching device. The non-linear device is approximat-
ed by a full-wave (absolute value) rectiﬁer whose output
(Anl) is the diﬀerence between the stimuli presented in
the two ﬁelds (Fig. 7A, dashed line)
Anl ¼ jC sinð2pfcÞ½1þ P sinð2pfmÞ þM sinð2pfmÞj
 jC sinð2pfcÞ½1þ P sinð2pfmÞj
¼ jC sinð2pfcÞj  j½1þ P sinð2pfmÞ þM sinð2pfmÞj
 jC sinð2pfcÞj  j½1þ P sinð2pfmÞj
¼ jC sinð2pfcÞj  fj½1þ P sinð2pfmÞ þM sinð2pfmÞj
 j½1þ P sinð2pfmÞjg
¼ jC sinð2pfcÞjM sinð2pfmÞ; ðA:6Þ
where we have used that
j½1þ P sinð2pfmÞ þM sinð2pfmÞj  j½1þ P sinð2pfmÞj
¼ 1þ P sinð2pfmÞ þM sinð2pfmÞ  1 P sinð2pfmÞ
¼ M sinð2pfmÞ;
since P +M = 1 and |Æ| stands for the absolute-value
operator.
The solid line in Fig. 7B illustrates the template of the
matching device which is the Anl component at the mod-
ulation spatial frequency (fm). Its spatial proﬁle was cal-
culated by standard Fourier ﬁltering of Anl which
removed the higher frequency components due to the
carrier. An appropriate spatial smoothing of the signal
Anl can also remove the ripples due to the carrier. It
should be noted that the template signal has lower ampli-
tude than that of the carrier envelope. This diﬀerence is
due to the presence of the valleys in the carrier proﬁle.
The output correlation performed by the matching
device whose template is denoted by Tnl can be ex-
pressed as follows:
R ¼ fjC sinð2pfcÞ½1þ P sinð2pfmÞ þM sinð2pfmÞj
þ n1  jC sinð2pfcÞ½1þ P sinð2pfmÞj  n2g  T nl
¼ ½Cj sinð2pfcÞjM sinð2pfmÞ þ n1  n2  T nl
¼ Cj sinð2pfcÞjM sinð2pfmÞ  T nl þ n12  T nl. ðA:7Þ
It should be noted that Eq. (A.7) is based on the
assumption that Gaussian noise of zero mean is added
after the non-linearity. This assumption is in line with
the general model for observer performance (Kontse-
vich, Chen, & Tyler, 2002) in which the noise in the
internal response at the decision stage could be approx-
imated by only one noise source (critical noise) preceded
by a non-linearity. If the Gaussian noise was added pri-
or the non-linearity, the rectiﬁed noise would have a
non-Gaussian distribution of non-zero mean. Thus the
requirement that the signal plus noise and the noise
are Gaussian distributed would be violated.
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relations produced by the linear [Eq. (A.4)] and non-lin-
ear [Eq. (A.7)] ideal-observer models for discriminating
contrast modulations. Given the same stimulus parame-
ters, the d 0 values calculated by the linear ideal-observer
model were only 10% higher than the d 0 values estimated
by the non-linear ideal-observer model. Similar d 0 values
were obtained by using Eq. (A.2) and corresponding val-
ues of the signal contrast energy.
A.3. Energy model
When phase information is not available, the ideal
observer uses a phase-insensitive energy strategy (Bur-
gess & Ghandeharian, 1984; Green & Swets, 1974, pp.
211–217). The discrimination performance of the energy
detector is based on the diﬀerence in energy (DE) be-
tween the two alternatives which can be expressed as
(Burgess & Ghandeharian, 1984):
DE ¼ ½Es þ Ep þ 2E1=2p E1=2s cosðhÞ  Ep
¼ Es þ 2E1=2p E1=2s cosðhÞ; ðA:8Þ
where Es and Ep are the energies of the signal and the
pedestal and h is the diﬀerence between the spatial phas-
es of the signal and the pedestal. If the signal/pedestal
contrast ratio is 7/9, the energy diﬀerence and d 0 are zero
at h = 112.5 deg (Burgess & Ghandeharian, 1984).Appendix B
We describe two real-observer models for detecting
visual stimuli which are used to ﬁt the data of Experi-
ment 2.
Models based on statistical decision theory (Barlow,
1978; Legge et al., 1987; Pelli, 1991) have assumed that
human performance for the detection of ﬁrst-order pat-
terns embedded in Gaussian noise is limited by two main
factors: an additive internal noise (Nadd) whose ampli-
tude does not depend on the input and a suboptimal
sampling eﬃciency (k) with which humans use the avail-
able stimulus information. Human performance of real
observers was modelled by including these factors in
the equation describing the performance of an ideal
observer Eq. (A.2):
d 0d ¼
kE
N þ N add
 1=2
: ðB:1Þ
This linear ampliﬁer model, however, cannot explain the
estimated higher detection performance when the signal
is embedded in ﬁxed noise as compared to that in the
presence of diﬀerent noise. Burgess and Colborne
(1988) have shown that d 0 for detection of sinusoidal
gratings in a 2AFC experiment in the presence of ﬁxed
noise was higher by a factor of 1.6 than that measuredin conditions with diﬀerent noise. They suggested the
existence of a multiplicative component of internal noise
which is proportional to external noise density.
Lu and Dosher (1999) proposed a perceptual tem-
plate model for the detection of ﬁrst-order patterns
which is based on the LAM and observations in pattern
vision and pattern masking. The PTM consists of: (i) a
perceptual template, (ii) a non-linear transducer func-
tion, (iii) a multiplicative internal noise whose amplitude
is a monotonic function of the energy of the signal and
external noise, (iv) an additive internal noise source, and
(v) a decision process. According to the PTM, Eq. (B.1)
could be modiﬁed as follows:
d 0d ¼
ðkEÞc=2
½N c þ mN c þ mðkEÞc þ N add1=2
; ðB:2Þ
where c is the exponent of the power transducer func-
tion, m is a coeﬃcient which determines the equivalent
multiplicative noises due to the external noise and the
signal.
In a 2AFC experiment, if both images are embedded
in ﬁxed noise, the diﬀerence between the noise samples
in each ﬁeld is zero and the output correlation does
not depend on the external noise. In such a case, d 0f de-
pends on the multiplicative components of the internal
noise induced by the external noise (mNc) and the signal
energy [m(kEc)], but not on the external noise itself
d 0f ¼
ðkEÞc=2
½mN c þ mðkEÞc þ N add1=2
. ðB:3Þ
Eckstein et al. (1997) proposed an elaborated LAM
which consists of additive and multiplicative noise
sources and a decision process with stimulus uncertain-
ties. The amplitude of the multiplicative internal noise in
this model is proportional only to the power of the
external noise. To make a comparison between the
PTM and the elaborated LAM, we assume that the
amplitude of the multiplicative internal noise is a func-
tion of the amplitudes of the signal and the external
noise. Therefore, the elaborated LAM can be used to
calculate d 0 by Eqs. (B.2) and (B.3), setting c = 1. This
model approximates the nonlinearities of the transducer
functions by the properties of an equivalent uncertainty
process. To this end, the internal d 0 measure is converted
to percent-correct performance in the presence of uncer-
tainty, which can be expressed as follows:
PcðM ;U ;d 0Þ ¼
Z 1
1
gðxd 0Þ½GðxÞ½Mð1þUÞ1
þUgðxÞ½GðxÞ½Mð1þUÞ2Gðxd 0Þdx; ðB:4Þ
where gðxÞ ¼
ﬃﬃﬃ
1
2p
q
exp½x2
2
, GðxÞ ¼ R11 gðyÞ dy, M is the
number of possible signal locations (M = 2 in the case
of a 2AFC task) and U is the uncertainty number corre-
sponding to the irrelevant decision variables per location
monitored by the observer.
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