Macroscopic thin liquid films are entities that are important in biophysics, physics, and engineering, as well as in natural settings. They can be composed of common liquids such as water or oil, rheologically complex materials such as polymers solutions or melts, or complex mixtures of phases or components. When the films are subjected to the action of various mechanical, thermal, or structural factors, they display interesting dynamic phenomena such as wave propagation, wave steepening, and development of chaotic responses. Such films can display rupture phenomena creating holes, spreading of fronts, and the development of fingers. In this review a unified mathematical theory is presented that takes advantage of the disparity of the length scales and is based on the asymptotic procedure of reduction of the full set of governing equations and boundary conditions to a simplified, highly nonlinear, evolution equation or to a set of equations. As a result of this long-wave theory, a mathematical system is obtained that does not have the mathematical complexity of the original free-boundary problem but does preserve many of the important features of its physics. The basics of the long-wave theory are explained. If, in addition, the Reynolds number of the flow is not too large, the analogy with Reynolds's theory of lubrication can be drawn. A general nonlinear evolution equation or equations are then derived and various particular cases are considered. Each case contains a discussion of the linear stability properties of the base-state solutions and of the nonlinear spatiotemporal evolution of the interface (and other scalar variables, such as temperature or solute concentration). The cases reducing to a single highly nonlinear evolution equation are first examined. These include: (a) films with constant interfacial shear stress and constant surface tension, (b) films with constant surface tension and gravity only, (c) films with van der Waals (long-range molecular) forces and constant surface tension only, (d) films with thermocapillarity, surface tension, and body force only, (e) films with temperature-dependent physical properties, (f) evaporating/condensing films, (g) films on a thick substrate, (h) films on a horizontal cylinder, and (i) films on a rotating disc. The dynamics of the films with a spatial dependence of the base-state solution are then studied. These include the examples of nonuniform temperature or heat flux at liquid-solid boundaries. Problems which reduce to a set of nonlinear evolution equations are considered next. Those include (a) the dynamics of free liquid films, (b) bounded films with interfacial viscosity, and (c) dynamics of soluble and insoluble surfactants in bounded and free films. The spreading of drops on a solid surface and moving contact lines, including effects of heat and mass transport and van der Waals attractions, are then addressed. Several related topics such as falling films and sheets and Hele-Shaw flows are also briefly discussed. The results discussed give motivation for the development of careful experiments which can be used to test the theories and exhibit new phenomena.
I. INTRODUCTION
Thin liquid films are ubiquitous entities in a variety of settings. In geology, they appear as gravity currents under water or as lava flows (Huppert and Simpson, 1980; Huppert, 1982a) . In biophysics, they appear as membranes, as linings of mammalian lungs (Grotberg, 1994) , or as tear films in the eye (Sharma and Ruckenstein, 1986a; Wong et al., 1996) . They occur in Langmuir films (Gaines, 1966) and in foam dynamics (Bikerman, 1973; Edwards et al., 1991; Schramm and Wassmuth, 1994; Wasan et al., 1994; Wong et al., 1995) . In engineering, thin films serve in heat and mass transfer processes to limit fluxes and to protect surfaces, and applications arise in paints, adhesives, and membranes.
Thin liquid films display a variety of interesting dynamics. Since the interface between the liquid and the surrounding gas is a deformable boundary, these films display wave motion; the waves can travel and steepen under certain conditions for high flow rates, and the waves can make transitions into quasiperiodic or chaotic structures. The film can rupture, leading to holes in the liquid that expose the substrate to the ambient gas. The connectedness of the film changes in this case, as it does if droplets of liquid are dislodged from the film (fragmentation). Changes in structure occur in flows having contact lines leading to fingered patterns. Liu et al. (1995) performed an experimental study of three-dimensional (3D) instabilities of falling films on an inclined plane driven at the upstream end (xϭ0) in order to understand the transition from two-dimensional (2D) waves to complex disordered patterns. Because 2D disturbances are found to grow more rapidly initially than 3D ones, 2D waves with straight wave fronts are excited first. Nonlinear evolution of the waves depends on the value of the frequency of small perturbations driving the flow. Three-dimensional patterns develop at sufficiently high Reynolds numbers of the flow, and two examples of such patterns are displayed in Fig. 1 . Figure  1 (a) shows an example of a ''synchronous'' instability when the deformations of the neighboring wave fronts are in phase. When a 2D wave first becomes large in amplitudes, transverse modulations appear and grow downstream. At xϷ40 cm, nearly periodic spanwise modulations are visible. As the waves travel further downstream (xϾ50 cm), the two-dimensional wave fronts begin to break. Subsequently, the flow becomes disordered. Another type of instability is displayed in Fig.1(b) . This is a subharmonic mode when the deformations of the neighboring wave fronts are out of phase, FIG. 1. Photographs of 3D patterns arising in falling films. The film flows on an inclined plane and is perturbed at the upstream end (xϭ0). Visualization is by fluorescence imaging; the film thickness is proportional to the brightness, i.e., the thick region is bright and the thin region is dark. The direction of the flow is from the left to the right. Lines seen on the photograph are of equal heights: (a) synchronous 3D instability of 2D periodic waves. A snapshot taken at the inclination angle of 6.4°, Reynolds number of 72, and imposed perturbation frequency of 10.0 Hz; (b) a herringbone (or checkerboard) pattern due to 3D subharmonic instability. A snapshot taken at the inclination angle of 4.0°, Reynolds number of 50.5, and imposed perturbation frequency of 14 Hz. Reprinted with the permission of the American Institute of Physics from Liu, Schneider, and Gollub (1995). i.e., the transverse phase of the modulations differs by for successive wave fronts, and the streamwise period is doubled. These herringbone patterns usually appear in patches, and their locations fluctuate in time. Phenomena such as these will be discussed in Sec. VI. Figure 2 , reproduced from Huppert (1982b) , presents various patterns that emerge when a fluid sheet is released on an inclined plane. Some time after the release, the flow front, a contact line, spontaneously develops a series of fingers of fairly constant wavelength across the slope. In the case shown in Fig. 2 (a) the front of a silicone-oil layer consists of periodic triangular-shaped waves. The flow of a glycerine layer is shown in Fig.  2(b) , where the front displays a periodic structure of fingers with extremely straight contact lines, which are directed down the slope. Phenomena such as these will be discussed in Sec. VI. Fermigier et al. (1992) , displays a layer of a silicone oil on the underside of a horizontal plane and overlying a fluid of lower density (gas). Gravity causes the planar interface to become unstable, a Rayleigh-Taylor instability, leading to the creation of fingers. Shown is an isolated axisymmetric pattern that has evolved from an initial disturbance. When the thickness of the layer becomes too large, the fluid is opaque and the screen is invisible, as in the center of the drop. Such phenomena are discussed in Sec. II. Figure 4 , reproduced from Burelbach et al. (1990) , shows two pictures of a layer of silicone oil on a rigid, horizontal surface. The surface is nonuniformly heated and the interface dimples at points where the temperature of the substrate is elevated. Thermocapillarity produces the dimple when the heat flux is sufficiently small, Fig. 4(a) , and a dry spot when the heat flux exceeds a Reprinted with permission from Huppert (1982b) . Copyright © 1982 Macmillan Magazines Ltd. critical value, Fig. 4(b) . Such effects will be discussed in Sec. III.
If one wishes to give mathematical descriptions of such phenomena, one must face the fact that the interfaces of the film are, in part, free boundaries whose configurations must be determined as parts of the solutions of the governing equations. This renders the problem too difficult to treat exactly, which may lead researchers to rely on computing only. Even this becomes formidable when there are many parameters in the problem. If a rupture is to be described in which a film of unit depth is driven to zero depth, it will not suffice to study the corresponding linearized equations, for which wellknown and widely employed mathematical tools are available. One must also deal with strongly nonlinear disturbances to the film. Finally, if one is required to deal with coupled phenomena, one must be able to describe, in compact form, simultaneous instabilities that interact in complex ways. This compact form must be tractable and, at the same time, still complex enough to retain the main features of the problem at hand.
One means of treating the above complexities is to analyze long-scale phenomena only, in which variations along the film are much more gradual than those normal to it, and in which variations are slow in time. Such theories arise in a variety of areas in classical physics: shallow-water theory for water waves, lubrication theory in viscous films, and slender-body theory in aerodynamics and in fiber dynamics. In all these, a geometrical disparity is utilized in order to separate the variables and to simplify the analysis. In thin viscous films, it turns out that most rupture and instability phenomena do occur on long scales, and a lubrication-theory approach is, in fact, very useful. This is explained below.
The lubrication-theory or long-wave-theory approach is based on the asymptotic reduction of the governing equations and boundary conditions to a simplified system which often consists of a single nonlinear partial differential equation formulated in terms of the local thickness of the film. The rest of the unknowns, i.e., the fluid velocity, fluid temperature, etc., are then determined via functionals of the solution of that differential equation. The notorious complexity of the freeboundary problem is thus removed. However, a resulting penalty is the presence of the strong nonlinearity in the governing equation(s) and the higher-order spatial derivatives appearing there. A simplified linear stability analysis of the problem can be carried out based on the resulting evolution equation. A weakly nonlinear analysis of the problem is also possible through that equation. However, the fully nonlinear analysis that allows one to study finite-amplitude deformations of the film interface must be performed numerically. Still, numerical solution of the evolution equation is considerably less difficult than numerical solution of the original, free-boundary problem.
There has been a great deal of progress in the analysis of thin (macroscopic) liquid films. In the present review such analyses will be unified into a simple framework from which the special cases will naturally emerge. By means of long-scale evolution equations, many interesting cases will be discussed, giving the reader both an overview and representative behaviors typical of thin films. In particular, coupled dynamics and instabilities FIG. 4 . Photographs of a silicone-oil film on a nonuniformly heated plate: (a) a dimpled film when the heat flux is sufficiently low; (b) the nearly bare region that results at larger heat fluxes. Reprinted with the permission of the American Institute of Physics from Burelbach, Bankoff, and Davis (1990) . FIG. 3 . A snapshot of the Rayleigh-Taylor instability of a silicone-oil layer on the underside of a horizontal plane. The locally axisymmetric perturbation is revealed by the distortion of a ruled screen observed through the interface. The wavelength of the screen is 0.8 mm. Copyright © 1992 Cambridge University Press. Reprinted with the permission of Cambridge University Press from Fermigier, Limat, Wesfreid, Boudinet, and Quilliet (1992) .
will be addressed. Despite the experimental observations mentioned above, there is a critical lack of carefully controlled experiments devoted to uncovering and quantifying phenomena. This review stands as a call for such experiments.
The first topic to be addressed in Sec. II will be bounded films, which have one free surface and one interface with a solid phase. The physical effects discussed will be viscous, surface-tension, and body forces, thermocapillarity, evaporation/condensation, and the presence of van der Waals attractions. The effect of curvature of the solid wall and that of film rotation will be also examined. In Sec. III, bounded films with spatial (geometric and dynamic) nonuniformities will be considered. In Sec. IV, free films in which both interfaces of the films are free boundaries will be considered. Films with interfacial viscosities and internal mass transfer (e.g., surface-active agents) are also discussed. These cases are ones in which systems of evolution equations are needed to describe the dynamics. In Sec. V, the related problem of the spreading of liquid drops on substrates is considered. Here, moving contact lines are present and it is shown how the same long-scale formalism can be applied to describe spreading. Since this topic has been frequently treated in the literature, our discussion will be brief. Section VI will consider the case in which the substrate is inclined to the horizontal and gravity drives a mean flow. Flows in a narrow gap between planes (Hele-Shaw flows) will also be addressed. Finally, in Sec. VII an overview will be given.
II. BOUNDED FILMS

A. Slipper bearing
The long-scale methods that will be used to describe interfacial instabilities have their origins in the lubrication theory of viscous fluids. This theory can be most simply illustrated by considering a fluid-lubricated slipper bearing.
Fluid-lubricated bearings are machine parts in which viscous fluid is forced into a converging channel. The flow creates vertical pressure forces that can be used to support large loads and hence reduce wear. In his pioneering work Reynolds (1886) laid the foundations for the theory of lubrication. He applied hydrodynamics of slow viscous flow and derived the fundamental differential equation of the field, found approximate solutions for this equation, and compared his theoretical results with experiments performed earlier. This idea is illustrated below where the structure called a slipper bearing is displayed. Many more details related to Reynolds's and others' work can be found in Dowson (1979) .
In Fig. 5, a (solid) bearing is shown in which a plate at zϭ0 moves in the positive x direction at constant speed U 0 driving fluid into the converging channel. In steady flow, the lower boundary of the bearing (the upper boundary of the channel) is at zϭh(x). The fluid is taken to be an incompressible, Newtonian viscous fluid of viscosity , density , and kinematic viscosity ϭ/.
When the length of the plate L is large, the liquid is able to support a load due to the large pressures generated under the bearing. For a fixed channel narrowing ⌬hϭh(0)Ϫh(L), the tilt angle ␣ϵ dh dx (2.1) is small in this limit. Under this condition and in two dimensions, the Navier-Stokes and continuity equations can be reduced (Schlichting, 1968) to the simplified forms ‫ץ‬ z 2 uϪ‫ץ‬ x pϭ0, (2.2a) 2b) ‫ץ‬ x uϩ‫ץ‬ z wϭ0, (2.2c) where the velocity vector is v ᠬ ϭ(u,w), and p is the pressure in the fluid. Equation (2.2a) tells us that since ␣ is small, the flow is locally parallel. Equation (2.2b) states that the pressure is vertically uniform (or, if gravity were to be included, hydrostatic). Equation (2.2c) is the continuity equation. The boundary conditions below the bearing, 0ϽxϽL, are u͑0 ͒ϭU 0 , w͑0 ͒ϭ0, is not yet known.
Given that the flow is steady, the flow rate Q (in the x direction), 
(2.7) Equation (2.7) is the Reynolds lubrication equation. Given h(x), it is an ordinary differential equation for p. In Eq. (2.6) the flow rate Q and the integration constant are determined by conditions (2.3c). In Eq. (2.7) both constants of integration are then determined. In either case one finds (Schlichting, 1968) that the pressure distribution is given by 8) as shown in Fig. 6 . Note that the maximum pressure p m ϳ1/␣, so that the upward force F v exerted by the fluid flow scales as F v ϳ1/␣ 2 . The important fact is that the lubrication pressure behaves like O(1/␣) as ␣→0.
It is possible to extend the theory to situations in which h depends (slowly) on time t. In this case Eq. (2.7) would have the form
or in the case of three-dimensional flow, hϭh (x,y,t) ,
We now turn to the main subject of the review, starting with the basics of the long-scale methods. The reader will notice the similarity between the time-dependent Reynolds lubrication equation (2.9) and the general evolution equations for thin, bounded liquid films, Eqs. (2.27) and (2.28) derived below. Thus the slipperbearing theory carries one to the more general cases of films with free surfaces, and so to the phenomena of wave propagation, free-surface instability, and film rupture.
B. The evolution equation for a bounded film
The lubrication approximation will now be applied to a viscous-liquid flow, bounded below by a horizontal plate and above by an interface between the liquid and a passive gas, as shown in Fig. 7 . Here one allows the possibility on the interface of external normal ⌸ ជ and tangential ᠬ stresses, slowly varying in space and time. Further, a conservative body force with potential is allowed.
The Navier-Stokes and continuity equations in two dimensions have the form where ٌ 2 ϭ‫ץ‬ 2 /‫ץ‬x 2 ϩ‫ץ‬ 2 /‫ץ‬z 2 . The classical boundary conditions between the liquid and the plate are those of no penetration, wϭ0, and no slip, uϭ0. These conditions are appropriate for the continuous films to be considered here. However, we wish to derive equations now that will apply not only in this case but also to the case in which a contact line (or trijunction) exists and liquid on a solid substrate spreads and displaces the surrounding fluid (say, gas). The classical conditions then lead to a nonintegrable singularity at the contact line (Huh and Scriven, 1971; Dussan V. and Davis, 1974) , which can be relieved by allowing a relative motion, slip, between the liquid and the solid near the contact line. In order to include such cases, discussed in Sec. V, we generalize the conditions. The condition of no penetration is retained and tangential relative motion is allowed. A Navier model that assumes slip proportional to the shear stress gives at zϭ0: wϭ0,uϪ␤‫ץ‬ z uϭ0.
(2.11)
Here ␤ is the slip coefficient, which will be taken to be zero for the case of continuous films.
On zϭh(x,t):
where T is the stress tensor of the liquid, n ᠬ is the unit outward vector normal to the interface, t ᠬ is the unit vector tangential to the interface, f ᠬ is the prescribed forcing at the interface, whose normal and tangential components are ⌸ ជ and ជ , respectively, is the mean curvature of the interface, and s is the arc length along the interface, such that
(2.12d) Equation (2.12a) is the kinematic boundary condition (in the absence of interfacial mass transfer) that balances the normal component of the liquid velocity at the interface with the speed of the interface. Equation (2.12b) has two components. Its tangential component states that the shear stress on the interface is balanced by the sum of ជ and the surface gradient of the surface tension . Its normal component states that the normal stress minus ⌸ ជ exhibits a jump equal to the surface tension times the mean curvature. When the external force ⌸ ជ is zero, and the fluid has zero viscosity, then T•n ᠬ•n ᠬϭϪp, and this component equation reduces to the well-known Laplace equation, which describes the excess pressure in an air bubble, compared to the external pressure, as twice the surface tension divided by the bubble radius (see, for example, Landau and Lifshits, 1987 Time is scaled to /U 0 so that the dimensionless time is
Finally, one expects, as in the slipper-bearing example, locally parallel flow in the liquid so that ‫ץ‬ x pϳ‫ץ‬ z 2 u and hence the dimensionless stresses, body-force potential, and pressure are
Notice that ''pressures'' are large due to the lubrication effect. If these forms are substituted into the governing system (2.10)-(2.12), the following scaled system is obtained: 
where Hϭh/h 0 is the dimensionless thickness of the film and ⌺ϭ⑀/U 0 is the dimensionless surface tension. The Reynolds number Re and capillary number C are given, respectively, by
Before taking limits, we integrate the continuity Eq. (2.15c) in Z from 0 to H(X,T), use integration by parts, Eq. (2.17a), and the boundary conditions (2.16) to obtain Finally, we seek the solution of the governing Eqs. (2.10)-(2.12) as a perturbation series in powers of the small parameter ⑀:
One lubrication approximation of the governing system is obtained by letting Re,CϭO(1) as ⑀→0. In the former case the inertial terms, measured by ⑀Re, are one order of magnitude smaller than the dominant viscous terms, consistent with the local-parallel-flow assumption. In the latter case, the surface-tension terms, measured by C Ϫ1 ⑀ 3 , are two orders of magnitude smaller and would be lost. It will turn out to be essential to retain surface-tension effects at leading order, so that one writes C ϭC⑀ Ϫ3 (2.21b) and takes another lubrication limit Re, C ϭO(1) as ⑀→0. The latter is applied when surface-tension effects are strong relative to the others. At leading order in ⑀ the governing system becomes, after omitting the subscript 0 in U 0 ,W 0 , and P 0 , 23) and, at ZϭH, 
(2.27)
In three dimensions one can show that the evolution equation has the form
where now ᠬ 0 is the vector shear stress imposed on the interface. Equations (2.27) and (2.28) are the appropriate Reynolds lubrication equations for the present system. Whereas in the slipper-bearing problem H is known and P is determined by this equation, here H is unknown and P is a functional of H determined by Eq. (2.25b) (due to surface tension and the body forces). This distinction is associated with the presence of either a fixed solid boundary or a free gas-liquid interface. Equation (2.27) is a generalization of the evolution equation presented by Sharma and Ruckenstein (1986a) in the case of no slip on the solid and no external forces (␤ 0 ϭ 0 ϭ⌸ 0 ϭ0). The physical significances of the terms is revealed when Eqs. (2.27) and (2.28) are written in the original dimensional variables: 
(2.30)
In many of the examples discussed below, all forces are isotropic in the horizontal dimensions x and y, and so only two-dimensional cases will be examined. Further, unless specified, only disturbances periodic in x will be discussed. Thus is the wavelength of these disturbances and 2h 0 / is the dimensionless wave number.
C. Constant shear stress and constant surface tension only
Suppose that the gas exerts a ''wind'' stress on an interface that exhibits constant surface tension. In this case ␤ 0 ϭ⌸ϭϭ0, and and are constant. Equation (2.29) becomes
In the absence of surface tension (ϭ0), Eq. (2.31) is a first-order nonlinear wave equation whose solutions are waves that travel in the direction of the shear and they steepen as they go. No instability is present. When surface tension is present, the steepening is retarded. Our numerical study of the nonlinear equation (2.31) shows that the amplitude of its periodic solutions decays to zero with time.
One can investigate the behavior of small disturbances to the uniform film hϭh 0 by perturbing it with a small disturbance hЈ, periodic in x: hϭh 0 ϩhЈ. and as shown in Fig. 8 , no instability exists in the longwave regime. However, there are unit-order wavenumber disturbances that do grow, as shown by Miles (1960) and Smith and Davis (1982) .
D. Constant surface tension and gravity only
Consider perhaps the simplest film in which gravity is present and surface tension is constant. Here 
where G is the unit-order gravity number,
In This equation describes film leveling since sϽ0; if at time tϭ0 a small bump is imposed on the interface, Eq. (2.38) governs how it will relax to hϭh 0 . Equations (2.37a) and (2.37b) also apply to the case of a film on the underside of a plate, the Rayleigh-Taylor instability of a thin viscous layer, as shown in Fig. 9 . Here one replaces g by Ϫg in Eq. (2.38) and finds that sϭϪ 1 3h 0 ͓Ϫ͉g͉h 0 2 ϩkЈ 2 ͔kЈ 2 .
As shown in Fig. 10 , the layer is linearly unstable if
i.e., if the perturbations are so long that the (nondimensional) wave number is smaller than the square root of the Bond number Bo, which measures the relative importance of gravity and capillary effects. The value of k c Ј is often called the (dimensionless) cutoff wave number for neutral stability. It is emphasized that Eq. (2.37) constitutes the valid limit to the governing set of equations and boundary conditions when the Bond number Bo is small. This follows from the relationships GϭBo/C, GϭO(1) , and the smallness of C, as assumed in Eq. (2.21).
The case of Rayleigh-Taylor instability was studied by Higgins (1989, 1991) for the case of a thin film of a light fluid atop the plate and overlain by a large body of a heavy fluid and by Oron and Rosenau (1992) for the case of a thin liquid film on the underside of a rigid plane. It was found that evolution of an interfacial disturbance of small amplitude leads to rupture of the film, i.e., at a certain location the local thickness of the film becomes zero. Figure 11 shows a typical example of such an evolution. Yiantsios and Higgins showed that Eqs. (2.37a) and (2.37b) with gϽ0 admit several steady solutions. These consist of various numbers of sinusoidal drops separated by ''dry'' spots of zero film thickness, as shown in Fig. 8 in Yiantsios and Higgins (1989) . The examination of an appropriate Lyapunov functional (Yiantsios and Higgins, 1989) drop states are energetically less preferred than a onedrop state. These analytical results were partially confirmed by numerical simulations. As found in the longtime limit, the solutions can asymptotically approach multihumped states with different amplitudes and spacings as well. This suggests that terminal states depend upon the choice of initial data (Yiantsios and Higgins, 1989) . It was also found that if the overlying semiinfinite fluid phase is more viscous than the thin liquid film, the process of the film rupture slows down in comparison with the single-fluid case.
It is interesting to note that Eqs. (2.37a) and (2.37b) were also derived and studied by Hammond (1983) in the context of capillary instability of a thin liquid film on the inner side of a cylindrical surface (see Sec. II.J.1). The three-dimensional version of the problem of Rayleigh-Taylor instability was considered by Fermigier et al. (1992) . Formation of patterns of different symmetries and transition between patterns were observed. Axially symmetric cells and hexagons were found to be preferred. Droplet detachment was observed at the final stage of the experiment. Figure 3 shows the growth of an axisymmetric drop.
Saturation of Rayleigh-Taylor instability of a thin liquid layer by an imposed advection in the longitudinal direction was discussed by Babchin et al. (1983) . Similarly, capillary instability of an annular film saturates due to a through flow (Frenkel et al., 1987) .
The problem of leveling of a film under the action of capillary force on a corrugated substrate at zϭl(x) was considered by Stillwagon and Larson (1988) . Using the approach described above, they derived the evolution equation, which for the case of zero gravity reads
Numerical solutions of Eq. (2.40) showed a good agreement with experimental data (Stillwagon and Larson, 1988) . At short times there is film deplanarization due to the emergence of capillary humps, but these relax at longer times.
E. Van der Waals (long-range molecular) forces and constant surface tension only
Van der Waals forces can be important when the film thickness is in the range of several hundreds of Angströ ms, 100-1000 Å. Such forces in general compete with others of electrical or entropic origin (e.g., excess interfacial surface charge or electrical double layers), which exist on both longer and shorter scales than do the van der Waals attractions. At a given thickness of the layer, one or another of these can dominate. Only the h Ϫ3 forces will be considered here. Dzyaloshinskii et al. (1959) derived a theory for van der Waals attractions in which an integral representation is given for the excess Helmholtz free energy of the layer as a function of the frequency-dependent dielectric properties of the materials in the layered system.
In the special case of a film with parallel boundaries and nonretarded forces in the absence of ionic species, ϭ r ϩAЈh Ϫ3 /6, where r is a reference value for the body-force potential and AЈ is the dimensional Hamaker constant. When AЈϾ0, there is negative disjoining pressure and a corresponding attraction of the two interfaces (solid-liquid and liquid-gas) for each other. When the disjoining pressure is positive, AЈϽ0, the interfaces repel each other.
Consider negative disjoining pressure in a film with constant surface tension only, so that ␤ 0 ϭ‫ץ‬ x ϭ⌸ϭϭ0. When AЈϾ0, instabilities occur, as shown below. When AЈϽ0, the planar film persists. Equation (2.29) then becomes (Williams and Davis, 1982) ‫ץ‬ t hϩ AЈ 6
Its dimensionless version reads propriate to seek a critical thickness from the theory but only a critical thickness for a given experiment, since the condition depends on the system size L. The evolution of the film interface as described by Eq. (2.41) with periodic boundary conditions and an initial corrugation leads to the rupture of the film in a finite time T R . This breakup manifests itself by the fact that at a certain time the local thickness of the film becomes zero. Figure 12 , reproduced from Fig. 4 in Burelbach et al. (1988) , displays a typical example of film evolution. Moreover, the rate of film thinning, measured as the rate of decrease of the minimal thickness of the film, increases with time and becomes much larger than the disturbance growth rate given by the linear theory extrapolated ti break up. This fact can be seen in Eq. (2.41). Notice that the ''effective'' diffusion coefficient, proportional to h Ϫ1 , in the backward diffusion term increases indefinitely as the film becomes thinner, h→0, while the local stabilization effect provided by surface tension weakens, proportionally to h 3 . Sheludko (1967) observed experimentally spontaneous breakup of thin, static films and proposed that negative disjoining pressure is responsible for that. He also used a stability analysis in order to calculate a critical thickness of the film below which breakup occurs, while neglecting the presence of electric double layers. Burelbach et al. (1988) used numerical analysis to show that, near the rupture point, surface tension has a minor effect. Therefore the local behavior of the interface is governed by the backward diffusion equation
(2.44) Looking for separable solutions of the form H(X,T)ϭT(T)X(X), Burelbach et al. (1988) found that 
The minimal thickness of the film close to the rupture point is therefore expected to decrease linearly with time. This allows the lubrication analysis to be extrapolated very close to the point where adsorbed layers and/or moving contact lines appear. The behavior of solution (2.46), as T→T R , is shown in Fig. 13 , reproduced from Fig. 5 in Burelbach et al. (1988) . Several authors (Kheshgi and Scriven, 1991; Mitlin, 1993; Sharma and Jameel, 1993; Jameel and Sharma, 1994; Mitlin and Petviashvili, 1994; have considered the dynamics of thin liquid films in the process of dewetting of a solid surface. The effects important for a meaningful description of the process are gravity, capillarity, and, if necessary, the use of a generalized disjoining pressure, which contains a sum of intermolecular attractive and repulsive potentials. The generalized disjoining pressure is destabilizing (attractive) for the film for larger thicknesses and stabilizing (repulsive) for larger (smaller) thicknesses still within the range of several hundreds of Angströ ms (see, for example, Israelachvili, 1992 Burelbach, Bankoff, and Davis (1988) .
Different forms for the potential are encountered in the literature. Teletzke et al. (1988) expressed the generalized disjoining pressure as
where a i are coefficients determined by specific intermolecular forces brought into consideration. In particular, the disjoining pressure corresponding to the van der Waals forces used by Williams and Davis (1982) ,
is obtained from Eq. (2.48a) for a 3 0,a i ϭ0,i 3. Mitlin (1993) and Mitlin and Petviashvili (1994) 
where l 1 and l 2 are dimensional constants (Williams, 1981; Sharma and Jameel, 1993; Jameel and Sharma, 1994; Paulsen et al., 1996) representing the strength of the repulsive and attractive forces, respectively, and decay lengths. i.e., the destabilizing effect of the van der Waals force has to be stronger than the leveling effect of gravity. Kheshgi and Scriven (1991) studied the evolution of the film using Eq. (2.47a) with the potential (2.48b) and found that smaller disturbances decay due to the presence of gravity leveling while larger ones grow and lead to film rupture. Mitlin (1993) and Mitlin and Petviashvili (1994) discussed possible stationary states for the late stage of solid-surface dewetting with the potential (2.48c) and drew a formal analogy between the latter and the Cahn theory of spinodal decomposition (Cahn, 1960) . Sharma and Jameel (1993) and Jameel and Sharma (1994) followed the film evolution as described by Eqs. (2.47) and (2.48d) and concluded that thicker films break up, while thinner ones undergo ''morphological phase separation'' that manifests itself in creation of steady structures of drops separated by ultrathin flat liquid films. Similar patterns were also observed by in their study of the dynamics of thin spots near film breakup. Figure 14 shows typical steady-state solutions of Eq. (2.47a) with the potential (2.48e) for different sets of parameters.
F. Thermocapillarity, surface tension, and body force only
The thermocapillary effect (see, for example, Davis, 1987) accounts for the emergence of interfacial shear stresses, owing to the variation of surface tension with temperature . This shear stress is expressed by ٌ ជ s . In this case ␤ϭ⌸ϭϭ0, ϭ(). In order to incorporate the thermocapillary effect into the equations, one needs to add to the governing system (2.10)-(2.12) an energy equation and the appropriate boundary conditions related to heat transfer. The energy equation and the boundary conditions have the form Here c is the specific heat of the fluid, k th is its thermal conductivity, and 0 is the temperature of the rigid plane, assumed to be uniform. The boundary condition (2.52b) is Newton's cooling law and ␣ th is the heat transfer coefficient describing the rate of heat transfer from the liquid to the ambient gas phase at the constant temperature ϱ . Scaling the temperature by
and substituting scales (2.14) into Eqs. (2.51) and (2.52) yields
where for Zϭ0:
and ZϭH:
Here P r and B are, respectively, the Prandtl and Biot numbers
Let us expand the temperature ⌰ in a perturbation series in ⑀, along with the expansions (2.21a), and substitute these into system (2.54) and (2.55). Again assume that ReϭO(1) and further let P r ,BϭO(1), so that the convective terms in Eq. (2.54) are delayed to next order, i.e., conduction in the liquid is dominant and the heat flux there balances the heat lost to the environment.
At leading order in ⑀ the governing system for ⌰ 0 consists of condition (2.55a), where the subscript ''zero'' has been dropped. The solution to this system is
and
where ⌰ i ϭ⌰(X,H,T) is the surface temperature. From Eq. (2.27) or (2.29), it is now required that the thermocapillary stress ‫ץ‬ X ⌺ or ‫ץ‬ x be determined. By the chain rule
where
The sign change is inserted because d/d is negative for common materials. The shear-stress condition, Eq. (2.24a), to leading order in ⑀ has the form
is the Marangoni number. Here ⌬ is the change of surface tension over the temperature domain between the characteristic temperatures, usually 0 and ϱ . To be more precise, if ϱ Ͻ 0 (heating at the bottom of the layer), then ⌬Ͼ0 for standard fluid pairs with surface tension decreasing with temperature. For heating at the interface side ϱ Ͼ 0 and ⌬Ͻ0. Thus, in the case 0 ϭ⌽ϭ⌸ 0 ϭ␤ 0 ϭ0, Eq. (2.27) becomes
If gravity forces are to be included, ⌽ϭgZ and Eq. (2.62) reads
For the standard, linearly decreasing function ϭ(), the value ‫ץ‬ ⌰ ⌺ is constant and ␥(H)ϭ1. Equations (2.62)-(2.63) with ␥(H)ϭ1 appeared in papers of Davis (1983) for BӶ1, Kopbosynov and Pukhnachev (1986) , Bankoff and Davis (1987) , Burelbach et al. (1988) , Deissler and Oron (1992) , and Oron and Rosenau (1992) . For BӶ1, Eq. (2.63) in dimensional form becomes
Linearization of Eq. (2.64) around the state hϭh 0 yields the characteristic equation
(2.65) Equation (2.65) shows that if gϾ0 (gravity acting towards the base of the film) gravity has a stabilizing effect (similar to that described in Sec. II.D), while thermocapillarity has a destabilizing effect on the interface. It is clear from Eq. (2.65) that the thicker the film, the stronger the gravitational stabilization. The dimensionless cutoff wave number k c Ј is given in this case by
Thermocapillary destabilization is explained by examining the fate of an initially corrugated interface in the linear temperature field produced by thermal condition. Where the interface is depressed, it lies in a region of higher temperature than its neighbors. Hence, if surface tension is a decreasing function of temperature, interfacial stresses [proportional to the surface gradient of the surface tension (see, for example, Levich, 1962; Landau and Lifshits, 1987) ] drive interfacial liquid away from the depression. Since the liquid is viscous, it is dragged away from the depression, causing the depression to deepen further. Hydrostatic and capillary forces cannot prevent this deepening, and as shall be seen, the film will proceed to zero thickness locally.
Studies of Eq. (2.62) with ␥(H)ϭ1 reveal that evolution of initial data of small amplitude usually results in rupture of the film qualitatively similar to that displayed in Fig. 11 . In the case of negative gravity, gϽ0, the Rayleigh-Taylor instability (heavy fluid overlying light fluid) enhances the thermocapillary instability and broadens the band of linearly unstable modes:
(2.66b)
Stabilization of the Rayleigh-Taylor instability by thermocapillarity was discussed by Oron and Rosenau (1992) and Deissler and Oron (1992) for two-and threedimensional cases, respectively. It was found that negative thermocapillarity, i.e., ⌬Ͻ0, corresponding to heating at the interface side or cooling at the rigid wall, in conjunction with surface tension may lead to saturation of Rayleigh-Taylor instability and to formation of steady drops.
It has been recently discovered that dilute aqueous solutions of long-chain alcohols exhibit nonmonotonic dependence of surface tension on temperature (Legros et al., 1984; Legros, 1986) . This dependence can be approximated quite well by the quadratic polynomial
where ␦ is constant and m is the temperature corresponding to the minimal surface tension. In this case,
The instability arising from the variation of surface tension, given by Eq. (2.67a), has been called ''quadratic Marangoni (QM) instability'' and studied by Oron and Rosenau (1994) . In contrast with the case of the standard thermocapillary instability, described by Eq. (2.62) with ␥(H)ϭ1, the evolution of QM instability may result in a nonruptured steady state. 
G. Temperature-dependent physical properties
The temperature variation across a thin film is usually small enough that without appreciable error an average temperature can be used in evaluating the physical properties. However, for liquids of high viscosity, the error may be significant, since viscosities can vary with an Arrhenius-type exponential temperature dependence. Reisfeld and Bankoff (1990) considered this problem with a linear dependence of viscosity on the temperature. Here we generalize the problem for the viscosity as an arbitrary function of the dimensionless temperature.
Let ϭ 0 f(⌰), where f(⌰) is a smooth dimensionless function, 0р⌰р1, ‫ץ‬ ⌰ fϽ0,fϾ0, and
Here, the subscript i denotes the interfacial value of the corresponding variable. Let us consider the limiting case of large Biot numbers B. Since ⌰(0)ϭ1 and ⌰(H)ϭ0, it follows from Eq. (2.57) that
Define g(Z)ϭf(⌰). Equation (2.22a) is now modified, using forms (2.25), to read Integrating once from Z to H yields
Integrating again yields,
(2.72)
From the continuity Eq. (2.20)
These can be simplified by reversing the order of integration
and similarly
Equations (2.73), (2.75a), and (2.75b) constitute the generalized evolution equations for arbitrary viscositytemperature dependence. For a linear approximation (Reisfeld and Bankoff, 1990 )
If only long-range molecular forces and constant surface tension terms are retained, Eq. (2.27) becomes Williams and Davis (1982) can be applied directly to this case. Figure 16 shows the graph of function V(␣) as given by Eq. (2.78a). The acceleration factor V increases with an increase in the temperature dependence of the viscosity. Thus the effect of variable viscosity is to reduce the time scale for the process, leading to a more rapid rupture of the film. However, for vanishing Biot numbers B the film is effectively isothermal and the resulting Eq. (2.77) reduces to Eq. (2.41), with Vϭ1. For larger ranges of temperature variation, an exponential function of the form
along with Eqs. (2.69) and (2.75), allows the evolution Eq. (2.73) to be explicitly evaluated. Reisfeld and Bankoff (1990) showed that for mineral oil with a temperature difference of 10 K, a 20% decrease in the rupture time is obtained with respect to the constantviscosity model with a temperature-averaged viscosity.
H. Evaporating/condensing films
Formulation
We now consider the two opposing cases of (a) an evaporating thin film of a pure, single-component liquid on a heated plane surface at constant temperature 0 that is higher than the saturation temperature at the given vapor pressure and (b) a condensing thin film of a pure, single-component liquid on a cooled plane surface at constant temperature 0 that is lower than the saturation temperature at a given vapor pressure. The speed of vapor particles is assumed to be sufficiently low that the vapor can be considered to be an incompressible fluid.
Let us first formulate boundary conditions appropriate for phase transformation at the film interface zϭh. The mass balance at the interface is given by
where j is the mass flux normal to the interface, which is positive for evaporation and negative for condensation. g and f are, respectively, the densities of the vapor and the liquid, v ᠬ g and v ᠬ f are, respectively, the vapor and liquid velocities at zϭh, and v ᠬ i is the velocity of the interface.
Since g / f Ӷ1, typically ϳ10 Ϫ3 , Eq. (2.79) shows that, relative to the interface, the magnitude of the normal velocity of the vapor at the interface is much greater than that of the corresponding liquid. Hence the phase transformation creates large accelerations of the vapor at the interface, where the back reaction, called the va- por thrust (or vapor recoil) represents a force on the interface. The dynamic pressure at the gas side of the interface is much larger than that at the liquid side,
where v g,e and v f,e are the normal components of vapor and liquid velocity relative to the interface. Consider a corrugated interface during evaporation/condensation. Points on the trough are closer to the hot/cold plate than are points on the crest, and so they have greater evaporation/condensation rates j. Momentum fluxes are thus greater at the troughs than at the crests of surface waves. As seen from Eq. (2.80), vapor thrust is destabilizing for either evaporation (jϾ0) or condensation (jϽ0) (Burelbach et al., 1988) . Vapor thrust is only important for cases of very high heat fluxes.
As noted above, vapor thrust exerts a reactive downward pressure on a horizontal evaporating film. Bankoff (1961) introduced the vapor thrust effect in analyzing the Rayleigh-Taylor instability of an evaporating liquidvapor interface above a hot horizontal wall (film boiling). In this case the vapor thrust stabilizes the film boiling, since the reactive force is greater for the wave crests approaching the wall than for the troughs. Later, Bankoff (1971) extended the linear stability analysis of Yih (1955 Yih ( , 1963 and Benjamin (1957) to the instability of an evaporating thin liquid film on a hot, inclined wall. A critical heat flux was found above which the vapor thrust dominates the inertial effects.
The energy balance at zϭh is given by
where L is the latent heat of vaporization per unit mass, k th,g , g , and g are, respectively, the thermal conductivity, viscosity, and temperature of the vapor, and ⑀ f ,⑀ g are the rate-of-deformation tensors in the liquid and the vapor (Burelbach et al., 1988) . The stress balance boundary condition that generalizes Eq. (2.12b) in the case of phase transformation is given by
where ٌ ជ s is the surface gradient of interfacial tension and T g is the stress tensor in the vapor phase. One needs to pose a constitutive equation relating the dependence of the interfacial temperature i and the interfacial mass flux (Palmer, 1976; Plesset and Prosperetti, 1976; Sadhal and Plesset, 1979) . Its linearized form is
, s is the absolute saturation temperature, ␣ is the accommodation coefficient, R g is the universal gas constant, and M w is the molecular weight of the vapor (Palmer, 1976; Plesset and Prosperetti, 1976) . Note that the absolute saturation temperature s serves now as the reference temperature ϱ in the nondimensionalization, Eq. (2.53). When ⌬ i ϭ0, the phases are in thermal equilibrium with each other, i.e., their chemical potentials are equal. In order for net mass transport to take place, a vapor pressure driving force must exist, given for ideal gases by kinetic theory (Schrage, 1953) , and represented in the linear approximation by the parameter K (Burelbach et al., 1988) . Departure of the parameter K from ideal behavior is addressed by an accommodation coefficient depending on interface/molecule orientation and steric effects, which represents the probability of a vapor molecule's sticking upon hitting the liquid-vapor interface.
The balances discussed give rise to a ''one-sided'' model for evaporation or condensation (Burelbach et al., 1988) in which the dynamics of the vapor are ignored, except that mass is conserved and one retains the effects of vapor thrust and the kinetic energy it produces. It is assumed that the density, viscosity, and thermal conductivity of the liquid are much greater than those in the vapor. Therefore the boundary conditions (2.81) are significantly simplified.
The energy balance relation (2.81a) becomes 83) meaning that all the heat conducted to the interface in the liquid is converted to latent heat of evaporation. Next, the normal and tangential stress conditions at the free surface, given by Eq. (2.81b), are reduced to which represents the ratio of the viscous time scale t v ϭh 0 2 / to the evaporative time scale, t e ϭ(h 0 2 L/ k th ⌬) (Burelbach et al., 1988 Equations (2.25), (2.26), (2.57), (2.85c), (2.86a), and (2.86b) constitute the problem to be solved, whose solution is then substituted into Eq. (2.85b) to obtain the desired evolution equation. The general dimensionless evolution Eq. (2.27) will then contain an additional term EJ, stemming from the mass flux due to evaporation/ condensation, which is expressed via the local film thickness H. This will be done below.
Mass loss/gain only
We first consider the case of an evaporating/ condensing thin liquid layer lying on a rigid plane held at a constant temperature. Mass loss or gain is retained, while other effects are neglected.
Solving first Eq. (2.57) along with boundary conditions (2.55a) and (2.86) and eliminating the mass flux J from the latter yields the dimensionless temperature field and the evaporative mass flux through the interface
An initially flat interface will remain flat as evaporation proceeds and if surface tension, thermocapillary, and convective thermal effects are negligible, i.e., MϭC Ϫ1 ϭ⑀ReP r ϭ0, it will give rise to a scaled evolution equation of the form
where Ē ϭ⑀ Ϫ1 E and K, the scaled interfacial thermal resistance, is equivalent to the inverse Biot number B Ϫ1 . Physically, K 0 represents a temperature jump from the liquid surface temperature to the uniform temperature of the saturated vapor, s . The conductive resistance of the liquid film is proportional to H, and, assuming infinite thermal conductivity of the solid, the total thermal resistance is given by (HϩK)
Ϫ1 . For constant superheat temperature 0 -s , Eq. (2.88) represents a volumetric balance, whose solution, subject to )/h→ϱ, the thermal resistance vanishes and hence the mass flux will go to infinity as h→0. However, for large evaporation rates the interfacial temperature jump becomes significant, so that nonzero K is significant. Further, when the film gets very thin, a thermal disturbance develops in the solid substrate, reflecting the fact that the thermal conductivity of the solid is finite (see Sec. II.1). Hence the two thermal resistances, acting in series, prevent the evaporation rate from becoming infinite.
From Burelbach et al. (1988) , the interfacial thermal resistance Kϭ10 for a 10-nm-thick water film. Since K is inversely proportional to the initial film thickness, Kϳ1 for h 0 ϭ100 nm, so that H/Kϳ1 at this point.
However, H/KϷ10
Ϫ1 at h 0 ϭ30 nm, so the conduction resistance becomes small compared to the interfacial transport resistance shortly after van der Waals forces become appreciable.
Another contribution to the surface shear stress occurs when the vapor is flowing. Vapor molecules leaving the interface must be accelerated to the bulk vapor velocity v g from the interfacial velocity component parallel to the wall. Similarly, the liquid molecules entering the interface have been accelerated from the bulk liquid velocity v f to the interfacial tangential velocity. Thus the velocity profile in the base-state liquid film is given by
The split in the evaporative shear stress between the bulk liquid and vapor is not readily determined and has been equally apportioned in the above equation (Wallis, 1969; Chung and Bankoff, 1980) . The total interfacial shear stress is therefore continuous, but less than it would be in the absence of evaporation and greater than it would be in the absence of condensation. Here j is positive for evaporation and negative for condensation, and v g and v f are the tangential bulk velocity components. Often the convective shear stress, the first term on the right-hand side, is small, and we shall omit it in the subsequent discussion.
3. Mass loss/gain, vapor thrust, capillarity, and thermocapillarity
The dimensionless vapor thrust gives an additional normal stress at the interface, ⌸ 0 ϭϪ 
(2.91)
Since usually t e ӷt v , Ē can itself be a small number and then can be used as an expansion parameter for slow evaporation compared to the nonevaporating base state (Burelbach et al., 1988) appropriate to very thin evaporating films. Taking into account van der Waals forces, Burelbach et al. (1988) gave the complete evolution equation for a heated or cooled thin film on a horizontal plane surface in the form
Here the first term represents the rate of volumetric accumulation, the second the mass loss, the third the stabilizing capillary term, and the fourth, fifth, and sixth the van der Waals, vapor thrust, and thermocapillary terms, respectively, all destabilizing. This is the first full statement of the possible competition among various stabilizing and destabilizing effects on a horizontal plate, with scaling to make them present at the same order. Joo et al. (1991) extended the work to an evaporating liquid film draining down a heated inclined plate or a condensing one on a cooled inclined plate. illustrates film rupture that occurs when all the liquid is driven out of the thin spot. In the case shown in Fig.  17 (b) the stabilizing effects of mass gain (condensation) and thermocapillarity are considered. However, the destabilizing actions of the vapor thrust and the van der Waals forces are strong enough to lead to film rupture.
I. Liquid film on a thick substrate
The ideas described in the previous sections can be easily implemented in the case of a liquid film lying on top of a solid slab of thickness small compared to the characteristic wavelength of the interfacial disturbance (Oron et al., 1996) . A schematic of this configuration is shown in Fig. 18 . In this case the thermal conduction equation in the solid has to be solved simultaneously with the energy equation in the liquid. This coupled thermal problem is written at leading order in ⑀ as 
with ϭk th,w /k th , which implies an interfacial temperature in the form
Comparing the expressions for the interfacial temperatures ⌰ i as given by Eqs. (2.59) and (2.95b), one notices that, in addition to the thermal resistances due to conduction and convection at the interface in the former case, the latter contains a thermal resistance owing to conduction in the solid. The evolution equation, analogous to Eq. (2.62), will have the same form, except for the obvious change in the denominator of the second term.
In the case where evaporation is also considered, the scaled interfacial thermal resistance K appears in the results:
The resulting evolution equation then has the form of Eq. (2.91), where the denominators of the second and third terms contain an additional additive term aϵ(d w /k th,w )/(h 0 /k th ). This additional term represents the ratio between the thermal conductive resistances of the solid and the liquid. Figure 19 displays the interfaces and the corresponding mass fluxes close to the moment of rupture for two values of the parameter a, aϭ0 and aϭ1. In the case of aϭ0, the flux J→ϱ in the vicinity of the rupture point, indicating the emergence of a singularity. For a 0, the flux J remains bounded everywhere. Using Eqs. (2.96) one can derive the expressions for the temperatures along the gas-liquid (GL) and solidliquid (SL) interfaces: ⌰ GL ϵ⌰(H) and ⌰ SL ϵ⌰ w (0). When the film ruptures, i.e., Hϭ0, the values for ⌰ GL and ⌰ SL are equal, if K Ϫ1 is finite or if
independent of the value of K. However, the temperature singularity ⌰ GL ⌰ SL emerges at the rupture point when both K→0 and aϭ0. Equation (2.97) is the sufficient condition to be satisfied in order to relieve this singularity (Oron et al., 1996a This case corresponds to the situation in which temperature at the free interface is effectively specified as the saturation temperature s (Burelbach et al., 1988) . Such a situation leads to temperature singularities at rupture if condition (2.97) is not satisfied. In the evaporative case, an additional singularity of an infinite evaporative mass flux Ē JϭĒ (Hϩa) Ϫ1 emerges at the rupture point if aϭ0.
J. Flows in a cylindrical geometry
In many technological applications, including coating of wires (e.g., creation of an insulator layer on a wire, protecting optical fibers, painting textile fibers, etc.), cooling of heated columns by falling liquid films, and others, one encounters a situation in which a thin liquid layer rests or flows on a cylindrical surface, which induces an extra component of curvature on the interface. This situation is similar to the one studied by Rayleigh (1894) in which thin liquid jets and liquid columns are subject to breakups driven by surface tension. Longwave methods presented above can be applied in order to study the nonlinear evolution of these physical systems. Disintegration of liquid columns into drops was studied by Eggers (1993 Eggers ( , 1995 , Shi et al. (1994) , and Eggers and Dupont (1994) . In contrast to the case of liquid columns, the presence of a solid surface causes significant shear stress which can introduce some changes into the dynamics of the film, thus motivating the investigation of the cylindrical case. Long-wave methods discussed earlier can be applied here as well.
Capillary instability of a liquid thread
A problem of axisymmetric flow of two concentric fluids in a pipe was considered by Hammond (1983) . If one neglects gravity and assumes that the outer film is much thinner and more viscous than the inner one, 98) then the two flows are decoupled. The equations can first be separately solved for the outer film, and an evolution equation can then be derived for the interface between the fluids:
Here r and x are the radial and the axial directions of the cylindrical coordinates, R 0 is the radius of the pipe, rϭa is the undisturbed radius of the interface, and subscripts i and o denote the properties of the inner and outer layers, respectively. Take the characteristic velocity as
and scale the variables as follows: where C Ϫ1 ϭ1 due to the chosen scaling of the variables. The interfacial curvature in cylindrical coordinates is given by
(2.102) Equation (2.102) shows that the curvature of the film interface is proportional to the sum of the curvature of the cylindrical substrate, the deflection of the interface in the radial direction, and its deformation in the axial direction. As a result, two terms appear in the expression for the capillary pressure in Eq. (2.101). Solution of the Eqs. (2.22)-(2.24a) and (2.101) results in the evolution equation
Comparison between Eqs. (2.37) and (2.103) reveals similarities, although they describe different physical effects. Owing to the thinness of the outer layer the axisymmetric dynamics is similar to that of a twodimensional film, with one exception: the action of the additional term in the capillary pressure is analogous to that of the unstable density stratification in the gravity field leading to Rayleigh-Taylor instability. The capillary instability is generated by the curvature of the cylindrical interface. For the linear and nonlinear stability analyses the reader is referred to Sec. II.D and Hammond (1983) . Figure 20 illustrates quasi-steady states obtained from the solution of Eq. (2.103a). It follows from Eq. (2.101) that the lobes with wave number larger than unity are at positive pressure, while those with wave number smaller than unity are at negative pressure. Therefore there is drainage from a narrow lobe to a wide one. If the gap between them does not thin too rapidly, the liquid will drain completely from the small lobe. However, if the thinning is fast, then at the final state both lobes will coexist (Hammond, 1983 ).
An evolution equation similar to Eq. (2.103), for a thin isothermal liquid film undergoing capillary instability on a surface of a cylinder, was derived by Yarin et al. (1993) ‫ץ‬ t hϩ
The dynamics of the interface, as described by Eqs. (2.103) and (2.104), are similar in most parametric regimes. The differences between the equations is due to the use of different methods for their derivation. [A method of control volumes was employed to derive Eq. (2.104).] The similarity of the solutions suggests that both methods preserve the main features of the flow. Yarin et al. (1993) also considered the influence of temperature-dependent viscosity on the evolution of a thin film on a cylindrical surface while solving the coupled thermal-hydrodynamic problem.
Flow on a horizontal cylinder
Lubrication theory can also be applied to the drainage of a thin, initially uniform film on a horizontal cylinder. This case is important in extrusion of pipe or wire coatings and film flow over tubes in heat transfer devices. Goren (1962) examined the linear instability of an isothermal annular coating on a wire, and found, when the film is very thin, that the most rapidly growing disturbance satisfies the condition 2R 0 /ϭ0.707. Xu and Davis (1985) studied the linear instability of capillary jets with thermocapillarity. They found that capillary breakup of the jet can be retarded or even suppressed for small Prandtl numbers P r and large Biot numbers B. In the limiting case of B→ϱ the jet becomes isothermal subject to the axial shear stress at the interface. In this case the capillary breakup can be entirely eliminated. Reisfeld and Bankoff (1992) developed the nonlinear evolution equation for a draining thin film on a horizontal cylinder, taking into account gravity, surface tension, thermocapillarity, and long-range molecular forces. The possibility of steady states for the film under a variety of thermal conditions, for both heating and cooling, was examined. The early-time dynamics of the film were also investigated. The roles of surface tension and gravity in determining the azimuthal location of local thinning and the influence of intermolecular forces in promoting rupture of these thin regions gave some unexpected film shapes. The problem geometry is shown in Fig. 21 where ϭ(GrT), 0 ϵ(Tϭ0), and the time dependence is given implicitly by ͱ3ϩ1Ϫ ͑ sin ͒ 2/3 ͪ . Figure 22 shows the time dependence of the local film thickness in this case. Equation (2.109) predicts that the film profile becomes singular at ϭ 0 ϭ as GrT→0.5, so that the lubrication approximation is appropriate only for smaller times (approximately up to
GrTϭ0.47).
A cusp arises because the fourth-order spatial derivative term has been omitted when Bo Ϫ1 ϭ0, so that a boundary layer develops at ϭ. Using singular perturbation theory, one finds that the boundary layer thickness ⌬ϭO(Bo Ϫ1/4 ) gives an indication of the region over which surface tension affects the shape of the thin layer. For small, but nonzero, Bo Ϫ1 Fig. 23 shows the expected unsteady film flow with a pendant-drop shape, where the weight of the fluid in the drop is balanced by the force of surface tension. With Aϭ0.1, van der Waals forces cause rupture at a locally thin region whose azimuthal position depends on the Bond number. When the cylinder is heated, thermocapillary forces generate a flow that augments that due to gravity, while these same forces generate an opposing flow when the cylinder is cooled. These cause the film to thin at a location farther from or closer to the top of the cylinder for a given Bond number (Fig. 24) , with Bo Ϫ1 ϭ0.1,M /P r Grϭ5, and Bϭ1. Thus a wide variety of interfacial behavior is possible with a heated cylinder. For large Marangoni number, the film thickness can become very small locally, and for AϾ0, rupture occurs. However, by varying the physical properties of the fluid (Bo,M/P r Gr) it is possible to prevent or promote film rupture. With a cooled cylinder, thermocapillary forces oppose the drainage, and it is possible to restrain the flow even for large Bond numbers.
K. Flow on a rotating disc
The centrifugal spinning of volatile solutions has been found to be a convenient and efficient means of coating FIG. 22 . Unsteady film flow for an isothermal film on a horizontal cylinder, Bo Ϫ1 ϭ0,Aϭ0. Copyright © 1992 Cambridge University Press. Reprinted with the permission of Cambridge University Press from Reisfeld and Bankoff (1992) .
planar solids with thin films. This process, known as spin coating, has been widely used in many technological processes. Two important phases of the process are usually considered. Phase one occurs shortly after the liquid volume is delivered to the disk surface. At the outset of this phase the liquid film, assumed to be flat, is relatively thick (greater than 500 m) so that the Reynolds number for the flow is appreciable. The film thins due to radial drainage and solvent evaporation. Inertial forces are important and may lead to the appearance of instabilities of the spinning film. Phase two occurs when the film has thinned to the point where inertia is no longer important (film thickness less than 100 m), but corrugations to the fluid interface may still be present due to the instabilities that were generated during phase one. The film continues to thin due to radial drainage and evaporation until the solvent becomes depleted and the film ceases to flow.
The isothermal, axisymmetric flow of an incompressible viscous liquid on a horizontal rotating disk was considered by Reisfeld et al. (1991) . The fluid, consisting of dissolved or suspended solute in a volatile solvent, is evaporating due to the difference in the vapor pressure between the solvent species at the fluid-vapor interface and that present in the gas phase. The appropriate physical configuration is shown in Fig. 25 . Cylindrical polar coordinates (r,,z) are used in a frame of reference rotating with the disk.
The liquid-vapor interface is located at zϭh(r,t). In the coordinate system chosen the outward unit normal vector n ᠬ and unit tangent vector t ᠬ are
The equations of motion analogous to Eqs. (2.10) and including the centripetal forces and Coriolis acceleration are written in the vector form as
Here W ᠬ is the angular velocity vector with the components (0,0,⍀ Reisfeld, Bankoff, and Davis (1991) . and the evaporation number, which for a prescribed evaporative mass flux j (Levich, 1962) which predicts a decrease of the thickness to zero as T→ϱ.
In the case of EϾ0, both evaporation and drainage cause thinning of the layer. Equation (2.118) predicts a film that thins monotonically to zero thickness in a finite time, T d , as shown in Fig. 26 . Explicit expressions for H (T) and for T d (E) are given in Reisfeld et al. (1991) . In the case of absorption or condensation, EϽ0, drainage competes with absorption and inertia to thin the film. Initially, the film thins due to drainage, until the rate of mass gain due to absorption and the inertial contribution balances the rate of mass loss due to drainage. At this point the basic state reaches a steady state (Fig.  26) 
L. Summary
In this section we have presented the basics of the long-wave approach to the hydrodynamics of thin, bounded liquid films. The approach is shown to be intimately connected to that used in the theory of hydrodynamic lubrication. Using the long-wave approach we have derived a general evolution equation governing the spatiotemporal behavior of the interface of a thin liquid film subjected to several physical effects, such as surface tension, gravity, van der Waals attractions, thermocapillarity, temperature dependence of physical properties of the liquid, evaporation/condensation, finite thermal resistance of the solid substrate, rotation of the substrate, and an additional component of the interfacial curvature induced by the curvature of the solid substrate. The dynamics of the velocity, pressure, and temperature (in the case of nonisothermal films) within the fluid are shown to be directly determined from that of the interface. In each particular case considered here the appropriate evolution equation is derived from the general case, and its typical solutions are discussed. Linear stability analysis of various base-state solutions of these evolution equations is presented.
III. SPATIAL NONUNIFORMITIES AT THE BOUNDARIES
The full set of governing equations and boundary conditions can also be reduced to an evolution equation when the conditions specified at the boundaries vary slowly in space (or time).
A. Van der Waals forces, surface tension, thermocapillarity, and nonuniform temperature at the bottom Here ␤ 0 ϭ⌸ 0 ϭ0,⌽ϭ⌽ r ϩAH Ϫ3 ϩGH, and 0 ϭ0, where G is given by Eq. (2.37c). We also assume that the dimensionless temperature at the rigid boundary Zϭ0 is prescribed by a periodic function slowly varying with X,
Then, solving Eqs. (2.57), (2.58), and (3.1), one obtains the temperature distribution in the film
and at the interface,
Here ␦ is the ratio of the difference between the average bottom and the gas-phase temperatures, and the variation of the temperature along the bottom, ⌬ b ϵ b,max Ϫ b,min . Therefore the dimensionless interfacial shear stress ‫ץ‬ X ⌺ is given by
and the resulting evolution equation (2.27) reads
Note that Hϭconst is not a solution of Eq. (3.5) due to spatial nonuniformity of ⌰ b . In Eq. (3.4), and consequently in Eq. (3.5), the ␦ term represents the contribution of the temperature drop across the layer, while the term containing ⌰ b is due to the nonuniform temperature at the bottom. Equation (3.5) was obtained by Tan et al. (1990) for the case of surface tension linearly decreasing with temperature, ␥(H)ϭ1. 
did not exceed a certain value depending on the temperature distribution ⌰ b (X). This predicts well the experimental observations of Burelbach et al. (1990;  see Fig. 4 and Sec. VII below). The value of the dynamic Bond number B dyn describes the relative magnitude of the destabilizing thermocapillary and stabilizing gravity terms proportional to M and G, respectively. Figure 27 reproduced from Fig. 3 in Tan et al. (1990) Tan et al. (1990) .
ous values of B dyn calculated for ⌰ b (X)ϭ 1 2 cosX. The minimal thickness of the film in its steady state decreases when B dyn increases.
B. Van der Waals forces, surface tension, thermocapillarity, evaporation, and nonuniform heat flux at the bottom
The heat flux per unit length of the bottom plane is now prescribed as a smooth, slowly varying function qQ(X), where Q(X) is a dimensionless function and q is a characteristic value of heat flux, such as its amplitude. The temperatures in the governing set of equations and boundary conditions can then be scaled in units of qh 0 /k th . The thermal part of the problem consists of Eq. (2.57) with the boundary conditions (2.86a) and (2.86b),
The solution for both the temperature field and the evaporative mass flux is given by
Following the steps outlined in the derivation of Eqs. (2.91) and (2.92) with ‫ץ‬ X ⌺ϭϪ(MK/P r ‫ץ)‬ X Q(X) and ⌸ 0 ϭϪE 2 D Ϫ1 Q 2 accounting for the thermocapillary effect and vapor recoil, respectively, one obtains ‫ץ‬ T HϩEQ͑X͒ϩ 1 3
In the particular case of a spatially uniform heat flux Qϭconst at the bottom. Equation (3.9) reduces to the one appearing in Burelbach et al. (1988) ,
In this particular case the interfacial temperature and the evaporative mass flux are uniform, ⌰ i ϭKQ,JϭQ, as given by Eq. (3.8), and therefore both vapor thrust and thermocapillary effect are absent. The heat flux utilized was chosen as
where ⌬ is the length of the periodic domain and a is a positive constant. The trough is generated around the location of the maximum heat flux where the rate of evaporation is the largest. In the simplest case of no vapor thrust and no thermocapillarity, there is monotonic thinning of the film, which resembles topologically the pattern shown in Fig. 12 . The emergence of a satellite drop or drops at the late stage of evolution for moderate a, as shown in Fig. 28 , is due to the thermocapillarity (mainly) and vapor thrust.
C. Summary
In this section we have considered physical problems associated with slowly varying spatial nonuniformities at the boundaries. The long-wave approach has been applied to these problems, and typical solutions of the resulting evolution equations have been discussed. The examples discussed include the cases of spatially nonuniform temperature and heat flux.
IV. PROBLEMS REDUCING TO SETS OF EVOLUTION EQUATIONS
A. Free films
Evolution equation
Free films of liquid are bounded by two interfaces between liquid and gas or liquid and two other liquids. Examples of such a configuration may be provided by two bubbles in a liquid or two drops of different liquids suspended in a third liquid. A liquid film confined between these is then a free film. Therefore, in order to study the behavior of such a free film, one needs to formulate the interfacial boundary conditions at both the interfaces, given by zϭh (1) (x,t) and zϭh (2) (x,t). The governing equations (2.10) in the bulk, however, remain unchanged. The boundary conditions read, at zϭh (i) ϫ(x,t),
where the index i refers to the ith interface. The unit vectors n ᠬ (i) and t ᠬ (i) are given by 
Going to the long-wave limit of the governing set of dimensionless equations and boundary conditions, as in Sec. II, yields the system consisting of Eqs. (2.15) and the following boundary conditions. At Z ϭH
(1) (X,T)ϵh (1) /h 0 ,
and at ZϭH (2) (X,T)ϵh (2) /h 0 ,
where the
are the corresponding capillary numbers. Let
with C i ϭO(1),iϭ1,2 and ⑀→0, which yields a system analogous to Eqs. (2.22)-(2.24):
at ZϭH (1) (X,T):
at ZϭH (2) (X,T):
This set of equations can, in principle, be solved and further reduced to a single (or a set of) evolution equation(s), as shown in Sec. II. Several particular cases are discussed next.
Van der Waals forces and constant surface tension in a free film
A planar film of liquid with van der Waals attractions and interfaces of constant surface tension is a simple model of the bridge between two gas bubbles which at rupture results in the coalescence of the bubbles. Here The problem is thus governed by the set of Eqs. (4.8a)-(4.8f) and (4.9). Prevost and Gallez (1986) solved the problem of the evolution of a free film in the squeeze mode, assuming that the interface is immobile. This condition replaces Eq. (4.8e) by
where HϵH (1) . Equations (4.8a)-(4.8d), (4.8f), (4.9), and (4.10) are then solved and the resulting evolution equation reads
where P is again given by Eq. (2.25). Erneux and Davis (1993) studied the varicose mode of evolution of a free film, relaxing the immobility condition (4.10) at the interfaces employed by Prevost and Gallez (1986) . The solution of these equations does not provide us with the value of the tangential velocity UϭU(X,T), leaving it unknown at this stage:
Closure is not achieved by using only the leading-order terms, and so has to proceed to the next order of approximation. Assume small Reynolds number
Reϭ⑀R e, R eϭO͑1͒ (4.12b) and small capillary number
The set of governing equations is next solved at order ⑀ to obtain the needed closure. As a result, the evolutionary set comprises Eq. (4.12a) and
Prevost and Gallez (1986) studied a special case of this problem, in which the surface viscosity of the film interface is much more important than the viscosity of the liquid, and the set of evolution equations (4.12a) and (4.12d) derived by Erneux and Davis (1993) (4.14)
Weakly nonlinear analysis of Eqs. (4.12a) and (4.12d) by Erneux and Davis reveals that, as in the case of the free film, nonlinear effects accelerate the rupture process of the film. The degree of augmentation was also estimated. Sharma et al. (1995) considered the role of various nonlinearities on rupture of free thin films based on Eqs. (4.12a) and (4.12d). Inertial and nonlinear viscous corrections were found to have minor effects on the evolution of a film perturbed with the small-amplitude, fastest-growing mode. When kЈϾk c Ј , linearized theory shows that the film is stable to infinitesimal disturbances. However, weakly nonlinear theory shows that if disturbances have large enough amplitude, then subcritical instabilities (see, for example, Seydel, 1988) are still possible when kЈϾk c Ј . When the threshold amplitude is exceeded, there is a sudden change from the planar film to the ruptured film. Ida and Miksis (1996) solved Eqs. (4.12a) and (4.12d) numerically and determined that the film evolves toward rupture. In the neighborhood of the rupture point they found a similarity solution in the form
where ϭX(T R ϪT) Ϫp . By balancing the viscous and van der Waals (⌽) terms in Eq. (4.12d), they found mϭ1/3 and nϭpϪ1. The values of n and p remain undetermined, presumably determined by an asymptotic matching to the solution far from the point of rupture. Oron (1997) considered the nonlinear dynamics of a free liquid film subject to the thermocapillary effect induced by the transverse temperature gradient applied to the film. The varicose mode of the instability was handled in a way similar to that used by Erneux and Davis (1993) in the case of the isothermal film. The thermal part of the problem was treated similarly to what has been shown in Sec. II.F.
B. Thermocapillarity in a free film
The resulting set of evolution equations is (Oron, 1997) ‫ץ‬ T Hϩ‫ץ‬ X ͑ HU͒ϭ0, (4.15a)
Numerical solutions of Eqs. (4.15) suggest that evolution of the film leads to rupture. In many cases a thin neck is formed in the film prior to rupture.
C. Bounded films with interfacial viscosities and van der Waals forces
If one has a fluid/fluid interface that is ''clean,'' then there is little or no measurable interfacial resistance to shear or dilation. However, if the interface is contaminated or else is intentionally covered with a surfaceactive material, then such resistances are present. These then result in new interfacial properties such as surface viscosities. Consider the case ⌸ 0
(1) ϭ0, ‫ץ‬ X ⌺ (1) ϭ0, and ⌽ϭ⌽ r ϩAH Ϫ3 . In the presence of interfacial viscosities, and in two dimensions, the shear stress balance, Eq. (2.24), has a component which reads at leading order as (Ruckenstein and Jain, 1974; Jain and Ruckenstein, 1976; Edwards and Oron, 1995) 
The kinematic condition (2.22c) provides upon substitution of Eq. (4.18) the closure of the problem (Edwards and Oron, 1995) , (4.19b) Thus the evolutionary system is given by Eqs. (4.19) for F and H, provided that P is determined by Eq. (2.25).
As in the problem considered in Sec. IV.A, a set of two coupled differential equations has arisen from the full governing equations and boundary conditions. In the limiting case of zero interfacial viscosity, Eqs. (4.19) lead to a single evolution equation (2.41b), derived by Williams and Davis (1982) . On the other hand, the limiting case of infinitely large interfacial viscosity, causing immobility of the interface (Uϭ0 at ZϭH), leads again to a single evolution equation,
Linearization of Eqs. (4.19) around HϭH 0 results in the characteristic equation given by Edwards and Oron (1995) in the form
Equation (4.21) shows that interfacial viscous stress does not alter the stability properties of the modes in comparison to the case with zero interfacial viscosity, but only the growth rate of the perturbations. In the limit of infinite Boussinesq number, it follows from Eq. (4.21) that interfacial viscosity has at most a fourfold damping effect (Jain and Ruckenstein, 1976) . Numerical solutions of Eqs. (4.19) show that the damping effect caused by interfacial viscous stress is much larger than the maximum fourfold damping effect predicted by the linear theory. Moreover, the rate of film thinning is strongly dependent on the value of the Boussinesq number. Figure 29 , taken from Edwards and Oron (1995) , presents the spatiotemporal evolution of the film interface, as described by Eqs. (4.19) and (2.25b) for C Ϫ1 ϭ0.01,Aϭ1/2, and for two different values of the Boussinesq number B q . Figure 30 displays the time evolution of the minimal film thickness for different values of B q , along with the evolution predicted by the linear theory, corresponding to the fastestgrowing mode for a fixed value of C Ϫ1 ,C Ϫ1 ϭ0.01 and Aϭ1/2. The curve corresponding to a pure interface with no interfacial viscosity, B q ϭ0, represents the result of Williams and Davis (1982) . In the presence of interfacial viscous stress, the film rupture process is retarded from the beginning of the evolution. This retardation effect increases with increasing B q .
D. Surfactants
Consider a situation in which the presence of a surface-active agent (surfactant) affects the local surface tension of the interface. The local concentration of the adsorbed surfactant is unknown and is part of the solution of the mathematical problem. The situation is complicated by the fact that all surfactants exhibit some solubility in the bulk liquid. Hence there is an equilibrium balance between the adsorbed surfactant at the surface and the dissolved concentration in the bulk liquid at the surface, given by a partition coefficient, representing the ratio of the forward and backward rate constants ͓k 1 and k 2 in Eq. (4.24) below]. If equilibrium is not established immediately, the sorption kinetics must be taken into account. Thus, in the general case, such as soap and water, three coupled evolution equa- FIG. 29 . Spatiotemporal evolution of a film with interfacial viscous stress, as described by Eqs. (4.19) and (2.25b) for C Ϫ1 ϭ0.01 and Aϭ1/2.: (a) the Boussinesq number B q ϭ0.1. The lowest curve is topologically similar to the steady solution; (b) B q ϭ1.0. The curves correspond to the interfacial shapes calculated with a uniform time step. Diminution of the rate of film rupture can be clearly seen. Copyright © 1995 Cambridge University Press. Reprinted with the permission of Cambridge University Press from Edwards and Oron (1995). tions are required for the determination of the interfacial concentration, the bulk concentration, and the local film thickness (Jensen and Grotberg, 1993 ).
Soluble surfactants
Consider the case of a finite-area soluble surfactant placed on a thin liquid film resting on a horizontal substrate. The spreading coefficient S is the difference between the surface tension of the gas-liquid interface with no surfactant and that with an adsorbed monolayer of surfactant (see de Gennes, 1985) . The depth of the layer, h 0 , can be taken to be small compared to the horizontal extent of the surfactant distribution (Jensen and Grotberg, 1993) , of magnitude h 0 /⑀ where ⑀Ӷ1, for the spreading problem. For a perturbation to the film with an initially uniform surface distribution, the characteristic length in the horizontal direction is ϭh 0 /⑀, where is the wavelength. Instead of a thermocapillary effect, there is now a solutocapillary effect, owing to the variation of surface tension with adsorbed concentration: Edwards and Oron (1995) .
C͑X,Z,T ͒ϭC
With the further simplification that ␦ϭO(1) and neglecting terms of O(⑀ 2 ), they obtained three coupled equations for the local film thickness, surface, and bulk concentrations:
where ␣ p is a measure of the permeability of the substrate wall at Zϭ0:
For ␣ p ϭ0 the wall is impermeable. Thus, if Kϭ0, no sorption occurs and Eq. (4.29b) describes the transport of a passive scalar by a surfactant-driven flow (Jensen and Grotberg, 1993) . If K→ϱ,⌫ϭC 0 (X,T) to leading order, which requires a fast diffusive flux between surface and bulk in order to maintain local equilibrium. When the flux terms are eliminated between the surface and bulk transport equations, Eqs. (4.29) become to leading order
When K 0 →ϱ, Eq. (4.30b) reduces to the transport equation for an insoluble surfactant (Gaver and Grotberg, 1992; Jensen and Grotberg, 1992) . For smaller values of K 0 the influences of advection and diffusion in the substrate manifest themselves. For K 0 ϭ0 the surface flow becomes unimportant compared to the bulk flow for transport of a passive scalar and hence can be equally well used to describe heat transport from a line source at the free surface. Consider now the case of a finite strip of surfactant placed on a clean interface. Immediately after this placement the fronts spread rapidly. For small DЈ and K 0 →ϱ, the width of the spreading monolayer strip grows proportionally to T 1/3 (Jensen and Grotberg, 1993) . This scaling also turns out to be convenient when the surfactant is soluble. Similarity solutions for Eqs. (4.30) are sought in the form
One sees that the effects of horizontal diffusion grow with time and ultimately dominate the advection terms. Figure 1 in Jensen and Grotberg (1993) where m ϭ0.5 and N ϭ0.1. A shock in the film height occurs at the leading edge of the monolayer, which advances to a nearly stationary position in the transformed frame. The shock is smoothed by surface diffusion on a length scale proportional to DЈT 1/3 , so that with advancing time the shock widens and decays. The small-slope requirement of lubrication theory can thus be met.
A large amount of literature has been developed for simplified models, particularly for insoluble surfactants, obtained by considering limiting values of the parameters. Besides the spreading-strip problem noted above, Grotberg and co-workers have made extensive studies relevant to the delivery of surfactants and drugs in the human lung. Interesting phenomena are predicted and, in some cases, experimentally verified. These include similarity solutions giving the time behavior of spreading for planar semi-infinite initial film distributions, kinematic shock waves at the surfactant front, possible film rupture owing to depletion of surfactant at the center, development of a leading-edge hump behind the front, reverse flow when gravity is important, reduction of wave-front magnitude due to surface diffusion and preexisting surfactant, and fingering due to front instability. A synopsis of this work is given by Grotberg and Gaver (1996) .
Insoluble surfactants
de Witt et al. (1994) considered the evolution of a free film with insoluble surfactants and subject to long-range molecular forces. The interfacial shear stress arises due to the spatial variation of the surfactant concentration ⌫ along the interfaces.
Surface tension is assumed to decrease linearly with surfactant concentration, ⌺ϭ⌺ 0 ϪM s ⌫, where ⌺ 0 is the surface tension at equilibrium concentration and M s is the solutal version of the Marangoni number, proportional to ⌫ 0 ‫.⌫ץ/ץ‬ The set of governing equations and boundary conditions consists of Eqs. (4.8a)-(4.8f) and (4.9) with 0 (1) ϭ0,⌸ 0 (1) ϭ0,‫ץ‬ X ⌺ (1) ϭϪM s ‫ץ‬ X ⌫, ⌽ϭ⌽ r ϩA(2H) Ϫ3 , and the surface diffusion Eq. (4.27) with Jϭ0.
The same scalings are used here that led to the derivation of the set of evolution equations (4.12a) and (4.12d) in the case of a free film subject to van der Waals forces (see Sec. IV.A). The desired set of three evolution equations is obtained upon resolving the governing equations to zeroth and first orders of approximation in ⑀ in terms of three unknown functions-the thickness H, the surfactant concentration ⌫ , and the velocity U:
Linear stability analysis of the motionless steady state Hϭ1/2,⌫ϭ1, and Uϭ0 reveals that the cutoff wave number k c Ј is given by Eq. (4.14), which coincides with the results of Erneux and Davis (1993) for the film devoid of surfactant. The cutoff wave number is found to be independent of the Marangoni number M s , although the growth rate of the perturbations decreases with increase of M s . Nonlinear solutions of Eqs. (4.33) evolve to rupture. The surfactant concentration at rupture points is zero due to its transport by the induced flow in the direction of the interfacial crests [Fig. 3 in de Witt et al. (1994) ].
The dynamics of a thin liquid film with insoluble surfactants was considered by Paulsen et al. (1996) in the context of bubble/particle flotation. The authors considered the coupled evolution of the film thickness and the surfactant concentration when the film was subjected the action of both van der Waals and hydrophobic attraction forces. In this case the dimensionless potential for the disjoining pressure is given by
where A is the dimensionless Hamaker constant, Eq. (2.41c), ⌸ r is the reference value, and l 1 and l 2 are, respectively, the magnitude of the hydrophobic attractive force and its length of decay, both dimensionless. The coupling between the hydrodynamics and the surfactant concentration is due to the surface boundary condition (4.22). A set of governing equations in this case consists of Eqs. (2.27) and (2.25b) with ␤ 0 ϭ 0 ϭ⌽ϭ0, ‫ץ‬ X ⌺ϭϪ‫ץ‬ X ⌫, 
The set of evolution equations (4.35), (4.38), which determines the spatiotemporal behavior of the local film thickness H and the surfactant concentration ⌫, was not actually solved by Paulsen et al. (1996) . Instead, they considered the case of a zero-stress interface with constant ⌺, which leads to decoupling of Eq. (4.35) from Eq. (4.38). Equation (4.35) without the ⌫ term is then solved in order to study the process of film rupture. Dagan and Pismen (1984) studied the waves on the surface of a thin liquid film driven by the solutal Marangoni effect and induced by chemical reaction of an insoluble surfactant, subject to a specified longitudinal concentration gradient. Following the steps of the derivation of the evolution equations, similar to those described above for Eqs. (4.29), they obtained (in different units)
where cЈ is the normalized concentration gradient and F(⌫) is the chemical-reaction term. They showed that if surface tension decreases with concentration ⌫ then the film becomes thinner when the wave propagates in the direction of higher concentrations and thicker when it propagates in the direction of lower concentrations. Schwartz et al. (1995 Schwartz et al. ( , 1996 studied the process of leveling of thin liquid films with surfactant and discussed the implications of the results to coating of surfaces. A dimensional set of evolution equations was found to be
A linear theory based on Eqs. (4.40) showed that the base state ⌫ϭ1,hϭh 0 is stable to sinusoidal perturbations, which decay with time. This decay, called leveling, was studied with respect to the ''surfactant strength'' proportional to ⌫ . The main result is that a decrease of ⌫ would not necessarily lead to an increase in the rate of the leveling of the film, as would be expected. The reason for such unusual behavior is the presence of surface-tension gradients induced by the variation of the surfactant concentration ⌫. A nonlinear study of Eqs. (4.40) with no surface diffusion, D s ϭ0, and with constant surface tension, ϭconst, in both of the second terms of Eqs. (4.40a) and (4.40b), was carried out by Schwartz et al. (1996) , and the results were compared with the solutions of the full governing equations found numerically by using the finite-element method. A substantial agreement over a range of parameters was established among the solutions found by different methods.
E. Summary
The long-wave approach has been applied to a class of physical problems that do not reduce to a single evolution equation but rather to a set of two or three equations. Among problems of this class we have considered free films, bounded films with interfacial rheological viscosities, and the dynamics of surfactants in bounded and free films. Typical solutions of the nonlinear evolution equations have been discussed. Results of the linear stability analysis have also been presented.
V. SPREADING
A. The evolutionary system
In Sec. II lubrication asymptotics were used to convert the system governing interfacial instabilities of thin films to a single evolution equation, thereby bypassing the free-boundary nature of the problem. This was possible to do because the instabilities that occur in this system all have long-scale forms. Precisely the same scheme can be used to describe the spreading of liquid drops on solid surfaces. Here the parameter is the static contact angle s which, if small, will guarantee that the slopes everywhere on the drop will likewise be small, for reasonable initial conditions.
Consider a drop as shown in Fig. 31 . The contact lines at XϭϮA(T) move and, if the no-slip condition is applied at the liquid-solid boundary, the contact line will be the site of a nonintegrable shear-rate singularity (Dussan V. and Davis, 1974) . The presence of this singularity makes it impossible to enforce a boundary condition at the contact line relating the slope of the interface and the (given) contact angle.
A number of measures have been used in the literature to overcome this deficiency of the model. The first and the most common is to introduce on the solid-liquid interface near the contact line apparent slip through the posing of an ad hoc model. For example, if one sets at zϭ0,
where the solid is impermeable, and the slip velocity u is proportional to the shear stress through the scalar ␤. In this Navier slip model, ␤ is taken to be numerically small, and so the slip is negligible except near the contact lines where ‫ץ‬ z u is large. The evolution equation in two dimensions for the spreading drop will again be Eq. (2.27), with ⌽ 0 ϭ 0 ϭ‫ץ‬ X ⌺ϭ0 and with P given by Eq. (2.25b),
In three dimensions the evolution equation has the form
where the mobility capillary number C m appears as
The mobility coefficient K CL of the contact line is either .7) then relate the small scales to the macroscopic behavior of the system. When contact angles are measured through a light microscope, it is found that the data are well described by the relations (Dussan V., 1979) 
where K A ,K R , and m are positive and A and R are called the advancing and receding contact angles, respectively, each measured in the liquid. These data, shown in Fig. 32 for various m, display a monotonically increasing dependence of the angle on the speed u CL of the contact line. When liquid displaces gas, ‫ץ‬ T AϾ0, the front steepens as the speed increases, and when gas displaces liquid, ‫ץ‬ T AϽ0, the angle decreases with speed. Further, the data display contact-angle hysteresis, which means that for in the interval ͓ R , A ͔ the contact-line speed is zero and hence the static angle depends on the history of the motion. A major contribution of Dussan V. and her coworkers was to argue and show both theoretically and experimentally that measured angles, given by Eq. (5.8), are not material constants but are affected by the outer flows and hence the geometries of the systems. The departures of measured angles from the microscopic angles are due to viscous bending of the interface near the contact line. For capillary numbers CϭU CL / small, these departures are small. In order to obtain a geometryinvariant , one has to go to smaller scale and use the intermediate angle I . Ngan and Dussan V. (1989) and Dussan V. et al. (1991) excise a small neighborhood of the contact line and on the arc of the sector prescribe the flow at rϭR and ϭ I , which results from an asymptotic theory for ␤ 0 →0.
In all the descriptions, the local region near the contact line supplies the outer field with a one-parameter family of solutions. They can be named by the value of slip length ␤ 0 or by the angle I at rϭR.
De Gennes (1985) and Troian et al. (1989) envision the existence of a precursor film on the solid ahead of the front. Then in effect one has macroscopic spreading over a prewetted surface. The precursor film may have finite or infinite extent but in either case its existence removes from view the problem of a contact line. Thus, rather than a slip coefficient ␤ 0 , one has a precursor film thickness ␦ that names the local solution at the front.
Comparable outer fields result from the two approaches if ␤ 0 Ϸ␦ (Spaid and Homsy, 1996) .
The results from these approaches will be discussed below. In what follows it will be supposed that the apparent and microscopic contact angles have similar functional forms of contact-line speed and hence Eqs. (5.8) will be used for the discussion. Of course, the coefficients K A ,K R , and m are not directly known but have to be inferred. Hocking (1983) assumes that the microscopic contact angle contains hysteresis but is independent of speed u CL and deduces forms like Eqs. (5.8) for the apparent angle. His model can be obtained as a limiting case, K CL →ϱ, in form (5.8).
Recently, there has been some evidence to suggest that the microscopic contact angle depends on speed. Jin et al. (1996) used molecular dynamics to show this. Willson (1995) finds a similar result by measurement of the liquid/vapor interface shape within 20 microns of the contact line and fitting to the analytic model for that shape (Rame, Dussan, and Garoff, 1991) . That model connects parameters derived from the experiment to the microscopic contact angle of any slip model. For a series of polymer melts spreading on glass, his results are not compatible with a constant microscopic angle and suggest that the capillary number which is appropriate for scaling the contact line velocity further from the contact line is not appropriate for scaling the velocity in the slipping region.
The scaling used in system (5.1)-(5.8) follows Ehrhard and Davis (1991) , Ehrhard (1993), and Smith (1995 (Hoffman, 1975; Ehrhard and Davis, 1991) or by theoretical arguments (De Gennes, 1985) and is found to be about mϭ3.
The evolutionary system (5.2) and (5.4)-(5.8) for spreading has altered the free-boundary nature of the interface (described by H), but it remains a freeboundary problem because AϭA(T) is a priori unknown.
The constant C m is a scaled ratio of speeds, contactline spreading versus 0 / associated with capillary pressures driven by changes in curvature of the interface. As Rosenblat and Davis (1985) have discussed, the spreading results from two phenomena. There is ''capillary push'' associated with a noncircular interface generating pressure gradients and viscous flow that drive the bulk drop. And there is ''contact-line pull'' associated with the difference between the static and actual contact angles driving local spreading. The mobility capillary number measures the relative importance of these. When C m is small, the interface is a circle that quasistatically evolves due to contact-line pull. When C m is large, there are significant distortions of the interface and ϭ s always.
B. Constant surface tension only
The simplest spreading problem involves a viscous fluid with constant physical properties. In this case ⌸ 0 ϭ⌽ 0 ϭ 0 ϭ0. Equation (5.2) then becomes
If the functional ␤ 0 ϭ␤ * H Ϫ1 , where ␤ * is a constant, this equation becomes that first formulated by Greenspan (1978) . With any form for ␤ 0 , one can seek approximate solutions for C m →0. In this case ‫ץ‬ X 2 HϭϪ͑T͒, (5.10) which shows that the interface is the arc of a parabola (the lubrication limit of a circle) and is the curvature. This ''circle'' develops quasistatically as time progresses.
Here C m Ӷ␤ 0 ϳ1. When one solves Eq. (5.10) subject to conditions (5.5) and (5.6), one obtains
Finally, form (5.11) is substituted into the contact-angle condition (5.8) with Ȧ ϭu CL to obtain a differential equation for the contact-line position A(T), A list of such theoretical and experimental power laws is given in Table I . The theory and experiment agree well in terms of the exponents, though the multiplicative constant in Eq. (5.13) is not well tested. An alternative approach is that of Hocking (1983) in which is taken to be either A or R but in either case is independent of u CL . This corresponds to C m →ϱ in Eqs. (5.2) ϭ R , Ȧ Ͻ0. Hocking (1995a) finds that the apparent angle satisfies (5.15) This is obtained at second order in ␤ 0 through matched asymptotic expansions with a double boundary layer near the contact line. Thus, if K A Ϫ1 ӷ9C m ln(h m /␤ 0 ), then the results given above hold since then the effects of slip appear only as a first correction and spreading is controlled by the angle versus speed characteristic. On the other hand, if K A Ϫ1 Ӷ9C m ln(h m /␤ 0 ), the Hocking theory applies and the spreading is controlled by slip.
If the Hocking model is used, it is found that the power laws (5.13) for large T correspond to the exponents in Table I for mϭ3. Only the constant multipliers differ between the predictions of the two theories. Hocking (1995a) argues that the multiplier for spreading oils is numerically closer to that of the Hocking theory.
If one takes the view that the local physics near the contact line is ''unknown'' as seen by the macroscopic viewer, one can ''excise'' a neighborhood of the contact line and instead match an outer solution, which solves the evolution equation with a local (singular) wedge flow that has the additional information of I ϭ I (R). Here the angle I is an intermediate angle inferred from the asymptotics of Hocking for ␤ 0 →0 as a function of distance R from the contact line. Ngan and Dussan V. (1989) Dussan V. et al. (1991) show good agreement with predictions from this theory by measurements in mutual displacement systems. Another approach to spreading for A ϭ0 is that of De Gennes (1985) , who wished to examine the smallscale physics of contact lines. He reasoned that with ''perfect'' spreading there should be a nearly uniform precursor foot ahead of the droplet in which attractive van der Waals forces are effective. In such a ''foot'' he takes 18a) as the potential for these forces. He analyzes the thick drop that smoothly blends into the foot, which extends far forward along the substrate. On the one hand there is no longer a contact line nearby to consider, and, on the other hand, the actual contact line at the edge of the foot is not considered. This model is able to predict an apparent contact angle satisfying Eq. (5.8a) with A ϭ0 and mϭ3. When A Ͼ0, the model (5.18a) no longer holds and one must use a van der Waals model appropriate to a wedge-shaped region. Hocking (1995a) showed that in this case
obtained this relation in the form
where AЈ is a modified Hamaker constant. In Hocking's theory A is constant, and when he solves the spreading- Tanner ( drop problem with such a force potential, he finds that the contact-angle condition emerges as a natural boundary condition; the power laws (5.13) remain unchanged, though the multipliers do change slightly. His conclusion is that the presence of the van der Waals potential does not have a significant effect on the spreading process for A Ͼ0.
As discussed above, the macroscopic dynamics of spreading drops, and hence spreading in general, is connected to the microscale physics and chemistry of the system by the conditions at the contact line, namely, the slip condition (5.1) and the contact-angle condition (5.7). Great progress has been made in recent years, beginning with the work of de Gennes (1985) , on the underlying mechanisms present in a small region near the contact line. This work was recently reviewed by Leger and Joanny (1992) , who carefully discuss the origin of contact-angle hysteresis by roughness (defects) and chemical inhomogeneity of the surface including the possibility of irregular jump motions of the contact line. They further discuss the possibility of ''layered'' potentials for the van der Waals forces [see for example, Eq. (2.48e)] in complete spreading. Such studies are essential for understanding the macroscale dynamics, since they supply the bases for the slip models and ϭ(u CL ).
There is quite an interesting effect of gravity on the spreading of droplets. Assume that gravity acts vertically downward as shown in Fig. 31 . Ehrhard and Davis (1991) and Smith (1995) derive the evolution equation When the drop is initially ''thick,'' hydrostatic pressure will of course tend to flatten the drop and enhance its spreading rate. When the drop thins as it spreads, hydrostatic effects become negligible. However, at yet later times, as shown by Ehrhard and Davis (1991) , hydrostatic effects reemerge as being important, since at very long times the curvature ‫ץ‬ X 2 H→0 more quickly than H→0. This is in agreement with the observations of Cazabat and Cohen-Stuart (1986) . These power laws are also given in Table I . Brenner and Bertozzi (1993) showed that the similarity solution given by Starov (1983) is linearly stable with respect to perturbations vanishing outside the area of the drop. By doing this they showed why the experimental spreading law, Eq. (5.13), given by Tanner (1979) and Lopez et al. (1976) is observed. They also showed that the spreading time scale exhibits a dependence on the microscopic length scale in the vicinity of the contact line.
C. Thermocapillarity
Consider now the case of a spreading droplet on a uniformly heated plate. Here ⌸ 0 ϭ 0 ϭ0, ␤ 0 is constant, but ϭ(). Thermocapillarity creates a flow in the drop that can augment or retard the spreading. As in Sec. II.F one can solve first for the temperature as a functional of H and hence determine the thermocapillary shear stress ‫ץ‬ X ⌺ on the interface. One can then obtain the evolution equation (2.63) with ␥(H)ϭ1, except that now slip must be retained. Ehrhard and Davis (1991) found that
where M is the effective Marangoni number. The contact-line conditions are identical to those given above. Ehrhard and Davis (1991) showed that, for C m →0, heating retards the spreading; even if A ϭ0, the heated drop will cease spreading at a finite width. Of course, this final state is a dynamical one involving circulation of the liquid. Figure 33 , taken from Fig. 8 of Ehrhard and Davis (1991) , shows how heating, M Ͼ0, retards spreading, while cooling, M Ͻ0, promotes spreading. In neither case does the spreading follow a power law. Transient behavior for M Ͼ0 is shown in Fig. 34 . The evolution to the final shape involves the spreading flow along a heated substrate and a counterflow up the interface driven by thermocapillarity.
D. Evaporation/condensation
If a droplet is composed of a volatile liquid, the spreading and mass loss can compete to determine the dynamics of the drop.
The governing evolution equation is Eq. (2.92), but with slip retained: Anderson and Davis (1995) further allowed the apparent contact angle to depend explicitly on the mass transport due to phase transformation and hypothesized the edge condition 25) where is constant and f()ϭ(Ϫ A ) m for Ͼ A , f()ϭ0 for R ϽϽ A , and f()ϭ(Ϫ R ) m for Ͻ R , in which the contact line moves by the joint effects of spreading and mass loss. This results in an increase in the apparent contact angle as a function of the rate of heating. Thus heating directly affects both the evolution equation and the edge condition.
One result of following the evolution in time of a spreading drop is that, for nearly the full lifetime of the drop, there is a balance between the mass loss and the spreading, giving a drop with a nearly constant contact angle significantly larger than that given by the thermodynamics for the evaporation-free case. Figure 35 , taken from Fig. 10 of Anderson and Davis (1995) , shows the angle in a spreading drop as a function of time. Hocking (1995b) took the microscopic angle to be constant (unaffected by mass transport) and analyzed a steady version of the above system with mass loss present in the evolution equation but absent in the edge condition. He found the same qualitative effects of evaporation as Anderson and Davis (1995) , although the magnitudes of the steepening are smaller. Wayner (1982 Wayner ( , 1993 Wayner ( , 1994 has proposed and observed experimentally a means for the propagation of the contact line by a mass-transfer processes in which liquid evaporates from the drop and condenses on the substrate ahead of the drop. This process might be especially effective in heated systems. 
VI. RELATED TOPICS
A. Introduction
The approach to the analysis of thin films as described depends on the use of lubrication scalings to derive strongly nonlinear evolution equations that contain sufficient dynamics. This approach is applicable to a great number of related problems that will not be described in detail here. However, a few of these shall be sketched with the aim of providing the reader entries into the literature. The problems illustrate some of the different phenomena that may be addressed.
B. Falling films
Consider a thin liquid layer flowing down a plane inclined to the horizontal by angle as shown in Fig. 36 . The equations are consistent with a uniform film of depth h 0 in parallel flow with profile ū ͑ z ͒ϭ gsin
and hydrostatic pressure distribution
This layer is susceptible to long-surface-wave instabilities, as discovered by Yih (1955 Yih ( , 1963 and Benjamin (1957) using linear stability theory; the neutral curve is shown in Fig. 37 . Benney (1966) extended the theory into the nonlinear regime by deriving a nonlinear evolution equation for the interface shape zϭh (x,t) . There have been a number of extensions of this work, as discussed by Lin (1969) , Gjevik (1970) , Roskes (1970) , Atherton and Homsy (1976) , Krishna and Lin (1977) , Pumir et al. (1983) , and Lin and Wang (1985) . Nakaya (1975 Nakaya ( , 1978 Nakaya ( , 1981 Nakaya ( , 1983 Nakaya ( , 1989 , among others, examined various dynamics in the nonlinear range.
For three-dimensional waves and ZϭH (X,Y,T) , the dimensionless evolution equation, which we shall call the Benney equation, has the form (Roskes, 1970; Lin and Krishna, 1977 ; see also Davis, 1992a, 1992b for the case of a vertical plane, ϭ/2)
and Re is the Reynolds number.
Notice that the unit-order terms of Eq. (6.2) contain no instabilities but generate waves that propagate and steepen as they travel. This can be easily seen, since the first two unit-order terms of Eq. (6.2) constitute a wellknown first-order nonlinear wave equation (see, for example, Whitham, 1974) . One must retain O(⑀) terms in order to find an instability which is given by the third term. The hydrostatic-pressure and surface-tension effects are conveniently postponed to O(⑀) in order to compete with the surface-wave growth.
Notice also that the mean flow, driven by the component of gravity down the plate, gives the wave propagation (term No. 2) and the wave instability (term No. 3) preferred orientations but leaves the surface tension (term No. 5) and hydrostatic pressure (term No. 4) isotropic in X and Y.
Linear theory of the film of unit thickness leads to waves that propagate at linearized phase speed c L , Here the dimensionless wave vector is written kЈϭkЈ(cos k ,sin k ) so that by linear theory only twodimensional waves are preferred, i.e., k ϭ0 maximizes . Figure 37 shows for k ϭ0 the neutral curves of kЈ versus Re. The figure also shows the result of a weakly nonlinear analysis of Eq. (6.2). See Lin (1969) and Gjevik (1970) (Gjevik, 1970) .
(ii) For kЈϽk s Ј , two-dimensional waves blow up in a finite time (Gjevik, 1970) . (iii) For the vertical plate case (ϭ/2), all twodimensional equilibrated waves are unstable to disturbances spatially synchronous downstream, leading to periodic, cross-stream, complex threedimensional patterns (Joo and Davis, 1992a) . (iv) For the vertical plate, all two-dimensional equilibrated waves are unstable to two-dimensional disturbances spatially subharmonic downstream (Joo and Davis, 1992b Prokopiou et al. (1991) for comparable and more extensive results at higher Re. Liu et al. (1995) have examined transitions to three dimensions at higher Reynolds number and on a plate with small inclination (see Fig. 1 ). Results similar to (i) and (ii) were also obtained by Rosenau et al. (1992) . Equation (6.2) in two dimensions (‫ץ/ץ‬Yϭ0) can be reduced to a weakly nonlinear equation as shown by Sivashinsky and Michelson (1980) , if one writes HϭH 0 ϩ⑀H (,), and if H 0 is constant, with a slow time ϭ⑀T, and translates with the linear phase speed c L , ϭXϪReH 0 2 T. The resulting system is
known as the Kuramoto-Sivashinsky equation (Nepomnyashchy, 1974; Tsuzuki, 1975, 1976; Sivashinsky, 1977) . Here ␥ϭ2Re 2 H 0 6 /15ϪGH 0 3 cos/3. This is a well-studied equation (see Hyman and Nicolaenko (1986) ; Kevrekidis et al. (1990) ], which has only bounded solutions that are steady, time-periodic, quasiperiodic, or chaotic. Different equations displaying breaking waves and related to Eq. (6.7) were given by Oron and Rosenau (1989) and Rosenau and Oron (1989) .
In the derivation of Eq. (6.2), the inertial terms, which are multiplied by Re, are considered small at leading order and enter the evolution equation at O(⑀). As we shall shortly see, this restricts the validity of Eq. (6.2) to Re numerically small. If one wishes to describe flows at large Re, one must retain inertia at leading order, i.e., the downstream component of the momentum balance that needs to be solved is where qϭ͐ 0 H UdZ is the volumetric flow rate per unitspan width, and F is a pseudo-differential operator (Shkadov, 1967 (Shkadov, , 1968 Alekseenko et al., 1985; Chang et al., 1993; Chang, 1994) .
Clearly, one can couple the dynamics of the falling film with the phenomena earlier explored, viz., heat and mass transfer, van der Waals attractions, etc. Rather than give the details, we only list a few references: Lin (1974) , Sreenivasan and Lin (1978) , Kelly et al. (1986) , Joo et al. (1991 Joo et al. ( ,1997 , and Oron and Rosenau (1992) .
C. Falling sheets
Again consider a plane inclined to the horizontal by angle as shown in Fig. 38 . Now, however, one begins with a dry plane and opens a gate at xϭ0 that allows the viscous liquid to flow down the plate with a straight contact line that moves in the positive x direction. The supply of liquid can be infinite (see Fig. 38, curve 1) or the gate can be shut in a finite time, creating a trailing contact line on a sheet of a fixed volume, analogous to a two-dimensional drop rolling down the plate (Fig. 38,  curve 3) . Huppert (1982b) showed experimentally in the latter case that the leading edge becomes unstable in either of two ways, both periodic in the cross-stream direction y. Either long fingers develop with sides parallel to the x direction with the roots fixed to the plate or triangular fingers form, traveling downward with their roots moving downward as well (see Fig. 2) . Further experiments by Silvi and Dussan V. (1985) show that the magnitude of the contact angle determines which type of finger appears.
The basic state of the infinite sheet is shown in Fig. 38 ; as the sheet moves downward, a bead or ridge forms behind the leading edge (see Fig. 38 , curve 2), giving rise to what appears to be a section of a quasisteady cylinder. This is formed because in a frame of reference moving with the contact line there is a recirculating flow down along the free surface toward the contact line and returning along the plate. The recirculation is caused by the presence of the contact line, slowing the drainage of the film. The return flow is generated by an induced pressure gradient due to the downstream ''wall,'' the leading edge of the film. The induced high pressure near the contact line deforms the interface producing the ridge (Spaid and Homsy, 1996) . On a vertical wall, the ridge is present. As the tilt angle of the plate is decreased, hydrostatic pressures will cause the ridge to decrease in size. For plates at small angles the ridge may be very small or absent.
The governing lubrication equation for this system is given by Hocking (1990) , Hocking (1990) considered a falling ridge, i.e., a sheet with two contact lines. He points out that the similarity solution found by Huppert (1982b) is not valid at the trailing edge and that the similarity solution ends abruptly at a nonzero height and therefore cannot represent the liquid ridge in the whole domain. These deficiencies call for the construction of two inner solutions, one at each edge of the ridge. These are constructed as similarity solutions for Eq. (6.10) while using a slip condition and an assumption of quasisteady state at the leading edge. The solution exhibits a bulge near the leading edge of the sheet. Hocking suggested that the instability of the leading edge is related to the fluid flow in the bulge. He also established linear instability to spanwise disturbances of a fluid ridge moving with both contact lines straight. Troian et al. (1989) considered the fingering instability of falling sheets as an instability of the self-similar basic state (Huppert, 1982b) , represented by a balance between gravity and viscous forces that blends into a very thin precursor film of uniform thickness running ahead of the contact line. Linear stability analysis shows that the fastest growth of the disturbances occurred near the ''virtual contact line,'' where capillary forces were comparable to viscous and gravitational forces. A preferred wavelength, weakly dependent on the thickness of the thin precursor film for linear stability, is predicted and agrees well with their experimental data. Brenner (1993) studied the growth in time of the most unstable wavelength. He derived analytical expressions in good qualitative agreement with the experimental results of de Bruyn (1992) for a liquid sheet of fixed volume proceeding down an inclined plane. Lopez et al. (1996) used a slip model for a liquid sheet of fixed flow rate, and hence of constant far-field thickness, and predicts fastestgrowing wave numbers in good agreement with (although somewhat lower than) the wave numbers of fully developed rivulets measured by Johnson et al. (1996) . The fully nonlinear lubrication calculation was in better agreement with the data than the linear theory.
The nonlinear evolution of a liquid ridge moving down an incline was examined by Hocking and Miksis (1993) . The study was based on a quasisteady hypothesis and the assumption of the dynamic variation of the contact angle given by Eq. (5.8a). It was found that fluid is transferred laterally into growing lobes at the expense of thinner parts of the ridge. The process continues until the leading and the trailing edges meet. Using the linear stability theory, presented earlier by Hocking (1990) , they reconsidered the problem, taking the presence of contact lines into account instead of using a quasisteady assumption. The results indicate that a preferred wavelength exists, and to this extent they parallel the results of Troian et al. (1989) . In both cases the wavelength is not completely determined, being weakly dependent on the thickness of the precursor film (Troian et al., 1989) or logarithmically dependent on the value of the slip coefficient (Hocking and Miksis, 1993) . It should be noted that the thickness ratio of the precursor layer to the bulk film far from the contact region may be O(10 Ϫ5 ) to O(10 Ϫ6 ), which suggests that intermediate scaling may be needed for asymptotic consistency. Moriarty et al. (1991) developed a spreading theory for a falling-liquid ridge in the case of small surface tension. The solution for the corresponding evolution equation was constructed using the method of matched asymptotic expansions. At the front the flow was shown to be governed by a balance between viscous, gravitational, and capillary forces, while away from it the mo- tion is governed by the balance between viscous and gravitational forces. The authors used the concept of the precursor film to model the behavior of the contact line. Various problems related to the effective slip in the vicinity of the moving contact line were discussed by Tuck and Schwartz (1990) and Moriarty and Schwartz (1992) .
The ridge behind the leading edge might be susceptible to Rayleigh-Taylor-type instability see (Chandrasekhar, 1961) or capillary instability (Rayleigh, 1894), but Spaid and Homsy (1996) showed by examining the energy balances in the linear stability theory that a kinematic mechanism is responsible, i.e., a perturbed capillary ridge subject to the body force gsin has thicker regions of liquid advancing more rapidly than the thinner regions. Small scale cross-stream perturbations are stabilized by surface tension. Spaid and Homsy (1996) analyzed the film in two ways: (i) with a contact line and slip and (ii) with a precursor layer and no contact line. These two models produce similar ridges, and the instability depends only on the shape of the ridge.
D. Hele-Shaw flows
Slow flows of a viscous fluid between two closely spaced plates are Hele-Shaw flows. In such a case the flow field is approximately plane Poiseuille flow. In the absence of gravity the velocity components are proportional to the pressure gradients in the respective directions. Extensive treatment of Hele-Shaw flows was presented in Bensimon et al. (1986) and Homsy (1987) . In the case of a horizontal one-dimensional Hele-Shaw flow, the longitudinal component of the flow field is given by (6.11) where b is the width of the gap between the plates. If two immiscible fluids of greatly different viscosities are placed within a Hele-Shaw cell, the pressure p a in the less viscous fluid can be assumed to be uniform in space. The dynamics of the interface separating these two fluids can also be described using the lubrication approximation. When a thin liquid neck of a local thickness 2h(x,t) bounded by the other fluid on both sides is considered to be symmetrical, the location of the interfaces is at zϭϮh. The total liquid volumetric flux per unit depth through the cross section of the neck is uh, and therefore it follows from the continuity equation that
(6.12)
The substitution of Eq. (6.11) into Eq. (6.12) and the use of the boundary condition for the balance of the normal stresses at the interface 13) yield the evolution equation (Constantin et al., 1993) ‫ץ‬ (6.14) This is analogous to Eq. (2.31) for surface tension only and ϭ0, but with h 3 replaced by h. If one considers the effect of gravity on Hele-Shaw flows, the evolution equation will contain a linear advective term proportional to ‫ץ‬ x h, which can be removed by introducing a moving frame of reference. It is found that at a late stage of evolution the minimal thickness of a neck decreases with time as t Ϫ4 , and breakup is achieved at infinite time (Constantin et al., 1993) . Finite-time rupture in the droplet-breakup problem in the Hele-Shaw cell was investigated in the context of Eq. (6.14) solved given a smooth initial condition . They also found that at the time of pinchoff the width of the neck grows quadratically as one moves away from the point of breakup. Almgren (1996) studied rupture in Hele-Shaw flows and tested the validity of Eq. (6.14) near those points by comparing its solutions with the solutions of the HeleShaw approximation of the Navier-Stokes problem. Both approaches showed the appearance of rupture in finite times. It was concluded that the lubrication approximation, Eq. (6.14), is a faithful one and reproduces well the regime of rupture.
Traveling-wave solutions for a general equation of the type (6.15) where n is constant, were studied by Boatto et al. (1993) . It was found that transitions between different qualitative behaviors occurred at n=3, 2, 3/2, and 1/2. Solitonlike localized waves were determined to be possible only for nϽ3. The generic solution that represents a receding front is present for all nϾ0. Consideration of density-stratified Hele-Shaw flows leads to the dimensionless evolution equation with b being the width of the Hele-Shaw cell. Equation (6.16) is analogous to Eq. (2.31) with H 3 replaced by H in the fourth-order term. Rupture was studied by Goldstein et al. (1995) .
VII. SUMMARY
Several closing remarks are now in order. First of all, like any other theory, the long-wave theory of evolution of liquid films has to be verified against the results of experimental studies.
Several experimental works that have appeared in the literature support the theory and provide encouraging results even beyond the formal range of its validity. Bu-relbach et al. (1990) performed a series of experiments in an attempt to check the long-wave theory developed by Tan et al. (1990) for steady thermocapillary flows due to nonuniform heating of the solid substrate. The measured steady shapes were tested against theoretical predictions, and good agreement was found for layers less than 1 mm thick under moderate heating conditions, where the temperature difference along the plate was 50°C over a 5-cm length. The relative error was large for conditions near rupture (where the long-wave theory is not valid; see Burelbach et al., 1988) , but in all other cases the predicted and measured minimum film thicknesses agreed to within 20%. The theory (Tan et al., 1990 ) also predicts rupture when the parameter B dyn of Eq. (3.6) exceeds a certain critical value B dyn c and steady patterns for B dyn ϽB dyn c . Experimental results (Burelbach et al., 1990; see Fig. 1 ) showed that B dyn is an excellent qualitative indicator of whether or not the film ruptures. This confirmed validity of the thermocapillary theory is a good indication that long-wave analysis should also be valid for more general systems with phase transformation (evaporation/ condensation) and also for transient states of the film.
van Hook et al. (1995) performed experiments on the onset of the long-wavelength instability in a thin layer of silicone oil of thickness ranging between 0.005 cm and 0.025 cm and aspect ratio between 150 and 750 when the temperature drop across the layer was between 0.05°C and 5°C. A formation of ''dry spots'' at randomly varying locations was found above the critical temperature difference across the layer. The experimental results were checked versus solutions of one-and twodimensional versions for the evolution equation (2.63) with ␥(H)ϭ1. A qualitative agreement of the structure of the dry spots with corresponding numerical simulations was found. van Hook et al. (1996) developed a two-layer model taking into consideration the change in the temperature profile in the air due to deformation of the interface. This two-layer model reduces to the onelayer model given by Eq. (2.63) in an appropriate limit. The experimental results of van Hook et al. (1996) are found to agree quantitatively with a two-layer model for certain liquid depths.
A theoretical study of the Rayleigh-Taylor instability in an extended geometry (Fermigier et al., 1992) on the basis of the long-wave equation shows the tendency of hexagonal structures to emerge as a preferred pattern, in agreement with their experimental observations. Goodwin and Homsy (1990) analyzed the falling sheet by direct integration of the Stokes flow (creeping flow) equations and found good agreement with the lubrication theory when the contact angle was small, i.e., when for C→0, C Ϫ1 s 3 ϳ1. In some cases experiments run ahead of theory. Thinning by evaporation of completely wetting thin water films was studied experimentally by Elbaum and Lipson (1994) . Dewetting of the substrate was found to begin with nucleation and spreading of dry spots in which the film thickness ranged typically tens of Angströ ms. Toroidal rims forming around circular dry patches underwent a sequence of instabilities and collapsed into a series of droplets behind the drying front. Further study of the late stage of the breakup was done by Elbaum and Lipson (1995) . They found that the wavelength of the patterns at the initial stage of instability of the rim was comparable to its diameter. That suggests that the initial stage of the breakup is governed by the capillary instability. However, at long times the characteristic wavelength is different, which leads to the conclusion that other than capillary mechanisms are involved in the process. A theoretical explanation of the phenomenon has not yet been found.
Another test for the validity of an asymptotic theory, such as the long-wave theory presented here, is via comparison of the solutions given by the long-wave evolution equations and the numerical solutions for the full original free-boundary problem from which the evolution equation was derived. Given the intrinsic complexity of the latter, there is only a limited number of such comparative studies. Krishnamoorthy et al. (1995) studied the spontaneous rupture of thin liquid films due to thermocapillarity. A full-scale direct numerical simulation of the governing equations was performed, and its results were found to exhibit very good qualitative agreement, except for times very close to rupture. More tests done for different aspects of falling films are mentioned below.
As an attempt to extend long-wave theories to fallingfilm flows, terms of higher order than unity are retained. As discussed in Sec. VI.B, such efforts have led to the discovery of new phenomena. Such Benney-type equations for falling films have unbounded solutions in certain parametric domains and bounded solutions in others. This was demonstrated by Pumir et al. (1983) and Rosenau et al. (1992) for the Benney equation. Clearly, solutions of a large, or infinite, amplitude do not describe real physical effects and are artifacts of the approximation that led to the specific evolution equations being solved. This suggests that some formally small terms of higher order neglected by the asymptotic expansion become significant. Therefore the ordering of the asymptotic series breaks down, and this results in a failure of the evolution equation derived to represent a rightful limiting case of the original set of governing equations. Frenkel (1993) argues that evolution equations of the Benney type are not uniformly valid in time. One of the reasons for this is that the expansion parameter ⑀ employed in the asymptotic series is based on the initial characteristic wavelength of the disturbance. However, as a result of nonlinear interaction the effective value of ⑀ increases as a result of decrease of , and thus after some time its initial value becomes irrelevant.
Several authors have tested the results of the twodimensional version of Eq. (6.2) in the domain of saturating solutions, k s ЈϽkЈϽk c Ј (see Sec. VI.B), against direct numerical solutions of the Navier-Stokes equations. A few early results were given by Ho and Patera (1990) and Salamon et al. (1994) . They reported good agreement between the long-wave theory and the full problem. A systematic study has recently appeared by Ramaswamy et al. (1996) , who examined the twodimensional vertically falling film and showed that there was a very good quantitative agreement with the results of Eq. (6.2) for kϾk s and Gр5, and poorer agreement thereafter, when SG Ϫ1/3 ϭ100. [The reader should not forget that the Benney equation holds for GϭO(1).] Kim et al. (1992) studied the effect of an electrostatic field on the dynamics of a film flow down an inclined plane. They compared the results given by the longwave evolution equation with those of the KarmanPohlhausen approach, Eqs. (6.9), and direct numerical computations of the full free-boundary problem. Their long-wave evolution equation was similar to Eq. (6.2) but contained an extra term, corresponding to the applied electrostatic field. Solutions for the models and the full problem were qualitatively similar for the surface deformations and pressures, when the Reynolds number was relatively low, Reϳ5. For larger Re, a boundarylayer approach using the Karman-Pohlhausen approximation was found very good in its prediction of steady states of the film. The transient states of the KarmanPohlhausen model and the full problem, although qualitatively similar, had quantitative differences.
A somewhat easier, but less conclusive, test of the theory would be to solve the asymptotic hierarchy of the equations to one order higher than that at which closure of the problem and the evolution equation are attained. By solving the evolution equation and substituting its solution into the next-order terms of the asymptotic expansions for the dependent variables, e.g., velocity, pressure, temperature, etc., one can determine whether they constitute a small correction for the leading-order terms. A positive answer validates the results of the expansion and thus the asymptotic correctness of the resulting evolution equation.
The possibility of the emergence of nonphysical solutions degrades to a certain extent the usefulness of the Benney equation in studying the behavior of a falling film. As an alternative one may consider using the ''boundary-layer'' approach of Eqs. (6.9). Another alternative is to reduce the strongly nonlinear Benney equation to a weakly nonlinear Kuramoto-Sivashinsky equation (6.7) whose solutions are bounded and smooth at all times. This reduction, however, is rigorously valid for interfacial deflections that one very small compared to the average film thickness.
A reason for caution, as mentioned above, is the emergence of higher Fourier modes in the solutions, which are fed by the strongly nonlinear nature of the equations. These long-wave equations are derived under the assumption that the average thickness of the fluid layer will be small with respect to the characteristic wavelength of the interfacial perturbations, and thus the spatial gradients along the interface will also be small. However, the presence of higher subdominant modes in the solution giving multihumped patterns similar to that displayed in Fig. 28 , does not preclude their relevance, as shown by Krishnamoorthy et al. (1995) for horizontal layers, Ramaswamy et al. (1996) Krishnamoorthy et al. (1997a) for two-dimensional heated falling films, and Krishnamoorthy et al. (1997b) for three-dimensional heated falling films. Comparison between solutions of the long-wave equations and the full direct simulations of the original free-boundary problem clearly supports the existence of such multihumped structures and demonstrates their qualitative similarity.
The evolution equations discussed in this review are generally known to be well balanced in the sense of boundedness of their solutions. Yet rigorous mathematical treatment of these equations is in its infancy. In fact, whether or not they can exhibit unphysical, unbounded solutions remains an open mathematical question.
The examples discussed in this review suggest generalizations in two directions. On the one hand, one can delve more deeply into the stated physical systems and create new models when the dynamics cease to be well described. On the other hand, one can broaden the existing models to include new physical effects that couple with those already understood. These two alternatives will be discussed. Burelbach et al. (1988) showed that just before film rupture by van der Waals attractions, inertial effects become important, so that one cannot strictly predict dryout. In order to follow the dynamics to dryout one must retain the inertial terms and solve a ''boundary-layer problem.'' When rupture occurs, contact lines are formed and one must establish contact-line boundary conditions in order to follow the opening of the dry patch. Since negative disjoining pressures are associated with poorly wetting liquids, the ruptured interface would likely turn under the liquid as the patch opens, invalidating the lubrication approximation. This scenario of rupture and opening is a prototype of a class of problems in which the connectivity of the domain changes in time. The ability to describe such evolutions is extremely important. Upgrading the importance of inertia has been shown to be crucial in the study of falling films; see Chang (1994) for a view of this.
In this review some thermal and solutal phenomena have been described in terms of thermocapillary, solutocapillary, and evaporative effects. These are among situations in which new physico-chemical effects (i.e., surface physics) can be incorporated. One can study the coupling of heterogeneous chemical reactions with film dynamics [e.g., see Meinkohn and Mikhailov (1993) ]. During the process of welding, or soldering, the molten metal can react chemically with the substrate which yields new reaction products [e.g., see Braun et al. (1995) ]. Multiple component and multiphase systems can be approached. Structural effects such as those present in lipid bilayer cell membranes and rheologically complex fluid films can be addressed (see, for example, Gallez et al., 1993) . When moving contact lines are present, one should devise a model of van der Waals attractions valid for geometries more complex than uniform films or wedges and so be able to study the effects of contact lines on spreading at arbitrary contact angles. The slip model and the contact angle deal with macroscopic effects linked to the microscopic physics near the contact line . More work needs to be done on the description of the microscopics. This could then give a deduced slip law and a deduced ϭ(u CL ). There seems to be very little information on the contact angle in systems involving phase change: evaporation/condensation, solidification, etc. Anderson and Davis (1995) supposed that the apparent angle depends on the local mass transport, but does the microscopic angle?
Clearly, careful experimental investigations are needed to verify phenomena and to give data that can be used to test the theories. This review stands as a call for such experiments.
