In this paper, B-spline collocation method is developed for the solution of one-dimensional hyperbolic telegraph equation. The convergence of the method is proved. Also the method is applied on some test examples, and the numerical results have been compared with the analytical solutions. The L∞,L2 and Root-Mean-Square errors (RMS) in the solutions show the efficiency of the method computationally.
Introduction
Hyperbolic partial differential equations are commonly used in signal analysis for transmission and propagation of electrical signals [1] and also has applications in other fields [2, 3] . In the present paper, a collocation approach based on quintic B-spline functions is utilized for the numerical solution of the one-dimensional hyperbolic telegraph equation. In recent years, many different methods have been used to estimate the solution of the one-dimensional hyperbolic telegraph equation; see, for example, [4] [5] [6] [7] [8] [9] . Consider the second-order linear hyperbolic partial differential equation in one-space dimension:
with the initial conditions u(x, 0) = f 0 (x), (1.2) ∂u ∂t (x, 0) = f 1 (x), (1.3) and boundary conditions u(a, t) = g 0 (t), u(b, t) = g 1 (t), (1.4) ∂u ∂x (a, t) = g 2 (t), ∂u ∂x (b, t) = g 3 (t), (1.5) where α and β are constants. The balance of this paper is organized as follows. In Section 2, the quintic B-spline collocation method for the numerical solution of the one-dimensional hyperbolic telegraph equation is described. In Section 3 we derive convergence of the B-spline collocation method. In Section 4, the results of numerical experiments are presented. A summary is given at the end of the paper in Section 5.
Quintic B-spline collocation method
The interval [a, b] is partitioned into a mesh of uniform length h := b−a N by the knots x i , i = 0, 1, . . . , N such that x i := x 0 + ih and a = x 0 < x 1 < x 2 < . . . < x N −1 < x N = b. To solve the equation (1.1) by collocation method with quintic B-splines as basis functions, we define the approximation U n (x) as following
where U n (x) is a shape function that approximates u(x, t n ) for the time level t n = nk where k is a time step size. For each time level t n , the set {c
n N +2 } are unknown real coefficients, which are to be found, and the B i (x) are the quintic B-spline functions defined by [10, 11] 
2) where B −2 , B −1 , B 0 , B 1 , . . . , B N +1 , B N +2 form a basis over the region a ≤ x ≤ b. The values of B i (x) and its derivatives may be tabulated as in Table 1 . Using approximate function (2.1) and Table 1 , we have To apply the proposed method, discretizing the time derivative in the usual finite difference way, with using following finite difference formulae [12] , we can write:
Substituting the approximate solution U for u and putting the values (2.3) and (2.5) in (2.11) yields the following difference equation with the variables c i , i = −2, . . . , N + 2.
where
The system (2.15) consists of (N + 1) linear equations in (N + 5) unknowns
To obtain a unique solution for C we must use the boundary conditions. From the boundary conditions we can write
By using (2.17)-(2.20), we obtain
Hence we have the following system consists of (N + 1) linear equations in (N + 1) unknowns {c 0 , c 1 , ..., c N −1 , c N }. The B-spline method in matrix form can be written as follows :
and
The computer algebra system M athematica-9 is used for solving the system (2.25). To start any computation, it is necessary to know the value of u at the nodal points of first time level, that is, at t = k. A Taylor series expansion at t = k may be written as
(2.32)
Convergence analysis
Theorem 3.1. Suppose that u(x, t) be the exact solution of (1.1) and
∂x 5 | ≤ L and U (x, t) be the numerical approximation by our methods, then we can write
Before we prove, we recall following theorem and lemma.
. Then for the unique quintic spline S(x) associated with f , we have
where ω 5 (h) denotes the modulus of continuity of f (5) and the coefficients λ j are independent of f and h.
Proof. For the proof see [13] .
Remark 3.3. By using Theorem 3.2 and definition of the modulus of continuity, we can say that if |f (5) (x)| ≤ L, we can write (3.2) as
Lemma 3.4. For the B-splines {B −2 , · · · , B N +2 } we have the following inequality:
Proof. From the real analysis we have | 5) and if x i−1 ≤ x ≤ x i , then, we can write
Now we prove theorem 3.1.
Proof. Suppose that ε i = u(t i ) − U i be the local truncation error for (2.10) at the ith. By using the truncation error, we can write
In addition we have | ε 1 |≤ ̺ 1 k 3 . To continue we assume that e n+1 be the global error in time discretizing process and ̺ = max{̺ 1 , ..., ̺ n }. We can write the following global error estimate at n + 1 level
with the help of (3.6)-(3.7), we can write
where ρ = ̺T. Now at the (n + 1)th time step we assume that u(x) be the exact solution of (2.11) and U (x) = N +2 i=−2 c i B i (x) be the B-spline approximation to u(x). Also we assume that S * (x) = N +2 i=−2 c * i B i (x) be the unique spline interpolate to the exact solution. In order to derive a bound for u(x) − U (x) ∞ , we need to estimate the u(x) − S * (x) ∞ and S * (x) − U (x) ∞ . Now we substituting S * (x) in (2.11) the we get the following result
With considering (2.25) and (3.9), we get
From (2.15), we can writte
By using (3.11) and Theorem 3.2, we can write
where M 1 = vλ 0 Lh 2 + wλ 2 L. In this step from (3.10), we can write
By taking the infinity norm from (3.13) and applying (3.12), we get
By using the theory of matrices, we can write
where a −1 ki are the elements of A −1 and η i (1 ≤ i ≤ N + 1) is the summation of the ith row of the matrix A. As a result we can write
where Λ is is constant. Following result is obtained by substituting (3.16) into (3.14), we get
Λ is constant. Considering the B-spline collocation approximation and the computed spline approximation, we can write:
taking norm from (3.18) and by using (3.17) and lemma 3.4, we obtain
(3.19) Also from Theorem 3.2 we can write
and therefore with helping (3.19) and (3.20) we get
where ̟ = λ 0 Lh 2 + 186M 2 .
Numerical examples
In order to illustrate the performance of the quintic B-spline collocation method in solving the One-dimensional hyperbolic telegraph equation and justify the accuracy and efficiency of the present method, we consider the following examples. To show the efficiency of the present method for our problem in comparison with the exact solution, we report the RMS error, L ∞ and L 2 using formulae
where U (x, t) denotes numerical solution and u(x, t) denotes analytical solution.
Example 1. Consider the hyperbolic telegraph equation (1.1) with α = π, β = π, in the interval [0, 1] . In this case we have f (x, t) = π 2 sin(πx)(sin(πt) + 2 cos(πt)). The analytical solution given by u(x, t) = sin(πt) sin(πx). The boundary conditions and the initial conditions are taken from the exact solution. Table 2 shows the absolute error between the analytical solution and the numerical solution at different points for t = 0.5. Table 3 shows the L 2 errors at different partitions. The graph of the solution is given in Figure 1 . Also, Figure 2 shows that the solution obtained by our method is close to the exact solution 
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Example 2. We consider the hyperbolic telegraph equation (1.1) with f (x, t) = (3−4α+β 2 ) exp(−2t) sinh(x) and the analytical solution u(x, t) = exp(−2t) sinh(x) , in the interval [0, 1]. The boundary conditions and the initial conditions are taken from the exact solution. Tables 4 and 5 give a comparison between the L ∞ errors found by our method and the method in [7] . Also Table 5 shows RM S and L 2 errors. 2.21693×10 ------2.66660×10 −7 Table 6 : L 2 and RM S errors of Example 2 for α = 20, β = 10 at different time and
2.25651×10 6.82797×10 −6 β 2 cos(t) cos(x). The exact solution for this case is u(x, t) = cos(t) sin(x). The boundary conditions and the initial conditions are taken from the exact solution. In order to compare the solutions with [7] , we have taken k = 0.001 and N = 21. Table 7 gives a comparison between the L ∞ error found by our method and by method in [7] . Table 8 shows L 2 in different partitions. Table 9 shows RM S and L 2 errors. 8.89618×10 
Conclusion
The quintic B-spline collocation method is used to solve the one-dimensional hyperbolic telegraph equation with initial and boundary conditions. The convergence analysis of the method is shown. The numerical solutions are compared with the exact solution by finding the RMS ,L 2 and L ∞ errors.The numerical results given in the previous section demonstrate the good accuracy of the scheme proposed in this research.
