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Introduction
With the opening of borders to trade and foreign investment, globalization brings opportunities and pressures for domestic firms in emerging market economies to innovate and improve their competitive position. Many of these pressures and opportunities operate through increased competition from and linkages with foreign firms. In this paper, we use the conceptual frameworks of a recent theoretical model by Sutton (2007) and a series of models by Aghion et al. (2005a Aghion et al. ( , 2005b Aghion et al. ( and 2006 , to examine the determinants of innovation by domestic firms in emerging market economies. Our focus is on the effect of competition and transfer of capabilities stemming from globalization, which may be brought about through various channels, including the entry of foreign firms (foreign direct investment -FDI), trade, and increased competitive responses by domestic firms through both entry and upgrading of the quality of their products. Our work also relates to the large literatures on innovation 1 and FDI spillovers; 2 while we focus on testing the theoretical proposition of the specific models above, we also relate our findings to these broader literatures. Sutton (2007) develops an industrial organization model capturing the effect of globalization on the behavior of firms in the emerging market economies. The model assumes that a firm's competitiveness depends not only on its productivity but also on the quality of its product, with productivity and quality jointly determining a firm's "capability." In particular, Sutton's (2007) model has the property that consumers choose to buy on the basis of price-quality combinations and if a firm has a product whose quality is superior to that of its rivals, the firm will retain some level of market share even when the number of low quality rivals becomes arbitrarily large. Moreover, there is a lower bound on quality that any firm has to maintain in order to survive, thus creating a range ("window") of quality levels in which firms can operate. What matters is relative quality at both the firm and country levels, and with globalization the lower bound on the 3 window of opportunity rises for firms that were previously shielded from the competition by higher quality firms in advanced economies.
An important prediction of the Sutton (2007) model is that after an initial shakeout, firms in emerging markets will strive to adjust by raising their capabilities. Sutton (2007) suggests that the process will vary widely across industries and stresses that it will be influenced by the vertical transfer of capabilities to the emerging market economies through the supply chain of multinational enterprises (MNEs). In fact, he argues that "…the 'middle group' countries of Eastern Europe… are best placed to be the most dramatic beneficiaries of the present globalisation, not -or not primarily -because of trade liberalization per se, but because of the virtuous dynamic that follows as part of the general package of liberalization of foreign direct investment and capability transfer." (Sutton, 2007, p. 28 ) Given these predictions, we examine the factors that determine whether or not different types of firms raise their capabilities. In line with Sutton's conceptual framework, we look at factors that may influence capability at the level of the firm, industry and country or region.
A related theoretical framework has been advanced in a series of recent papers by Aghion et al. (2005a Aghion et al. ( , 2005b Aghion et al. ( , 2006 . In these Schumpeterian models, firms or industries operate within a range (window) of efficiency and increased competition associated with liberalization and globalization has different effects on firms/industries depending on their level of technology. In particular, firms/industries close to the frontier (maximum efficiency) are expected to be spurred by competition to innovate and increase their efficiency, while those far from the frontier (near the lower bound) are expected to be discouraged from innovating and fall further behind. In their (2005a) model competition discourages laggard firms from innovating, labeled the "Schumpeterian effect," but encourages "neck-and-neck" firms to innovate, which they label the "escape-competition effect." Aghion et al. (2005a) develop the hypothesis, proposed earlier by Kamien and Schwartz (1972) , that the effect of the intensity of product market competition on the extent of innovation is in the form of an inverted U. The inverted U relationship is 4 derived from the balance between the opposing effects of competition on the two types of firms (the neck-and-neck and the laggard firms). 3 Finally, in an extension to this model Aghion et al., (2005b) also predicts that firms located in regions with more pro-business institutions are more likely to respond to the threat of entry (competition) by investing in new technologies and production processes.
Whereas the predictions of the Sutton model have yet to be tested empirically, the predictions of the Aghion et al. (2005a Aghion et al. ( , 2005b Aghion et al. ( , 2006 models have been tested in a few studies and the tests have yielded mostly but not completely supporting evidence. We briefly review these tests and existing evidence in order to place our results in a comparative perspective.
Using an unbalanced panel of 311 firms listed on the London Stock Exchange between 1973 and 1994, Aghion et al. (2005a) construct a two-digit SIC industry panel of 354 industry-year observations. Using the price cost margin (markup) as the competition indicator and citation-weighted patents as a measure of innovation, the authors find an inverted U effect of competition on innovation. Aghion et al. (2006) combine a variety of US and UK data sources to create a 1987-93 annual panel data set of over 23,000 establishments in 180 4-digit manufacturing industries and a data set of patents in over 1,000 incumbent UK firms. They find that technologically advanced entry by foreign firms has a positive effect on innovation in sectors initially close to the frontier and that the effect of entry on total factor productivity growth interacts negatively with the distance to the frontier. Carlin, Schaeffer and Seabright (2004) also test the inverted U hypothesis using data on transition economies (the 1999 Business Environment and Enterprise Performance Survey, BEEPs). They examine the effect of product competition (defined as the number of competitors in the firm's main product line) on innovation (defined as the number of innovative activities undertaken in introducing a new product or upgrading 5 an existing one) and growth. Using different variables in a related data they reached the same basic conclusion we did in that innovation is higher in monopolistic industries. We build on these findings by using additional (2002 and 2005) BEEPS data and examining the effect of competition in greater depth.
Studies have also examined the heterogeneity in firms' responses to product competition in terms of changes in their productivity (the other part of "capability"). Aghion et al. (2005b) hypothesized that within industry variation in firm performance should increase with competition, as those firms further from the frontier and in regions with poorer business institutions invest less while those close to the frontier will invest more in new technologies and production processes. They analyze a three-digit-industry data available for all the states in India for the period 1980-97 and find that entry liberalization (de-licensing) led to an increase in within-industry inequality in output, labor productivity and total factor productivity. Sabirianova, Svejnar and Terrell (2005a, 2005b ) also find support for heterogeneous effects of firm entry on firm performance in Russian and Czech industrial firms. They find that entry by foreign firms in a given industry has a positive effect on the productivity of foreign firms (which are at or close to the frontier) but a negative effect on the productivity of domestic firms (which are laggards compared with foreign firms).
In this paper, we extend the literature by testing the following predictions derived from Aghion et al., (2005a Aghion et al., ( , 2005b Aghion et al., ( , 2006 and Sutton (2007) c. In general, the effect of competition on innovation is hypothesized to have an inverted U shape.
d. The inverted U relationship between competition and innovation is steeper among firms that are closer to the frontier.
iii. Firms that are located in regions with different business environments (institutions) will respond to globalization's competitive pressure in a heterogeneous manner. Firms in regions with more-business friendly policies are more likely to respond to competition with more innovation than those in less-business friendly environments.
Data and Econometric Specification
To test these predictions, we use data from the 2002 and 2005 Business Environment and Enterprise Performance Survey (BEEPS), a joint initiative of the European Bank for Reconstruction and Development (EBRD) and the World Bank Group.
These are large surveys of enterprises (6,500 in 2002 and 7,900 in 2005) in 27 transition countries (including Turkey) 4 which relied on very similar sampling frames and identical questionnaires. In each country, the sectoral composition of the sample in terms of manufacturing 5 versus services 6 was to be determined by their relative contribution to GDP. Firms that operate in sectors subject to government price regulation and prudential supervision, such as banking, electric power, rail transport, and water and waste water, were excluded from the sample. The sample includes very small firms with as few as two employees as well as firms with up to 10,000 employees. Moreover, the data include firms in the rural areas as well large cities. Hence these data enable us to analyze quite heterogeneous firms in these countries, and perhaps most important is the inclusion of firms in the service sector, which is the new dynamic sector in these economies. firms, especially when we use many control variables.
An important advantage of our data is that firms self-report various types of innovation activity. Most studies on innovation use patent data or R&D expenditures, which are problematic. Patents are generally viewed as having several weaknesses: 1) patents measure inventions rather than innovations; 2) the tendency to patent varies across countries, industries and processes; and 3) firms often use methods other than patents to protect their innovations (such as technological complexity, industrial secrecy, and maintaining lead time over competitors). Using R&D expenditures may also be problematic because not all innovations are generated by R&D expenditures, R&D does not necessarily lead to innovation, and formal R&D measures are biased against small firms (Michie, 1998; Archibugi and Sirilli, 2001) . Perhaps most important for the purposes of this paper is that in emerging market economies these types of innovations are less likely to be observed as firms are expected to engage more in imitation and adaptation of already created and tested innovations, rather than in generating new inventions and are less likely to expend resources on R&D.
In this study, we define innovation broadly as the development/upgrading of new products, adoption of new technologies or obtaining quality certifications. Specifically, we use binary variables based on answers to the question in the BEEPS survey, about whether or not firms have undertaken any of the following initiatives in the last three years:
• Developed successfully a major new product line or upgraded an existing product line -hereafter New Product; • Acquired new production technology --hereafter New Technology;
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We are concerned with "product innovation" rather than "process innovation," although the new technology and the quality accreditation can reflect changes in the process with which the product/service is made. Given the determination as to whether a new product was developed or upgraded is a subjective answer (in the variable "New Product," which also includes a new service), we include the variable "New Accreditation," which is a formal affirmation that the quality of the product has been upgraded according to some internationally established standards. For example, ISO 9000 is a family of standards for quality management systems, maintained by the International Organization for Standardization and administered by accreditation and certification bodies. 7 However, in order to ensure the quality of a product, the standards monitor the process by which a product is produced. 8 The new technology that is used in the firm can be developed by the firm although very few (17%) who answered that they acquired a new technology gave this as the way it was acquired; or it can be embodied in new machinery or equipment which might be purchased or licensed from other sources (75%) or it can be acquired by hiring new personnel (5%) or it can be transferred from elsewhere (universities, business associations, etc., 3%).
The BEEPS data also permit us to capture the degree of competition faced by each firm in various ways. A key variable that is comparable with that used by Aghion et al. (2005a) , as well as Nickell (1996) , is the price-cost margin or markup (Markup).
Firms that are able to charge a larger markup are deemed to have less competition. The advantage of this indicator over a market share or Herfindahl index is that it does not require precise definition of geographic and product markets, which is difficult to obtain in emerging market economies that vary considerably by size and geographic reach of 9 firms. We are also able to capture the effects Pressure from Foreign Competition with three dummy variables for "low" (slightly important) and "medium-high" (fairly and very important), with "not important" as the base response. (For more detail, see the description of variables in Table A1 .)
Foreign firms can spur innovation among domestic firms through competition but they can also directly transfer capabilities. BEEPS also permits us to capture in various ways the extent to which there may be a vertical linkages with foreign firms which allow for transfer of capabilities or "spillovers" as referred to in the FDI literature, which has found that vertical linkages with foreign firms in the country through trade can improve a domestic firm's productivity (see e.g., Gorg and Greenaway, 2004; Gorodnichenko, Svejnar and Terrell, 2007) . 9 We use three variables: SMNE, the share of a firm's sales to MNEs; 10 Exports, share of sales exported; and Imports, share of inputs imported.
To test whether firms that are further away from the efficiency frontier innovate less than firms that are closer to the frontier, we define the frontier as the best (the most efficient one-third of) foreign firms and then calculate each domestically-owned firm's distance from the frontier. We draw on the literature on matching (e.g., Rosembaum, 2002) and measure the distance between a domestically-owned firm and the leading foreign-owned firms in an industry and country with the Mahalanobis distance, which assumes that firms that are similar in a set of observed characteristics are likely to have similar efficiency. Conversely, if the observed characteristics of domestic firms are different from those of the best foreign-owned firms, the domestic firms are likely to be less efficient than the best foreign-owned firms. One may hence interpret this difference as the distance from the best business practice of foreign-owned firms. The Mahalanobis distance of domestic firm i to a foreign firm is equal to:
Where superscripts F and D denote the best foreign-owned firms and domestic companies, respectively, and S x is the covariance matrix of the vector of observed characteristics x. This amounts to computing the distance of a given domestic firm to all foreign firms that embody the frontier and taking the minimum distance. In other words, we take the distance to the nearest relevant foreign firm. The vector of observed characteristics contains the size of the firm in terms of the logarithm of number of employees and number of establishments; the structure of employment (educational attainment, share with, vocational school, secondary school, college; skill level: share of managers, share of professional workers; share of permanent workers), capacity utilization in terms of machinery and labor, markup, share owned by largest shareholder(s); growth rates (of sales and capital); a dummy for paying for security. We match firms exactly by industry, country and year, i.e., domestic firms are matched only to foreign-owned firms in the same industry, country and year. Since the distance is skewed, we take log(1 ) distance + as the distance from the frontier in our specification.
The larger the Mahalanobis distance, the further the domestic firm is from the best foreign firms in its industry/country. 
where I is the dummy variable equal to one if firm reported an innovation and zero otherwise; Φ denotes c.d.f. of a standard normal random variable; i, s, c and t index firms, sector, country and time. Variables dated with period vertical linkages or transfer of capabilities: SMNE --the share of sales to multinational enterprises, Export --the share of export in sales and Import --the share of imported imports. 11 The variable distance is the Mahalanobis distance and ω is a set of industry, country and time fixed effects. The last set of variables control for a number of firmspecific factors deemed to be important in the literature:
L (the number of employees) and L 2 measure the size of firm, which has been found to be positively correlated with innovation. The argument for including size is that large companies have more resources to innovate and can benefit from economies of scale in R&D production and marketing; 12 CU (Capacity Utilization) is the percentage of a firm's output relative to maximum possible output. Although capacity utilization has been found to be a strong predictor of innovations (e.g. Becheikh et al., 2006) , the effect of CU on innovation is a priori indeterminate. If firms are too busy filling demand, they may be more interested in extending their current capacity than finding new ways of producing goods and services.
At the same time, if firms are at capacity they may need to innovate;
EDU (the share of workers with a university education) and SKILL (the share of skilled workers) capture Human Capital in the firm. These variables might be expected to be positively correlated with innovation if EDU reflects the involvement of workers in R&D and more skilled workers (SKILL) are able to give feedback to the firm on how to improve a product;
Age of the firm in number of years since the firm began operations in the country), where two hypotheses are plausible -one suggesting that older firms developed routines that are resistant to innovation and another suggesting that older firms will accumulate the knowledge necessary to innovate -few studies have analyzed this firm characteristic and there is evidence for both hypotheses;
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CNM is a dummy equal to one if the firm competes in the national markets and zero otherwise. We expect CNM to have a positive effect on innovation, given that the firm operates in a larger market.
R&D is a dummy variable equal to one if the firm has positive expenditures on research and development and zero otherwise. We have noted that much of the research proxies innovation with R&D expenditures. However because not all innovations are due to R&D expenditures, R&D does not necessarily lead to innovation, and R&D biases against small firms, we do not use this as a dependent variable, but rather include it as a control variable that captures the extent to which R&D investment leads to innovation. SOE (State Owned Enterprise) is a dummy variable equal to one if the government owns 50% or more of the firm and zero otherwise. This variable is expected to be negatively correlated with innovation for a variety of reasons, including a poor system of rewards for innovative activities in state-owned enterprises (SOEs);
We report in Table A1 a detailed description of the variables and in Table A2 their means and standard deviations for the whole sample of domestically owned firms, as well as for some stratifications of the sample that we use in our analysis. Domestically owned firms are defined as firms with zero share of foreign ownership.
Findings
We begin by describing estimates of our baseline specification which tests for two of the five hypotheses described at the end of Section 1. In Section 3.2 we confront issues of endogeneity and undertake some robustness checks. Once these issues are resolved, we proceed with testing for the other three hypotheses in Sections 3.3 -3.5.
Baseline Specification
Our baseline specification for each of the three types of innovation, estimated with over 11,500 firm-level observations in the 27 countries, is reported in Table 1 .
We find that product market competition, as proxied by markup, has a negative effect on innovation. In particular, the larger the markup (implying less competition), the greater the probability that a firm develops a new product or acquires new technology.
On the other hand, product market competition does not have an effect on the third dimension of innovation, namely obtaining a new accreditation. We also tested for the inverted U hypothesis by estimating a specification with markup and markup 2 and we found that neither coefficient was significant (results not reported here). Hence, we do not find the inverted U shaped relationship between competition and innovation proposed by Kamien and Schwartz (1972) and developed more recently by Aghion et al. (2005a) .
Our baseline specification hence supports the basic Schumpeterian view that monopolistic market structures boost innovative activity.
Greater pressure from foreign firms has a positive effect on innovation, holding constant vertical linkages with foreign firms. Firms that feel pressure from foreign competition is "fairly and very important" in reducing their production costs are more likely to upgrade their product/service or acquire a new technology than firms that feel this pressure is "not at all important." Firms that feel that the pressure is slightly important in turn have coefficient estimates that are about half the size, but only significant for "new technology." On the other hand foreign competition is not a determinant of new accreditation. We conclude that the process of obtaining a new accreditation does not seem to be influenced by the forces of product market or foreign competition, whereas developing or upgrading a new product (or service) and acquiring a new technology are. The latter tend to be carried out by monopolies that feel moderate to high pressure from foreign competition, which is consistent with the Aghion et al.
Vertical transfer of capability from foreign to domestic firms, stressed by Sutton (2007) and the FDI spillover literature, are significant. As may be seen in Table 1 , firms that have stronger vertical relationships with multinationals, either domestically (by supplying them) or out of the country (by exporting or importing), innovate more than firms that have weaker relationships. A one percentage point increase in a domestic firm's share of sales to MNEs or to exports has a very similar impact on all the first 14 types of innovations and a much larger positive impact on acquiring a new accreditation.
On the other hand, a firm's share of inputs imported is less influential in obtaining a new accreditation than it is in upgrading a product or acquiring a new technology.
Nevertheless, we conclude that vertical transfers of capability appear to be strong for all types of innovation.
Using Mahalanobis distance we find support for the hypothesis that firms that are further away from the frontier are less likely to innovate in terms of developing a new product or acquiring new technology. As with markup, distance is not significantly related to obtaining a new quality accreditation, although the sign and point estimate of the coefficient is similar to those for the other two types of innovation.
There are a number of interesting findings with respect to the control variables in reported in Table 1 . First, larger firms tend to innovate more than smaller firms, which is consistent with the finding in the vast majority of the studies on innovation (see e.g., Becheikh, Landry, and Amara, 2006) . The size effect is linear (and with very similar coefficients) for new product and new technology, but for new accreditation it is increasing at a decreasing rate. Second, firms with higher capacity utilization are less likely to innovate than firms that have more unutilized capacity. This may imply that firms that are selling everything they produce feel less need or have less time to innovate than firms that have more down time because of low demand. The negative effect is highly significant across the first two types of innovation and it is the strongest for developing a new product. Third, and not surprisingly, firms with positive expenditures on R&D are more likely to innovate than firms that spend nothing on R&D. The coefficients are highly significant for all three types of innovation and a bit higher for developing a new product and obtaining new accreditation than for acquiring new technology. This suggests that the acquisition of new technology contains a somewhat greater element of purchase than own development through R&D in comparison to the other two innovations. Fourth, the effect of human capital varies across the three types of innovation. Having a higher share of skilled workers does not affect the probability of developing a new product, acquiring new technology, or obtaining a new accreditation.
On the other hand, as the share of workers with a university education rises, innovation is boosted across all three types. This result, of having a higher share of labor force with university education is more conducive to innovation than having a higher share of skilled labor, stresses the need for a highly educated labor force to improve the capabilities of the product or service. Fifth, older firms are not as likely to innovate with respect to product and technology but have the same probability of obtaining a new accreditation as new firms. Sixth, state-owned (50% or more) firms are less likely to innovate than privately owned firms in terms of product or technology but are not different with respect to acquiring a new accreditation. Finally, firms that compete/operate in national markets are about 21% to 24% more likely to innovate in any of the three areas than firms that only compete/operate in a local or regional market. This may reflect both the capability of the firms operating at the national level as well as the characteristics of the national as opposed to local environment.
We note that the coefficients for these determinants of obtaining a new accreditation are not likely to be significant as often as the coefficients for the determinants of upgrading a product or acquiring a new technology. The results indicate that something else must be driving this process; the fact that the coefficients on downstream linkages with MNEs are relatively large compared to those for the other two types of innovation, leads us to believe that accreditation is being obtained as a necessary condition for selling to MNEs and exporting and is not being influenced by product market competition.
Econometric Issues and Robustness Checks
The baseline specification potentially has issues of endogeneity of our firm-level measures of competition, transfer of capabilities and distance to the frontier. We first resolve these issues and then carry out a robustness checks for our Mahalanobis measure of the distance to the frontier.
Endogeneity of Markup.
Is the innovative activity being spurred by the market structure or is the market structure the result of the innovative activity? If, for example, firms successfully innovate they may be able to gain higher share of the market and prevent entry of new into the market (as noted by Aghion et al., 2005a, and others) .
In order to control for this potential endogeneity, it is necessary to find an instrumental variable (IV) that is correlated with markup and not with innovation. Variables that capture the regulation of an industry might be considered good instruments since they control for entry of new firms but not necessarily innovative activity. BEEPS provides several questions about regulations of which we selected the following two: Q1. Thinking now of unofficial payments/gifts that a firm like yours would make in a given year, could you please tell me how often would they make payments/gifts for the following purposes [score on 1 (Never) to 6 (Always) scale]:
-To obtain business licenses and permits; -To deal with occupational health and safety inspections; -To deal with fire and building inspections; -To deal with environmental inspections; -To influence the content of new legislation, rules, decrees etc. Q2. Can you tell me how problematic are these different factors for the operation and growth of your business [score on 1 (No obstacle) to 4 (Major obstacle) scale]: -Access to land; -Title or leasing of land; -Customs and trade regulations; -Business licensing and permits; -Labour regulations.
The advantage of these questions is that they provide a measure of entry barriers at the firm level. In contrast, previous literature used aggregate variables such as movements in exchange rates. This difference is important because variability at the firm level dwarfs variability at the macroeconomic level. Since these questions provide many potential instruments, we select instruments using Andrews (1999) and Hall and Peixe (2003) .
Results using the IV are presented in Appendix Table A4 . We find that the optimally selected instruments have a strong first stage fit. The first-stage F-statistic and partial R2 suggest that excluded variables have strong predictive power for the markup.
Likewise Anderson's canonical correlation test rejects the null that instruments are irrelevant. We also reject the null that the instruments are incorrectly excluded from the second stage regression.
Although point estimates in the IV specification are greater than point estimates in the standard probit, both sets of estimates convey the same message i.e., that greater market power spurs innovation in introducing new products and adopting new technologies and has no effect on acquisition of new accreditation. 13 These results are similar to Aghion et al (2005a) who also find that corrections for endogeneity of the markup do not change qualitative results. Because IV estimates have relatively large confidence intervals and we can't reject equality of IV and standard probit estimates, we proceed with the standard probit estimates in the rest of the paper.
Reverse Causality (Endogeneity) due to timing of measurement of variables.
Because our variables for competition, vertical transfer of capabilities and distance are reported in the years of the survey (2002 and 2005) , while innovation is measured over the preceding three-year periods (1999-2002 and 2002-2005, respectively) , there is a potential problem that the causality runs from the dependent variable to the explanatory variables (i.e., that the regressors are endogenous). For example, while it may be that firms selling more to MNEs tend to innovate, it is also possible that firms that have innovated are more able to sell more to MNEs than firms that have not innovated. We address this potential problem in three ways. competition, vertical transfers, and distance from the frontier. By construction, these "initial value" regressions eliminate the possibility that the relationship between a firm's innovation and competition, vertical transfers, and distance from the frontier is brought about by contemporaneous shocks to these variables, or to reverse causality. However, because the panel subsample is much smaller than the entire sample, we must use a more parsimonious specification. Therefore, we must check whether and how our findings are affected by the change in specification and in the end, the smaller sample size. In particular, we include only the country and industry fixed effects as control variables and exclude the nine control variables in equation (1). Moreover, we include the competition variables one at a time. Finally, because of the small sample size and the fact that the majority of the non-zero values in the share of sales to MNEs, share of exports and share of imports variables are close to unity (greater than 90%), we convert these variables from shares into dummy variables, where 0 = no share of sales to MNEs, exports, etc..
In order to check what drives the difference, if any, between the estimates from the full sample and panel data, we estimate the more parsimonious specification for various samples: The model in (a) reveals whether the more parsimonious specification applied to the full sample yields similar results to those in the base specification reported in Table 1 .
It also provides a benchmark against which to compare the estimates from the panel Table A5 for the competition, transfer of capability and distance variables.
First a comparison of the coefficients in columns (a) of each panel in Table A5 to the coefficients in Table 1 indicates that applying the more parsimonious model to the full sample yields similar coefficient signs, estimates and significance on all the variables with the only notable difference being that the coefficients on pressure from foreign competition are somewhat larger in the parsimonious specification.
A comparison of the results in columns (a) with columns (b) in each of the three panels of Table A5 indicates that going from over 11,500 observations in the full pooled sample to about 2,000 observations in the pooled panel data, holding constant the specification, maintains the signs and in most instances also the significance of the key coefficients. The only significant change in signs occurs for the coefficients on markup for new technology.
Comparing columns (b) and (c) in each of the three panels of Table A5 demonstrates that going from the 2,000 pooled panel Table A5 and the corresponding coefficient in the base model in Table 1 .
Overall, the results in Table A5 suggest that using the large pooled sample of 2002 and 2005 data with the current values of the competition, transfer of capability and distance variables is a reasonable empirical strategy that does not generate major biases in the estimated coefficients.
Distance.
To test the robustness of the Mahalanobis distance measure, we re-estimate the baseline equation with a measure that captures differences in efficiency using the Solow residual or total factor productivity (TFP). We compute the Solow residual with the cost share for labor and capital (computed for each firm and aggregated for a given industry in each country and year) and adjust it for capacity utilization:
where i, j, c, and t index firms, industries, countries and time. We then estimate the Solow distance measure as the log of the ratio of the TFP of the most efficient foreign firm in a given industry and country to the TFP of each domestic firm in the same industry and country.
Using the Solow measure is problematic in our data since only about one-half of the firms report sales revenue. With only 5,548 firm observations, we find in appendix Table A6 that the coefficients on Solow distance measure are similar to those of the Mahalanobis distance in suggesting that there is a negative and significant relationship between distance and innovation. Hence, our results are robust to alternative measures of the distance from the frontier. Because we lose so many observations with the Solow distance measure, we continue to use the Mahalanobis distance in the rest of the paper.
Distance to the Frontier and the Effect of Competition and Transfer of Capability
In this section we test whether the effect of competition and vertical transfer of capabilities on innovation differs by firm heterogeneity in technology. In order to do so, we estimate the baseline specification separately for three groups of firms, according to where they lie in the distribution of the Mahalanobis distance to the frontier. The key hypotheses in the Aghion et al. (2005a Aghion et al. ( , 2006 models are that (a) firms closer to the frontier are spurred by competition to innovate, while those far from the frontier are discouraged from innovating, (b) the inverted U relationship between competition and innovation is more likely to be found and be steeper among firms that are closer to the frontier.
Examining the coefficients on markup and on pressure from foreign competition in the columns titled "close" (to the frontier), "middle" and "far" (from the frontier) in Table 2 , we find no support for these hypotheses. Monopolists tend to innovate more in areas of product and technology whether they are close to or far from the frontier. We also estimated this model with markup and markup 2 (results not shown here) and find 22 again that both coefficients are not significant. Greater pressure from foreign competition spurs type 1 and type 2 innovation among firms across the entire distribution of technology.
A key hypothesis with respect to the relationship between vertical transfer of capabilities and innovation found in the FDI literature is that firms closer to the frontier are in a better position than firms farther from the frontier to imitate (absorb) the technology of foreign firms. As may be seen from Table 2 , we do not find support for this hypothesis in any of our three vertical transfer variables. Virtually all the coefficients are highly significant and for most cases one cannot reject the hypothesis that the effects are the same for firms that are close and far from the efficiency frontier. Hence, Sutton's (2007) prediction that the vertical transfer of capability is an important phenomenon is strongly supported, and the effect seems to be strong across the board irrespective of the relative efficiency of domestic firms.
Heterogeneity Across Sectors and Age of Firms
One of the key predictions advanced by Sutton (2007) , which is also implicit in the other models, is that the effects of globalization may vary across different sectors of the economy. We therefore test whether the effects of competition and vertical linkages with foreign firms on innovation are different for firms that are in manufacturing than those in services and for firms that were established during communism (old) vs. firms created during the transition to a market economy (new). This manufacturing-service sector distinction is useful because the service sector is rapidly gaining in importance in many emerging market economies and existing studies of FDI and innovation have invariably used data on manufacturing rather than services.
The estimates in Table 3 indicate that there is not much heterogeneity in the innovation effect of competition, vertical transfer of capabilities and distance to the frontier between firms in manufacturing and services. The coefficients are for the most 23 part similar. The results hence indicate that the effect of globalization, as captured by our three sets of variables, is broad based and relatively similar in manufacturing and services.
Similarly, it is of interest to assess possible heterogeneity in terms of the vintage of firms, defined as firms created since a country shifted from a socialist to a marketoriented strategy of development as compared to firms established under communism. In particular, we check whether the two types of firms innovate differently in response to competition, linkages with foreign firms and distance to frontier. The literature provides some (although limited) guidance here, with new firms typically innovating more than old firms. The results from estimating the baseline equation separately for firms that started operating before 1991 (Old) and since 1991 (New) are presented in Table 4 . The results suggest there is not a statistically significant difference in the reaction of the two types of firms, except that the new firms are less responsive than the old ones to pressure from foreign competition. Moreover, greater distance to the frontier negatively affects the amount of innovation (all three types) among old firms, but has no effect among new firms.
Testing for Business Environment
We carry out two tests of the effects of differences in business environment. First, we check whether general differences in levels of development of markets and institutions, captured by stratifying the sample by historically different regions, affect innovation and the effect of our three sets of variables. Second we test whether differences in the level of bribery (corruption) matter.
In Table 5 , we present the coefficients from separate estimates of equation (1) Aghion et al. (2005b) model would predict a positive relationship between competition and innovation in the CEB region and a negative relationship in the two other regions.
The coefficients on elasticity of demand in Table 5 do not support this prediction.
Whereas the CEB coefficients on markup are positive and significant for the first two types of innovation, so are the coefficients for the CIS and SEE. We also tested for an inverted U relationship and did not find support for it. 15 However, firms in the CEB region do tend to respond more positively to foreign competition in their innovative behavior, especially vis a vis the SEE region (again for only the first two types of innovation). The CEB firms also display a more consistent positive effect on innovation from selling to MNEs. Hence, we conclude that firms in the CEB region are more sensitive to foreign presence in their innovative activity.
In Table 6 we present tests of whether more pro-business environment in terms of lower level of bribery (corruption) induces firms to respond to competition by investing more in innovations (Aghion et al., 2005a (Aghion et al., , 2005b . To carry out this test we allocate firms into low, medium and high corruption environment category on the basis of the percentage of annual sales that the firms ("a firm like yours") pay in unofficial payments to public officials and estimate equation (1) separately for firms in each category. The three categories have highly statistically different mean values of 0.005, 0.011 and 0.021, respectively. Overall, there do not appear to be many systematic differences between the estimated coefficients of firms in the low and high categories of corruption. The clearest difference is observed in the fact that firms in the low bribery category have a significant negative relationship between the distance to the frontier and all three types of innovation, while firms in the middle and high bribery categories register only insignificant coefficients. In developing a new product, the low bribery firms are also less responsive to sales to MNEs, but more responsive to exporting. In acquiring a new technology and license, the low bribery firms generate similar patterns of coefficients as high bribery firms.
Conclusion
In view of the recent theoretical literature on globalization and innovation, we have used rich firm-level data from the 27 emerging market economies of the postsocialist republics to test important predictions about the effects of competition in the product market and linkages with foreign firms on domestic firms' innovative activities, taking into account heterogeneity in firms' technological capabilities. Our focus on innovation is motivated by the fact that innovation is widely regarded as a channel through which local firms try to stay competitive in the new global economy.
Economists tend to champion the positive effects of globalization and competition.
For example, according to Sutton (2007) , the 'middle group' countries of Eastern Europe should be the most dramatic beneficiaries of globalization, especially from the transfer of capabilities of foreign direct investment. Others have stressed that the competitive effect of entry of foreign firms will strengthen the performance of domestic firms in emerging market economies. However, economy theory has been unclear about the effect of competition on innovation. The Schumpeterian view is that market power promotes innovation, by providing a stable platform to fund these investments and by making it easier for the firm to capture its benefits. This is contrasted by the view that market power reduces innovation by lowering the return to innovative efforts. Empirical work has found both effects. Aghion et al. (2005a Aghion et al. ( , 2005b Aghion et al. ( , 2006 have developed a theory that has reconciled these opposing views by showing that the Schumpeterian effect dominates in industries with laggard firms whereas the competition spurs investment among high performing firms.
Our basic finding in these transition economies is that firms with market power are the innovators in terms of their product and technology. We do not find a strong differential effect of product market competition on the laggard v. the high performance 26 firms and hence, the inverted U relationship generated by the balance of these two.
However, we find support for the hypothesis that firms further away from the frontier are less likely to innovate. Importantly, we find that greater pressure from foreign competition stimulates innovation, which might suggest support for the "escapecompetition effect" of Aghion et al. (2005a) had the effect not been present for all firms, irrespective of their distance from the technology frontier.
Vertical transfer of capability from foreign to domestic firms, stressed by Sutton (2007), appears to be substantial for all three types of innovation that we study. This result suggests that the supply chain of multinational enterprises and international trade are important means for domestic firms to raise their capability.
Finally, we test whether the effects of globalization vary across industries, firm age, and more or less pro-business environments. The results indicate that the effects of competition, vertical linkages with foreign firms and distance to the frontier are broadbased and relatively similar in manufacturing and services as well as between firms established under communism and those created after a country shifted to a marketoriented strategy of development. However, innovation in the old firms tends to be more sensitive to pressure from foreign competition. We test the Aghion et al. (2005b) prediction that firms in a more pro-business environment invest more in innovation and are more likely to display the inverted U relationship between competition and innovation.
Stratifying firms across regions with different business environments provides little support for this prediction. Moreover, when we proxy the quality of business environment by the extent of bribery (corruption), we do not find many systematic differences between firms in the low and high categories of corruption.
Our results are both encouraging and sobering. Whereas the advocates of globalization and market oriented institutions will be disappointed that competition does not foster innovation, they will be heartened by the finding that pressure from foreign competition and linkages with foreign firms (within and outside of the country) do improve domestic firms' innovative capacity and that there is some evidence that firms in 27 more market oriented economies tend to innovate more. Our data set has numerous strengths but also some limitations. We hope that this paper will help to design future surveys to address the issues we raise in the paper. Appendix Table  A1 . Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. (1). Definitions of the variables are in Appendix Table A1 . Close denotes the lowest third of firms in terms of distance to foreign firms; Far denotes the greatest third of firms in terms of distance to foreign firms. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. (1). Definitions of the variables are in Appendix Table A1 . MNFR is Manufacturing, SERV is services. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. (1). Definitions of the variables are in Appendix Table A1 . Old firms are those established before 1991. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. (1). Definitions of the variables are in Appendix Table A1 . Low denotes the lowest third quantity in terms of bribery made. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The table reports estimates of equation (1). IV probit is implemented as in Newey (1987) . Selection of instruments is based on Andrews (1999) and Hall and Peixe (2003) . Robust standard errors are in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1%. Table A4 increases the sample. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%. Table A1 . Solow residual is calculated using a Cobb-Douglas production function, where the dependent variables is growth rate of sales revenues; the independent variables include three inputs (number of employees, capital, capacity utilization), country and industry fixed effects, and the reported variables. Solow residual distance is the logarithm of ratio the top (country, industry) foreign firm's Solow residual to that of a domestic firm. Robust standard errors are in parentheses and the number of observations is in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%
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