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RESUMEN 
Este trabajo trata de la aplicación de los códigos detectores y co-
rrectores de error al diseño de los Computadores Tolerantes a Fallos, plan-
teando varias estrategias óptimas de detección y corrección para algunos 
subsistemas. 
En primer lugar,"se justifica la necesidad de aplicar técnicas de 
Tolerancia a Fallos. A continuación se hacen previsiones de evolución de la 
tecnología de Integración, así como una tipificación de los fallos en cir-
cuitos Integrados. Partiendo de una recopilación y revisión de la teoría de 
códigos, se hace un desarrollo teórico cuya aplicación permite obligar a 
que algunos de estos códigos sean cerrados respecto de las operaciones ele-
mentales que se ejecutan en un computador. Se plantean estrategias óptimas 
de detección y corrección de error para sus subsistemas mas Importantes, 
culminando en el diseño, realización y prueba de una unidad de memoria y 
una unidad de proceso de datos con amplias posibilidades de detección y co-
rrección de errores. 
VI 
ABSTRACT 
The present work deals with the appUcatlon of error detectlng and 
correctíng codes to the déslgn of Fault Tolerant Computers. Several óptimo» 
detectlon and correctlon strategles are presented to be applled 1n so*e 
subsystems. 
First of al 1, the necesslty of applylng Fault Tolerant technlques 
1s explalned. Later, a study on íntegratlon technology evolutlon and typl-
flcation of Integrated clrcult faults 1s developed. Based on a compllatlon 
and revisión of Codlng Theory, a theoretical study 1s carrled out. It 
allows us to forcé some of these codes to be closed over elementary opera-
tions. Optlmum detection and correctlon technlques are presented for the 
raost Important subsystems. Flnally, the design, bulldlng and testlng of a 
memory unit and a processing unit provlded with wlde error detectlon and 
correctlon pos1bH1ties 1s shown. 
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CAPITULO I 
INTRODUCCIÓN 
1.1. Tolerancia a fallos. 
1.1.1. Justificación de la Tolerancia a Fallos. 
El problema de la flabllidad de los computadores ha preocupado tan-
to a diseñadores como-a usuarios desde la aparición de éstos, puesto que, 
como cualquier equipo electrónico, pueden sufrir en un momento dado un fa-
llo en algún componente. 
Durante su primera generación los computadores se construían a base 
de componentes con flabilidad muy baja (relés, tubos de vacio, etc.), por 
tanto, el tiempo entre fallos era muy pequeño. Comenzaron a utilizarse en-
tonces técnicas de detección y recuperación de errores para aumentar la 
flabilidad. 
La aparición del transistor, componente mucho mas fiable, dio lugar 
a que durante la segunda generación de computadores perdiera énfasis la 
aplicación de técnicas de detección y recuperación de errores. Únicamente 
se utilizaban programas de diagnóstico y programas de ayuda a mantenimien-
to. Esta técnica sigue utilizándose actualmente en forma de "m1crodlagnós-
tico". 
La solución normalmente aplicada para pallar el funcionamiento 
erróneo de un sistema, debido a la aparición de un fallo, es proceder a una 
operación manual de mantenimiento, con la que se repara el mismo, quedando 
así listo para funcionar correctamente hasta que se produzca un nuevo fa-
llo. En algunos casos, la aplicación de esta reparación manual es Insufi-
ciente por varias razones: 
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-Retrasos e Interrupciones inaceptables en procesos de tieapo real, 
provocados por dicha reparación manual. 
-Inaccesibilidad de algunos sistemas. 
-Excesivo costo de mantenimiento en algunas Instalaciones. 
Además, durante la pasada década, las áreas de aplicación de los 
computadores se han extendido a campos en los que la flabilidad es un fac-
tor crítico. Así pues, existen áreas donde resulta Inadmisible incluso la 
aparición o existencia de un fallo. Algunas de éstas son: 
-Aplicaciones en las que un fallo pueda poner en peligro una vida 
humana. Por ejemplo, control de tráfico aéreo, control de trenes, control 
de unidades de cuidados Intensivos en hospitales, etc. 
-Aplicaciones en las que un fallo imprevisto pueda suponer un gran 
quebranto económico. Por ejemplo, control de sistemas de conmutación de 
líneas telefónicas, control de procesos en factorías automatizadas, etc. 
-Uso de sistemas en lugares Inaccesibles para un mantenimiento ma-
nual, tales como satélites artificiales, plantas subacuáticas, etc. 
Todas estas áreas de aplicación, junto con otras muchas exigen ni-
veles de fiabilidad tan sumamente altos, que resulta imposible alcanzarlos 
utilizando métodos clásicos. Así pues, es necesario introducir en el diseño 
de computadores las técnicas de "Tolerancia a Fallos". 
La Tolerancia a Fallos es una propiedad que permite al computador 
continuar con su comportamiento esperado, a pesar de la aparición de cier-
tos tipos de fallo, que de otro modo forzarían al sistema a entrar en un 
estado de error. 
Antes de examinar las técnicas que se utilizan para dotar a los 
computadores de esta propiedad, veremos el concepto de fallo y los tipos 
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que se pueden presentar. 
1.1.2, Tipos de fa l lo . 
Un fallo es una condición anormal que se presenta durante la opera-
ción de un computador, cuya manifestación puede provocar la ejecución Inco-
rrecta de los algoritmos especificados (error) . 
Distinguiremos dos tipos de fa l lo: Fallos físicos, causados por fe-
nómenos naturales adversos" y fallos humanos, que resultan de las equivoca-
ciones del hombre (por ejemplo, malas especificaciones, mala interacción 
hombre-máquina, e tc . ) . Estos son los mas di f íc i les de corregir automática-
mente. Nos centraremos en los fallos físicos, que están causados principal-
mente por tres fenómenos que afectan a la parte física del sistema: 
-Fallos permanentes de componentes físicos. 
; • tííP'i'A'i'' i 
-Malfundones temporales de componentes físicos. 
-Interferencias externas. . 
Podemos clasificar los fallos físicos según tres conceptos: Dura-
ción (transítorios-permanentes), extensión (locales-distribuidos) y valor 
(determlnados-i ndeterminados). 
Los fallos transitorios son de duración limitada. Su caracteriza-
ción Incluye una duración máxima, por encima de la cual pueden interpretar-
se como permanentes. Los fallos permanentes están causados por fallos i r re -
versibles en los componentes. 
La extensión de un fal lo describe el número de variables lógicas 
que resultan afectadas simultáneamente.debido a dicho fa l lo . Los fallos lo-
cales afectan a una sola variable lógica, mientras que los distribuidos 
afectan a dos o mas variables, á un módulo o incluso a todo el sistema. 
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Un fallo es determinado cuando las variables lógicas afectadas to-
man un valor constante mientras dura éste.- El fallo es Indeterminado cuando 
la variable'lógica cambia de 0 a l o viceversa a lo largo de la duración 
del mismo. 
Podemos redefinir el fallo físico del siguiente modo: Cambio de va-
riables lógicas debido a la producción de una malfunclón de algún componen-
te físico. Por tanto, tendremos la siguiente secuencia de causa-efecto. 
l.Una malfunción (física) provoca un fallo (cambio en variables ló-
gicas). 
2.El fallo proporciona entradas incorrectas al proceso de cálculo, 
con lo que puede provocar un error en las siguientes operaciones (aunque 
éstas estén libres de fallo). 
Esta es la secuencia que debemos romper si queremos dotar a un com-
putador de Tolerancia a Fallos. 
1.1.3. Características de la tolerancia a Fallos. 
Esta técnica aumenta la fiabilidad de un computador mediante el uso 
de redundancia protectiva. Sus características mas importantes son las si-
guientes: 
-Las causas de fallo están presentes y pueden provocar errores du-
rante el proceso de cálculo, pero sus efectos se contrarrestan automática-
mente por medio de redundancia. 
-Se hace posible así el funcionamiento correcto del sistema aún en 
presencia de ciertos fallos físicos, interferencias externas e incluso fa-
llos humanos. 
-Las partes redundantes (tanto componentes físicos como programas) 
o bien toman parte en el proceso de cálculo, o bien permanecen en espera, 
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listas para actuar automáticamente. 
Evidentemente, la Tolerancia a Fallos no elimina totalmente la ne-
cesidad de ut i l izar componentes altamente f iables, pero lo que s1 logra es 
la reducción y localización de éstos en ciertos puntos clave del sistema. 
1.1.4 Técnicas de Tolerancia a Fallos. 
Desde el punto de vista funcional podemos distinguir dos técnicas 
de Tolerancia a Fallos: Enmascaramiento y Detección-recuperación. 
1.1.4.1. Enmascaramiento de fal los. 
Mediante el uso de esta técnica se emplea redundancia para asegurar 
que el efecto de un fal lo queda totalmente contenido dentro de un módulo 
del sistema y no aparece en el exterior de éste. El fa l lo se cancela dentro 
del propio módulo y no aparecen a su sal idf síntomas ni efectos mientras 
que no se gaste toda la redundancia. Una vez agotada ésta, si se produce un 
nuevo fal lo, el módulo podrá provocar un error. A esta técnica también se 
la conoce con el nombre de redundancia estática, puesto que desde fuera del 
módulo no pueden Identificarse las funciones de detección y recuperación. 
Los métodos mas utilizados de enmascaramiento han sido la duplica-
ción de elementos individuales y la redundancia modular t r ip le . Las répl i -
cas redundantes de los elementos se mantienen continuamente conectadas y 
alimentadas, de modo que pueden proporcionar enmascaramiento Instantánea y 
automáticamente. Mediante el uso de esta técnica protegemos al computador 
tanto contra los fallos transitorios como contra los permanentes. Sus mayo-
res desventajas son las siguientes: 
-Excesivo costo de la repücadón masiva (3, 4, o mas veces el nú-
mero original de componentes). 
-Ausencia de aviso cuando se produce un fa l lo . 
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A pesar de ello, encuentra un gran campó,de aplicación puesto que 
es de gran simplicidad conceptual, es transparente al usuario, y además 
tiene acción Instantánea. Se utiliza sobre todo en módulos que no cuentan 
con ningún tipo de regularidad, y para proteger el llamado "núcleo duro". 
1.1.4.2. Detección-recuperación de fallos. 
Este método se caracteriza porque cuando se produce un fallo, la 
lógica df detección genera las señales de error que arrancan la recupera-
ción de dicho fallo. La detección de fallos es una etapa fundamental, ya 
que la mejor técnica de recuperación puede ser únicamente tan buena como el 
detector que arranca su operación. 
Para ejecutar la detección de fallos se utilizan tanto elementos 
físicos como programas de verificación que generan la Indicación de fallo. 
Contamos fundamentalmente con dos tipos de detección: Simultánea y no si-
multánea. 
La detección simultánea se ejecuta durante la operación normal del 
sistema. Así, la recuperación puede Iniciarse antes de que los errores pro-
voquen la ruptura de programas o la pérdida de datos. Se efectúa mediante 
elementos físicos especiales o mediante programas especiales que operan 
concurrentemente con los programas del sistema. Los métodos mas empleados 
para este tipo de detección son los siguientes: 
-Códigos detectores de error. 
-Duplicación y comparación. 
-Circuitos especiales que verifican elementos críticos (reloj, ali-
mentación, etc.). 
-Circuitos lógicos autoverifícados. 
-Ejecución concurrente de programas» 
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-Rutinas de vigilancia Intercaladas en el programa que se está eje-
cutando. 
La detección no simultánea se caracteriza porque para efectuarla 
hay que Interrumpir temporalmente la ejecución normal. Se efectúa mediante 
rutinas de verificación. Es muy útil hacer esta detección de un modo esca-
lonado, es decir, comprobando primero una pequeña parte del sistema, y a 
continuación verificar el resto utilizando la parte cuyo buen funcionamien-
to ya se ha comprobado. 
La recuperación comprende todas las acciones que se Inician con una 
indicación de fallo por parte del detector, y concluye cuando se reanuda la 
operación normal del sistema. Pueden presentarse dos tipos de recuperación 
automática: 
Recuperación total. El sistema vuelve al conjunto de condiciones 
existentes antes de que se produjera el fallo. 
Recuperación degradada. Devuelve al sistema a un estado Ubre de 
fallo, pero con capacidad de cálculo reducida. Algunos elementos físicos 
quedan eliminados sin reemplazamlento (pérdida de programas y/o datos, 
ejecución de algunas funciones en tiempos mayores, etc.). 
Oesde otro punto de vista podemos distinguir también dos tipos de 
recuperación, la controlada físicamente y la controlada mediante programas. 
Los sistemas con recuperación controlada físicamente emplean elementos 
físicos específicos que recogen la Indicación de fallo y ejecutan la recu-
peración. 
Los sistemas con recuperación controlada por programa dependen de 
programas especiales que Inician la recuperación cuando se ha detectado un 
fallo. La gran desventaja de estos .sistemas es que (aparte de ser mas len-
tos) necesitan que los programas permanezcan operativos en presencia de fa-
llos, pues de otro modo no podría Iniciarse la recuperación. 
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Es evidente que el primer tipo de recuperación es mucho mas venta-
joso, puesto que es independiente del funcionamiento de los programas inme-
diatamente después de ocurrido el fallo. 
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1.2 Objetivos de la Tesis. 
Hemos visto que podemos utilizar diversas técnicas para lograr que 
un computador sea Tolerante a Fallos. Las mejores son aquellas que funcio-
nan de un nodo simultáneo, puesto que son capaces de proteger al sistema 
contra los fallos transitorios y permanentes; además son mucho mas rápidas 
que las demás. La técnica mas Importante y ventajosa es la utilización de 
estrategias de detección y corrección de errores, aplicando la teoría de 
códigos al diseño de computadores. 
Con el avance de la tecnología de semiconductores y la aparición de 
los circuitos de alto nivel de Integración, el problema de la detección y 
corrección de errores toma un cariz muy especial. Esto es así porque, de-
jando a un lado el hecho de que en estos circuitos pueden producirse fallos 
de distinto tipo de los que se producen en componentes discretos o de nivel 
de integración bajo, el uso de éstos como subsistemas obliga a cambiar la 
partición del computador. Por tanto, también £$ necesario variar las estra-
tegias de detección y corrección de errores utilizadas normalmente. 
Por lo tanto, el objetivo fundamental de esta Tesis es Investigar 
las estructuras de detección y corrección de errores que mas se adaptan al 
diseño de computadores Tolerantes a Fallos con lógica de alto nivel de In-
tegración, obteniendo los códigos detectores y correctores de error mas 
apropiados, adaptándolos a las estrategias planteadas y culminando en el 
diseño y construcción de algunos subsistemas Tolerantes a Fallos que Incor-
poren dichas estructuras óptimas. En concreto, los pasos que se siguen son 
los siguientes: 
- Estudio de la evolución de la tecnología de Integración y tipifi-
cación de los fallos que se producen en los circuitos Integrados. 
- Estudio del estado actual de la teoría de códigos detectores y 
correctores de error, centrándonos en aquellos que son aplicables al diseño 
de computadores. 
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- Adaptación de dichos códigos al tipo de, operaciones que se ejecu-
tan en los computadores. 
- Planteamiento de estrategias óptimas de detección y corrección de 
errores para los subsistemas mas Importantes de los computadores. 
- Diseño, realización y puesta a punto de algunos subsistemas Tole-
rantes a Fallos, aplicando los resultados obtenidos en la parte teórica. 
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1.3. Antecedentes. 
En este apartado hacemos una breve revisión bibliográfica del tema 
que nos ocupa, viendo las fuentes que han servido de base a este trabajo. 
Existen gran cantidad de publicaciones sobre Computadores Toleran-
tes a Fallos, siendo de especial ínteres las debidas a Avlzlenls (Avlzlenls 
1971,1976,1977,1978) en las que se hace una revisión de las técnicas exis-
tentes, así como del estado del tema en aquellos momentos. Existen también 
otras publicaciones que tratan este tema de un modo general como (Ramamoor-
thy 1971), (K1me 1975,1978), (Stlffler 1976), (Bennets 1979), y otros. 
La utilización de redundancia modular para el diseño de computado-
res Tolerantes a Fallos se aborda en las publicaciones: (Koczela 1971), 
(Rennels 1978), (Kameyana 1980) y (Ducasse 1980). También tratan el tema 
sin centrarse en ningún subsistema concreto las siguientes publicaciones: 
(Sedmak 1978,1980), (Cllff 1980} y (Goldberg 1980). 
Históricamente la memoria ha sido la parte del computador mas sus-
ceptible de fallo (Goldberg 1974), y también en la que mejor pueden apli-
carse las técnicas de Tolerancia a Fallos (sobre todo los códigos correcto-
res de error) debido a su Inherente regularidad y al gran número de elemen-
tos lógicos que la componen. Las publicaciones mas antiguas sobre el tema 
tratan de la protección de memorias de ferrlta, aunque algunas de las téc-
nicas obtenidas son también válidas para otras tecnologías. Mas reciente-
mente se aborda de la protección de memorias de semiconductores. 
Para esta protección pueden utilizarse técnicas de redundancia mo-
dular (Srlnlvasan 1971), matrices de conmutación (Szygenda 1971,1973), con-
mutación de elementos en espera (Hartweil 1978) y códigos correctores de 
error (Rao 1968). 
Hslao (Hslao 1970) describe los códigos correctores de error utili-
zados en el IBM 7030 y en el IBM 360 mod. 18. Estos códigos son mejores que 
los convencionales de Hamnlng (Peterson 1961) tanto en velocidad de decodl-
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ficación como en costo. Como la detección de .un error se puede ejecutar mu-
cho mas rápidamente que la corrección del mismo, Davida y Robinson (Davida 
1970) desarrollan un método para, mediante un solo código corrector, ejecu-
tar rápidamente la detección de error (entresacando del anterior un código 
detector), y s1 se produce éste, pasar al proceso de corrección. También 
Cárter (Cárter 1970) desarrolla un método de detección de errores dobles y 
corrección de errores simples, capaz además de detectar el fallo de los 
componentes del decodiflcador. 
Para aumentar la efectividad de los códigos correctores de error 
simple, es técnica común organizar la memoria en rodajas de un solo bit 
(Stiffler 1978). Hslao y Bossen (Bossen 1975) utilizan el método que llaman 
de los "cuadrados ortogonales latinos" para reconfigurar las líneas de di-
rección de bits individuales, asegurando de este modo que no se producirá 
mas de un error ala vez en una misma palabra de memoria (el método es 
equivalente a la división en rodajas de un bit). Cárter y McCarty (Cárter 
1975,1976), (McCarty 1975) proponen un método de protección de memoria que 
combina el uso de códigos correctores de error simple con la técnica de 
conmutación de elementos en espera. 
Cuando se organiza la memoria en rodajas de b bits, pueden utili-
zarse para su protección códigos sobre el campo GF(2 ) (Peterson 1961). Es-
to propone Srlnlvasan (Srinlvasan 1971) mejorando los resultados obtenidos 
por Bossen (Bossen 1970). Bossen y Chang (Bossen 1976,1978) hacen unas con-
sideraciones sobre la capacidad de estos códigos. Fujlwara (Fujlwara 
1979,1980) propone los códigos correctores de error en un solo bit, detec-
tores de error en dos bits y detectores de error en una rodaja de b bits 
basándose en (Matsuzawa 1977). 
Black (Black 1977) desarrolla un sistema de memoria altamente fia-
ble utilizando el concepto de "borrado" para aumentar la capacidad de co-
rrección del código utilizado. Otras publicaciones en el mismo sentido son: 
(Sundberg 1978,1979), (Walker 1979) y (Pradhan 1980). 
Podemos aumentar aun mas la fiabllidad de una memoria protegida por 
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un código haciendo que los detectores estén formados por circuitos autove-
rificados. Entre las publicaciones en esta línea cabe destacar: (Cárter 
1971,1977), (Ashjaee 1976), (Smith 1977), (Wakerly 1974,1978) y (Marouf 
1978). Thatte y Abraham (Thatte 1977) proponen un método de comprobación de 
memorias RAM, Hartwell (Hartwell 1978) propone una memoria Tolerante a Fa-
llos para un sistema dúplex, así como Cenkef (Cenker 1979) propone un cir-
cuito Integrado de memoria con capacidad Interna de Tolerancia a Fallos. 
Cox y Carroll (Cox 1978) desarrollan modelos de fiabilidad para memorias 
con diversos tipos de protección (redundancia modular, elementos en espera, 
códigos, etc.). También trata del mismo tema (Ayache 1979). Levine y Meyers 
(Levine 1976) hacen un estudio de costo, tiempo y fiabilidad de la implan-
tación de códigos correctores de error en la memoria de los computadores. 
Aunque la unidad de proceso de un computador no es tan susceptible 
de fallo como la memoria, en algunos casos también es necesario protegerla 
contra éstos. La única alternativa frente a la repllcadón masiva para pro-
teger estas unidades es el uso de códigos aritméticos correctores de error. 
Estos códigos fueron Introducidos de un modo teórico por Peterson (Peterson 
1961) y se han desarrollado a lo largo de las dos últimas décadas. 
Rao (Rao 1968) propone la detección de errores en procesadores 
aritméticos mediante el uso de códigos AN, y Gaddes (Gaddes 1970) utiliza 
los códigos de residuos para construir sumadores binarios con detección de 
error. 
Avizlenis (Avizienis 1971,1972) desarrolla una serie de criterios 
generales para determinar el costo y efectividad de la aplicación de códi-
gos aritméticos detectores y correctores de error en los computadores digi-
tales. Hace el estudio sobre todo para los códigos que llama de "bajo cos-
to". 
Vista la dificultad para trabajar con los códigos AN, Rao (Rao 
1972) desarrolla unos subcódígos sistemáticos, a los que llama gAN, que 
permiten abordar de un modo mas cómodo el problema. Además, Neumann y Rao 
(Neumann 1973,1975) proponen unos códigos para la corrección de errores en 
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sumadores organizados*en rodajas de b bits. 
Pradhan (Pradhan 1974) presenta técnicas de diseño de sumadores 
rápidos y unidades aritméticas Tolerantes a Fallos basadas en al uso de có-
digos no binarlos y de Reed-Muller. Chlnal (Chlnal 1975) analiza los suma-
dores en complemento a dígito para su aplicación en unidades aritméticas 
Tolerantes a Fallos. Rao y Relnhelmer (Rao 1977) proponen una unidad arit-
mética modularlzada protegida mediante códigos que llaman de "combinación", 
que aglutinan códigos de paridad con códigos de residuos. Por último, Uake-
rly en su libro (Wakerly 1978) esboza el diseño de una unidad de proceso 
con detección de errores basada en la aplicación de códigos de residuos. 
Cabe citar Igualmente una serle de publicaciones generales sobre 
teoría de códigos y también las que profundizan en algunos concretos, que 
son las siguientes: (Berlekamp 196B, 1980), (Un 1970), (Hong 1972), (McW1-
lllams 1977), (Bhargava 1978), (Devrles 1979), y (Pradhan 1980). 
Estas publicaciones, junto con las que se referenclan a lo largo 
del texto, así como algunas mas que no se citan por no tener una relación 
tan directa con el tema, han servido de base para la realización de este 
trabajo. 
CAPITULO H . 
CONSIDERACIONES TECNOLÓGICAS. 
Pretendemos en este capítulo ofrecer una revisión de la evolución y 
tendencias de la tecnología de semiconductores, así como un estudio de los 
fallos que pueden producirse «as frecuentemente en los circuitos Integra-
dos. Ambos aspectos nos servirán de base a la hora de plantear las estrate-
gias de detección y corrección de errores en computadores. 
2.1. Evolución de la tecnología de semiconductores. 
La tecnología de semiconductores ha sufrido en los últimos años un 
crecimiento Inusitado. La complejidad de los circuitos integrados se ha In-
crementado en varios órdenes de magnitud, mientras que el costo por puerta 
ha descendido de un modo similar. Debido a estos avances de la tecnología, 
el costo de los computadores ha caldo dramáticamente. Ello hace que dichos 
avances tengan una fuerte Influencia sobre la arquitectura de estos siste-
mas, así como sobre cada una de sus partes (procesador, memoria, etc.). 
2.1.1. Desarrollo histórico. 
Podemos expresar la complejidad de los circuitos Integrados de se-
miconductores en términos del número de sus componentes (transistores) 
(Bhandarkar 1979). 
Atendiendo al nivel de integración (número de transistores por cir-
cuito Integrado), se distinguen tres generaciones llamadas SSI, MSI y LSI, 
además de una cuarta en cuyo comienzo estamos, que se conoce por el nombre 
de VLSI. 
La primera generación de circuitos Integrados, SSI (integración en 
pequeña escala), comenzó a principios de la década de los 60 y utilizaba 
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principalmente tecnología bipolar. Cada circuito integrado contenía entre 
15 y 100 transistores. Estos circuitos integrados eran (y siguen siendo) 
muy útiles én la mayoría de los sistemas. Consisten principalmente en puer-
tas lógicas y biestables. 
Alrededor de 1965 comenzó la segunda generación de circuitos inte-
grados, MSI (integración a escala media). Esta generación se caracterizó 
porque cada circuito Integrado contenía entre 100 y 1000 transistores (de-
pendiendo de la función y de la fecha). Los principales bloques que se rea-
lizaron en esta segunda generación fueron contadores, decodiflcadores, mul-
tlplexores, operadores, registros, etc. Es durante esta generación cuando 
surge la tecnología M0S, con la que se logra una densidad de Integración 
apredablemente Mayor. 
Durante la tercera generación, LSI (alto nivel de integración), cu-
yo comienzo puede situarse al principio de la década de los 70, se integran 
en un solo circuito sistemas que constan de entre 1000 y 10000 transisto-
res. Es el momento en que aparecen los microprocesadores y las primeras me-
morias de semiconductores. Durante esta generación Impera la tecnología 
MOS, aunque también con tecnología bipolar se fabrican circuitos altamente 
integrados, tales como los microprocesadores de rodajas (que contienen del 
orden de 2500 transistores), secuenciadores de microprograma, etc. Se le da 
un gran Impulso a las memorias NOS. 
En nuestros días estamos Inmersos en una'cuarta generación de cir-
cuitos Integrados, VLSI, en la que se construyen sistemas con mas de 10000 
transistores. Ya en 1979 eran realidad las memorias de acceso aleatorio 
(RAM) con una capacidad de 64 K-b1ts y los microprocesadores de 16 bits. 
Las memorias de 256 K-bits y los microprocesadores de 32 bi ts, con los que 
•se está trabajando actualmente, ya tocan los límites de la resolución ópti-
ca (Holton 1980). Será necesario avanzar en las técnicas de exposición con 
rayos X y con electrones para poder continuar el avance de la tecnología de 
semiconductores. 
En la figura 2.1 se muestra el desarrollo del crecimiento en com-
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plejldad de los circuitos Integrados. Los puntos Indican los circuitos mas 
complejos existentes en el mercado en el momento considerado. Se deduce de 
la figura que los progresos en la fabricación de circuitos integrados cada 
vez mas complejos aumentan de un modo exponencial (la pendiente de la curva 
aproximadamente se duplica cada año). 
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Figura 2.1 
La disminución prevista en esta curva del crecimiento de la pen-
diente se debe al gran problema de establecer que producto debe fabricarse 
para que sea rentable (en número de unidades fabricadas) y que se acerque 
al límite tecnológico. 
Este mismo problema se presentó en 1965 al tratar de dividir los 
sistemas digitales en bloques tan complejos como lo permitía la tecnología 
de la época. Se presentaron dos problemas: 
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-
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-El número de Interconexiones entre circuitos'aumentaba de un modo 
tan rápido con la complejidad del circuito, que pronto st sobrepasaban la* 
posibilidades de encapsulado del momento. 
-Los bloques tendían a ser únicos, cosa que provocaba la aparición 
de muchos diferentes, perjudicando así el abaratamiento del producto. 
La crisis de definición de producto limitó la complejidad de los 
circuitos Integrados hasta 1968. Esta crisis se superó por dos razones: El 
desarrollo del calculador y la aparición de las memorias de semiconducto-
res. 
El calculador era un sistema digital bastante simple que podía di-
vidirse en unos cuatro circuitos Integrados de 40 patas, haciendo tratable 
el problema de las Interconexiones. Además se fabricaron en grandes canti-
dades, redundando en el abaratamiento de los componentes y justificando los 
costos de diseño. 
Con los circuitos integrados de memoria, debido a su función uni-
versal se pudo alcanzar el máximo nivel de Integración disponible. Se redu-
jo el número de conexiones con el exterior incorporando el decodlflcador de 
dirección dentro del propio circuito, contribuyendo así a su abaratamiento, 
que la hizo competitiva con el resto de las tecnologías de memoria existen-
tes. 
Consecuencia de los circuitos Integrados para el calculador y los 
de memoria fue el mlcroprocesador, cuya aparición extendió ampliamente el 
uso de los circuitos Integrados. Por su arquitectura de propósito general 
fue (y sigue siendo) el componente Idóneo para gran cantidad de aplicacio-
nes, variando simplemente los programas para cada una de ellas. 
Así pues, durante la decada de los 70, la Industria de semiconduc-
tores se ha dedicado a desarrollar circuitos Integrados de memoria cada vez 
mas complejos, así como mlcroprocesadores y sus periféricos correspondien-
tes. De este modo hemos llegado a tener en el mercado memorias de semlcon-
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ductores con una capacidad de 64 K-blts y mlcroprocesadores de 16 b i ts , que 
contienen del orden de 68000 transistores, estando ya a un nivel experimen-
tal muy avanzado las memorias de 256 K-bytes y los mlcroprocesadores de 32 
bits (con alguno ya en el mercado). 
Estos enormes progresos en la escala de Integración han sido posi-
bles gracias al uso de tecnología MOS. Con tecnología bipolar, debido fun-
damentalmente a limitaciones de disipación de potencia, se ha llegado sola-
mente a la cuarta parte de la densidad de Integración de la tecnología MOS 
(Bhandarkar 1979). Aún así, gracias a su Indudable mayor velocidad, los 
circuitos Integrados LSI de tecnología bipolar encuentran aplicación en la 
construcción de gran número de sistemas. 
2.1.2. Previsiones futuras. 
Hemos visto que hasta hoy el progreso de la tecnología de semicon-
ductores ha sido extremadamente rápido. Todos los aspectos del proceso de 
datos se han beneficiado de las grandes ventajas logradas en costo, f l ab l -
lldad y capacidad de los componentes electrónicos. Es posible hacer una es-
timación de la evolución de la tecnología de circuitos Integrados en un fu-
turo, y prever una continuación de este rápido progreso (Keyes 1979). Ahora 
bien, esta estimación debe hacerse teniendo en cuenta tanto los fenómenos 
conocidos que se producen en los semiconductores y las leyes f ísicas, como 
la rentabilidad obtenida con este progreso. 
En la figura 2.2 se muestra una estimación de las dimensiones del 
dado de s i l ic io , y de la dimensión mínima que es posible reproducir con el 
proceso l l togrí f lco. 
La figura 2.3 muestra el número de elementos resolubles por c ircui -
to Integrado, obtenido de la figura 2.2. Igualmente se hace una estimación 
del numero de elementos necesario para construir una puerta lógica, así co-
mo un bit de memoria con su cableado asociado. Al progreso de las escalas 
de Integración contribuyen tanto el aumento de tamaño del dado como la dis-
minución de la dimensión mínima (aumento del número de elementos resolu-
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bles). 
Para alcanzar los progresos que se muestran en las dos figuras an-
teriores se necesitarán continuos programas de desarrollo y , por tanto, so-
lo tendrán lugar s1 pueden uti l izarse económicamente para construir slste-
nas funcionales. 
Existen algunos factores que probablemente limitarán el desarrollo 
de circuitos altamente Integrados. Estos Incluyen los siguientes: 
-Electrom1gracl5n. Este fenómeno, que veremos como uno de 1os nodos 
de fa l lo de los circuitos Integrados, provoca un problema importante cuando 
disminuimos el grosor de las pistas de conexión Interna (por la mlniaturi-
zación). El problema podrá pallarse en parte mediante el desarrollo de me-
jores aleaciones. 
tí >„2 
Figura 2.3 
-Perforación de dielectrtcos. En dispositivos con pistas mas estre-
chas que una miera los campos eléctricos pueden producir la rotura de die-
léctricos, ralentizándose por este problema el desarrollo de los circuitos 
Integrados. Para poder explotar totalmente 1a máxima capacidad prevista pa-
ra los procesos litografieos (haz de electrones, rayos X, etc.) habrá que 
pensar en el desarrollo de algún material semiconductor distinto del s i l i -
cio. Podemos estimar razonablemente entonces que en el año 2000 serán comu-
nes las pistas de conexión con un ancho de 0,5 mieras. 
-Otro límite potencial al progreso de la tecnología de semiconduc-
tores es el Incremento de la resistencia ohmlca de las pistas de conexión 
Interna. El incremento de .longitud de dichas pistas en un circuito integra-
do, debido al incremento del número de circuitos elementales, llegará a 
convertirse en un grave problema (Heller 1977). La dependencia entre la 
longitud de conexiones y el número de circuitos elementales por circuito 
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Integrado se muestra en la figura 2.4. 
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Figura 2.4 
-Complejidad de cableado. Este problema constituye una limitación 
mas Inmediata al progreso de la tecnología. El hecho de Incrementar el nú-
mero de circuitos elementales en un circuito Integrado, aumenta el número 
de conexiones entre el dado y su substrato. Fijándonos en la dificultad que 
se encuentra actualmente para efectuar 100 de estas conexiones, podemos 
afirmar que el número de conexiones necesarias en el futuro (se estima que 
10000 circuitos lógicos necesitan 1000 conexiones para grandes sistemas) 
serán aún mas difíciles de hacer. La figura 2.S es una extrapolación de los 
resultados obtenidos por Lanctaian y Russo (Landman 1971) para un pequeño nú-
mero de circuitos, pero suponemos que el número de conexiones por circuito 
Integrado no excederá de 1000. Incluso se reducirá bastante Integrando un 
subsistema funcional completo. 
En la figura 2.6 se estima la velocidad de crecimiento prevista del 
número de bits por circuito integrado para memorias y de! número de circuí-
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tos lógicos por circuito Integrado para lógica aleatoria. 
En esta figura se observa un menor crecimiento para la lógica que 
para la memoria, y además se aprecia una disminución de la pendiente a par-
t i r de 1990. Esto es debido a la capacidad tecnológica para producir dados 
mayores. 
De todo lo anterior podemos deducir que, si las únicas restriccio-
nes al crecimiento de la escala de Integración son las tecnológicas, a f i -
nales de este siglo dispondremos de circuitos Integrados de memoria capaces 
de almacenar 10 b i ts , y circuitos Integrados de lógica compuestos por 10 
transistores. Existe sin embargo un problema fundamental que se espera se 
resuelva en los próximos años, y es el de saber "que Integrar en un solo 
circuito para que éste pueda-cubrir los gastos de desarrollo". 
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2.1.3. Estrategias de integración. 
Una última consideración a hacer en cuanto a la tecnología es la 
estrategia actual de Integración, que va a condicionar la arquitectura de 
nuestros sistemas. Vamos a considerar los dos tipos generales de circuitos 
Integrados digitales que se encuentran en el mercado: Memorias y lógica 
aleatoria. 
-Memorias. Existen en el mercado circuitos Integrados de memoria 
con diversas organizaciones (EO. 1980). Estas podemos agruparlas en dos 
tipos: Accesibles bit a bit y accesibles por grupos de "b* bits. Por ejem-
plo, las actuales memorias de 64 K-blts están organizadas en 8Kx8, es de-
cir, que contienen 8 K-palabras de 8 bits, o bien mas frecuentemente en 
64Kxl, es decir, que contienen 64 K-palabras de 1 bit. La elección de un 
tipo u otro de organización, debido a los distintos tipos de fallo que Im-
plican, será de gran Importancia a la hc»-a de plantear las estrategias co-
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rrespondlentes de detección y corrección de errores. 
-Lógica aleatoria. Del mismo modo que en las memorias, en los cir-
cuitos integrados de lógica aleatoria existen varios tipos de particiones, 
desde la integración de un sistema completo como suele hacerse en tecno-
logía NOS (véase el caso de los microprocesadores) hasta la integración de 
partes mas o menos grandes de un sistema como se hace en tecnología bipolar 
(debido normalmente a problemas de disipación de potencia). En tecnología 
bipolar la partición del sistema suele hacerse en rodajas verticales Igua-
les de un ancho determinado. La elección de uno u otro tipo de partición 
también Influirá mucho en las estrategias que utilicemos en la protección 
contra errores. 
2.2. Fallos mas frecuentes en circuitos integrados. 
Tratamos en este apartado de tipificar los mecanismos de fallo mas 
frecuentes en los circuitos integrados (especialmente en los de alto nivel 
de integración) para concluir como van a Influir los efectos de dichos fa-
llos en la elección de las estrategias de recuperación de los mismos. 
Vimos en la introducción que podemos agrupar los fallos en dos ti-
pos principales: Fallos permanentes y fallos transitorios. 
Los fallos permanentes son aquellos en que un mecanismo "físico1' 
provoca alguna anomalía en el interior del circuito, resultando un daño 
permanente en el mismo. 
Los fallos transitorios son aquellos en que el fenómeno inductor de 
los mismos provoca un cambio en algún estado lógico o en algún dato almace-
nado, pero sin causar un daño permanente en el circuito. Un ejemplo de este 
tipo de fallos son los provocados por las partículas "a" (May 1979). 
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2.2.1. Fallos permanentes. 
Analizaremos los fallos permanentes que se producen en los circui-
tos integrados, tanto en tecnología bipolar como en tecnología MOS. 
2.2.1.1. Tecnología bipolar. 
Un. circuito Integrado construido con tecnología bipolar podemos di-
vidirlo en dos capas. Una primera capa que contiene las células semiconduc-
toras básicas, y una segunda compuesta por las conexiones entre células. 
Los fallos permanentes en la primera capa suelen ser muy poco frecuentes, y 
normalmente dan lugar a errores simples, mientras que los fallos en la capa 
de conexiones son los que se producen mas frecuentemente y dan lugar a 
errores distribuidos. 
2.2.1.1.1. Fallos en las conexiones Internas. 
Estos fallos se deben principalmente al fenómeno llamado de "elec-
tromlgraclón" (Sahni 1970). Dicho fenómeno consiste en un movimiento de ma-
sa provocado por dos causas fundamentales: Grandes densidades de corriente 
en las pistas metálicas de conexión, y temperaturas elevadas en el Interior 
del circuito integrado debido a la disipación de potencia. Los fallos en 
las conexiones pueden ser de dos tipos: 
a)Fa11os en la pista de aluminio. Este modo de fallo, que provoca 
un "circuito abierto" (figura 2.7) ocurre en los siguientes lugares: 
• 1 
Figura 2.7 
1 (Aquellos en que 1 »s pistas son mas estrechas y/o ¡i»as finas que 
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los valores nominales correspondientes. El hecho de ser mas finas ocurre 
debido a variaciones del grosor de la película metálica depositada durante 
el proceso de fabricación, y el hecho de aparecer mas estrechas se produce 
por un efecto de pérdida de definición de los bordes en el proceso lltográ-
f lco. Los lugares donde coinciden estas dos variaciones constituyen lugares 
potenciales de fa l lo . 
2)Otros lugares de fal lo potencial son aquellos puntos donde no hay 
uniformidad en el tamaño de grano en la película de aluminio. El arrastre 
de material es directamente proporcional al gradiente de la composición de 
la película (Sahnl 1970). 
3)0eb1do a que el fenómeno de electromigradón también se ve favo-
recido por el gradiente de temperatura, otros lugares potenciales de fal lo 
son los puntos en que la pista pasa sobre algún componente que disipe mucha 
potencia (p. e j . resistencia). 
b)Fa11os en el contacto alumlnlo-sl l ldo. Como el transporte de 
átomos metálicos debido a la electromigradón se produce en la dirección 
del flujo de electrones, en resistencias por las que circule mucha corrien-
te se produce una acumulación de aluminio en el terminal negativo, así como 
una despoblación en el terminal positivo (figura 2 .8 ) . 
ACUMULACIÓN 
DESPOBLACIÓN 
RESISTENCIA 
Figura 2.8 
Cuando los átomos de aluminio transportados llegan cerca del terml-
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nal negativo de la resistencia, éstos se presentan en la interfase alumi-
nio-silicio.. Como no pueden ir mas allá, se produce una acumulación de alu-
minio en este terminal. Por el contrario, en el terminal positivo la elec-
tromigración arrastra los átomos de «Vívanlo lejos del contacto, y como no 
hay átomos de aluminio antes de dicho contacto para reemplazar los perdi-
dos, se provoca una despoblación del contacto que, con el tiempo, se con-
vertirá en un circuito abierto. 
Estos fallos, que son los mas comunes en circuitos integrados cons-
truidos con tecnología bipolar, ocurren de un modo "natural", es decir, sin 
forzar las condiciones de utilización del circuito (tensión de alimenta-
ción, temperatura, etc.). S1 se fuerzan estas condiciones, pueden ocurrir 
además otros tipos de fallo, tales como cortocircuitos, perforación de 
uniones, etc. 
Así pues, en condiciones normales de utilización, los fallos mas 
frecuentes en tecnología bipolar consisten en circuitos abiertos en las co-
nexiones internas del circuito Integrado, que producen errores distribui-
dos, es decir, que afectan t varias variables de saTida. 
2.2.1.2. Tecnonogía MOS. 
Los circuitos Integrados construidos con tecnología MOS podemos di-
vidirlos en tres niveles de conexión Interna (GaJIay 1980). 1) Un nivel in-
ferior de conexiones hechas por difusión sobre un substrato aislante. 2) Un 
nivel superior de conexiones hechas por metalización. 3) Un nivel Interme-
dio de óxido que aisla los dos niveles anteriores y presenta dos tipos de 
discontinuidades: a)"orificios" que permiten el contacto entre metalizacio-
nes del nivel superior y difusiones del nivel inferior, y b)"ventanas" que 
corresponden a las puertas de los transistores. 
La realización de las difusiones y metalizaciones necesita un en-
mascaramiento selectivo de reglones muy precisas en la superficie del cir-
cuito Integrado. Un fallo Inherente a este proceso consiste en difundir o 
metalizar regiones que no deberían difundirse o metalizarse, o viceversa. 
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Oe este trabajo experimental se obtuvieron, las conclusiones si-
guientes: 
a)Los fallos se distribuyen aleatoriamente» y ninguna zona del cir-
cuito Integrado es mas susceptible de fallo que las demás. 
b)Los fallos consisten principalmente en cortocircuitos y circuitos 
abiertos a nivel de metalización o de difusión. 
En el 10% de los casos se estableció claramente la existencia de un 
fallo lógico (error en la salida), pero no pudo observarse ningún fallo 
físico. En el 15% de los casos, el circuito presentaba una Imperfección que 
afectaba a la mayor parte de las funciones del circuito integrado (fallo 
catastrófico). 
Observamos entonces que los fallos permanentes en circuitos inte-
grados construidos con tecnología MOS consisten también en circuitos abier-
tos y además en cortocircuitos. También se deduce que la mayor parte de los 
fallos producen errores distribuidos. Normalmente una zona del circuito in-
tegrado quedará afectada por el fallo, mientras que el resto del circuito 
seguirá funcionando correctamente. 
2.2.2. Fallos transitorios. 
Uno de los principales agentes productores de fallos transitorios 
en circuitos altamente integrados es el fenómeno de emisión de partículas 
"a* (McPartland 1980). En casi todos los materiales existen pequeñas canti-
dades de uranio y torio. En concreto, en los materiales utilizados para en-
capsular los circuitos integrados existen en cantidades del orden de SO 
partes por millón (ppm). Estos dos materiales radiactivos emiten partículas 
"o" con energías de hasta 8,78 MeV. 
Al moverse por el silicio una partícula V , ésta pierde energía, 
debido a lo cual, se crean pares electrón-hueco que se separan de modo que 
las regiones "n" atrapan los electrones y las regiones "p" los huecos antes 
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de que puedan reconblnarse. Este mecanismo de aumento de carga en algunas 
reglones puede provocar la pérdida de datos almacenados, o bien el cambio 
de alguna variable lógica (figura 2.9) . 
O <5M V) 
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Figura 2.9 
Debido a que en los dispositivos Integrados a gran escala las car-
gas almacenadas son muy pequeñas, la cantidad de fallos Inducidos por 
partículas W se hace muy Importante. Este tipo de fallo se da principal-
mente en las memorias dinámicas (MOS). 
Los fallos transitorios debidos a partículas V estén siendo muy 
estudiados (May 1979), (Peeples 1980), tanto la relación del flujo de 
partículas (para distintos materiales de encapsulado) con el número de fa-
llos producidos, como su relación con otros factores como temperatura, ten-
sión de alimentación, etc. La conclusión que puede sacarse de estos estu-
dios es que cada vez se hace mas Importante el efecto de las partículas 
"a". Esto es así porque, como cada vez se logra una mayor m1n1atur1zadón 
de las células elementales, una sola partícula "a" afecta a un numero mayor 
de éstas. Debido Igualmente a.la mlnlaturlzaclón, la carga almacenada en 
estas células es cada vez menor, así que se pueden producir fallos con 
partículas " " de niveles energéticos menores. 
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Igualmente hay que empezar a tener en cuenta otros agentes inducto-
res de fallo como son: 
-Rayos Cósmicos, que aunque su f lujo a nivel del mar no es s igni f i -
cativo, hay que tenerlos en cuenta para sistemas funcionando en satélites 
art i f iciales (Pickel 1978). 
-Ruido de generación-recombinación. Los efectos de este agente co-
mienzan a hacerse importantes debido a la reducción de las dimensiones, asi 
como de las tensiones de alimentación (Keyes 1975). 
2.2.3. Tipificación de fal los. 
Como resumen de lo anterior podemos afirmar que los fallos mas pro-
bables en circuitos integrados a alto nivel consisten principalmente en 
circuitos abiertos y cortocircuitos (mas probables los circuitos abiertos 
en tecnología bipolar) de las metalizaciones de conexión Interna del c i r -
cuito Integrado, y que éstos en su mayor parte dan lugar a errores d i s t r i -
buidos que afectan a mas de una variable lógica de salida. Esto, junto con 
la partición elegida para el sistema teniendo en cuenta la escala de inte-
gración, influye fuertemente en la elección de las estrategias de Toleran-
cia a Fallos que se ut i l izan, así como de la propia arquitectura del siste-
ma. 
En cuanto a los fallos transitorios, podemos concluir que en su 
gran mayoría están producidos por la emisión de partículas "ex". Tratar de 
evitarlos reduciendo la cantidad de material radiactivo contenida en los 
materiales de encapsulado no resulta rentable. El mejor método para prote-
ger un sistema frente a este tipo de fallos es el uso de algún tipo de de-
tección y corrección simultánea. De tales métodos, el mejor es la u t i l i za -
ción de códigos detectores y correctores de error, tal como vemos en 
capítulos posteriores. 
CAPITULO I I I . 
COOIGOS DETECTORES Y CORRECTORA DE ERROR. 
En este capítulo hacemos una recopilación, sistematización y puesta 
al día de algunos códigos detectores y correctores d* error dispersos en la 
l iteratura existente sobre e1 tema. Además, este capítulo sirve de base a 
los desarrollos que se emprenden en los capítulos siguientes. 
Después de estatiiecsr una clasificación » los diferentes tipos de 
código existentes, nos centraremos en los códigos de bloques lineales y en 
los códigos aritméticos, ya que son los mas apropiados para su aplicación 
en el diseño de computadores Tolerantes a Fallos. 
3 . 1 . Introducción. 
Como ya hemos visto, los sistemas son susceptibles de fallo. Para 
protegerlos, podemos codificar su salida de modo que, durante su operación 
normal (libre de fallos), dicha salida tome solamente un subconjunto de to-
dos 1os valores posibles. Como durante la operación normal del sistema no 
aparecen en la salida valores que no pertenezcan al subconjunto antes cita-
do, la aparición de uno de éstos deberá Interpretarse como un error. A con-
tinuación estudiamos los métodos de codificación para poder detectar y co-
rregir los errores. 
3.2. Definición. 
Un código detector y corrector de errores es un subconjunto C del 
universo U de todos los vectores. Elegimos C de tal modo que los fallos que 
ocurran mas frecuentemente, .hagan variar los vectores de salida X C cam-
talándolos en otros X que no estén en C, X ^ C . 
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Llamaremos palabra código a cualquier vector X tal que HeC. Una 
palabra que no sea del código sera un vector X del conjunto U-C, es decir, 
X CU-C. Asi pues, si un fallo provoca un cambio del vector X e C en un vec-
tor X 6U-C, se habrá producido un error detectable (y a veces corregible). 
En cambio, si el fallo provoca que el vector t e C se transforme en otro X 
también perteneciente al subconjunto C, el error producido permanecer! in-
detectado, puesto que se ha-pasado de una palabra código a otra de las mis-
mas características. 
Mas adelante Introduciremos modelos de error para relacionar los 
fallos con los errores que éstos producen. Estructuraremos nuestros códigos 
detectores y correctores de error de modo que los errores mas probables 
(dentro de nuestro modelo) no queden indetectados, es decir, que produzcan 
palabras no pertenecientes al código. 
Para distinguir en la salida las palabras código de las que no lo 
son, hay que Interpretar ésta mediante un decodlficador. Este puede simple-
mente notificar que se ha producido un error (cuando la palabra no es del 
código). De este modo obtenemos la función de detección de errores. Cuando 
el decodlficador también es capaz de asociar la" palabra errónea con la pa-
labra código que tendríamos si no se hubiese producido error, se esti eje-
cutando además la función de corrección de errores. 
El hecho de detectar o corregir errores con un código determinado 
depende del decodlficador, pues como veremos, un mismo código puede tener 
capacidad, por ejemplo, de detectar errores dobles o bien corregir errores 
simples, dependiendo del decodlficador empleado. 
3.3. Clasificación. 
Los códigos detectores y correctores de error han sido muy estudia-
dos y se han utilizado mucho desde su. aparición (sobre todo para proteger 
la transmisión de datos). A continuación daremos una clasificación de los 
mismos citando los tipos de código mas conocidos. 
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Pódeme i ü M c a r los códigos atendiendo al modo en que se conca-
tenan v~ its redundantes con los de Información en dos grandes grupos: 
CS« de Bloque y Códigos de Árbol. Un código de bloque es aquel en que 
.. información se segmenta en bloques de un tamaño determinado, que se co-
difican para formar la palabra código. En un código de árbol no se puede 
distinguir claramente a que símbolos de Información corresponden unos 
símbolos de control determinados. No se segmenta la Información. 
Oentro de los códigos de bloque, podemos distinguir entre códigos 
de tipo paridad y códigos aritméticos, diferenciándose además de en su modo 
de codificación y decodificación, en sus respectivos campos de aplicación. 
Dentro de los de tipo paridad distinguimos entre lineales y no lineales, 
pudlendo ser los primeros dependiendo del tipo de error que corrigen: alea-
torio, de ráfagas y mixto. 
Encontramos entre los códigos que corrigen errores aleatorios los 
de Hamming como sus representantes mas conocidos. Se utilizan sobre todo 
para corregir errores simples. Para corregir mas de un error, suelen utili-
zarse los códigos BCH (Bose Chaundri Hocquenghem), tanto binarlos (Reed Mu-
11er) como no binarios (Reed Solomon, Justener). 
En cuanto a los códigos que corrigen ráfagas, se pueden dividir en 
dos clases: Los que corrigen ráfagas simples y los que corrigen o controlan 
fases de ráfagas. Ambos tipos se utilizan para controlar canales de trans-
misión. Entre los primeros podemos citar los códigos FIRE y los INTERLACED, 
llamados así por su forma de decodificación. Entre los que controlan fases 
de ráfagas tenemos como representante el código BURTON. 
Hay otra clase de códigos lineales que se utilizan cuando el tipo 
de error no es muy concreto, estos son los códigos mixtos, y entre ellos se 
pueden citar los códigos producto y los códigos concatenados. 
Los códigos no lineales .se utilizan para conseguir el máximo número 
de palabras código para una longitud determinada. Entre ellos están los có-
digos de Hadamard, de Golay y de Nodstrom-Robinson. 
36 
Códigos 
Bloque 
Paridad 
Lineales 
Aleatorio 
Ráfaga 
Mixto 
Simple 
Fase 
No lineales 
Aritméticos 
No sistemáticos 
Sistemáticos no separados 
Oe árbol (Convoludonales) 
Separados 
Aleatorios 
Ráfagas 
Mixtos 
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Los códigos aritméticos podemos clasificarlos en tres grupos: No 
sistemáticos, cuyos representantes son los AN. Sistemáticos no separados, 
que tienen como principal representante los códigos gAN. Separados, cuyo 
ejemplo mas Importante son los códigos de residuos. 
Dentro de la categoría de los códigos de árbol citaremos solamente 
el grupo mas Importante, que son los Convolucionales. Sus principales ca-
racterísticas son su gran complejidad de implantación y su gran costo. En 
contrapartida, son mas fiables. Este tipo de código se utiliza fundamental-
mente para corregir ráfagas de error en comunicaciones. Entre los que co-
rrigen errores aleatorios están los códigos WYNNER-ASH y los SELF-0RT0G0-
NAL. Para ráfagas están los IOAWARE, y hay códigos mixtos como los de GALA-
GER. 
Existen además otros códigos que no pueden encuadrarse de un modo 
exacto en las categorías anteriores, y que sin embargo son muy utilizados. 
Entre ellos podemos citar los códigos "• ;.«nt;.re, n" y los de residuo cuadrá-
tlco. En la tabla se resumen las ideas citadas anteriormente. 
A continuación profundizaremos en los códigos que han demostrado 
ser mas útiles en su aplicación al diseño de computadores Tolerantes a Fa-
llos. 
3.4. Códigos de bloques lineales. 
Con este tipo de códigos, la Información se codifica en vectores 
cuyos símbolos pertenecen a un campo finito GF(p) con p elementos. Existen 
códigos lineales para cualquier valor de p, potencia de un número primo. 
Seguidamente tratamos de los códigos en los que p es de la forma 2 n. 
En un espacio vectorial sobre GF(p) existen pn vectores diferentes, 
de la forma X • (X., X_, ... , X Y con X.eGF(p). Sin embargo, solamente 
son palabras código un subeonjurito C que contiene p vectores (n>k). A es-
te subconjunto lo llamamos código (n,k). 
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3 . 4 . 1 . Definición. 
En el campo GF(p) están definidas dos operaciones, la suma (denota-
da por + ) y la multiplicación (denotada por * ) . Para p a 2 , estas operacio-
nes son la suma módulo 2 ("0" exclusivo) y el "Y" lógico binarlo. 
En el código, que es un subespaclo vectorial, también están defini-
das dos operaciones, la suma de vectores y el producto por un escalar (per-
teneciente a GF(p)), del siguiente modo: 
X + Y » (%l«tv X2*Y2 Xn«Yn) 
CX » (CX^ cx2 cxn ) 
A partir de este preámbulo, podemos dar una definición formal de 
los códigos lineales: 
Un código lineal es un subespado del espacio vectorial formado por 
todos los vectores de dimensión n sobre GF(p). 
Podríamos describir un código lineal por extensión, es decir, me-
diante una l is ta exhaustiva de todos los vectores que lo forman, pero exis-
te un modo mas compacto de hacerlo; podemos describirlo en términos de ma-
tr ices. 
Cualquier base de un código lineal (que es un espado vectorial), 
puede considerarse como las f i las de una matriz G, que llamamos matriz ge-
neradora. Así, un vector es una palabra código s1 y solo si es una combina-
ción lineal de las f i las de la matriz G. 
Otra alternativa para la descripción de un código mediante matrices 
es la siguiente. Sea H una matriz de rango n-k. Un vector es una palabra 
código s1 y solo si se verif ica que: 
HX l = 0 ( 1 ) 
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donde X es el vector traspuesto de X y 0 es el vector nulo. 
Esto quiere decir, que se verifica: 
J hUaJ " ° 
Por lo tanto, los componentes del vector X deben satisfacer un con-
junto de n-k ecuaciones linealmente Independientes para que X sea una pala-
bra código. A la matriz H la llamamos matriz de paridad. 
Existe una relación entre la matriz de paridad H y la matriz gene-
radora 6. Cono las filas de G son palabras código (forman una base del có-
digo), el producto de H por la traspuesta de cada una de ellas debe ser nu-
lo. Por lo tanto, se verifica que: 
HG* • 0 
3.4.2. Propiedades de un código lineal. 
1.- Cuando el código es sistemático, la matriz H toma la forma 
H » (*0In_|{), siendo A una matriz de dimensiones (n-k) x k e I ^ la matriz 
identidad de dimensiones (n-k) x (n-k). Así vemos que existen H palabras 
código que satisfacen la ecuación (1). 
Cuando H tiene la forma citada, las palabras código tienen separa-
dos los símbolos de Información de los símbolos redundantes. 
A * lX|, Xyt ... , X^» *|(^1» ••" • X-J 
Símbolos de Símbolos 
Información redundantes 
2.- La generación de las palabras código se hace del siguiente mo-
do: 
Sea u • (u.,U2,...,u.) la información que queremos codificar. Por 
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la def in ic ión de matriz generadora G, la palabra códjgo resultante será: 
' X = uG. 
Si H toma la forma citada en la propiedad 1, como HG » 0, se puede 
deducir fácilmente que G tendrá la forma: 
G « (I^-A1) 
3 . - Los parámetros principales de un código l inea l son su longitud 
y su dimensión. Estos le caracterizan. 
Ua palabra código X « (X, , X2, . . . , Xn) se dice que tiene longitud 
n. Por tanto, el código correspondiente tiene longitud n. 
Si H t iene n-k f i l a s linealmente independientes, existen 2 pala-
bras código d i s t i n tas , y por l o tanto, se dice que el código t iene dimen-
sión k. 
Con estas carac ter ís t icas , tendremos un código (n,k) en el que se u t i l i z a n 
n símbolos para cod i f i car k símbolos de información. 
4 . - L ineal idad. S1 X e Y son dos palabras código, también l o es 
X + Y. 
H(X + Y ) 1 * HX* • HY* « 0 
Si C es un elemento de GF(p) y X es una palabra código, también lo 
es CX. 
HfCX)* « CHX* » 0 
Por lo tanto, el código es lineal. 
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3.4.3. Hodelo de error. 
Supongamos que la Información u * (u.,u2, ... ,u.) la codificamos 
cono la palabra código X • (X,, X», ... , X ) y se produce un error que la 
transforma en el vector Y • (Y^.Yg, ... Y n ) . Definimos el vector de error e 
cono sigue: 
e « Y - X « (e1§ e 2, ... , ep) 
Si únicamente perseguimos detectar si se producen errores, el deco-
diflcador debe limitarse a indicar s1 este vector de error es distinto de 
cero. S1 queremos corrección de error (y el código tiene potencia para 
e l lo ) , el decodificacor debe, partiendo del vector erróneo Y, establecer 
cual es la palabra código X que tendríamos s1 no se hubiese producido el 
error. El mejor modo sería.que el decodificador fuera capaz de encontrar el 
valor de e para hacer X » Y • e. Sin embargo, lo mas normal es que nunca se 
llegue a conocer el valor de e. La estrategia a seguir por el decodificador 
es entonces encontrar, partiendo de Y, la palabra código mas cercana a d i -
cho vector. Es necesario entonces definir los conceptos de distancia y pe-
so. 
- Distancia de Hanming entre los vectores: 
X • (Xj . X2-, . . . Xn) e Y » (Yj.Yg, . . . Yfl) 
es el número de componentes en que dif ieren. Su notación es d(X,Y). 
- Peso (de Hamming) de un vector X « (X,, t,, . . . , X ) es el núme-
ro de componentes X^  de éste que son distintos de cero. Su notación es 
H(X). Es evidente que se verif ica: d(X,Y) » U(X-Y). 
Hasta ahora caracterizábamos un código por dos parámetros, su lon-
gitud n y su dimensión k. El tereer parámetro fundamental que caracteriza 
un código es su distancia mínima d. 
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- Distancia mínima d de un código es el minino de las distancias 
entre sus palabras código. 
X.YeC, X » Y, d » m1n(d(X,Y)) » m1n{W(X-Y)). 
Si d es la distancia mínima de un código, cualquier par de palabras 
código difieren al menos en. d componentes. De este modo, a un código lineal 
de longitud n, dimensión k y distancia mínima d se le llama código (n.k.d). 
Para encontrar la distancia mínima de un código lineal no es nece-
sario comparar dos a dos todas las palabras código. 
Teorema 3.1. 
La distancia mínima de un código lineal es el mínimo de los pesos 
de sus palabras código distintas de cero. 
Demostración. 
Si X e Y son palabras código, u • X-Y también lo es, así que como 
d(X,Y) * W(X-Y), tendremos que: 
d * mln(VHu)) c.q.d. 
La aplicación de este teorema para encontrar el valor d sería útil 
cuando tuviéramos una descripción del código por extensión. Como normalmen-
te utilizamos la descripción mediante matrices, con el siguiente teorema 
(Peterson 196t) vemos como obtener la distancia mínima d a partir de la ma-
triz de paridad H. 
Teorema 3.2. 
Sea C un código lineal cuya matriz de paridad es H. Para cada pala-
bra con peso de Hamming W, existe una relación de dependencia lineal entre 
W columnas de H y reciprocamente, para cada relación de dependencia lineal 
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entre U columnas de H, existe una palabra código de peso W. 
Demostración. 
Un vector X • (X,, X» X ) es una palabra código si y solo si 
se verifica que HX « 0, o bien, denotando por h. el 1-es1mo vector columna 
de H: 
n 
Z M , • o 
1-1 ' ' 
Esta es la relación de dependencia lineal entre las columnas de H, 
y el número de columnas que aparecen con coeficientes no nulos es el número 
de componentes X, no nulos de X, que es exactamente el peso de X. 
Igualmente, los coeficientes de cualquier relación de dependencia 
lineal entre columnas de H son componentes de un vector que debe ser pala-
bra código. c.q.d. 
Corolario 3.1. 
Un código lineal con matriz de paridad H tiene peso mínimo, y por 
tanto distancia mínima al menos d si y solo si cualquier combinación de d-1 
o menos columnas de H es lfnealmente Independiente. 
3.4.4. Detección y corrección con códigos lineales. 
Ahora relacionaremos la distancia mínima de un código lineal con su 
capacidad para detectar y corregir errores. 
Teorema 3.3. (Un 1970) 
Un código lineal con distancia mínima d puede corregí/ U- (d-l)J 
errores ÜXJ • parte entera de X). S1 d es par, el código puede simultánea-
mente corregir i (d-2) erroces y detectar d/2 errores. 
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Demostración. "-, 
Supongamos d = 3. La esfera de radio r y centro la palabra código X 
contiene todos los vectores Y tales que se verifique d(X,Y) t r. S1 se di-
buja una esfera de radio unidad alrededor de cada palabra código, estas es-
feras no pueden solaparse. De modo que, si tenemos la palabra código X y se 
produce un error que la transforma en el vector a, éste está dentro de la 
esfera que rodea a X, y está mas cerca de X que de ninguna otra palabra có-
digo. Así, el decodificador será capaz de corregir el error. 
Igualmente, si d « 2t+l, las esferas de radio t alrededor de cada 
palabra código tampoco se solapan, y el decodificador podrá corregir t 
errores. 
Supongamos ahora que d es par. Las esferas de radio i (d-2) alrede-
dor de las palabras código no se solapan, y el código puede corregir 
¿ (d-2) errores. Si ocurren 4/2 errores, el vector a queda a la misma dis-
tancia de dos o mas palabras código. En este caso el decodifk • puede 
solamente detectar que se han producido d/2 errores. c.q.d. 
Por otra parte, si ocurren mas de d/2 errores, el vector puede es-
tar mas cerca de una palabra código incorrecta que de la correcta. Si ocu-
rre esto, el decodificacor corregirá de un modo erróneo. 
3.4.5. Decodificación de un código lineal. 
Consideremos un código lineal (n, k, d) con matriz generadora G y 
matriz de paridad H. Sea X una palabra código. Si se produce un error, X se 
transforma en otro vector Y tal que Y » X + e. El decodificador no conoce 
ni X ni e. Su misión es recuperar X a partir del vector erróneo Y. Podemos 
caracterizar los errores mediante el síndrome. 
Síndrome de un vector Y de n componentes es un vector S de n - k 
componentes que verifica: 
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S « HY* 
Por la definición de código lineal (HX « 0 ) , el síndrome será cero 
si Y es una palabra código, y será distinto de cero si Y no es una palabra 
código. 
Vemos claramente que si únicamente se trata de detectar errores, basta con 
que el decodlflcador calcule el síndrome correspondiente y vea si es o no 
cero. El siguiente teorema nos da una propiedad importante del síndrome. 
Teorema 3.4. 
Dado un código lineal con matriz de paridad H, el síndrome de un 
vector erróneo es igual a la suma de las columnas de la matriz H correspon-
dientes a las posiciones del vector en que se ha producido error. 
Demostración. >, ,*i¡í<j.J¡ •>; 
S1 se produce error en los lugares a, b, c, . . . . el error será: 
e » 0 . . . 010 . . . 1 . . . 1 . . . 0 
a b e 
Como el síndrome es S « HY* = HÍX+e)1 - H e \ será: 
S - I h ^ • h a * hb • hc + . . . 
Siendo h. la columna i de la matriz H. c.q.d. 
Existe entonces una correspondencia unívoca entre cada síndrome y 
cada uno de los errores que el código es capaz de corregir. Hay un método 
general de decodiflcadón para los'códigos lineales que es el llamado de la 
"matriz standard', pero M.ene él Inconveniente de que es poco práctico y 
muy lento, pues necesita tener almacenados 2 ' vectores y ejecutar gran 
número de cálculos (Peterson 1961). Existen métodos mas prácticos de deco-
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dlflcaclón, pero éstos requieren f i jarse en las propiedades particulares 
del código que estaños utilizando. 
3.4.6. Códigos de Hamming. 
Los códigos de Hamming forman una familia de códigos lineales que 
son fáciles de codificar y decodlflcar. Por ello han encontrado aplicación 
en muchas áreas. Describiremos primero los correctores de un solo error. 
Como el síndrome de un vector es igual a la suma de las columnas de 
la matriz H correspondientes a los lugares donde se ha producido error, pa-
ra obtener un código corrector de un solo error bastará con que hagamos que 
se verifiquen las siguientes condiciones: 
1) Ninguna de las columnas de H debe ser nula. S4 hubiera alguna 
nula, un error en la posición correspondiente a ésta daría un síndrome nulo 
quedando el error indetectado. 
2) Todas las columnas de H deben ser distintas. Si hubiera dos co-
lumnas Iguales, los errores en estas posiciones' no podrían distinguirse. 
• 
S1 tomamos H con r filas, es decir, que el código tiene r bits de 
paridad, contamos únicamente con 2 r - 1 columnas distintas entre si y dis-
tintas de cero (2r - 1 síndromes distintos). Así pues, un código de Ham-
ming de longitud n « 2 r - 1 (r* 2) tiene una matriz de paridad H cuyas co-
lumnas son todos los vectores binarlos distintos de cero de longitud r, 
usado cada uno una sola vez. Por tanto, este código tiene n » 2 r - 1, 
k • 2 r - 1*- r, d ' 3. 
Ejemplo. Vamos a construir un código de Hamming corrector de un so-
lo error para proteger vectores de Información de 4 bits, y vamos a ver el 
proceso de codificación y decodificadón. 
Como tenemos k * 4, debe ser r » 3, de modo que es n « 7, por lo 
que formaremos un código (7, 4, 3). Para formar la matriz H tomamos como 
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columnas todos los vectores no nulos de tres bits: 
0 0 0 1 1 1 1 
H - 0 1 1 0 0 1 1 
1 0 1 0 1 0 1 
Reordenamos las columnas para hacer el código sistemático y queda: 
0 1 1 1 1 0 0 
H • 1 0 1 1 0 1 0 
1 1 0 1 0 0 1 
Esta es la matriz de paridad del código. Como es de la forma (A»I), 
la matriz generadora es de la forma (I°A ) , es decir, 
1 0 0 0 0 1 1 
G - 0 1 0 0 1 0 1 
0 0 1 0 1 1 0 
0 0 0 1 1 1 1 
La codificación se hace del siguiente modo: Sea un vector de Infor-
mación u * (u^. Uj , u 3 , ud) el dato a codificar. La palabra código corres-
pondiente es X « uG 
X » ( u j , u 2 , u 3 , u 4 , u2+u3+u4 , u1+u3+u4 , u1+u2+u4) 
que tiene una construcción física muy simple a base de puertas "0" exclusi-
vo 
El cálculo del síndrome correspondiente a una palabra código X es 
también muy sencillo: 
Y2 • Y3 • Ya • Y5 
S « HY* « Yx «*-Y3 • Y4 • Yfi 
Yj « Y2 • Y4 « Y7 
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Este síndrome será el vector 10 si no se h»,producido error, y s1 se 
ha producido un error simple, será exactamente una de las columnas de la 
matriz H. Identificando la posición de dicha columna tenemos localizado el 
error. La corrección puede hacerse mediante la inversión del bi t erróneo. 
A part ir de un código de Hamming con distancia 3 podemos obtener 
fácilmente un código con distancia 4. Sea una matriz H de dimensiones 
r x ( 2 r - l ) la matriz de paridad de un código de Hanrning con distancia 3. 
Tomemos una matriz unidad de dimensión 1 x 2 r y una matri? o de dimensión 
r x 1 . Entonces H, es la matriz de paridad de un código de Hamming con dis-
tancia 4. 
•,-M 
Ejemplo. Partiendo de la matriz H del ejemplo anterior, obtenemos: 
0 1 1 1 1 0 0 O 
H1 « 1 0 1 1 0 1 0 0 
1 1 0 1 0 0 1 0 
1 1 1 1 1 1 1 1 
Esta construcción añade un bi t redundante extra, que representa la 
paridad tanto de los bits de información como de los redundantes. El código 
resultante tiene 2 - r - 1 símbolos de Información y r + 1 símbolos redun-
dantes. Comprobamos que este código tiene distancia 4 porque ahora no hay 
tres columnas de H que sean linealmente dependientes. 
3.4.7. Códigos b-adyacentes. 
Hasta ahora hemos visto que un código es un subespacio vectorial 
sobre un campo f in i to 6F(p), y hemos visto casos en los que p » 2. Trabaja-
remos ahora sobre el campo f ini to GF(2 ) . 
En este caso, la corrección de un solo error va a ser equivalente a 
la corrección de un bloque de b bits en el campo binario. Comprobamos ade-
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más que los códigos sobre GF(2 ) (llamados b-adyacentes), tienen en general 
poca redundancia, puesto que en la mayoría de los casos, el hecho de Incre-
mentar en uno el número de símbolos redundantes. Incrementa también en uno 
la distancia mínima del código. Estos códigos son muy útiles para proteger 
sistemas divididos en rodajas de b bits. 
3.4.7.1. Códigos tipo Hamming sobre GF(2b) 
Los códigos de Hamming correctores de un solo error pueden cons-
truirse con símbolos de cualquier campo finito. Si tomamos un campo finito 
F, podemos construir la matriz de paridad H con símbolos de F del siguiente 
modo: 
Tomamos como columnas de H todas las r-tupi as de elementos de F, de 
modo que ninguna columna dependa Unealmente de otra. Esto es fácil de con-
seguir una vez definidas en F las reglas de suma y producto. De este modo, 
como ninguna combinación lineal de dos o «M.Columnas de H es cero, el có-
digo tiene distancia mínima 3 y podrá corregir cualquier error simple. 
SI utilizamos el campo GF(2), cada símbolo de GF(2 ) es equivalente 
a una b-tupla binarla, y por ello pueden corregirse todos los errores ocu-
rridos en bloques de b bits correspondientes a los elementos de GF(2 ), 
siempre y cuando no se produzca error simultáneamente en mas de un bloque. 
En la práctica, para poder utilizar estos códigos es necesario ob-
tener su matriz de paridad H en forma binarla en lugar de con símbolos de 
GF(2 ). El procedimiento para transformar una matriz de símbolos de GF(2 ) 
en una binarla fue encontrado por Bossen (Bossen 1970) y lo vemos a conti-
nuación. 
3.4.7.2. Descripción matriclal. 
Como GF(2 ) es un'espacio vectorial de dimensión b sobre el campo 
GF(2), la suma de elementos de GF(2 ) corresponde a la suma bi t a bit (mó-
dulo 2) de sus correspondientes representaciones vectoriales. La mult ipl l -
so 
cadón puede definirse en GF(2 ) como un conjuntó* de transformaciones l i -
neales en el correspondiente espacio vectorial . 
Sea 0 la representación binarla de un elemento d de GF(2 ) . Defini-
mos una transformación lineal T¿ como: 
Td(^)) » Depara todo <¡> de GF(2b). 
tijf es la representación vectorial del elemento d<j> de GF(2 ) . Ca-
da transformación lineal puede representarse por una matriz de dimensiones 
bxb de elementos de GF(2). 
En particular, el elemento Identidad (1) de GF(2 ) es equivalente a 
la matriz identidad de dimensión bxb, asi como el elemento nulo (0) es 
equivalente a la matriz nula de dimensiones bxb. 
Puesto que GF(2 ) es equivalente al anillo de las clases de resi-
duos GF(2)(X) mod p(X), siendo p(X) un polinomio Irreducible de grado b so-
bre GF(2), podemos considerar el espacio vectorial correspondiente a GF(2 ) 
descrito por los vectores: 
Xb~l, Xb~2 X, l , o bien: 
i 
0 
• 
. 
. 
p 
f 
i 
i] f 
l 
. . . . 
i L( 
jj 
) 
t 
)j 
0 
0 
• 
. 
0 
l 
Así, la matriz correspondiente a la transformación lineal Td viene 
dada por la concatenación de columnas: 
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Con esta definición queda claro que la multiplicación en GF(2 ) de 
dos elementos d¿ y d? es equivalente al producto ordinario vector-matriz 
del vector dg por la matriz T ^ . Oe este modo, la matriz binarla H buscada 
para un código dado, se construye sustituyendo cada elemento d de GF(2 ) 
por la matriz de dimensión bxb Td< 
Ejemplo. Utilizaremos en este ejemplo símbolos de GF{2 ) . Tomamos 
GF(22) » GF(2)(X)mod p(X). p(X) es el polinomio Irreducible X2+X+l. En este 
2 2 
caso, GF(2 ) consta de los elementos 0, 1 , a, a , que corresponden a los 
residuos módulo p(X) de 0, 1 , X y X+l. En forma vectorial estos elementos 
0 0 1 1 
son: 1* 
tes: 
Las reglas de suma y multiplicación se dan en las tablas slguien-
+ 
0 
1 
a 
az 
0 
0 
1 
a 
a2 
1 
1 
0 
a2 
a 
a 
a 
a2 
0 
l 
a2 
a2 
a 
1 
0 
X 
0 
1 
a 
a2 
0 
0 
0 
0 
0 
1 
0 
1 
a 
a2 
a 
0 
a 
a2 
1 
a2 
0 
a2 
1 
a 
Las matrices correspondientes de dimensión 2x2 quedan: 
0 0 
0 0 
1 0 
0 1 
T 2 * 
1 1 
1 0 
0 1 
1 1 
En cuanto a la decodlflcaclón de estos códigos, un método posible 
•S la utilización de un conjunto de (2 - 1)M puertas "Y", para reconocer 
todos los posibles síndromes. N es la longitud de la palabra código en 
símbolos de GF(2b). 
3.5. Códigos aritméticos. 
Hemos visto que lo»,cód1'gos de tipo paridad son útiles para prote-
ger tanto transmisión como almacenamiento de datos en un computador. S1n 
be 
embargo, nos encontramos con el Inconveniente de que'estos códigos no son 
cerrados respecto de las operaciones aritméticas (un código es cerrado res-
pecto de una operación "." si para cualquier A, B e C se verifica que 
A.BeC). Si usáramos romo entradas a un procesador aritmético (por ejemplo 
un sumador) datos codificados en un código de tipo paridad, su salida en 
general no sería una palabra código y, por tanto, debería recodiflcarse. 
Además el código no sería de gran ayuda para la protección contra errores 
en el propio procesador aritmético. Podemos utilizar técnicas de predicción 
de paridad, pero lo mas cómodo es buscar cwligos que sean cerrados respecto 
de las operaciones aritméticas. Este tipo de códigos es el que describimos 
a continuación. Primero establecemos el modelo de error aritmético. 
3.5.1. Modelo de error aritmético. 
3.5.1.1. Generalidades. 
Los fallos o mal fundones de componentes producen como sabemos fa-
llos lógicos, y estos pueden generar resultados erróneos o errores. Los 
errores en un procesador aritmético son desviaciones en sus salidas. Deci-
mos que se produce un error en una operación de un procesador cuando el re-
sultado obtenido R difiere del resultado esperado R definido por las es-
pecificaciones. Por tanto, definimos el error como la diferencia entre es-
tos: 
E
 » K - K o e 
Para los códigos de paridad caracterizábamos un error por su peso y 
distancia de Hamming. Veamos con un simple ejemplo que estos conceptos de 
peso y distancia de Hamming no son apropiados para caracterizar los errores 
que se producen en los procesadores aritméticos. 
Supongamos que queremos sumar los dos números binarlos 000001 y 
01111. El resultado correcto es evidentemente R • 100000. S1 se produce un 
fallo simple que cambia el 1 del primer operando en un 0, el resultado que 
se obtiene es R « 11111, cuya distancia de Hanming al resultado esperado 
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es d»6. Vemos entonces que el peso de Hamming de un error aritmético puede 
ser mucho mayor que el número de fallos simples necesario para producirlo. 
En el modelo aritmético de error que se plantea, en lugar de ver un 
error como el cambio de un cierto número de bits en un vector binario, con-
sideramos su efecto en el entero representado por dicho vector. De este mo-
do, el efecto de un error aritmético en la representación binaria de un nú-
mero entero N es transformarla en la representación binaria del entero 
N + E, donde E representa el "valor de error". Definimos entonces para cada 
vector de error un valor dé error de la forma: 
n-1 < 
E » 1 e, 2 \ y E • R - R 
1-0 1 ° e 
El valor absoluto del valor de error se llama magnitud del error. 
En el ejemplo anterior, el 'valor de error es -1 y la magnitud del error es 
1 . Es evidente que un fa l lo que afecta a un único bi t de entrada a un suma-
dor produce una magnitud de error que es potencia de dos, independientemen-
te del numero de bits-erróneos en el resultado. Una de las propiedades mas 
significativas de un error es su peso aritmético, que se define como sigue: 
El peso aritmético de un número entero N es el mínimo número de 
términos no nulos en una expresión de la forma: 
N « anrn + . . . + »^r + aQ 
donde a., puede ser positivo, negativo o cero, pero es menor en valor abso-
luto que r. Se denota por W(N) (Peterson 1961). 
La distancia aritmética entre dos números enteros N, y Nj es el pe-
so de su diferencia N. - N*. Si tenemos un número N, y se convierte en otro 
N- * Nj, y si la distancia entre N^ y N~ es d, se dice que ha ocurrido un 
error de peso d. Así, la ocurrencia de un error de peso d en un número N. 
equivale a sumarle un número dé peso d. Hay que tener en cuenta que, con 
esta definición, la distancia depende de la base r. 
54 
Es fácil demostrar que, al Igual que con la distancia de Hamming, 
un código con distancia aritmética mínima-iguaf o mayor que d es capaz de 
detectar todos los errores de peso aritmético d - 1 o menor. Para corregir 
cualquier combinación de t o menos errores, es necesaria y suficiente una 
distancia mínima d « 2t + 1, y para corregir cualquier combinación de t o 
menos errores, y al mismo tiempo detectar d o menos errores, se necesita 
una distancia mínima mayor o Igual a t + d +1. 
Veremos a continuación las propiedades del peso aritmético en el 
caso binarlo. 
El peso aritmético binarlo de un número H es el mínimo número de 
términos no nulos en una expresión de la forma: 
N • a n2 n + ... + a,2 + aQ donde a^l, 0 o -1. Por ejemplo, el núme-
ro decimal 31 tiene como representación binarla H U Í , pero ésta no es su 
forma mínima. Su forma mínima es 100001 (T denota -1). Así pues, 
W(31) = 2, que es el número de términos no nulos en su forma mínima. Un nú-
mero puede tener mas de una forma mínima, por ejemplo, 25 » 011001, y 
25 * lOlOOl. Existe sin embargo una forma canónica para cada número que 
tiene un número mínimo de términos no nulos. 
Teorema 3.5. (Peterson 1961). 
Para cualquier número entero N existe una representación única de 
la forma H = a n2 n + ... + aQ en la que a ^ +1, -1 o 0, y en la que no exis-
ten dos a. consecutivos no nulos. Esta representación además tiene el míni-
mo número de términos distintos de cero. 
Demostración. 
Demostraremos primero la existencia de una representación de este 
tipo con mínimo número de términos no nulos, y la unicidad de la misma. 
Sea N = b n2 n + ... + bQ (2) 
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SI existen mas de dos bj consecutivos no nulos, tomemos el par con 
i menor, b^ + 12 1 + 1 + b j 2 . S1 se verifica bj » -bj + 1, entonces 
b1+i2í4"* + b^21 * bj+12 , y la expresión resultante tiene menos unos. S1 es 
bf « b 1 + 1, entonces b í + l 2 1 + l + b.¡21 « b 1 + l 2 i + z - bf2*. Si hacemos la susti-
tución en la ecuación (2), el coeficiente de 2'+* se hace cero. El término 
bj + 12' + 2 puede combinarse con el término existente b i + 2 2 1 + 2 . S1 b í + z es 
cero, 1a nueva expresión tiene el mismo número de términos no nulos que an-
tes. S1 b^+2 * -b-j+j, estos términos se cancelan y la expresión resultante 
tiene menos términos. Si b^+g » bj+j los combinamos resultando 
b 1 + 2 2 1 + 2 + b l + l 2 1 + z » b 1 + 1 2 i + 3 , y el coeficiente de 2 1 + 2 se hace cero, 
mientras que b ^ + 1 2 1 + 3 puede combinarse con b < + 3 2 1 + 3 . El "acarreo" puede 
propagarse hasta el término de mayor orden, pero cada vez que se produce un 
acarreo, el número de unos disminuye. De modo que la expresión resultante 
tiene la misma forma genera!, no tiene mas términos no nulos que la de par-
tida, y además no existen dos términos sucesivos distintos de cero de grado 
menor que 1+2. 
Repitiendo el proceso, resultará una expresión que no tiene dos 
términos consecutivos no nulos, ni mas términos no nulos que la expresión 
de partida. El proceso tendrá fin puesto que partimos de un número finito 
de términos. 
S1 la expresión original tenía el número mínimo de términos no nu-
los, éste no puede decrementarse, y la expresión final tendrá el mismo nú-
mero de términos no nulos. Puesto que para cada número existe al menos una 
expresión de la forma (2) con número mínimo de términos, se sigue que para 
cualquier número existe una expresión del mismo tipo con número mínimo de 
términos no nulos y ningún par de términos consecutivos no nulos. 
Queda por demostrar que la expresión es única. Veamos primero que 
en una expresión del tipo (2) con todos los coeficientes +1, - l o 0, si el 
r 
primer coeficiente es +1, el menor valor de M aparece cuando- el resto de 
los coeficientes valen -1, y entonces: 
N„«„ * 2" - 2"*1 - ...- 1 « 1 m m 
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Del mismo modo, si el primer coeficiente é,s - 1 , el mayor valor de N 
posible es - 1 . Así, una expresión con a / 0 puede ser cero si y solo si 
todos sus coeficientes son cero. Ahora definimos: 
Ni " V n + ••• +ai2 + ao 
Nz.b/+... + b12 + b 0 
y suponemos que en ninguna de las dos expresiones hay dos coeficientes con-
secutivos no nulos, y que para al menos un 1 es a, / b.. Entonces: 
N2 • Nl * (bn " V 2 " + '•• + (bl " a l , z + (b0 " a 0 ) 
Si aj - b-¡ hay dos casos: 0 bien a¡ = -bj o bien uno de los dos 
términos es cero. En el últjmo caso, la expresión H¿ - N^ tiene un término 
distinto de cero, puesto que el acarreo a la posición i+1 es imposible. En 
el primer caso resulta el término 2b{21 • b|2 1 + l. Puesto que ni Nj ni N2 
tienen dos términos consecutivos distintos de cero, b^+j « a^+j « 0, y el 
término b ^ * 1 permanece en la expresión de N2 - Nj. Si todos los pares 
a.|2 , b ^ 1 se combinan de este modo, la expresión resultante tiene la forma 
(2). No todos los coeficientes son nulos, y por lo tanto es N2 - Nj / 0. 
Así pues, dos expresiones de este tipo distintas representan a números dis-
tintos, c.q.d. 
Esta demostración nos muestra un método para expresar un número en 
su forma canónica (recodificación canónica) y de este modo determinar su 
peso aritmético. 
Otra propiedad importante del peso aritmético es que: 
W(N) ' W(-N) 
Esto puede comprobarse de un modo trivial en la expresión (1) donde 
cada a1 puede ser positivo, negativo o cero. SI se verifica que 
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N » E a,r , entonces es 
i-0 1 
-H • X (-ajr\ 
1-0 ' 
y ambos tienen exactamente el mismo número de términos no nulos en sus for-
mas canónicas. 
El peso aritmético cumple también la desigualdad triangular: 
W(Nj + N2) t WtNj) + W(N2) 
Esto está claro si se considera la suma de dos números N. y N„ que 
están expresados en forma canónica. En su suma pueden producirse acarreos o 
cancelación de términos no nulos, pero el número de éstos en la suma no 
puede exceder a la suma de los términos no nulos de N1 y N2. 
Si cada fallo simple en un sumador produce un valor de error de +2 
para algún 1, entonces se necesitan al menos k fallos simples para producir 
un error de peso k. Inversamente, un fallo múltiple en k componentes produ-
ce un peso de error como máximo de k. Un fallo simple en un sumador produce 
un valor de error de iZ1 si los bits de suma y acarreo se calculan mediante 
circuitos independientes. Sin embargo, los fallos simples en sumadores con 
otra estructura pueden producir valores de error que no son potencias de 
dos. 
3.5.1.2. Errores en un conjunto finito. 
Puesto que en un computador los números enteros se representan me-
diante un número finito de bits, existe un máximo número representable • 
para cada arquitectura particular. Al sumar dos enteros lo que ejecutamos 
en definitiva es su suma módulo m.'Para cualquier par de enteros N, y N2, 
la suma calculada es (N, + «U) módulo m. En representación en complemento a 
2 con n bits, es m « 2 n, y en representación de complemento a 1 es 
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De este modo los operandos N^  y M^ estáfl limitados a un conjunto 
f ini to de valores. Sea Z el anillo f ini to de los enteros módulo m, es de-
c i r , ( 0 , 1 , . . . , m - 1 ) . El Inverso aditivo de N en L se llama complemento de N 
y se denota por H * a - M, siendo 
M * -H (módulo m) 
El peso aritmético como lo definíanos en el apartado anterior sa-
tisfacía la Igualdad W(N) > W(-N). S1n embargo, para M y M en el anil lo Zm, 
W(N) puede no ser Igual a WCR). Por ejemplo, consideremos Z 6 3 , donde 
32 * 63 -32 - 31. Tenemos: 
W(32) » 1; W(32) » W(31) » 2 
Esto es algo indeseable puesto que en este caso la magnitud de 
error no especifica unívocamente su peso aritmético. Por ejemplo, un Inver-
sor cortodrcuitado en un sumador puede generar errores de valor +2* y -2^ 
en diferentes ocasiones, y por tanto, provocar errores de diferentes pesos. 
Para pallar esta dificultad Rao (Rao 1968} Introdujeron el concepto de peso 
aritmético modular para números en un anillo finito. 
El peso modular de un número entero N de Za, denotado por U (N) 
viene dado por la expresión: 
Wm(M) » m1n(W(N), W(Ñ)) 
La distancia modular entre dos números N, y M, de L , denotada por 
cL(M. N2) viene dada por: 
Wi1 = V VV • V w 
En general para números en 1 no se verifica la desigualdad trian-
gular: 
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Veamos con un ejemplo el hecho de que debemos considerar el máximo 
número representable m en la definición de peso aritmético. Consideremos un 
error que cambia la representación en 4 bits de 0 (0000) en 15 (1111). El 
valor de error es aparentemente 15, y el peso del error es 4. Pero si la 
suma se está haciendo en aritmética de complemento a 1 , es m « 15 y además 
0000 y 1111 representan el mismo número, luego no se ha producido error. SI 
estuviéramos usando aritmética de complemento a Z, sería m • 16, y el valor 
del error sería -1 (mod. 16). El peso del error sería 1. 
3.5.1.3. Conjuntos de error. 
Consideremos Re, RQ y E enteros pertenecientes a Z^, y procedamos a 
definir las clases de error en Z . Denotamos el conjunto de todos los erro-
res en Z^ con peso modular igual a d por V(m,d), y el conjunto de todos los 
errores en Z de peso modular menor o igual que d por U(m,d). El conjunto 
de todos los errores de peso modular 1 se llama conjunto de errores sim-
ples, los de peso modular Z, errores dobles, etc. También U(m,d) es igual a 
la unión de los conjuntos V(m,l), V(m,2), . . . . V(m,d). 
3.5.Z. Tipos de códigos aritméticos. 
Podemos clasificar los códigos aritméticos en dos tipos: Separados 
y no separados. 
En un código no separado un dato N, se codifica como N¡ = f (N , ) . En 
estos códigos, la codificación de la suma de dos datos N. y N, se obtiene 
ejecutando una operación binaria sobre N¡ y NÍ .ES decir que: 
f ( | M 1 + M 2 l m ) . N [ ' N ¿ 
El concepto se ilustra en la figura 3.1. 
En un código separado, la codificación de un dato Nj se obtiene me-
diante la concatenación de Ns y un símbolo redundante, calculado a partir 
de N. mediante la aplicación de una función C. De este modo, 
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N
' . 
"' , 
r 
F 
FÍNO-NÍ^ 
F(N21-NJ 
o 
* 
-
NJ cH 
Figura 3.1 
f(N.) = C(N,),N,. Así son independientes las operaciones efectuadas sobre 
la parte de datos de las efectuadas sobre la parte redundante. 
f(Nj + H¿) - CÍNj) * C(N2), |Nj + N 2l m 
El concepto se ilustra en la figura 3.2. 
Jül. 
N2 
C 
c 
• i 
"z 
C(« 
+ 
. 
IVN2 I , 
) 
»,-, , 
0 
I < I ", + »2 I J 
Figura 3.2 
Los códigos aritméticos pueden también clasificarse como sistemátl-
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eos y no sistemáticos. En un código sistemático, la codificación de un dato 
N. tiene un subeampo que es igual a N,, y el resto está compuesto por la 
redundancia. Un código no sistemático no cuenta con esta propiedad. 
Los códigos separados son trivialroente sistemáticos, mientras que 
la Myoría de los no separados son no sistemáticos. 
Existen fundamentalmente tres tipos de códigos aritméticos: Códigos 
AN, códigos gAN y códlgosde residuos. 
3 .5 .2 .1 . Códigos AN. 
En estos códigos, también llamados códigos de producto, la forma 
codificada de un número N es la representación en base r con n dígitos del 
producto AN, donde A es una constante llamada "generador del código". 
El número de dígitos que son necesarios para representar un número 
N en base r, es el menor entero mayor que log N. El número de dígitos nece-
sario para representar AN es el menor entero mayor o igual que log AN = lo-
9 N •» log A. La cantidad log A se llama redundancia del código. El número 
de dígitos redundantes necesarios para esta representación difiere de log A 
en aenos de 1. 
Consideremos la suma de dos números enteros N, y Np. La suma de sus 
formas codificacas AN, + AN~ es Igual a A(N, + N~), que es la ¡urina codif i -
cada de su suma. El resultado de la suma de dos palabras código es entonces 
otra palabra código siempre que N, + N„ < m. En general se verif ica que: 
A
'
N1 + Vm • '*"l + * " 2 ' A . 
Así pues se puede comprobar si se han producido o no errores en la 
suma. Un error E en ésta provocará: 
S • A(NX + N2) + E = AN3 + E 
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La comprobación puede consistir en verif icar si la suaa obtenida es 
una palabra código, cosa que harenos dividiendo S por A y viendo s1 el res-
to es cero. Esto es lo mismo que obtener el residuo Módulo A de la s im. 
|SI A » |AM3 + EIA • iAN 3 lA+ |E I A - |EIA 
Si no se ha producido error es E » 0 y por tanto |EL » 0. SI E es 
un múltiplo exacto de A también es |EI A » 0 y el error permanece Indetecta-
do. Sin embargo, se suele elegir A de modo que la probabilidad de que apa-
rezca un error Indetectable sea muy pequeña. El concepto de la detección de 
errores se muestra en la figura 3.3. 
m ^ l - KÍ | N + N 2 | m> 
RESIDUOS 
MODULO A 
Figura 3,3 
Por ejemplo, para detectar errores simples necesitamos que la dis-
tancia mínima entre palabras código sea d » 2, es decir, que no haya dos 
palabras del código con distancia 1 . De este modo, para todos los M, y M« 
se verif ica: 
ANj - AN2 ' A(N1 - N2) / br^, con 0 < b < r 
Esto puede asegurarse eligiendo A primo respecto de r y mayor que 
r. La elección A - r + 1 es siempre válida. Un código 3N es capaz de detec-
tar cualquier error simple en una representación binaria. Un código U N lo 
hará en una representación decimal. Así pues, la detección de errores sim-
ples necesita una cantidad fija de redundancia para una base dada, indepen-
* * 1 
« 2 
+• 
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dlentemente del tamaño de los números N. La redundancia necesaria es 1o-
9r(r • 1), con lo cual no necesitamos ni menos de uno n1 mas de dos dígitos 
extra. Esto es análogo al hecho de que con un solo símbolo de paridad se 
pueden detectar todos 1os errores simples en un código de tipo paridad. In-
dependientemente del tamaño de las palabras. 
3.5.2.1.1. Corrección de errores con códigos AN. 
Para un entero X denotamos por S(X) el síndrome de X tal que se ve-
rifica: 
S(X) = |xiA 
Suponemos que las operaciones aritméticas de Interés son cerradas 
respecto del código. De este modo, el resultado esperado de la operación, 
R es una palabra código, y por tanto, es múltiplo de A. Entonces, el 
síndrome del resultado obtenido es: 
s ( R o ) " | R o U " l l R e + E'M'A * l |AN + E | M ' A (M " An,) 
Como M es múltiplo de A, HAN + El^lA • |AN • E I A , y por tanto: 
S(RQ) • IEIA • S(E) 
Deducimos entonces que el síndrome del resultado de una operación 
aritmética es el síndrome del error E. Un error E i O se dice que es detec-
table bajo A s1 y solo si es S(E) » IElA / 0. 
Lema 3.1. 
Un código AN en L. puede detectar cualquier error del conjunto 
U(M,d) si y sólo si para cualquier EeU(M.d) es S(E) i 0, es de?1r, que el 
conjunto de errores U(M,d) es detestable bajo A (generador del código) si y 
sólo s1 el código AN es capaz de'detectar todos los errores de peso modular 
d o menor. 
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Además, si dos errores no nulos y distintos E. y E_ tienen sus 
síndromes no nulos y distintos, dichos errores se llaman distinguibles bajo 
A. Si cualquier par distinto de errores E.¡ y E1 U(M,t) es distinguible ba-
jo A, los síndromes de todos los errores en U(M,t) son distintos. De este 
modo podemos asociar cada error a un síndrome, y por lo tanto localizarlo y 
corregirlo. 
lema 3.Z. 
Un código AN puede corregir cualquier error en U(M,t) si cualquier 
par distinto de errores de U(M,t) es distinguible bajo A. En otras pala-
bras, que para poder efectuar la corrección de errores debe existir una co-
rrespondencia biunlvoca entre el conjunto de los errores que queremos co-
rregir y el conjunto de todos los síndromes. 
Veamos ahora la relación existente entre la distancia mínima de un 
código AN y su capacidad de detección y corrección de errores. 
Teorema 3.6. (Rao 1974). 
Un código AN en ZM puede detectar cualquier error EtU(M.d) s i y 
solo si la distancia modular del código es al menos d + 1 . También un códi -
go AN en L. puede correg i r cualquier error E í U(M,t) si y solo s1 l a d is -
tancia modular del código es al menos 2t + 1 . 
De un modo mas general, un código AN puede detectar cualquier error 
en U(M,d) y corregir cualquier error en U(M,t) si y solo s1 la distancia 
modular del código es al menos t + d + 1 . 
Los códigos con distancia mínima mayor que 2 pueden descr ibirse en 
términos de un número M (A.d) que se define como sigue (Peterson 1961): 
M (A,d) es el menor entero posi t ivo ta l que su producto por A tiene 
peso ari tmético menor que d. Es decir : 
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WjAMÍA.d)) < d M r 
En el caso binario es r « 2 y denotamos este entero por M.fA.d) o 
bien únicamente por M(A,d). 
Teorema 3.7. 
Para todo A y r, si N se restringe al rango 0 '< H < M (A,d) o al 
1 1 
rango - j M (A,d) "< N < » M (A,d), el código AN tiene distancia mínima d. 
Demostración. 
S1 N, y N. están ambos dentro del rango, se verifica que 
N l " N2 < M r ( A , d ) y ANj - AN2 < AMr(A,d) y por lo tanto, por definición de 
M (A,d), AN, - ANo tiene peso mayor que d - 1 . 
El problema ahora es encontrar ; el:rango de información m para un 
entero impar dado A, para lograr corrección de errores simples (distancia 
3 ) . 
La longitud de r módulo A, para A y r primos entre s i , es el menor 
entero positivo 1 tal que r * ±1 (mod. A). Llamamos a este entero L (A). 
Si la base es r * 2, lo llamamos simplemente L(A). 
El orden de r módulo A, para A y r primos entre si es el menor en-
tero positivo i tal que r » 1 (mod. A). Lo denotamos por e (A). Para r • 2 
lo denotamos simplemente por e(A). También se le conoce por el nombre de 
"exponente". 
Ejemplos de longitud y orden son los siguientes: L ? ( l l ) * 5, puesto 
que 2 • -1 (mod. 11); pero su orden es e 2 ( l l ) » 10, puesto que el menor 
4 
entero positivo 1 que verifica 2 = 1 (mod. 11) es 10. Por otro lado, la 
longitud de 2 módulo 7 y-.el orden de 2 módulo 7 tienen el mismo valor, 
1(7) • e(7) » 3 
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En el anil lo ZA, las potencias sucesivas 4e r (para A y r primos 
entre si) generan un subgrupo multiplicativo en ZA. El conjunto de los en-
teros en Z, que son primos respecto de A forman un grupo muí t ip i l cativo 
G(A), llamado sistema de residuos reducido. El grupo multiplicativo genera-
do por r en ZA es un subgrupo de G(A). En este caso G(A) está formado por 
todos los elementos no nulos de GF(A). 
S1 r genera completamente el grupo G(A), entonces a r se le llama 
elemento primitivo en Z . . En GF{A), las potencias de r completan todos los 
elementos no nulos de GF(A) si y solo si r es un, elemento primitivo de 
GF(A). 
Consideremos por ejemplo GF(7) * l,. Las potencias de 2 generan el 
conjunto (2, 4, 8*1), y no completan todos los elementos no nulos; es 
2 
e-(7) " 3. Por otra parte, con las potencias de 3 se generan (3, 3 «2, 
3^=6, 3*»4. 35»5, 3 6 - l ) , completando GF(7), y es e3(7) » 6. Así, 3 es un 
elemento primitivo de GF(7), Para cualquier elemento primitivo r de GF(A) 
se verifica que er(A) » A - 1 . 
Teorema 3.8. (Brown). 
Dado un entero positivo A 5 3, MJA.S) es el entero que para el me-
nor k positivo satisface: 
M2(A,3) * (2k i 1)/A (3) 
Este teorema se obtiene naturalmente de la definición de H (A.d). 
Puesto que A es impar, AN no puede ser igual a 2 . IMA.S) es el menor en-
tero N tal que el peso aritmético de AN es 2 o menor. Así pues, AM2(A,31 
debe tener peso 2, o en otras palabras, debe tener la forma 2 t 2^ para 
1 > j. Factorizando obtenemos que 2 ± 2^* * (2 ^ + 1) 2^. Puesto que 2^ es 
primo respecto de A, 2J debe ser submúltiplo de MJA.3), y para algún 
N <M2(A,3), AN es de la forma 2 k + 1. Esto contradice la definición de 
M,(A,3). De este modo, 2^ * 1 y AM2(A,3) debe ser de la forma 
2* + 1. c.q.d. 
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Si se conoce K A ) , entonces MÍA,3) se obtiene directamente de (3). 
La cuestión entonces es como encontrar L(A) 
Lema 3.3. 
Dados dos enteros r y A primos entre s i , L (A) debe ser o bien 
er(A) o bien e r (A)/2. 
Demostración. 
De la definición de I J A ) y e j a ) sabemos que es L_(A) t eJA) . r * T T r 
Tambi_én que se verifica: 
L JA) 
r r - 1 (mod. A) si y solo s1 LJA) - e J A ) . 
LJA) 
Supongamos que es r « -1 (mod. A). Por lo tanto, es 
eJA) / Lr(A) y se verifica que: 
2LJA) 
r r s i (mod. A). 
fsto significa que eJA) es submúltiplo de LJA) . Si es 
er(A) » 2Lp(A), entonces L jA ) » e r (A) /2 . S1 er(A) es un divisor propio de 
2LJA), entonces es eJA) i. LJA) , lo que contradice los resultados ante-
riores, c.q.d. 
Teorema 3 .9 . 
Para un entero impar A se verifica que: 
AMJA.3) • 2 L ( A ) + l s1 y solo s1 2 L ( A ) s -1 (mod. A) 
AM (A.3) « 2 L ( A ) - 1 si y solo si 2 L ( A ) - 2 e ( A ) s 1 (mod. A). 
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Lema 3.4. 
r es un elemento pr im i t i vo de un campo f i n i t o GHA) s1 y solo si 
e r(A) * A - 1 y L r(A) = (A - l ) / 2 . 
Demostración. 
Consideremos GF(A). Si r es elemento p r im i t i vo , entonces 
eJA) = A - 1 . Del lema 3.3, LJA) * eJA) /2 o e j A ) . Si es r r r r 
L r(A) - e r (A ) /2 , entonces es L (A) • (A - l ) / 2 . S1 L r(A) « e r (A) , entonces 
no existe ningún j ta l que H 5 -1 (mod. A). Así, r no genera - 1 , y por 
tanto no es elemento p r im i t i vo . Así, debe ser L (A) » (A - l ) / 2 . 
Inversamente, sea e j A ) * A - 1 . Entonces las potencias sucesivas 
de r generan S • ( r , r r ~1«1). Los elementos de este conjunto S de-
ben ser d is t in tos si r* * r (mod. A) para 1,j 4 A - 1 . Entonces, r*~ o 
r * « 1 (mod. A), l o cual es absurdo. Además, r y A son primos entre s1, 
Igual que p y l para todo j . Así el conjunto S t iene A - 1 elementos d i s -
t i n t o s , cada uno primo respecto de A. Esto puede ser c ier to únicamente s1 A 
es primo y si r es elemento pr imi t ivo de GF(A). c .q.d. 
Teorema 3.10. (Brown, Peterson). 
Siendo A un número impar primo, 2 es eleaento pr imi t ivo de GHA) s1 
y solo s1 se v e r i f i c a : 
AM2(A,3) - 2 ( A " 1 ) / 2 + l 
-2 pero no 2 es elemento pr imi t ivo de GF(A) si y solo si se v e r i f i -
ca: 
AMJA.3) * 2 ( A - 1 , / 2 . 1 . 
Estos códigos cuyos generadores A son primos y tienen a 2 o -2 cono 
elementos primitivos de GF(A) se llaman códigos de Brown Peterson. Son ca-
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paces de corregir errores simples. 
Un código se llama perfecto si cualquier elemento de G(A) se u t i l i -
za para corregir errores en el conjunto U(M,d) para algún d > 1 . Los códi-
gos de Brown-Peterson son perfectos. 
En la tabla 3.1 se listan algunos códigos de este tipo. 
A 
11 
13 
19 
23 
29 
37 
47 
53 
L(A) 
5 
6 
9 
11 
14 
18 
23 
26 
e(A) 
10 
12 
18 
11 
28 
36' 
23 
52 
M(A,3) 
3 
5 
27 
89 
565 
7805 
178481 
1266205 ,'.' 
AH(A,3) 
2 5 + 1 
2 6 + 1 
2 9 + 1 
2 1 1 - ! 
2 1 4 - 1 
2 1 8 - 1 
2 " - I 
> 2 2 6 - 1 
Tabla 3 . 1 . 
3.5.2.2. Códigos sistemáticos no separados. 
Los códigos sistemáticos pueden ser de dos tipos, separados y no 
separados. Como códigos separados estudiaremos los códigos de residuos. Es-
tudiamos a-continuación los códigos sistemáticos no separados haciendo én-
fasis en el mas práctico, que es el código gAN. 
Puede observarse que dado un código AN con 2 < A < 2 a , podemos 
obtener de el un subcódigo sistemático si codificamos la información N en 
la forma siguiente (Peterson 1961), (Massey 1964): 
X « N2a + C^N), siendo C^N) * |-N2atA 
De la expresión anterior obtenemos dos conclusiones: 
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-X es múltiplo de A, por tanto es una palabra código. 
-Los dígitos de mayor orden de'X representan (en forma binarla) la 
Información N que queríamos codificar, y los de menor orden representan la 
parte redundante. Por tanto, este código es sistemático. 
Tomemos como ejemplo el código 3N. Podemos obtener un subcódigo 
sistemático del mismo como: 
X « N22 + C ^ M ) . donde C^N) « l-N22l3 * |-Ml3 • |2Hl3 
De este modo con este código representamos un número N en la forma: 
X = 4N + |2Nl3. 
Cada una de estas palabras código pertenece al código de partida, 
pero no todas las palabras código del AN de partida están presentes en el 
subcódigo sistemático. 
Concluimos entonces que el código no puede ser cerrado respecto de 
la suma ordinaria. Este hecho queda Igualmente claro cuando sumamos las pa-
labras código que representan a dos números N, y N, usando un sumador bina-
rlo convencional. El acarreo de la parte redundante se propaga a la parte 
de información, con lo que el resultado no siempre será la palabra código 
que representa a N, + N-. 
Para eliminar este Inconveniente, Garner (Garner 1966) Introdujo 
una variedad de subcódigo sistemático con los dígitos de infomaclón en la 
parte menos significativa de la palabra código y los dígitos redundantes en 
la parte mas significativa. Este tipo de códigos los estudió Rao (Rao 1972) 
con el nombre de códigos IgANL. 
3.5.2.2.1. Construcción de los códigos gAN. 
Consideremos un código AN que representa información en el rango 
0 X H < m, de modo que A y m sean prrnos sntre ;i [m es de la forma 2. o 
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k 1 2 ). Entonces, existe un subcodígo sistemático IgANL en el cual M » Am y 
se verifica: 
gA » Cj^ m + 1 para 0 < Cl < A 
gA es la palabra código que representa 1a unidad, y también puede 
denotarse por el par (C.,1). De lo anterior vemos que C.m + 1 es múltiplo 
-1 de A, por lo tanto, iC.m + 1|.* 0, de donde obtenemos que C, • l-m lft. 
Oe este modo, la palabra código que representa a un número N e Z m 
sera: 
|gAHlM » iCjNm + NlM • |CjNlAm + N 
SI denotamos CN • IC^Nl^ » l-Nm" l A , tendremos: 
IgANL ' C|J» + N, que también puede representarse por (CN,N). 
Oe aquí obtenemos la representación binarla de 1a palabra código 
X • IgANL como un vector: 
X * xn_i» xn_2> *••• \ ' x k- i *0 d o n < l e 
k-1 . 
N - £ X. 2 1 , y 
1-0 ' 
n
"
1
 1-k 
C - 2 X. 2J * 
" J-k J 
Podemos también escr ib i r la palabra X como: 
n-1 
X « IgANL • £ X, ¥<f donde V4 viene dado por: 
" J,Q J J J 
V, » 2J para j • 0,l,...,k-l, y 
V. • m 2J*I( para j «k,k+l,...,n-l 
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Veamos ahora como queda la estructura de suma para este tipo de có-
digos. . *' 
Consideremos las dos palabra código siguientes: 
X « CNJm + N ^ Y • CN2m + N2 
que representan respectivamente a los números N, y N- de iL. Su suma es: 
Z « IX + YlM « |(CNj + CN2)m + Nj + N2IH- Por lo tanto, 
Z » l(CN1 + C N 2 + T)m + |Nj + N2lmlM, o bien: 
Z » |CN1 + C N 2 + T)lAm + \HÍ + N2lm, don de T es: 
T - 1 si Nx + N2 J- m, y 
T - 0 si Nj + N2 < m 
Llamando N, « |N. + N-l a la suma módulo m de las partes de infor-
mación de los operandos nos queda, 
Z - |CM1 • C N 2 • TIAm • N3 
Oe aquí se sigue que Z es la palabra 'código que representa a N«, 
con 
CN3 " |CN1 + CN2 + T|A • '-V^A 
De este modo hemos obtenido la estructura de la suma de palabras 
código en un sut>código sistemático. En la figura 3.4 se supone que las par-
tes de información (k bits de orden inferior) usan un sumador módulo •, y 
propagan un acarreo T a la parte redundante si es N. • M 2 > «. Las partes 
redundantes C,,, y C M 2 así como el acarreo T usan un sumador módulo A para 
obtener Cu,. 
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SUMADOR MODULO 
A 
en 
SUMADOR MODULO 
Figura 3.4 
3.5.2.2.2. Corrección de errores simples. 
Un error simple E en el sumador mftijlo^H (M » Am) se define del s i -
guiente modo: 
E • tV , , donde V, - 2 J para j » 0 ,1 k-1 
, j -k V, * m2J para j « k,k+l n-1 
Un error negativo -V^ equivale a H - V,. Si tomamos valores arbl-
trarlos de A y m estos errores negativos no siempre serán de la forma +2J. 
Sin embargo, s1 tomamos m « 2 k , el conjunto de los errores simples coincide 
con V(M,1), que es el conjunto de errores modulares simples definido en el 
modelo de error aritmético. Para el caso general de A y m cualesquiera, de-
bemos ampliar el modelo de error, definiendo el peso y la distancia siste-
máticos. 
El peso sistemático de un número N de 2 , denotado por £(N) es el 
mínimo número de términos no, nulos en la representación d e N o d e M - N « Ñ 
en la forma: 
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Vjl + a 2 V j 2 * "• 
Donde a, es 1, 0 o -1 y V14 son los valores de los dígitos deflnl-
k 1 dos anteriormente. Cuando m » 2 , entonces es V, • 2J para J « 0 n-l, y 
£(N) • £(Ñ) • m1n(W(N),w(Ñ)), de modo que el peso sistemático coincide 
con el peso modular UM definido en el modelo de error. 
Para x.yeZm, sea x-y la diferencia en Zra. Entonces, 
La distancia sistemática entre x e y, denotada por Q(x,y) viene da-
da por el peso sistemático de la diferencia £(x-y). Esta distancia cumple 
las siguientes propiedades (Rao 1972): 
1) D(x,y) = D(y,x) 
2) 0(x,y) ? 0 ( la Igualdad solo si x • y) 
3) Para x.y.z de 1 , con m » 2 y A de forma tal que la suma módulo 
A no necesite mas de dos realimentaciones de acarreo, entonces: 
0(x,y) + D(y,z) ^ D(x,z) . 
Así pues, s1 m y A son de forma tal que se cumplen estas tres pro-
piedades, la distancia sistemática es una métrica. 
Un error E de ZM se dice que es un error de peso d si y solo si 
£(E) «d. 
Vemos a continuación unos teoremas que relacionan la distancia sis-
temática con las propiedades de control de error del código. La demostra-
ción de los mismos puede encontrarse en (Rao 1974). 
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Teorema 3.11. 
Un código gAN tiene distancia sistemática minina d dada por: 
m • 2k-í:M(A.d) 
Teorema 3.12. 
Supongamos que la desigualdad triangular se verifica en L. con la 
distancia sistemática. Entonces el código gAN puede detectar cualquier 
error E de peso d o menor si y solo si la distancia sistemática mínima del 
código es al menos d+1. También puede corregir este eódlgo cualquier error 
E de peso t o menor si y solo si la distancia sistemática mínima es al me-
nos 2t+l. 
Estos dos teoremas pueden combinarse. Las propiedades de control de 
error de un código AN pueden.transferirse a su correspondiente subcódigo 
gAN con til que la suma módulo A no necesite mas de dos realimentadones de 
acarreo, y que m • 2 • M(A,d). 
Por otra parte, s1 la suma módulo A necesita mas de dos realimenta-
dones de acarreo, no se verifica la desigualdad triangular y no es fácil 
establecer las propiedades de control de error del código. Este caso fue 
estudiado por Varanasl y Rao (Varanasl 1972). El teorema que se enuncia a 
continuación resume los resultados de dicho estudio. 
Teorema 3.13. 
k 
Un código gAN con m = 2 es capaz de corregir t errores s1 y solo 
$1 se verifica: 
m < M(A,3) para t » 1 
m < M(A,3)/2 para t*? 1. " 
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Si queremos construir un código gAN que sea capaz de corregir todos 
los errores simples (de peso sistemático 1 y del tipo 2J o M - 2 J ) , enton-
ees A debe ser un número primo que tenga 2 6 - 2 como elemento primitivo del 
campo de los enteros módulo A. 
Por ejemplo, si A « 29, el sumador para la parte redundante tendrá 
cinco dígitos y necesitará dos realimentacIones de acarreo, pues 
3 2 - 2 + 1 (mod. 29). Si A » 53, éste tendrá seis dígitos, y el número de 
realimentaciones de acarreo necesarias será 3, pues 64 * 8+2+1 (mod. 53). 
Para que se cumplan los teoremas anteriores debemos elegir A de modo que no 
se necesiten mas de dos realimentaciones de acarreo. En la tabla 3.2 se 
muestran algunos valores de A que satisfacen esta condición, y permiten la 
i. 
corrección de errores simples para k ^ k (2 ^ M , ( A , 3 ) ) . k representa el 
número de dígitos de información y c el número de dígitos redundantes. 
A 
19 
29 
47 
61 
121 
. 
A I U A , 3 ) 
2 1 4 + 1 
2 2 3 - l 
2 3 0 + l 
2 5 5 + l 
max 
4 
9 
17 
24 
48 
Tabla 3.2. 
3.5.2.3. Códigos separados. 
Consideraremos ahora las propiedades de detección y corrección de 
error de los códigos separados, es decir, aquellos que operan de un modo 
independiente con la parte de datos y con la parte redundante. 
Un código separado tiene en general la forma (C(N),N), siendo C{N) 
el símbolo redundante correspondiente al número N. Peterson (Peterson 1961) 
demostró que todos los códigos separados son equivalentes a códigos de re-
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siduos. Consideró la estructura de suma de la figura 3.5 
iQ-
C(H ) 
C(N-) 
Figura 3.5 
Es decir, que ta suma de las dos palabras código (C(N.).N.) y 
(C(N2),N2) la definimos como: 
(C(Nj). Nj) + (C(N2), M2) ' (CÍNj) * C(N2), Nj + Ng) 
La suma de dos palabras código Implica dos operaciones + y *, en 
las partes de dato y redundante respectivamente, por lo tanto, para que el 
código sea cerrado respecto de la suma debe cumplirse: 
Cíl^) * C(N2) * CÍNj • M2) 
De este modo, la detección de errores se efectúa simplemente com-
probando si la suma de dos palabras código es otra palabra código. 
Tomando N. y H? del conjunto infinito de los números enteros, y su-
poniendo que el número de símbolos redundantes es menor que el número de 
símbolos de Inforaaclon (C(N) con un número f in i to de dígitos), Peterson 
obtuvo el siguiente resultado: 
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Teorema 3.14. 
S1 hay mas símbolos de Información que redundantes y éstos satisfa-
cen la condición: 
CÍM^ * C(N2) * CÍNj + N 2 ) , 
entonces C(N) debe ser el residuo módulo b de N en una forma codificada, 
siendo b el número de símbolos redundantes distintos, y * la suma módulo b. 
De este teorema concluimos que los códigos separados deben ser de 
la forma (INI^.N). Peterson obtuvo este resultado para el conjunto Infinito 
de los números enteros, pero en la práctica, M. y N2 van a ser números for-
mados por una cantidad finita de dígitos. N, y N~ pueden tratarse como ele-
mentos de Z^, y su suma como la suma módulo m: |N, + N2I . Según trabajemos 
en aritmética de complemento a 1 o de complemento a 2, m será de la forma 
2 n o 2n-l respectivamente. 
Rao (Rao 1974) generalizó los resultados obtenidos por Peterson: 
Lema 3.S. 
Para cualquier H es l|M| | • INl si y solo si x es múltiplo de y. 
Teorema 3.15. 
Sean H^ y N2 elementos de Z , y sea + la suma en Z . Supongamos que 
C(N) no necesita para su representación mas dígitos que N. Entonces se ve-
rifica: 
CfNj + N2) = C(NX) ' C(N2) 
si y solo si para algún b se cumplen las tres condiciones siguientes: 
1) C(N) > |Nlb 
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2) * es la suma módulo b. 
3) n es múltiplo de b. 
Veamos a continuación algunos ejemplos. 
Tomemos el anil lo Z^ de los números enteros con m • 2 - 1 (esto 
significa que representamos los enteros con 10 bits y trabajamos en aritmé-
tica de complemento a 1 ) . Para formar un código de residuos ( INL.N) que 
sea cerrado respecto de la suma, debemos elegir b de modo que m sea múlti-
plo de b. Así pues, podemos elegir entre los siguientes: 3, 11, 31, 33, 93, 
341, 1023. SI elegimos b « 1023 el residuo se convierte en una mera dupli-
cación del dato a codificar. 
SI tomamos el anillo Z^ con m • 2 (trabajamos en aritmética de 
complemento a 2 ) , cualquier código de residuos (|NL,N) deberá tener b de 
tal modo que 2 sea múltiplo de b. Por lo tanto, b será también una poten-
cia de 2 , con lo cual |NL es simplemente la duplicación de los bits menos 
significativos de N. Es evidente que este código no podrá detectar errores 
en los bits mas significativos de N salvo en el caso en que b » m, que no 
es eficiente. 
3 .5 .2 .3 .1 . Detección de errores con códigos separados. 
Hemos visto que si trabajamos con un código de residuos, la parte 
de datos y el residuo se procesan en unidades Independientes. Esto quiere 
decir que para efectuar la suma de dos palabras código utilizamos un suma-
dor para los datos y otro para los residuos. S1 el código es cerrado res-
pecto de la suma (m es múltiplo de b) , las salidas de ambos sumadores S y R 
deben formar una palabra código. Por tanto, s1 queremos detectar si se ha 
producido o no error, bastará con comprobar s1 la salida es una palabra có-
digo. Así, la función del detector de error (figura 3.6) será verif icar la 
relación existente entre ambas salidas, y podrá consistir en un generador 
de residuo y un circuito ^amparador. 
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I CORRECCIONES 
GEN, 
RESj I 
S: 
*" l " l I b° I N 2I 
Figura 3.6 
S1 m no es múltiplo de b, el código no es cerrado respecto de la 
suma para todos los valores N, y N», y por tanto, S y R no siempre forman 
una palabra código. S1n embargo, podemos aplicar algunas correcciones para 
lograr que, siempre que no se haya producido error, S y R formen una pala-
bra código. 
Al construir un código de residuos es importante elegir la base b 
de modo que puedan detectarse los errores mas probables (en principio los 
errores simples). Distinguimos dos casos: 
-Error en el sumador de datos. La salida del sumador es 
S « S + E • N, + N- + E, donde E representa el error. El error E 
es un elemento de U(m,d). El detector de error calcula el residuo módulo b 
de S , que es: 
' V b • "se + E lb 
que se compara con R • |S L y se genera una señal de error s1 es lEL / 0. 
"e'b 
-Error en el sumador de residuos. Sea R • |Re + elb la salida 
errónea del sumador de residuos, donde e es el error. R se compara con 
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|S l D , y se detecta error cuando l e l b / 0. En otras palabras, e puede detec-
tarse s1 no es múltiplo de b. 
Un problema de esta estructura de detección de errores es que s1 se 
produce un error, es Imposible saber s1 ha fallado el procesador de datos o 
el de residuos. 
3.5.2.3.2. Corrección de errores con códigos separados. 
Hemos visto que con los códigos de residuos podemos detectar erro-
res, pero no corregirlos. A f in de dotar a éstos de capacidad de corrección 
de errores, podemos hacer una generalización de estos códigos Introducida 
por Rao (Rao 1974) que nos lleva a los códigos multlrreslduo. Un dato X de 
m^O* P0<ienos codificarlo en forma multlrresiduo como un vector de t+1 com-
ponentes: 
x —- (x. | x i m l , ix i m 2 |x i r a t ) - (X, xx x t ) 
donde X^  « |x lm 1 es el residuo de X módulo m ,^ y m^  para 1 <L 1 •£ t son las 
bases de residuo. Normalmente se eligen como bases números primos entre s1. 
Con este tipo de códigos, las operaciones aritméticas entre pala-
bras código se ejecutan componente a componente. Por ejemplo, la suma de 
dos palabras código X e Y es: 
X + Y
-
(
'
X + Y U . 'Xl + Vml ' x t + Vmt> 
Las unidades necesarias para ejecutar todas estas sumas son Inde-
pendientes entre s i , de modo que no hay transferencias de acarreo entre 
unas.y otras. De este modo, los posibles errores que se produzcan en una de 
las unidades no pueden contaminar al resto. Uno de los códigos que encuen-
tran mayor aplicación en unidades aritméticas es el código birreslduo. 
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3.5.2.3.3. Códigos blrreslduo. 
Un código blrreslduo es un código' separado con dos residuos. Un da-
to N de Z^Q se codifica mediante la terna (K.M^.Ng). siendo Mj • i N l ^ y 
N~ » INI - • Formalizando la definición: 
Una terna (x.y.z) se llama palabra código blrreslduo respecto de 
las bases n^ y m2 s1 y solo s i : 
y - Ul f f l l , z - I x l ^ . 
El síndrome de la terna (x.y.z) respecto de las bases m, y «u» de-
notado por S(x,y,z) es un par (S..S-), donde: 
s i • l x - y 'ü i * y s2 m l x - z l«2 
Deducimos de estas dos definiciones que una terna (x,y,z) de ente-
ros es una palabra código blrreslduo respecto de las bases m, y nu si su 
síndrome S(x,y,z) respecto de ra, y ni, es igual a (0 ,0) . 
Supongamos que se produce un error al procesar uno de los compo-
nentes de la palabra código. Podemos distinguir tres casos: Error en el da-
to, error en el primer residuo y error en el segundo residuo. 
-Error en el dato. La palabra errónea será (x",y,z) con 
x" » lx + E I^Q. Si calculamos el síndrome S(x,y,z) « (S 1 ( S 2 ) . será: 
S l = l | x + E 1 m O - y ' m r S 2 - " X + E i « 0 - Z l m 2 
Si las dos bases de residuo m. y m. son divisores del rango de re-
presentación nú (el código es cerrado), entonces, el síndrome es: 
S(x",y.z) = (S1.S2) • (lEl^.lEl^l -S(E,0,0) 
Un i rimen te quedi indetectaiio el error (y por lo tanto no puede co-
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rreglrse) si para E / O se verifica: 
lEl^ - l E ^ • O 
Esto ocurre únicamente en el caso de que E sea múltiplo de m, y de 
m«. 
-Error en el primer residuo. La palabra errónea es ahora (x,y",z), 
donde y" • ly + e L i - E1 síndrome es: 
Síx.y'.z) - (Ix - y'l^.lx - zl^) - d-elml.O) 
Solamente queda indetectado el error si para e/o es i-eI , » 0, 
caso que no puede darse porque no puede ser e > m , . 
-Error en el segundo residuo. Ahora la palabra errónea es (x ,y ,z" ) , 
donde es z" « Iz+e1^- El síndrome es: 
S(x,y,z") - (1x-ylm l . I x - z ' l ^ ) » {0, l - e l ^ ) 
Cuando fal la uno de los dos residuos, el síndrome tiene exactamente 
un componente no nulo. Oe este modo, si se eligen adecuadamente las bases 
" i y "oí <te forma que para cualquier error en el dato ECUdiu.d) sea 
'
E
'ml ^ ° y ' E ' m 2 ^ ° * e 1 " m l r o B e d e 1 a P«1*bra errónea tendrá sus dos 
componentes no nulos. Esto nos permite localizar perfectamente el error. 
SI suponemos que en el mismo Instante no puede fa l lar mas que una 
de las tres unidades, el síndrome localizará unívocamente la unidad que ha 
fallado: 
a) Sj / 0 S, / 0 Error en el dato. 
b) S, f 0 S2 * 0 Error en el primer residuo. 
c) S, • 0 S2 f 0 Error en el segundo residuo. 
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d) Sj ' O S? » O No hay error. 
Sí se localiza el error en uno de. los dos residuos, podemos efec-
tuar la corrección calculando de nuevo el residuo tomando como base de par-
tida la parte de dato del resultado obtenido. S1 lo que ha fallado es la 
parte de dato, seremos capaces de determinar el error partiendo del síndro-
me (Sj.Sp), siempre que hayamos elegido las bases m. y m_ de modo que exis-
ta una correspondencia unívoca entre el conjunto de los síndromes que t ie -
nen sus dos componentes no nulas y el conjunto de los errores que queremos 
corregir (estos serán aquellos cuya probabilidad de ocurrencia sea mayor). 
La forma de trabajo mas cómoda con estos códigos se produce cuando 
se cumplen las tres condiciones siguientes: 
1) El rango de representación es mQ « 2n - 1 , lo que significa que 
la unidad aritmética (para datos) tiene un ancho de n bits y además trabaja 
en aritmética de complemento a 1 . 
ci 
2) Las bases de residuos se toman de la forma m^ « 2 - 1. De este 
modo, como veremos a continuación, tanto la codificación como la generación 
del síndrome son sencillas de realizar. 
3) Los operadores de los residuos tienen longitud c, y c. respecti-
vamente, que deben ser divisores de n. 
Con estas condiciones se logra automáticamente que el código sea 
cerrado respecto de la suma. Si no se cumplen, tendremos que Introducir al-
gunas correcciones en el proceso de los residuos, como veremos en el si-
guiente capítulo. 
Ahora el problema que se plantea es la elección de las bases de re-
siduos m, y BU adecuadas. Rao (Rao 1974) demostró el siguiente teorema. 
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Teorema 3.16. 
Sean «IQ » 2 n - 1, m, « 2 a - 1 y nu • 2 - 1. Los síndromes corres-
pondientes a los errores EfVíniQ.l) en el dato son todos distintos s1 
n > MCM(a.b), y no lo son si n > MCM(a.b). 
Este teorema nos permite elegir las bases m, y nu de modo que el 
código sea cerrado y tenga capacidad para corregir cualquier tipo de error 
simple en el dato. 
3.5.2.3.4. Correspondencia entre códigos AN y códigos separados. 
Podemos establecer una relación entre los códigos AN y los códigos 
separados. Consideremos un código AN cuyo rango de representación sea 
M « Am, y su generador A és de la forma 
<•- A ' ^ v 4Afc¿r 
con los m. primos entre si. Asimismo, consideremos un código multirresiduo 
con WL. * Am y con bases de residuo m.. 
Hay una correspondencia blunívoca entre los errores en un código AN 
y los errores en la parte de dato de un código multirresiduo. Para un códi-
go separado, el síndrome de X • (x, Xj, x2, .... xt) es 
S U ) « (S1# S 2 S t ) , con 
S1 " |x"xi'mi para 1 * l.2»>"t-
Sea Z • (z, z. z t) el resultado correcto de la suma de dos pa-
labras código multirresiduo. Si se ha producido un error E en el dato, en-
tonces: 
S(z • E) » Sdz • E l ^ , zx z t) • ( l E I ^ . |E l t ó |ElBt) 
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Lema 3.6. 
Sea A de la forma: 
t 
A • fl i»,. 
1*1 1 
con los m, primos entre sf. Oado un código AN capaz de corregir todos los 
errores E€U(M,d) para H » Am, existe un código separado con t residuos que 
tiene bases m., nu,..., nu, rango de representación a~ » M, y existe un 
síndrome distinto para cada error E£U(mQ,d) en los datos. Recíprocamente, 
si tenemos un código multlrreslduo con síndromes distintos para cada error 
Eeu(mQ,d) en los datos, existe un código AN que tiene las mismas propieda-
des de corrección de error. 
Demostración. 
La correspondencia entre los códigos AN y los multlrreslduo es como 
sigue. Cualquier error E en el código AN tiene como síndrome IEIA. Cual-
quier error en la parte de datos de un código multlrreslduo tiene como 
síndrome S(E) * (lEI_,,...,IElBt), donde A es'múltiplo de cada uno de los 
IBJ. Por tanto, mQ es múltiplo de cada m... SI los síndromes de todos los 
errores Eeu(M.d) son distintos, entonces son elementos distintos del ani-
llo de los enteros módulo A. Así pues, los síndromes de todos los errores 
E€U(mQ,d) son distintos. 
3.6. Códigos de bajo costo. 
Tanto con los códigos AN como con los gAN y los de residuos, debe-
mos encontrar un modo fácil para efectuar tanto la decodificación como el 
cálculo del síndrome. 
Para códigos AN y gAN, la codificación consiste en un producto por 
A, y el cálculo del síndrome consiste en calcular el residuo módulo A del 
resultado. Para códigos de residuos, tanto la codificación como el cálculo 
del síndrome consiste en calcular un residuo módulo una cierta base m4. 
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En general, este cálculo es complejo y lento, pues necesita la eje-
cución de una división. Ahora bien, s1 elegimos la base de la forma 
A » 2 C - 1 (Avlzlenls 1961), el residuo módulo A de un número N se puede 
obtener sin necesidad de ejecutar divisiones. Tomemos como ejemplo 
n * 11010110011. El cálculo del residuo de N módulo 3 (|Nl3) podemos efec-
tuarlo mediante sumas repetidas de rodajas de dos bits real(mentando el 
acarreo {figura 3.7). 
N • ÍIIOIIOIUIOOIII 
11 
00 
11 
11 
1)10 
_1 
11 
10 
1)01 
_l 
10 
10 
1)00 
_1 
01 
01 
10 
1Nf3 • IllOlOllOOllj « I1715l3 * 2 « 10 
Figura 3.7. 
Podemos obtener un lnétodo general para el cálculo del residuo módu-
lo rc - 1 de un entero en base r con n dígitos. 
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Sea X * x n . i » •••> xn u n e n t e r o c o n 1 díg i tos en base r. Dividimos 
dicho entero en 1 rodajas de longitud c,"de modo que se v e r i f i c a : 
(1 - 1) c < n O c 
y llamamos a estas rodajas B, ., .... B,, BQ. Entonces tenemos: 
X « X B, rJC, donde 0 -*:B. < rc 
j«0 J J 
Así pues: 
I X lA" I X ,r C-l' ' j V i rJC'rC-1 
ic Como lrJ lrc_, = 1 para todo j j 0, resulta que: 
1-1 
1X1- = I Z B , l c , 
Así pues queda demostrado que podemos calcular el residuo módulo 
rc - 1 sumando las rodajas en sumadores módulo rc - 1. 
A estos códigos en los que se toma la base de la forma A « rc - 1 
se les llama "códigos de bajo costo". 
CAPITULO IV. 
CÓDIGOS MULTIRRESIDUO Y OPERACIONES ELEMENTALES. 
Establecimos en el capítulo anterior que los códigos mu1t1rres1duo 
son cerrados respecto de la suma y la diferencia si cada una de las bases 
de residuo m^ es divisor del rango de representación mQ. 
C4 
Si tomamos cada m^ de la forma m, « 2 - 1 (sencillez de codifica-
ción), para que el código sea cerrado respecto de la suma, debe ser 
•- • 2 n - 1, con n múltiplo de c^ para cada 1. Esto significa que debemos 
trabajar en complemento a'uno y que se nos imponen unas restricciones muy 
fuertes en la elección de las bases de residuo. 
Supongamos por ejemplo, que queremos construir una unidad de proce-
so para 16 bits de datos protegida mediante un código birresiduo. Podríamos 
en principio utilizar un código con m. • 15 y m~ • 31 que (como veremos) 
16 á 
permite utilizar datos de hasta 20 bits. Pero si BQ - 2 - 1, m^ « 2 - 1 
y «2 * 2 - 1, el código no es cerrado respecto de la suma porque 16 no es 
múltiplo de 5. 
Del mismo modo, estos códigos no son cerrados respecto de operacio-
nes tales como desplazamientos, lógicas, etc. Este problema se ha tratado 
en la literatura (Rao 1974), pero solamente llegando a soluciones que no 
tienen una fácil Implantación física. 
En este capítulo planteamos y demostramos 8 teoremas Inéditos cuya 
aplicación permite obligar a que un código multlrresiduo sea cerrado res-
pecto de todas las operaciones elementales, trabajando tanto en aritmética 
de complemento a uno como «n aritmética de complemento a dos, y sin necesi-
dad de que las bases de residuo sean divisores del rango de representación. 
Además, la solución propuesta en esta Tesis tiene, como veremos, una fácil 
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Implantación física. 
Partiremos de las siguientes pranisas: 
S1 trabajamos con un código multirreslduo, las palabras código es-
tán formadas por la concatenación de un bloque de datos y varios bloques 
correspondientes a los residuos módulo m, de dichos datos, es decir, 
Datos Res.l Res.2 Res.t 
Una operación entre palabras código equivale a una operación f. en-
tre los bloques de datos y t operaciones f entre los bloques de residuo 
correspondientes. El resultado de la operación será una palabra código (y 
por tanto el código será cerrado respecto de dicha operación) si el resul-
tado de la operación f sobre los residuos módulo mt es igual al residuo 
módulo m^ del resultado de la operación f^ sobre los bloques de datos. De 
este modo, nuestro problema es encontrar la operación fr a ejecutar sobre 
los bloques de residuo, que corresponda a cada una de las operaciones ele-
mentales f. sobre los datos, de modo que la palabra resultante sea una pa-
labra código. 
A continuación hacemos un estudio detallado para cada una de las 
operaciones elementales fj. Trabajaremos con un solo residuo, puesto que 
los resultados que se obtienen son inmediatamente extensibles al caso nul-
tlrresiduo. Tomaremos como base de dicho residuo m^ • A. 
4.1 Correspondencia entre operaciones. 
Supongamos que a la entrada de la unidad de proceso se presentan en 
el instante t dos palabras código (X,,R.) y (X-.R-), y las señales de con-
trol Indican que hay que ejecutar la operación f.. La salida del procesador 
viene dada en el instante t + 1 por S y Q de modo que: 
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S(t+1) • fdlXvt2), y 
Q(t+1) - f r {R l t R 2 ) 
Tanto S como 0 serán función de ninguno (Preset, Clear), uno (ope-
ración uñarla) o ambos operandos (operación binarla), dependiendo del códi-
go v 
Consideramos que los datos tienen una longitud de n bi ts, y que el 
procesador puede ejecutar operaciones aritméticas y lógicas sobre éstos. 
As! pues, un dato X será X • í x n . t» xn .2» ••• x o ' ' y s u v a ^ o r v e n d r a deter-
minado por la expresión: 
n-1 
V(X) - I X,( t ) 21 
1*0 ' 
El rango de representación será m * 2n si trabajamos en aritmética 
de complemento a dos y 2n - 1 si trabajamos en aritmética de complemento a 
uno. 
El residuo tendrá como base A de 1a forma A » 2 a - 1 , lo que faci-
l i t a la decodlflcadón y el cálculo del síndrome. 
tes: 
Las operaciones elementales que vamos a considerar son las sigulen-
Suma. 
Negación. 
Diferencia. 
Desplazamientos. 
"Y" lógico. 
"0" lógico. 
"0" exclusivo lógico. 
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4.1.1. Operaciones aritméticas. 
4.1.1.1. Suma. 
Supongamos que queremos sumar las dos palabras código (X.,R.) y 
\ A y , Ky I . 
Teorema 4.1. 
Sea la suma la operación f. a ejecutar sobre los datos X, y X,, y 
sea C el acarreo mas allá del bit n producido en esta suma. El resultado 
será una palabra código si sobre los residuos R, y R2 se ejecuta la opera-
ción f siguiente: 
V W » N*! • *2IA - C„I.IAIA 
Demostración.,; t,„ tyí¡-
Debido a que el procesador de datos tiene una longitud f in i ta n, la 
suma siempre se ejecutará módulo m, es decir, que se desprecia el acarreo 
C que se produce (aunque se almacene en el flag correspondiente). Este 
acarreo tiene valor m, y despreciarlo equivale a restar del valor entero de 
la suma la cantidad m. De este modo, el valor de la suma de los datos X. y 
X£ es: 
V(S) • V(XX + Xz) * ÜXy) + V(X2) - mCp 
Si calculamos el residuo módulo A de este valor, queda: 
R • |V(X1 • X 2 ) I A • M X j ) ^ + |V(X2 ) IA - |mCn!A 
Cono |V(X . ) | . • R,, nos queda: 
f r(R1 .R2) « llRj + R2 - CnlmlAlA c.q.d. 
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Consecuencia inmediata de este teorema es que la operación f a 
ejecutar sobre los residuos cuando sobre los datos se ejecuta la suma módu-
lo m, es la suma módulo A, seguida de una corrección que consiste en restar 
módulo A la cantidad CnlmlA. 
Veamos el caso particular en que n es múltiplo de a. 
Si trabajamos en aritmética de complemento a uno, es m * 2 n - 1, y 
por tanto, m es múltiplo de A, por lo que ImL * 0. Así pues, en este caso 
no es necesaria la corrección, y la operación f correspondiente a la suma 
módulo • sobre los datos es la suma módulo A de los residuos. 
Trabajando en aritmética de complemento a dos, es m • 2 , y 
|ml. • |2nl2a_j » 1. Por lo tanto, en este caso, después de efectuar la su-
ma módulo A de los residuos, se debe restar C al resultado para que el có-
digo permanezca cerrado. 
4.1.1.2. Negación. 
Supongamos que queremos negar la palabra código (X.R). Nos apoyamos 
en el siguiente teorema: 
Teorema 4.2. 
Sea la negación la operación f, a ejecutar sobre el dato X. El re-
sultado será una palabra código si sobre el residuo R se ejecuta la opera-
ción f siguiente: 
fr(R) » IR + lmlAlA 
Demostración. 
La negación de un dato se'ejecuta restando éste del rango de repre-
sentación. Sea X el negado de X. Así, 
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V(X) » n - V(X) 
S1 calculamos el residuo módulo. A, queda: 
IV(X)lA » |m - V(X)IA - ||m|A - |V(X)1AIA -
* llmlA - RlA - ||mlA + RIA. Oe nodo que: 
fr(R) » IR + lmiA'A* c'<*'i-
Con este teorema vemos que la operación f a ejecutar sobre el re-
siduo cuando sobre el dato se ejecuta una negación, es una negación seguida 
de una corrección consistente een sumar módulo A la cantidad h»l«. 
4.1.1.3. Diferencia. 
Supongamos que queremos calcular la diferencia entre las dos pala-
bras código (X,,R.) y (X 2,R 2). 
Teorema 4.3. 
Sea la diferencia la operación f- a ejecutar sobre los datos X^  y 
X-, y sea C el acarreo mas al ia del b i t n producido en ésta. El resultado 
será una palabra código si sobre los residuos R, y R- se ejecuta la opera-
ción f siguiente: 
f r (R 1 .R 2 ) = \Hl - R2 + (1 - Cn)|mlAlA 
Demostración. 
La diferencia entre dos datos X. y X2 se ejecuta sumando a X, el 
negado de X2, es decir, 
V(X1 - X2) = V(X1 + X2) = V(XL) + V(X2) - mCn 
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Calculando el residuo módulo A queda: 
,V(X1 " V A * mh] * V (V " "SU * 
" "
V ( X1>«A * l V ( V l A - C n | m | A l A ' 
• |RX + lmlA + R"2 - Cn!mlA lA . Por tanto, 
y ^ . R g ) • IR1 - R2 + (1 - Cn ) lmlA lA . c.q.d. 
Vemos con este teorema que la operación f que debe ejecutarse so-
bre los residuos cuando sobre los datos se ejecuta una diferencia, es la 
diferencia módulo A, seguida de una corrección consistente en sumar módulo 
A al resultado la cantidad (1 - C ) |mlA . 
4 .1 .2. Desplazamientos. 
Obtenemos en este apartado las operaciones f correspondientes al 
desplazamiento de un dato X * ( x n . i . xn_2« ••• • x i» x o' t a n t 0 * 1a derecha 
como a la Izquierda, Introduciendo por su derecha en el primer caso un b i t 
X , , y por su Izquierda en et segundo caso un b i t X . Oe este modo cubrimos 
todos los posibles tipos de desplazamiento, ya sean circulares (rotacio-
nes), aritméticos o lógicos. A continuación damos una l is ta de^todos estos 
desplazamientos, y sus correspondientes operaciones f sobre los residuos. 
Lema 4 . 1 . 
Sea un dato X * <xn_i> "n_2t ••• XQ) de longitud n. SI el rango de 
representación es m » 2n - 1 , el valor del resultado de rotar a la derecha 
dicho dato viene dado por: 
l | v ( X ) | 
Demostración. 
Partimos del dato X en el instante t : 
X(t) • X ^ j l t ) . x n _ 2 ( t ) XQ(t) 
El resultado de la rotación será en el instante t + 1: 
X(t+1) * V l ( t + 1 ) ' X n - 2 ( t + 1 ) XQ(t+l) 
Para ejecutar la rotación hacemos: 
Xnl(t+1) » X0(t) y 
Xj(t+1) = Xj+1(t), para j = 0.1 n-2 
é 
De este modo, el valor del resultado X(t+1) es: 
V(X(t+D) ' íx.tt+l) 21 - X^tn"'1 + ¿ Xi+1(t) 21 * 
i=0 1 u 1*0 ' l 
* Xn(t) 2"'1 + I X...(t) i 2 1 + 1 
1»0 
Haciendo j = i + 1, tenemos: 
V(X(t+D) = XQ(t) 2""1 + j Z Xjtt) 23 + |x 0(t) - |x Q( 
J • 
• XQ(t) 2 n _ 1 + 7 ¿ Xj(t) 2j - |x 0(t) 
n-1
 1 
Cono V(X(t)) » I X4(t) 2J, queda: j-0 J 
V(X(t+D) • XQ(t) 2 n _ 1 + \ V(X(t)) - \ XQ(t) • 
*|v(X(t)) + (2n - 1) |x Q(t) 
Como trabajamos en Módulo m, será: 
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|V(X(t+l))lm • \\ V(X(t)) • (2n - 1) \ XQ(t)lm 
Por ser m » 2 n - 1, es |2n - llm « 0, con lo cual: 
|V(X(t+l))lB • || V(X(t))lm. c.q.d. 
Asi pues, acabamos de demostrar que el valor de una rotación a la 
derecha sobre un dato de n bits cuando m » 2 n - 1 es |¿ V(X)| . Este resul-
tado nos servirá de apoyo para demostrar el teorema 4.4, que nos dice cual 
es la operación f correspondiente a un desplazamiento genérico a la dere-
cha. 
Teorema 4.4. 
Tomemos un dato X"» X , , Xn_2 XQ, cuyo residuo módulo A es 
R. Sea un desplazamiento a la derecha de este dato, introduciendo por su 
Izquierda el b i t X , la operación fd a ejecutar sobre é l . Para que el re-
sultado sea una palabra código, la operación f que debemos ejecutar sobre 
el residuo es una rotación a la derecha, seguida de la suma módulo A de la 
cantidad: 
| X n | 2 n - \ - X0 2 a - 1 ! , 
Demostración. 
Partimos del dato X en el instante t : 
X(t) • X ^ U ) XQ ( t ) . 
Ejecutamos un desplazamiento a la derecha de X Introduciendo por su 
Izquierda el b i t X ( t ) . El resultado del desplazamiento es: 
Xtt+1) • Xn .1(t+l) , .Xn .2ft+l) XQ(t+l), donde 
V l < t + 1 ) ' Xn(t)» * 
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Xj(t+n * x j + 1 ( t ) P*™ J • o. i . ••• ."-? 
El valor del resultado será: 
n-1 , 
V(X(t+D) - £ X<(t+1) 21 « 
1»0 1 
» Xn(t) 2""1 + ¿ X1+ .(t) 21 -
n-1 
» Xn(t) 2n_1 + \ Z Xj(t) 2J + \ XQU) - J XQU) 
» Xn(t) 21*"1 • \ £ Xj(t) 2 j - \ XQ(t) 
Como es V(X(t)) » I X¡(t) 2^, tenemos: 
j=0 J 
V(X(t+U) • | V(XU)) + Xn(t) 2 n" 1 - | XQ(t). 
Calculando el residuo módulo A obtenemos: 
fr(R) • \\ V(X(t)) + Xn(t) 2 n _ 1 - Jx0(t)lA * 
lli V(X(t))L • X„(t) I2n-1l. - xn(t) iil.l. 
Calculemos ahora el valor de cada uno de los términos. 
a) |£v(X(t) ) lA ' l^lAlV(X(t))lA 
l?lAR(t) ' \j*lt)\t 
Tomando A « 2 a - l , como R t iene a b i t s , aplicando el lema 4 . 1 , re-
sul ta que l¿ R(t) I . es el valor del resultado de ejecutar una rotación a la 
derecha sobre el residuo. 
b) x0(t) l | lA; 
l-jrlii * u es equivalente a la congruencia 2u - 1 (nod A). 
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Tomando A * 2a-l, obtenemos que 2u « 2 a. Por tanto, es u » 2 . 
Así pues, tenemos: 
x0(t) l|lA - x0(t) 
O X (t) I2""1!,. 
2 a" 1. 
No tiene simplificación salvo en el caso particular en que n sea 
múltiplo de a. Entonces es I2 n - 1I A • 2 a" 1. c.q.d. 
Por lo tanto, acabamos de demostrar que la operación f que debemos 
ejecutar sobre el residuo cuando sobre el dato ejecutamos un desplazamiento 
a la derecha (introduciendo por la izquierda un bit X ), es una rotación a 
la derecha sobre el residuo, seguida de la suma módulo A de la cantidad: 
IXn I2""1IA - XQ 2 a - \ 
Lema 4.2. 
Sea un dato X * X . , Xn_2 X0 de*1ong1tud n. Si el rango de 
representación es m = 2 n - l , el valor del resultado de rotar a la izquierda 
dicho dato viene dado por: 
12 V ( X ) I 
m 
Demostración. 
Sea el dato X en el instante t X(t) * x n _ i < t ) . ••• » XQ ( t ) . El 
resultado de una rotación a la izquierda será: 
X(t+1) » X n ( t * l ) X0(t+1), donde: 
X0(t+1> « X ^ t ) , y 
Xjlt+1) ' X j ^ í t ) para j » 1 , 2, . . . , n - l . 
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De este modo, el valor de X(t+1) es: 
n-1 . 
V(X(t+l)) - X X4(t+1) 2 * 
1=0 1 
n-1 , 
= X X. .(t) 21 + Xn .(t). 
1=1 w n'1 
Haciendo j » 1-1, tenemos: 
V(X(t+l)) ' X Xj(t) 2 J + 1 + Xn_j(t) + Xn_j(t) 2 n - Xn_j(t) 2 n 
J ^ 
= X X,(t) 2 j + 1 + Xn .(t) 2 n - Xn ,(t) (2n-l) » j»0 J 
n-1 . 
- X 2X4(t) 2J - Xn ,(t)(2 -1) j=0 J n_1 
n-1 . 
Como es V(X(t)) - X X.(t) 2J, tenemos: 
j=0 J 
V(X(t+D) * z.'Mx'ft)) - Xn.1(t)(2n-1). 
Como estamos trabajando módulo m, será: 
|V(X(t+l))L = 12 V(X(t)) - Xn ,(t)(2n-l)L = m n-i m 
- 112 V(X(t))L - |xn ,(t)(2n-l)lmL. • n-i m m 
Como es m = 2n-l, es I2n-1IB * 0. Por tanto, queda: 
|V(X(t+l))L • 12 V(X(t))L. c.q.d. 
m • 
Este lema nos sirve de base para demostrar el teorema 4.5, que nos 
al es 
la Izquierda. 
dice cu la operación f correspondiente a un desplazamiento genérico a 
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Teorema 4.5. 
Tomemos un dato X » X ,, X « XQ. Sea un desplazamiento a 
la izquierda de dicho dato, Introduciendo por su derecha el bit X ,, la 
operación f, a ejecutar sobre él. Para que el resultado sea una palabra có-
digo, la operación f que debemos ejecutar sobre el residuo es una rotación 
a la izquierda, seguida de la suma módulo A de la cantidad: 
' X - I - V I ' ^ I ' A ' A -
Demostración. 
Sea X en el Instante t X(t) = x n _ i ( t ) . . . . , XQ ( t ) . Ejecutamos un 
desplazamiento a la izquierda de X introduciendo por su derecha el b i t 
X , ( t ) . El resultado de este desplazamiento será: 
X ( t + 1 )
 "
 X n - l ( t + 1 ) - Xn-2 ( t+1)« ••• '«^®í'***y' donde : 
XQ(t+l) « X . j U ) , y 
Xj(t+1) • X j j l t ) para j = 1 . 2 n-1 
El valor del resultado es: 
n-1 , 
V(X(t+D) ' I X4(t+1) 21 ' 
1«0 1 
n-1
 1 
" X X, , ( t ) 21 • X , ( t ) 
1-1 w ~l 
• i XjU) 2 j + 1 + X.j(t) + Xn.j(t) 2n - Xn_j(t) 2n » 
I X , ( t ) 2 j + 1 • X , - Xn , ( t ) 2n » j«0 J - - 1 n'i 
2 I XVÍt) 2J • X . ( t ) - Xn , ( t ) 2n . 
j«0 J x 
n-1 , 
Como es V(X(t)) » I X. ( t ) 2 J . entonces: 
J-0 J 
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vuu+in • 2 vuun + x.^t) - «n_i(,?) zn-
SI calculamos el residuo módulo A, tenemos: 
fr(R) - l v (x ( t+ im A - 12 V(X(t)) + X_x - Xn_jU) 2nlA -
• 112 v(x(t))iA + x.^t) - \.xlt) UnlA; 
Pero como |2 V(X(t))lA « |2lAiV(X(t)lA - |2R(t)lA> entonces: 
fr(R) » 112 V(R(t))lA • X^U) - Xn .1 l2n lA lA . 
Como por el lema 4.2 12 V(R(t))L es el valor del resultado de una 
rotación a la izquierda del residuo, la operación f que debemos ejecutar 
sobre el residuo es una rotación a la Izquierda, seguida de la suma módulo 
A de la cantidad: 
ix_1(ti - V I ' ^ ' ^ ' A ' A - c-^d-
Los desplazamientos que podemos ejecutar sobre las palabras código 
son los siguientes: 
Desplazamiento a la derecha: 
- Lógico. 
- Ar1t«ét1co. 
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rl V i 
Con acarreo. 
Em n-l 
Circular. 
rf n-l 0~~i 
Circular con acarreo. 
— • { c j - | > 
n-l y-
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,4-1 .
 23 . 2 J - 8 
I2nl15 - I2 1 6l 1 5 • 1 
12n"1"l5 * | 2 l 5 |15 * 8 
5 
Para la base nú • 2 - 1 * 31, es: 
2 a' 1 • 2 4 « 16 
I2"l31 - I216l31 • 2 
I2n-1i31 - I2 1 5l 3 1 • 1 
Con estos val ores'construimos la tabla 4.1 en la que aparece cada 
tipo de desplazamiento y la cantidad a sumar al resultado de la rotación 
del residuo para que el código sea cerrado. 
Cantidad a sumar después de rotación, 
m ' 15 m * 31 
Desplazamiento 
a la derecha 
Desplazamiento 
• la Izda. 
Lógico 
Aritmético 
Con acareo 
Circular 
Circular c/c 
lógico 
Con acarreo 
Circular 
Circular c/c 
>, 
8XQ 
'
8 X n - r 8 V l 5 
|8C-8X0I15 
|8C-8X0I15 
'-
Xn-l'l5 
IC
-
Xn-l»15 
I C
- V l ' l 5 
Tabla 4.1. 
16XQ 
| xn-r1 6 x0'31 
|C-16X0I31 
IX0-16X0I31 
IC-16XQl31 
' - ^n - l ' s i 
'
C
-
2 Xn-l l3 l 
| X n- r 2 X n- l l 3 l 
'«"-».„ 
Vemos entonces que el código puede hacerse cerrado respecto de 
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cualquier desplazamiento sin mas que sumar ciertas constantes al resultado 
de ejecutar una rotación sobre el residuo. 
4 .1 .3 . Operaciones lógicas. 
Al tratar de ut i l i zar un código de residuos para proteger las ope-
raciones lógicas, nos encontramos con un problema Importante: El código de 
residuos no es cerrado respecto de ninguna de el las. Sin enbargo, podemos 
u t i l i za r los resultados del siguiente teorema. 
Lema 4.3. 
Sean X e Y dos vectores binarlos de longitud n y sean *,v y © res-
pectivamente las operaciones "Y", "0" y "0" exclusivo. Entonces, se v e r i f i -
can las Igualdades siguientes: 
V(X v Y) » V(X) + V(Y) - V<X*Y) 
V(X • Y) = VlX) + V{Y) - 2V(X*Y) 
Demostración. 
Primero demostraremos que para un solo bit X. e Y{ se verifica que: 
X< v Yi » X< + Y< - Xi * Yt (1) 
X ^ Y. « Xi + Yi - 2X1 * Y1 (2) 
Xi v Yi queda definido por la siguiente tabla: 
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x1 
0 
0 
i 
1 
Y1 
0 
1 
0 
1 
X 1 v Y 1 
0 
1 
1 
1 
Extrapolamos a la función: 
Xj v Y< ' a X1 + b Yj • c X1 * Y1 
Sustituyendo valores encontramos: 
1 « a 
1 » b 
1 * a + b + c c = -1 
Oe modo que: 
W
 Xl • Y , - X f * Y , 
La función "0" exclusivo se define por la tabla siguiente: 
x1 
0 
0 
1 
1 
Y1 
0 
1 
0 
1 
X 1 ® Y 1 
0 
1 
1 
0 
Extrapolamos a la función: 
X, • T, » a X^ • b Y( - c X( * Y, 
Sustituyendo valores obtenemos: 
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1 = a 
1 ' b 
0 * a + b + c c * -2 
Así pues, se verifica que: 
X1 • Y, - Xi • Yi - 2 X, ' Y, 
Demostraremos ahora el lema. 
En (1) multiplicamos ambos miembros por 2 y sumamos desde 1 • 0 
hasta 1 * n-1: 
n-1
 t n-1 4 
I (X, v YJ 21 • I X H V + 
1»0 1 1 1-0 1 
n-1 , n-1 . 
+ I Y, 21 - I (X * Y4) 2 1 , 
i=0 1 i»0 1 1 
0 lo que es lo mismo: 
Y(X v Y) = V(X) + V(Y) - V(X * Y) 
Haciendo la misma operación con la ecuación (2) tenemos: 
n-1 , n-1
 4 
I (X, • Y4) 21 = I X4 21 + 
1«0 1 1 1*0 1 
n-1 . n-1 j 
+ I Y. 21 - 2 I (X, * Y.) 2 \ 
1=0 ' 1»0 1 
Que resulta: 
V(X • Y) • V(X) + V(Y) - 2 V(X * Y), c.q.d. 
Mediante la aplicación de este lema, podemos obtener cualquiera de 
las operaciones lógicas a partir de una de ellas y la suma. Así pues, la 
estrategia propuesta para proteger las operaciones lógicas es aplicar este 
teorema para calcular el residuo resultante, usando.para el lo la duplica-
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cíón de una de las operaciones lógicas. S1 además queremos proteger los 
operandos, duplicaremos dos de el las. Esta duplicación tiene una realiza-
ción práctica muy poco costosa. 
Veamos ahora cual es la operación f que corresponde a cada una de 
las operaciones lógicas. 
4 .1 .3 .1 . *Y" lógico. 
Supongamos que queremos calcular el "Y" lógico entre dos operandos 
cuyas partes de dato son X, y X~. 
Teorema 4.6. 
Sea el "Y" lógico la operación f, a ejecutar sobre los datos X. y 
X_. El resultado será una palabra código si sobre los residuos se ejecuta 
la siguiente operación f : ,i<.#i 
f ^ . ^ ) * IRJ + R2 - IVÍXj v X 2I AI A 
Demostración. 
Por el lema 4.3 se verifica: 
V(Xj v X2) - VÍXj) + V(X2) - VÍXj * X 2 ) . Así pues, 
VÍXj * X2) « VÍXj) • V(X2) - V(Xj v x 2 ) . 
Si calculamos el residuo módulo A: 
l m i " V A " IIV(VA + | V ( V A " |V(X1 v X 2 1 , A I A ; A S ! 
se verifica que: 
y i ^ . R j ) * ' R i * R2 " | v ( x i v V A ' A - c - q - d -
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Así pues, la operación correspondiente»a un "Y" lógico entre dos 
datos, será la suma de los residuos de pstos seguida de una corrección con-
sistente en restar módulo A la cantidad |V(X^ y X2^'A' afi* calculáronos a 
partir de una duplicación del "0* lógico. 
4.1.3.2. "0" lógico. 
Queremos ahora calcular el "0" lógico de los datos X^ y X~. 
Teorema 4.7. 
Sea el "0" lógico la operación f¿ a ejecutar sobre los datos X^  y 
Xp. El resultado será una palabra código s1 la operación f que se ejecuta 
sobre los residuos es la siguiente: 
íptR^Rg) - IRL + R2 - IV(Xl * X2 ) IA IA 
Demostración. 
Por el lema 4.3 sabemos que: 
V{Xt v X2) ' VlX^ + V(X2) - V(Xl * x2) 
Calculando el residuo módulo A queda: 
fr(R1.R2) * IRX + R2 - !V(X1 * X2)IAIA c.q.d. 
Por tanto, la operación f correspondiente a un "0" lógico entre 
dos datos es la suma de los residuos de éstos seguida de una corrección que 
consiste en restar módulo A la cantidad |V(X1 * X¡,)IA, que obtenemos de una 
duplicación del "Y" lógico. 
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4.1.3.3. "O" exclusivo. 
Supónganos ahora que queremos calcular el "0" exclusivo de dos pa-
labras código cuyas partes de dato son X. y X~. 
Teorema 4.8. 
Sea el "0" exclusivo la operación f , a ejecutar sobre los datos X, 
y X». El resultado será una palabra código si la operación f que se ejecu-
ta sobre los residuos es la siguiente: 
V i ' t y * | R l *• R2 - 12 V(Xj *X2)IAIA 
Demostración. 
Por el lema 4.3 sabemos que; 
_ J w i * x 2 } " v ( x l ' + v ( x 2 ) " 2 v ( xl " x 2 ) 
Calculando el residuo módulo A queda: 
fr(R1.R2' " 'Rl + R2 - 12 V(Xj * X2)IAIA. c.q.d. 
Vemos pues que la operación f que corresponde a un "0" exclusivo 
de los datos es la suma de los residuos seguida de una corrección consis-
tente en restar módulo A la cantidad |2 V(X1 ' X2)IA. 
4.2. Conclusión. 
Con los nueve teoremas anteriores hemos establecido la operación f 
que hay que ejecutar sobre los residuos, correspondiente a cada una de las 
operaciones elementales que se ejecutan sobre los datos, de modo que el có-
digo permanezca cerrado respecto de éstas, es decir, que el residuo del re-
sultado de una operación f'-: sobre los datos sea igual al resultado de apli-
car la correspondiente operación f sobre los residuos de dichos datos. De 
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este modo, si no se ha producido error, el síndrome será cero. 
Cada operación f podemos div idir la en dos partes, una operación 
previa sobre los residuos, y una corrección, que consiste en sumar módulo A 
una cierta cantidad. 
En la tabla 4.2 se resumen los resultados obtenidos. 
Operación sobre Operación sobre residuos ( f r ) . 
datos ( f ^ ) 
Suma 
Negación 
Diferencia 
Desplazamiento a 
la Izquierda 
Desplazamiento a 
la derecha 
"Y" lógico 
"0" lógico 
"0" exclusivo 
Operación 
Suma 
Negación 
Diferencia 
Rotación a la 
izquierda 
rotación a la 
derecha 
Suma 
Suma 
Suma 
Corrección 
"
C n ' m 'A 
lmlA 
(l-Cn)lmlA 
^ - I - V I ^ ' A ' A 
iXn l2"-1 lAV1 'A 
| ¥ (X 1 v X 2 ) I A 
| v (X j * x 2 ) i A 
I 2 V ( X J * X 2 ) I A 
Tabla 4.2 
CAPITULO V. 
ESTRUCTURAS ÓPTIMAS DE DETECCIÓN Y CORRECCIÓN. 
5.1. Introducción. 
En la práctica del diseño de un computador, se puede dividir éste 
en varios subsistemas, cuyo diseño se emprende por separado para cada uno 
de ellos (teniendo siempre en cuenta la Interaclon de cada subsistema con 
los demás). 
Si se desea que e l computador que se va a diseñar tenga carac-
terísticas de Tolerancia a Fallos, se deberá dotar de dicha característica 
a cada uno de sus subsistemas. De este modoj^iyéiW'leará para cada uno de 
ellos la estrategia de Tolerancia a Fallos mas adecuada. 
Entre los subsistemas que constituyen la unidad central de un com-
putador (memoria, unidad de proceso y unidad de control), las técnicas ba-
sadas en códigos se adaptan especialmente bien a los subsistemas de memoria 
principal, memoria de control y unidad de proceso de datos. 
Dado que este trabajo se centra en las técnicas de Tolerancia a Fa-
llos basadas en códigos, en este capítulo de orientación práctica se gene-
ran los códigos mas apropiados para proteger los subsistemas antes citados, 
planteando las estrategias óptimas de detección y corrección de errores y 
dando las bases para su implantación f ísica en dichos subsistemas. Para 
el lo nos basamos en los teoremas propuestos en el capítulo anterior. 
5.2. Estrategias de corrección de error para memorias. 
La memoria de un computador es históricamente el subsistema menos 
fiable de éste. Al mismo tiempo es el mas susceptible de aplicación de téc-
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nicas de Tolerancia a Fallos. Esto es debido a su gran regularidad, a la 
sencillez de sus fundones y al gran número de elementos lógicos que la 
componen. 
A lo largo de la historia de los computadores, se han utilizado pa-
ra proteger su memoria técnicas de redundancia modular, técnicas de detec-
ción de error y conmutación de elementos en espera. Pero las técnicas que 
mejores resultados han dado son las de utilización de códigos detectores y 
correctores de error. Utilizando esta técnica se logra una mejor protección 
de la memoria con menos redundancia que con cuanquier otra. 
En la elección del código para proteger la memoria, lo que mas In-
fluye es la propia organización de ésta. Según tengamos una organización u 
otra, habrá una estrategia óptima distinta. Vimos en el capítulo 3 que 
existen códigos con potencias de corrección muy diversas, pero en la memo-
ria de un computador, los códigos óptimos son los correctores de un solo 
error o bien los correctores de un solo error y detectores de dos. Las ra-
zones principales son las siguientes: 
- La complejidad y lentitud del decodlficador se Incrementa rápida-
mente a medida que aumenta el número de errores a corregir. 
- Podemos organizar nuestra memoria de modo que los errores mas 
probables sean los simples con mucha diferencia sobre todos los demás. 
Distinguiremos en un computador dos subsistemas de memoria: La me-
moria principal, caracterizada por contar con un elevado número de palabras 
de un ancho relativamente pequeño, y la memoria de control, que consta de 
relativamente pocas palabras de un ancho muy grande. Como vimos en el 
capítulo 2, en el mercado existen circuitos integrados de memoria con dos 
tipos de organización, una en rodajas de un bit y otra en rodajas de b bits 
(b - 4,8,...). Lógicamente, para la memoria principal es mas común elegir 
los primeros y para la memoria de control los segundos. 
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5.2.1. Memoria principal. 
Si organizamos nuestra memoria principal de modo que cada circuito 
integrado (o conjunto de circuitos integrados) corresponda a un solo bit de 
la palabra de memoria, podemos asegurar que un fallo en un solo circuito 
Integrado afectará a un solo bit en una o mas palabras, y si se altera mas 
de una palabra como consecuencia de este fallo, la posición del error en 
cada una de ellas será la misma. 
Como el hecho de que se produzca un fallo en un circuito integrado 
podemos considerarlo independiente de que se produzca fallo en cualquier 
otro, los errores en cada uno de los bits de 1as palabras de memoria serán 
independientes. 
Sea P, la probabilidad de que se produzca un error simple (en el 
bit 1). La probabilidad de que se produzca un error doble (error en el bit 
1 y en el bit J) será: 
Veamos algunos valores típicos: La probabilidad de que se produzca 
un fallo en un circuito integrado de memoria al cabo de 1000 horas de fun-
-4 -4 
cionamlento es del orden de 10 , es decir, P. • P. * 10 (Levlne 1976) 
Así pues, la probabilidad de que se produzca un error doble es de 
-8 
P. « 10 , que es cuatro ordenes de magnitud menor que la de error simple. 
La probabilidad de que se produzca un error múltiple (en mas de dos bits de 
la palabra de memoria) es por lo tanto despreciable. 
Vemos entonces que, organizando la memoria principal en rodajas de 
un bit, para protegerla de un modo muy potente, bastará con utilizar ún có-
digo de tipo paridad que sea capaz de corregir cualquier error simple. Para 
dar una protección adicional se puede utilizar un código que además sea ca-
paz de detectar todos los errores dobles. 
116 
5.2.1.1. Elección del código. 
En el capítulo 3 observamos que los códigos mas apropiados para su 
aplicación en computadores son los de bloques, y dentro de estos, los mas 
fáciles de codificar y decodiflcar son los lineales. Para distancias míni-
mas pequeñas (d • 3 y d * 4) hemos visto que los mas cómodos son los de 
Hamming. Este tipo de códigos permite ejecutar una detección y corrección 
simultánea, sin introducir grandes retardos en el funcionamiento libre de 
fallos. 
Para la memoria hemos concluido en los párrafos anteriores que es 
suficiente un código capaz de corregir todos los errores simples (distancia 
mínima 3) o bien capaz de corregir todos los errores simples y detectar to-
dos los dobles (distancia mínima 4). Entonces, podemos utilizar un código 
de Hamming o uno de Hanmiing ampliado respectivamente. 
Aunque tanto la codificación como la decodificación con estos códi-
gos es rápida, la necesidad de detección y corrección simultánea con el 
funcionamiento de la memoria nos lleva a tratar de minimizar los retardos 
Introducidos por estos procesos. Por lo tanto, desarrollamos y formalizamos 
aquí los códigos de "peso impar mínimo" (de distancia mínima 4) debidos a 
Hslao (Hslao 1970), que permiten construir el codificador y el decodiflca-
dor con un mínimo de elementos físicos, asi como minimizar los retardos In-
troducidos por éstos. Obtendremos códigos capaces de corregir todos los 
errores simples y detectar todos los errores dobles. Para ello nos basamos 
en el corolario 3.1 del capítulo 3 debido a Peterson (Peterson 1961): 
"Un código lineal con matriz de paridad H tiene distancia mínima d 
si y solo si cualquier combinación de d-1 o menos columnas de la matriz H 
es llnealmente independiente". 
La capacidad de detección y corrección de que queremos dotar al có-
digo, nos obliga a buscar uno con distancia mínima 4. Por tanto, cualquier 
combinación de tres o menos columnas de la matriz H ha de ser llnealmente 
independiente. Podemos satisfacer esta condición obligando a que las colum-
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ñas de H cumplan las siguientes restricciones: 
1) Ninguna columna debe tener todos sus elementos nulos. 
2) Todas las columnas deben ser distintas. 
3) Todas las columnas deben contener un número Impar de unos. 
Las restricciones 1) y 2) obligan a que cualquier combinación de 
dos o menos columnas de H sea linealmente independiente (distancia mínima 
3) . 
La restricción 3) obliga a que cualquier combinación de tres colum-
nas de H sea linealmente independiente. Esto es así porque la suma módulo 
dos de tres vectores de peso impar es siempre un vector no nulo. En general 
lo es la suma módulo dos de un número impar de, vectores de peso impar. De 
este modo, 1* distancia mínima de un códig¿Éfji|jiÍjgfttriz de paridad cumpla 
estas restricciones es 4. 
La detección de errores dobles puede efectuarse teniendo en cuenta 
que la suma módulo dos de dos vectores de peso impar resulta un vector de 
peso par. Como en general la suma módulo dos de un número par de vectores 
de peso impar resulta siempre un vector de peso par, podemos también detec-
tar todos los errores múltiples de peso par, tratándolos como dobles. 
Basándonos en estas tres restricciones, obtenemos un procedimiento 
para construir la matriz H. Si tenemos k bits de Información, necesitaremos 
r bits de paridad (redundantes). El procedimiento es el siguiente: 
>) Los ( f ) posibles vectores de peso 1 se usan como columnas para 
las r posiciones de los bits de paridad. 
b) Si es ( 3 ) ^ k, tomamos k columnas de peso 3 entre los (T) posi-
bles vectores de peso 3. Si es ( £ ) < k, tomamos los (3) vectores, y el res-
to se seleccionan entre los (T) vectores de peso 5, etc. El proceso se de-
na 
tiene cuando se han seleccionado las k columnas necesarias. 
Este procedimiento de construcción nos asegura que el número total 
de unos en la matriz es mínimo. Esto significa que el número de niveles ló-
gicos necesarios tanto para codificar cómo para calcular el síndrome es 
mínimo como vemos a continuación. 
Sea t j el número de unos en la f i l a 1 de la matriz H. Sean C, y S, 
respectivamente el b i t de paridad y el b i t de síndrome correspondientes a 
la f i l a 1 de la matriz. Definimos: 
1 * Número de niveles lógicos necesario para generar C, usando 
sumadores módulo 2 de v entradas. 
1 • Número de niveles lógicos necesario para generar S, usando 
1 
sumadores modulo 2 de v entradas. 
Entonces, se verifica que: 
l c » Hogv(t1 - 1)1 
l S i • riogy!Vl 
siendo ÍXl el menor entero mayor o Igual que X. 
Como v queda fijado en la práctica por la familia de circuitos ló-
gicos utilizados en la Implantación f ís ica , el número de niveles lógicos 
será mínimo (y por tanto será mínimo el tiempo de decodlficaclón y de gene-
ración de síndrome) cuando todos los t.. s$an mínimos e Iguales. 
En general, este tipo de código, por tener número mínimo de unos en 
su matriz H, necesita menos elementos físicos para su realización que sus 
homólogos de Hamming, y menos elementos físicos significa tanto menor costo 
como mayor Habil idad. 
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Comprobaremos ahora como estos códigos, a pesar de tener mayor ca-
pacidad de detección que los de Hamming e Implicar menor costo y mayor fla-
bilidad, no necesitan un número mayor de bits de paridad que éstos. 
En este tipo de códigos debe verificarse que: 
I (í) > r + k 
1«I ' 
Para un código de Hamming con distancia mínima 4 se verif ica que: 
21""1 « k + r 
Pero como es: 
I (í> • 2 r y 
1«0 ' 
<r _ * r 
I ( i ) « I (t), entonces: 
1-1 ' 1>0 1 
,\.fImpar 1-par 
I ir.) - i 2r * 2r"1 
1-1 ' Z 
1*1mpar 
Vemos entonces que ambos códigos necesitan el mismo número r de 
bits de paridad. 
En la tabla 5.1 se listan algunos códigos que pueden construirse 
mediante este procedimiento. 
SI nos fijamos en 1a tabla, vemos por ejemplo el caso de n - 22, 
k • 16 y r • 6. En este caso, el número total de unos en la matriz H es 54, 
y el número medio 9, siendo el número de niveles lógicos llog 9|, frente a 
su correspondiente código de Hamming, para el cual el número total de unos 
sería 65, el número medio 10,8 y él número de niveles lógicos para el cál-
culo de uno de los bits de>. síndrome o de paridad sería llog 221. 
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Estruc. de H n.'total n. medio 
n k r ( J ) . ^ ) . ^ ) d e l ' s e n H de l 's en H 1 s 
8 
13 
14 
15 
16 
22 
26 
30 
39 
43 
47 
4 
8 
9 
10 
11 
16 
20 
24 
32 
36 
40 
4 
5 
5 
5 
5 
6 
6 
6 
7 
7 
7 
<x> 
l\)+B/[\) 
(*)+9/l*) 
<X> 
<xx> 
(f)+16/{|) 
<!)•<!> 
<?>+<3>+*/<!> 
(5»+W<3) 
(¡)+(^+l/(¡) 
<7l>+<3>+!>/<5> 
16 
29 
32 
35 
40 
54 
66 
86 
103 
117 
157 
4 
5,8 
6.4 
7 
8 
9 
11 
14,3 
14,7 
16,7 
22,4 
l o g / l 
iogv6| 
iogv7| 
iogv7| 
iogv8| 
iog¥9| 
iogv l l l 
logy15| 
log¥15| 
iogyl7| 
logy23| 
Tabla 5.1 
5.2.1.2. Estructura de una memoria con corrección de errores. 
En la figura 5.1 se muestra una estructura genérica de memoria con 
• corrección de errores. 
Su funcionamiento es el siguiente: 
Eso ¡tura. El dato u, de k bits que queremos almacenar, pasa por el 
codificador, donde se generan y se añaden los bits de paridad para fonur 
1a palabra código X, (de n bits), que se almacena en la matriz de memoria. 
Lectura. Cuando queremos leer un dato, a la salida de la matriz de 
121 
MEMORIA 
:L_V CODIFICADOR 
GENERADOR 
DE 
SÍNDROME 
LOCALIZADO! 
CORRECTOR 
— ERROR SIMPLE 
ERROR DOBLE 
Figura 5.1 
fililí-
Menoría aparece la palabra X2, que va por una parte al generador de síndro-
me y por otra al corrector de error. El generador de síndrome obtiene un 
vector S de n - k componentes que contiene Información sobre s1 se ha pro-
ducido o no error, y en caso afirmativo si éste es o no corregible (simple 
o múltiple). Este síndrome S va al detector y al localizador, que establece 
en que posición de la palabra se ha producido el error. Por último, la sa-
lida del localizador se lleva al corrector, cuya salida será el dato co-
rrecto que queríamos leer. 
A continuación veremos detalladamente con un ejemplo como se Im-
plantaría cada uno de estos bloques. 
Ejemplo. Supongamos que queremos dotar de capacidad de corrección 
de errores simples y detección de errores dobles a una memoria con ancho de 
cuatro bits. Utilizamos para el lo (por ser k • 4) el primer código listado 
en la tabla 5 .1 , que tiene n »-8, k * 4 y r • 4. 
La matriz H de este código (obtenida siguiendo el procedimiento de 
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construcción Indicado) es la siguiente: 
l l 1 0 1 0 0 0 ' 
H - 1 1 0 1 0 1 0 0 
1 0 1 1 0 0 1 0 
0 1 1 1 0 0 0 1 
Oe esta matriz H obtenemos la correspondiente matriz generadora 6: 
1 0 0 0 1 1 1 0 
G » 0 1 0 0 1 1 0 1 
0 0 1 0 1 0 1 1 
0 0 0 1 0 1 1 1 
Construiremos ahora cada uno de los bloques del diagrama general. 
-Codificador. La palabra código X se obtiene multiplicando el dato 
a almacenar u por la matriz G. 
X « uG * (u1,u2.Uj>u4,u1»U2*U3.u,4u2*u4»ui*u3''u4iU2*u3*,4^ P o r 
tanto resulta el codificador de la figura 5.2 
- Generador de síndrome. El síndrome se genera de un modo parecido: 
x1»x2»x3«x1 
S • HX* * XjSX^X^Xg 
x,»x3»x4»x7 
X 2 « 3 * X 4 « 8 
De este modo queda el generador de síndrome de la figura 5.3. 
- Localizador. Este módulo debe Identificar cada síndrome con una 
columna de la matriz H, lo que dará la posición del bit erróneo. Se implan-
taría como muestra la figura 5.4 
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XOR 
Figura 5.2 
l 
2 
3 
4 
•> 
A 
7 
l8 
XOR XOR XOR XOR 
Figura 5.3 
- Corrector de erVor. Este módulo debe únicamente Invertir el b i t 
Indicado por el localizador. Su Implantación se muestra en la figura 5.5. 
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AND 
Figura 5.4 
M 
f 
i 
XOR 
Figura 5.5 
- Detector de error. Su única misión es determinar si el síndrome 
es cero, en cuyo caso Indica que no se ha producido error. SI no es cero, 
distingue si se ha producido error en un solo bit o en varios verificando 
la paridad del síndrome. Se muestra en la figura 5.6 
Con todo lo anterior hemos establecido 1as bases de la implantación 
física de un sistema de detección y corrección simultanea de errores, uti-
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I 
ERROR 
SIMPLE 
ERROR 
MÚLTIPLE 
Figura 5.6 
1Izando para ello códigos de peso Impar mínimo capaces de corregir cual-
quier error simple y detectar cualquier error múltiple de peso par. 
Esta protección es suficiente para aplicaciones normales. SI nece-
sitamos una memoria con una flabilidad tan extremadamente grande que no es 
suficiente con esta potencia de corrección, no queda mas remedio que pasar 
a utilizar códigos mas potentes, tales como los BCH (correctores de error 
doble), o bien hacer una soflstlcaclon del decodlflcador como veremos a 
continuación, que nos permitirá (basándonos en el tipo de error que se pro-
duce en los circuitos Integrados de memoria) corregir errores dobles sin 
necesidad de utilizar la gran redundancia de ios códigos BCH. 
5.2.1.3. Corrección de "borrados". 
En casos muy especiales-en que necesitemos una flabilidad muy ex-
tremada, podemos utilizar como ya hemos dicho un código BCH con distancia 
mínima 5, es decir, capaz de corregir todos los errores dobles. La utiliza-
ción de este código supone un gran incremento de la complejidad del codifi-
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cador y decodlflcador así como un gran aumenta .del número de bits de pari-
dad. Por ejemplo, para datos de 16 bits, con un código con distancia mínima 
4 se necesitan 6 bits de paridad (22,16). Para utilizar un código BCH con 
distancia 5 se necesitarían 10 bits de paridad (26,16). 
La segunda alternativa es sofisticar el decodlf '.ciaor y utilizar un 
código con distancia 4 para corregir un error simple y un borrado. Sundberg 
(Sundberg 1978) y Walker et al. (Walker 1979) desarrollaron un método de 
decodiflcaclón que utiliza este concepto de borrado para el caso en que los 
errores que se produzcan en la memoria sean determinados ("pegado a"). A 
continuación desarrollamos este mismo método haciéndolo válido para cual-
quier tipo de error que se produzca en los circuitos Integrados de memoria. 
Al contrario que en los canales de transmisión, donde los errores 
se producen aleatoriamente en cualquier posición de la palabra código, en 
una memoria organizada en rodajas de un bit (uno o varios circuitos Inte-
grados por cada bit de la palabra de memoria), s1 se produce un fallo en un 
circuito Integrado, éste Induce un error en una o varias palabras del códi-
go, pero con la característica de que el bit erróneo (cuando lo haya) siem-
pre estará en la misma posición de la palabra, ya sea un fallo de tipo de-
terminado o de tipo Indeterminado. Además, lo mas probable es que s1 falla 
mas de un circuito Integrado, estos fallos se produzcan de un modo escalo-
nado en el tiempo, lo que permitirá tener en el decodlflcador Información 
sobre el primer error cuando se presenten los efectos combinados del prime-
ro y el segundo. 
Por todo esto, podemos utilizar en el decodlflcador el concepto de 
"borrado" (Peterson 1961). Como borrado se define un símbolo de una palabra 
código en una posición conocida, pero de valor desconocido, es decir, po-
tendalmente erróneo. Es mucho mas fadl corregir un borrado que un error. 
Sabemos por teoría de códigos (Peterson 1961), que un código con 
distancia mínima d puede corregir todas las combinaciones de errores alea-
torios de peso t y borrados de peso r si se verifica que: 
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2t + r < d, 
siendo d su distancia mínima. 
De este modo, podemos ut i l i zar un código con distancia mínima 4 pa-
ra corregir errores simples (en un b i t ) y borrados también en un b i t . Vea-
mos la estructura y funcionamiento del decodlflcador. La estructura de la 
memoria será la mostrada en la figura 5.7. 
MENORÍA 
CODIFICADOR 
GENERADOR 
DE 
SIXDROHE 
* - * 
V-
lECOOlflCADOI 
4 -
ERROR SIMPLE 
ERROR DOBLE 
ERROR DOBLE tNSTANTANEO 
Figura 5.7 
El decodlflcador se encarga tanto de generar las señales de detec-
ción de error como de generar el valor del error (localizarlo) para efec-
tuar la corrección. La estructura Interna del decodlflcador se muestra en 
la figura 5.8. 
Su funcionamiento es el siguiente: 
Cuando se detecta por primera vez un error simple en ía memoria, se 
almacena el síndrome S en el registro correspondiente. Al mismo tiempo, se 
corrige el error como tal 'error simple. Cuando algún tiempo después se de-
tecta un error doble, se ut i l iza para su corrección el síndrome almacenado 
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Figura 5.8 
S_. Dicha corrección se efectúa como sigue: 
a 
a) Se detecta el error doble. 
b) El síndrome recibido S corresponde a un error doble (es lógico 
que corresponda al error cuyo síndrome está almacenado, junto con un nuevo 
error) . Calculados Sfa = S® S , que corresponde al síndrome del segundo 
error simple. 
c) Corregimos el dato con la secuencia de error e » e • e^. 
Cuando después de tener un síndrome almacenado S . el error que se 
detecta es simple, no se u t i l i za S, para la corrección. Este error simple 
puede ser el mismo que el primero, o bien otro distinto. Esto puede suceder 
cuando la palabra leída no queda afectada por el fa l lo (está fuera de la 
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zona dañada del circuito Integrado) o bien cuando el fallo es del tipo de-
terminado y el valor almacenado corresponde al valor constante del bit. 
Mediante esta estrategia podemos corregir prácticamente todos los' 
errores dobles que se produzcan en una memoria. El único caso que no se 
puede corregir automáticamente es cuando se produce un error doble Instan-
táneo, es decir, en el caso muy poco probable de que fallen dos circuitos 
Integrados en el mismo ciclo de memoria. En este caso, como no tenemos al-
macenado el síndrome S . no se puede ejecutar la corrección. De todos mo-
a
 . 
dos, este caso es detectable, y puede lanzarse una rutina de locallzaclón 
del fallo. 
Concluimos entonces que con esta estrategia de corrección, con un 
código con distancia 4 (que teóricamente solo puede corregir errores sim-
ples y detectar errores dobles), sofisticando un poco el decodlflcador al-
canzamos prácticamente la misma capacidad de corrección que tendríamos 
usando Hit código BCH con distancia 5 (capa^jjÜitQft^regir errores dobles), 
pero sin necesidad de aumentar el número de bits de paridad, es decir, la 
redundancia. 
5.2.2. Memoria de control. 
La memoria de control de un computador suele contar con un numero 
relativamente bajo de palabras, pero de un ancho considerable. Un caso 
tipleo podría ser 1 K-palabras de 64 bits. A la hora de organizar esta me-
moria vemos que, para aprovechar la capacidad de Integración de la tecno-
logía de semiconductores, no debemos hacerlo en rodajas de un bit, sino 
utilizar la otra estructura de circuitos Integrados de memoria, y dividir 
ésta en rodajas de b bits, donde cada rodaja corresponda a un solo cir-
cuito integrado. 
El inconveniente de esta organización es que s1 se produce un fallo 
en un circuito Integrada,de la matriz de memoria, como el error a su salida 
suele ser distribuido, en la palabra de memoria puede haber mas de un bit 
erróneo, por lo cual no podemos utilizar para su protección los códigos co-
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rrectores de error simple que utilizamos en la memoria principal, puesto 
que la mayoría no van a ser errores simples. 
Por esta razón, para proteger la memoria de control debemos u t i l i -
zar códigos que sean capaces de corregir errores en rodajas de b bits. En 
el capítulo 3 se Introdujeron los códigos b-adyacentes debidos a Bossen 
(Bossen 1970). Aquí desarrollamos un tipo específico de estos códigos, los 
llamados "biredundantes" que son fáciles de codificar y decodlflcar. 
5 .2 .2 .1 . Códigos birredundantes. 
Estos códigos constituyen una subclase de los códigos de tipo Ham-
ming sobre el campo f in i to GF(2 ) . Tienen dos símbolos redundantes y son 
capaces de corregir todos los errores simples en GF(2 ) , es decir, que co-
rrigen cualquier error que se produzca en un grupo de b bits. Su matriz de 
paridad H es de la forma: 
H • 1 1 1 1 . . . 1 1 0 
1 B 1 B 2 - V l 0 1 
Donde B1,B2,...,Bk_1 son elementos de GF(2 ). Por ser estos B{ dis-
tintos, no existe ninguna combinación de dos columnas de H que sea llneal-
mente dependiente, y por lo tanto, la distancia mínima del código es 3. 
Así, con este código se puede corregir cualquier error simple (en dígitos 
de b bits). El máximo número de dígitos de Información que se puede codifi-
car es igual al número de elementos no nulos y distintos en GF(2 ), que es 
2 b - l . 
Tomando como poi¡a¿m1o primitivo el polinomio P(x) que define 
GF(2 ), todas las potencias de a * (x) serán distintas, puesto que cada BJ 
es Igual a una potencia de a. 
De este modo, la matriz de paridad H queda: 
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H - \ , ; , i • ib-,1 l ° 
a0.1,2... a2 -2 0 1 
en la que basta sustituir cada a por su correspondiente matriz de trans-
formación T I para obtener la matriz de paridad H en forma binarla. La 
ventaja fundamental de estos códigos, aparte de su baja redundancia, es la 
facilidad con que pueden decodlflcarse. 
Supongamos que se produce un error en b o menos bits de la rodaja 
1. Este error corresponde a algún e^ e GF(2 ). El síndrome correspondiente 
es: 
e. 
S • (*1) - (J ) donde S, y S2 son vectores binarlos de b 
el error ha ocu 
tes, el síndrome toma el valor: 
S. e, %., 
S • (SM » ( 0 1 ) . o (ti en 
*Z ' c1 
componentes. SI urrido en alguna de las dos rodajas redundam-
S * (ei) 
dependiendo de que el error esté en el primero o en el segundo dígito re-
dundante. Podemos detectar fácilmente ambos casos mediante puertas "Y" ló-
gico que comprueben s1 es S. » 0 o S. « 0. Esto es posible porque s1 no hay 
error en la parte redundante, e, y e« no pueden anularse a la vez. 
SI e f 0, es a*e / 0 para todo a ^ U F U 1 * ) ; a / 0 
Para un síndrome S con sus dos componentes distintos de cero, el 
error está en el bloque 1 si y solo s1 se verifica que: 
aVS2 
En cuyo caso, el valor del'-error e, « S. debe sumarse módulo 2 al bloque 1 
para corregir dicho error. La estructura del decodlflcador sería la mostra-
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da en la figura 5.9. 
n DATOS + DÍGITOS REDUNDANTES 
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ERROR EN RODAJA « 
_ ERROR EN RODAJA R-l 
Figura 5.9 
Este método de decodificación necesita un número mucho menor de 
elementos físicos que una decodificación directa del síndrome. Vemos enton-
ces que, utilizando un código birredundante podemos corregir cualquier 
error que se produzca en una rodaja de b bits en la memoria. 
Un ejemplo de código birredundante es el código (80,64) para roda-
jas con b * 8 b i ts . Usando este código necesitan «os 10 circuitos Integra-
dos de memoria (8 para datos y dos redundantes). Así podríamos corregir 
cualquier error debido al fa l lo de uno de los circuitos Integrados de memo-
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ría. 
S.3. Unidad de Proceso. 
Plantemos y desarrollamos en este apartado estrategias para prote-
ger la unidad de proceso de un computador. Se basan en dividir la unidad 
vertlcalmente en rodajas de un ancho determinado. La primera ut i l i za para 
la protección un código aritmético corrector de errores, la segunda ut i l iza 
una mezcla de duplicación funcional con un código corrector. 
La división en rodajas está motivada por las siguientes razones: 
- La partición en rodajas va generalmente unida a las técnicas de 
anticipación de acarreo, tanto entre rodajas como en el interior de éstas. 
Esto permite obtener una-velocidad de proceso mayor. 
• El estado actual de la tecnología ,"¿f ¡^¿conductores permite In-
cluir la rodaja completa en un solo circuito Integrado. 
- Como contrapartida, se presenta la dificultad de que, como vimos 
en el capítulo 2, los fallos que se producen en circuitos construidos con 
Integración a gran escala suelen dar lugar a errores distribuidos, es de-
c i r , que pueden afectar a mas de una salida de la rodaja. Por esta razón, 
los códigos aritméticos correctores de un solo error pgeden resultar muy 
poco efectivos. 
- Pero, como veremos a continuación, podemos obtener códigos a r i t -
méticos con baja redundancia que son capaces de corregir cualquier error 
que se presente en una sola rodaja. 
5 .3 .1 . Código corrector de error en una rodaja. 
Planteamos primero una.estrategia en la que el único método de pro-
tecdón es la aplicación de un código corrector de error. El primer proble-
ma es establecer que tipo de código aritmético es el mas apropiado, y ade-
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más definir un código concreto que tenga capacidad para corregir errores en 
la rodaja definida. 
5.3.1.1. Determinación del tipo de código mas apropiado. 
Determinamos cual es el tipo de código aritmético mas apropiado ha-
ciendo un estudio comparativo de los códigos aritméticos correctores de 
error mas comunes. Estos son: Códigos AN (no separados), códigos gAN (sis-
temáticos no separados) y códigos mu1t1rres1duo (separados). Las carac-
terísticas diferenciales de estos códigos son las siguientes: 
- Capacidad de representación y razón de redundancia. 
Vimos en el capítulo 3 que, tanto con los códigos AN como con los 
gAN, la palabra código mas grande que es posible representar para una capa-
cidad de corrección dada, queda determinada por la cantidad AH (A.d), es 
decir, que el dato mas grande que podemos codificar es el entero M (A,d). 
Sabemos por la correspondencia entre códigos AN y códigos multlrre-
siduo, que el máximo dato representable con estos últimos es precisamente 
AM (A,d), lo que significa por un lado un incremento en el rango de repre-
sentación, y por otro una disminución de la razón de redundancia para la 
misma capacidad de corrección. Veamos esto con un ejemplo. 
Tomemos dos códigos equivalentes en capacidad de corrección, como 
son el código AN con A * 15 x 511 y el código birreslduo con bases m, « 15 
y mg = 511 que, como veremos mas adelante, son capaces de corregir cual-
quier error en una rodaja de cuatro bits. Estos códigos tienen distancia 
mínima 3 y su rango de representación es: 
AMr(A,d) = 169 - 1 » 2 3 6 - 1. 
Si trabajamos con el código AN, lo anterior quiere decir que el ta-
maño máximo de la palabra código es de 36 bits, en los cuales están com-
prendidos 13 bits redundantes. Por lo tanto, solo podemos codificar datos 
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que tengan un ancho de hasta 23 bi ts . La palabra código (para un código 
gAN) tendría la estructura de la figura 5.10. 
J5 23 22 
I UWMDANCIAI DATO 
Figura 5.10 
Para ambos AN y gAN la razón de redundancia definida como el co-
ciente entre el número de bits redundantes y el número total de bits sería 
la siguiente: 
R m
 W R " § * °'36 
¡ En cambio, s1 trabajamos cbh el código blrresiduo de bases m, • 15 
y «u * 511, el dato máximo que se puede codificar tiene un tamaño de 36 
bits. La palabra código tiene la estructura de la figura 5.11. 
]} o 3 o « o 
| "»TO I |RES1DUO 1 I JRESTCPO 2 | 
Figura 5.11 
La razón de redundancia sería: 
* • || • 0.26 
Cono vemos, también "la razón de redundancia es mucho mejor para los 
códigos blrresiduo que para los AN y los gAN. 
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- Facilidad de codificación y decodificación. 
En general, los códigos AN y gAN necesitan para la codificación una 
unidad que multiplique el dato a codificar por la cantidad A. Para el cál-
culo del síndrome, lo que necesitan es otra unidad que calcule el residuo 
módulo A de la palabra código (división). 
Los códigos multlrresiduo, tanto para codificar como para el cálcu-
lo del síndrome necesitan una unidad que calcule el residuo de un número 
módulo cada una de las bases. 
La máxima simplificación que puede hacerse es utilizar códigos de 
bajo costo, lo que significa tomar A para los códigos AN de la forma 
A » 2a - 1, y para códigos multirreslduo, cada una de las bases m. de la 
forma m, • 2 - 1. Hacer esto en códigos AN y gAN únicamente simplifica el 
cálculo del síndrome, pues se sigue necesitando un multiplicador. En cam-
bio, con los códigos multlrresiduo se simplifican ambos procesos, ganando 
así tanto en sencillez de implantación física como en velocidad de opera-
ción. 
- Operaciones no aritméticas. 
Para cierto tipo de operaciones, como los desplazamientos y las 
operaciones lógicas, los códigos AN y gAN no permanecen cerrados. Es mas, 
por ser códigos no separados, si queremos ejecutar por ejemplo una opera-
ción lógica, debemos primero decodiflcar las palabras código, ejecutar la 
operación, y a continuación recodlficar el resultado. Este proceso, además 
de ser lento y complicado, provoca que este tipo de operaciones no queden 
protegidas por el código. 
En cambio, como los códigos multirreslduo son separados, para eje-
cutar una operación de este tipo no es necesario decodiflcar las palabras 
código. Además, para que la operación quede protegida por el código, basta 
con aplicar los resultados obtenidos en el capítulo 4 de este trabajo. 
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Vemos entonces que, en general, los códigos multirresiduo tienen 
grandes ventajas frente a todos los demás aritméticos. Por tanto, son los 
que utilizamos en el desarrollo posterior. 
5.3.1.2. Generación del código. 
Una vez determinado que el tipo de código mas apropiado para prote-
ger una unidad de proceso es un multirresiduo, el problema es definir uno 
que sea capaz de corregir todos los errores que se produzcan en una rodaja 
de dicha unidad de proceso. 
Vimos en el capítulo 3 que podemos ut i l i zar los códigos birresiduo 
para corregir cualquier error que se produzca en un solo bit de la unidad 
de proceso, puesto que son códigos correctores de errores simples. Rao en 
(Rao 1974) desarrolla un ejemplo de código birresiduo que es capaz de co-
rregir cualquier error simple en datos de 20 bi ts . La observación de este 
ejemplo, y en concreto el elevado número de : p¡qfli:b}es síndromes de error 
Q 
distintos (2 - 1), frente al pequeño número de ellos utilizado (32), nos 
Indujo a pensar que el código tenia capacidad para corregir errores mas 
complejos. Así pues, tratamos de utilizar este mismo código para corregir 
errores en rodajas de 4 bits. Se hizo una caracterización de cada uno de 
los síndromes (mediante un programa de simulación), y se comprobó que todos 
los errores de la forma ial63 para 0 < a < 16 tienen síndromes distintos. 
Se comprobó así que el código es capaz de corregir dichos errores. 
En un intento de formalizaclón y generalización de este resultado, 
después de una intensa búsqueda bibliográfica, dimos con el trabajo de Neu-
mann y Rao (Neumann 1975) que apunta hacia este resultado. De aquí hemos 
obtenido los siguientes tres teoremas, cuyas demostraciones hemos adaptado 
y que nos permiten generar códigos para corrección de errores en rodajas de 
b bits. 
Los resultados que vamos a obtener a continuación, debido a la co-
rrespondencia vista en el capítulo 3, son directamente aplicables tanto a 
los códigos AN y gAN, como a los birresiduo. 
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Sea una base de representación r. Un error simple en un número con 
dicha base de representación tiene la forma tar', con 0 < a < r. Demostra-
remos que este tipo de error es corregible mediante un código AN con gene-
rador A de la forma A * (r - l)p (y por lo tanto, por un código blrreslduo 
con bases de la forma m, » r - 1 y • . » p), siendo p un número primo mayor 
que r, que debe satisfacer ciertas condiciones. 
Trabajamos entonces con S dígitos en base r (n rodajas). Utili-
zando aritmética de complemento a la base o de complemento restringido a la 
base, un error simple E, se define como un error de peso modular uno, y 
viene determinado por: 
E • ar* o bien E » m - ar', 
donde 0 < |a| < r, y 0 * j < ñ 
j representa la posición del dígito erróneo, y 
m » rn, o bien m * rn - 1. 
Teorema 5.1. 
Sea un código AN con A * (r - l)p. Para cualquier número primo 
p > r se verifica que para todo a tal que 0 < a < r - 1 
p - 1 / G r ( p ) , y (a - r + l)a"1^/Gr(p) s1 y solo s1 
er(p) 
AMr(A,d) * r r - 1 
G (p) denota el subgrupo multiplicativo (r (mod. p)), y aa" s Kmod. p) 
Demostración. 
1) Supongamos que p - 1CG (p). Entonces, podemos poner que 
•i " 
p - 1 ; r (mod. p). Como p - 1 = - Kmod. p), debe ser 1 « e,(p)/2. Por lo 
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tanto: 
er(p)/2 
r + 1 * 0 (mod. p), lo que Implica que: 
e_(p)/Z (r - l ) ( r r + 1 ) 5 0 (mod. A) 
e (pl/2 
Coao (r - l ) ( r +1) tiene peso dos, debe verificarse que: 
AMr(A,3) < r r - 1, 
que es contradictorio, por lo tanto, debe ser p - lí'G (p). 
2) Sea p - U G p ( p ) y (a - r+l)a"Vsr(p) 
e (p) e (p) 
Cono r - 1 ; 0(mod. A), y r - 1 tiene peso dos, debe ser: 
e.(p) 
AMr(A,3) '<r r - 1. 
Consideremos el anillo R de los números enteros módulo r r - 1. 
En R, $1 cualquier error de peso uno tiene síndrome único respecto de A, 
cualquier palabra código distinta de cero debe tener peso mayor que dos. 
er(p) 
Por lo tanto, AMr(A,3) debe ser Igual » r r - 1. Asi pues, basta con de-
mostrar que para cualquier pareja de errores distintos Ej « ar-J y E * b , 
con 0 < |a| < r y 0 < |b| < r para j y 1 pertenecientes al conjunto 
(0, 1, .... ep(p) - 1), sus síndromes son distintos. 
Supongamos que los síndromes son Iguales: 
a r ; br (mod. A). Por lo tanto, i r 2 b(mod. A) 
As?, ar • b(mod. A) con 1 * j - 1. Por tanto, debe cumplirse: 
ar1 a b (mod. r - 1) (1) 
ar ; b (mod. p) 
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De (1) obtenemos que si a y b tienen e1 mismo signo, es a » b. Si a 
y b tienen signos opuestos, podemos tomar a'"> 0 (sin perder generalidad), 
con lo que se verifica: 
a = b + (r - 1) 
Cuando es a « b, no se satisface (2) para ningún i, salvo en el ca-
so en que E, = t^. Por lo tanto, los síndromes de todos los errores distin-
tos son distintos. 
Cuando es a / b, tenemos: 
ar r a - (r - l){mod. p), así (a - r + D a " ; r (mod. p), lo que 
implica que: 
(a - r + l)a" e G (p), que contradice la hipótesis, c.q.d. 
Mediante la aplicación de este teorema, podemos comprobar (no sin 
dificultad) si el rango de representación dado por AM (A,3) para p y r da-
dos es suficiente para nuestra aplicación. De todos modos, a continuación 
vemos que si restringimos los valores de p y r a un tipo particular, pode-
mos fácilmente calcular AM (A,3) para r grande. 
Lema 5.1. 
Dado r = 2 y un primo p * 2 - 1 , si p > r se verifica que 
P - l fG r (P> y (a - r + l ) a " V G r ( p ) . 
Demostración. 
Como p es primo, d también debe serlo. Entonces, los elementos de 
G (p) son precisamente las primeras d potencias consecutivas de 2, puesto 
que en este caso es G (p) idéntico a G-(p), y el máximo común divisor de b 
y d es 1. Por tanto, solamente debemos probar que para ningún 1 se verifica 
la congruencia: 
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821 Í a - r + 1 (mod. 2d - 1) 
Supongamos que se veri f ica. Entonces, 
«21 • 2d - 2b + a (mod. 2d - 1 ) , por tanto, 
tí1 ,
 20(2d-b . i ) * a ( m o d . 2d . i ) 
Vemos entonces que en el lado derecho de la congruencia hay un en-
tero menor que 2 - 1 , cuya representación binaria tiene dos partes, la de 
orden superior, de valor 2 - 2 , y la de orden inferior (b dígitos) de va-
lor a. También vemos que el peso de Hamming de este entero debe superar al 
menos en uno al peso de a. Por otra parte, el peso de Hamnlng de 
a2 (mod. 2 - 1) es exactamente el peso de a. Así pues, la congruencia de 
partida no puede verif icarse. 
Este lema nos da pie para demostrar el siguiente teorema. 
Teorema 5 . 2 . 
Para r * 2 y un primo p « 2 - 1, con p > r, si tomamos 
A * (r - l)p, se verifica que: 
AMr(A,3) - rd - 1 
Demostración. 
Del lema 5.1, como r » 2 , p « 2 - 1 y p > r, se verifica que 
-1 k 
(a - r + D a f Gr(p). También, los elementos de G (p) son de la forma 2 , 
con k • 0,1 d - 1, y p - l f G (p). De este modo, como el máximo común 
divisor de b y d es uno, se verifica que e (2 - 1) * d. Entonces, aplican-
do el teorema 5.1, queda demostrado que: 
AMr(A,3) * rd - 1 c.q.d. 
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Este Importante teorema nos proporciona el método para calcular el 
rango de representación AM (A,3) ara r y p" dados. Por ejemplo, si trabaja-
mos con r » 16 (rodajas de cuatro bits)', el menor valor de p de la forma 
2 - 1 que podemos utilizar es p » 31. Es decir, que como p • 2 - i 
(d * 5), calculamos AM (A,3) que es: 
AMr(A,3) -" 165 - 1 - 2 2 0 - 1 
En lo anterior hemos supuesto que p es primo. S1n embargo, también 
podemos encontrar códigos correctores de error en una rodaja para muchos 
enteros no primos (usamos q en lugar de p para denotar que no necesita ser 
primo), con A * (r - l)q. 
Con el siguiente teorema generalizamos los resultados anteriores a 
los enteros no primos de la forma q * 2 - 1. En estas condiciones, existen 
códigos para cualquier d > 3 (excepto 4 o 6) para al menos un r • 2 > 4. 
Teorema 5.3. 
Sea A » ( r - l ) q , con r * 2 b , q = 2 - 1 (d > b) y con 
MCD(r - l ,q) * 1 . Sea f el mayor número entero (no necesariamente primo) 
para el cual 2 - 1 es un d iv isor de q. Entonces se ve r i f i ca : 
AMr(A,3) » rd - 1 si y solo s1 r t l / ( 2 f - 1) 
Demostración. 
f f f 
Si r > q / ( 2 - 1 ) , entonces los dos errores qr / (2 - 1) y 
qr / (2 - 1) tienen síndromes iguales, con lo cual no se puede hacer la co-
rrección del e r ror . Esto se deduce simplemente de que 
r f - 1 5 0 (mod. r - 1) y r f - 1 « ( 2 f ) b - 1 i 0 (mod. 2 f - 1) . Así, 
A » ( r - l ) q = ( r - l ) q ( 2 f - l ) / ( 2 f - 1) 
f f 
que i i vHe a 11 l i fo*vnc lA de los -\o% arreres -i(r - l ) / ( ¿ - H . Así pues, 
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estos dos errores no pueden tratarse como simples. 
Como r - 1 es múltiplo de 2 - 1 solamente para 1 t 1 < d, enton-
ces todos los síndromes son distintos, c.q.d. 
Un ejemplo de código obtenido por la aplicación de este teorema es 
el siguiente: 
Tomemos r » 16, q = 511 (r • 2 4 , q • 2 9 - 1) 
Como q - 511 - 7x73, entonces, f * 3 y r * 1 6 < q / ( 2 f - 1) = 73 
Por tanto, podemos calcular AM (A,3) como r - l . Así: 
AMr(A,3) » ( 2 4 ) 9 - 1 * 2 3 6 - 1 
En las tablas 5.2 y 5.3 listamos algunos códigos correctores de 
s y ; 
error en una rodaja para distintas bases r, indicando su rango de represen-
tación, así como el número de bits necesarios para ésta. 
r » 4 r » 8 r • 16 
p AMr(A,3) n AMr(A,3) n AMr(A,3) n 
31 4 5 - 1 10 8 5 - 1 15 165 - 1 20 
127 4 7 - 1 14 8 7 - 1 21 167 - 1 28 
Tabla 5.2. Obtenidos por aplicación del Th 5.2 
Hemos demostrado unos teoremas mediante los cuales podemos calcular 
el rango de representación del código con el que vamos a trabajar. Como ci-
tábamos antes, estos resultados son aplicables tanto a los códigos AN y los 
gAN como a los códigos blrreslduo. 
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n 
1 36 
1 40 
1 44 
1 68 
Th. 5.3 
5.3.1.3 Estructura de la unidad de proceso. 
Planteamos ahora de un modo general cómo debe construirse una uni-
dad de proceso protegida contra errores mediante el uso de un código co-
rrector birresiduo. 
El procesador tiene como entradas dos datos X, y X„ de longitud n 
bits, así como las señales de control que Indican la operación f. a ejecu-
tar. Debe dar como salida el resultado correcto de la operación, y unas se-
ñales indicadoras de error (figura 5.12). 
La unidad consta de los siguientes bloques fundamentales: 
- Procesador de datos, capaz de ejecutar tanto operaciones lógicas 
como aritméticas sobre operandos de n bits. Estará dividido en rodajas del 
ancho que el código sea capaz de corregir. 
- Procesadores de residuo. Ejecutan sobre los residuos de los ope-
randos la operación f correspondiente a la f . que se ejecuta sobre éstos. 
- Codificadores. Son unidades que generan los residuos módulo 
Cj Co 
m, « 2 - 1 y módulo m¿ - 2 - 1. 
- Generador de síndrome. Este bloque se encarga de generar, par-
r = 4 r « 8 r = 16 
q AMr(A,3) n AMr(A,3) -n *AMr(A,3) 
255 
511 
1023 
2047 
2 1 7 - 1 
... 
4 9 - l 
... 
4 1 1 - 1 
4 1 7 - 1 
-
18 
. 
22 
34 
8 o - 1 
8 1 0 - 1 
8u-i 
8 1 7 - 1 
24 
-
30 
33 
51 
— 
169 
16 1 0 
16" 
1617 
Tabla 5.3. Obtenidos por aplicación del 
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Figura 5.12 
tiendo del resultado de operar sobre los datos y del resultado de operar 
sobre los residuos, el sindrome del error. Consta este bloque de un codifi-
cador que genera los residuos Módulo n. y nú de^ resultado de operar sobre 
los datos, un restador Módulo a, y otro módulo m. donde se restan los resi-
duos para obtener el síndrome. 
- Corrector de error. Se encarga de, partiendo del síndrome y del 
resultado de operar con los datos, generar el resultado correcto de la ope-
1*6 
ración. Taablén genera los residuos correctos y. algunas señales de Indica-
ción de error. 
E1 funcionamiento de la unidad es el siguiente: 
Los operandos de entrada X, y X» entran al procesador de datos, y 
al mismo tiempo pasan por los codificadores que generan los residuos co-
rrespondientes, que se llevan a los procesadores de residuos. 
La salida del procesador de datos será el resultado de ejecutar la 
operación f^ sobre éstos (posiblemente Incorrecto). Los procesadores de re-
siduo tendrán como salida los que deben ser los residuos módulo m, y módulo 
m„ del resultado de la operación. 
ror ser tres unidades independientes, es muy pequeña la probabili-
dad de que falle mas de una a la vez. Así, podemos suponer que si hay 
error, lo habrá solamente en la salida de una de ellas, o bien en el proce-
sador de datos, o bien en uno solo de los procesadores de residuo. 
Estas tres salidas, entran en el generador de síndrome, del que se 
obtiene información suficiente para corregir el error. Como vimos en el 
capítulo 3, pueden presentarse cuatro casos con el síndrome: 
S = (0,0) No hay error. 
S = (e,0) Error en el residuo 1. 
S = (0,e) Error en el residuo 2. 
S = (E,,E2) Error en el dato. 
Este síndrome, junto con el resultado de operar sobre los datos y 
los resultados de operar sobre los residuos, se introduce en el corrector, 
que se encarga de avisar si hubo o no error, calcular el valor de éste y 
restádselo al resultado erróneo para generar el resultado correcto. También 
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se encarga de generar los residuos correspondientes al resultado en el caso 
de que el error se haya producido en uno de los residuos. 
Esta es la estructura genérica que debe adoptarse en una unidad de 
proceso protegida mediante un código b l r res lduo. La línea de puntos entre 
el procesador de datos y los procesadores de residuos corresponde a la I n -
formación necesaria para determinar la operación f que hay que ejecutar 
sobre los residuos cuando sobre los datos se ejecuta f . . 
5.3.2. Duplicación Interna. 
Proponemos en este apartado una estrategia de protección para un i -
dades de proceso, que es viable gradas a los avances vistos en el capítulo 
2 de los niveles de Integración de c i r cu i t os . La f i l oso f ía de ésta es e je-
cutar una detección y corrección de errores simultánea con el funcionamien-
to del sIstOM, pero ut i l izando para la detección una duplicación de unida-
des, y un código de residuos para la 'cor recc ión , en lugar de u t i l i z a r , como 
la estrategia anter ior un código para ambas funciones. 
Los aé todos de protección de unidades funcionales mediante dupl ica-
ción se rechazaban en el pasado, puesto que el Incremento del número de 
elementos lógicos empleados en un diseño se traducía directamente en un In -
cremento proporcional en el costo de construcción del sistema. Actualmente, 
con la Introducción de la Integración de c i rcu i tos a gran escala, la eco-
nomía es di ferente: El incremento del costo en función del incremento del 
número de puertas se ha reducido mucho. Entonces, si el diseñador de un 
s l s t ew quiere añadir c l r cu l t e r í a extra en el c i r cu i to integrado para con-
seguir Tolerancia a Fal los, el Incremento neto en el costo de fabricación 
del sistema será muy pequeño. 
Sedmak y Llebergot (Sedroak 1980) propusieron la duplicación de un i -
dades funcionales dentro de un c i r cu i t o Integrado para proteger su funcio-
namiento. Oe este modo es pos1bl"e detectar los errores que se produzcan en 
dichos c i rcu i tos , y lanzar unas rutinas de recuperación. 
148 
La estructura de la unidad de proceso propuesta en este apartado es 
capaz de detectar y corregir de un modo simultáneo con el funcionamiento 
normal del sistema, cualquier error que se- produzca en un solo c i rcu i to i n -
tegrado de los que cw "< n el sistema. 
5 .3 .2 .1 . Unidad de proceso elemental. 
Dividimos la unidad de proceso (como en la estrategia anterior) en 
rodajas de b b i ts de ancho, estando ahora cada rodaja duplicada en el in te -
r i o r de un c i r cu i to integrado. La estructura del c i r cu i to integrado que 
consti tuye una rodaja se muestra en la f igura 5.13. 
RESULTADO 
CORRECTO 
RALU 
COHPLEM. 
DETECTOR 
DE ERROR 
Figura 5.13 
El área que llamamos RALU contiene el procesador aritmético y lógi-
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co, además de un conjunto de registros de trabajo. Hay otro área de tamaño 
parecido que es una duplicación de la primera (debe construirse con lógica 
complementaria). Las entradas son comunes a ambos bloques, y las salidas de 
éstos se llevan a un comparador que genera una serie de señales de error 
codificadas, para lograr que dicho comparador sea autoverlficado. Las en-
tradas de alimentación y masa son redundantes, y la señal de reloj se l l e -
va, ademas de a los bloques de RALU, a un comprobador que también genera 
una señal de error. De este modo, cualquier fa l lo que se produzca en el 
circuito integrado puede detectarse. 
En la figura 5.14 se muestra un ejemplo de lógica complementaria. 
Las señales de entrada y de salida correspondientes tienen polaridades 
opuestas. 
I> 
• D Q 1 
= L > 
D Q 
Figura 5.14 
SI no utilizamos e,sta técnica de lógica complementarla, un fal lo en 
la máscara durante el proceso de fabricación (que sería la misma para todas 
las RALU.slpodría provocar fallos idénticos en éstas, lo que daría lugar a 
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errores que podrían quedar indetectados. 
El problema de que falle el detector de error del circuito Integra-
do se resuelve codificando su salida por ejemplo en un código 1 dt 2. Este 
código puede ser el siguiente: 
00 Error en el detector o en la RALI) 
01 No error 
10 No error 
11 Error en el detector o en la RALU 
La figura 5.15 muestra un comparador de dos bits que da su salida 
codificada de este modo, y que puede utilizarse para construir el detector. 
í>n 
FO 
i> 
NH 
3>-
í>-
Figura 5.15 
5.3.2.2. Constitución de la unidad de proceso. 
SI organizamos la unidad de proceso a base de conectar rodajas del 
tipo propuesto, contaremos con la posibilidad de detectar todos los errores 
151 
que se produzcan. Además se puede localizar en cuál de las rodajas se ha 
producido éste. Para poder corregir el error falta conocer su magnitud pa-
ra, restándola del dato, obtener el resultado correcto. Esto podemos logra-
rlo utilizando un código de residuos, que a nivel físico supone añadir una 
rodaja más (algo distinta de las anteriores) y una unidad de corrección. La 
estructura resultante se representa en la figura 5.16. 
PUTO 
RODAJA 
DE 
BATO 
RODAJA 
DE 
DATO 
RODAJA 
DE 
DATO 
RODAJA 
DE 
DATO 
CORRECTOR DE EW<0« 
RODAJA 
DE 
RESIDUO 
RESU1.TADO 
Figura 5.16 
La rodaja de residuo se encarga de generar el residuo módulo 2 -1 
del dato de entrada y de procesar los residuos de los operandos selecciona-
dos, dando como salida el que debe ser el residuo del resultado de procesar 
los datos en el resto de las rodajas. Para ello, debe contar Internamente 
con la lógica adecuada para ejecutar la operación f correspondiente sobre 
los residuos (aplicando los resultados obtenidos en e1 capitulo 4). Lógica-
mente, este circuito Integrado "también debe tener duplicada toda la unidad 
funcional, y debe contar con un detector de error que active las salidas 
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correspondientes. 
El corrector de error también tiene las mismas características de 
duplicación que el resto de los circuitos integrados. Recibe como entradas 
las siguientes: El resultado de ejecutar la operación f. sobre los datos, 
el resultado de ejecutar la operación f sobre los residuos, y las salidas 
de error de todas las rodajas. 
Esta unidad se encarga de generar el síndrome (calculando el 
residuo módulo 2 -1 del resultado de operar sobre los datos y restándolo 
del resultado de operar sobre los residuos). Este síndrome representa la 
magnitud del error que se ha producido (si hubo alguno). De este modo, si 
se ha activado la señal de error de una sola rodaja y la magnitud del error 
no es cero, procederá a corregir el resultado (restán)ole la magnitud del 
error) para su posterior utilización o almacenamiento. Pueden presentarse 
tres casos: 
1) El síndrome es nulo y no se activa la señal de error en ninguna 
de las rodajas. En este caso no se ha producido error, y por lo tanto no es 
necesaria la corrección. 
2) El síndrome es distinto de cero y se activa la señal de error en 
una sola rodaja. En este caso, se ha producido error en la rodaja que acti-
va la señal de error, y éste es corregible. 
3) Independientemente de como sea el síndrome se activan señales de 
error en más de una rodaja. En este caso, detectamos el error, pero no es 
posible corregirlo porque éste es múltiple. 
Vemos entonces que mediante el uso de esta estrategia podemos cons-
truir una unidad de proceso capaz de corregir todos los errores debidos a 
fallos en una sola rodaja, asi como también detectar todos los errores de-
bidos a fallos múltiples (en más de una rodaja). Asimismo cabe destacar que 
el código utilizado para la corrección es válido para datos de cualquier 
tamaño. Esto representa una ventaja sobre la estrategia anterior, en la que 
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aparte de tener que cumplir las bases de residuo una serie de restriccio-
nes, si aumentábamos el rango de representación teníamos que variar dichas 
bases. Con esta segunda estrategia, para cualquier número de rodajas de b 
bits, basta utilizar un residuo módulo 2 -1. 
5.3.3. Integración en un solo circuito. 
Visto el avance previsto para los próximos años en la tecnología de 
integración de circuitos, cabe plantearse la construcción en un solo cir-
cuito integrado de una unidad de proceso Tolerante a Fallos. Vimos en el 
capítulo 2 que los fallos que se producen en un circuito Integrado afectan 
a zonas determinadas del mismo, y ninguna zona es mas susceptible de fallo 
que otra. Por lo tanto, podemos utilizar para la protección de esta unidad 
la estrategia de dividirla en rodajas de b bits y utilizar un código birre-
slduo capaz de corregir todos los errores que se produzcan en una sola ro-
daja de dicho ancho. 
Para proteger este circuito integrado se debe cuidar especialmente 
que la separación entre las diversas rodajas sea mayor que el área que se 
prevee que afectar! el fallo. Oe este modo, nos aseguramos de que el fallo 
no afecte a mas de una rodaja. Teniendo en cuenta estas consideraciones e 
Introduciendo redundancia en las líneas de conexión, se integrarán en un 
solo circuito tanto las rodajas de proceso de datos como las de proceso de 
residuos y la unidad detectora y correctora de error. 
Una segunda aproximación, para no perder tanta superficie en el 
circuito Integrado sería no establecer las separaciones entre las diversas 
rodajas citadas anteriormente, sino integrar juntas todas las rodajas y 
utilizar un código que sea capaz de corregir un fallo que se produjera en 
dos rodajas contiguas. De este modo podríamos aumentar en gran manera el 
irea permitida de fallo. 
CAPITULO VI. 
APLICACIÓN. 
En este capítulo abordamos el diseño de un computador con carac-
terísticas de Tolerancia a Fallos, basándonos en los resultados obtenidos 
en los capítulos anteriores. Se realiza el diseño con circuitos Integrados 
LSI y MSI de tecnología TTL LS, y se demuestra así la viabilidad de cons-
truir un computador con capacidad de corregir los errores que se produzcan 
en un solo circuito Integrado. 
gura 6.1, 
La estructura general del computador diseñado se muestra en la fl-
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Figura 6.1 
Este computador tiene lá característica de que tanto los datos como 
las direcciones se encaminan por un bus único de 18 líneas (16 de datos y 2 
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de paridad para proteger la transmisión). , '« 
Tanto sobre la unidad de control como sobre la unidad de entrada 
salida, nos limitamos a hacer algunas consideraciones generales, centrándo-
nos en el diseño de la memoria y de la unidad de proceso, cuya protección 
es el objetivo de este trabajo. 
6.1. Unidad de control. 
La unidad de control de este computador debe ser mlcroprogramada, 
puesto que, de este modo, se pueden almacenar en memoria de control las ru-
tinas de recuperación que necesite el sistema (su ejecución es mucho más 
rápida). 
La figura 6.2 muestra la estructura general prevista para esta uni-
dad de control. 
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Figura 6.2 
El único bloque de esta unidad que podemos proteger contra fallos 
mediante el uso de códigos detectores y correctores de error (objeto de 
nuestro trabajo) es la memoria de control» Esta se caracteriza por contar 
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con un número relativamente bajo de palabras de ancho muy grande (1 Kx64). 
Así pues, es conveniente organizaría en rodajas de b bits (en nuestro caso 
con pastillas de 1 Kx8, por lo cual utilizaremos un código corrector sobre 
GF(2 ) . El código idóneo para esta aplicación es el birredundante descrito 
en el capítulo 5, con el que podemos corregir cualquier error que se pro-
duzca en una sola rodaja. 
El secuenclador de nicrolnstruccIones, por no tener una estructura 
regular como la menoría, únicamente podemos protegerlo mediante repllca-
clón. Lo mejor es ut i l izar redundancia modular t r ip le con decodifleaderes 
de mayoría (figura 6 .3) . 
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Figura 6.3 
El mayor problema que podemos encontrarnos al diseñar este secuen-
clador es el de sincronizar las tres unidades a la hora de ejecutar la de-
codificación y decisión de cual es la dirección correcta. De todos nodos, 
no es un problema insalvable. 
Para proteger las propias señales de control de la máquina podemos 
ut i l izar un registro de nicroinstrucclón, de tal modo que las señales que 
parten de la memoria de control se almacenan en el registro cuando han pa-
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sado por todos los bloques donde tienen que actuar. Una comparación poste-
rior del contenido del registro con la salida de la memoria podrá detectar 
s1 se ha perdido alguna señal de control, Iniciando en este caso las accio-
nes de recuperación oportunas. 
Igualmente protegemos el código de operación mediante una triplica-
ción del registro de Instrucción. La unidad de control queda de un modo ge-
neral COBO nuestra la figura 6.4. 
6.2. Meworia principal y unidad de proceso. 
A la hora de diseñar la memoria y la unidad de proceso del computa-
dor cabe plantearse la posibilidad de utilizar el mismo código detector y 
corrector para proteger ambas unidades. 
La utilización de un código de tipo paridad, que es muy útil en la 
memoria, es imposible en la unidad de proceso, debido a que no es cerrado 
respecto de las operaciones que se ejecutan en ésta (un código de tipo pa-
ridad solo es cerrado respecto de la operación "0" exclusivo). 
En cambio, la utilización de un código aritmético para la memoria 
sí es viable, pero presenta el Inconveniente de que la redundancia necesa-
ria es mayor que con los códigos de tipo paridad. Entonces, la utilización 
en una memoria de un código aritmético llevaría a un aumento Importante del 
numero de elementos físicos que la componen. Por ello, en nuestro diseño 
hemos utilizado un código de tipo paridad en la memoria y un código aritmé-
tico en la unidad de proceso, evitando los transcodificadores de un modo 
muy simple: utilizando dos códigos sistemáticos, que permiten decodlficar 
la palabra código mediante una simple truncaclón. 
6.2.1. Memoria principal. 
Como hemos concebido nuestro computador de modo que trabaje con da-
tos de 16 bits, la memoria diseñada es capaz también de almacenar datos de 
16 bits. Esta memoria cuenta con las siguientes características generales: 
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- Almacena 16 K-palabras de 22 bits (16 bits para datos y 6 bits 
redundantes). 
- Cuenta con un protocolo de acceso muy simple basado en las seña-
les DIR, ICM, R/W y DISP (dirección, Inicio de ciclo de memoria, lectu-
ra/escritura y disponibilidad). 
- La comunicación con la CPU se efectúa mediante un bus único para 
datos y direcciones de 16 bits, protegido mediante dos bits de paridad. 
- Memoria dinámica con refresco asincrono, es decir, que éste se 
efectúa automáticamente sin que Intervenga la CPU. 
- Capacidad para corregir cualquier error simple y para detectar 
cualquier error doble o múltiple de peso par. Para ello utiliza un código 
detector y corrector de error. 
- La matriz de memoria está organizada en rodajas de un solo bit 
pa,.. aumentar la efectividad del código utilizado. 
A continuación pasamos a describir el diseño de la unidad. 
6.2.1.1 Descripción general. 
En la figura 6.5 se muestra el diagrama general de la unidad de me-
moria. Cabe destacar los siguientes bloques: 
- Matriz de memoria. (Figura 6.6) Está formada por una sola fila de 
circuitos integrados MM5290 (memoria de 16 Kxl) conectados con todas las 
líneas de dirección y de control en común. Solamente son Independientes las 
líneas de dato (formando así 22 líneas de entrada y otras 22 de salida). 
- Codificador detector de paridad, (figura 6.7) Basado en dos gene-
radores de paridad de 9 entradas (74 LS 280), se encarga de generar dos 
bits de paridad para el envío de datos hada la CPU, así como de detectar 
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si se ha producido o no error en la transmisión de una dirección o un dato 
de la CPU a la memoria. Proporciona la salida de error en un código 1 de 2, 
verificando también su propio buen funcionamiento. Cabe destacar en su di-
seño el uso de "buffers" trlestado para no duplicar el codificador en ambos 
sentidos de transmisión. 
- Registro de direcciones de memoria" (RDM). Está formado por dos 
circuitos integrados 7* LS 374 (registros de 8 bits) y se encarga de alma-
cenar la dirección del dato que se quiere leer o escribir en un acceso. 
- Codificador detector corrector (COC). Se encarga de generar los 
seis bits redundantes que se almacenan junto con el dato en un acceso de 
escritura. Además se encarga este bloque de la generación del síndrome, de 
su decodificaclón y de la corrección del dato si se ha detectado un error 
simple en un acceso de lectura. Genera también las señales que indican a la 
CPU si se ha producido error simple o doble. 
El código utilizado es de peso Impar mínimo (22,16) de los discuti-
dos en el capítulo 5. Su matriz de paridad H se muestra en la figura 6.8. 
Está construida de acuerdo con el método descrito en el capítulo S. 
De ella se obtiene la matriz generadora G, que se muestra en la figura 6.9. 
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Oe estas dos maly^ces-obtenemos como debe diseñarse el CDC, obte-
niendo el mostrado en la figura 6.10. 
164 
1 0 0 0 0 0 0 0 0 0 0 0 - 0 0 0 0 1 1 1 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 
o o i o o o o o o o c r o o o o o i i o o i o 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 1 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 10 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 1 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 1 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 1 1 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 
Figura 6.9 
Se han utilizado buffers triestado para poder generar tanto el 
síndrome como los bits redundantes con el mismo codificador, formado por 
seis circuitos Integrados 74 LS 280. La corrección se efectúa negando (me-
diante una puerta "0" exclusivo) el bit ojié se ha detectado y localizado 
como erróneo. 
- Multlplexores de dirección. Se encargan de dividir la dirección 
de acceso en dos partes, dirección de fila y dirección de columna (esto es 
necesario por la utilización de memoria dinámica). Además entregan a la me-
moria la dirección de fila de refresco cuando se produce un ciclo de este 
tipo. 
- Lógica de refresco. Está compuesta por un generador de reloj y un 
contador. Envía a la lógica de control una petición de ciclo de refresco 
(cuando es necesario) y genera la dirección de la fila en que hay que eje-
cutar dicho ciclo. 
- Lógica de control. Genera todas las señales que necesita la M -
trlz de memoria durante un ciclo de acceso, se encarga del protocolo de co-
municación con la CPU, y además arbitra la coincidencia de peticiones de 
ciclo (memoria o refresco). Su diagrama se muestra en la figura 6.11. 
22/ 
V 
/ 
'l* 
• 
INFORMACIÓN 
/ 
Ab 
22 , / 
/ DE 
MEMORIA, 
CONTROL 'k.— 
'« 
f 
CONTROL 
o* 
o-
i 
1 
o 
< 
Y 
3J*--fc 
/ . / l * 
> 
CODIFICADOR 
DETECTOR 
í 
ES ED 
^ 
IV9 PJnBM 
13 12 
991 
167 
Una vez descrita de un modo general 1a composición de la unidad de 
memoria, pasamos a describir a grandes rasgos su funcionamiento. 
Durante la primera mlcrolstrucdón de la rutina de acceso a memo-
ria, la CPU pone en e1 bus de comunicación la dirección de acceso, al mismo 
tiempo que activa la señal DIR Indicando a la memoria que lo que envía es 
una dirección. El codificador detector de paridad comprueba si se ha produ-
cido o no error en 1a transmisión, en cuyo caso activará la señal EP. La 
dirección queda a la entrada del RDM, donde se cargará con el flanco ascen-
dente del reloj (enmascarado por la señal OÍR). 
En la siguiente mlcrolnstrucdón, la CPU activa la señal ICM para 
solicitar el comienzo del ciclo, Indica si quiere lectura o escritura con 
la señal R/U, y si es escritura, pone en el bus el dato a almacenar. Veamos 
los dos tipos de acceso. 
Ciclo de lectura. SI no hay ninguna petición de ciclo de refresco 
pendiente o en ejecución* 1a señal ICM activa el ciclo de memoria en la ló-
gica de control, y ésta baja la señal DISP, que no volverá a activarse has-
ta que termine el ciclo de acceso. Genera la señal RAS, que Introduce en la 
memoria la dirección de fila y a continuación cambia la señal HUX, poniendo 
a la entrada de dirección de la matriz de memoria la dirección de columna, 
que se carga cuando se activa la señal CAS. Transcurrido el tiempo necesa-
rio para la lectura, el dato leído queda almacenado en un registro presente 
a la salida de 1a matriz de memoria, que lo mantiene a la entrada del CDC. 
En este bloque se genera el síndrome, se decodlflca éste y se procede a la 
corrección del dato si se ha producido error (además de activar si es nece-
sario 1as señales ES o ED). De aquí, los 16 bits de datos pasan a1 codifi-
cador de paridad, donde se generan los dos bits que se añaden para transmi-
tir a la CPU el dato pedido. Por último, se activa la señal DISP para Indi-
car a la CPU que se ha completado el acceso. 
- Ciclo de escritura. Igual que en el de lectura, ICM activa el ci-
clo y obliga a que se desactive DISP. La dirección se carga del mismo modo 
en la memoria pero, como la señal R/W Indica escritura, al mismo tiempo el 
168 
dato presente en el bus pasa por el codificador detector de paridad, que 
Indica si hubo o no error en la transmisión. Los 16 bits de datos pasan por 
el CDC, generándose los seis bits redundantes, que se almacenan en la memo-
ria junto con los 16 de datos. Cuando se completa el ciclo de escritura 
vuelve a activarse la señal DISP. 
Por el hecho de haber utilizado en esta Implantación física circui-
tos integrados de memoria dinámica, para que no se pierda la información 
almacenada, hay que ejecutar un ciclo de refresco en cada fila cada cierto 
Intervalo de tiempo (en nuestro caso hay que refrescar todas las filas cada 
2 mS). Como son 128 las filas a refrescar, basta con lanzar un ciclo de re-
fresco cada 15 jiS. De esto se encarga el reloj de refresco, cuyo flanco as-
cendente Incrementa el contador de fila de refresco y lanza una petición de 
ciclo. Este será un ciclo de solo RAS (no se activa la señal CAS), teniendo 
seleccionada como entrada de dirección de la memoria la salida del contador 
de refresco. 
6.2.2. Unidad de proceso. 
La unidad de proceso diseñada y construida para nuestro computador 
cuenta con las siguientes características: 
- Está construida con tecnología TTL LS. 
- Trabaja sobre operandos de 25 taits (16 bits de dato y 9 bits re-
dundantes ). 
- Está dividida en 6 rodajas verticales, 4 para procesar los datos 
(cada una de ellas de un ancho de 4 bits) y otras dos (una de 4 bits y otra 
de 5) para procesar los bits redundantes que le dan su capacidad de correc-
ción de errores. 
- Cuenta con 16 registros de trabajo organizados como una memoria 
de acceso aleatorio con dos puertas de acceso. 
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- Elige los operandos A y B entre las siguientes fuentes: a) Regis-
tros de trabajo, b) Dato externo, c) Cero. 
- Sobre estos operandos puede ejecutar las operaciones siguientes: 
* Preset 
* Clear 
* Suma A+B 
* Diferencia A-B 
* Diferencia B-A 
* "Y" L6g1co A * B 
* "0" Lógico A v B 
* "0" Exclusivo A 9 B 
* Todo tipo de desplazamientos y rotaciones 
- Mediante la uti l ización de un código a r i | | | $ ico , es capaz de co-
rregir cualquier error que se produzca en" uñé, sol a rodaja, ya sea de datos 
o de bits redundantes, asi como en el b i t de acarreo, en el de cero o en el 
de signo. También es capaz de detectar la mayor parte de los errores múlti-
ples. 
Describimos primero el código utilizado para a continuación descri-
bir el diseño de la unidad. 
6.2.2.1. Código utilizado. 
Hemos utilizado para proteger la unidad de proceso un código birre-
siduo de los discutidos en el capítulo 5, que "es capaz de corregir todos 
los errores que se produzcan en una sola rodaja de cuatro bits. Hemos ele-
gido como bases de residuo las siguientes: ÜJ » 15 y »2 « 31. Este código 
tiene capacidad para trabajar con 20 bits de dato, que nosotros hemos res-
tringido a 16 para trabajar con un tamaño de palabra standard. 
El hecho de haber elegido las bases de residuo de la forma 2C-1 
(m. • 2 -1 y m? • 2 -1) hace que, tanto la codificación como el cálculo del 
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síndroM resulten muy simples (código de bajo costo). Además, por ser la 
primera rodaja de residuo del mismo ancho que las rodajas de datos, la par-
te del síndrome correspondiente a ésta nos da exactamente la magnitud del 
error, si éste se ha producido en una sola rodaja. La posición y el signo 
del error lo determinamos decodlflcando el síndrome completo. Oe este modo, 
también la corrección puede hacerse fácilmente, puesto que bastaré sumar al 
dato erróneo una palabra formada por la primera parte del síndrome (Inver-
tida y colocada en la posición de la rodaja en que se ha localizado el 
error) y el resto puesto a unos o a ceros según Indique el signo de dicho 
error. Así obtenemos el resultado correcto. 
En la tabla de la página 186 pueden verse los posibles errores, 
Junto con sus síndromes correspondientes. 
6.2.2.2 Descripción general. 
En esta unidad de proceso, cuyo diagrama general se muestra en la 
figura 6.12, cabe destacar lolWiiguientes bloques: 
1.- Codificador 1. 
A la hora de Introducir un dato en la unidad de proceso, hay que 
proceder a su codificación, es decir, a formar la palabra código con la que 
se va a trabajar. Esta consiste en enviarlo sin modificar a la parte de da-
to, y calcular su residuo módulo 15 y módulo 31 en el codificador para en-
viarlo a las rodajas de residuo. Por haber elegido las bases de la forma 
2 - 1 , es decir, código de bajo costo, podemos construir el codificador a 
base de árboles de sumadores. Para generar el residuo módulo 15, utilizamos 
tres sumadores módulo 15 (4 bits con realimentación de acarreo), y para 
generar el residuo módulo 31 , tres sumadores módulo 31 (5 b i ts ) . El codif i -
cador es el mostrado en la figura 6.13. 
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2.- Rodajas de datos. 
Cuenta con cuatro rodajas Iguales de cuatro bits para procesar los 
datos. Cada una de ellas responde al diagrama de bloques de la figura 6.14 
y tiene las siguientes características: 
* Registros. Cuenta con 16 registros de trabajo de 4 bits organiza-
dos como una memoria de acceso aleatorio con dos puertas de acceso. Por am-
bas puertas puede dlrecclonarse el mismo registro. Necesita cuatro señales 
por cada puerta para dlrecclonamlento, una señal de reloj y otra para Inhi-
bición de escritura. Estos registros están Integrados en un solo circuito. 
* Lógica de selección de operandos. Se encarga de poner a la entra-
da del operador los operandos A y B, seleccionando cada uno de ellos entre 
las siguientes fuentes: a) Registro de trabajo dlrecdonado por la puerta A 
(R.). b) Registro de trabajo dlrecdonado por la puerta B (R-). c) Dato ex-
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Figura 6.14 
terno. d) Cero. Esta lógica, construida a base de muítlplexores, está go-
bernada por cuatro señales de control. 
* Operador. Esta integrado en un solo circuito, y es capaz de eje-
cutar suaa, diferencia, "Y*, "O", y "0" exclusivo sobre los operandos A y B, 
ademis de PRESET y CLEAR. Se selecciona la operacl&n a ejecutar mediante 
tres líneas de control. 
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* Multiplexor de salida. Selecciona cono salida de la rodaja o bien 
el resultado de la operación, o bien el Registro dlrecclonado por la puerta 
A. 
* Desplazador. A este bloque le llega el resultado de la operación 
ya corregido con el fin de no transmitir errores de una rodaja a otra. Está 
construido a base de ault'iplexores e introduce en el registro seleccionado 
el resultado sin desplazar, desplazado a la derecha o desplazado a la iz-
quierda. Se controla mediante dos señales. 
••* Bloque "Y"/*0". Duplica el cálculo de una de estas dos operacio-
nes lógicas con el fin de complementar el uso del código corrector de error 
en la protección de las operaciones lógicas. Está controlado por una de las 
líneas de control del operador. 
3.- Rodajas de residuo. 
La unidad de proceso cuenta con dos de estas rodajas, una de 4 bits 
para procesar el residuo módulo 15, y otra de 5 bits para procesar el resi-
duo módulo 31. La estructura de ambas se muestra en la figura 6.15. 
En estas dos rodajas de residuo se han implantado físicamente los 
resultados obtenidos en el capítulo 4 para mantener el código cerrado res-
pecto de todas las operaciones que es capaz de ejecutar la unidad de proce-
so. Esto se logra haciendo corresponder a la operación f. ejecutada sobre 
los datos, una f a ejecutar en estas rodajas. Para ello, además del código 
f,, se introduce en éstas Información procedente de la parte de datos sobre 
el acarreo de salida, además del residuo de la duplicación del "Y" o del 
"0" lógico. 
La estructura de las rodajas de residuo es similar a la de las ro-
dajas de datos, siendo iguales (salvo en ancho) la RAM de registros, la ló-
gica de selección de operandos y el multiplexor de salida. A continuación 
describimos el resto de los bloques. 
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* Desplazador. Construido a base de . muí tiplexores, está conectado 
de modo que, cuando se ordena desplazamiento, siempre ejecuta rotación (a 
Izquierda o derecha). Su salida se lleva al corrector de desplazamiento pa-
ra tener en cuenta tanto el bit que se Introduce para desplazar el dato, 
como el que se pierde por el otro extremo. 
* Corrector de desplazamiento. Obtuvimos en el capítulo 4 que la 
operación f correspondiente a un desplazamiento a la derecha de los datos 
es una rotación a la derecha del residuo seguida de una corrección, consis-
tente en sumar la cantidad IX 12 L - X n2 a" |_ . Animismo, la operación 
n m. u til 
f correspondiente a un desplazamiento a la Izquierda es una rotación a la 
Izquierda del residuo seguida de la corrección consistente en sumar la can-
tidad IX , - X„ ,|2 nL L • E" estas dos expresiones es: 
-i n-i m. m. r 
X B1t que se Introduce por la izquierda 
X_ B1t que va a perderse por la derecha 
a mi » 2 a - 1 
X , Bit que se Introduce por la derecha 
Xn , — Bit que se pierde por la Izquierda 
Así pues, como a la entrada de este modulo llega el residuo con la 
rotación ya hecha, basta que sumemos la corrección correspondiente. Vamos a 
determinar cual es la corrección necesaria en cada uno de los casos y a 
mostrar el diseño de este bloque para las dos rodajas. 
Residuo módulo 15. 
Para m4 • 15, es a • 4. Por tanto, 
" W A s " V3|15-'8X16 - 8X0'l5 
177 
|X
-1 * X i s l 2 l \ s ' l 5 - | ) ( - 1 - X15'l5 
Poniendo en binarlo este resultado: 
Desplazamiento a la derecha: 
X,, X„ Corrección 
0 0 0000 o 1111 
0 1 0111 
1 0 1000 
1 1 0000 0 1111 
De este ando, la cantidad a sumar para la corrección de un despla-
zamiento a la derecha es la cadena X,gX0X0X0. 
Desplazamiento a la Izquierda: ,J' 
X
-1X15 
0 0 
0 1 
1 0 
1 1 
Corrección 
0000 o 1111 
1110 
0001 
0000 o 1111 
La cantidad a sumar para ejecutar la corrección en un desplazamien-
to a la Izquierda es la cadena xicXicXicX , • 
Asf pues, el corrector de desplazamiento en la rodaja de residuo 
módulo 15 es el de la figura 6.16. 
Residuo módulo 31. 
Para *j • 31 es a • 5. Por tanto, 
|X16|Z15,31 * X0 Z \ l " |X16 " 16X0'31 
»*-l " *15,z!6,3t,31 " |X-1-2X15'31 
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Pasándolo a binarlo queda: 
Desplazamiento a la derecha: 
X16 X0 
0 0 
0 1 
1 0 
1 1 
Corrección 
00000 o 11111 
01111 
00001 
10000 
Entonces, la corrección necesaria para el desplazamiento a la dere-
cha es la cadena: 
'
X0®X16',X16'X16,X16*(X0X16* 
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Desplazamiento a la Izquierda: 
X
-l X15 
0 0 
0 1 
1 0 
1 1 
Corrección 
00000 o H U Í 
11101 
00001 
11110 
De modo que la corrección a sumar para el desplazamiento a la I z -
quierda es la cadena: 
X15,X15'*15 -1*15 -1**15 
Por tanto, el corrector de desplazamiento en 1a rodaja de residuo 
módulo 31 es el que se muestra en la figura 6.17. 
* 1 5 X - l X a X I 6 
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MULTIPLEXOR 
1 
f.lgura 6.17 
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* Operador. En este caso, el operador está construido con un suma-
dor con realimentación de acarreo (módulo 15 en un caso y módulo 31 en el 
otro), además de la lógica de Inversión de operando para ejecutar las res-
tas y la lógica para PRESET y CLEAR. No se prevee la posibilidad de ejecu-
tar las operaciones lógicas directamente, puesto que en estas rodajas de 
residuo dichas operaciones se ejecutan mediante una suma y una corrección 
como veremos. La salida de este bloque se lleva a la entrada del corrector 
de operación que se encarga de ajustar el resultado. 
* Corrector de operación. Se encarga de corregir el resultado de la 
operación ejecutada sobre los residuos (para mantener el código cerrado) 
teniendo en cuenta el acarreo de salida producido al operar sobre las par-
tes de dato (si la operación es suma o diferencia) y el residuo de la du-
plicación del "Y" o del "O" lógico (si se trata de una operación lógica). 
slvo se obtuvieron en el capítulo 4 los resultados que se muestran en la 
tabla 6.1. 
Operación sobre 
datos 
Suma 
Diferencia 
"Y" lógico 
"0" lógico 
"0" exclusivo 
Operación 
Operación 
Suma 
Diferencia 
Suma 
Suma 
Suma 
sobre residuos 
Corrección 
n m,. 
(l-Cn)|2nL 
ivocj x 2>i w 
IVÍXÍ t2)\u 
I2V(X. X,)l 
Tabla 6.1 
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Vamos a particularizar estos resultados para las bases de residuo 
consideradas m, » 15 y m- • 31, pasando a continuación a describir el dise-
ño del corrector de operación. 
Debido a que el operador de esta unidad se ha construido a base de 
un sumador con reailmentaclon de acarreo, hay que tener en cuenta también 
en el corrector de operación el acarreo de entrada para operaciones de suma 
y diferencia. Las correcciones quedan como sigue: 
Residuo módulo 15. 
Suma. La corrección que hay que ejecutar es —C J2n( , a la que hay 
que añadir el acarreo de entrada CQ. Así, la corrección para la suma es la 
16 
cantidad I-C16I2 |,- + Cn'l5' ° lo <'uc es 1o m 1 s m o» I"ci6 + co'l5' PdS*n~ 
dolo a binarlo, tenemos: 
Cj6 CQ Corrección v 
0 0 0000 0 1111 
0 1 0001 
1 0 1110 
1 1 0000 o 1111 
Diferencia. La corrección a ejecutar es (1 - Cn ) l2n lm . Hay que 
restarle el complemento del acarreo de entrada (1 - CQ). Así, la corrección 
queda: 
i u - c n i i «"i., - «l - V i s " 
- H Ü - C 1 6 ) I 2 1 6 I 1 5 - Ü - C 0 ) I 1 5 . 
" '-
C16 * C0'l5-
Al pasar a binarlo resulta una tabla idéntica a la anterior. Así 
pues, para ambas, suma y'dlferencla, la corrección consiste en sumar la ca-
dena: c l 6 c 1 6 c 1 6 c 0 . 
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Incluyendo taoblén la corrección para operaciones lógicas, el co-
rrector de operación en la rodaja de res-i dúo módulo 15 es el que nuestra la 
figura 6.18. 
Iv^vxj)!, 
"h I I 
RESIDUO 
CALCULADO MULTIPLEXO* 
í' 
2V<Xl0Xj)| 1 } 
Mí 
Figura 6.18 
Residuo módulo 31. 
Suma. La corrección es: 
'-
Cn<2\ + ^  * •-C16I216I31 • C 0I 3 1 
>-2C16 + C0'31 
Pasando a binarlo queda: 
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C.g CQ Corrección 
O O OOOOO o 11111 
0 1 00001 
1 O 11101 
1 1 11110 
Diferencia. La corrección es: 
"
l
-
Cn ) l 2\-< 1- cO )V 
• l<l-C 1 6)|2 l 6l 3 1 - (l-C Q)l 3 l 
• 12(1 -Clfi) - ( 1 - C 0 ) I 3 1 - II - 2Cl6 • Cfll3l 
Pasando a binarlo obtenemos: 
C,6 CQ Corrección 
0 0 00001 * 
O 1 00010 
i o uno 
i i ooooo o nui 
Mezclando ambas tablas queda-. 
Suma con CQ«0 
Diferencia con CQ«1 Corrección: c i6C if¡c i6c i6C16 
Suma con CQ«0 
Diferencia con CQ»1 Corrección: ci6Ci6Cigcoci6 
De este modo, Introduciendo también la corrección de operaciones 
lógicas, el corrector de operación de la rodaja de residuo módulo 31 es el 
mostrado en la figura 6.19 
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|v(xl0x2)|31-
IVttjVXjílj, 
|2V(X,oX2)l3, 
0 1 2 3. 
MULTI FLEXOR 
TT 
D< 
Figura 6.19 
4.- Codificador 2. 
Tiene exactamente la misma estructura que el codificador 1, y se 
encarga de calcular el residuo módulo 15 y módulo 31 de la duplicación de 
las operaciones lógicas para entregarlo a las rodajas de residuo. 
5.- Decodlficador/Corrector. 
Esta unidad, partiendo del resultado de la operación sobre los da-
tos (posiblemente incorrecto) y del resultado de operar sobre los residuos, 
comprueba si se ha producido o no error, y corrige dicho resultado para su 
posterior almacenamiento y utilización. Su diagrama de bloques se muestra 
en la figura 6.20. 
Está constituido por los siguientes bloques: 
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ERROR EN ACARREO 
ERROR EN RESIDUO 
ERROR INCORREGIBLE 
DATO CORREGIDO 
Figura 6.20 
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* Codificador. Recibe el resultado de operar sobre los datos y cal-
cula sus residuos módulo 1S y Módulo 31'para calcular el síndrome restando 
de estos los resultados de operar sobre los residuos. 
* Decodlficador de síndrome. El síndrome va por una parte a un de-
tector que se encarga de avisar si se ha producido o no error, y por otra a 
una memoria ROM de 512 palabras de 4 bits. En la ROM se ha codificado el 
significado de cada uno de los posibles síndromes, y el decodlficador co-
nectado a su salida se encarga de generar las señales que indican de que 
tipo es el error que se ha producido, en cual de las rodajas y con que sig-
no. La magnitud del error la dan directamente los cuatro bits del síndrome 
correspondientes al residuo módulo 15. 
* Localizador de error. Formado por 4 circuitos integrados (rodajas 
de 4 bfts) en cuya salida ponen o bien su entrada, el negado de ésta, cua-
tro unos o cuatro ceros, se encarga de generar la palabra de 16 bits que 
hay que sumar al dato erróneo para obtener el dato correcto. 
* Corrector. Consta únicamente de un sumador de 16 bits. 
Si no se produce error, mediante un multiplexor se pone sin modifi-
car en la salida de este bloque el dato que entró. Si se detecta error en 
los residuos, tampoco se modifica el dato, y los residuos que salen del 
aloque para almacenarlos son los calculados a partir del dato. 
6.-Funcionamiento. 
El funcionamiento de esta unidad de proceso puede resumirse como 
sigue: 
Bajo control de mlcroprograma, se seleccionan los operandos, que 
aparecen a la entrada del operador (tanto en las rodajas de dato como en 
las de residuo), y la operación f,. Transcurrido el tiempo oportuno, el 
operador presenta a su salida el resultado de la operación, posiblemente 
erróneo (por fallo en el operador o en los operandos). El dato resultante 
187 
se l leva al codificador donde se generan los residuos módulo IS y módulo 
3 1 , y se calcula el síndrome teniendo en cuenta el resultado obtenido en 
las rodajas de residuo. SI este síndrome es cero, se activa la señal de NO 
ERROR, y del corrector salen el dato y los residuos or ig inales para su a l -
macenamiento y u t i l i zac i ón . SI el síndrome es d i s t i n t o de cero, se alarga 
el c ic lo de re lo j para dar tiempo a la corrección. Se decodlflca el síndro-
me y se obtiene el t ipo de error ocurr ido. Pueden darse los siguientes ca-
sos: 
- Error en el dato. Se determina en cual de las rodajas se ha pro-
ducido, se forma la palabra de corrección y se suma ésta al resultado de l a • 
operación para obtener el resultado correcto. 
- Error en el residuo. El dato resultante se saca sin modificación 
y como residuos se ponen en la salida los obtenidos a p a r t i r de dicho dato 
resultante. 
- Error solo en el afcarreo de sa l ida. Se saca s in modif icar el dato 
resultante, se complementa el acarreo y se corrigen los residuos, puesto 
que se ha ejecutado mal l a corrección de operación en las rodajas de r e s i -
duo. 
- Error incorregible. En este caso se detecta f a l l o en más de una 
rodaja. Esto ha podido producirse por dos razones: 1) Los dos operandos son 
erróneos en la misma rodaja. 2) Hay f a l l o en más de una rodaja. 
Cuando detectamos error incorregible se Inhibe la carga de regis-
tros (para mantener en éstos los datos anteriores) y se genera una i n te -
rrupción. La mlcrorrutina correspondiente debe sacar uno de los operandos y 
almacenarlo corregido. A continuación se ejecuta de nuevo la operación que 
f a l l ó , y si f a l l a de nuevo, estamos seguros de que el error se ha producido 
en dos rodajas (caso 2 ) . El ernor es realmente incorregib le. En caso con-
t r a r i o , se ha logrado corregir el e r ro r . 
A la hora de proteger las operaciones lógicas, se han duplicado dos 
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CAPITULO VII. 
COWCLUSIONES. 
Las conclusiones mas Importantes que se desprenden de este trabajo 
son las siguientes: 
- Visto el aumento de los campos de aplicación de los computadores, 
se plantea la necesidad de usar técnicas de Tolerancia a Fallos en aplica-
ciones en que tanto la flabIHdad como la seguridad de funcionamiento son 
críticas. 
- Se efectúa un análisis y tipificación de los modos de fallo en 
los circuitos Integrados, que junto con la capacidad de Integración de la 
tecnología condicionan la forma de partlclonar un computador, así como las 
estrategia óptimas de Tolerancia a Fallos. 
• Se hace una recopilación, sistematización y puesta al dia de los 
códigos correctores de error mas Interesantes para su aplicación en el di-
seño de computadores. Esto nos sirve además de base para plantear las es-
trategias de detección y corrección de error. 
- Se plantean y demuestran 8 teoremas Inéditos que nos permiten re-
solver el problema de mantener cerrado un código de residuos respecto de 
todas las operaciones elementales, sin tener que Introducir ninguna res-
tricción en las bases de residuo n1 en el tipo de aritmética utilizada 
(complemento a l o complemento a 2). Esto permite optimizar el diseño. 
- Se plantean varias estrategias de detección y corrección de error 
en funcionamiento simultaneo con el propio sistema, eligiendo las estrate-
gias óptimas de acuerdo <con su mayor velocidad, menor redundancia y simpli-
cidad de Implantación física. Esto se logra aplicanco los resultados ante-
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Mores a la problemática concreta del dlseSo de computadores. 
-Se plantea el diseño, construcción y prueba da un prototipo cons-
truido de acuerdo con una de las estrategias planteadas. Debe destacarse la 
sencillez de resolución de los problemas de Implantación, comprobándose en 
la práctica la validez de las estrategias presentadas, asi como su posibi-
lidad de Industrialización. 
- Cabe destacar que se ha obtenido un beneficio lateral de la uti-
lización de estrategias de detección y corrección de error, puesto que gra-
cias a ésto, la puesta a punto ha podido realizarse de un modo muy rápido y 
simple. 
- El empleo de esta estrategia de corrección de error aumenta el 
costo de la unidad aproximadamente un 100 %, puesto que el número de puer-
tas necesario es aproximadamente el doble del que se ne necesitaría en una 
unidad sin redundancia. 
- En este trabajo se abre como campo de investigación futura la 
continuación en la línea de estudio de unidades aritméticas Tolerantes a 
Fallos viendo en concreto la integración de toda la unidad en un solo cir-
cuito como se d t a en el capítulo 5. 
Otra línea de trabajo prevista es completar un mlnicomputador Tole-
rante a fallos diseñando y construyendo las dos unidades que faltan, es de-
cir, la unidad de control y la unidad de entrada-salida. 
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