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For any radio interferometric telescope, the image quality depends on the convergence of its cal-
ibration as well as how fast one can reach this accuracy. This reflects the importance of the
convergence property in calibration algorithms. Since calibration problem is a non-linear opti-
mization problem, it is a great challenge to design calibration techniques which guarantee a stable
convergence. Moreover, in practice, we do not run calibration algorithms to convergence and usu-
ally stop algorithms long before that. The reason is that we are limited by computational time as
well as memory consumption in order to keep track of origins of the observed signals. Therefore,
developing convergent calibration algorithms with fast speeds of convergence is of an essential
importance.
We have developed novel statistical calibration algorithms and investigated their properties in
order to obtain optimal solutions by running the algorithms to convergence. This resulted in sev-
eral contributions to the literature: Kazemi et al. (2011); Kazemi & Yatawatta (2012); Yatawatta
et al. (2012); Kazemi et al. (2012, 2011, 2013b,a,c); Kazemi & Yatawatta (2013), which are
grouped into three major categories:
1. Speeding up the procedure of ML estimation in calibration:
We applied the SAGE (Space Alternating Generalized Expectation Maximization) algo-
rithm (Fessler & Hero, 1994) to radio interferometric calibration in Kazemi et al. (2011).
As it is explained in chapter 1, SAGE is one of the EM (Expectation Maximization, Demp-
ster et al. (1977)) variants which guarantees a fast and stable convergence. The key to suc-
cess of the algorithm is breaking the calibration’s ML (Maximum Likelihood) estimation
problem into ML estimation sub-problems which are defined for partitions of parameters.
In addition, in Kazemi et al. (2012) and Kazemi et al. (2013c), we have even sped up the
standard SAGE calibration algorithm by utilizing OS (Ordered Subsets) scheme (Hudson
& Larkin, 1994) which accelerates the iterative procedure of ML estimation for every sub-
problem of the SAGE calibration. The reason behind this acceleration is that for Jacobian
computations, OS uses only a few percent of the observed data instead of the whole. Thus,
OS-SAGE calibration can significantly accelerate the speed of convergence at the initial it-
erations of the SAGE calibration method. However, since it usually does not converge, we
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recommend shifting to a standard SAGE calibration after getting close enough to an optimal
solution.
2. Developing clustered calibration scheme to calibrate for groups of sources:
We developed clustered calibration in Kazemi et al. (2011, 2013b) to calibrate for groups of
sources when the SNR is not high enough to calibrate for every source individually. Clus-
tered calibration calibrates for every source group as an individual source whose coherency
is equal to the summation of coherencies of the cluster’s members. In Kazemi & Yatawatta
(2012) we presented performance analysis of the scheme and showed that the method has
a higher speed of convergence compared to un-clustered calibration when the SNR (Signal
to Noise Ratio) is low. This is due to two reasons: (i) Clustered calibration solves for one
direction per source cluster. Thus, the number of unknowns is decreased which leads to less
computations. (ii) Clustered calibration needs less number of iterations to converge since
because it uses strong signal of source clusters rather than signals of weak individual sources
to calculate ML estimations. Following the introduction of the calibration, in Kazemi et al.
(2013a), we proposed the use of soft (fuzzy) clustering rather than hard clustering for the
clustered calibration technique which provides an even faster convergence rate compared to
the standard clustered calibration.
3. Applying robust data modeling into calibration problem:
Finally by Yatawatta et al. (2012) and Kazemi & Yatawatta (2013) we recommended the
use of Student’s t noise model instead of the Gaussian noise model in order to improve the
robustness of calibration. When there are model errors or outliers in the data, Gaussian noise
model is no more efficient and robust calibration provides a faster speed of convergence
compared to the traditional calibration using the Gaussian noise model.
To summarize, In this thesis,
• we propose the use of SAGE calibration instead of standard LS (Least Squares) calibration.
• we propose the use of OS-SAGE calibration at initial iterations in order to obtain a faster
convergence rate.
• we propose clustered calibration rather than the standard (un-clustered) calibration for low
SNRs.
• we propose to use the clustered calibration via a fuzzy clustering of sources to improve the
convergence rate.
• we propose robust calibration via a Student’s t noise model for a faster recovery of weak
signals when there are outliers in data.
We developed simulated and real experiences and showed that the above expressions are reason-
ably accurate.
7.2 Future work
• Throughout this thesis, we developed calibration algorithms based on the measurement
equation given by Hamaker et al. (1996). However, it is still an open problem if the model
7.2 Future work 141
corresponds to all the systematics or not, and if not, then how this model mismatch will
affect the reconstruction methods presented in this thesis. For example, how much could it
affect the convergence properties of the introduced calibrations.
• We tested the faster convergence rate of SAGE calibration compared to LS calibration using
LRT (Likelihood Ratio Test, Graves (1978)). It would be desirable to perform the same
comparison between SAGE and robust calibrations performances.
• In chapter 3, we introduced OS calibration without proposing any specific partitioning of
data. Finding the smallest possible data partitions whose Jacobian is the best estimate for
the Jacobian of the complete data set is addressed in future work. We also explained that
OS calibration usually gets to a convergence problem, that is, we proposed to run non-OS
calibrations after the OS calibration execution. However, whether this is the best solution or
not must be examined. And if it is the best, the effectiveness of the use of SAGE calibration
in particular as that non-OS calibration scheme needs to be checked. Moreover, we can
perform Monte Carlo experiments to see after how many iterations OS calibration usually
gets to a sub-optimal limit cycle.
• Another challenging question is whether we can utilize the incremental EM algorithm for
radio interferometric calibration or not. It is proved that the algorithm benefits from a faster
convergent rate than the SAGE method. However, the modeling applicability of the method
for radio interferometric calibration needs to be examined.
• In clustered calibration, clustering of sources is done manually once before the calibration’s
execution. However, in future work, we address updating source clusters at several itera-
tions of the calibration procedure using the latest obtained solutions. On top of automating
all the clustered calibration procedure, this can improve the accuracy of the clustered cali-
bration using eventually the most efficient clusters design.
• For the standard clustered calibration, we constructed a performance analysis using CRLB
(Cramer-Rao Lower Bounds, Kay (1993)). It is natural to extend the analysis for fuzzy
clustered calibration as well.
• It will be an interesting question whether the use of the Student’s t noise model is the
best for improving the robustness of calibration. To answer this question, the statistical
characteristic of the noise must be studied in more details and implemented in the calibration
ML estimation scheme.
• In chapter 5, the performance of fuzzy clustered calibration is shown only for simulations.
We need to assess the superiority of the method in terms of its speed of convergence com-
pared to the standard clustered calibration for real observations as well.
• The use of solutions obtained via calibration for building instrumental models is still and
open problem. Extension of works like Yatawatta (2013); van der Tol et al. (2007); Intema
et al. (2009) is needed.
• We developed new calibration algorithms in this dissertation. Some of these algorithms
have already been implemented (SAGECal) and are already being used in LOFAR data
processing pipelines. However, we are still seeking better algorithms that are simpler in
implementations and faster in convergence.
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Nederlandse samenvatting
Optische telescopen hebben detectoren die gevoelig zijn voor individuele fotonen die het detec-
toroppervlak raken. Hiermee kan de helderheid van een lichtbron aan de hemel gemeten wor-
den. Optische telescopen zijn gevoelig voor fotonen met een golflengte tussen de 400 nanometer
(paars) en 700 nanometer (rood), maar ook op andere golflengtes zijn fascinerende dingen aan de
hemel zichtbaar. Om ook straling op andere golflengtes waar te nemen, waaronder rontgenstral-
ing, gammastraling, ultraviolet, infrarood en radiogolven, gebruiken astronomen verschillende
andere typen telescopen.
Van al deze typen straling beslaat het radiogebied het grootste golflengtebereik, van ongeveer
1 millimeter tot honderden meters (zie figuur 7.1). Radiogolflengtes worden waargenomen met
radiotelescopen, waarmee astronomische kennis kan worden vergaard die ontoegankelijk is op elk
ander golflengtegebied. Een voorbeeld hiervan is de vorming van de eerste objecten in het vroege
universum en hun invloed op het intergalactisch medium, iets wat zelfs met de meest geavanceerde
optische telescopen niet kan worden waargenomen. Zodoende spelen radiotelescopen een cru-
ciale rol in fundamenteel astronomisch onderzoek en hebben bijgedragen aan de ontdekking van
quasars, pulsars, zwarte gate en vele andere astronomische objecten.
De eerst radio antenne ontvanger werd in 1933 geconstrueerd door de Amerikaanse elek-
trotechnisch ingenieur Karl Jansky, met als doel het opsporen van bronnen voor telefooninter-
ferentie. Hij ontdekte een radiosignaal met onbekende bron dat zichzelf dagelijks herhaalde,
waarmee hij uiteindelijk het centrum van de Melkweg kon traceren. Voortbouwend op zijn werk
werden vele schotelvormige radiotelescopen ontworpen, de eerste daarvan was een schotel van 9
meter in 1935 gemaakt door Grote Reber, een andere Amerikaanse elektrotechnisch ingenieur.
Toenemende eisen aan de resolutie maakte schotelvormige antennes onpraktisch, waarmee de
weg werd vrijgemaakt voor radio-interferometrische telescopen met meerdere ontvangers. Elk
van deze ontvangers was nog steeds een schotelvormige radiotelescoop, maar door een array van
zulke telescopen te linken ontstaat een virtuele telescoop die veel groter is dan elk van de aparte
schotels. Het gebruik van een array van antennes heeft als extra voordeel dat door slim combineren
van de signalen van de aparte antennes de hoeveelheid ruis drastisch kan worden gereduceerd.
De eerste radio-interferometer werd in 1946 geconstrueerd door Marin Ryle en had slechts
twee stuurbare dipoolantennes wiens onderlinge afstand kon vari ˘A≪ren tussen de 17 en 240 meter.
Sindsdien zijn er vele radio-interferometers gebouwd. Prominente voorbeelden zijn de Very Long
Baseline Array (VLBA, zie figuur 7.2), een van ’s werelds grootste radio-interferometers met 25
meter grote schotelvormige ontvangers in voornamelijk Noord Amerika en de LOw Frequency
ARray (LOFAR, zie figuur 7.3), een array van ongeveer 1000 kilometer met bijna 20000 dipool
antenne-ontvangers verspreid over voornamelijk Nederland.
De door radio-interferometers gemaakte observaties bestaan uit een combinatie van radiosig-
149
150 NEDERLANDSE SAMENVATTING
Figuur 7.1: Het elektromagnetisch spectrum: de “kleur” van het licht met de bijbehorende golflengte
(http://www.lib.utexas.edu/chem/info/spectrum.html).
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Figuur 7.2: VLBA, een van ’s werelds grootste radio-interferometers met 25 meter grote schotelvormige
antennes die tezamen een array van 8611 meter vormen. De antennes staan met name in Noord Amerika
(http://www.vlba.nrao.edu).
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Figuur 7.3: LOFAR gebruikt bijna 20000 dipool antenne-ontvangers. De ontvangers vormen een array van
1000 kilometer en staan grotendeels in Nederland (http://www.lofar.org).
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(a) (b)
Figuur 7.4: Een beeld van de volledige hemel gemaakt met LOFAR voor (a) en na (b) kalibratie. Kalibratie
heeft gezorgd voor een significante verbetering van beeldkwaliteit. Het ongekalibreerde beeld (a) bevat
een grote hoeveelheid verstoringen en de radiobronnen zijn wazig. In het gekalibreerde beeld (b) zijn de
verstoringen veel zwakker en de radiobronnen scherper. Bovendien zijn er nieuwe radiobronnen zichtbaar
die geheel niet te zien waren in het ongekalibreerde beeld (a).
nalen van astronomische bronnen verstoord door de atmosfeer en ruis van de telescoop zelf. Tele-
scopen detecteren ook ongewenste signalen, voornamelijk kunstmatige bronnen zoals signalen
van televisie, luchtverkeersleiding en mobiele telefoons. Deze ongewenste signalen worden samen
Radio Frequentie Interferentie (RFI) genoemd.
Het schatten en verwijderen van verstoringen en ongewenste signalen wordt “kalibratie” ge-
noemd (zie figuur 7.4). In andere woorden, kalibratie is de procedure waarmee radioastronomen
ruis en ongewenste bronnen uit de data verwijderen en zo alleen de signalen van astronomische
bronnen overhouden. Kalibratie is de meest belangrijke stap om de gewenste nauwkeurigheid voor
een radio-interferometer te behalen, in het bijzonder voor de nieuwste generatie van radiosynthese
arrays. Omdat deze nieuwste generatie radio-interferometers een enorme hoeveelheid zeer pre-
cieze data waarnemen, is het uitermate belangrijk nieuwe kalibratietechnieken te ontwikkelen die
de kwaliteit van de data waarborgen. Het ontwerpen van zulke kalibratietechnieken is het voor-
naamste onderwerp van deze dissertatie.
In deze dissertatie worden nieuwe statistische kalibratiealgoritmes ontwikkeld en hun eigen-
schappen onderzocht om de hoogst mogelijke computationele snelheid de beste kwaliteit waarne-
mingen te krijgen. Het resultaat zijn algoritmes die ordegroottes sneller zijn dan voorheen. De
vooruitgang van deze algoritmes ten opzichte van bestaande algoritmes wordt geillustreerd aan de
hand van zowel gesimuleerde als waargenomen data.
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Ondanks de significante vooruitgang die deze nieuwe algoritmes qua beeldkwaliteit bieden,
wordt nog steeds onderzoek gedaan naar verder geoptimaliseerde kalibratie-algoritmes die een-
voudiger te implementeren zijn en sneller convergeren. Signaalverwerking, het onderdeel van de
wiskunde waaronder het ontwerpen van dit soort algoritmes valt, kan ook in de toekomst nog veel
bijdragen aan de kalibratie van radio-interferometers.
Appendix A: The EM and the SAGE
algorithms
A.1 EM algorithm






In (1) we have
s(θ) = [s1(θ1)
T s2(θ2)
T . . . sK(θK)




β1Π O . . . O













O O . . . βKΠ
 . (3)
Therefore, the log-likelihood of the complete data x is derived from
logfX(x;θ) = c− {(x− s(θ))HΣ−1(x− s(θ))}, (4)
where
c = −log{π(KM)|Σ|}.
Substituting (2) and (3) in (4), we can rewrite (4) as
logfX(x;θ) = c
−∑Ki=1{(xi − si(θ i))H(βiΠ)−1(xi − si(θi))}. (5)
Moreover, the complete data x and the observed data y are related by the below linear transfor-
mation
y = [I I . . . I]x =Gx, (6)
where G is a block matrix consisting of the identity matrix I for K times. Thus, they are jointly
Gaussian and for a parameter value θ ′ we have
x̂ = E{x|y;θ ′} = s(θ ′) + ΣGH [GΣGH ]−1[y −Gs(θ ′)]. (7)
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as the i-th element of the vector x̂.
In applying the EM algorithm, at k+1-th iteration we would like to find the parameter vector
θk+1 such that maximizes E{logfX(x;θ)|Y = y;θk}, where θk is the estimation of θ obtained
at k-th iteration. According to (5) it is exactly equivalent to find θk+1i for each i ∈ {1, 2, . . . ,K}
such that minimizesE{(xi−si(θ i))H(βiΠ)−1(xi−si(θi))|Y = y;θk}. Therefore, at the k+1-th















for i ∈ {1, 2, . . . ,K}.
A.2 SAGE algorithm
Since in the SAGE algorithm the complete data xWi is defined as (2.21), we have








At k + 1-th iteration of the algorithm we should calculate the parameter vector θk+1Wi which is






l∈Wi sl(θWi))|Y = y;θk} with respect to θWi .
Therefore, the SAGE algorithm’s steps at the k + 1-th iteration would be written as
SAGE E Step: Calculate









which is derived from (2.23).
SAGE M Step: Compute








for i ∈ {1, 2, . . . ,K}.
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