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1.1 Regulating Power by using Pumped-Storage Hydro Power Plants
In order to respond to the increasing demand for electricity, more eﬃcient solutions of energy
production and storage have to be proposed.
Firstly, conventional sources of energy such as nuclear and gas power plants considered as
the main Base-Load producers are able today to meet the principal demands of electricity.
However such technologies are not able to respond quickly to sudden increases of energy demand.
Solutions such as petrol or coal power plants are neither economical nor environmental-friendly.
Secondly, the tendency motivated by environmental concerns is to oﬀer alternative or com-
plementary solutions to these main sources of energy. In this context wind power installation,
for example, is continuously increasing as shown in Figure 1.1. Although renewable energies are
viable technologies, the issue of sporadic availability, wind and solar not being constant, leads
to problems for planning and regulation of power available on the network. In some cases the
total supplied power might exceed the demand. This leads to a perturbation of the network
frequency and can aﬀect other elements connected to the network.
. .


















































Figure 1.1: Global Cumulative Installed Wind Capacity 1996-2012 [GWE12]
Thirdly, electricity exchanges are today strongly governed by price and demand. This trading
of energy leads to ﬂuctuations of power and consequently instabilities of the network.
Hydro Pumped-Storage Plants (PSP) are used as network stabilizers and to achieve a balance
between demand and supply. PSP are like any standard hydro power plant with motor/generator
units coupled to hydro turbines. Such installations make it possible not only to deliver electricity
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Figure 1.2: PSP structure [Sch06]
to the network but also to absorb power from the network. Electricity production is realized by
providing water from an upper reservoir to a lower reservoir, mechanical power from the turbine
is transformed into electricity via the motor/generator unit working as a generator. Electricity
absorption is realized by pumping water from the lower reservoir to the upper reservoir. Elec-
tricity in this case is transformed into stored potential energy via the motor/generator unit
operating as a motor. Figure 1.2 provides an overview of a PSP structure.
In turbine operation, PSP makes it possible to ﬁll the power gap when the demand is higher
than the supply from the available energy sources. Alternately when the supply is higher than
the demand, PSP in pumping operation stores the surplus energy.
Consequently PSP appears as an eﬃcient means of energy storage and network power reg-
ulation. PSP activity is continuously increasing which is directly linked to the expansion of
renewable and nuclear energies, as shown in Figures 1.1 and 1.3. In order to improve the eﬃ-
ciency of PSP, variable-speed operation has been proposed. This is described in more detail in
the next section.
1.2 Beneﬁts of using Variable Speed for PSP applications
To dates conventional PSP installations have been mainly working at ﬁxed speed. This means
the turbine rotates at a ﬁxed speed proportional to the network frequency. Such installations are
equipped with a salient-pole synchronous motor/generator unit directly connected to the network
via a transformer. Like standard synchronous machines, the stator consists of a three-phase
winding carrying alternating current while the rotor is equipped with a simple winding, also
called ﬁeld winding, carrying a direct current. Figure 1.4 shows an example of such installation.
Usually it is equipped with a reversible Francis-type runner, being able to work as a turbine in
one direction and as a pump in the other direction. Note that, depending on the installation,
generator and motor operations may also be done with a separate turbine and pump. This
makes it possible to switch faster from the turbine to the pumping mode, but requires also more
space than the reversible arrangement.
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Figure 1.3: World wide expansion of PSP and nuclear activity [Sch+05]
In turbine operation, the active power is regulated by the opening and closing of the guide
vanes. Regulation of the reactive power is done by controlling the ﬁeld winding current. In
motor operation the range of power variation is very limited. The only way to eﬃciently change
the amount of power taken from the network is to change the speed of operation. For the past
few years, variable-speed technology has been seriously studied as a relevant technology. With
this technology it is possible to produce or absorb network power at constant frequency within
a certain range of rotational speeds. In the following we describe the advantages of changing
the speed of operation [SS97; Sch+05].
1.2.1 Better Control of the power in pumping mode
Pump characteristics are given as a function of Head (pressure) and Flow as shown in Figure
1.5. The operation point is obtained at the intersection between the actual head (on the graph
H example) and the working speed. When considering a ﬁxed speed, only one point exists (red
circle). When the speed can be changed from 𝑁1 to 𝑁3, any operation points on the doted line
can be reached. The blue circles are two accessible points and correspond to the minimum and
maximum power. Depending on the head, the power can be varied over a range of thirty percent
[Sch+05]. Changing the speed also makes it possible to work at the best eﬃciency given by the
intersection (green circle) between the available head and the maximum eﬃciency line.
1.2.2 Work at the best operation point in turbine mode
Considering maximum and minimum operating head (𝐻max and 𝐻min) Francis-turbine design
is normally optimized for pumping operation. As shown in Figure 1.6, the peak of the hill
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Figure 1.4: Salient-pole synchronous motor/generator and turbine (Alstom image)
chart (in green), which is linked to the optimum operation, cannot be reached. Consequently
the eﬃciency is limited during turbine operation. Changing the speed makes it possible to ﬁnd
other optimum working points for the turbine. Furthermore, the head, which is linked to the
water level, is not a constant parameter over the time. The operation point of the turbine is
changing and consequently the eﬃciency may decrease. Adjusting the speed makes it possible
to work again at the best eﬃciency, over a range of available head.
Figure 1.7 compares, for a given installation, turbine relative eﬃciencies when considering
ﬁxed and variable-speed operation. In this case the relative increase of eﬃciency is about one
percent with variable-speed operation.
1.2.3 Better tracking of the power
In turbine operation, PSP ﬁxed-speed units only work when the demand of power is maximum,
i.e. 100% of the unit-s rated power. Out of this zone, the machine is stopped. On the contrary
variable-speed units make it possible to better follow the variation of the power. Consequently
the power regulation is better and the number of starts/stops is reduced. Figure 1.8 highlights
the possible zones of operation of both technologies and demonstrates the better tracking of the
4















Figure 1.5: Pump characteristics example [Sch+05]
Figure 1.6: Pump and Turbine characteristics [Sch+05]
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Figure 1.7: Relative turbine eﬃciency for ﬁxed and variable speed [Sch+05]
power when using two variable-speed units compared to two ﬁxed-speed units.
1.2.4 Better stabilization after a perturbation
In the case of DFIM machines (a speciﬁc type of variable-speed motor/generator unit which is
described in Section 1.3.4) frequency, amplitude and phase shift of the rotor ﬁeld can be regulated
via an eﬃcient control. Such machines re-stabilize the network faster after a perturbation than
conventional generators. Figure 1.9 compares the behavior of ﬁxed-speed and variable-speed
units after a network voltage-drop perturbation.
1.3 Variable speed technologies
Given the theory of rotating magnetic ﬁelds [Cha80], stator and rotor magnetic ﬁelds must
always rotate synchronously. This is expressed by:
𝑓s = 𝑓r + 𝑓m (1.1)
where, 𝑓s is the stator frequency, 𝑓r is the rotor frequency and 𝑓m is the mechanical frequency.





where 𝑝 is the number of pole pairs . When changing the speed i.e 𝑓m, 𝑓s or 𝑓r has to be adapted.
However, 𝑓s is set by the network and is constant and 𝑓r is equal to zero for ﬁxed-speed units,
as the current is direct-current1. Changing the rotational speed is consequently not possible
1In this case 𝑛 is called the synchronous speed 𝑛s
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Figure 1.9: Fixed (above) and variable (below) speed dynamic behavior [Sch06]
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Figure 1.10: Dahlander couplings (left: 2 ⋅ 𝑝 pole-pairs), (right: 𝑝 pole-pairs), [Cha80]
with a conventional installation and other technologies have to be proposed. There are several
variable-speed technologies. Following is a review of the most common existing technologies.
1.3.1 The changeable/commutable salient-pole synchronous machine
For this conﬁguration the rotor is supplied with direct-current (dc) current so that the rotor





As the stator frequency is ﬁxed by the network frequency, changing speed can only be done by
changing the number of poles. The poles of a synchronous machine are connected in series, and
the polarity is reversed between adjacent poles. By changing the connections, i.e. the polarities,
diﬀerent numbers of poles can be obtained. Figure 1.10 shows a simple change of connection
in order to half the number of poles, and the corresponding airgap magnetic ﬁeld. Finally two
diﬀerent numbers of poles are obtained and consequently two diﬀerent speeds.
In hydraulic applications, identical or diﬀerent rotor-pole shapes can be used. In order to
reduce design complexity and keep acceptable performance (vibrations, losses) only two types of
poles are chosen, and only two diﬀerent number of poles are available. The ﬁrst conﬁguration in
Figure 1.11, shows a ten-pole rotor with two diﬀerent pole conﬁgurations, ten and height poles,
and the corresponding airgap magnetic ﬁeld. Changing connections modiﬁes the distribution
of the air-gap ﬂux density and consequently aﬀects the harmonic content. Using two diﬀerent
poles shape makes it possible to reduce the parasitic harmonics. In one case, all the poles
are magnetized (second conﬁguration), in the other case (third conﬁguration) two poles are
deactivated. The stator winding also needs to be modiﬁed. The number of stator poles must
always be equal to the number of rotor poles. One solution is to install two independent stator
windings, each with a diﬀerent number of poles. Also, each stator phase could be separated into
diﬀerent sections and a diﬀerent number of stator poles obtained by changing the connections
[Xua76]. To operate as a pump, the machine needs to be started and taken to the operating
speed. This can be done by several means: [Cha80; Can67]
• Back-to-back start: The stator of the main machine is connected to the stator of a sec-
ondary machine. The rotors of both machines are excited by dc current, and the secondary
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machine is taken to the operating speed by increasing gradually its turbine mechanical
speed. The main machine accelerates in motor mode to the operational speed in synchro-
nism with the secondary machine.
• Asynchronous start: Salient-pole synchronous machines are normally equipped with a
damper-bar cage. This cage damps airgap harmonics responsible for losses and parasitic
forces. It damps electromagnetic-torque oscillations and small speed variations. The
damper winding can also be used for asynchronous start, but it needs to be designed
speciﬁcally for this application.
• Variable frequency start: This is similar to back-to-back start, the diﬀerence being that the
stator winding is supplied by a static frequency converter instead of the secondary machine.
By increasing the stator frequency, the machine is progressively taken to synchronous
speed.
Pole-changing technology gives the possibility to run at two diﬀerent speeds. The disadvantages
are clearly the complexity of the rotor and stator designs. One must also pay attention to the
parasitic ﬁeld harmonics created by the stator and rotor windings which lead to extra-losses on
the stator, heating on the rotor surface and parasitic electromagnetic forces which cause noise
and vibrations.
1.3.2 The salient-pole synchronous machine connected to a static converter
If the number of poles is constant, and supplied with dc current, modifying the rotor mechanical
speed requires that the stator/terminal frequency be changed. However, the terminal frequency
must equal the network frequency. In order to satisfy this rule, a frequency converter makes the
interface between the machine and the network. An example of conﬁguration is shown in Figure
1.12:
Such installations are mainly reserved for 50MVA and smaller applications as the size and
price of the converter depend on the exchanged power. When designing such machines, one must
consider the current harmonics due to the converter. On the machine side these could lead to
additional losses and electromagnetic forces causing vibrations and noise. On the grid side, these
could result in pollution of the network, leading to additional losses in the transmission lines
or perturbation of other connected elements (transformers, generators etc...). However such
technology does not require any major design changes of the standard synchronous machine.
Furthermore, technical improvement and cost decreases of power-electronic converter should
lead to a rapid development of such technology.
1.3.3 The Brushless-Double-Fed Induction Machine
The main principle is to couple mechanically and electrically two induction machines by the rotor.
One stator is connected to the network (power winding) and the other is connected to the network
via a converter (command winding). This technology, also called tandem machine, requires a
lot of place, and a condensed version using only one induction machine has been proposed.
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(a) Commutable SP machines: Conﬁguration 1
(b) Commutable SP machines: Conﬁguration 2
(c) Commutable SP machines: Conﬁguration 3
Figure 1.11: Commutable SP: Three possible conﬁgurations [Sch]
10





Figure 1.12: Salient poles synchronous machine with converter [Sch06]
The rotor has a squirrel-cage and the stator has two decoupled windings, one connected to the
network (power winding) and one connected to the network via a converter (command winding).
Brushless Double-Fed Induction Machine (BDFIM) is more and more debated in the literature.
Liao [Lia96] presents the technology and compares this machine to the traditional squirrel-cage
machine and makes from it a serious alternative to DFIM (see next section) for variable speed
applications. Williamson [SFW97; SF97] presents the principles of modeling of the machine
as well as design rules and explains how to choose the characteristics of the stator and rotor
windings. Pozza [Poz+02] presents the principles of construction of an analytical model based
on the extended model of the induction machine, details a control strategy and validates the
model via measurements. Carlson [Car+06; McM+06] compares a BDFIM to a DFIM machine
of same power. The losses are higher in the BDFIM. Although the rotor technology appears
easier and cheaper than for the DFIM, the stator is more complex. This is due to the fact
that two independent windings might have to share the same slots, which lead to higher slot
dimensions, harmonics or insulation problems. Furthermore the eﬃciency of the machine might
be lower due to the losses in the squirrel-cage rotor. One advantage of this technology is the
absence of slip-rings which reduces periodic maintenance. Starting of the machine can be done
by using the existing converter. The main disadvantage of the technology is the absence of




1.3.4 The Double-Fed Induction Machine
For this conﬁguration, the stator is similar to that of a conventional synchronous machine and
directly connected to the network. The rotor is equipped with a three-phase winding connected
to the network via a converter. As opposed to the technology described in section 1.3.2, the
converter of DFIM must only be designed for a fraction of the nominal power. This amount
of power is directly linked to the admissible speed range of the machine, which is generally
about ±10% of the synchronous speed. DFIM have been mainly used until now with cyclo-
converters, as shown in Figure 1.13. Disadvantages of cyclo-converters are due to the fact that
because of the use of thyristors the converter can only absorb reactive power and that the
output frequency cannot be more than one third of the input frequency. This prevents the use
of the converter for start-up in pump operation. An additional converter is therefore needed.
Technical improvements of power electronics made possible a new generation of high-power
converter Voltage Switched Inverter (VSI) as shown in Figure 1.14. Such technology corrects
most of the disadvantages of cyclo-converter technology by enabling start, control of the reactive
power on the rotor side, a strong reduction of parasitic current harmonics and a reduction of
the needed installation volume (only one transformer for example).
Figure 1.13: DFIM with cyclo-converter [Sch+05]
Figure (1.15) and Figure (1.16) compare a conventional synchronous machine with a DFIM.
One can observe the non-negligible place covered by the slip ring system in the case of the DFIM.
Note that in the presented case, both machines present similar dimensions. However the DFIM
will usually be larger than an equivalently rated salient-pole synchronous machine. More details
about DFIM dimensioning are given in Chapter 6.
The main challenge of this technology is the complexity of the rotor due to mechanical and
insulation issues as explained by the following points.
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Figure 1.14: DFIM with VSI converter [Sch+05]
I. The rotor winding overhang
The rotor bars are similar to stator bars, one part installed in the core and the other part
extending outside both ends of the core. In the core part, the bars are maintained in the slot
by the slot wedges. Because of centrifugal forces during normal operation or worse in the case
of over-speed, the overhang requires particular attention. Furthermore, in the case of faults
such as short-circuits, the bars are subjected to very large forces. The overhang must always
withstand such faults in order to avoid deformation or breaking. Several technologies exist to
carry out this task, the most common being the use of glass tape epoxy to secure the overhang
conductors. Although this solution is eﬀective, it makes it diﬃcult for maintenance operations
such as inspection or replacement of bars. Another solution consists of using bolts [SV96].
II. The rotor bar insulation system
As described previously, the rotor is supplied by a frequency converter. Because of the Pulse
Width Modulation (PWM) command, the output voltage contains high frequency (1 kHz) pulses.
Depending on the impedance of the cable between the converter and the rotor terminals and of
the rotor-winding, an over-voltage can appear at the rotor terminals. Furthermore, each pulse
produces a high variation of voltage with time or high d𝑉 /d𝑡. These parasitic behaviors can lead
to signiﬁcant stresses of the winding insulation. Consequently the rotor bar insulation system
must be designed to withstand these dielectric stresses.
III. Rotor lamination power losses
The rotor is composed of laminated steel which may be subjected to signiﬁcant power losses.
In synchronous operation, the main magnetic ﬁeld in the rotor does not oscillate. The induced
power losses in the lamination are essentially due to the harmonics created by the stator winding
and by the airgap permeance harmonics and these losses are generally small. When not at
synchronous speed, the rotor magnetic ﬁeld is traveling with respect to the rotor. Therefore,
in addition to the latter losses, other larger losses due to the ﬂux varying at the slip frequency
13
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(a) Double-Fed Induction Machine (b) Salient Pole Synchronous Machine


















(b) Salient Pole Synchronous Machine
Figure 1.16: Longitudinal section of the two machines (from Alstom design tool)
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(𝑓s − 𝑓m) occur in the laminations. Normally, the lamination steel in the rotor is chosen to
withstand the high mechanical stress. This choice cannot be done without a degradation of
the material magnetic characteristics. Consequently the rotor lamination material has a larger
speciﬁc loss than the stator lamination material. This must be considered when evaluating the
losses and the cooling requirements of rotor.
IV. The rotor slip-ring and brushes
The slip-ring and carbon-brush systems are the interface between the converter and the three-
phase winding of the rotor. The carbon-brush wear is strongly dependent on temperature and
humidity and is subject to periodic maintenance.
1.3.5 Summary
Nevertheless knowledge acquired in the development of large conventional alternators i.e. 10MVA
to 800MVA make it possible to overcome the previously listed diﬃculties. Large installations
using DFIM have already been commissioned; the ﬁrst one in 1987 by the Kansai Electric Power
Company of Osaka Japan - a 18.5MW motor-generator from Toshiba Corporation, then larger
ones in 1993 (2×400MW) from Hitachi were installed in Ohkawachi for commercial applications
[Gre94; NK88]. Since then the interest for such technology has been growing gradually due to
the major breakthrough in the power electronics. In 2003 one of the largest European hydro
power plant (4× 265MW), Goldisthal, was commisioned. Two of the four generators are DFIM
and provided by Siemens was commissioned. In 2015 and 2017 ALSTOM Renewable Power
will put into operation the power plants at Linth Limmern (4 × 250MW) and Nant de Drance
(6 × 157MW) in Switzerland using VSI converters.
1.4 Description and motivation of the study
1.4.1 Restriction of the study domain
Previous part described the actual solutions for developing motors/generator units able to run at
variable speed. All these technologies present advantages and disadvantages. In order to select
the most appropriate solutions for PSP applications, it is important to list the today required
criteria:
• power of converter should be reduced in order to limit its size and its price
• the output power is in the range 10MVA to 500MVA
• knowledge acquired in stator design of standard salient poles alternator should be appli-
cable to the chosen machine
• a variation of ±10% of the reference speed should be accessible
Adjustable-pole machines can not be chosen because of the point 4. Although Synchronous
machines with frequency converters satisfy the points 2, 3 and 4, the point 1 is not any more
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respected when dealing with high output power alternators (more than 50MVA). BDFIM
and DFIM are the only machines able to respect the four rules. However BDFIM development
remains today still limited and is mainly reserved for small power applications such as windmills.
Furthermore DFIM has the advantage to have an identical stator to a conventional synchronous
machine. This is particularly interesting during refurbishment of old PSP when considering
the upgrade of a ﬁxed-speed standard machine to a variable speed unit; in this case only the
rotor needs to be changed. Finally the DFIM has been chosen and will be mainly analyzed
in this thesis. The considered input/output power is in the range of 10MVA to 500MVA, the
synchronous speed is in the range 200 rpm to 600 rpm.
1.4.2 Deﬁnition and motivation of the study
Motors/generators dedicated to hydraulic applications have long been studyied in the past. The
available papers concern more particularly the synchronous machines and treat about their
design and their optimization. The main analyzed subjects are the following:
• computation of equivalent circuit parameters [Can83; Ram03]
• Three-Dimensional Finite Element (3DFE) computation of end winding inductances and
losses in the end regions [Tra03; Ric97; Sil94; ALP08]
• computation of iron losses [TA09; Ran+09]
• computation of losses in the damper bars [TLS10]
• computation of radial electromagnetic forces [WK60; TLU12]
• computation of stator voltage shape [KXS06; TSS03]
• computation of temperatures and cooling air-ﬂow [TZS10]
Studies about the DFIM focus mainly on windmill generators and are often dedicated to
control implementation and stability studies [Rob04; Pet05]. Regarding hydraulic applications
the literature is also very rich in articles regarding control infrastructure and network studies.
Schafer and Simond [SS97] compare the DFIM to the synchronous machine and show the bene-
ﬁts given in terms of network regulation and dynamic response. Hodder [Hod04] simulates the
complete infrastructure of a hydraulic varspeed installation including the network and machine
transformer and the converter. He shows the advantages of using a VSI instead of a cyclo-
converter because of the lower harmonic distortion and the possibility to control the reactive
power via the rotor. The control is based on a two-axis modeling of the machine and a de-
coupling of the d and q axis in order to control the speed and the reactive power. Pannatier
[Pan10] studies diﬀerent control strategies and simulates the interaction of the machine with
other components of the network such as thermal power plants or wind farms. He also presents
a strategy to startup a DFIM and to synchronize it on the network. Besides control and stability
topics, some studies [Lor97; Mil10] deal with the steady-state equations using the equivalent-
scheme of the squirrel-cage induction motor in which a rotor voltage source is added. Lorenzen
wrote several studies about the induction machine and the DFIM. In particular he worked on
the magnetic-circuit modeling [Lor96a], the load-point characteristics determination [Lor98], the
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iron-losses calculation [Lor96b] and describes with Herzog [LH93] the DFIM modeling principles.
Witt [Wit98] worked also on the problem of the operation point determination considering the
eﬀect of saturation on the equivalent-circuit parameters. Furthermore Lorenzen wrote about the
radial electromagnetic forces occurring in the DFIM [Lor09] and on the analytical determination
of the stator core eigen-frequencies [Lor11]. The DFIM design tool used in Alstom is mainly
based on the original tool DASM developed by Lorenzen. Muller-Feugga [Mul06] contributed
to the validation of the design tool by carrying out 2DFE computations.
The object of this thesis is to review the principles of modeling and electromagnetic design of
the DFIM dedicated to hydraulic applications.
Firstly, due to its topology, the design of DFIM requires special attention. Like any standard
electrical machines, the total airgap magnetic ﬁeld of a DFIM is the result of the interaction
between stator and rotor magnetic ﬁelds. In addition to the main or working ﬁeld, several para-
sitic harmonics are superimposed. These harmonics are due to the distribution of the rotor and
stator conductors in the slots. Furthermore the airgap of the DFIM is constant but modulated
by the stator and rotor teeth which lead to extra harmonics called airgap permeance harmomics;
this is even more crucial since the airgap of such machine is in general small. These harmonics
are responsible in one hand for additional power losses on the stator and rotor magnetic core
which must be considered when designing the cooling system of the machine. On the other hand,
they create parasitic radial or tangential electromagnetic forces which by interacting with the
stator or the shaft eigen-frequencies may create noise and vibration.
Secondly, due to fact that the speed can be varied the evaluation of the machine performance
has to be done for the full range of speed. Change of speed leads to a shift of some of the
rotor ﬁeld harmonics frequencies. Consequently electromagnetic forces component frequencies
can slip so that the risk to match an eigen-frequency from the stator or the shaft line becomes
more important. Furthermore as explained in part 1.3.4, out of the synchronous speed, the rotor
sees an alternating magnetic ﬂux which is accountable for non negligible power losses.
Thirdly, the rotor winding of a DFIM is supplied with a VSI converter piloted by PWM
command. Such command is generally responsible for extra harmonics in the rotor currents and
consequently on the air gap ﬁeld. It is important to quantify the eﬀect of such modulation on
the performance of the machine.
Finally, all these elements lead to the necessity to develop models to better understand the
electromagnetic behavior of the DFIM. We will use for this the existing Alstom tool on which we
propose improvements based on new modeling techniques and validations with Finite Element
(FE) simulations. Such model will help to evaluate and ﬁnally to optimize the design of such
machines.
1.4.3 Structure of the thesis
Chapter 2 presents the magnetic modeling of the DFIM based on a simple magnetic permeance
network. The obtained simpliﬁed magnetic network is validated by carrying out 2DFE simula-
tion. The developed model makes it possible to consider later the electromagnetic behavior on
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the performance of the machine.
Chapter 3 deﬁnes an equivalent model of the machine for steady-state operation studies.
Parameters of the model are obtained from analytical calculations based on the geometry of the
machine. In particular the calculation of the stator and rotor leakage inductance is described
according to the existing studies in the literature. 2DFE and 3DFE are used to validate the
obtained results. The eﬀect of magnetic saturation on the values of the circuit parameters
is obtained by applying the results of the magnetic permeance model described in Chapter 2.
Finally the load-point calculation is described and the results are validated by carrying out
magneto-harmonic and time-stepping FE simulations. So as to eﬃciently perform these latter
computations, an approach based on the regulation of the DFIM is described. It makes it
possible to simulate any steady-state load conditions of the machine and also allows to either
model the rotor power supply by standard sinusoidal voltage sources or by a simpliﬁed VSI. The
developed method can be used to compute parasitic radial forces, dynamic torques or iron losses
as it is shown in Chapter 5.
Chapter 4 deals with the problem of airgap ﬂux density harmonics. Although Chapter 3
presents an accurate modeling of the DFIM, it considers that the airgap magnetic ﬁeld varies
sinusoidally. FE computations results have shown the necessity to complete this simpliﬁed
approach by including additional harmonics such as the winding and the airgap permeance
harmonics. The main originality is to use a modeling based on the BEM in order to consider
eﬃciently the double-slotted airgap. The eﬀect of saturation is included by applying a modula-
tion of the airgap permeance based on the results of Chapter 3. This simpliﬁed approach makes
it possible to deal with the saturation of the magnetic circuit on the main harmonics such as
the fundamental wave and the third harmonic wave. However it does not make it possible to
describe accurately its eﬀect on other harmonics. A proposal for improvement for the future
suggests to combine a simpliﬁed discretization of the stator and rotor cores using a magnetic
permeance network and the accurate Boundary Element (BE) model of the air gap.
Chapter 5 uses the results of the previous chapters to study the behavior of diﬀerent quantities
such as the stator voltage harmonics, the radial electromagnetic forces, the dynamic electromag-
netic torques and the iron losses. The developed algorithms are validated with FE simulations.
We discuss in particular the impact of the saturation on the performance of the machine and
the impact on the radial forces when using fractional slot windings. For the latter subject, we
propose an original method (at the knowledge of the author) making it possible to optimize a
winding in order to decrease the risk of vibration by exchanging some winding connections.
Chapter 6 reviews the design principles of the DFIM. Subjects such as the choice of rated
parameters, the airgap length and the stator and rotor slots numbers are discussed. Furthermore
it is shown how the dimensioning of the machine can be formulated as an optimization problem
having some constraints and an objective function. In particular we study the transformation
of an existing salient-pole synchronous machine into a DFIM changing ﬁrst only the rotor then
both the stator and the rotor. The method appears very eﬃcient to ﬁnd the main dimensions
of the machine.
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2.1 Introduction
Designing a rotating electrical machine requires the correct modeling of its magnetic circuit.
The stator and rotor cores are made of magnetic iron sheets facing magnetic saturation. The
magnetizing current which creates the magnetic ﬂux is linked to the state of saturation so that
a wrong assessment of the latter has a dramatic eﬀect on the losses and consequently on the
overall eﬃciency.
First part exposes a simpliﬁed analytical magnetic model of the DFIM based on the well-known
Ampere-Maxwell theorem, applying a piecewise integration of the magnetic ﬁeld strength along
a chosen magnetic path. The magnetic potential drop calculation along the airgap as well as
the diﬀerent magnetic regions are described; a 2DFE calculation is used to accurately quantify
the impact of the magnetic saturation on some design coeﬃcients such as the pole enclosure
coeﬃcient and the airgap form factor. Finally the result of the magnetic integration makes it
possible to compute the required magnetizing current in order to drive the magnetic ﬂux through
the magnetic circuit.
Second part compares the results of the magnetic circuit calculation obtained from the simpli-
ﬁed analytical magnetic model and from a 2DFE magneto-static computation. The comparison
is made for various designs with regard to the magnetizing voltage and the stator and rotor
teeth magnetic ﬂux densities. This allows to certify the method for the full range of machines
studied in this thesis.
2.2 The analytical magnetic model
2.2.1 The Ampere-Maxwell theorem
The chosen method is based on the application of the Ampere-Maxwell theorem. The integration
of the magnetic ﬁeld strength H over a closed path 𝒞 also called mmf 𝛩w is equal to the sum of
all currents I crossing the domain enclosed by this path.
𝛩w(𝒞) = ∮
𝒞
𝐻 ⋅ d𝑙 =∑𝐼 (2.1)
Figure 2.1 shows a simpliﬁed illustration of the DFIM magnetic circuit as well as the integration
path C chosen in order to cover one magnetic pole pitch.
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Figure 2.1: Magnetic circuit
Five regions can be identiﬁed: the airgap, the stator teeth, the stator yoke, the rotor teeth
and the rotor yoke. Except for the airgap region, the magnetic permeability of all regions
depends on the magnetic material characteristics and on the crossing magnetic ﬁeld strength.
The integration of the magnetic ﬁeld on the path 𝒞 consists of a piecewise integration of the
magnetic strength on each identiﬁed region. Finally Equation (2.1) is expressed as Equation
(2.2) where ̂𝑈m,ts, ̂𝑈m,ys, ̂𝑈m,tr and ̂𝑈m,δ are respectively the magnetic potential drops in the
stator tooth, the stator yoke, the rotor tooth and the rotor yoke whereas ̂𝑈m,δ stands for the
magnetic potential drop in the airgap.
𝛩w(𝒞) = ∮
𝒞
𝐻 ⋅ d𝑙 = 2 ⋅ ̂𝑈m,ts + ̂𝑈m,ys + 2 ⋅ ̂𝑈m,tr + ̂𝑈m,yr + 2 ⋅ ̂𝑈m,δ (2.2)
2.2.2 The magnetizing voltage and ﬂux
Only the rotor winding is supplied. The purpose is to calculate the rotor current in order to
induce a certain voltage 𝑉s at the stator terminals. Note that at no-load 𝑉s is later equivalent
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where 𝛷f is the fundamental magnetizing ﬂux. One can show that the airgap ﬂux density
contains several harmonic components inducing voltages on the stator winding1. However only
the fundamental part of the ﬂux density takes part in the eﬀective power generation. The Root
Mean Squared (RMS) value of the fundamental stator line-to-line voltage 𝑈 rms𝑠 is expressed as:
𝑈 rms𝑠 = √
3
2 ⋅ 2𝜋𝑓s ⋅ 𝜉f,s𝑁s,s ⋅
̂𝛷f (2.4)
where 𝜉f,s is the fundamental winding coeﬃcient considering the winding conﬁguration and 𝑁s,s
is the number of stator winding turns in series. The maximum fundamental magnetic ﬂux ̂𝛷f is





?̂?δ,f ⋅ sin(𝑥𝜋/𝜏p,s)d𝑥 =
2
𝜋 𝑙s𝜏p,s ⋅ ?̂?δ,f (2.5)
where 𝑙i is the equivalent core length also called ideal length considering the presence of stator
and rotor cooling air ducts2. Only the fundamental part of the magnetizing ﬂux takes part in
the eﬀective power generation, however the magnetic state of the machine depends directly on




𝐵δ(𝑥) ⋅ d𝑥 = 𝑙s𝜏p,sαi ⋅ ?̂?δ (2.6)
where 𝐵δ(𝑥) describes the spatial evolution of the ﬂux density along a path at the middle
of the airgap, ?̂?δ is the maximum airgap ﬂux density and αi is the so-called pole enclosure
coeﬃcient. Figure 2.2 shows the evolution of the airgap magnetic ﬂux density 𝐵δ for three
magnetizing currents (3/4 ⋅ 𝐼µ,0, 𝐼µ,0, 5/4𝐼µ,0) computed by FE. Note that 𝐼µ,0 corresponds
to the magnetizing current under rated no-load operation. The spatial variation of 𝐵δ has
been rebuilt in order to remove high order spatial harmonics due to the stator and rotor slots,
furthermore for comparison purposes the evolution of the fundamental component 𝐵δ,f of the
ﬂux density is also displayed. One can see that the airgap ﬂux density gets more and more
ﬂattened as the magnetizing current increases. Consequently αi depends on the magnetizing
current and ﬁnally on the magnetic state of the machine.
Finally Equation (2.3) can be rewritten as a function of ̂𝛷, αi and the form factor coeﬃcient
C1 = ?̂?δ,f/?̂?δ expressing the ratio between the fundamental airgap magnetic ﬂux density
and the maximum airgap magnetic ﬂux density. One can identify an analogy with the salient-
pole synchronous machine but in this case αi and 𝐶1 would mainly depend on the salient-pole
geometry.
𝑈 rms𝑠 = √
3





1See Chapter 4 for more details
2This ideal length 𝑙i is deﬁned in section 2.3
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Figure 2.2: Airgap ﬂux density at diﬀerent magnetizing states
2.2.3 The magnetic saturation coeﬃcient
In order to quantify the magnetic state of the machine, the magnetic saturation coeﬃcient Ks
is deﬁned as:
Ks =
2 ⋅ ̂𝑈m,ts + ̂𝑈m,ys + 2 ⋅ ̂𝑈m,tr + ̂𝑈m,yr
2 ⋅ ̂𝑈m,δ
(2.8)
When the magnetic circuit is not saturated, the magnetic drop in the iron regions is negligible
compared to the magnetic drop in the airgap. Consequently Ks is equal to zero and as the
airgap ﬂux density contains mainly the fundamental component, the coeﬃcients C1 and αi
are respectively equal to one and 2/𝜋. When the magnetic circuit gets into saturation, the
magnetic drop in the iron path is not any more negligible and the latter coeﬃcients increase.
The dependency law between the form coeﬃcient C1 and the saturation coeﬃcient Ks can be
computed by carrying out a 2DFE simulation. By using a magneto-static resolution, where
the magnetic ﬁeld is constant, the rotor winding is supplied with a three-phase current system:
̂𝐼r,a = 𝐼µ, ̂𝐼r,b = −𝐼µ/2, ̂𝐼r,c = −𝐼µ/2. The parameter 𝐼µ is varied in the range from 0.1
to 5.0 p.u., where 1 p.u. corresponds to the value of the rotor current under rated no-load
operation. Note that in reality the excitation current will never reach such high values during
no-load operation as the machine will get very saturated. For each value of 𝐼µ, the 2DFE
simulation is solved. The ﬂux density is computed over a path in the airgap and the values
of the parameters ?̂?δ and ?̂?δ,f are extracted and with them the form factor coeﬃcient C1.
Furthermore, the saturation coeﬃcient Ks is obtained by rewriting Equation (2.8) in Equation
22
2.2 The analytical magnetic model
Quantity min max
Apparent power 𝑆 (MVA) 150 400
Rated stator voltage 𝑈s (kV) 15 18
Stator bore diameter 𝐷b,s (mm) 4000 10000
Stator Core length 𝑙s (mm) 2000 4000
Minimum airgap length 𝛿𝑔 (mm) 14 18
Number of pole pairs 𝑝 (-) 6 8
Number of stator slots per pole/phase 𝑞s (-) 4 8
Number of rotor slots per pole/phase 𝑞r (-) 3 7
Stator yoke height/stator yoke pole pitch ℎy,s/τy,s (-) 0.20 0.35
Rotor yoke height/rotor yoke pole pitch ℎy,r/τy,r (-) 0.45 1.05
Stator tooth width/stator slot pitch 𝑤t,s/τ𝑠,s (-) 0.3 0.5
Rotor tooth width/rotor slot pitch 𝑤t,r/τ𝑠,r (-) 0.25 0.4
Table 2.1: Machine characteristics for magnetic coeﬃcients calculation
(2.9) by considering Equation (2.2)
Ks =
?̂?w(𝒞) − 2 ⋅ ̂𝑈m,δ
2 ⋅ ̂𝑈m,δ
(2.9)
where ?̂?w(𝒞) is the total mmf created by the rotor currents and ̂𝑈m,δ is the magnetic drop
in the airgap described further in this part by Equation (2.12). ?̂?w(𝒞) can be obtained from
Equation (2.10) where 𝜃 represents the magnetic voltage created by the rotor currents, the
scaling coeﬃcient 2 comes from the fact that both pole positive and negative are crossed by the
magnetic ﬁeld. In the case of a three-phase winding and by considering only the fundamental
component, ̂𝜃 is obtained from Equation (2.11)3.









where 𝑁s,r is the number of rotor series turns, 𝜉f,r is the fundamental rotor winding coeﬃcient
and 𝐼rmsr is the RMS value of the current in the rotor winding; here 𝐼rmsr = ̂𝐼µ/
√
2. These
calculations are made for a wide range of machine designs provided in Table 2.1.
Figure 2.3 and Figure 2.4 show the corresponding variations of the coeﬃcients C1 and αi.
There is a slight change in the variation of C1 and αi from one design to another. However one
can also identify a common trend as shown by the red line on both graphs. Note that during
rated no-load or load operation Ks ∈ [0.2⋯ 0.4].
Finally for a given value of the fundamental magnetizing voltage, one can express the cor-
responding maximum magnetic ﬂux. The corresponding magnetic drops in all the sections
previously deﬁned can be computed as demonstrated in the next part.
3The mmf calculation is described in Chapter 4
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Figure 2.3: Form factor C1
Figure 2.4: Pole enclosure coeﬃcient αi
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2.2.4 The magnetic drop calculation
I. Magnetic drop in the airgap





where 𝜇0 is the air permeability, 𝛿g is the value of the minimum airgap depth and 𝑘c is the
well-known Carter factor considering the fact that slots lead to a decrease of the magnetic ﬂux
density. In the studied machine, the airgap is slotted on both sides, this factor can be deﬁned
as 𝑘c ≈ 𝑘c,s ⋅ 𝑘c,r where 𝑘c,s and 𝑘c,r express respectively the Carter coeﬃcient considering the











𝑘c,r is obtained from the same formula but considering the parameters of the rotor. The quantity
𝛿g𝑘c can be interpreted as a virtual larger airgap due to the lower permeance of the slots by
comparison to the teeth. ?̂?δ is obtained from ̂𝛷 using Equation (2.6).
II. Magnetic drop in the stator tooth
The stator tooth ﬂux density ?̂?t,s is obtained by considering ﬁrst that all the magnetic ﬂux is
passing trough the teeth so that




Sτs,s is the cross section over one stator slot pitch and St,s is the cross section over one stator
tooth given as:
St,s = (τ𝑠,s −𝑤s,s) ⋅ 𝑙f,s (2.16)
where τ𝑠,s is the stator slot pitch, 𝑤s,s is the stator slot width and 𝑙f,s = kf,s ⋅ (𝑙s−𝑁d,s ⋅ 𝑤d,s)
is the eﬀective iron length of the stator. 𝑙f,s takes into account the stacking factor kf,s and the
presence of 𝑁d,s cooling ducts whose width is equal to 𝑤d,s. However Equation (2.15) does not
take into account that when the teeth get saturated a part of the magnetic ﬂux passes into the
slot. This can be written as
̂𝛷τ,s,s = ̂𝛷t,s + ̂𝛷s,s (2.17)
where ̂𝛷τ,s,s is the magnetic ﬂux per stator slot pitch, ̂𝛷t,s is the eﬀective ﬂux passing through
the stator tooth and ̂𝛷s,s is the magnetic ﬂux passing in the stator slot. By considering the
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stator tooth cross section St,s, the stator slot cross section Ss,s = Sτs,s − St,s and by deﬁning
an equivalent ﬂux density ?̂?′t,s so that ̂𝛷τ,s,s = ?̂?′t,s ⋅ St,s, Equation (2.17) leads to:




In the slot we have ?̂?s,s = 𝜇0 ⋅ ?̂?s,s where ?̂?s,s is the magnetic ﬁeld strength. As there is
continuity of the magnetic ﬁeld at the border between the slot and the tooth one can write:
?̂?s,s = ?̂?t,s, where ?̂?t,s is the magnetic ﬁeld strength in the stator tooth, ﬁnally Equation
(2.18) becomes:




?̂?′t,s(?̂?t,s) can be seen as an equivalent magnetic characteristic of the stator teeth region con-
sidering the presence of air as shown in Figure 2.5. The magnetic ﬁeld ?̂?t,s corresponding to
the ﬂux density ?̂?t,s obtained from Equation (2.15) can be derived directly from this magnetic
curve. Furthermore as shown in Figure 2.6, the stator teeth of an hydro-motor/generator can
have diﬀerent sections along the height, here ﬁve regions are identiﬁed. In order to consider
such geometry, the tooth is divided in several regions i. For each region the magnetic ﬁeld is
computed at its minimum height ?̂?mint,s,i, at its middle height ?̂?midt,s,i and its maximum height
?̂?maxt,s,i. Finally the average magnetic ﬁeld ?̂?avt,s,i in each stator tooth region i is obtained by





t,s,i + 4?̂?midt,s,i + ?̂?maxt,s,i) (2.20)





?̂?avt,s,i ⋅ lt,s,i (2.21)
where lt,s,i is the geometric height and also the magnetic path length of the stator tooth region
i.
III. Magnetic drop in the stator yoke
In the stator yoke the magnetic voltage drop is expressed as:
̂𝑈m,ys = ?̂?y,s ⋅ l′y,s (2.22)
l′y,s represents the length of the equivalent magnetic path in the stator yoke. The main diﬃculty
here is to ﬁnd l′y,s because of the non-uniformity and non-linearity of the magnetic ﬁeld in this
region. Usually it is obtained by considering an equivalent line ly,s, normally placed at the
middle of the yoke and by deﬁning the correction factor ky,s so that
l′y,s = ly,s ⋅ ky,s (2.23)
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2𝑝 (𝐷b,s + 2 ⋅ ℎs,s +
ℎy,s
2 ) (2.24)
ℎs,s is the stator slot height and ℎy,s is the stator yoke height. The stator yoke magnetic ﬁeld
?̂?y,s is obtained from the stator yoke magnetic ﬂux density ?̂?y,s and the magnetic curve of the
stator yoke material. ?̂?y,s is calculated from the maximum magnetic ﬂux ̂𝛷 and considering the





where 𝑆y,s = ℎy,s ⋅ 𝑙f,s is the area crossed by one half of the magnetic ﬂux. The correction
coeﬃcient ky,s can be obtained by calculating the average value of the magnetic ﬁeld strength
on the path ly,s over one pole pitch and considering that the magnetic ﬂux density is varying





where 𝐵 = ?̂?y,s sin(𝛼).
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Figure 2.6: Stator slot geometry with diﬀerent sections (not real proportions)
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IV. Magnetic drop in the rotor tooth and yoke
As the rotor teeth and rotor yoke have a similar geometry compared to the stator, the same
method can be applied for determining the rotor tooth and rotor yoke magnetic voltage drop.
2.2.5 Calculation of the no-load characteristics
The no-load characteristics calculation makes it possible to deﬁne the relation between the
magnetizing voltage 𝑉𝜇 equivalent to the no-load stator voltage given by Equation (2.7) and the
magnetizing current 𝐼𝜇. 𝐼𝜇 is obtained by using the equivalence between the total mmf created
by the magnetizing current and the sum of all magnetic voltage drops.
?̂?w(𝒞) = 2 ⋅ ̂𝜃 = 2 ⋅ ̂𝑈m,δ ⋅ (Ks + 1) (2.27)
Using the deﬁnition of the magnetic voltage ̂𝜃 obtained from Equation (2.10), the value of the
required magnetizing current to drive the ﬂux is given by






For a particular value of the stator voltage 𝑈 rms𝑠 and assuming at the beginning Ks = 0 so that
C1 = 1 and 𝛼𝑖 = 2/𝜋, one can ﬁnd the maximum magnetic ﬂux ̂𝛷 and consequently ?̂?δ. From
?̂?δ one can derive the maximum ﬂux density in the stator and rotor core regions and ﬁnally all
the magnetic potential drops by applying the previous described method. From Equation (2.8)
one can ﬁnd the value of the saturation coeﬃcient Ks and the corresponding values C1 and αi.
One has to repeat the process until convergence, i.e. until the coeﬃcient Ks is not changing
anymore. Finally one can ﬁnd the value of 𝐼µ by applying Equation (2.28).
2.3 Validation of the method
We use the presented method to compute the no-load magnetizing voltage and the ﬂux densities
in the stator and rotor teeth regions. The results are compared with those obtained when
running a magneto-static 2DFE.
2.3.1 The Two-dimensional ﬁnite element model
Figure 2.7 shows an example of 2DFE model of a DFIM. Given the periodicity of the geometry
and the stator and rotor winding conﬁguration, only one pole needs to be modeled, the rest of
the model is obtained by anti-cyclic periodicity. Furthermore the magnetic ﬁeld is assumed to be
well-driven by the stator and rotor yoke, so that tangential magnetic ﬁeld boundary conditions
are applied on the inner-rotor and the outer-stator border lines.
The stator and rotor core material magnetic behavior is modeled by a non-linear curve giving
the dependency between the ﬂux density 𝐵 and the magnetic strength 𝐻. Furthermore both
29
2 Magnetic circuit model
Figure 2.7: 2DFE model
Figure 2.8: Axial overview of the stator and rotor air ducts
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materials are assumed having isotropic properties. As already explained, hydro motor/generator
units are often equipped with radial cooling air ducts as shown in Figure 2.8.
These ducts are responsible for a local diminution of the airgap ﬂux density in front of them-
selves as well as a diminution of the iron length. In order to properly consider such three-
dimensional eﬀect in the model, one can use the equivalent length 𝑙i, deﬁned by Equation (2.29),
as the axial length of the model. Note that usually, one adds the term +2𝛿g to 𝑙i considering
the end-eﬀects [PJH08]. We did not take into account this eﬀect which makes our calculation
more conservative. Note that the stator and rotor core lengths, 𝑙s and 𝑙r, are equal to 𝑙.







Furthermore one must also consider the reduced iron length leading to a diﬀerent state of
magnetic saturation[Ram03]. Indeed because of the magnetic ﬂux conservation one can write
for the stator:
̂𝛷τ,d,s = ̂𝛷i,s (2.30)
where ̂𝛷τ,d,s is the magnetic ﬂux per stator duct pitch and ̂𝛷i,s is the ﬂux going through one
stator iron stack. Note that we assume that the ﬂux is well-driven by the iron and no ﬂux goes
trough the air duct. Considering ?̂?i,s as the stator iron stack ﬂux density one can write:



















Finally the three-dimensional stator and rotor core geometry with air ducts is modeled as a
Two-Dimensional (2D) geometry with an axial length equal to the ideal length 𝑙i and with
corrected stator and rotor core material magnetic characteristics. Figure 2.9 shows, as example,
the original and the modiﬁed magnetic characteristics of the stator core material. One should
pay attention to the fact that the ﬂux density values extracted from the 2DFE simulation will
have to be rescaled in order to get the real values.4
4This is further discussed in Chapter 5 when dealing with iron losses in the stator and rotor core
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Figure 2.9: Correction of the material magnetic characteristic
2.3.2 Magnetizing voltage curve
Figures 2.10, 2.11 compare the magnetizing voltage curve obtained by using the analytical
method and the FE method for two diﬀerent designs. One can see a good agreement between
both calculations.
2.3.3 Stator and rotor teeth ﬂux density
In this part we compare for diﬀerent designs the stator and rotor magnetic ﬂux densities ?̂?t,s
and ?̂?t,r obtained by using the analytical method and the FE method. The analytical method
gives access to the maximum ﬂux density over the tooth height and the average ﬂux density.
From the FE simulation results, we calculate the average ﬂux density in the tooth where the
passing ﬂux is maximum.
Figures 2.12, 2.13, 2.14, 2.15 show the comparison for the same two designs as previously.
Although one can observe some discrepancies, the results are satisfying.
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Figure 2.10: Magnetizing voltage: comparison between analytical method and FEM (design 1)
Figure 2.11: Magnetizing voltage: comparison between analytical method and FEM (design 2)
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Figure 2.12: Stator ﬂux density: comparison between analytical method and FEM (design 1)
Figure 2.13: Rotor ﬂux density: comparison between analytical method and FEM (design 1)
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Figure 2.14: Stator ﬂux density: comparison between analytical method and FEM (design 2)
Figure 2.15: Rotor ﬂux density: comparison between analytical method and FEM (design 2)
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2.4 Conclusion
This chapter exposed a simpliﬁed analytical method in order to model eﬃciently and accurately
the magnetic circuit behavior of the DFIM. This method deﬁned and computed the magnetic
voltage drop along a chosen magnetic path crossing the airgap, the stator core and the rotor
core regions. The main geometric parameters of the machine were considered for the calculation
as well as corrective factors such as the pole enclosure coeﬃcient αi, the form factor C1 being
able to better quantify the impact of the saturation on the magnetic circuit. Such coeﬃcients
were obtained by FE computations and average values were deﬁned in order to cover the full
range of studied machine designs. The analytical model was ﬁnally validated by carrying out a
2DFE magneto-static computation. We compared in particular the no-load characteristics and
the stator and rotor ﬂux densities in the teeth. The deﬁned magnetic model can be used to




This chapter describes an equivalent scheme of the DFIM. The chosen equivalent scheme cor-
responds to the well-known transformer model of the standard induction machine with a short-
circuited rotor. Given the long experience of application of this model and its good accuracy for
steady-state analysis, it suits well to the studied type of machine.
The ﬁrst part details the equivalent circuit structure as well as its corresponding parameters.
It focuses more particularly on the deﬁnition of the leakage components and on the consideration
of the eﬀect of the magnetic circuit saturation on the parameters. 2DFE and 3DFE computations
are used to validate the analytical calculation of these parameters.
Given the obtained deﬁnition of an equivalent circuit, the second part presents methods to
calculate the steady-state load operation of the machine. A parametric calculation makes it
possible to study the eﬀect of the slip and the stator voltage amplitude and frequency on the
operation of the machine. Operation limits are deﬁned and presented in a capability diagram
also known as P-Q diagram.
Finally the results are ﬁrst validated with a 2DFE magneto-harmonic then with a 2DFE time
stepping application. Given the non-negligible simulation time of the latter computation caused
by a long initialization state, the validation is not immediate. So as to counter this issue, an
eﬃcient method based on the regulation model of the DFIM is carried out. Such time stepping
simulations are used in Chapter 4 to evaluate the performances of the machine in particular the
iron losses and the electromagnetic forces. Furthermore the developed methodology can be used
to simulate transient states of the machine and in particular the start up as it will be shown
later in Chapter 5 when dealing with dynamical torques components.
3.2 Structure of the equivalent scheme
The equivalent scheme used for studying the DFIM is deﬁned in Figure 3.1. It corresponds to
the equivalent transformer model of the induction machine with short-circuited rotor in which
a voltage source on rotor side has been added. Lorenzen and Miller [Lor98; Mil10] use this
deﬁnition. The scheme parameters are the following:
• the magnetizing inductance 𝐿h
• the stator and rotor resistance 𝑅s and 𝑅′r (expressed in the stator frame)











Figure 3.1: Equivalent scheme of the DFIM
In this scheme the rotor quantities (voltage, current, resistance, leakage inductance) are ex-
pressed in the stator frame using the transformation ratio ut = (𝜉f,s𝑁s,s/𝜉f,r𝑁s,r) so that:
𝐼′r = 𝐼r/ut, 𝑉
′
r = 𝑉 r ⋅ ut, 𝑅′r = 𝑅r ⋅ u2t , 𝐿′σ,r = 𝐿σ,r ⋅ u2t .
Following part derives analytical expressions for all the equivalent circuit parameters. The
diﬀerent magnetic leakage components are presented as well as the diﬀerent analytical methods
available in the literature. Last part computes numerically in two steps the diﬀerent components
of leakages; ﬁrstly the leakages in the active part with a 2DFE simulation and secondly the
leakages in the end part by using a 3DFE model.
3.2.1 The magnetizing inductance
In absence of saturation the magnetizing inductance of a three-phase winding is deﬁned as:






By using the results of the magnetic model developed in Chapter 2, the relation between the max-
imum magnetizing voltage ̂𝑉µ and the maximum magnetizing current ̂𝐼µ i.e ∣𝑉 µ∣ = 2𝜋𝑓s ⋅𝐿h ∣𝐼µ∣
one can consider the eﬀect of saturation on the magnetizing inductance 1. Figure 3.2 shows the
magnetizing inductance for diﬀerent magnetizing currents and compares with the results ob-
tained from a 2DFE simulation. It is expressed on the graph in p.u. of the stator reference
impedance 𝑍ref = 𝑈2s /𝑆. One can observe a good agreement between both computations.
3.2.2 The stator and rotor resistances
The stator and rotor windings are double-layer windings, this means that each stator and rotor
slot counts one top and one bottom copper conductor. Figure 3.3-left describes a typical stator
and rotor slot with its two conductors. The stator winding is fed with currents alternating at
the network frequency i.e. 𝑓s = 50Hz or 𝑓s = 60Hz. In order to decrease eddy-current losses in
1The magnetizing of Chapter 2 is divided by ut so as to express it in the stator reference frame
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Figure 3.2: Eﬀect of saturation of magnetizing inductance
the stator bars due to skin eﬀect, it is necessary to split each bar in several copper strands as
shown in Figure 3.3-right.
At the rotor, the frequency of the rotor currents 𝑓𝑟 is linked to the slip by the relation
𝑓𝑟 = 𝑠 ⋅ 𝑓𝑠. The studied machines run at a speed in the range 90% to 110% of the synchronism
speed i.e. at a slip in the range ±10%, consequently the rotor currents frequency remains low
in normal operation i.e less than 6Hz. However during the start for pumping operation, the
stator winding is short circuited while the amplitude and the frequency of the rotor currents
are controlled in order to drive the machine to the synchronous speed. Figure 3.4 shows the
evolution of the rotor frequency during such operation. One can observe that the rotor frequency
reaches higher values i.e. close to the rated frequency of the stator currents. Consequently the
rotor bars are also divided in several strands. However as the rotor frequency is small in normal
operation, the rotor bar strands can be larger than the stator strands.
Figure 3.5 shows the non-uniform distribution of the magnetic ﬁeld in a slot when the slot
conductor carries an alternative current.2 A diﬀerent voltage is induced on each strand and
because the strands of a bar are connected in parallel, the induced voltages lead to circulating
currents between strands and consequently additional copper losses.
In order to limit the circulating currents between the strands, the Roebel technology is used
for both the stator and the rotor windings. Such technology is based on a special transposition
of the strands within the portion of the bar belonging to the magnetic core as shown in Figure




Figure 3.3: Slot with full bars (left) and subdivided bars (right)
Figure 3.4: Rotor electrical frequency during startup
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Figure 3.5: Current density (left) and magnetic ﬁeld (right) in a slot
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Figure 3.6: Roebel bar technology (patent: Ludwig Roebel 1912)
3.6. One can see that each strand will occupy all the positions. This prevents the circulation
of current between each strand of a bar and consequently reduces the losses. Note that the
parasitic end-winding ﬁelds can also lead to circulating currents and eddy-currents, this is not
considered in this study. More details on this can be found in [Tra03].
Figure 3.5-right shows that the magnetic ﬁeld is higher in the top of the slot than in the
bottom of the slot. One can also see the non-uniform distribution of the current density within
the slot. Additional eddy-current losses need to be considered when calculating the total losses
in the stator and rotor winding by using eddy-current coeﬃcients. Finally the stator and rotor
bar resistances, 𝑅b,s and 𝑅b,r are obtained by the following formula:
𝑅b,s = 𝑅b,dc,s +𝑅b,ac,s
𝑅b,r = 𝑅b,dc,r +𝑅b,ac,r
(3.2)




⋅ 𝑙b,s2 ⋅ 𝑁st,s𝑆st,s
(3.3)
where 𝑁st,s is the number of vertical stator strands per bar 𝑆st,s = ℎst,s ⋅ 𝑤st,s is the area of
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one stator strand, with ℎst,s the stator strand height and 𝑤st,s the stator strand width, 𝑙b,s is
the total length of one stator bar including the length of the bar placed in the slot and the end-
winding part and ﬁnally 𝜅cu is the copper electrical conductivity calculated at a temperature
of 75 °C as it is normally done for such machines. The stator term 𝑅b,ac,s corresponds to an
additional resistance due to eddy-current losses deﬁned as:
𝑅b,ac,s = (1 − km,s (ξst,s))𝑅b,dc,s (3.4)
where km,s is the mean eddy-current loss coeﬃcient over the whole stator winding deﬁned as:




where 𝑘r,s(ξst,s) is the mean eddy-current loss coeﬃcient over all stator strands given by Equa-
tion (3.6):













ξst,s is given by Equation (3.9).






Note that 𝑘r,s (ξst,s) is applied only for the portion of the stator bar belonging to the core.
𝑅b,dc,r and 𝑅b,ac,r are based on the same formula but depend on the rotor dimensions, 𝑆st,r,
𝑁st,r and 𝑙b,r. Finally the total rotor and stator phase winding resistance, 𝑅s and 𝑅r are given
by:
𝑅s = 2 ⋅ 𝑁s,s ⋅ 𝑅b,s (3.10)
𝑅r = 2 ⋅ 𝑁s,r ⋅ 𝑅b,r (3.11)
The coeﬃcient 2 comes from the fact that a turn is made of two bars connected in series.
3.2.3 The stator and rotor winding leakage inductance
This part deﬁnes and computes the stator and rotor leakage inductances. The correct assessment
of these elements is important since it will impact on the magnetizing current amplitude and
consequently on the losses. Furthermore the leakage inductance will set the maximum values
of the currents and torque during faults such as short-circuits or faulty synchronization. Three




















Figure 3.7: Detailed slot geometry with only one conductor (not real proportions)
• the slot leakage inductance
• the airgap leakage inductance
• the end-winding leakage inductance
I. The slot leakage inductance
Figure 3.5-right shows the repartition of the magnetic ﬂux lines created by one conductor inside
a slot. A part of the ﬂux does not cross the airgap and closes itself inside the slot; this ﬂux





where 𝑞s is the number of stator slots per pole and phase, 𝜆1,s is a well known coeﬃcient








+ ℎ3,s𝑤s,s + ek,s
+ ℎ2,s𝑤s,s + 2ek,s
+ ℎ1,s𝑤s,s + ek,s
+ ℎp,s𝑤s,s
(3.13)
Equation (3.13) is always valid when there is only one bar per slot. As seen previously in
the studied machines two bars occupy each slot and do not necessary belong to the same phase.
Depending on the phase shift between both currents, the leakage inductance is not the same.
Table 3.1 shows an example of a three-phase winding, one can see that the slot number 1 carries
two conductors of the phase a so that the corresponding current phase shift γk,s equals 0∘. The
slot number 2 carries one conductor of the phase a and one conductor of the phase c in opposite
direction so that the corresponding phase shift γk,s equals 60∘. The general method consists in











+ ℎ3,s𝑤s + ek,s
+ ℎ2,s𝑤s + 2 ⋅ ek,s




3.2 Structure of the equivalent scheme
Slot index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Top a a a -c -c -c b b b -a -a -a c c c -b -b -b
Bottom a -c -c -c b b b -a -a -a c c c -b -b -b a a
Table 3.1: Winding conﬁguration example over two poles: 𝑞 = 3, 𝑌1 = 7




























+ ℎ3,s𝑤s,s + ek,s
+ ℎ2,s𝑤s,s + 2 ⋅ ek,s
+ ℎ1,s𝑤s,s + ek,s
+ ℎp,s𝑤s,s
(3.15)
Furthermore an additional coeﬃcient representing the mutual eﬀect from the top and bottom












+ ℎ3,s𝑤s,s + ek,s
+ ℎ2,s𝑤s,s + 2 ⋅ ek,s
+ ℎ1,s𝑤s,s + ek,s
+ ℎp,s𝑤s,s
(3.16)
where 𝑁z,s is the number of stator slots. Finally the leakage coeﬃcient 𝜆2,s is expressed as:
𝜆2,s =
1
4(𝜆2,b,s + 𝜆2,t,s + 2 ⋅ 𝜆2,tb,s) (3.17)
Equation (3.18) and (3.19) make it possible to compute the stator slot leakage inductance 𝐿σ,sl,s










where 𝑞r is the number of rotor slots per pole and phase. Note that this calculation considers
an inﬁnite iron magnetic permeability. In reality as seen in Chapter 2, the rotor and stator
magnetic circuits and more particularly the teeth regions are aﬀected by magnetic saturation.
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Figure 3.9: mmf distribution of a three-phase winding
For example the magnetic saturation of the tooth tips will lead to a virtual increase of the slot
opening and consequently a decrease of the slot leakage inductance. Note that one could also
take into account the eﬀect of eddy-current which will lead to a slight decrease of the slot leakage
inductance; this can been here neglected given the frequency of the stator and rotor currents.
II. The airgap leakage inductance
The rotor and stator windings of the studied machine are placed in slots. Figure 3.9 shows the
resulting mmf of a three-phase winding supplied with a three-phase balanced current source3.
One can see that the ﬁeld wave is not purely sinusoidal but consists of several steps. The airgap
leakage ﬂux is usually decomposed into two terms. Firstly there is the phase belt leakage ﬂux
which is equal to the area between an ideal sinusoidal mmf and the mmf obtained if the number
of slots were inﬁnite. Secondly there is the zigzag leakage ﬂux which is equal to the area between
the mmf obtained with an inﬁnite number of slots and the real stepped mmf [Fog99].
In order to better visualize the behavior of the leakage ﬂux in the airgap, we carry out a
2DFE simulation. We use the model of Chapter 2 and supply the stator winding and the
rotor winding in a way that the stator magnetic ﬁeld compensates the rotor magnetic ﬁeld. In
this case the fundamental ﬂux is reduced to zero whereas the harmonic ﬂux components are
still present. Figure 3.10 shows the corresponding simulation results and more particularly the
iso-ﬂux lines. Some ﬂux lines travel on one side from one tooth to another tooth, these are
3More details on mmf calculation are given in Chapter 4
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Tooth-tip leakage flux
Zig-zag leakage flux
Figure 3.10: Airgap ﬂux leakage example
usually called tooth-tip leakage ﬂuxes, some ﬂux lines alternate between the stator teeth and
the rotor teeth, these are called zig-zag leakage ﬂuxes. When the airgap is large as it is the
case for hydraulic salient-pole synchronous machines, the airgap leakage ﬂux mainly behaves as
the tooth-tip leakage ﬂux. In the case of the induction which have a smaller airgap, the airgap
leakage ﬂux mainly behaves in a zig-zag way.
One can ﬁnd in the literature several articles and books dealing with the calculation of airgap
leakage ﬂux leakage inductance. Belot [Bel82] proposes to decompose this ﬂux into three ele-
ments: the tooth tip leakage inductance 𝐿Bσ,tt given by Equation (3.20), the phase belt leakage
inductance 𝐿σ,diﬀ given by Equation (3.21) and the zig-zag leakage inductance 𝐿σ,zz given by
Equation (3.22). If the airgap is doubly slotted, as it is the case here, Belot suggests to multiply



















Note that this considers both the rotor and the stator. Foggia [Fog99] proposes similar equations
for the phase belt leakage and zig-zag leakage inductances while the tooth tip leakage inductance
is not treated. Alger [Alg51] does not mention as well the tooth-tip leakage inductance but
gives two other formula for the phase-belt and zig-zag leakage inductances. Firstly the total
belt-leakage inductance is the sum of all the harmonic magnetizing inductance of a winding. For
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the stator it is derived from Equation (3.23). The formula is the same for the rotor but with












Note that this sum does not consider the third and its multiple harmonics as well as the fun-
damental component. Besides this, each winding harmonic induces voltages and consequently
circulating currents on the other winding, which should lead to a damping eﬀect of the leakage
ﬂux and consequently to a reduction of the total leakage inductance. This eﬀect would be very
strong in case of an induction with squirrel cage rotor; for the studied machine this eﬀect is not
so strong and will be neglected.
Secondly, the zig-zag leakage inductance is splitted between the stator Equation (3.24) and
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τ𝑠,s ⋅ (1 +
𝑤t,s
τ𝑠,s )(1 − 1𝑘c )
2 ⋅ 1𝑘c ⋅ (3𝑞s)
2 ) (3.25)
Pyrhonen [PJH08] considers the tooth tip leakage inductance in the same way as Belot and
identiﬁes the airgap leakage inductance as the sum of all the main inductance created by each
harmonic of the winding which is similar as Equation (3.23). The zig-zag inductance is not ex-
plicitly treated. The evaluation of all these methods will be done in next section when comparing
with FE simulation results.
IV. Computation of the overhang leakage inductance
The overhang leakage inductance is due to the leakage ﬂux in the end-winding regions. Because
of the Three-Dimensional (3D) conﬁguration of the rotor and stator end-windings, an accurate
analytical calculation of corresponding leakage inductance is diﬃcult. Some analytical formula
exist based on the geometry and the spatial disposition of the windings. One formula is used by
Belot [Bel82], Foggia [Fog99] based on the work of Alger and given by Equation (3.26)
𝐿Aσ,end,s = 𝜇0 ⋅
3 ⋅ 𝑁2s,s ⋅ 𝐷b,s
𝑝2 ⋅ 𝑓(γs) (3.26)
where 𝑓(𝛾) is expressed as:
𝑓(γs) =
γs ⋅ tan (χov,s)
4 (1 −




6 ⋅ (1 + 0.12 ⋅ γ
2
s ) (3.27)
γs = Y1,s/ (3𝑞s) is linked to the coil opening and χov,s is the inclination angle of the bar. The
formula from Liwschitz and Kostenko [Ric97; Sil94] are also available and given by Equations
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(3.28) and (3.29).





λLov,s = 0.43𝜇0 ⋅ 𝑙ov,s ⋅ γ2s is a permeance factor with 𝑙ov,s being the length of one overhang.





λKov,s = 0.57 ⋅ 𝜏p,s ⋅ (3 ⋅ γs − 1)/2 is a permeance factor. The previous formula are also valid for
the rotor winding. However the number of series turns 𝑁s,s has to be replaced by 𝑁s,r, and the
permeance factor have to be evaluated according to the rotor end-winding geometry. All these
formula are checked in the next section by carrying out a 3DFE study.
3.2.4 Validation with FE method
I. Leakages in the active part
Firstly we consider the leakage inductance in the active part, i.e the slot leakage inductance
and the airgap leakage inductance. The corresponding components are computed by 2DFE by
applying the standard tests:
• the no load test: The stator is supplied by a voltage source. The machine is running at
the synchronous speed so that the slip is equal to zero. This test makes it possible to
determine the stator total inductance deﬁned as: 𝐿s = 𝐿h + 𝐿σ,s
• the short-circuit test: The stator is supplied by a voltage source and the rotor is short-
circuited. The machine is at stand-still so that the slip is equal to one. This test makes it
possible to deﬁne the quantity 𝐿σ,s + 𝐿′σ,r.
These two tests are carried out by using the 2DFE model from Chapter 2 and a magneto-
harmonic application. In such application, the rotation of the rotor is not considered and all
magnetic quantities are assumed varying sinusoidally and represented as complex quantities.
The stator winding is supplied with a voltage source at a reduced amplitude in order to avoid
magnetic saturation. The stator and rotor resistance are known and deﬁned using Equations
(3.10) and (3.11). At no load i.e. when the slip is equal to zero, the stator current is equal to
the magnetizing current and limited by the stator winding impedance 𝑍nl given by Equation
(3.30).
𝑍nl = 𝑅s + i ⋅ 2𝜋𝑓s ⋅ 𝐿s (3.30)
One can ﬁrst compute the total apparent power 𝑆nl expressed by Equation (3.31) where 𝑉 a,s,
𝑉 b,s and 𝑉 c,s are the stator phase voltages and 𝐼a,s, 𝐼b,s and 𝐼c,s are the stator phase currents
at no-load. Note that we use here the complex notation.
𝑆nl = 12 ⋅ (𝑉 a,s ⋅ 𝐼
∗
a,s + 𝑉 b,s ⋅ 𝐼
∗





Quantity M1 M2 M3 M4 M5 M6
𝐿σ,sl,s 0.0911 0.0691 0.1044 0.1547 0.1049 0.0586
𝐿σ,sl,r 0.1040 0.0994 0.1450 0.2145 0.1641 0.0589
𝐿B,Pσ,tt 0.0242 0.0208 0.0342 0.0448 0.0352 0.0152
𝐿Bσ,diﬀ 0.0145 0.0081 0.0080 0.0100 0.0060 0.0039
𝐿A,Pσ,𝜈,𝑠 0.0034 0.0028 0.0033 0.0055 0.0061 0.0030
𝐿A,Pσ,𝜈,𝑟 0.0051 0.0051 0.0058 0.0086 0.0128 0.0019
𝐿B,Fσ,zz 0.0045 0.0034 0.0050 0.0075 0.0105 0.0043
𝐿Aσ,zz,s 0.0054 0.0042 0.0057 0.0098 0.0097 0.0041
𝐿Aσ,zz,r 0.0072 0.0058 0.0084 0.0158 0.0178 0.0028
Table 3.2: Stator and rotor leakage inductance elements (p.u.)











Under short-circuit conditions the slip is equal to one. The magnetizing current can be neglected
in front of the rotor current and the approximated impedance 𝑍sc seen from the stator terminal
is given by:
𝑍sc ≈ 2𝜋𝑓s ⋅ (𝐿σ,s + 𝐿′σ,r) (3.34)
By applying the same method, one can get the value of 𝐿σ,s + 𝐿′σ,r. As we can see, these two
tests alone do not make it possible to separate the stator leakage inductance from the rotor
leakage inductance. Taghezout [TD08] suggests to calculate at no-load the airgap ﬂux density,
to derive from it its fundamental value and ﬁnally the corresponding fundamental magnetizing
ﬂux. After calculating the stator current, he extracts the magnetizing inductance. This method
makes it possible to derive the stator leakage inductance from the ﬁrst test and the rotor leakage
inductance from the second test.
Table 3.2 details the leakage inductance analytical calculation results made for several designs
whose characteristics were presented in Chapter 2 in Table 2.1. As we have seen before, the
equations calculating the airgap ﬂux leakage inductance are diﬀerent from one author to another,
so we decided to evaluate and compare all the presented methods. Note that each inductance is
expressed in p.u. of the stator reference impedance 𝑍ref .
Table 3.3 compares the total leakage inductance (stator and rotor), according to the diﬀerent
authors, with the results of the 2DFE represented by 𝐿FEs+r. One can see that all the methods give
results in accordance with the FE simulation. However it appears that the methods from Foggia
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Quantity M1 M2 M3 M4 M5 M6
𝐿Bs+r 0.238 0.200 0.296 0.431 0.320 0.141
𝐿Fs+r 0.214 0.179 0.262 0.386 0.285 0.126
𝐿As+r 0.216 0.186 0.272 0.409 0.315 0.129
𝐿Ps+r 0.232 0.199 0.297 0.439 0.331 0.139
𝐿FEs+r 0.214 0.186 0.278 0.408 0.305 0.129
Table 3.3: Total leakage inductances (p.u.)
and Alger give the closest values. The common point between Alger and Foggia methods is that
the tooth-tip leakage inductance is not explicitly considered. Firstly, the tooth tip leakage ﬂux
is diﬃcult to assess since the airgap of our machine is doubly-slotted. Secondly it is diﬃcult
to split it from the other phenomena such as zig-zag ﬂux especially because the airgap is small.
This may explain why the other methods give higher values than the 2DFE method.
II. Leakages in the end-winding part
Secondly we deal with the end-winding leakage inductance by using a 3DFE computation. This
subject has already been treated by several authors. Taieb [Bra92] for example computed the end-
winding leakage inductance of a squirrel cage induction machine while Silva [Sil94] and Richard
[Ric97] worked on a synchronous generator. More recently Arshad [ALP08] compares the leakage
inductance computed with 3DFE on several synchronous generators with measurements. All
these authors extract the end-leakage inductance after solving a magneto-static simulation and
computing the magnetic energy stored in the air surroundings the end-windings. Taghezout
[Tag11] computes the rotor and stator end-winding leakage inductances of a DFIM by solving a
magneto-harmonic application. We detail here this method and its results as it applies directly
to our studied machine.
Figure 3.11 shows an example of 3D end-winding coils and Figure 3.12a shows the complete
rotor and stator end-winding geometry. Note that according to the symmetries, only one pole
needs to be modeled. In case of fractional slot windings, one would have to model the smallest
winding repetition period.4 Furthermore the model is encapsulated in the so-called inﬁnite box
which makes it possible to delimit the air domain surrounding the windings as shown in Figure
3.12b. Note that the active part of the generator is not physically modeled but replaced by a
boundary condition considering that due to the larger permeability of the iron compared to the
air, the end-magnetic ﬁeld enters perpendicularly into the magnetic core.
Figure 3.13 shows the electrical circuit coupled to the FE model. Each coil or single bar is
associated with a conductor in the circuit and the diﬀerent conductors are regrouped per phase
according to the winding conﬁguration. The current is injected by supplying each circuit, stator
and rotor, with a balanced three-phase current source. The simulation is done in two steps,
ﬁrstly by feeding only the stator winding and then the rotor winding. This makes it possible
4More detailed about such windings are given in Chapter 4 and Chapter 5
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Figure 3.11: Example of end-winding coils
(a) 3d winding geometry (seen from the last iron
sheet) (b) 3d model with inﬁnite box
Figure 3.12: Three-dimensional ﬁnite element end-winding model [Tag11]
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Figure 3.13: Electrical circuit for end-winding inductance calculation [Tag11]
𝐿FEσ,end 𝐿Aσ,end 𝐿Kσ,end 𝐿Lσ,end
Rotor 0.028 0.028 0.038 0.026
Stator 0.0269 0.029 0.040 0.019
Table 3.4: End-winding leakage inductance (p.u.)
to dissociate the stator end-winding leakage inductance from the rotor end-winding leakage
inductance. The calculation of the inductance is similar to what was done previously in this
part for the 2DFE computation. Indeed the total stator and rotor supplied apparent power
is computed and ﬁnally the stator and rotor end-winding impedance so that one can ﬁnd the
corresponding stator and rotor end-winding leakage inductances. The obtained results are then
multiplied by 2 since both sides of the machine contribute to the end-leakage ﬂux.
Finally Table 3.4 lists the computed FE values. 𝐿FEσ,end, as well as the analytical values
obtained from the formula of Alger, Kotsenko and Liwschitz. One can notice that the results
from Alger’s formula agree very well with the FE computation while the two other formula lead
to larger discrepancies. The total end-winding leakage inductance (stator and rotor) represents
in this example about 20% of the total leakage inductance which is not negligible. Indeed, during
faults the maximum values of the current and the torque are inversely proportional to the total
leakage inductance; consequently this shows the necessity to assess correctly this component.
Although the Alger’s formula leads to the best results, we recommend for the future a deeper
study with diﬀerent designs in order to fully conclude on its reliability.
3.2.5 Summary
An equivalent circuit for modeling the DFIM has been described. The model is similar to
the one normally used for standard induction machines. The components of the equivalent
circuit have been deﬁned and formulas depending mainly on geometry characteristics have been
given. Diﬃculties arose especially when dealing with the airgap leakage inductances. A 2DFE
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analysis has been used in order to compare the available methods in the literature and shows
that the formula from Alger gave the best match. End-winding leakage inductances have been
assessed by applying analytical formulations and compared with a 3DFE analysis modeling the
complete geometry of the stator and rotor windings. The analytical calculation, given Alger’s
formula, agreed very well with the FE results. Although this is satisfying, a deeper study with
diﬀerent designs appears relevant for the future in order to conclude on the full validity of this
formula. Indeed a wrong assessment of this component could be problematic as it controls the
maximum amplitude of currents and torque during faults such as short-circuits. After deﬁning
and validating the modeling of the DFIM, the steady-state operation can be studied. This is
the object of the second part.
3.3 Steady-state study
While the literature regarding the study of the induction machine with short-circuited rotor
is very rich [Alg51; Cha80], the steady-state operation of the DFIM is rarely discussed. From
the equivalent scheme previously described, we ﬁrst deﬁne the exchanges of power between
the machine and the network. Second part explains the computation of load operation points,
considering the power factor and either the mechanical power available on the shaft or the active
power at the terminals. In all discussions, the stator voltage as well as the stator frequency are
assumed constant and imposed by the network and the mechanical speed is constant. Only the
rotor voltage amplitude and relative phase compared to stator voltage can be changed in order
to modify the operating point of the machine. The rotor frequency is also constant and depends
directly on the mechanical speed and the stator frequency. Third part investigates the inﬂuence
of the slip on the power exchanges and on the rotor voltage but also the impact of a shift in
stator voltage and frequency. These parametric studies make it possible to deﬁne the capability
diagram of the machine.
3.3.1 Power balance
In the case of a DFIM the total active power 𝑃net at the interconnection point with the network
corresponds to the sum of the stator active power 𝑃s and rotor active power 𝑃r.
𝑃net = 𝑃s + 𝑃r (3.35)
Similarly the reactive power at the interconnection point with the network is expressed as:
𝑄net = 𝑄s +𝑄c (3.36)
Depending on the topology of the rotor converter, VSI or cycloconverter, the deﬁnition of the
rotor reactive power 𝑄c is diﬀerent. Figure 3.14 shows a simpliﬁed overview comparing the
power exchanges for both conﬁgurations.5 Contrarily to the cycloconverter, when using a VSI


































Figure 3.14: Power exchange for Cyclo-converters (left) and VSI (right) topologies
converter, the reactive power at the rotor terminal 𝑄r does not show up in the ﬁnal power
balance since a dc bus decouples the machine rotor side from the network side. However by
controlling properly the VSI converter, it is possible to regulate the amount of reactive power at
the rotor transformer side. This amount depends directly on the circulating rotor active power
and the nominal apparent power of the rotor transformer. Assuming that the active power is
always smaller than the rotor transformer nominal power 𝑆t,r, the theoretical maximal quantity
of reactive power 𝑄VSIc transmitted or absorbed by the VSI can be expressed as:
𝑄VSIc = √𝑆2t,r − 𝑃2r (3.37)
As the rotor active power is slip dependent, the quantity 𝑄VSIc will also depend on the slip.
Modern DFIM are fed via a VSI. In this study we decide that only the stator reactive power
intervenes in the total reactive power i.e. that the VSI does not inject or consume reactive power
on network side so that 𝑄c = 0. In this case the magnetizing current will be higher and the
design of the machine has to be done in consequence. It corresponds to a more conservative use
of the machine but it is a safer design.
The network power factor is expressed as:




where 𝑆net is the apparent network power expressed as
𝑆net = √𝑃2net + 𝑆2net (3.39)
55
3 Steady-state model
The active and reactive stator and rotor active power are given by the following expressions:
𝑃s = 3 ⋅ ∣𝑉 s∣ ∣𝐼s∣ ⋅ cos(𝜑s) (3.40)
𝑄s = 3 ⋅ ∣𝑉 s∣ ∣𝐼s∣ ⋅ sin(𝜑s) (3.41)
𝑃r = 3 ⋅ ∣𝑉 r∣ ∣𝐼r∣ ⋅ cos(𝜑r) (3.42)
where 𝜑s and 𝜑r are respectively the phase shifts between the stator voltage and the stator
current and between the rotor voltage and the rotor current. The mechanical power 𝑃mec is
given by:
𝑃mec = 𝑃shaft + 𝑝mec (3.43)
where 𝑃shaft is the shaft power available from the turbine or for the pump and 𝑝mec represents the
mechanical losses including bearing and friction losses. By convention 𝑝mec is always positive
and 𝑃shaft is negative in generator mode. Consequently, in generator mode the shaft power
is greater than the transmitted mechanical power whereas in motor mode, the shaft power is
smaller than the mechanical power. The mechanical power is also linked to the airgap power 𝑃δ
by the relation:
𝑃mec = 𝑃δ ⋅ (1 − 𝑠) (3.44)
Note that the stator frequency 𝑓s and rotor frequency 𝑓r are linked through the slip 𝑠 by the
expression:
𝑓r = 𝑠 ⋅ 𝑓r (3.45)
The stator power is given by:
𝑃s = 𝑃δ + pc,s + pi,s (3.46)
The rotor power is linked to the airgap power by:
𝑃r + pc,r + pi,r = −𝑠 ⋅ 𝑃δ (3.47)
where pc,s and pc,r are the stator and rotor winding copper losses deﬁned by Equations (3.48)
and (3.49). The calculation of stator and rotor iron losses, pi,s and pi,r, is described in Chapter
5.
pc,s = 3𝑅s ∣𝐼s∣
2 (3.48)
pc,r = 3𝑅r ∣𝐼r∣
2 (3.49)
In the next part we explain how to compute any load operation point of a DFIM.
3.3.2 Calculation of a load operation point
Any load operation point can be deﬁned either by the mechanical power 𝑃mec and the network
active power factor cos 𝜑n or by the apparent network power 𝑆net and the network active power
factor cos 𝜑n. Depending on the analyzed operation mode (motor or generator) one method is




I. Deﬁnition from the apparent power, the power factor, the stator voltage and the speed
Four parameters deﬁne the load operation point, the apparent network power 𝑆net, the active
power factor at the network connection cos 𝜑n, the stator phase-to-neutral voltage ∣𝑉 s∣ and the
mechanical speed 𝑛. As the rotor is fed via a VSI converter and deciding that it does not inject
or consume reactive power, one can write:
𝑄s = 𝑄net (3.50)
When neglecting the copper and iron losses we obtain:
𝑃s = 𝑃net − 𝑃r ≈
𝑃net
1 − 𝑠 (3.51)
Furthermore, by considering the stator and the network power factor one can write:
𝑄s = 𝑃s ⋅ tan 𝜑s
𝑄net = 𝑃net ⋅ tan 𝜑n
(3.52)
Using Equations (3.50), (3.51) and (3.52), one can deﬁne the stator phase shift 𝜑s:
𝜑s = arctan ((1 − 𝑠) ⋅ tan 𝜑n) (3.53)
Taking the stator voltage phasor as the reference, 𝜑s is the phase shift of the stator current.




3 ∣𝑉 s∣ sin 𝜑s
(3.54)
By using the equivalent scheme previously presented and using complex notations, the following
equations can be derived in order to ﬁnd the rotor current and the rotor voltage:









r + i𝑋h𝐼s) (3.57)
Where 𝑋′σ,s = 2𝜋𝑓s𝐿σ,s, 𝑋′σ,r = 2𝜋𝑓s𝐿′σ,r and 𝑋h = 2𝜋𝑓s𝐿h. By using Equation (3.58) and
combining Equations (3.55), (3.56) and (3.57) one can ﬁnd the rotor active power as a function
of the stator voltage, the stator current and the equivalent scheme parameters.
𝑃r = 3 ⋅ ℜ(𝑉 ′r ⋅ 𝐼
′
r∗) (3.58)
However the value obtained from Equation (3.58) stands on the fact that the stator active power
was obtained by neglecting the losses (Equation (3.51)). It is therefore necessary to iterate on
the value of 𝑃s as described in Figure 3.15. Note that as 𝐿h depends on the magnetizing current
∣𝐼µ∣, an additional iterations loop is necessary.
This algorithm makes it possible to ﬁnd the stator and rotor current, rotor voltage for any
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𝑃 𝑖+1s = 𝑃net − 𝑃r




Figure 3.15: Load point calculation algorithm 1
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II. Deﬁnition from the mechanical power, the power factor, the stator voltage and the
speed
The load operation point is deﬁned by four parameters: the mechanical power 𝑃mec, the active
power factor at the network connection cos 𝜑n, the stator voltage ∣𝑉 s∣ and the mechanical speed
𝑛. Lorenzen [Lor97] uses this deﬁnition. The load point resolution is based on the deﬁnition of
the electromagnetic torque 𝛤em; this one is due to the interaction of the stator magnetic ﬁeld
with the rotor magnetic ﬁeld and can be written as:
𝛤em = −3𝑝𝐿hℑ(𝐼s ⋅ 𝐼
′
r∗) (3.59)
By using the equivalent scheme previously deﬁned, one can express the stator and rotor current
as functions of the stator and rotor voltage and calculate the corresponding electromagnetic
torque given by Equation (3.60):
𝛤em = 𝛤s + 𝛤r + 𝛤sr (3.60)





















𝛥 depends on the circuit parameters and is expressed as:
𝛥 = ∣𝑍s𝑍′r + 𝑠 ⋅ 𝑋2h∣
2 (3.64)
where 𝑍s = 𝑅s+i⋅(𝑋′σ,s+𝑋h) and 𝑍′r = 𝑅′r+i⋅𝑠(𝑋′σ,r+𝑋h). As one can see, the electromagnetic
torque in a DFIM is composed of three terms:
• 𝛤s corresponds to the induction torque of a motor with short-circuited stator
• 𝛤r corresponds to the induction torque of a motor with short-circuited rotor
• 𝛤srcorresponds to the synchronous torque
𝜑m is the phase shift between the stator and the rotor voltage. Considering the stator voltage
phasor as the reference, 𝜑m is equal to the rotor voltage phase shift. The method proposed
by [LH93] is the following: assuming a mechanical power 𝑃mec and a constant speed 𝑁 the
corresponding electromagnetic torque 𝛤em is deﬁned as:
𝛤em = 𝑃mec𝑛 ⋅ 2𝜋60
(3.65)
Considering the stator voltage ∣𝑉 s∣, the active power factor cos 𝜑n and a certain rotor phase
voltage 𝜑m, Equation (3.60) can be organized as a second order polynomial equation whose
unknown is the absolute value of the rotor voltage:
A ∣𝑉 ′r∣
2 +B ∣𝑉 ′r∣ + C = 0 (3.66)
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where A,B,C are real coeﬃcients obtained from Equations (3.61), (3.62) and (3.63). The phase
shift angle 𝜑m can initially be obtained by applying the same method as before i.e. by neglecting
the losses so one can write:
𝑃net ≈ 𝑃mec (3.67)
From Equation (3.67) and applying Equations (3.54), (3.55), (3.57) one can get the value of the
rotor voltage and ﬁnally the rotor voltage phase shift angle 𝜑m deﬁned as:
𝜑m = arg (𝑉 ′r) (3.68)
From the phase shift angle 𝜑m and the load operation point characteristics (𝑃𝑚, 𝑉𝑠, 𝑠) Equation
(3.66) can be solved. Depending on the values of the couple of coeﬃcients [A, B,C] one or two
solutions can be found, the constraint is that any found solution has to be greater than zero. In
case of two possible solutions the smallest value of ∣𝑉 ′r∣ is kept. From the found ∣𝑉
′
r∣ the values
of 𝐼s and 𝐼
′
r can be computed. This leads to the evaluation of the power factor cos 𝜑n which
can be compared with the target value.
The value of cos 𝜑n will be directly linked to the initial value of 𝜑m = 𝜑m,0 which was
obtained by neglecting the losses. An iteration process on the value of 𝜑m is therefore necessary.
This is solved by deﬁning the interval [𝜑m,0 − 𝛥𝜑m⋯𝜑m,0 + 𝛥𝜑m] where 𝛥𝜑m is a small
variation angle. For each value of 𝜑m on the interval, one applies the previously described
process and extract the power factor cos 𝜑n. The angle 𝜑m which makes it possible to reach the
target power factor is kept. If no solution is found 𝛥𝜑m can be increased in order to enlarge
the interval. From 𝜑m, one can identify the value of the rotor voltage and ﬁnally the rotor and
stator currents. As previously, an additional iteration loop has to be included to manage the
non-linearity of 𝐿h.
III. Vector diagrams
The previously described procedure is applied to compute several load points. Figure 3.16
shows the vector diagrams obtained for four operation points in generator mode. For each
case, the mechanical power, the power factor, the stator voltage and the stator frequency are
the same. However the slip is either minimum and maximum and the reactive power is either
provided (over-excited) or absorbed (under-excited) by the machine. Figure 3.17 shows the same
vector diagrams but in motor mode. One can observe the diﬀerent arrangements of the vectors,
especially when changing the excitation modes (𝑉 µ is longer in over-excited mode) or when
commuting from generator mode to motor mode (the angles are opposite).
3.3.3 Parametric study
In this part we use the algorithms previously described to study the eﬀect of the slip on the rotor
voltage and on the exchange of active and reactive power. The machine is running in generator


















































(d) 𝑠 = 10%, under-excited
















































(d) 𝑠 = 10%, under-excited
Figure 3.17: Vector diagrams in motor mode
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Figure 3.18: Inﬂuence of the slip on rotor voltage
I. Eﬀect of slip on rotor voltage and powers
The mechanical power as well as the network power factor are kept constant. Figure 3.18
describes the impact of the slip on the rotor voltage considering that the machine absorbs
reactive power from the network (under-excited mode) or delivers reactive power on the network
(over-excited mode). Figure 3.19 shows the evolution of the stator and rotor active power in
generator operation and motor operation. When the slip is positive, the machine runs in hypo-
synchronous mode. In such condition the rotor rotates slower than the stator magnetic ﬁeld
and the stator carries the additional rotor power. When the slip is negative the rotor rotates
faster than the stator magnetic ﬁeld, the stator active power is reduced and the rotor delivers
active power on the network. Contrarily to the conventional synchronous machine, the stator of
DFIM has to be designed to sustain the extra ﬂowing power in hypo-synchronous mode. The
further from the synchronous speed, the higher the rotor voltage will be. Consequently the
rotor converter has to be dimensioned in order to supply the rotor voltage at the maximum and
minimum speed. Furthermore the transformer on rotor side has to be able to sustain the rotor
active power at any allowed speed.
II. Eﬀect of network voltage and frequency variation
Even on a strong network, small variations of the frequency ±5% and voltage ±10% may happen.
In case of such variation the machine must not be disconnected from the grid and be able to
generate under its nominal power [Swi09]. We study here this phemonena, by keeping the
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Figure 3.19: Inﬂuence of the slip on power exchange
network apparent power and power factor constant while the network voltage and frequency are
changed according to Figure 3.20.
Figure 3.21 shows the corresponding variation of the rotor voltage at diﬀerent speeds. As
expected, one can observe a shift between each curves. This is explained by the fact that if the
speed is constant, and the stator frequency is changed, the relative speed of the stator magnetic
ﬁeld compared to the rotor magnetic ﬁeld is also changed. Because of the converter the rotor
voltage is constrained to a certain limit displayed as 𝑈r,max, depending on the frequency and
network voltage the maximal range of speed variation should be adapted. Figure 3.22 shows
the variation of the magnetizing current at diﬀerent speeds. As expected one can see that when
the stator voltage increases, i.e. the cases (𝑈+, 𝑓+) and (𝑈+, 𝑓−), the magnetizing current
increases. As the ﬂux density depends directly on the magnetizing current, this may lead to a
saturation in the rotor and stator core regions. Figure (3.23) and (3.24) show the variation of
the stator current and rotor current at diﬀerent speeds. One can see that case (𝑈−, 𝑓+) is the
worst case as the stator and rotor current are maximum. Such cases should be checked carefully
especially in terms of losses and temperatures.
III. Computation of the capability diagram
A hydro-motor/generator has to work under diﬀerent operation modes: generator or motor mode,
over-excited (capacitive) or under-excited (inductive) mode . The allowed area of operation is
usually given as a diagram 𝑃 (active power) v.s 𝑄 (reactive power). The knowledge of this
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Figure 3.20: Network Frequency and voltage domain
Figure 3.21: Eﬀect of stator voltage and frequency on rotor voltage
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Figure 3.22: Eﬀect of stator voltage and frequency on magnetizing current
Figure 3.23: Eﬀect of stator voltage and frequency on rotor current
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Figure 3.24: Eﬀect of stator voltage and frequency on stator current
diagram is necessary since it deﬁnes the operation limits of the machine. The limits given for a
DFIM are the following:
• Stator current: The stator winding is designed to work under a certain temperature limit.
• Rotor current: The rotor winding is designed to work under a certain temperature limit.
• Rotor voltage: The output converter voltage is limited. Depending on the slip, stator
frequency the operation can be limited.
• Magnetizing current: Depending on the operation point, the magnetizing current varies.
The ﬂux density in the teeth and in the yoke depend directly on its value and conse-
quently the iron losses. In order to limit these components, a constraint can be set on this
component.
For standard synchronous machines, a constraint is also set on the minimal excitation current
because of stability issue. This is irrelevant for the DFIM since the problem of stability is solved
with an adapted control.
Figure 3.25 shows the capability diagram considering the diﬀerent limits. One can see that
each limit sets a certain operation area. The intersection of all the zones deﬁnes the allowed
operation zone (in green on the diagram). A positive active power corresponds to a generator
mode and a positive reactive power stands for the over-excited mode. Such graph should be
computed for each mechanical speed of the operation range, considering or not a shift in net-
work voltage and/or frequency. The presented graph shows the results obtained at the lowest
mechanical speed, in over network voltage and under network frequency mode. One can see that
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Figure 3.25: Capability diagram example: over-voltage and under-frequency
the constraint on the rotor voltage limits the amount of reactive power in over-excited mode.
One can also notice a limit set on the absorbed reactive power 𝑄in placed on the left side of the
graph, i.e. in under-excited mode. Because of the axial component of the magnetic ﬂux density,
power losses occur in the end-parts of the machine, i.e in the last iron stack, in the clamping
plates and ﬁngers (see Figure 3.26). In under-excited mode, these losses increase [CJ00; Kuc].
Finally the maximal absorbed reactive power may also have to be limited in this area in order
to limit heating in the end-parts. Note that the deﬁned limit on the present graph is purely
arbitrary and depends on the machine characteristics.
Each curve of the graph is obtained by using the equivalent circuit parameters and its char-
acteristic equations. Considering for example the maximum limit on the stator current 𝐼s,m,
one can deﬁne the phasor: 𝐼s = 𝐼s,m ⋅ 𝑒
𝑖⋅𝜑𝐼s where 𝜑𝐼s is the phase shift of the current. Note
that the stator voltage is assumed constant and its phase shift is taken as reference. The stator
frequency and the speed are as well assumed constant. First the stator active 𝑃s and reactive
𝑄s powers can be found. Then using the equivalent circuit parameters and Equations (3.55),
(3.56) and (3.57) one can derive the corresponding rotor current phasor 𝐼′r and rotor voltage
phasor 𝑉 ′r. The rotor active power 𝑃r is extracted by applying Equation (3.58). Finally one can
ﬁnd the values of the network active and reactive powers from Equations (3.35) and (3.36) by
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Clamping plate Clamping finger
Core end lamination
Figure 3.26: End-regions details [STS06]
setting 𝑄c = 0. By varying the value of 𝜑𝐼s , one describes the geometric locus (𝑄net, 𝑃net). The
same method can be applied for the other limits.
One can show by neglecting the stator and resistive terms and the inﬂuence of magnetic
saturation, that all these loci describe an ellipse. Indeed, in the case of the stator current limit,
𝐼s,m, the corresponding ellipse is centered in 𝑐1 ≈ (0, 0) whose major axis length is a1 and minor
axis length is b1. The coeﬃcient 3 comes from the fact that there are three phases.
a1 ≈ 3 ∣𝑉 s∣ 𝐼s,m
b1 ≈ 3 ∣𝑉 s∣ 𝐼s,m(1 − 𝑠)
(3.69)
The geometric locus corresponding to the rotor current limit, 𝐼r,m, is also an ellipse centered in

















The geometric locus corresponding to the rotor voltage limit, 𝑉r,m, is as well an ellipse centered
in c3 whose coordinates are c3x and c3y and whose major axis length is a3 and minor axis length
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is b3.















Finally the geometric locus corresponding to the magnetizing current limit, 𝐼µ,m, describes also
an ellipse centered in c4 whose coordinates are c4x and c4y and whose major axis length is a4














Note that neglecting the eﬀect of saturation and resistive terms leads to higher inaccuracies when
dealing with the rotor voltage and magnetizing current limits. However these approximated
geometric loci are suﬃcient to understand the impact of the limits on the operation domain of
the machine.
3.4 Validation by ﬁnite element computations
In order to validate the results of the analytical model, load points are calculated using the
FE method. The 2D geometry model is similar to the one used in Chapter 2 for the magnetic
circuit validation. The simulations are ﬁrst done using a magneto-harmonic application and then
a time-stepping magnetic application. The rotor and stator electrical currents are introduced
in the model by using the circuit deﬁned in Figure 3.27. The network is modeled with an ideal
three-phase voltage source VNET and a short circuit impedance ZNET. The rotor converter
is modeled with an ideal three-phase voltage source VCONV6. The previously computed end-
winding leakages are introduced in the 2DFE by adding inductances LEND in series with the
rotor and stator phases coils in the electrical circuit.
First section describes the simulation using a magneto-harmonic application. An iterative
process is carried out in order to consider the eﬀect of the non-linear magnetic material. The
main advantage of such application is to quickly obtain results, the main drawback comes from
the fact that the rotation eﬀect is not considered and that the saturation management is ap-
proximated. Second section describes the simulation using a time-stepping application. In such




Rotor winding Converter sources
Stator winding
Figure 3.27: FEM: Coupling electrical circuit
application, the saturation and rotor position are correctly considered. However the simulation
time is non-negligible especially because of the long initialization state of the rotor and stator
currents. In order to counter this issue a method based on the regulation process of the DFIM is
implemented. Last section compares the results of both FE simulations to the analytical results.
3.4.1 Modeling using a magneto-harmonic application
The problem is solved by using a magneto-harmonic application. It corresponds to a sinusoidal
steady-state where the frequency is equal to the network frequency. This kind of application is
very interesting as it is very fast, however it stands on some approximations. Firstly magneto-
harmonic applications use an approximate method to consider the non linear behavior of the
magnetic material. Indeed this application considers that all quantities are sinusoidally varying
at the given frequency. Yet because of magnetic saturation, the magnetic ﬁeld and the magnetic
ﬂux density can not be set sinusoidal at the same time as shown in Figure 3.28. The method
exposed by some authors [Gue94] and included in the software Flux is to deﬁne an equivalent
𝐵(𝐻) law based on the energetic equivalence method [Ced13].
Secondly the impact of the rotor position is not considered in this kind of simulation. However
as shown in Figure 3.29 the impact on the electromagnetic torque is not negligible especially
because of the changing interaction of the stator and rotor teeth. One can observe a relative
variation of about ±1%. This simulation was performed by setting the stator and rotor voltage
amplitude corresponding to a certain operation point. The stator voltage phase angle was
deﬁned as the reference while the rotor voltage phase angle 𝜑m was set according to the following
equation:
𝜑m = 𝜑m,0 − 𝑝 ⋅ 𝜃m (3.73)
where 𝜑m,0 is the relative phase shift between the rotor voltage and the stator voltage corre-
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Figure 3.28: Variation of H considering B sinusoidal and magnetic saturation
sponding to the studied operation point and 𝜃m is the mechanical rotor position. Such deﬁnition
makes it possible to keep constant the phase shift between the rotor and the stator magnetic
ﬁelds although the mechanical rotor position is changing. The angular position was shifted
within a range corresponding to a complete pole step i.e. 𝜋/𝑝 and the electromagnetic torque
was extracted for each position. One can see that the signal repeats each third of the pole step,
i.e. 𝑞s stator slot pitches or 𝑞r rotor slot pitches 7.
Taking these two elements into consideration, we now expose the magneto-harmonic load-
point computation. The load point is deﬁned in generator mode i.e from the apparent power
and the power factor. It corresponds to the ﬁrst deﬁnition of the load-point described in the
previous part. The stator voltage is constant and the speed is set by modifying the slip. The
rotor voltage has to be set in amplitude and phase in order to obtain the correct active and
reactive power. The analytical algorithm described previously makes it possible to deﬁne the
rotor voltage amplitude and phase shift corresponding to any load operation point. However
as the analytical method stands on approximations, equivalent circuit parameters, saturation
management, these quantities may have to be reﬁned. Petrichenko [Pet08] proposes an iterative
process in order to deﬁne the load point characteristics of a synchronous machine for turbo
applications. The process presented here stands on the same principles but is adapted to the
DFIM.
The apparent power and the power factor make it possible to deﬁne the reference network
active power 𝑃 refnet and reactive power 𝑄refnet. For each couple [𝑉r, 𝜑m] one can extract the ro-
7Note that this might be diﬀerent when dealing with fractional slot windings
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Figure 3.29: Impact of the rotor position on the electromagnetic torque
tor and stator, voltages and currents from the magneto-harmonic simulation and derive the
corresponding active and reactive stator and rotor powers.
𝑃s = ℜ(𝑉 VnetA ⋅ 𝐼
∗
VnetA) + ℜ (𝑉 VnetB ⋅ 𝐼
∗
VnetB) + ℜ (𝑉 VnetC ⋅ 𝐼
∗
VnetC)
𝑄s = ℑ(𝑉 VnetA ⋅ 𝐼
∗
𝑉𝑛𝑒𝑡𝐴) + ℑ (𝑉 VnetB ⋅ 𝐼
∗
VnetB) + ℑ (𝑉 𝑉𝑛𝑒𝑡𝐶 ⋅ 𝐼
∗
VnetC)
𝑃r = ℜ(𝑉 VconvA ⋅ 𝐼
∗
𝑉 𝑐𝑜𝑛𝑣𝐴) + ℜ (𝑉 VconvB ⋅ 𝐼
∗




Finally the network active and reactive powers obtained from the FE simulation are given by:
𝑃 femnet = 𝑃s + 𝑃r
𝑄femnet = 𝑄s
(3.75)




net − 𝑃 refnet
𝑄femnet −𝑄refnet
] (3.76)
The objective of the computation is to ﬁnd 𝑋 so that 𝐹[𝑋] = 0. As 𝐹 is a non-linear function,
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Figure 3.30: Evolution example of the rotor voltage amplitude 𝑉r (. ) and phase shift 𝜑m
(. ) during iteration process




𝑓(𝑎 + ℎ) − 𝑓(𝑎)
ℎ (3.78)
At the ﬁrst iteration 𝑘 = 0, the vector 𝑋 is initialized to the vector 𝑋0 = [𝑉r, 𝜑m] obtained
from the analytical tool and then updated along the iterative process according to the Equation
(3.79). When 𝐹 (𝑋𝑘) < 𝜖, where 𝜖 is the admissible error, the rotor voltage and angle have
been determined. Figure 3.30 shows an example of resolution for a given load-point, one can
observe the evolution of 𝑉r and 𝜑m. Such method is very eﬃcient as it makes it possible to
deﬁne rapidly any operation point of the machine.
𝑋𝑘+1 = 𝑋𝑘 − 𝐽(𝑋𝑘)−1 ⋅ 𝐹 (𝑋𝑘) (3.79)
3.4.2 Modeling using a time stepping application
As explained previously, magneto-harmonic applications do not consider the rotation of the rotor
and approximate the magnetic behavior of non-linear magnetic materials. This part computes
the load operation of the machine by using a magnetic time-stepping simulation. The same
geometry and electrical circuits are used. Such simulation makes it possible latter to study the
harmonic content of the stator and rotor current, the electromagnetic forces and to compute
the iron losses in the stator and the rotor core. The main problem when using time-stepping
applications is the long transient state. Indeed at the beginning of the simulation, all the circuit
variables i.e. stator and rotor currents are set to zero, which given high winding time constants
73
3 Steady-state model
requires non negligible time before stabilization. Two methods can be used in order to accelerate
the initialization.
I. Initialization using a magneto-harmonic calculation
One solution is to use the results from the magneto-harmonic so as to initialize the transient
application, however the results will directly depend on the rotor voltage found in the magneto-
harmonic simulation which may not lead to exactly the same steady-state operation point.
II. Initialization using the control of the machine
The method proposed here implements the control of the machine. Note that Kanerva [Kan05]
already studied the interest of integrating a control procedure into a FE simulation tool. He
more particularly developed a coupling between Matlab-Simulink and a FE tool and studied the
example of the DFIM. Contrarily to [Kan05], here the control is directly implemented inside the
FE tool without using an external software. General equations of the DFIM in the synchronous
frame and using p.u. notation are given by the followings [Cha80]:
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are the stator and rotor magnetic ﬂuxes. 𝜔𝑠 and 𝜔m are the stator and mechanical
angular frequency while 𝜔n is the reference angular frequency. 𝑙s, 𝑙r are the stator and rotor
inductances while 𝑙s,r is the mutual inductance between stator and rotor. Note that all the
variable are expressed in p.u. except 𝜔n.
The command of the DFIM stands on a two-axis Park transformation of the stator and rotor
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currents, voltages and ﬂux so that the equations deﬁned by (3.80) become:














d𝑡 − (𝜔s − 𝜔m)𝜓q,r




d𝑡 + (𝜔s − 𝜔m)𝜓d,r
𝛤em = 𝜓d,s𝑖q,s − 𝜓q,s𝑖d,s
𝜓d,s = 𝑙s𝑖d,s + 𝑙s,r𝑖d,r
𝜓q,s = 𝑙s𝑖q,s + 𝑙s,r𝑖q,r
𝜓d,r = 𝑙r𝑖d,r + 𝑙s,r𝑖d,s
𝜓q,r = 𝑙r𝑖q,r + 𝑙s,r𝑖q,s
(3.81)
The regulation is based on a stator voltage oriented control. The stator voltage is therefore
set on the d-stator axis. Consequently the torque is controlled by regulating the d-axis stator
current and the stator reactive power is controlled by acting on the q-axis stator current. The
torque and the speed are linked by the mechanical equation, 𝐽d𝛺/d𝑡 = 𝛤em − 𝛤turbine, where
𝛺 = 𝑛 ⋅ 2𝜋/60 and 𝛤turbine is the torque from the turbine. Consequently controlling the d-axis
stator current makes it possible to control the speed.
Figure 3.31 shows one possible structure of speed and powers control in pump and turbine
mode. The Park transformer block Pis and Pir transform the stator and rotor phase currents in
their equivalent d and q axis components considering the electrical angles 𝜃s and 𝜃r = 𝜃s−𝑝⋅𝜃m.
The inverse Park transformer block Pvr transforms the d and q axis rotor voltage components
into its equivalent phase components. The blocks Kn and Kq give the consign on the stator
current regarding the speed and the stator reactive power. The blocks KIsd, KIsq, KIrd set the
consign on the rotor current regarding the stator current and the blocks KIrd, KIrq set the d
and q axis component of the rotor voltage. All the regulation blocks are proportional integrators
regulators, for more details about the control of a DFIM and the synthesis of the regulators one
can refer to [Hod04].
The scheme shown in Figure 3.31 has been translated in a Python program. The module
multi-physics available in the FE software Flux from Cedrat has been used in order to integrate
the Python program within the FE solving process. Figure 3.32 shows the main principles of
the coupled simulation. The 2DFE simulation is solved and at each time step the values of
the rotor voltage sources are updated given the consigns of the regulators. The advantage of
such application is the possibility to automatize easily the calculation of a load-point in order to
compute for any load conditions the eﬃciency and in particularly the electromagnetic forces or
the iron losses (see Chapter 5). Furthermore this makes it possible to study later the behavior
































Figure 3.31: Control Structure for load operation
.Start
𝑡 = 0
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Figure 3.32: Coupled FEM-Python simulation
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Figure 3.33: Controlled Simulation: Rotational speed
Figures 3.33, 3.34, 3.35, 3.36, 3.37 and 3.38 show the evolution of the speed, torque and rotor
currents and stator currents. We set as consigns: 0.8 p.u. for the active power, 0.2 p.u. for
the reactive power and 0.94p.u. for the speed. One can see that the simulation converges fast
to the steady state. The next part compares the results from the analytical calculation to the
magneto-harmonic and time stepping simulation ones.
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Figure 3.34: Controlled Simulation: Electromagnetic torque
Figure 3.35: Controlled Simulation: Rotor currents
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Figure 3.36: Controlled Simulation: Rotor currents in Park system
Figure 3.37: Controlled Simulation: Stator currents
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Figure 3.38: Controlled Simulation: Stator currents in Park system
3.4.3 Comparison of results
Table 3.5 compares the analytical and the FE computations. The operation point characteris-
tics used for the comparisons are described in Table 3.6. When taking the time stepping FE
simulation as reference, one can see that all methods give very close results. Diﬀerences between
analytical and FE might be explained by some inaccuracies in the equivalent scheme components
or regarding the consideration of the magnetic circuit saturation. However the results are very
satisfying and prove that the analytical model is correct.
Quantity Analytic FE AC application FE TS application
𝑈r 3793 3831 3838
𝐼r 5776 5803 5869
𝐼s 8313 8281 8279
Table 3.5: Validation of a steady-state operation point
OP 𝑃mec (MW) 𝑈s (kV) cos 𝜑n (−) s (%) mode (−)
1 255.6 18 0.9 −10 over-excited




This chapter exposed and validated the modeling of the DFIM in steady state operation. An
equivalent circuit is presented and its corresponding parameters were validated by FE com-
putations. Although leakage component such as slot leakage inductance or harmonic leakage
inductance are well known, diﬃculties arise when deﬁning special components such as the zig-zag
leakage inductance or the end-leakage inductance.
Based on the developed equivalent scheme, load-point calculation algorithms were exposed
and made it possible to deﬁne any steady-state load operation as well as the limits of operation
of the machine.
Two FE methods were described in order to validate the analytical model. It was shown
that these two FE simulations were not immediate, the magneto-harmonic due to saturation
management approximation and the time stepping simulation due to the long simulation time.
The latter was solved by developing a controlled FE simulation based on the regulation of the
DFIM.
The comparison of the analytical method results with FE results demonstrated a good agree-
ment. The time stepping analysis proved the presence of harmonics on the rotor voltages, on
rotor currents as well as on the electromagnetic torque. All these elements showed the necessity
to develop and to add a harmonic model to the current steady-state equivalent formulation; this
is the object of the next chapter.
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4.1 Introduction
Chapter 3 described the equivalent scheme used for studying the steady-state load operation
of the DFIM. The developed model assumed that the magnetic ﬁeld varies sinusoidally. This
chapter completes the simpliﬁed modeling of Chapter 3 by considering additional harmonics
existing in reality such as the following:
• the conductors are placed in stator and rotor slots. This leads to a non-sinusoidal mmf
and consequently to winding harmonics.
• the stator and rotor slots modulate the airgap causing airgap permeance harmonics.
• the magnetic saturation of the stator and rotor magnetic circuits virtually enlarges the
airgap and physically modiﬁes the permeance harmonics.
First part deﬁnes the stator and rotor mmf standing on their respective winding conﬁgurations.
The resulting airgap ﬂux density is obtained by combining the rotor and stator mmf considering
their phase shift and by assuming a constant airgap. The eﬀect of the slip on the harmonic
frequency content is explained.
Second part corrects the constant airgap used in the ﬁrst part by considering the presence
of the stator and rotor slots. The double-slotted airgap permeance is derived by using the
BEM. The results are compared to the ones obtained from the analytical formula existing in the
literature [Bru97].
Third part computes the resulting airgap ﬂux density by modulating the airgap ﬂux density
obtained in the ﬁrst part by the real airgap permeance function. The impact of the magnetic
saturation on the airgap ﬂux density harmonics is integrated by correcting the airgap permeance
using the results of the developed magnetic model developed in Chapter 3. The results are
validated by carrying out a 2DFE computation.
Fourth part proposes an option for improvement of the current modeling method which makes
it possible to deal with the saturation of the magnetic circuit on the fundamental wave, but
does not make it possible to describe accurately its eﬀect on other harmonics. The proposal for
improvement suggests to combine a simpliﬁed discretization of the stator and rotor cores using
magnetic resistances with an accurate BE model of the air gap. Results are compared with FE
results and demonstrate a good potential of improvement for the future.
Combined with the steady-state operation scheme presented in Chapter 3, the developed
harmonic model will make it possible later in Chapter 5 to deal accurately with the problem
of electromagnetic forces, stator voltage harmonics and iron losses for any steady-state load
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Coil opening : s
Top conductor
Bottom conductor
Figure 4.1: Two-layer winding and coil opening
conditions.
4.2 Rotor and stator ﬂux density with a constant airgap
4.2.1 Deﬁnition of the mmf of a three-phase winding
As seen in Chapter 3 the stator and rotor windings of the studied DFIM are double-layer
windings. Each slot counts one top and one bottom conductor. In the following we call it a
turn the association of one top conductor with one bottom conductor as shown in Figure 4.1.
One can see that the distance between both conductors is equal to 𝑠 also called winding pitch.
When the winding pitch 𝑠 is equal to the pole pitch 𝜏p the winding is called full pitch winding.
However in order to reduce certain harmonic winding coeﬃcients, the winding pitch 𝑠 is often
chosen diﬀerent from the pole pitch i.e 𝑠 = (Y1/3 ⋅𝑞) ⋅ 𝜏p with 𝑞 the number of slots per pole and
phase and Y1 is the number of slot pitches τ𝑠 = 2 ⋅ 𝜋/𝑁z in one coil opening. Figure 4.2 shows
an example of magnetic ﬁeld created by one turn. The mmf 𝜃𝑡i of one turn 𝑡𝑖 can be written as






𝜃𝑡i,𝜈 sin(𝜈(𝛼 − 𝛼𝑖) + 𝜑𝜈) (4.1)
The stator and rotor windings of the studied machine count three phases disphased of an elec-
trical degree equal to 120°. Each phase can be splitted into 𝑁a parallel paths and each parallel
path consists of the connection of 𝑁s turns in series. In the studied machine, all parallel paths
are assumed identical which means that for the same current they will create the same magnetic
ﬁeld. Consequently one can study the magnetic ﬁeld created by each phase by considering the
𝑁a parallel circuits as a surrogate circuit with 𝑁s turns in series. Table 4.1 shows an example
of a three-phase winding conﬁguration having four slots per pole and phase and a coil opening
equal to ten. A ± indicates the orientation of the conductor.
In the studied case the winding is periodic every two poles which is the smallest possible period.
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Figure 4.2: Magneto-motive force created by one turn
Slot index 1 2 3 4 5 6 7 8 9 10 11 12
Top a a a a -c -c -c -c b b b b
Bottom a a -c -c -c -c b b b b -a -a
(a) First pole
Slot index 13 14 15 16 17 18 19 20 21 22 23 24
Top -a -a -a -a c c c c -b -b -b -b
Bottom -a -a c c c c -b -b -b -b a a
(b) Second pole
Table 4.1: Winding conﬁguration example over two poles: 𝑞 = 4, 𝑌1 = 10
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Figure 4.3: Magneto-motive-force distribution of each phase
It is not always the case and in particular when dealing with fractional slot windings.1 Each
phase winding mmf Θj is obtained by superposing all the single mmf Θ𝑡i,j of turns belonging to








⋅ Θ𝑡i,j(𝛼, 𝛼𝑖) (4.2)
As the considered windings are balanced, there are 2𝑝 ⋅ 𝑞 single mmf per phase; 𝜎𝑖 = ±1 is the
sign of the top conductor 𝑖, and 𝐼 is the amplitude of the total current ﬂowing in the phase 𝑗.
Figure 4.3 shows the magnetic ﬁeld created by each phase when supplied with the same current.
One can clearly see the steps due to the distribution of the conductors in the slots. Figure 4.4
shows the harmonic content of the mmf created by one phase. In this graph, the reference of the
harmonics is chosen so that the fundamental i.e the ﬁeld with 𝑝 pole-pairs is the ﬁrst harmonic.
One can see the presence of main harmonics such as the third harmonic and its multiples as well
as the 𝜈 = 5 and 𝜈 = 7 harmonics and the slot harmonics 𝜈 = 6𝑞 ± 1 = 23..25.
Equation 4.1 can be expressed as sum of Fourier series. When the phase 𝑗 is supplied with a





𝛩𝜈𝐼 sin(𝜈𝛼 + 𝜑𝜈) (4.3)
1Fractional slot windings are detailed in Chapter 5 when dealing with parasitic forces calculation
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Figure 4.4: Magneto-motive-force spectrum of one phase
where 𝜈 is the harmonic number, 𝛩𝜈 is the amplitude of the 𝜈th mmf harmonic considering a
maximum current equal to 1A, 𝜑𝜈 is the phase shift of the 𝜈th mmf harmonic and 𝛼 is the
angular position in the airgap. Note that for the fundamental wave we have 𝜈 = 𝑝. We consider
now that the three phases are supplied by a three-phase balanced system of currents according
to:
𝐼a = ̂𝐼 cos (2𝜋𝑓 ⋅ 𝑡 + 𝜑0)
𝐼b = ̂𝐼 cos (2𝜋𝑓 ⋅ 𝑡 + 𝜑0 −
2𝜋
3 )




where ̂𝐼 is the maximum value of the current and 𝜑0 is the initial phase shift of the currents.
Finally the mmf created by each phase 𝑗 is given by Equation (4.5).




𝛩𝜈 ̂𝐼 sin (𝜈𝛼 + 𝜑𝜈) cos (2𝜋𝑓 ⋅ 𝑡 + 𝜑0)




𝛩𝜈 ̂𝐼 sin (𝜈 (𝛼 −
2𝜋
3𝑝) + 𝜑𝜈)cos(2𝜋𝑓 ⋅ 𝑡 + 𝜑0 −
2𝜋
3 )




𝛩𝜈 ̂𝐼 sin (𝜈 (𝛼 −
4𝜋




One can see that each phase creates a pulsating magnetic ﬁeld. The superposition of the three
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mmf leads to a rotational mmf expressed as:






𝜎𝜈𝛩𝜈 ̂𝐼 sin (𝜎𝜈𝜈 ⋅ 𝛼 + 𝜎𝜈𝜙𝜈 − 2𝜋𝑓 ⋅ 𝑡 − 𝜑0) (4.6)
where 𝜎𝜈 is the harmonic wave direction. For the third harmonic and multiples we have 𝜎𝜈 = 0
and for the others 𝜎𝜈 = ±1. For example the fundamental wave 𝜈 = 𝑝, the harmonic 𝜈 = 7𝑝 and
𝜈 = 13𝑝 rotate in the same direction. The harmonics 𝜈 = 5𝑝 and 𝜈 = 11𝑝 rotate in an opposite
direction. Note that Equation (4.6) is only valid when the three-phase system is balanced.
4.2.2 Deﬁnition of the stator and rotor magneto-motive-forces
The stator winding when supplied with a balanced three-phase system of currents of frequency
𝑓s, maximum value ̂𝐼s and initial phase shift 𝜑𝐼s creates a rotating mmf given by:






𝜎𝜈,s𝛩𝜈,s sin (𝜎𝜈𝜈 ⋅ 𝛼s + 𝜎𝜈,s𝜙𝜈,s − 2𝜋𝑓s ⋅ 𝑡 − 𝜑𝐼s) (4.7)
where 𝛼𝑠 is an angular position in the airgap in the stator reference frame. The rotor winding
when supplied with a balanced three-phase system of currents of frequency 𝑓r, maximum value
̂𝐼r and initial phase shift 𝜑𝐼r creates a rotating mmf given by:






𝜎𝜈,r𝛩𝜈,r sin (𝜎𝜈𝜈 ⋅ 𝛼r + 𝜎𝜈,r𝜑𝜈,r − 2𝜋𝑓r ⋅ 𝑡 − 𝜑𝐼r) (4.8)
where 𝛼r is an angular position in the airgap in the rotor frame. As the rotor is rotating at the
mechanical speed 𝛺m, the rotor mmf can be expressed in the stator frame by using the following
relation:
𝛼s = 𝛼r +𝛺m𝑡 + 𝜃0 (4.9)
where 𝜃0 is the initial mechanical angle between the magnetic ﬁelds created by the rotor and
stator phases a. Finally the rotor mmf in the stator frame is given by:






𝜎𝜈,r𝛩𝜈,r sin (𝜎𝜈𝜈 ⋅ 𝛼s + 𝜎𝜈,r𝜑𝜈,r − 2𝜋𝑓𝜈,r ⋅ 𝑡 − 𝜑𝐼r − 𝜎𝜈𝜈 ⋅ 𝜃0) (4.10)
where 𝑓𝜈,r = 𝑓r + 𝜎𝜈,r𝜈𝛺m is the frequency of the currents induced by the rotor ﬁeld in the
stator winding. If the speed relation 𝑓s = 𝑓r+𝑓m (𝑓m = 𝑝 ⋅𝛺𝑚/(2𝜋)) is veriﬁed and 𝑓r = 𝑠 ⋅ 𝑓s,
the rotor frequency in the stator frame 𝑓r,𝜈 can be written as:
𝑓𝜈,r = 𝑓s ⋅ (𝑠 + (1 − 𝑠)
𝜎𝜈,r𝜈
𝑝 ) (4.11)
One can see that the fundamental of the rotor ﬁeld i.e 𝜎𝜈,r𝜈 = +𝑝 induces stator voltages with
a frequency equal to 𝑓s. When the machine runs at the synchronous speed, i.e the slip 𝑠 equals
zero, rotor ﬁeld harmonics induce voltages at the stator with a frequency equal to (𝜈/𝑝) ⋅ 𝑓s.
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Quantity Value
Apparent power S (MVA) 290
Razed voltage U (KV) 18
Number of poles 2 ⋅ 𝑝 (-) 12
Number of stator parallel paths 𝑁a,s (-) 4
Number of stator slots per pole/phase 𝑞s (-) 8
Stator coil opening Y1,s (-) 20
Number of rotor parallel paths 𝑁a,r (-) 2
Number of rotor slots per pole/phase 𝑞r (-) 7
Rotor coil opening Y1,r (-) 18
Airgap length 𝛿g (mm) 14
Table 4.2: Machine characteristics rotor and stator mmf calculation
Out of the synchronous speed, the rotor ﬁelds harmonics induce voltages at the stator with a
frequency depending on the slip as shown by Equation (4.11). Considering a constant airgap
corrected by the Carter coeﬃcient 𝑘c and neglecting the magnetic drop in the stator and rotor
core, the stator and rotor airgap magnetic ﬂux densities 𝐵δ,s,0 and 𝐵δ,r,0 in the stator frame
are given by:
𝐵δ,s,0 (𝛼s, 𝑡) = 𝛬0 ⋅ 𝛩sabc (𝛼s, 𝑡)
𝐵δ,r,0 (𝛼s, 𝑡) = 𝛬0 ⋅ 𝛩rabc (𝛼s, 𝑡)
(4.12)





The total airgap ﬂux density 𝐵δ,0, with a constant airgap corrected by the Carter coeﬃcient,
can be found by superimposing the stator and rotor magnetic ﬂux density such as:
𝐵δ,0 (𝛼𝑠, 𝑡) = 𝐵δ,s,0 (𝛼s, 𝑡) + 𝐵δ,r,0 (𝛼s, 𝑡) (4.14)
The method developed in Chapter 3 is used to determine the values of the stator and rotor
current maximum values and initial phase shift for any operation point. For a given load point,
the stator and rotor winding are supplied with the following currents:
̂𝐼s = 8978 A 𝜑𝐼s = 155.6∘
̂𝐼r = 6099 A 𝜑𝐼r = −38.34∘
𝜃0 = −0.357∘
(4.15)
Table 4.2 gives the parameters of the machine design used for the calculation. Figure 4.5 shows
at one instant along two pole pitches the evolution of the stator and rotor ﬂux density as well
as the resulting ﬂux density when considering a constant airgap.
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Figure 4.5: Stator and rotor airgap ﬂux density superimposition for a constant airgap
4.3 Calculation of the airgap permeance function
4.3.1 Deﬁnition of the airgap permeance
The airgap permeance is inversely proportional to the length of the airgap:
𝛬 = 𝜇0𝛿g
(4.16)
Last section considered a constant airgap corrected by the Carter coeﬃcient. However in a
DFIM the air gap is not constant but modulated by the rotor and the stator teeth which leads
to additional airgap harmonics. It is important to consider the eﬀect of tooth ripples on the
performance of the machine which can lead to parasitic forces [TLU12].
4.3.2 The slot ripple harmonics
In a hydro-motor/generator the conductors are placed in slots. For manufacturing reasons i.e.
to introduce the bar in the slot, these slots are opened. The bars are mechanically maintained
inside the slot by using a non-magnetic wedge2. The opening of the slots creates local variations
of the airgap permeance. The general expression of the airgap permeance 𝛬ℬ𝑟 of an induction
2In Chapter 5 we study the impact of magnetic-wedges
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Figure 4.6: Airgap permeance variation at one instant along two pole-pitches
machine with a doubly slotted airgap is the following [Bru97]:

















𝛬s,r,𝑘s,𝑘r ⋅ (cos((𝑘s𝑁z,s − 𝑘r𝑁z,r)𝛼s + 𝑘r𝑁z,r𝛺m𝑡 + 𝑘r𝑁z,r𝜃0)
+ cos((𝑘s𝑁z,s + 𝑘r𝑁z,r)𝛼s − 𝑘r𝑁z,r𝛺m𝑡 − 𝑘r𝑁z,r𝜃0))
One can notice the presence of four terms. The ﬁrst term is constant and is inversely proportional
to the minimum airgap length. The second term is due to the presence of the stator slots and
based on the number of stator slots. The third term is due to the rotor slots and based on the
number of rotor slots. The fourth term is created by the interaction of the stator slots with the
rotor slots. The diﬀerent coeﬃcients 𝛬s,𝑘s , 𝛬r,𝑘r and 𝛬s,r,𝑘s,𝑘r depend on the airgap length
and on the dimensions of the stator and rotor slots. Figure 4.6 shows the variation of 𝛬/𝛬c
considering a slotted airgap on stator side, on rotor side or on both sides. 𝛬c = 𝜇0/𝛿g is the
constant permeance.
Kron [Kro31] and Brudny [Bru97] propose analytical expressions for each terms which give
relative good agreement with FE computation. In the next part we propose a fast numerical
90
4.3 Calculation of the airgap permeance function
method to compute accurately the airgap permeance of a DFIM. The developed method makes
it possible to express the airgap ﬂux density at diﬀerent radial positions in the airgap which is
not the case of the existing method.
4.3.3 Numerical computation of the permeance
The computation of the double-slotted airgap permeance is done by using a BE formulation.
The BEM is a mathematical tool based on the solving in a domain of linear partial diﬀerential
equations formulated as integral equations. In opposite to FE where the full domain has to be
meshed, BEM requires only the discretization of the borders i.e the lines for a 2D domain and
the faces for a 3D domain. The main advantage of the method is the speed of the resolution
and the lower complexity of the mesh. The main drawback is that the obtained matrices are
full in opposite to the sparse matrices of the FE. Consequently the time of computation in-
creases sharply when the size of the problem increases. In order to counter this issue researchers
have been working on fast multi-pole algorithms [Liu09]. This study only considers a standard
algorithm although the implementation of the fast-multi-pole algorithm might accelerate the
resolution. The BEM code used in this thesis is based on [BD92].
In magneto-static when there is no source of current one can write:
⃗𝑟𝑜𝑡?⃗? = ⃗0 (4.18)
Equation (4.18) shows that ?⃗? derives from a potential which is here the scalar magnetic potential
𝜙 given as:
?⃗? = − ⃗𝑔𝑟𝑎𝑑𝜙 (4.19)
One can express the relation between the ﬂux density 𝐵 and the magnetic ﬁeld 𝐻 in a domain
with a magnetic permeability equal to 𝜇.
?⃗? = 𝜇 ⋅ ?⃗? (4.20)
Furthermore the local Maxwell equation gives:
𝑑𝑖𝑣?⃗? = 0 (4.21)
Finally by combining Equations (4.19), (4.20) and (4.21) we obtain:
𝑑𝑖𝑣(𝜇 ⃗𝑔𝑟𝑎𝑑𝜙) = 0 (4.22)
In the studied case the domain, which is the airgap, is linear and homogeneous. Consequently
Equation (4.22) can be reformulated as the Poisson equation with no source i.e. the Laplace
Equation.
𝛥𝜙 = 0 (4.23)
The BEM is used to solve Equation (4.23). The domain is limited by the border 𝛤 along which
the following boundary conditions can be applied:
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• Constant potential 𝜙
• Normal derivation of the potential d𝜙/d𝑛
The BEM consists of a system of linear equations deﬁned in terms of integrals over the border
𝛤 . Given the type of boundary conditions the unknown is either the magnetic potential 𝜙 or
the normal derivation of the potential d𝜙/d𝑛. When all the unknowns of the border are found,
the potential and its derivative can be calculated for any point inside the domain.
Figure (4.7) shows as example the BE model of a slot and an aigrap. The stator and rotor
magnetic material permeability is assumed inﬁnite, so that the ﬂux lines enter normally into
the surfaces of the stator (green border) and the rotor (blue border). This boundary condition
is satisﬁed by applying a constant magnetic voltage on the stator and rotor borders. On the
contrary the magnetic ﬁeld is assumed tangential to the edge. This is done by setting the
component d𝜙/d𝑛 equal to zero. The BEM makes it possible to ﬁnd the value of the magnetic
potential 𝜙 and its derivative in any point of the domain limited by the slot and in particular on
a path at the middle of the airgap (red line). The normal 𝐻n and tangential 𝐻t components of
the magnetic ﬁeld on the path correspond here to the 𝐻y and 𝐻x components of the magnetic





Figure (4.8) shows the corresponding results. One can observe the drop of the normal magnetic
ﬁeld as well as the rotation of the magnetic ﬁeld in front of the slot.
Figure (4.9) shows a typical DFIM airgap geometry along one pole pitch as well as a calculation
path (red line) at the middle of the airgap. The same principles are applied here for setting the
boundary conditions. Here the values of the 𝐻x and 𝐻y magnetic ﬁeld components cannot be
directly used to calculate the radial and tangential components 𝐻n and 𝐻t on the path. We
use the following relations:
𝐻n (𝜃) = 𝐻x (𝜃) cos (𝜃) + 𝐻y (𝜃) sin (𝜃)
𝐻t (𝜃) = 𝐻x (𝜃) sin (𝜃) − 𝐻y (𝜃) cos (𝜃)
(4.25)
where 𝜃 is the angular position of a point in the computation path. Figure (4.10) shows the
corresponding results. As we applied a potential diﬀerence equal to one, the corresponding
airgap permeance is simply given by:
𝛬 = 𝜇0𝛿g
𝐻n (4.26)
The airgap geometry is changing as the rotor rotates, so that one has to compute the cor-
responding permeance for each position; this could lead to a heavy computation. In order to
reduce the computation time, the geometry is simpliﬁed and only a few slots are modeled. Figure
4.11 shows the corresponding simpliﬁed model. The boundary conditions are the following:
• a diﬀerent constant magnetic potential is applied on the stator and the rotor borders.
• the derivative of the ﬂux is set to zero on the edges of the airgap. This forces a tangential
ﬁeld.
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Figure 4.7: Single slot BEM model
Figure 4.8: Single slot BEM results
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Figure 4.9: Double slotted airgap BEM model
Figure 4.10: Double slotted airgap BEM results
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Figure 4.11: Permeance calculation model-position 1
Considering the simpliﬁed model the last boundary condition might be incorrect, since the
complete geometry is not modeled. However the computation of the ﬁeld is carried out on a
reduced path far from the edges, as described in Figure 4.11, so that the error remains negligible.
For diﬀerent positions of the reference rotor tooth regarding the stator reference tooth, the
airgap permeance is calculated on the path. For example Figure 4.11 shows the BE model of
the reduced airgap when one stator tooth and one rotor tooth are in line. Figure 4.12 shows
the corresponding variation of the normal magnetic ﬁeld measured on the path. The ﬁeld and
consequently the permeance is maximal in front of the teeth. Figure 4.13 shows the BE model
of the reduced airgap when one stator tooth and one rotor slot are in line and Figure 4.14 shows
the corresponding variation of the normal magnetic ﬁeld measured on the path. The ﬁeld and
consequently the permeance drop down in front of the slot.
Considering the full geometry and the position of the rotor relative to the stator, the complete
airgap permeance is obtained by connecting all the permeances from the single reduced model
calculations. Figure 4.15 shows the result of the reassembling for a given position of the rotor.
Diﬀerent colors highlight the diﬀerent spatial segments of permeance. Figure 4.16 compares the
results obtained from the assembled model to the one using the full model. One can see that
the results are satisfying.
By applying this method one can compute the airgap permeance spatial evolution under one
pole pair and its variation when changing the rotor position. Finally the airgap permeance 𝛬
can be expressed as a Fourier series whose terms are obtained by carrying out a 2D Fourier
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Figure 4.12: Permeance calculation results-position 1
Figure 4.13: Permeance calculation model-position 2
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Figure 4.14: Permeance calculation results-position 2
Figure 4.15: Multi-assembled reduced permeances
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Figure 4.16: Validation between the reduced and the complete models
analysis on its airgap spatial and rotor position variations




𝛬𝜈 cos (𝑃𝜈𝛼s + 𝐹 ′𝜈𝜃r +𝐶𝜈) (4.27)
where 𝜃r = 𝛺m ⋅ 𝑡 is the rotor position which can be expressed as a function of the time 𝑡 and
the mechanical speed 𝛺m. 𝛬𝜈 is the amplitude of the 𝜈th permeance harmonic expressed in p.u..
𝑃𝜈 is the spatial order of the 𝜈𝑡ℎ harmonic while 𝐹 ′𝜈 is the frequency order of the 𝜈th harmonic.
𝐶𝜈 is the phase shift of the 𝜈𝑡ℎ harmonic. Equation (4.27) can be rewritten as a function of 𝑡
and the mechanical speed 𝛺m. Furthermore considering 𝛺m = 2𝜋 ⋅ (1 − 𝑠) ⋅ 𝑓s/𝑝 we obtain:




𝛬𝜈 cos (𝑃𝜈𝛼s + 2𝜋𝐹𝜈 ⋅ 𝑡 + 𝐶𝜈) (4.28)
where 𝐹𝜈 = (𝐹 ′𝜈/𝑝)(1 − 𝑠)𝑓s. The method is applied on a machine whose characteristics are
given in Table 4.3.
Table 4.4 gives the value of the main obtained components 𝛬𝜈/𝛬c, considering 𝑠 = 0. The
ﬁst component 𝜈 = 0 corresponds to the average permeance. The components 𝜈 = 1 to 𝜈 = 3
correspond to the ﬁrst, second and third stator slot permeance harmonics while the components
𝜈 = 4 to 𝜈 = 6 correspond to the ﬁrst, second and third rotor slot permeance harmonics. The
components 𝜈 = 7 and 𝜈 = 8 correspond to interaction between stator and rotor slots permeance.
The computation was done for three diﬀerent positions of the path in the airgap i.e close to the
rotor slots 𝛬ℛ, at the middle of the airgap 𝛬 and close to the stator slots 𝛬𝒮. It appears that
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Quantity Value
Number of pole pairs 𝑝 (-) 6
Airgap length 𝛿g (mm) 14
Number of stator slots per pole/phase 𝑞s (-) 8
Number of rotot slots per pole/phase 𝑞r (-) 7
Table 4.3: Machine characteristics for airgap permeance calculation
𝜈 𝑃𝜈/𝑝 𝐹𝜈/𝑓s 𝛬ℛ𝜈 /𝛬c 𝛬𝜈/𝛬c 𝛬𝒮𝜈/𝛬c 𝛬ℬ𝑟𝜈 /𝛬c
0 0 0 0.859 0.857 0.855 0.845
1 48 0 0.075 0.110 0.207 0.117
2 96 0 0.014 0.043 0.183 0.038
3 144 0 0.001 0.004 0.073 0.022
4 42 −42 0.170 0.100 0.073 0.107
5 84 −84 0.180 0.051 0.020 0.049
6 126 −126 0.087 0.013 0.002 0.0048
7 6 42 0.010 0.010 0.010 0.027
8 90 −42 0.011 0.005 0.012 0.027
Table 4.4: Airgap permeance calculation result
some terms almost disappear. Indeed when computing the permeance close to stator the eﬀect
of the rotor is decreased and vice versa. The fundamental term stays almost constant which is
normal since the quantity of ﬂux passing from the rotor to the stator remains the same. The
small diﬀerence may be explained by a not enough ﬁne discretization. We also compare the
results to the ones obtained by applying the formula given by Brudny [Bru97] 𝛬ℬ𝑟. One can
see a good agreement when considering the permeance calculated at the middle of the airgap.
Such computation makes also possible to recompute the equivalent Carter factor 𝑘𝑐 = 1/(𝛬0/𝛬c)
where 𝛬0 is the aperiodic component of the permeance. As seen in Chapter 2, the Carter factor
for a double-slotted airgap is given by 𝑘c ≈ 𝑘c,s ⋅𝑘c,r where 𝑘c,s is the Carter factor of an airgap
with stator slots only and 𝑘c,r only with rotor slots. Apply to the last example 𝑘c,s = 1.097 and
𝑘c,r = 1.083 which gives a Carter factor equal to 𝑘c ≈ 1.18. From the BEM we have 𝑘c ≈ 1.17
which is very close.
4.4 Computation of the airgap ﬂux density
4.4.1 Deﬁnition of the airgap ﬂux density
The mmf and the airgap permeance allow to compute the ﬁnal airgap magnetic ﬂux density by
superposing the stator and rotor ﬁelds. The total magnetic ﬂux density expressed in the stator
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Figure 4.17: Airgap ﬂux density at load without saturation
frame is given by:




𝛬 is the airgap permeance deﬁned previously. Figure 4.17 compares the obtained results with the
ones extracted from a FE computation. One can observe the presence of large ripples due to the
presence of stator and rotor slots. Figure 4.18 shows the corresponding harmonic content. One
can see a good agreement between both calculations. Note that the fundamental ﬂux density is
for this case very high, about 1.16T, this is because the magnetic saturation was not considered.
It is the object of the next part.
4.4.2 Impact of magnetic saturation
Chapter 2 highlighted the impact of the magnetic saturation on the airgap ﬂux density harmon-
ics. The more the magnetic circuit is saturated, the more the airgap ﬂux density is ﬂattened.
Figure 4.19 shows the variation of 𝐾sat which is the ratio between the airgap ﬂux density at
no-load computed considering the impact of magnetic saturation 𝐵satδ and without considering





The computation is done for ﬁve magnetic states 1/4⋅𝐼µ,0⋯1/2⋅𝐼µ,0⋯3/4⋅𝐼µ,0⋯𝐼µ,0⋯5/4⋅𝐼µ,0
where 𝐼µ,0 is the magnetizing current at rated no-load operation. One can observe that magnetic
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Figure 4.18: Airgap ﬂux density spectrum at load without saturation
saturation leads to a modiﬁcation of the function 𝐾sat. A Fourier analysis of 𝐾sat over two pole
pitches shows mainly the presence of a constant component and a second and fourth harmonic.
Figure 4.20 shows the evolution of the amplitudes of these three components as functions of the
saturation factor Ks.
The eﬀect of saturation, represented by 𝐾sat, can be seen as a modulation of the airgap
permeance moving at the same speed as the fundamental ﬁeld. Finally the function 𝐾sat can be
approximated by the sum of a constant and two rotating components.
𝐾sat (𝛼s, 𝑡) ≈ 𝐾0 +𝐾1 cos (2𝑝 ⋅ 𝛼s − 2 ⋅ 2𝜋𝑓s ⋅ 𝑡) + 𝐾2 cos (4𝑝 ⋅ 𝛼s − 4 ⋅ 2𝜋𝑓s ⋅ 𝑡) (4.31)
When considering the eﬀect of saturation, Equation (4.29) can be rewritten as:
𝐵δ (𝛼s, 𝑡) = (𝐵δ,s,0 (𝛼s, 𝑡) + 𝐵δ,r,0 (𝛼𝑠, 𝑡)) ⋅
𝛬(𝛼s, 𝑡)
𝛬0
⋅ 𝐾sat (𝛼s, 𝑡) (4.32)
The main diﬃculty consists in calculating the value of the parameters 𝐾0, 𝐾1 and 𝐾2. The
magnetic circuit model developed in Chapter 2 makes it possible to express the ratio C1 =
?̂?δ,f/?̂?δ as well as Cf = ?̂?δ,f/?̂?linδ,f , where ?̂?linδ,f is the amplitude of the fundamental ﬂux
density when the saturation is not considered. By only considering the fundamental component
of the stator and rotor mmf and by neglecting the slots permeance terms and the term 𝐾2 we
can write:
𝐵δ (𝛼s, 𝑡) ≈ ?̂?linδ,f cos (𝑝 ⋅ 𝛼𝑠 − 2𝜋𝑓s ⋅ 𝑡) ⋅ (𝐾0 +𝐾1 cos (2𝑝 ⋅ 𝛼s − 2 ⋅ 2𝜋𝑓s ⋅ 𝑡)) (4.33)
101
4 Airgap harmonics model
Figure 4.19: Saturated permeance
Figure 4.20: Saturated permeance main coeﬃcients
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Figure 4.21: Airgap ﬂux density at no-load with saturation
After analytical developments, we obtain:
𝐵δ (𝛼s, 𝑡) ≈ ?̂?linδ,f (𝐾0 +𝐾1/2) cos (𝑝 ⋅ 𝛼s − 2𝜋𝑓s ⋅ 𝑡) + ?̂?linδ,f(𝐾1/2) cos (3𝑝 ⋅ 𝛼s − 3 ⋅ 2𝜋𝑓s ⋅ 𝑡)
(4.34)
One can see the presence of a third harmonic component. Finally the new fundamental value
and the maximal value of 𝐵δ(𝛼s, 𝑡) are: ?̂?δ,f = ?̂?linδ,f ⋅ (𝐾0+𝐾1/2) and ?̂?δ = ?̂?linδ,f ⋅ (𝐾0+𝐾1).
By using the deﬁnition of C1 and Cf we ﬁnally obtain:








Given Figure 4.20 the term𝐾2 can be approximated as𝐾2 ≈ 𝐾1/4 in the operational saturation
range i.e. 𝐾𝑠 = 0.2⋯0.4. Finally one can compute the coeﬃcients 𝐾0, 𝐾1 and 𝐾2 as a function
of the magnetizing current by using the magnetic model developed in Chapter 2.
Figures 4.21 and 4.23 show the variation of the airgap ﬂux density under no-load and load
operation using this simpliﬁed approach and a FE simulation. The corresponding harmonic
content is obtained by carrying out a Fourier analysis as shown in Figures 4.22 and 4.24. One
can observe a good agreement between both methods. When comparing Figure 4.24 and Figure
4.18 one can see the emergence of the triple harmonics and the reduction of the fundamental
component.
103
4 Airgap harmonics model
Figure 4.22: Airgap ﬂux density spectrum at no-load with saturation
Figure 4.23: Airgap ﬂux density at load with saturation
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Figure 4.24: Airgap ﬂux density spectrum at load with saturation
In the following we rewrite Equation (4.32) as:




?̂?δ,ν cos (𝑃𝜈𝛼s + 2𝜋𝐹𝜈𝑡 + 𝐶𝜈) (4.37)
where ?̂?δ,ν is the amplitude of the 𝜈th airgap ﬂux density harmonic, 𝑃𝜈 is the spatial order, 𝐹𝜈
is the frequency order and 𝐶𝜈 is the phase shift.
4.4.3 Airgap transformation factor and airgap ﬂux density at the bore diameter
Until now, we considered that all the ﬁeld wave harmonics generated by the rotor winding and
the ones due to the stator winding cross completely the airgap. In reality, depending on its
wave length, a ﬁeld wave can never reach the opposite surface (stator or rotor). Traxler-Samek







?̂?ℐδ,ν is the radial airgap ﬂux density harmonic on the side where the ﬁeld wave is generated
and ?̂?𝒥δ,ν is the corresponding component on the opposite side. 𝑘𝜈 (m) is the wave number of
the ﬁeld wave harmonic deﬁned as 𝑘𝜈 = (𝑃𝜈/𝑝) ⋅ 𝜋/𝜏p. Figure 4.25 shows the variation of fg,ν
applied to the ﬁeld wave harmonics generated by the stator winding of the machine of Table 4.2.
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Figure 4.25: Airgap transformation factor example
One can see that the reduction is not at all negligible. Consequently using this factor, we can
express the airgap ﬂux density applied on the stator bore diameter 𝐵𝒮δ and the one applied on
the rotor outer border 𝐵ℛδ as shown by Equations (4.39) and (4.40). 𝛩s,𝜈s and 𝛩r,𝜈r are the
mmf harmonics created respectively by the stator and by the rotor.








𝛩r,𝜈r(𝛼s, 𝑡) ⋅ fℛg,νr) ⋅ 𝛬𝒮(𝛼s, 𝑡) ⋅ 𝐾sat(𝛼s, 𝑡) (4.39)








𝛩r,𝜈r(𝛼s, 𝑡)) ⋅ 𝛬ℛ(𝛼s, 𝑡) ⋅ 𝐾sat(𝛼s, 𝑡) (4.40)
Note that 𝛬𝒮 and 𝛬ℛ are the airgap permeances computed respectively close to the stator inner
side and close to the rotor outer side. fℛg,νr is the airgap transformation factor applied only on
the rotor ﬁeld wave harmonics while f𝒮g,νs is applied only for the stator ﬁeld wave harmonics.
Figure 4.26 and 4.27 compare the variations 𝐵𝒮δ (𝛼s, 𝑡) and 𝐵ℛδ (𝛼s, 𝑡) at one instant, obtained
from the analytical formula and from a FE simulation. One can see a good agreement between
both methods. 𝐵𝒮δ (𝛼s, 𝑡) and 𝐵ℛδ (𝛼𝑠, 𝑡) are used in Chapter 5 when dealing with the stator
voltage harmonics, the radial electromagnetic forces and the iron losses.
This section completed the sinusoidal model developed in Chapter 3 by considering the par-
asitic harmonics due to the stator and rotor windings the airgap permeance and the magnetic
saturation. Although the developed method gives satisfying results, it has the disadvantage
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Figure 4.26: Airgap ﬂux density at load with saturation at the stator bore
Figure 4.27: Airgap ﬂux density at load with saturation at the rotor bore
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to approximate our accurate model of the airgap because of the simpliﬁed magnetic saturation
model. One could think of another approach being able to better use the developed BE model
for the airgap and to consider the magnetic saturation. This is the object of the next section.
4.5 Potential improvement of the method
Last section computed the airgap ﬂux density based on the deﬁnition of the stator and the
rotor mmf and a numerical computation of the airgap permeance. The impact of the magnetic
saturation was considered by correcting the airgap permeance function by using the results of
the reduced magnetic model developed in Chapter 2. The main drawback of this method is
that the accurate numeric modeling of the airgap is ﬁnally approximated when considering the
inﬂuence of the magnetic saturation. This section investigates a possible improvement of the
calculation of the airgap ﬂux density by developing an extended magnetic permeance network
of the stator and the rotor core coupled through a BE model of the double-slotted airgap.
Modeling via a permeance network has been widely used in the last years by electrical engi-
neers as an alternative to FE methods. The main purposes are the mutli-physics coupling (e.g
with power electronics) or the optimization. Petrichenko [Pet08] proposes a detailed permeance
network of a turbo generator in order to study its behaviors under no-load and load operation.
As a validation he compares the no-load and short-circuit characteristics given by the program
to experimental results for several machines in operation and obtains good agreements. Perho
[Per02], after having detailed the basics of the modeling, proposes a permeance network of a
squirrel cage machine in order to derive an equivalent scheme. The results are compared with
measurements. DuPeloux [Pel06] creates a software Reluctool coupled with optimization tools
such as Cades [Del+07] to easily model any electromagnetic devices. Phuong Do[DO10] contin-
ues the work of [Pel06] and proposes methods so as to include transient analysis and iron losses
computations. The tool is used to study and optimize electromagnetic switches.
In the following we propose a modeling applied exclusively to the DFIM although the presented
concepts could be extended to other applications. Two main parts are identiﬁed: the modeling
of the iron parts i.e stator and rotor core and the modeling of the airgap.
4.5.1 Modeling of the stator and rotor core
I. Discretization of the stator and rotor cores
A magnetic circuit can be discretized into several magnetic elements called magnetic reluctances
connected so as to create a magnetic network. The magnetic model developed in Chapter 2 can
be represented as a magnetic network as shown in Figure 4.28.
One can see the presence of a mmf source 𝛩 = 𝑁𝐼 equivalent to a voltage source, and resistive
elements simulating the airgap and the rotor and stator yoke magnetic reluctances. The teeth
are discretized in three elements in order to consider its non-constant geometry while the yoke is
represented by only one element. The magnetic drop 𝑈 over each magnetic reluctance is given
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=NIairgapRotor tooth Stator tooth
Rotor yoke Stator yoke
Rotor tooth airgap Stator tooth

Figure 4.28: Simple magnetic network
by:
𝑈 = 𝑅 ⋅ 𝛷 (4.41)
where 𝛷 is the magnetic ﬂux crossing the element and 𝑅 is the magnetic reluctance of the element
given by:
𝑅 = 𝛾 ⋅ 𝜇 (4.42)
where 𝛾 is a parameter depending on the geometry of the element. Considering a simple rect-
angular shape element we have 𝛾 = 𝐿p/𝑆p whith 𝐿p the length and 𝑆p the crossed section. 𝜇
is the magnetic permeability depending on the magnetic properties of the material and the ﬂux
crossing the element.
The model shown in Figure 4.28 only simulates the main magnetic path where the magnetic
ﬂux is maximum but does not make it possible to model secondary magnetic paths such as
for example the leakage paths which also contribute to magnetic saturation. This simpliﬁed
magnetic network can be extended in order to include the complete geometry of the machine.
Figure 4.29 shows a more detailed discretization of the stator core over one slot pitch including
the teeth and the yoke [Per02]. One can see the presence of ten cells having two elements in
normal and in tangential direction. Note that the number of discretization has been simpliﬁed
here, its impact will be discussed in the next section. Figure 4.30 shows the magnetic model
along one pole after connecting 3𝑞s times the reduced slot pitch models (here 𝑞s = 2)3. One can
see that the magnetic ﬁeld is assumed to be tangential on the outer border of the yoke. As the
rotor and the stator core geometries are similar, the same modeling can be used for both parts.
3In case of fractional slot winding, the model would have to be extended in order to cover a complete repetitive
period of the winding
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Figure 4.29: Permeance network: One slot pitch
1 pole pitch
Figure 4.30: Permeance network: One pole pitch
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II. Modeling of the magnetic materials
The magnetic materials of the stator and rotor core are modeled by using an approximated
model of the magnetic characteristic 𝐵(𝐻) [Pel06; Ced13]
𝐵(𝐻) = 𝜇0𝐻 + 𝐽s
𝐻s + 1 −√(𝐻s + 1)2 − 4𝐻a(1 − a)
2(1 − a) (4.43)
where 𝐻a = 𝜇0𝐻(𝜇r − 1)/𝐽s, 𝐽s is the magnetic polarization at saturation expressed in T, 𝜇𝑟
is the initial relative permeability of the material and a is an adjustment coeﬃcient of the 𝐵(𝐻)
curve [Ced13].
III. Assembly of the network
The assembly of the magnetic network as a matrix is done by applying general methods [Pet08;
Per02; Pel06]. Figure 4.29 shows an example of a node at the intersection of four branches (b1,
b2, b3, b𝑏4) containing a magnetic reluctance element. By applying the equivalent Kirchhoﬀ
law on this node, we obtain Equation (4.44) where 𝛷b,1, 𝛷b,2, 𝛷b,3 and 𝛷b,4 are the magnetic
ﬂuxes ﬂowing in each branch.
𝛷b,1 − 𝛷b,2 + 𝛷b,3 − 𝛷b,4 = 0 (4.44)
Note that by convention when the ﬂux is leaving the node, its orientation is negative and it is
positive on the contrary. By applying this method to all the nodes of the network, one can write
Equation (4.45) where 𝑴 is the connection matrix also called nodes matrix of the magnetic
network with a number of lines equal to the number of nodes 𝑁𝑛 and the number of columns
equal to the number of reluctance elements 𝑁𝑏. 𝛷b is a vector containing the ﬂux circulating
in each branch. When dealing with the nodes on the right or left side of the model, one has
to take into account of the periodic or anti-periodic properties of the model. When considering
for example an odd number of poles, the ﬂux 𝛷 leaving from the left side of the model enters
opposite by the right side. In case of an even number of poles, the ﬂux enters positive.
𝑴 ⋅ 𝛷b = 𝟎 (4.45)
One can use the same connection matrix to express the relation between the voltage drop over
each branch 𝑼m,b and each potential node 𝑽n:
𝑼m,b =𝑴t ⋅ 𝑽n (4.46)
were𝑴t is the transposed matrix𝑴 while 𝑼m,b and 𝑽n are two vectors containing the voltage
drop over each branch and the magnetic potential of each node. The ﬂux circulating in each
branch is linked to the magnetic potential drop 𝑈m,p on each permeance element by Equation
(4.47)
𝛷b = 𝑷b ⋅ 𝑼m,p (4.47)
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where 𝑼m,p is a vector containing the potential over each permeance element of the network,
and 𝑷b is a diagonal matrix whose diagonal terms equal the magnetic permeance of each branch.
Note that the permeance is the inverse of the reluctance. Furthermore a mmf source according
is included in the model in series with each magnetic element and regrouped in the vector 𝑬b.
The vector 𝑬b contains mainly zero values except for certain branches, i.e. the radial branches
located along the teeth. These sources are set according to the current ﬂowing into the stator
and rotor conductors. For any branch b we can write:
𝑈m,p = 𝑈m,b +𝐸b (4.48)
By using Equations (4.47), (4.48) and (4.46) one obtains Equation (4.49)
𝛷b = 𝑷b𝑴t𝑽n +𝑷b𝑬b (4.49)
Until now, the 𝑁c ﬂux 𝛷c entering by the lower border were not yet included but need to be
considered by modifying the Equation (4.45) which becomes:
𝑴 ⋅ 𝛷b + 𝛷add = 𝟎 (4.50)
where 𝛷add = [𝟎, 𝛷c] is a vector having a dimension equal to the number of nodes of the model
and whose elements are zero except for its last 𝑁c lines. Note that the matrix𝑴 is built so that
its 𝑁c last lines correspond to the 𝑁c potential nodes of the lower border. By using Equation
(4.49), Equation (4.50) leads to:
𝑴𝑷b𝑴t𝑽n +𝑴𝑷b𝑬b + [
𝟎
𝛷c
] = 𝟎 (4.51)
The vector 𝑽n is now splitted between the vector of potentials belonging to the lower border 𝑽c
and the other potentials 𝑽m. Finally Equation (4.51) can be rewritten as:











where 𝑴1, 𝑴2, 𝑴3 and 𝑴4 are the resulting matrices of the split of the matrix 𝑴𝑷b𝑴t.
𝒁1 is a zero matrix having 𝑁n − 𝑁c lines and 𝑁c columns, 𝑰 is an identity matrix with a
dimension equal to 𝑁c. 𝒀1 contains the 𝑁n − 𝑁c ﬁrst lines of the vector 𝑴𝑷b𝑬b while the
vector 𝒀1 contains its 𝑁c last lines. When applying this procedure to the magnetic network of
the stator and of the rotor core one obtains the system of Equation (4.53) where the unknown
are the 𝑁n,s and 𝑁n,r magnetic potentials of the stator and rotor core and the 𝑁c,s and 𝑁c,r
ﬂuxes entering the stator and rotor border. In order to be able to solve such system we need
𝑁c,s + 𝑁c,r additional equations deﬁning the interaction between the stator and rotor core,
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𝑴1s 𝑴2,s 𝒁1,s 𝟎 𝟎 𝟎
𝑴3s 𝑴4,s 𝑰s 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝑴1,r 𝑴2,r 𝒁1,r




































4.5.2 Connection of the stator and rotor core through the airgap
In order to connect the stator to the rotor we have to deﬁne the airgap permeances. As the
airgap is slotted on both sides, it is diﬃcult to deﬁne exactly all the ﬂuxes linking the rotor teeth
to the stator teeth. One solution proposed by [Per02] is to discretize in a ﬁne way the airgap
using similar elements to those used for the stator and rotor cores. This may lead to a very
complicated model. Other authors compute analytically or numerically the permeance linking
the teeth [Pet08; Yao06]. This method is interesting as it is easy to implement and gives good
results. However it does not make it possible to consider accurately the fringing eﬀect appearing
at the base of the teeth. The method proposed here stands on the BEM already exposed in
the ﬁrst section. We use here the same method and dicretize the airgap border into several
constant elements. The potential and its derivative are considered constant over each element
which makes it possible to link on its border the scalar magnetic potential 𝑉c and its derivative
𝑄c = d𝑉c/d𝑛 by using the following equation [BD92]
𝑮𝑽c −𝑯𝑸c = 0 (4.54)
where 𝑮 and 𝑯 are interaction squared matrices whose coeﬃcients depend on the geometry
of the airgap. Their dimension is equal to (𝑁c,s + 𝑁c,r + 𝑁c,e) where 𝑁c,e is the number of
elements on the edges of the airgap. In our case the vector 𝑽c = [𝑽c,s 𝑽c,r 𝑽c,e] contains the
magnetic potentials of the stator and rotor inner borders as well as the potentials on the edges
of the model. In the same way the vector 𝑸c = [𝑸c,s 𝑸c,r 𝑸c,e] contains the magnetic ﬁelds
of the stator and rotor lower border as well as the magnetic ﬁelds on the edges of the model.
As the derivative 𝑄c = d𝑉c/d𝑛 is equal to the magnetic ﬁeld 𝐻c, the ﬂux 𝛷c,i crossing one
border element i can be obtained by using the following equation:
𝛷c,i = 𝜇0 ⋅ 𝑆i ⋅ 𝐻c,i = 𝜇0 ⋅ 𝑆i ⋅ 𝑄c,i (4.55)
where 𝑆i is the cross section of the border element i. The coeﬃcients of the matrix 𝑯 are
rescaled so that we can write:
𝑮𝑽c −𝑯𝛷c = 𝟎 (4.56)
The vectors 𝑽c and 𝛷c are splitted considering the stator, the rotor and the edges part so that























4 Airgap harmonics model







𝑴1,s 𝟎 𝑴2,s 𝟎 𝟎 𝒁1,s 𝟎 𝟎
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The system (4.58) counts now 𝑁𝑛𝑠 +𝑁𝑛𝑟 +𝑁𝑐𝑠 +𝑁𝑐𝑟 +𝑁𝑐𝑒 equations. Its unknown are:
• 𝑁n,s magnetic potentials of the stator core included the lower stator border potentials
• 𝑁n,r magnetic potentials of the rotor core included the lower rotor border potentials
• 𝑁c,e magnetic potentials on the edges of the airgap
• 𝑁c,s magnetic ﬂuxes crossing the stator lower border
• 𝑁c,r magnetic ﬂuxes crossing the rotor lower border
• 𝑁c,e magnetic ﬂuxes crossing the edges of the airgap
As we can see 𝑁c,e equations are still missing; this is solved by adding boundary conditions on
the magnetic ﬂux crossing the edges of the airgap.
4.5.3 Solving of the system
The system of Equations (4.58) is ready to be solved and can be written as 𝑴 ⋅𝑿 = 0 where
𝑿 = [𝑽m,s 𝑽m,r 𝑽c,s 𝑽c,r 𝑽c,e 𝛷c,s 𝛷c,r]. However the non-linearity of the stator and
rotor core material characteristics leads to non-constant magnetic permeances.
The function 𝐹 is deﬁned so that 𝐹(𝑿) = 𝑴 ⋅ 𝑿. The purpose of the calculation is to ﬁnd
the vector 𝑿 so that 𝐹(𝑿) = 𝟎.
First we assume a constant permeability 𝜇 = 𝜇0 ⋅ 𝜇r in all the permeance elements. The
system is solved which makes it possible to obtain the solution vector 𝑿𝒊. Based on Equations
(4.46) and (4.48), one can compute the magnetic drop 𝑈p over each permeance element and
ﬁnally the magnetic strength 𝐻p = 𝑈p/𝑙p. From the characteristic 𝐵(𝐻) deﬁned by Equation
(4.43), one can derive the corresponding magnetic permeability 𝜇.
Considering the new magnetic permeability of each permeance elements, the coeﬃcients of the
matrix𝑀 are updated and the residual 𝑹 = 𝐹(𝑿𝑖) is deﬁned. Depending on the magnetic state
of the stator and rotor core, 𝑹 = 𝟎 might not be satisﬁed and an iterative process is therefore
needed; the Newton-Raphson method is used to perform this task. We deﬁne the Jacobian d𝑴
of the matrix𝑴 . Noticing that only permeance elements are aﬀected by the magnetic saturation,
the structure of d𝑴 is the same as the matrix𝑴 except that the permeance coeﬃcients 𝑃 = 𝜇/𝛾
are replaced by d𝑃 = 𝑑𝜇/𝛾. d𝜇 = d𝐵/d𝐻 corresponds to the derivative of Equation (4.43).
The equation d𝑴 ⋅ d𝑿 = −𝑹 is solved which makes it possible to update the vector 𝑿𝑖
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Quantity Value
Airgap length 𝛿g (mm) 17
Number of stator slots per pole/phase 𝑞s (-) 4
Stator slot height ℎs,s (mm) 180
Stator slot width 𝑤s,s (mm) 23
Stator tooth width 𝑤t,s (mm) 55
Stator yoke height ℎy,s (mm) 300
Number of rotor slots per pole/phase 𝑞r (-) 3
Rotor slot height ℎs,r (mm) 180
Rotor slot width 𝑤s,r (mm) 26
Rotor tooth width 𝑤t,r (mm) 78
Rotor yoke height ℎy,r (mm) 210
Table 4.5: Geometry characteristics for the BEM-Magnetic network calculation
so that 𝑿𝑖+1 = 𝑿𝑖 + 𝑟 ⋅ d𝑿 where r is a scaling coeﬃcient called relaxation coeﬃcient less or
equal to 1. The residual 𝑹 = 𝐹(𝑿𝑖+1) is then recomputed and the whole process carried on
until convergence of the system which can be written as error = ∑|𝑅k| < 𝜖 where 𝑅k is the
kth element of the vector 𝑹 and 𝜖 is the admissible error. Because of the strong non-linearity of
the materials r is initially set to 0.1 and then to 1 during the iterative process when error is less
than a certain value for example 10−3.
4.5.4 Results
The presented method is applied on a simpliﬁed rectangular geometry of the DFIM as the one
shown in Figure 4.31 where only one pole is modeled. The airgap boder is marked as a blue line.
Table 4.5 describes the main parameters of the geometry.
The rotor winding is supplied with three diﬀerent excitation currents corresponding to three
diﬀerent magnetic states. For each case, the airgap ﬂux density is measured in the airgap at the
beginning and after convergence of the non-linear iteration process.
Figure 4.32 shows the airgap ﬂux density when supplying the rotor winding with a low current
i.e setting a low saturation state. In this case the convergence is very fast and the ﬂux density
at the beginning and after convergence of the system are superposed.
Figure 4.33 shows the airgap ﬂux density when increasing the rotor winding current by a
factor 4. One can see now a slight impact of the magnetic saturation.
Figure 4.34 shows the airgap ﬂux density when increasing the rotor winding current by a
factor 6 . The impact of the magnetic saturation is this time very large. One can see that the
computation remains stable even considering an high saturation state.
Figures 4.35 and 4.36 compare the BE output with a FE computation. Two cases are analyzed:
one with a rough discretization of the airgap border and the other with a ﬁner discretization. One
can see that the second case gives very close results to the FE calculation. However one should
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Figure 4.31: Simpliﬁed geometry for the BEM-Magnetic network calculation
Figure 4.32: BEM-Magnetic network saturation state 1
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Figure 4.33: BEM-Magnetic network saturation state 2
Figure 4.34: BEM-Magnetic network saturation state 3
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Figure 4.35: BEM-FE comparison with a rough discretization
add, that this ﬁner discretization leads to an increase of the BEM matrix size and consequently
of the calculation time. Figures 4.37 and 4.38 show both discretizations on a portion of the
model. The nodes on the border are represented as dots.
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Figure 4.36: BEM-FE comparison with a ﬁne discretization
Figure 4.37: BE model: Rough discretization
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Figure 4.38: BE model: Fine discretization
4.6 Conclusion
This chapter completed the sinusoidal model developed in Chapter 3 by considering the parasitic
harmonics due in one hand to the stator and rotor windings and in the other hand to the
airgap permeance. The parasitic magnetic ﬁelds depending on the stator and rotor winding
conﬁguration were obtained by computing the corresponding mmf considering a constant airgap.
The airgap permeance harmonics are mainly due to the interaction between the stator and rotor
tooth. An original technique based on the BEM made it possible to calculate eﬃciently the
harmonics of the airgap permeance. Finally the airgap ﬂux density was obtained by multiplying
the stator and rotor magneto-motive forces with the airgap permeance. The inﬂuence of the
saturation was taken into account by applying a correction of the airgap permeance by using
the results of the magnetic model developed in Chapter 2. The comparison of the obtained
results with the ones obtained from FE showed a good agreement. The main disadvantage
of this method is that the accurate numeric modeling of the airgap was approximated when
considering the inﬂuence of the magnetic saturation. Therefore, a second method based on the
coupling of the BE model of the airgap and a simpliﬁed magnetic network has been studied.
This made it possible to proﬁt from the eﬃcient modeling of saturation occuring in the stator
and rotor core with an accurate representation of the airgap. Comparison with FE has shown
satisfying results and demonstrates that the method was stable even for high saturated case.
This method has been tested until now only on a simpliﬁed linear geometry of the machine
but could be extended to the real geometry. However, the large size of the BE matrix leads to
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an heavy computation. This could be improved by using more eﬃcient numeric tools such as
the Fast Multipole Method [Liu09] which is more and more common when dealing with such
problem. In the remainder of this thesis, only the ﬁrst method is used i.e introducing airgap
harmonics due to magnetic saturation based on the model developed in Chapter 2. However we
believe that the coupled magnetic network and BEM represents a relevant way of improvement.
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5.1 Introduction
Previous chapters developed and validated an analytical method being able to characterize the
electromagnetic behavior of the DFIM considering magnetic saturation and parasitic airgap
harmonics. The present chapter applies this model to four topics of interest for the electrical
engineer.
First part calculates the stator-voltage harmonics. Connecting a hydro-generator on the
network requires to satisfy some electromagnetic compatibility rules. The quality of its terminal
voltage can be characterized by some factors: Telephone Harmonic Factor (THF), Telephone
Harmonic Distortion (THD). The knowledge of the emitted harmonics is relevant in the design
of hydro-motor/generator since it will determine whether the machine is allowed or not to be
coupled on the grid. The harmonic content of the stator voltage is explained with regards to
the winding conﬁguration and the level of saturation.
Second part deals with the problem of the radial electromagnetic forces applied on the stator
core. The knowledge of these components is necessary since they might excite an eigen-mode
of the stator structure, leading to vibration and noise. The extraction of the radial forces from
the airgap ﬂux density harmonics is described and made, as example, for two machines, one
with integer slot windings and one with a fractional slot winding at the stator. For the latter,
we identify a dangerous component and correlate its amplitude with the measured vibration
at various load conditions. Furthermore we describe a winding optimization method making
it possible to rearrange a fractional winding in order to decrease the amplitude of a particular
electromagnetic force.
Third part evaluates the dynamic electromagnetic torques. As for the radial forces the knowl-
edge of these components is important. Indeed they can excite an eigen-mode of the shaft line
composed by the turbine, the shaft and the motor-generator’s rotor. The harmonic content of
the torque is ﬁrst obtained from time stepping 2DFE simulations of load operation points. The
results are explained by using the analytical model. The eigen-frequencies of the shaft line are
extracted by using a reduced three-mass model. The comparison of the eigen-frequencies and
the exciting torque components make it possible to identify the dangerous components. The
investigation is extended to the study of the machine behavior during start-up as a motor for
pumping operations. The FE simulation process developed in Chapter 3 enables to simulate
this transient operation and to extract the electromagnetic torque variations.
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Fourth part calculates the power losses induced in the stator and rotor magnetic cores. These
losses are expected to be higher than in a conventional synchronous machine. This is due to the
fact that there are a high number of ﬂux density harmonics and that the magnetic ﬁeld is not
necessarily ﬁxed with respect to the rotor. The developed algorithm is based on the evaluation of
the ﬂux density harmonics in the teeth and yoke regions considering the airgap harmonics. The
corresponding induced losses are obtained by applying the well-known Bertotti decomposition
losses model and considering additional eﬀects such as minor hysteresis cycles or bidirectional
magnetic ﬂux excitations.
5.2 The stator voltage harmonics
Following section computes the stator voltage shape of a DFIM, analyzes its harmonic content
and proposes possible way of improvements. First part computes by a time-stepping 2DFE
simulation the no-load stator voltage harmonics. The inﬂuence of the magnetic circuit saturation
is investigated as well as the impact of rotor circulating currents. The computation is done ﬁrst
by considering an ideal sinusoidal voltage source at the rotor then a simpliﬁed VSI. A regulation
method based on the approach developed in Chapter 3 for the time-stepping load computation is
used here in order to perform eﬃciently the simulations. Second part uses the airgap harmonic
model developed in Chapter 4 to compute analytically the stator voltage shape at no-load
operation and to explain the results of the FE simulations. The impact of slip on the harmonic
content is studied. Third part proposes improvements to optimize the stator voltage shape
mainly by changing the stator and rotor winding conﬁguration.
5.2.1 Finite Element studies
In a ﬁrst stage, we perform 2DFE simulations in order to study the eﬀect of the magnetic
saturation, of the rotor voltage harmonics and of the slip on the stator voltage harmonic content.
The FE model is the same as the one used in Chapter 3. The electrical circuit is also the same
but its parameters are diﬀerent:
• the rotational speed is imposed in order keep the stator frequency 𝑓s constant.
• the network impedance is set to an inﬁnite value in order to prevent any ﬂow of stator
current.
I. Harmonic content of the stator voltage
This part analyzes the stator line-to-line voltage induced at no-load operation. The simula-
tions are done at the synchronization speed, in this case the rotor winding is supplied with a
three-phase dc voltage system 𝑉r,a = 𝑉 maxr , 𝑉r,b = −𝑉 maxr /2, 𝑉r,c = −𝑉 maxr /2. 𝑉𝑚𝑎𝑥𝑟 is the
amplitude of the applied rotor voltage in order to generate the desired stator voltage. Further-
more the mechanical rotational speed is equal to the synchronous speed i.e. 𝑓s ⋅60/𝑝. The stator
is connected on a very large resistive load. In order to accelerate the convergence of the compu-
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Figure 5.1: FEM: Stator line-to-line voltage at rated no-load operation
tation, the simulation is initialized by supplying the rotor winding with a three-phase current
system: 𝐼r,a = 𝐼maxr , 𝐼r,b = −𝐼maxr /2, 𝐼r,c = −𝐼maxr /2 where 𝐼r = 𝑉r/𝑅r. The computation is
done for a twelve-pole machine having 𝑞s = 8 stator slots per pole and phase and 𝑞r = 7 rotor
slots per pole and phase.
Figure 5.1 shows the variation of the three stator line-to-line voltages at rated no-load opera-
tion. Figure 5.2 shows the corresponding harmonic spectrum obtained by Fourier analysis. One
can see the presence of several harmonics and more particularly the winding harmonics at the
ranks 5, 7, 11, 13 and the so-called slot harmonics whose ranks are equal to 6 ⋅ 𝑞r ± 1 = 41…43
and 6 ⋅ 𝑞s ± 1 = 47…49.
In order to characterize the quality of the stator voltage, the coeﬃcients THF and THD given




















where 𝑈𝜈 is the amplitude of the 𝜈th line-to line voltage harmonic, 𝑤𝜈 is the weighting coeﬃcient
of the 𝜈th voltage harmonic and 𝑈1 is the amplitude of the fundamental line-to line voltage
harmonic. Contrarily to the THD in which all the harmonics have the same weight, the THF
gives more importance to certain harmonics. Figure 5.3 shows the weighting coeﬃcients 𝑤𝜈
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Figure 5.2: FEM: Stator line to line voltage spectrum at rated no-load operation (without fun-
damental)
used in the computation of the THF coeﬃcient. One can see that harmonics in the rank 20−45
(considering a reference frequency equal to 50Hz) will be strongly reinforced. In our case these
harmonics correspond to the slot harmonics. Generally for large hydro-generators the THD
coeﬃcient has to be less than 5% while the THF coeﬃcient must be less than 1.5%. In the
studied case, the THF equals 0.95% and the THD equals 0.55% which is within the acceptable
limits. Furthermore maximal admissible values are set on each voltage harmonics. These limits
depend on the class of the network on which the machine is connected. Figure 5.4 compares
such limits as deﬁned by the IEEE norm with the computed stator voltage harmonics of the
studied machine. Note that the diﬀerences between class 1 and class 2 concern only the ﬁrst
harmonics. Most harmonics are below the limits of all classes, except the component 6 ⋅ 𝑞r + 1
which slightly overshoots the class 1 and class 2 limits. Following part studies more in details
the slot harmonics and in particular the impact of the magnetic saturation and rotor circulating
currents.
II. Impact of the magnetic circuit saturation and rotor circulating currents
In order to study more deeply the impact of magnetic saturation on the stator voltage harmonics
and more particularly on the slots harmonics, the no-load operation is simulated for several
states of magnetization i.e. from 0.1 to 1.2 p.u. of the rated stator voltage. Figure 5.5 shows the
corresponding variations of the slot harmonics 𝜈 = 6 ⋅ 𝑞s±1 and 𝜈 = 6 ⋅ 𝑞r±1. In order to study
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Figure 5.3: THF weighting factors
Figure 5.4: Voltage harmonic compatibility levels
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Figure 5.5: FEM: Eﬀect of magnetization on slot harmonics
the eﬀect of the magnetic saturation, the quantity 𝑈𝜈/𝑈1 is calculated where 𝑈𝜈 is the amplitude
of the 𝜈th slot harmonic and 𝑈1 the amplitude of the fundamental component at the given state
of magnetization. The variation of the slot harmonics is clearly not linear. This can be explained
by the fact that the stator and rotor teeth get more and more saturated when increasing the
magnetization which leads to a modiﬁcation of the airgap permeance harmonics. In the studied
case, the rotor winding is supplied with a three-phase dc voltage source. When studying the
circulating current in one rotor phase as shown in Figure 5.6, one can see the presence of small
ripples whose frequency is equal to the stator slot frequency i.e. 6𝑞s𝑓s Hz. Figure 5.7 shows the
impact of magnetization on this particular rotor current harmonic. The displayed amplitude is
expressed in percent of the rotor current dc component given the magnetization state. One can
see that the rotor current harmonic is very sensitive to the state of magnetization. The more
the magnetic circuit gets saturated, the larger the rotor current harmonic becomes.
So as to study the impact of the rotor circulating currents on the stator voltage harmonic
content, two simulations are done one by applying voltage sources on the rotor winding and one
by feeding directly the rotor winding with current sources. The second simulation consequently
prevents the circulation of extra currents due to the slots harmonics.
Figure 5.8 compares the corresponding stator voltage spectrum for the rated no-load operation.
It appears that the slots harmonics are much stronger, especially the component 6𝑞s − 1 when
the simulation is preventing the circulation of additional rotor current components. Although
the rotor circulating current relative amplitude is small (Figure 5.7), its impact on the harmonic
content of the stator voltage is very large. Such computations conﬁrm ﬁrstly the strong de-
127
5 Applications to the study of the electromagnetic behavior
Figure 5.6: FEM: Rotor phase current at rated no-load operation
Figure 5.7: FEM: Eﬀect of magnetization on slot harmonics
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Figure 5.8: Comparison current and voltage supply (without fundamental)
pendency of the harmonic content of the stator voltage on the magnetic state of the machine,
and secondly shows the presence of rotor circulating currents when the magnetic saturation in-
creases. These rotor currents seem to play a non-negligible role by creating damping magnetic
ﬁeld components. This phenomena is studied in more details in the next part.
5.2.2 Analytic study
This part proposes an analytical method based on the airgap ﬂux density model developed
in Chapter 4, calculating the stator voltage harmonic content of DFIM. This makes it possible
ﬁrstly to understand the origin of the harmonics highlighted by the previous FE results, secondly
to test the impact of diﬀerent elements, number of slots, winding conﬁguration and slip on the
results.
I. The method
As seen previously the airgap ﬂux density can be expressed as a Fourier series given by Equation
(5.3). In the studied case, the airgap ﬂux density is only created by the rotor winding and written
as:




𝐵𝜈 cos (𝑃ν𝛼s + 2𝜋𝐹ν𝑡 + 𝐶ν) (5.3)
Note that we consider the airgap ﬂux density calculated at the stator bore diameter. The voltage
𝑉𝑗 induced on the 𝑗th stator phase is given by Equation (5.4), where 𝛷𝑗 is the ﬂux seen by the
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In order to calculate 𝛷𝑗 we consider the stator winding conﬁguration. Table 4.1 in Chapter 4
has shown an example of winding conﬁguration. The ﬂux 𝛷𝑗,𝑡𝑖 seen by one winding turn 𝑡𝑖 (one










?̂?δ,ν cos (𝑃ν𝛼s + 2𝜋𝐹ν𝑡 + 𝐶ν) 𝑑𝛼 (5.5)
where ti is the angular position of the 𝑡th𝑖 top bar of the 𝑗th phase and 𝑠 is the stator winding
angular opening. Finally the total ﬂux seen by the 𝑦th phase is given by Equation (5.6), where








Note that the presented calculation assumes that all parallel circuits of each phase are identical,
as it is normally the case. In the exceptional case of unbalanced windings, the calculation of the
voltage would have to be done separately on each parallel circuits. Finally the voltage induced
on the 𝑗th phase is obtained by applying Equation (5.4).
II. Validation with Finite Element
This part compares the analytical and the FE calculation. In a ﬁrst stage, the magnetic satura-
tion is not considered, Figure 5.9 shows the stator voltage harmonics when calculating the airgap
permeance harmonics using the BE model developed in Chapter 4. For comparison purposes,
Figure 5.10 shows the stator voltage harmonics when the simpliﬁed airgap permance according
to Equation (4.17) is used.
One can clearly notice the better accuracy oﬀered by the BE algorithm. Indeed the slot
harmonics appear strongly over-estimated. In the following, only the results given by the BE
model will be discussed. It appears that the results given by the analytical method match those
obtained by FE. The main discrepancy arises regarding the slot harmonics 6𝑞s ± 1 which are
not as high in the analytical results. However given the low amplitude of such components, the
results are satisfying.
In a second stage the impact of saturation is considered. Previous section has shown the strong
dependency of the slot harmonics on the magnetic state and the presence of circulating currents
in the rotor winding. Chapters 2 and 4 have shown that when the magnetization increases,
extra airgap harmonics due to magnetic saturation appear leading to a modulation of the airgap
permeance. These additional airgap ﬂux density harmonics contribute to the ampliﬁcation of the
slot harmonics and in the studied case of the frequency component 6𝑞s + 1. In order to identify
the responsible airgap harmonics, we use the expression of the airgap ﬂux density developed in
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Figure 5.9: Comparison analytical with BEM and Finite Element method (FEM) (no saturation
and without fundamental)
Figure 5.10: Comparison analytical, simple permeance formula and FEM (no saturation and
without fundamental)
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Chapter 4. More particularly at no-load the airgap ﬂux density is given by:
𝐵δ (𝛼s, 𝑡) = 𝐵𝒮δ,r,0 (𝛼s, 𝑡) ⋅
𝛬𝒮 (𝛼s, 𝑡)
𝛬0
⋅ 𝐾sat (𝛼s, 𝑡) (5.7)
Furthermore as seen in Chapter 4, 𝐵𝑟, 𝛬 and 𝐾𝑠𝑎𝑡 can be expressed as a sum of harmonic
waves written as:
𝐴ν ⋅ cos (𝑃ν ⋅ 𝛼 + ⋅2𝜋𝐹ν ⋅ 𝑡 + 𝐶ν) (5.8)
where 𝐴ν is the amplitude of the 𝜈th harmonic, 𝑃ν is the number of pole pairs of the 𝜈th
harmonic, 𝐹ν is the frequency of the 𝜈th harmonic and 𝐶ν is the frequency of the 𝜈th harmonic.
Note that the product of two harmonics waves
𝐴ν1 ⋅ cos (𝑃ν1 ⋅ 𝛼 + 2𝜋 ⋅ 𝐹ν1 ⋅ 𝑡 + 𝐶ν1)
𝐴ν2 ⋅ cos (𝑃ν2 ⋅ 𝛼 + 2𝜋 ⋅ 𝐹ν2 ⋅ 𝑡 + 𝐶ν2)
(5.9)
gives two new harmonic waves:
𝐴ν1 ⋅ 𝐴ν2
2 ⋅ cos ((𝑃ν1 + 𝑃ν2) ⋅ 𝛼 + 2𝜋 ⋅ (𝐹ν1 + 𝐹ν2) ⋅ 𝑡 + 𝐶ν1 +𝐶ν2)
𝐴ν1 ⋅ 𝐴ν2
2 ⋅ cos ((𝑃ν1 − 𝑃ν2) ⋅ 𝛼 + 2𝜋 ⋅ (𝐹ν1 − 𝐹ν2) ⋅ 𝑡 + 𝐶ν1 −𝐶ν2)
(5.10)
In the following, in order to simplify the notations, each harmonic wave is written as:
𝐴ν ⋅ [𝑃ν, 𝐹ν] (5.11)
the phase shift 𝐶ν is not considered as it is irrelevant here. By convention 𝐹ν positive, means
that the wave rotates in the same direction as the fundamental airgap ﬁeld. Considering for
example the airgap permeance component due to the rotor and stator slots 𝛬s,r,𝑘s,𝑘r ⋅[6𝑝⋅(𝑘s𝑞s−
𝑘r𝑞s),−6𝑘r𝑞r𝑓s] and the saturated airgap permeance component 𝐾2𝑛 ⋅ [2𝑛 ⋅ 𝑝, 2 ⋅ 𝑛𝑓s] where 𝑛 is
an integer. By multiplying these two components, emerge two airgap permeance components:
𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
2 ⋅ [6 ⋅ 𝑝 ⋅ (𝑘s𝑞s − 𝑘r𝑞s) + 2𝑛 ⋅ 𝑝, (−6𝑘r𝑞r + 2𝑛)𝑓s]
𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
2 ⋅ [6 ⋅ 𝑝 ⋅ (𝑘s𝑞s − 𝑘r𝑞s) − 2𝑛 ⋅ 𝑝, (−6𝑘r𝑞r − 2𝑛)𝑓s]
(5.12)
When combining this new airgap permeance component with the fundamental component of 𝐵δ,
i.e ?̂?δ,f ⋅ [𝑝, 1] the following airgap ﬂux density component emerges:
?̂?δ,f ⋅ 𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
4 ⋅ [𝑝 + 6 ⋅ 𝑝 ⋅ ((𝑘s𝑞s − 𝑘r𝑞s) + 2𝑛 ⋅ 𝑝, (1 − 6𝑘r𝑞r + 2𝑛)𝑓s]
?̂?δ,f ⋅ 𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
4 ⋅ [𝑝 + 6 ⋅ 𝑝 ⋅ ((𝑘s𝑞s − 𝑘r𝑞s) − 2𝑛 ⋅ 𝑝, (1 − 6𝑘r𝑞r − 2𝑛)𝑓s]
?̂?δ,f ⋅ 𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
4 ⋅ [𝑝 − 6 ⋅ 𝑝 ⋅ ((𝑘s𝑞s − 𝑘r𝑞s) − 2𝑛 ⋅ 𝑝, (1 + 6𝑘r𝑞r − 2𝑛)𝑓s]
?̂?δ,f ⋅ 𝛬s,r,𝑘s,𝑘r ⋅ 𝐾2𝑛
4 ⋅ [𝑝 − 6 ⋅ 𝑝 ⋅ ((𝑘s𝑞s − 𝑘r𝑞s) + 2𝑛 ⋅ 𝑝, (1 + 6𝑘r𝑞r + 2𝑛)𝑓s]
(5.13)
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We consider 𝑘s = 1, 𝑘r = 1. Furthermore in the studied case 𝑞s − 𝑞r = 1. If 𝑛 = 2 a particular
airgap ﬂux density component arrises:
?̂?δ,f ⋅ 𝛬s,r,1,1 ⋅ 𝐾2
4 ⋅ [−𝑝, (5 + 6𝑞r)𝑓s] (5.14)
which can be rewritten as:
?̂?δ,f ⋅ 𝛬s,r,1,1 ⋅ 𝐾2
4 ⋅ cos(𝑝 ⋅ 𝛼s + (−6 ⋅ 𝑞s + 1) ⋅ 2𝜋 ⋅ 𝑓s ⋅ 𝑡) (5.15)
Noting that the spatial rank of this component is exactly equal to the number of pole pairs, the
corresponding induced phase stator voltage due to such component is obtained by:
𝑉s =
𝐷b,s ⋅ 𝑙s
2 ⋅ 𝑁s,s𝜉f,s ⋅ (6𝑞s − 1) ⋅ (2𝜋 ⋅ 𝑓s) ⋅
?̂?δ,f ⋅ 𝛬s,r,1,1 ⋅ 𝐾2
4 (5.16)
Given the fact that the spatial rank of this component is equal to the number of pole pairs of the
winding the corresponding stator voltage harmonic will be high due to the winding coeﬃcient
ampliﬁcation 𝜉f,s. In this case, because of saturation, there is resonance between the saturation
harmonics and the stator winding. Consequently a high amplitude voltage harmonic having a
frequency equal to (6 ⋅ 𝑞s−1) ⋅𝑓s Hz will be induced on the stator winding as it was shown in the
previous section. However when expressing this ﬂux density wave in the rotor frame we obtain
the component:
?̂?δ,f ⋅ 𝛬s,r,1,1 ⋅ 𝐾2
4 ⋅ cos(𝑝 ⋅ 𝛼r + (−6 ⋅ 𝑞s) ⋅ 2𝜋 ⋅ 𝑓s ⋅ 𝑡) (5.17)
The corresponding induced rotor voltage due to such component is obtained by:
𝑉r =
𝐷b,r ⋅ 𝑙r
2 ⋅ 𝑁s,r𝜉f,r ⋅ 6𝑞s ⋅ (2𝜋 ⋅ 𝑓s) ⋅
?̂?δ,f ⋅ 𝛬s,r,1,1 ⋅ 𝐾2
4 (5.18)
As for the stator voltage, the induced voltage on the rotor winding will be high due to the
winding coeﬃcient ampliﬁcation 𝜉f,r. Consequently a high amplitude voltage harmonic having
a frequency equal to 6 ⋅ 𝑞r ⋅ 𝑓s Hz will be induced on the rotor winding short-circuited by the
rotor winding impedance. These circulating rotor currents will create additional magnetic ﬁeld
components damping the parasitic airgap ﬂux density component. This conﬁrms the previous
observations done when feeding the rotor winding with a current source or with a voltage source.
One should pay attention to the fact that the amplitude of the circulating rotor current will
depend on the rotor short-circuit impedance but also on the rotor converter conﬁguration. Note
that the ampliﬁcation of the harmonic appears here mainly because of the studied winding
conﬁguration 𝑞s = 𝑞r − 1. In case the number of slots per pole and phase between the stator
and rotor is greater than one, this resonance eﬀect should not be so high.
Figure 5.11 shows the result of the comparison between our model and the FE computation
when considering the saturation. One can see that the winding harmonics, for example 𝜈 =
5, 11, 13, are overestimated by the analytical calculation. Furthermore, while the rotor slots
harmonics 6𝑞𝑟 ± 1 amplitudes agree well with the FE results, the discrepancy is larger for the
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Figure 5.11: Comparison analytical with BEM and FEM (with saturation and without funda-
mental)
harmonics 6𝑞s ± 1. Although diﬀerences exist between both spectra, the THF and THD still
match. Indeed for the analytical calculation we have THF = 0.98% and THD = 0.5% vs
THF = 0.9% and THD = 0.5% for the FE calculation. One should note that although the
circulating rotor currents are not considered in the analytical calculation, the slot harmonics
6𝑞s ± 1 remain almost unchanged which does not really agree with the FE results shown in the
previous section (FE with current sources). It can be explained by the fact that our model does
not make it possible to accurately consider the impact of the saturation on the teeth harmonics.
We see here again the beneﬁt of further developing the coupling of the BE with the magnetic
permeance network.
Finally although the impact of the saturation is not as strong in our model compared to the
FE simulation, our model makes it possible to determine the main stator voltage harmonics. In
the following we study the impact of the slip on the harmonic content.
5.2.3 Eﬀect of the slip
The last computations were done at the synchronous speed i.e. when the slip is zero. Here we
analyzed the eﬀect of the slip on the harmonic content. Chapter 4 demonstrated that when
changing the slip, the frequency of the rotor winding ﬁeld harmonics get shifted. It is the same
for the airgap permeance harmonics due to rotor slots.
Figure 5.12 shows the evolution of the slots harmonic frequencies when changing the slip taking
the fundamental stator frequency as reference. One can observe that out of the synchronous
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Figure 5.12: Impact of slip on rotor slot harmonics
speed, the slot harmonic frequency may not be any more integer multiple of the stator frequency
which is conﬁrmed by [Tag08]. This is also the case for the other rotor harmonics. Such
harmonics are called inter-harmonics. Consequently when analyzing the stator voltage harmonic
content, when the slip is diﬀerent from zero, one has to make the Fourier analysis on more than
one electrical period in order to extract as accurately as possible all the harmonics.
Figure 5.13 shows the impact of the slip on the THD. One can see that the THD is higher in
hyper-synchronous mode than in hypo-synchronous mode. Indeed in hyper-synchronous mode,
the frequencies of the airgap ﬂux density harmonics (the ones sensitive to the slip) increase.
Consequently the corresponding induced voltages amplitude also increase.
5.2.4 Eﬀect of the rotor voltage source harmonics
Until now, the rotor supply was modeled as perfect sinusoidal voltage sources. In the reality
the rotor is fed with a VSI converter. Figure 5.14 shows the electrical circuit used in the FE
model in order to consider the converter harmonics. Only the inverter part is simulated and the
voltage of the dc-bus is assumed constant. In order to perform eﬃciently the simulation and to
avoid long initialization time, the control of the machine under no-load condition is implemented
according to [Pan10]. This implementation is based on the same principles developed in Chapter
3. However instead of applying directly the rotor voltages 𝑉r,a 𝑉r,b 𝑉r,c these ones are compared
to a triangular signal with a certain frequency (here 300Hz) as it is done usually for PWM
converter control.
135
5 Applications to the study of the electromagnetic behavior
Figure 5.13: Impact of slip on THD (without converter harmonics)
To rotor winding
Figure 5.14: FEM: Coupling electrical circuit with simpliﬁed inverter
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Figure 5.15: FEM: Rotor voltages with simpliﬁed inverter
Figure 5.14 and Figure 5.15 show the evolution of the line-to-line rotor voltages and rotor
phase currents. It appears that the current remains sinusoidal which is due to the large machine
inductance which ﬁlters the parasitic harmonics. The small ripples are due to the voltage pulses.
Figure 5.17 shows the evolution of the stator line-to-line voltages. Figure 5.18 shows the
corresponding harmonics content. As we can see, introducing the VSI converter leads to new
stator voltage harmonics, although the rotor currents remain clean. In this case the THD is
about 3.8% while it was equal to 0.66% in the case of a sinusoidal rotor voltage supply. Although
the methodology is correct, one should pay attention that the converter used for the calculation
is here very simpliﬁed and may not correspond fully to the reality. However we have shown that
our modeling methods can eﬃciently perform such complex simulation. This subject should be
deeply studied in the future.
III. Reduction of slots harmonics
Last parts have shown, putting aside the rotor converter harmonics, that the slot harmonics
were the highest component on the stator voltage spectrum. The possibilities to reduce such
components could be:
• Increase the airgap length: this will have an impact on the slot permeance harmonics
which should decrease when the airgap length increases. Furthermore as seen in Chapter
4 depending on their wave length, some harmonics will have more diﬃculties to cross the
airgap. However increasing the airgap will lead to an increase of the magnetizing current
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Figure 5.16: FEM: Rotor currents with converter
Figure 5.17: FEM: Stator voltages with converter
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Figure 5.18: FEM: Stator voltages spectrum with converter (without fundamental)
and consequently of the copper losses (see Chapter 5). Figure 5.19 shows the evolution of
the THD when changing the airgap length.
• Decrease the teeth saturation: this will have an impact on the airgap permeance harmonics
will also the slot harmonics amplitude. Furthermore this will also lead to a diminution of
the magnetizing current and consequently on the airgap ﬂux density harmonics amplitudes.
This can be done by changing the magnetic circuit geometry and for example by increasing
the length of the machine.
• Decrease the slot opening: this will aﬀect the slot permeance harmonics. In this case the
slot height will have to be increased in order to keep constant the current densities.
• Use magnetic wedges: Figure 5.20 shows the impact of using magnetic wedges to close
the stator or/and rotor slots. The results were obtained from FE simulations. It shows
in particular the behavior of the slot harmonics. One can see that, depending on the
conﬁguration, it leads to a reduction of the slot harmonics. Note that given the low
relative permeability 𝜇r = 1.5⋯3 of such material, the slots are not completely closed
so that the impact on the slot leakage inductance is not so big. Furthermore it leads
to a decrease of the slot permeance harmonics and consequently of the Carter coeﬃcient.
Finally the magnetizing current also decreases when using magnetic-wedges. However for
mechanical reasons it should be avoided to use magnetic wedges at the rotor. Indeed as
the rotor bars are submitted to high centrifugal forces this leads to a deformation of the
wedges. Therefore it is necessary to use high mechanical strength rotor wedges which is
not possible with magnetic wedges. Given Figure 5.20, using only wedges at the stator
139
5 Applications to the study of the electromagnetic behavior
Figure 5.19: Eﬀect of the airgap length on the THD
does not lead to a large reduction of the slot harmonics.
• Use a fractional slot winding: such a winding is often used in conventional synchronous
machines. As shown in Chapter 6 this has a large impact on the stator voltage harmonic
content. However as it will be shown in the next section such a winding is responsible for
additional mmf harmonics which may lead to dangerous electromagnetic radial forces.
5.2.5 Summary
This part presented the computation of the stator voltage harmonics during the no-load opera-
tion. The harmonic content was ﬁrst obtained from 2DFE computation and then explained by
using an analytical method based on the airgap ﬂux density model. It was shown that because of
saturation some harmonics could be ampliﬁed but also that the rotor winding was acting as an
eﬃcient damper winding. The comparison between the analytical model and the FE have shown
a good agreement although the impact of the saturation was not as high in the analytical model.
Furthermore it was demonstrated that changing the slip shifts some harmonic frequencies and
makes arise the so-called inter-harmonics. One should also pay attention to the fact that the
rotor winding is supplied via a converter, and although the rotor currents are cleaned, the stator
voltage shape can be disturbed. The simpliﬁed model of the converter should be replaced by
a more accurate one in order to ensure of the reliability of the results. The already developed
methodology i.e using the regulation of the machine was demonstrated to be very eﬃcient.
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Figure 5.20: Eﬀect of magnetic wedges on slot harmonics (zoom)
5.3 The electromagnetic radial forces
The electromagnetic radial forces issue is a relevant subject of study of hydro-motor/generator
units as it can strongly reduce their range of operation and in extreme cases their life time. In one
hand the electromagnetic radial forces are caused by several elements such as the conﬁguration
of the stator and rotor windings, the non-constant airgap due to the stator and rotor slots or
a possible rotor eccentricity, the saturation of the magnetic circuit and the current harmonics
emitted by the network or by the rotor power supply. On the other hand the stator core can be
regarded as a solid ring with diﬀerent natural oscillation frequencies also called eigen-frequencies
which depend on several properties such as: iron mass, core stiﬀness, material etc. When a radial
force harmonic component excites a mechanical eigen-frequency this may lead to vibration. The
consequence on the machine can be noise, degradation of the bar insulation because of friction,
or deterioration of the core supports [TLU12]. The problem of parasitic radial forces in rotating
machines has been discussed in several studies. For example, Verma [VB94] and Le Besnerais
[Bes08] propose analytical calculations of the radial forces using the stator and rotor mmf and
airgap permeance method; they apply it to the study of standard induction motors. Recently
Traxler-Samek [TLU12] presents a calculation of electromagnetic forces for large synchronous
salient-pole hydro-motor/generator units considering tooth ripples phenomena and parasitic
harmonics due to a fractional slot winding and validates the method from measurements.
This section investigates the problem of electromagnetic radial forces occurring in DFIM1.
1This is a subject to an ongoing publication by Prof. H.W. Lorenzen, T. Lugand and A. Schwery
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The study is even more relevant since such machines can operate at diﬀerent speeds so that
the risk of matching an eigen-frequency becomes higher and consequently the risk of resonance.
Furthermore, such machines are designed with small airgap leading to higher amplitude of
parasitic forces.
First part applies the airgap ﬂux density model described in Chapter 4 and presents the
general method of radial force calculation based on the evaluation of the Maxwell stress. The
forces calculation using FEM is also described. For simpliﬁcation reasons, neither the eﬀect of
static eccentricity nor the current harmonics from the converter are taken into account .
Second part compares both calculation results and identiﬁes several parasitic forces compo-
nents susceptible to excite an eigen-mode of the stator core and frame structure. A numerical
study of the stator mechanical structure makes it possible to highlight the potential dangerous
force components. The study is made for designs equipped with integer slot stator and rotor
windings.
Third part applies the developed methodology to a real machine with a fractional-slot stator
winding. Such winding makes it possible to reduce tooth ripple harmonics and to improve the
stator voltage shape, furthermore it gives more ﬂexibility to the electrical designer regarding
the choice of the number slots. Despite those advantages, such winding introduces additional
harmonics susceptible to create dangerous radial forces components. An optimization method
is proposed in order to rearrange the winding conﬁguration and to reduce the main MMF
harmonics contributors to the force.
5.3.1 Identiﬁcation of the dangerous radial forces
I. The analytical method
This part describes the general analytical method to calculate the radial electromagnetic forces
acting in a DFIM. From the model developed in Chapter 4 one can calculate the radial airgap
ﬂux density 𝐵δ,𝑟 and the corresponding radial magnetic pressure 𝜎𝑟 (expressed in N/m2) acting








Note that the evaluation of the tangential component of the ﬂux density 𝐵δ,𝑡 is not easily
accessible with our model. The magnetic ﬂux enters normally in the stator core because of the
larger iron permeability compared to the air permeability so that the tangential component can
be neglected. We will see in the next part, from the FE results, that this assumption is correct.
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(𝜎−r 𝜈1,𝜈2 + 𝜎+r 𝜈1,𝜈2)
By applying trigonometric formula we have:
𝜎−r 𝜈1,𝜈2 =
?̂?δ,ν1?̂?δ,ν2
4𝜇0 cos((𝑃𝜈1 − 𝑃𝜈2)𝛼𝑠 + 2𝜋(𝐹𝜈1 − 𝐹𝜈2)𝑡 + (𝐶𝜈1 −𝐶𝜈2))
𝜎+r 𝜈1,𝜈2 =
?̂?δ,ν1?̂?δ,ν2
4𝜇0 cos((𝑃𝜈1 + 𝑃𝜈2)𝛼𝑠 + 2𝜋(𝐹𝜈1 + 𝐹𝜈2)𝑡 + (𝐶𝜈1 +𝐶𝜈2))
One can see that the interaction between two ﬂux density harmonics creates two force compo-
nents having diﬀerent spatial orders 𝑃𝜈1 ± 𝑃𝜈2 , diﬀerent frequencies 𝐹𝜈1 ± 𝐹𝜈2 and diﬀerent
phase shifts 𝐶𝜈1±𝐶𝜈2 . As seen in Chapter 4 given the presence of several airgap harmonics, the
evaluation of the previous equations gives rise to a lot of components (more than 500). However
several single terms 𝜎𝜈1𝜈2 can have the same spatial order and the same frequency and can
therefore be added as vectors. For example, consider a magnetic stress harmonic component
𝜎𝑟,1 whose amplitude is ?̂?𝑟,1, spatial order is 𝑃 ′, frequency is 𝐹 ′ and phase shift is 𝐶1 so that
it can be expressed as:
𝜎𝑟,1(𝛼s, 𝑡) = ?̂?𝑟,1 cos(𝑃 ′𝛼s + 2𝜋𝐹 ′𝑡 + 𝐶1) (5.20)
Let us consider another harmonic component 𝜎𝑟,2 having the same spatial order and the same
frequency but with the amplitude ?̂?𝑟,2 and the phase shift 𝐶2:
𝜎𝑟,2(𝛼s, 𝑡) = ?̂?𝑟,2 cos(𝑃 ′𝛼s + 2𝜋𝐹 ′𝑡 + 𝐶2) (5.21)
One can regroup these two components in one single term:
𝜎𝑟,1,2(𝛼s, 𝑡) = ?̂?𝑟,1,2 cos(𝑃 ′𝛼s + 2𝜋𝐹 ′𝑡 + 𝐶12) (5.22)
where the resulting amplitude ?̂?𝑟,1,2 and phase shift 𝐶12 are given by Equations (5.23) and
(5.24):
?̂?𝑟,12 = √?̂?2𝑟,1 + ?̂?2𝑟,2 + 2?̂?𝑟,1?̂?𝑟,2 cos (𝐶1 −𝐶2) (5.23)
𝐶12 = arctan(
?̂?𝑟,1 sin𝐶1 + ?̂?𝑟,2 sin𝐶2
?̂?𝑟,1 cos𝐶1 + ?̂?𝑟,2 cos𝐶2
) (5.24)









?̂?𝑟,𝜈 cos(𝑃ν𝛼s + 2𝜋𝐹ν𝑡 + 𝐶ν) (5.25)
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where 𝑃ν is the number of pole pairs2, 𝐹ν is frequency and 𝐶ν is the phase shift of the 𝜈th force
component 𝜎𝑟,𝜈.
II. The numerical method
The FE computation of the radial electromagnetic forces has to be done by carrying out a time
stepping simulation. By applying the procedure described in Chapter 4, one can simulate any
steady-state operation point of the DFIM. The extraction of the forces is done by applying the
following method:
• The radial and tangential ﬂux densities are calculated along a path inside the airgap placed
close to the stator bore diameter. This path has to cover at least the minimum repetitive
section. In case of fractional-slot winding this may be several poles. The calculation is
done for each time step of an electrical period. Figure 5.21 shows the obtained spacial
and temporal variations of the radial airgap ﬂux density corresponding to a certain load
operation.
• The radial magnetic pressure is calculated by applying Equation (5.19). Figure 5.22 shows
the corresponding spacial and temporal results.
• The harmonic content of the magnetic pressure is extracted by carrying out a bi-dimen-
sional Fourier analysis [Bes08; Hub01] so that the magnetic pressure can be expressed as
Equation (5.25). This makes it possible to deﬁne each force harmonic by its amplitude,
its number of nodes and its frequency as shown in Figure 5.23.
Chapter 4 demonstrated that changing the speed and consequently the slip leads to a shift of
certain magnetic ﬂux density harmonics and consequently of some forces components. As already
mentioned in Section 5.2 this can create inter-harmonics, i.e. harmonics whose frequency is not
an integer of the fundamental frequency. Consequently one should carry out the FE simulation
on an enough long period in order to extract accurately all frequency components. In the studied
case, the simulation was carried out over 0.4 seconds which corresponds to the fundamental
period of the rotor currents. Therefore one can see that FE simulation is not the most suitable
method to extract parasitic forces as it might require a long computation time.
As already explained in the analytical part, evaluating the magnetic pressure gives rise to a
huge number of force components. In order to extract the dangerous components, a mechanical
study of the stator structure is necessary. This is the object of the next part.
III. Computation of the mechanical eigen-frequencies
The stator core of the studied machine can be seen as a solid ring with diﬀerent resonance
frequencies which depend on several properties such as: iron mass, core stiﬀness, material etc.
In order to identify the eigen-modes of such structure one can perform a mode shape analysis.
Rieck [Rie09], for example, uses a 3DFE model of the stator to perform this task as shown
2In the rest of this study we will talk mainly about number of nodes which is equal to twice the number of pole
pairs
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Figure 5.21: Radial airgap magnetic ﬂux vs time and airgap position
Figure 5.22: Radial magnetic pressure vs time and airgap position
in Figure 5.24. The stator frame (blue) and its support are completely modeled whereas the
stator teeth and yoke are approximated with a solid ring (magenta) with equivalent mass and
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Figure 5.23: Space and time harmonics of the radial magnetic pressure
elasticity modulus. In order to simplify the model, the stator bars are not physically represented
but as they aﬀect the eigen-frequencies, they are introduced via an additional mass. Carvalhal
[Car12a] develops an equivalent 2DFE model simulating the stator core and frame system as
shown in Figure 5.25. Note that the so-called expanded view is only used to better visualize
the geometry, ﬁnally the analysis remains 2D. This approach is faster to implement, easier to
analyze and shows a good agreement with measurements. Therefore we use in this part the
results of Carvalhal [Car12b].
Figure 5.24: Model of the complete stator (left) and frame alone (right) [Rie09]
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Figure 5.25: 2D FE model of the stator/frame system [Car12b]
The diﬀerent mode shapes and eigen-frequencies are obtained by studying the harmonic re-
sponse of the stator core and frame to a forced excitation applied on the inner surface of the
stator. Figure 5.26 shows the result of such analysis and more particularly the deformation of
the stator in a four-node shape and in a six-node shape.
(a) Four-nodes, 24Hz (b) Six-node, 67Hz
Figure 5.26: Examples stator structure eigen-modes [Car12b]
Such computation allows to determine accurately the main mechanical eigen-modes of the
stator core-frame structure, each deﬁned by a certain eigen-frequency and an unique number of
nodes. Consequently an electromagnetic force component would be dangerous only if its number
of nodes is equal to the number of nodes of the mechanical eigen-mode, if its frequency is close
to corresponding natural frequency and if its amplitude is high enough. Therefore, in the next
part we compare the results from the electromagnetic study and compare it with those of the
mechanical study in order to extract the potential dangerous components.
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OP 𝑃mec (MW) 𝑈s (V) cos 𝜑 (−) s (%) mode (−)
1 256 18.0 0.9 −5 over-excited
2 256 18.0 0.9 0 over-excited
3 256 18.0 0.9 5 over-excited
Table 5.1: Machine M1: load points characteristics
Rated apparent power 𝑆 170 MVA
Rated power factor cos 𝜑 0.9
Rated stator voltage 𝑈s 18 kV
Rated grid frequency 𝑓s 50 Hz
Number of poles 2𝑝 12
Stator bore diameter 𝐷b,s 4700 mm
Stator core total length 𝑙s 3200 mm
Airgap depth 𝛿g 14 mm
Number of stator winding slots 𝑁z,s 288
Number of rotor winding slots 𝑁z,r 252
Table 5.2: Machine 𝑀1: design characteristics
IV. Comparison of both calculation and extraction of dangerous components
This part analyzes and compares the results obtained from the analytical and the FE magnetic
studies. The analytical calculation is done for three load operation points, OP1, OP2 and OP3
which are deﬁned in Table 5.1. The FE simulation is only made for the operation point OP1.
Table 5.2 describes the machine characteristics used for the study; one can see that there are
𝑞s = 8 stator slots per pole and phase and 𝑞r = 7 rotor slots per pole and phase.
Table 5.3 lists the computed stator structure eigen-frequencies [Car12a]. The maximum calcu-
lated number of nodes is equal to 24 which is twice the number of poles of the studied machine;
this is suﬃcient for the study as a vibration is unlikely to happen above this number. Table
5.4 lists the main electromagnetic forces calculated analytically for the three operation points.
Note that a negative frequency means that the force wave rotates in opposite direction of the
fundamental wave. Two high amplitude components arise: the (0-node, 0Hz) and (24-node,
100Hz). They are mainly due to the the fundamental airgap ﬂux density. Indeed recalling the
deﬁnition of the magnetic force given by Equation (5.19) and considering only the fundamental
airgap ﬂux density so that: 𝐵δ,f(𝛼s, 𝑡) = ?̂?δ,f cos(𝑝𝛼s − 2𝜋𝑓s𝑡) we obtain:
𝜎r,f(𝛼s, 𝑡) = 𝜎−r,1,1 + 𝜎+r,1,1 =
?̂?2δ,f
4𝜇0
(1 + cos(2𝑝𝛼s − 2𝜋 ⋅ (2𝑓s) ⋅ 𝑡)) (5.26)
𝜎r,f is made of two terms, one (0-node, 0Hz) term and one (2⋅2𝑝-node, 2⋅𝑓s Hz) term. The ﬁrst
one corresponds to a constant stress along the stator bore whereas the second term corresponds
to a rotating stress. Figure 5.27 shows a spatial representation of these two stresses, and in
particular of the components (24-node, 100Hz) at three instants.
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Table 5.3: Machine M1: stator eigen-mode characteristics
(a) 0-node (b) 24-nodes
Figure 5.27: Fundamental mode shape
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5.3 The electromagnetic radial forces
Furthermore, one can observe that changing the slip leads to the apparition of new components
but also shifts some frequencies. This phenomena was already highlighted in Chapter 4. In
particular for the operation points OP1 and OP2, there are two large components, (0-node,
315Hz) and (0-node, 285Hz). These components come from the same origins as the component
(0-node, 300Hz) of OP2 and their respective frequency is changed because of the slip. Indeed,
we have seen previously that the interaction between two harmonics 𝜈1 and 𝜈2 gives rise to
two forces having 2 ⋅ (𝑃𝜈1 ± 𝑃𝜈2) nodes and 𝐹𝜈1 ± 𝐹𝜈2 as frequency. Assume that 𝜈1 is a
harmonic due to the stator winding mmf and 𝜈2 is a harmonic due to the rotor winding mmf
so that 𝐹𝜈1 = 𝑓s and 𝐹𝜈2 = 𝑓s ⋅ (𝑠 + (1 − 𝑠)
𝑃𝜈2𝑝 ). The conditions 2 ⋅ (𝑃𝜈1 ± 𝑃𝜈2) = 0 and
𝐹𝜈1 −𝐹𝜈2 = 6𝑓s ⋅ (1− 𝑠) = 300(1−𝑠) are satisﬁed when considering the interaction between the
5th or 7th and 5th or 7th rotor winding harmonic.
Consequently we have 𝑃𝜈1 = −5 ⋅ 𝑝 and 𝑃𝜈2 = −5 ⋅ 𝑝 so that: 𝑃𝜈1−𝑃𝜈2 = 0 and 𝐹𝜈1−𝐹𝜈2 =
𝑓s(1 − 𝑠 − (1 − 𝑠) ⋅ (−5)) = 𝑓s ⋅ (6 − 6𝑠). In the same way, we have 𝑃𝜈1 = +7 ⋅ 𝑝, 𝑃𝜈2 = +7 ⋅ 𝑝
and 𝐹𝜈1 − 𝐹𝜈2 = 𝑓s(1 − 𝑠 − (1 − 𝑠) ⋅ (+7)) = 𝑓s ⋅ (6𝑠 − 6).3
In OP2, the slip 𝑠 is equal to zero and consequently the frequency is equal to 6 ⋅ 𝑓s = 300Hz.
In OP1, and OP3 the slip is either −5% or +5%, so that the respective frequencies are 315Hz
and 285Hz.
Note also the existence of the component (0-node, 300Hz) for the operation points OP1 and
OP3. When considering the last explanation, this component should be shifted in frequency
according to the slip value, which is not the case. However, one can ﬁnd an explanation when re-
calling the presence of additional airgap permeance harmonics due to the magnetic saturation as
shown in Chapter 4. Indeed, it was demonstrated that magnetic saturation leads to modulation
of the geometric airgap permeance with the wave 𝐾sat deﬁned as:
𝐾sat(𝛼s, 𝑡) = 𝐾0 +𝐾1 cos(2 ⋅ 𝑝𝛼s − 2 ⋅ 2𝜋𝑓s𝑡) + 𝐾2 cos(4 ⋅ 𝑝𝛼𝑠 − 4 ⋅ 2𝜋𝑓s𝑡) (5.27)
From Chapter 4, we know that a ﬂux density harmonic is due to the interaction between a mmf
harmonic and a particular permeance harmonic. When modulating the fundamental ﬂux density
harmonic with the second harmonic of 𝐾sat, one obtains the new component: 𝐾2?̂?δ,f cos(5 ⋅ 𝑝 +
2𝜋 ⋅ 5 ⋅ 𝑓s𝑡. The interaction between this ﬂux density harmonic and the 5th ﬂux density stator
harmonic (due to the interaction between average permeance and 5th mmf harmonic) creates two
forces and in particular the component (0-node, 6𝑓s Hz). Other combinations may be involved
in this particular component, and one should note that it is independent of the slip value.
Table 5.5 lists the main electromagnetic forces extracted from the FE simulation for the
operation point OP1. For comparison purposes, it shows the results when using the complete
Maxwell stress formula 𝜎𝑟(𝐵δ,𝑟, 𝐵δ,𝑡) and the approximated one 𝜎𝑟(𝐵δ,𝑟). The diﬀerence is
very small for the studied case and for the presented harmonic components. Comparison of the
FE and the analytical results (only OP1) shows a good agreement on the forces frequencies and
number of nodes. However, some larger discrepancies arise when comparing the amplitudes. This
is especially the case for the components, (0-node, 15Hz), (0-node, 315Hz), (0-node, 300Hz), etc.
3As seen in Chapter 4, the 5th harmonic rotates in opposite direction as the fundamental wave so the negative
sign while the 7th rotates in the same direction
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Nodes (−) 𝐹 (Hz) 𝜎𝑟(𝐵δ,𝑟, 𝐵δ,𝑡) (N/m2) 𝜎𝑟(𝐵δ,𝑟) (N/m2)
0 0 164 560 172 980
0 −15 922 949
0 −300 201 192
0 −315 395 364
0 −630 204 182
0 −1905 83 0
0 −2105 80 0
0 −2205 432 284
0 −2520 186 127
0 −3115 80 86
0 −3120 128 121
0 −3125 90 93
24 3230 108 108
24 3225 244 227
24 2205 97 0
24 2005 408 347
24 745 103 102
24 730 83 0
24 430 87 88
24 415 93 90
24 130 115 117
24 115 8173 8398
24 100 132 138 134 980
24 85 188 205
24 0 124 128
24 −200 2427 2437
24 −215 92 106
24 −500 133 134
24 −515 131 131
24 −530 83 81
24 −2105 304 160
24 −2405 510 457
24 −2420 203 125
24 −3015 135 136
24 −3020 95 88
Table 5.5: Machine M1, OP1: Calculated radial forces with FE
152
5.3 The electromagnetic radial forces
As seen previously these force components depend on the magnetic state. Although our model
is able to manage the inﬂuence of magnetic saturation on airgap ﬂux density harmonics, its
implementation remains simpliﬁed and leads to inaccuracies especially because of the diﬃculty
to assess correctly 𝐾2. This is one more reason to further develop the BE model and magnetic
network coupling introduced in Chapter 4.
Finally, the electromagnetic calculation results are compared to the mechanical eigen-mode
calculation in order to extract the dangerous components. By considering a certain safety margin
due to uncertainties in the mechanical model and considering only the high amplitude forces,
one can ﬁrst identify the forces (0-node, 300Hz) and (0-node, 300 ⋅ (𝑠 − 1) Hz) as two critical
components.
In order to study the risk of resonance one can compute the vibration response of the stator
structure when applying a 0-node magnetic pressure along the stator inner diameter. Figure
5.28 shows the evolution of the vibration when sweeping the frequency of the exciting magnetic
pressure between 0.95 ⋅ 𝑓0eig Hz and 1.05 ⋅ 𝑓0eig Hz where 𝑓0eig is the previously calculated 0-node
mechanical eigen-frequency.4 In addition we compare the vibration response to the acceptable
vibration limit. Note that such limit is not oﬃcially speciﬁed in the standards; it is here only
assumed according to other existing limits. Considering an uncertainty of 25% for the eigen-
frequencies calculation, the frequency of the component 0-node, 285Hz matches the resonant
frequency of the motor/generator and an excitation of 400N/m2 (assumed from the FE results)
leads to a vibration amplitude of 5.5 µm which is above the standard limits. Although we applied
a safety margin on the calculated eigen-frequency, the excitation components (0-node, 300Hz)
and (0-node, 300(𝑠−1) Hz) should be seriously considered as they will always exist5. The 0-node







where 𝐸 is the modulus of elasticity (N/m2) of the stator core, 𝜌 is the stator iron speciﬁc mass





where 𝑚y,s, 𝑚t,s and 𝑚y,s are respectively the mass of the stator yoke, stator teeth and stator
winding. Consequently one can see that the 0-node eigen-mode will be inﬂuenced by the stator
geometry and it is possible to set its parameters so that the eigen-frequency is far enough from
the excitation frequencies 300Hz or 300 ⋅ (𝑠 − 1) Hz.
An another critical excitation component is (24-node, 730Hz) and (24-node, 745Hz). The
ﬁrst component, (24-node, 730Hz), arises by operation point OP1 and its frequency is changed
in 700Hz by OP2 and 670Hz by operation point OP3. This component is mainly due to the
interaction between the 13th rotor mmf harmonic and the 11th stator mmf harmonic. Indeed
4The curve was obtained from a similar stator geometry from [Car12a]
5In case of a 60Hz machine, one should replace 300 by 360
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Figure 5.28: Vibration response
we have 𝑃𝜈1 = 11𝑝 and 𝑃𝜈2 = 13𝑝 so that 𝑃𝜈2 − 𝑃𝜈1 = 2𝑝 = 12. Furthermore 𝐹𝜈1 = −𝑓s
and 𝐹𝜈2 = (𝑠 + (1 − 𝑠)13𝑝𝑝 )𝑓s so that 𝐹𝜈2 − 𝐹𝜈1 = (𝑠 + (1 − 𝑠)13𝑝𝑝 + 1)𝑓s. When 𝑠 = 0,
𝐹𝜈2−𝐹𝜈1 = 700Hz, when 𝑠 = −0.05 𝐹𝜈2−𝐹𝜈1 = 730Hz and when 𝑠 = 0.05, 𝐹𝜈2−𝐹𝜈1 = 670Hz.
The second component, (24-node, 745Hz), exists by operation point OP1 and its frequency
becomes 655Hz by operation point OP3. Note that the analytical calculation presents much
lower amplitude than the FE simulation. One can show that this component is mainly due to
the interaction between the 17th rotor mmf harmonic, the 19th stator mmf harmonic and the
2nd saturated permeance harmonic. When 𝑠 = −0.05 or 𝑠 = 0.05 the frequency of the force is
equal to 745Hz or 655Hz while it becomes 700Hz when the slip is zero. Considering a safety
margin 25% on the eigen-frequencies calculation, these two components could excite the stator
eigen-mode (24-node 845Hz) but given the low amplitude of the force amplitudes the risk is
very low.
Finally we have seen in this part that there are several components susceptible to excite an
eigen-mode of the stator. It was also demonstrated that changing the slip makes appear addi-
tional components and many of them arise because of the magnetic saturation. This shows the
necessity to predict accurately the stator eigen-frequency in order to eliminate all the irrelevant
components. Fortunately the amplitude of the dangerous components is low so that the risk
of resonance is unlikely. Note that it is necessary to predict the risk of resonance as soon as
possible during the design stage; indeed solutions to ﬁx such problem when the machine is built
are very limited and can be very costly [Ard+13]. One should add that this study could be
extended from steady-state to startup operation for pumping mode. Indeed, during startup,
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several resonances could be reached, although only temporarily as the speed is changing.
In the next part, we deal with fractional slot windings.
5.3.2 Application to a fractional slot winding machine
Fractional slot windings are often used when designing the stator winding of a salient-pole
synchronous machine. In such a winding the number of slots per phase is not an integer multiple
of the number of poles. Consequently the number of slots per pole and phase 𝑞 is a fractional
number 𝑞 = 𝑞1/𝑞2, where 𝑞1 and 𝑞2 are two integer numbers. The interests of using such winding
are several:
• To give more choice to the electrical designer for the number of stator slots which is
particularly relevant when designing slow-speed machine.
• To reduce the slots-ripple harmonics and consequently to improve the stator voltage
shape.6
Consider a winding with 𝑞 = 5/4 slots per pole and phase [TLU12]. Figure 5.29 shows the
distribution of such winding and Figure 5.30 shows the corresponding mmf. In this case, the
minimum repeatable period is equal to 𝑝0 = 2 poles pairs. Furthermore, one can observe the
non-regular variation of the mmf.
When equipping a generator with such winding, one takes the risk to generate unacceptable
vibrations [TLU12; WK60]. These vibrations are mainly due to the existence of parasitic mmf
harmonics linked to the non-regular distribution of the winding. By interacting with other
harmonics, these components can create dangerous force components susceptible to excite an
eigen-frequency of the stator core and frame. As the airgap length of the DFIM is normally
smaller than in the salient-pole synchronous machine, the corresponding force amplitude can
be very high. This part uses the previously developed method to compute the excitation forces
in an existing fractional stator winding DFIM. The results are validated by comparison with
experimental measurements.
I. The studied machine
The studied 12MVA test generator was initially a synchronous generator from which the salient-
pole rotor has been replaced by a wound rotor. Such transformation of a standard synchronous
machine is very interesting for the refurbishment of PSP installations suitable for variable speed
utilization as the stator core might not have to be replaced. The purpose of this project was
to show the reliability and the beneﬁt of using adjustable speed machines. The project was a
success although some diﬃculties arose during the tests because of vibration problems. Table
5.6 gives the characteristics of the machine and Table 5.7 lists the main operation points of the
machine.
6This can be seen in Chapter 6
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Figure 5.29: Example of a fractional slot winding diagram: only one phase q=5/4 𝑌1 = 3 and
𝑌2 = 2
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Figure 5.30: Example of a fractional-slot winding diagram and mmf
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Rated apparent power 𝑆 12 MVA
Rated power factor cos 𝜑 0.90
Rated stator voltage 𝑈s 13.6 kV
Rated grid frequency 𝑓s 50.0 Hz
Synchronous speed 𝑛s 600.0 rpm
Number of poles 2𝑝 10
Stator bore diameter 𝐷b,s 2000 mm
Stator core total length 𝑙s 120 mm
Airgap depth 𝛿g 6 mm
Number of stator winding slots 𝑁z,s 102
Number of rotor winding slots 𝑁z,r 120
Table 5.6: Machine M2: design characteristics
OP 𝑃mec (MW) 𝑈s (V) cos 𝜑 (−) s (%) mode (−)
1 10 13.6 0.9 −15 over-excited
2 10 13.6 0.9 0 over-excited
3 10 13.6 0.9 15 over-excited
Table 5.7: Machine M2: load points characteristics
II. The stator winding
The machine is built with a fractional slot winding on the stator. The corresponding number
of slots per pole and phase is given by: 𝑞𝑠 = 𝑁𝑠/(6𝑝) = 17/5. Figure 5.31 shows the mmf
of one phase of this winding and Figure 5.32 shows the corresponding harmonic content. The
minimal repetitive section 𝑝0 is here equal to ﬁve. One can notice the presence of non-negligible
sub-harmonics i.e. harmonic whose spatial orders are smaller than the fundamental and also
harmonics which are not integer multiple of the fundamental.
III. Identiﬁcation of the parasitic forces
A vibration has been experienced during the operation of the machine. Accelerometers set on
the frame of the machine made it possible to identify a strong 100Hz vibration. In order to
identify its origin one can calculate the radial electromagnetic forces by applying the method
previously described.7
Table 5.8 gives the main results of this study for each operation point. Note that it only
highlights a fraction of the total list, only the highest amplitudes are shown. When crossing
these results with the ones obtained from the mechanical analysis of the stator structure given
by Table 5.9, one can see a potential match between the force component (4-node, 100Hz)
and the mechanical eigen-mode (4-node 94Hz). This component exists for all the operation
7Measurement results are provided in the next part
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Figure 5.31: Stator mmf of the original winding
Figure 5.32: Stator mmf spectrum of the original winding
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Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 232 000
0 −200 19 609
4 −100 25 239
8 100 24 697
20 −100 40 382
20 100 225 200
(a) OP1
Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 233 230
0 −200 19 470
4 −100 27 832
8 100 27 249
20 −100 40 268
20 100 225 340
(b) OP2
Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 244 260
0 −200 20 566
4 −100 32 871
8 100 32 155
20 100 42 790
20 100 234 590
(c) OP3
Table 5.8: Machine M2: Main electromagnetic forces
points with the same frequency but diﬀerent amplitudes. In the next part we demonstrate
why diﬀerent amplitudes vary with the slip. Assuming that this component is mainly due
to the stator winding, one may deﬁne the harmonics 𝜈1 and 𝜈2 so that: 2 ⋅ (𝑃𝜈1 ± 𝑃𝜈2) = 4
and 𝐹𝜈1 ± 𝐹𝜈2 = 100. These conditions are satisﬁed when 𝑃𝜈1 = 5 which is the fundamental
wave and 𝑃𝜈2 = −7 which is a non-integer multiple of the fundamental. Note that these two
harmonics rotate in opposite directions. Other interactions are possible such as between the
harmonic 𝑃𝜈1 = 11 and the harmonic 𝑃𝜈2 = −13 or between the harmonic 𝑃𝜈1 = 17 and the
harmonic 𝑃𝜈2 = 19, however only the ﬁrst combination will create the highest force as it involves




⋅ cos(2 ⋅ 𝛼s + 2𝑓s ⋅ 𝑡) (5.30)
where 𝛩s,5 is the magnetic ﬁeld due to the superposition of the fundamental ﬁeld component
created by the stator and the rotor, 𝛩s,−7 is the already discussed mmf harmonic created by
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Table 5.9: Machine M2: stator eigen-mode characteristics
the stator and 𝛬 = 𝜇0/(𝛿g ⋅ 𝑘c) is the airgap permeance assuming a constant airgap 𝛿g corrected
by the Carter coeﬃcient 𝑘c. Note that the frequency of this component is independent of the
slip contrary to the 300Hz force described in the ﬁrst part of this section.
The same force existed in the original machine but with a diﬀerent amplitude. It was calculated
according to [TLU12] for the same operation point and is around 1350N/m2 which is almost
twenty times less than the amplitude of the force occurring in the DFIM. Three main reasons
explain this diﬀerence. Firstly the minimum airgap length of the synchronous machine is larger:
20mm versus 6mm in the new machine. Secondly the special pole shape of the original salient
pole rotor leads to a decrease of the airgap permeance. Thirdly the rotor of the synchronous
machine was equipped with a damper bar winding placed on the pole shoe of each pole. This
damper winding aims to reduce torque and speed oscillations and more particularly damp the
magnetic ﬁeld harmonics generated by the stator winding.
The amplitude of the force 𝜎syncr,4 in the case of the synchronous machine can be written as
𝜎syncr,4 ≈
𝛬sync?̂?δ,f ⋅ 𝛩s,−7 ⋅ 𝑘D7
2𝜇0
(5.31)
where 𝑘D7 is the damping factor of the 7th stator mmf harmonic due to the damper winding,
𝛬sync = 𝑘p ⋅ 𝜇0/(𝛿sync ⋅ 𝑘c,s) is the airgap permeance corrected by the pole shape factor 𝑘p and
the Carter factor 𝑘c,s because of stator slots. ?̂?δ,f = 𝛬sync𝛩s,5 is the fundamental airgap ﬂux
density.
The amplitude of the force 𝜎asyncr,4 in the case of the asynchronous machine is simply given
by Equation (5.32). Note that both machines are at the same operation point so that the
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a a a a -c -c -c b b b b -a -a -a c c c
-b -b -b -b a a a -c -c -c -c b b b -a -a -a
c c c c -b -b -b a a a a -c -c -c b b b
-a -a -a -a c c c -b -b -b -b a a a -c -c -c
b b b b -a -a -a c c c c -b -b -b a a a
-c -c -c -c b b b -a -a -a -a c c c -b -b -b
Table 5.10: Stator winding original conﬁguration
Finally Equation (5.33) expresses the ratio 𝜎asyncr,4 /𝜎syncr,4 between the parasitic force amplitude in
the new machine and in the old machine.
𝜎asyncr,4
𝜎syncr,4




⋅ 1𝑘D7 ⋅ 𝑘p
(5.33)
Considering 𝑘D7 = 0.1813, 𝑘c,s = 1.077, 𝑘p = 0.83 and 𝑘c = 1.2, one ﬁnds 𝜎asyncr,4 /𝐹 sync4 ≈ 20
which agrees with our previous observation. Note that the original synchronous machine could
operate normally with no major vibration. In the case of the new machine, the high exciting
force led to unacceptable vibrations.
IV. Reduction of the vibration
As shown in the previous part, the stator winding conﬁguration leads to a high exciting electro-
magnetic force and consequently to an unacceptable vibration. A ﬁrst possibility to reduce the
vibration is to shift the eigen-frequency of the stator structure by adding additional mass to the
stator frame. The second possibility consists in ﬁnding an electrical solution. We will discuss
here only the electrical solution, more details about possible mechanical solutions can be found
in [Ard+13].
Last part has shown that the responsible force for the vibration was mainly due to the existence
of parasitic harmonics in the mmf created by the stator winding. As shown in Chapter 4, the
harmonic content of the mmf depends strongly on the winding conﬁguration. When designing a
winding, one has to connect correctly the bars located in the slots so as to obtain a three-phase
balanced system. Several conﬁgurations exist but the one giving the highest winding coeﬃcient
for the fundamental is normally chosen.
Table 5.10 shows the current conﬁguration of the winding. The 102-slot winding has been
splitted into 6 bands covering 17 slots i.e. an angle of 60°. One can observe the change of sign
after three bands i.e ﬁve poles and that the periodicity between each phase is made every two
bands. Furthermore a periodic pattern 4− 3− 4− 3− 3 can be identiﬁed, i.e. one group of four
conductors from the same phase, then one group of three of another phase, then one group of
four of another phase etc.
Assuming that the force is mainly due to the winding harmonic 𝛩s,−7, it is possible to rear-
range the stator winding so that this particular harmonic is reduced but that the fundamental
161
5 Applications to the study of the electromagnetic behavior
-b a a a -c -c -c b b b -a -a -a -a c c c
c -b -b -b a a a -c -c -c b b b b -a -a -a
-a c c c -b -b -b a a a -c -c -c -c b b b
b -a -a -a c c c -b -b -b a a a a -c -c -c
-c b b b -a -a -a c c c -b -b -b -b a a a
a -c -c -c b b b -a -a -a c c c c -b -b -b
Table 5.11: Stator winding new conﬁguration
Figure 5.33: Stator mmf of the modiﬁed winding
amplitude remains at an acceptable level. This reconstruction is done iteratively by applying
an optimization procedure described later in this section. Table 5.11 shows the new obtained
winding. One can observe twelve changes of connections. Note that these changes are done on
each phase so that the winding remains balanced. The new periodic pattern is 3− 3− 3− 4− 4.
Figure 5.33 shows the mmf of one phase of such winding and Figure 5.34 shows the corresponding
harmonic content. When comparing with Figure 5.33, one can observe that the mmf harmonic
𝛩s,−7, has dropped while the fundamental harmonic remained almost unchanged.
Table 5.12 shows the result of the force computation when considering the modiﬁed winding.
The comparison with previous results shows a sharp increase of the component (8-node, 100Hz)
which can be explained by the fact that mmf harmonic 𝛩s,1 gets higher. However one can
also see that the component (4-node 100Hz) has decreased by 80%. The machine winding has
been modiﬁed accordingly and one could measure a decrease of the vibration as shown by this
calculation. In the following we study the behavior of the remaining vibration for diﬀerent
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Figure 5.34: Stator mmf spectrum of the modiﬁed winding
operation conditions and compare with existing measurement data.
V. Eﬀect of slip on the vibration
Figure 5.35 shows the level of vibration measured on the stator frame when operating the
machine in over-excited generator mode in hyper-synchronous mode 𝑠 = −15%, in synchronous
mode 𝑠 = 0% and in hypo-synchronous mode 𝑠 = +15%, while the power factor and apparent
power are constant. The calculated (4-node, 100Hz) force correlates well the tendency of the
measured vibration. As we can see the vibration gets lower when increasing the speed. Indeed
when increasing the speed, the active power going through the stator decreases and with it
the stator current. As seen previously, the force component is mainly due to the interaction
between the fundamental airgap ﬂux density and the 7th mmf harmonic which is proportional
to the stator current, consequently the force decreases.
VI. Eﬀect of the power factor on the vibration
Figure 5.36 shows the evolution of the measured level of vibration under diﬀerent power factors.
In the studied case, the machine is running under synchronous speed in generator under-excited
mode. This means that the machine delivers active power and absorbs reactive power.
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Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 242 110
0 200 18 941
4 100 5108
8 −100 66 419
20 100 39 538
20 −100 231 810
(a) 𝑂𝑃1
Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 242 670
0 200 21 122
4 100 6122
8 −100 72 493
20 100 44 240
20 −100 231 610
(b) 𝑂𝑃2
Nodes (−) 𝐹 (Hz) 𝜎𝑟 (N/m2)
0 0 246 790
0 200 21 648
4 100 7772
8 −100 84 076
20 100 45 878
20 −100 232 800
(c) 𝑂𝑃3
Table 5.12: Machine𝑀2: Main electromagnetic forces for OP1, OP2 and OP3 with new winding
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Figure 5.35: Evolution of vibration velocity 𝑣vib (. ) and force (4-node 100Hz) amplitude 𝐹
(. ) vs slip 𝑠
Figure 5.36: Eﬀect of power factor on the vibration amplitude
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OP 𝑆 (MVA) 𝑈s (V) cos 𝜑 (−) s (%) mode (−)
1 8.6 13.6 1.0 0 under-excited
2 8.6 13.6 0.6 0 under-excited
3 8.6 13.6 0.3 0 under-excited
Table 5.13: Machine M2: Operation points for the FE study
Figure 5.37: Machine M2: 2DFE geometry




cos(2 ⋅ 𝛼s + 2𝑓s ⋅ 𝑡) (5.34)
The fundamental component ?̂?δ,f is essentially proportional to the magnetizing voltage while
the harmonic component 𝛩s,−7 depends on the stator current. The experimentation was done
for a constant apparent power and constant stator voltage so that only the power factor is
varying. In such case 𝛩s,−7 should remain constant and because the machine is running in
under-excited mode the magnetizing voltage and eventually the component ?̂?δ,f should drop
when the power factor goes down. Consequently when decreasing the power factor 𝜎r,4 should
also decrease. However Figure 5.36 exhibits an opposite behaviour. In order to explain this
phenomena, the three operation points deﬁned in Table 5.13 are simulated by carrying out a FE
simulation.
Figure 5.37 shows the 2DFE model used for the simulation. Because of the special stator
winding conﬁguration, one-half of the machine, i.e. ﬁve poles, needs to be modeled.
For each operation point we compute the space and time evolution of the radial airgap ﬂux
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?̂?δ,ν ⋅ cos(𝑃ν𝛼s + 2𝜋𝐹ν𝑡 + 𝐶ν) (5.35)
From last part, we know that the interaction between two ﬂux density harmonics 𝜈1 and 𝜈2 gives
rise to radial forces with 2⋅(𝑃𝜈1±𝑃𝜈2)-nodes and 𝐹𝜈1±𝐹𝜈2 frequency. In the studied case we only
focus on the component (4-node, 100Hz) so that by using the FE simulation results, we track all
the couples of harmonics {𝜈1, 𝜈2} leading to 2 ⋅ (𝑃𝜈1 ± 𝑃𝜈2) = 4 nodes and 𝐹𝜈1 ± 𝐹𝜈2 = 100Hz.
Note that each obtained couple of harmonics is deﬁned by a certain 𝜎r,𝜈1,𝜈2 amplitude and a
certain 𝐶𝜈1,𝜈2 phase shift so that the corresponding force can be represented as a vector.
Figure 5.38 displays the result of such treatment. One can see that several combinations are
involved in the creation of the force. Nevertheless, only three of them appear really signiﬁcant
for the study:
1. The combination between the stator mmf harmonics 𝑃𝜈1 = 1 and 𝑃𝜈2 = 1
2. The combination between the fundamental 𝑃𝜈1 = 5 and the stator mmf harmonics 𝑃𝜈2 = 7
3. The combination between the fundamental 𝑃𝜈1 = 5 and the harmonic 𝑃𝜈2 = 3
While the ﬁrst two combinations are directly linked to the stator fractional slot winding conﬁg-
uration, the third combination involving the third harmonic is due to the eﬀect of the magnetic
saturation as it was shown in Chapter 4.
Table 5.14 details for each operation point the values of the three main components involved
in the force 𝜎r,4, (4-node, 100Hz). The component 𝜎r,5,7 decreases while the power factor goes
down as it was predicted previously while the component 𝜎r,1,1 increases by a factor of 30%.
One can also observe a signiﬁcant variation of the component 𝜎r,3,5. This can be explained by
the fact that when decreasing the power factor in under-excited mode, the machine is getting
less saturated so that the harmonics due to saturation go down and consequently the component
𝜎r,3,5. Finally the vector combination of each component results in an higher force. Note that
such behavior is very diﬃcult to predict analytically as the magnetic saturation seems to play
a key role in the amplitude of the force; for such investigation only a FE simulation makes it
possible to better consider this eﬀect.
OP 𝜎r,4 (N/m2) 𝜎r,5,7 (N/m2) 𝜎r,1,1 (N/m2) 𝜎r,3,5 (N/m2)
1 4100 3888 1060 1600
2 5460 3584 1308 580
3 5585 3448 1364 436
Table 5.14: Characterization of the component 4-nodes, 100Hz
Figure 5.39 compares the measured level of vibration to the calculated electromagnetic force
(4-node, 100Hz) amplitude. One can observe a good correlation between both curves.
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Figure 5.38: Force components 4-nodes, 100Hz, three operation points
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Figure 5.39: Evolution of vibration velocity 𝑣vib (. ) and force 4 nodes 100Hz amplitude 𝐹
(. ) vs. power factor cos 𝜙 (under-excited mode)
5.3.3 Winding optimization
As seen previously the mmf harmonics generated by the windings cause parasitic forces and
in some cases are responsible for vibrations. The amplitude of such harmonics is directly con-
nected to the conﬁguration of the winding. We describe here a simple iteration method able to
rearrange the winding so that a particular parasitic winding harmonic gets reduced keeping the
fundamental harmonic at a high level. We focus only on balanced three-phase and two-layer
windings.
Firstly, consider a winding having 𝑁z slots and 𝑝 pairs of poles. We consider that the coil span
of the winding is known, constant and equal to 𝑌1. Deﬁne a coil as the serial connection between
a top conductor and a bottom conductor as already described in Chapter 4 in Figure 4.1. The
greatest common divider between 𝑁z and 𝑝 gives the number 𝑁F of repeated sections of the
winding [WK60]. Consequently the construction of the winding can be restricted to the study of
one section, knowing that each section is made of 𝑝/𝑁F pairs of poles and 𝑁z,f = 𝑁z,s/𝑁F slots.
The remaining sections are obtained by periodicity. In addition, as only balanced three-phase
windings are considered, the study can be limited to one phase only. The two other phases are
obtained by periodicity of 𝑁z,f/3 and 2 ⋅ 𝑁z,f/3 slots.
Finally the work of the electrical designer is to select 𝑁z,f/3 coils from a section and connect
them so that when supplied with a current, the winding generates a mmf with the correct number
of poles as close as possible to a sinusoid. Several possible conﬁgurations may arise and the one
guaranteeing the maximum fundamental winding coeﬃcient is normally chosen.
In the next we use the concept of the induced voltage diagram to calculate the winding
coeﬃcients of a particular winding.
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Figure 5.40: Induced fundamental voltage phasors
I. Description of the algorithm
Let us consider a winding having 𝑞 = 7 slots per pole and phase and seven pairs of poles. The
corresponding number of slots is 𝑁z = 294 and one can identify seven identical sections made of
one pair of pole and 𝑁z,f = 42 coils. Figure 5.40 (left) shows the fundamental voltage diagram
on which the voltage induced on each coil are represented as phasors. The angle between each
phasor is expressed in electrical degrees.
A phasor is due to the superposition of the induced voltage phasor in a top bar and the
induced voltage phasor in the bottom bar. So that for a particular harmonic 𝜈, the induced
voltage phasor 𝑉 𝑘𝜈 is:
𝑉 𝑘𝜈 = 𝑉top ⋅ 𝑒i⋅𝜈⋅𝑘⋅τ𝑠 − 𝑉bot ⋅ 𝑒i⋅𝜈⋅(𝑘+𝑌1)⋅τ𝑠 (5.36)
where 𝑘 is the index number of the coil. In the next, we consider ∣𝑉top∣ = |𝑉bot| = 1. Furthermore






𝛼𝑘 ⋅ 𝑉 𝑘𝜈 (5.37)
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Figure 5.41: Simple winding: fundamental winding coeﬃcient evolution
The winding coeﬃcient of a particular harmonic can be expressed by Equation (5.39). The





For standard windings, the objective is normally to select 𝑁z,f/3 = 14 phasors and connect
them to obtain the maximum fundamental winding coeﬃcient voltage 𝜉p. This can be done
manually when the number of coils is not high or automatically by using a special algorithm as
we describe here.
Initially the algorithm selects arbitrarily a coil, for example the ﬁrst one. Then it searches,
from the list of non-used coils in the section, for the association with another coil, in one direction
or the other, which gives the highest sum for the fundamental phasor. When the choice is made,
the two other phases and other sections are constructed by periodicity. This ensures that the
winding remains balanced, and it makes it possible to reduce the list of non-used coils in the
section because of circularity of the winding. This process is repeated until 𝑁z,f/3 coils have
been connected together. Figure 5.41 shows the variation of the fundamental winding coeﬃcient
along the winding construction. One can see that it always remains at a high value. Figure 5.40
(right) shows the phasors composition of the resulting fundamental induced voltage.
For more original windings such as the fractional winding, looking for the best fundamental
winding coeﬃcient is also the main objective. In this case, the construction of the winding
is based on the same principles as described previously. However it may also be interesting
171
5 Applications to the study of the electromagnetic behavior
to reduce the winding coeﬃcient of a particular harmonic responsible for parasitic forces for
example. Consequently instead of looking for the maximum fundamental induced voltage, the
algorithm searches for the minimum parasitic induced voltage. Yet, this choice has to be done
so that the fundamental induced voltage remains at an acceptable level. We deﬁne the quantity
Δ𝑉p expressed as:
Δ𝑉p = ∣
𝑉 maxp − 𝑉 𝑘p
𝑉 maxp
∣ (5.40)
where 𝑉 𝑘p is the fundamental induced voltage when selecting the coil 𝑘 in one direction or the
other and 𝑉 maxp is the maximum induced voltage that can be obtained among the available coils
of the section. Consequently, at each step, the algorithm chooses the next phasor so that the
parasitic voltage harmonic decreases and that Δ𝑉p remains under a deﬁned value Δ𝑉 maxp .
In the following, we apply this method to rearrange three fractional windings. Note that in
each case the rearrangements were initially found manually. The developed algorithm conﬁrms
the modiﬁcations and appears to be more eﬃcient as it allows to explore more possibilities than
the manual method.
II. Winding 1: 𝑝 = 5, 𝑁z = 102
As a ﬁrst example, we consider the fractional winding of the last section. As we have ﬁve pairs
of poles and 102 slots, the number of repetitive sections is equal to one. Previously, we identiﬁed
the harmonic 𝑃ν = 7 as the main contributor to the parasitic force. Consequently the algorithm
has to arrange 𝑁z,f/3 = 34 coils per phase so that the harmonic 𝑃ν = 7 decreases, but ensuring
that the fundamental remains at a correct value.
Figure 5.42 shows the result of the algorithm. One can observe the evolution of the winding
coeﬃcient of the fundamental, the parasitic harmonic 𝑃𝜈 = 5 and an additional harmonic
𝑃ν = 1 as a function of the parameter Δ𝑉 maxp . Note that the component 𝑃ν = 1 is only here
for observation and is not part of the optimization.
One can see that among all iterations an optimum winding has been found (circle), i.e. the
fundamental remains at a correct value while the parasitic harmonic is strongly reduced. Note
that the same optimum can be reached several times. It appears that a strong reduction of the
parasitic harmonic 𝑃ν = 7 cannot be done without a strong increase of the harmonic 𝑃ν = 1.
Nevertheless, as we have seen previously, the harmonic 𝑃ν = 7 contributes more to the force
than the harmonic 𝑃ν = 1.
One can notice that the reduction of the fundamental is not decreasing linearly as the param-
eter Δ𝑉 maxp increases. The same comment can be done for the harmonic 𝑃ν = 7. This can be
explained by the fact that at each step, the algorithm selects the local optimum phasor leading
to the smallest winding harmonic but does not pay attention to the choices that will be made
at the next steps. This phenomena can be denounced as the main drawback of the method as
ﬁnally we are not sure to ﬁnd the global optimum. However by setting correctly the variation
range of Δ𝑉 maxp one should cover all possible solutions.
Figures 5.43 and 5.44 show the variations of the fundamental winding coeﬃcient as well as
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Figure 5.42: Iterative optimization results of the winding
the parasitic winding coeﬃcient along the coil connection process. We display the results for
the standard winding and the optimum arrangement leading to the decrease of the harmonic
𝑃ν = 7. One can ﬁrst observe that the fundamental winding coeﬃcient remains always at a
very high value. Furthermore when looking to the parasitic winding harmonic, one can see
that its variations are under control which is not the case when applying the standard winding
construction.
III. Winding 2: 𝑝 = 48, 𝑁z = 684
As a second example, we consider a fractional winding having 48 pairs of poles and 684 slots.
In this case there are 𝑁F = 12 repetitive sections counting four pairs of poles and 𝑁z,f = 57
sections. This winding equips the stator of a salient pole synchronous machine which presented
a problem of vibration due to force component (24-node, 120Hz)[TLU12]. The main contributor
to this force is the winding harmonic 𝑃ν = 60.
Figure 5.45 shows the result of the algorithm. One can see that an optimum is found. It corre-
sponds to a winding pattern equal to [3, 3, 2, 2, 2, 3, 2, 2] while the original was [3, 2, 3, 2, 2, 3, 2, 2]
so that there is only one single permutation. As there are three phases and 12 sections, this new
winding needs at least 36 changes of connection. This solution was implemented on the machine
and one could measure a reduction of the vibration amplitude by 65% as described in [TLU12].
As already mentioned previously and demonstrated by Figures 5.46 and 5.47 one can see that
the optimum solution ensures that the fundamental winding coeﬃcient remains high while the
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Figure 5.43: Iterative optimization results of the winding
Figure 5.44: Iterative optimization results of the winding
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Figure 5.45: Iterative optimization results of the winding
parasitic harmonic is kept low.
IV. Winding 3: 𝑝 = 24, 𝑁z = 396
As a ﬁnal example, we consider a fractional winding having 24 pairs of poles and 396 slots. In this
case there are 𝑁z,f = 12 minimum repetitive sections counting two pairs of poles and 𝑁F = 57
sections. This winding equips the stator of a salient-pole synchronous machine which presented
a problem of vibration due to the force component (24-node, 240Hz). The main contributors of
this force have been identiﬁed to be the winding harmonics 𝑃ν = 84 and 𝑃ν = 132.
Figure 5.48 shows the resulting evolution of the corresponding winding factors as well as the
one of the fundamental along the iterations. A ﬁrst optimum has been found (black circle) lead-
ing to the reduction of the winding harmonic 𝑃ν = 84 by 66% and to the complete suppression
of the harmonic 𝑃ν = 132. However the corresponding force reduction was not enough, only
70%. Consequently the number of repetitive sections have been reduced to 𝑁F = 6 according
to [Fer13] in order to increase the number of possible connections. Therefore a second optimum
appeared (green circle). This makes it possible to reduce the winding harmonic 𝑃ν = 84 by
92% while the harmonic 𝑃ν = 132 is kept at zero and ﬁnally to decrease the excitation force by
95%. One should pay attention to the fact that this solution leads to a higher decrease of the
fundamental harmonic responsible for an increase of the ﬁeld winding current and consequently
of the rotor copper losses. Furthermore it could in other cases create additional exciting forces
components responsible for vibrations.
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Figure 5.46: Iterative optimization results of the winding
Figure 5.47: Iterative optimization results of the winding
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Figure 5.48: Iterative optimization results of the winding
Figures 5.49, 5.50 and 5.51 show the corresponding variation of the fundamental and the two
parasitic harmonics winding coeﬃcients. Again one can see that the developed method enables
a better control of the winding harmonics.
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Figure 5.49: Iterative optimization results of the winding
Figure 5.50: Iterative optimization results of the winding
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Figure 5.51: Iterative optimization results of the winding
5.3.4 Summary
This part studied the problem of the radial electromagnetic forces occurring in the DFIM. An
analytical calculation made it possible to derive such force components and has shown a good
agreement with a two-dimensional ﬁnite element computation. The results of the force calcula-
tion has been crossed with a mechanical analysis of the stator core and frame structure. The
speed dependent component (0-node, 𝑓s ⋅ (6𝑠 + 6)Hz) has been identiﬁed as a potential danger-
ous component. The eﬀect of a fractional stator winding has been investigated. It was shown
through the study of a real example that such particular winding could be the source of dan-
gerous vibrations which can be very high. This is due to the fact that the airgap of the DFIM
is small, and that the harmonics responsible for the force are not damped contrarily to the
conventional synchronous salient-pole machine. Furthermore, depending on the operation i.e.
the speed or the amount of reactive power, the amplitude of the excitation force could change
and consequently increase the level of vibration. However, after identifying the responsible mmf
harmonics such winding can be optimized in order to reduce the amplitude of the exciting force.
This part has shown the importance of considering radial electromagnetic forces as they might
excite an eigen-mode of the stator core and frame mechanical structure. In the next section we
extend the study to the parasitic airgap electromagnetic torques also called dynamic torques.
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5.4 The parasitic dynamic torques
Previous part computed the electromagnetic radial forces and studied the potential risk of exci-
tation of the stator core eigen-frequencies. Following section deals with the problem of parasitic
pulsating electromagnetic torques also called dynamic airgap torques.
First part applies the FE time stepping method described in Chapter 3 in order to simulate
several load-operation points of the machine and to extract for each case the corresponding
electromagnetic torque variation. The obtained results demonstrate that several pulsating elec-
tromagnetic torques components arise in addition to the working constant torque. An additional
calculation based on the harmonic airgap ﬂux density model developed in Chapter 4 makes it
possible to explain the obtained results.
Second part analyzes the impact of such parasitic torques on the shaft line coupling the
machine rotor with the turbine. Indeed these dynamic torques may match with the shaft natural
oscillation frequencies and lead to torsional vibrations of the shaft line. Depending on the severity
of the vibration it can create noise and in extreme cases cracks in the shaft. An equivalent three-
mass model of the shaft line makes it possible to calculate the torsional eigen-mode of the shaft
line and to assess the potential risk of each parasitic electromagnetic torque.
Third part extends the steady-state operation study to the transient operation study and
more particularly the startup of the machine as a motor. During this operation the stator of the
machine is short-circuited and the rotor current is controlled in order to drive the machine from
standstill to the synchronization speed. A regulated FE time stepping simulates this process.
The variations of the electromagnetic torque are computed and analyzed in order to assess the
risk of resonance.
5.4.1 Finite element computation of the electromagnetic torque
I. Finite element study
The electromagnetic torque is computed for three operation points as deﬁned in Table 5.15 by
applying the 2DFE time stepping method developed in Chapter 3. Note that the converter
voltage harmonics are not considered although they can also have an impact on the results. As
we can see the operation points are chosen in order to study the eﬀect of the slip on the harmonic
content and the eﬀect of the excitation mode i.e. over-excited or under-excited which will have
an impact on the saturation state of the magnetic circuit. In all cases the network frequency is
constant and equal to 50Hz.
Figures 5.52 and 5.53 show the variations of the electromagnetic torque for the operation
points OP1 and OP2. One can observe in both cases the presence of strong ripples leading
to a ±1.5% torque undulation. Furthermore a main diﬀerence between OP1 and OP3 is the
existence of a low frequency component. These observations are conﬁrmed by carrying out a
Fourier analysis whose results are reported in Table 5.16. The harmonic content of the torque
for OP1 are similar to the operation points OP2 and OP3. However one can observe a shift
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OP (−) 𝑃mec (MW) 𝑈s (kV) cos 𝜑 (−) 𝑠 (%) mode (−)
1 256 18 0.9 0 over-excited
2 256 18 0.9 −5 under-excited
3 256 18 0.9 −5 over-excited
Table 5.15: Load point characteristics for the electromagnetic torque computation




















Table 5.16: Electromagnetic torque harmonics
in the frequency 300Hz → 315Hz, 600Hz → 630Hz, 2100Hz → 2205Hz... and the presence
of the low frequency component 15Hz in the case of operation points OP2 and OP3. Note
that the amplitude of this component is doubled between the under-excited case OP2 and the
over-excited case OP3. This can be explained by the diﬀerence of the magnetization leading
to diﬀerent airgap harmonics. In order to understand the obtained harmonic content and the
impact of the speed on each harmonic, the airgap ﬂux density model developed in the Chapter
4 is used.
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Figure 5.52: Electromagnetic torque for OP3 𝑠 = 0%
Figure 5.53: Electromagnetic torque for OP1 𝑠 = −5%
182
5.4 The parasitic dynamic torques
II. Analytical study
The electromagnetic torque due to the interaction of the stator and rotor magnetic ﬁeld, consid-
ering a non-saturated magnetic state, can be expressed by Equation (5.41)
𝑇 (𝑡) = ∂𝑊(𝑡)∂𝜃0
(5.41)
where 𝜃0 is the initial phase shift between the stator and rotor magnetic ﬁelds and 𝑊 is the





(𝐵δ,s (𝛼s, 𝑡) + 𝐵δ,r (𝛼s, 𝑡))
2d𝛼s (5.42)
We have seen in Chapter 4 that the stator and the rotor ﬂux density can be expressed as:
𝐵δ,s (𝛼s, 𝑡) = 𝛩s (𝛼s, 𝑡) 𝛬p (𝛼s, 𝑡)
𝐵δ,r (𝛼s, 𝑡) = 𝛩r (𝛼s, 𝑡) 𝛬p (𝛼s, 𝑡)
(5.43)
with:




𝛩s,𝜈s sin (𝑃s,𝜈s𝛼s + 2𝜋𝐹s,𝜈s𝑡)




𝛩r,𝜈r sin (𝑃r,𝜈r𝛼s + 2𝜋𝐹r,𝜈r𝑡 + 𝑃r,𝜈r𝜃0)




̂𝛬p,𝜈p cos (𝑃p,𝜈p𝛼s + 2𝜋𝐹p,𝜈p𝑡 + 𝑃p,𝜈p𝜃0)
(5.44)





(𝛩s +𝛩r)2 𝛬2d𝛼s (5.45)
Noticing that only the rotor mmf and the airgap permeance depends on the initial phase shift
𝜃0, Equation (5.41) becomes:






(𝛩s +𝛩r) 𝛬2p +
∂𝛬p
∂𝜃0
(𝛩s +𝛩r)2 d𝛼s (5.46)
We assume ﬁrst a constant airgap. In this case the airgap permeance is constant and equal to
𝛬p0 and Equation (5.46) can be simpliﬁed in Equation (5.47):


























[𝐼1 (𝑡) + 𝐼2 (𝑡)]
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[sin ((𝑃s,𝜈s + 𝑃r,𝜈r)𝛼s + 2𝜋 (𝐹s,𝜈s + 𝐹r,𝜈r) 𝑡 + 𝑃r,𝜈r𝜃0)+
sin ((𝑃s,𝜈s − 𝑃r,𝜈r)𝛼s + 2𝜋 (𝐹s,𝜈s − 𝐹r,𝜈r) 𝑡 − 𝑃r,𝜈r𝜃0)] (5.47)












[sin (2𝑃r,𝜈r𝛼s + 2𝜋 ⋅ 2𝐹r,𝜈r ⋅ 𝑡 + 2𝑃r,𝜈r𝜃0)]
The integral 𝐼2 is always zero while the integral 𝐼1 is non null if 𝑃s,𝜈s+𝑃r,𝜈r = 0 or 𝑃s,𝜈s−𝑃r,𝜈r =
0. Only the second condition is possible and in this case the harmonics 𝜈s and 𝜈r create a
pulsating torque with a frequency 𝑓Γ equal to 𝐹s,𝜈s −𝐹r,𝜈r . Using the results of Chapter 4 the
torque frequency 𝑓Γ is equal to:
𝑓Γ = 𝐹s,𝜈s − 𝐹r,𝜈r = (1 − (𝑠 + (1 − 𝑠)
𝑃r,𝜈r
𝑝 )𝑓s (5.48)
As an example, let us consider the fundamental harmonics of the stator and the rotor so that
𝑃s,𝜈s = 𝑝 and 𝑃r,𝜈r = 𝑝. The condition of existence of the torque is met and the resulting
torque frequency is equal to 𝑓Γ = (1 − (𝑠 + (1 − 𝑠))) 𝑓s = 0 which agrees with the theory. Note
that the amplitude of the torque will also depend on the angle 𝜃0 i.e. on the phase shift between
both magnetic ﬁelds. More generally two magnetic ﬁeld waves can create a constant torque only
if they have the same spatial order and if they rotate synchronously. In the studied case, as seen
previously, in addition to the constant torque many pulsating components arise. We explain in
the following the presence of each component.
I. The components 300Hz and 600Hz
The component 300Hz is mainly due to the interaction between the 5th or 7th stator harmonic
and the 5th or 7th rotor harmonic. The corresponding frequency 𝑓Γ,5 or 𝑓Γ,7 is obtained by
Equation (5.49). When the slip is equal to zero, and considering 𝑓s = 50Hz one can ﬁnd the
300Hz component. When the slip is diﬀerent from zero, one can observe the shift in frequency.
𝑓Γ,5 = (1 − (𝑠 + (1 − 𝑠)
−5𝑝
𝑝 ))𝑓s = (6 − 6𝑠) 𝑓s
𝑓Γ,7 = (1 − (𝑠 + (1 − 𝑠)
7𝑝
𝑝 ))𝑓s = (6𝑠 − 6) 𝑓s
(5.49)
The same process can be applied to ﬁnd the 600Hz component and its dependence on the slip
but this time by considering the 11th and 13th stator and rotor winding harmonics.
𝑓Γ,11 = (1 − (𝑠 + (1 − 𝑠)
−11𝑝
𝑝 ))𝑓s = 2 (6 − 6𝑠) 𝑓s
𝑓Γ,13 = (1 − (𝑠 + (1 − 𝑠)
13𝑝
𝑝 ))𝑓s = 2 (6𝑠 − 6) 𝑓s
(5.50)
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II. The components 2100Hz and 2400Hz
Until now we assumed a constant airgap permeance. However as seen in Chapter 4 the airgap
permeance is modiﬁed because of the interaction between the stator and rotor slots. The previous
method can be extended to consider the additional harmonics of the permeance.
Let us consider the interaction between a stator mmf harmonic 𝛩s,𝜈s with an airgap perme-
ance harmonic 𝛬p,𝜈p1 and the interaction between a rotor mmf harmonic 𝛩r,𝜈r with an airgappermeance harmonic 𝛬p,𝜈p2 . By using the notation of Section 5.2 we have:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [𝑃s,𝜈s , 𝐹s,𝜈s ]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [𝑃p,𝜈p,1 , 𝐹p,𝜈p,1 ]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [𝑃r,𝜈r , 𝐹r,𝜈r ]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [𝑃p,𝜈p,2 , 𝐹p,𝜈p,2 ]
(5.51)
The corresponding airgap ﬂux density waves are deﬁned as:
𝐵𝜈s,𝜈p1 = ?̂?s,𝜈s
̂𝛬p,𝜈p1 ⋅ [𝑃s,𝜈s ± 𝑃p,𝜈p,1 , 𝐹s,𝜈s ± 𝐹p,𝜈p,1 ]
𝐵𝜈r,𝜈p2 = ?̂?r,𝜈r
̂𝛬p,𝜈p2 ⋅ [𝑃r,𝜈r ± 𝑃p,𝜈p,2 , 𝐹r,𝜈r ± 𝐹p,𝜈p,2 ]
(5.52)
The interaction of these two waves will create a torque if 𝑃s,𝜈s ± 𝑃p,𝜈p,1 ± 𝑃r,𝜈r ± 𝑃p,𝜈p,2 = 0.
Considering the diﬀerent winding harmonics and main airgap permeance harmonics, one can
ﬁnd that the 2100Hz component is mainly due to a ﬁrst group of waves deﬁned as:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [−5𝑝, 1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [0, 0]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [𝑝, +1]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [−6(𝑞s − 𝑞r)𝑝, 6𝑞r(1 − 𝑠)]
(5.53)
and a second group of waves deﬁned as:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [7𝑝,+1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [0, 0]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [𝑝, +1]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [−6(𝑞s − 𝑞r)𝑝, 6𝑞r(1 − 𝑠)]
(5.54)
Note that the fundamental wave 𝛩1 is here involved in the creation of the torque which will
lead to an high amplitude. In the studied case 𝑞s − 𝑞r = 1 so that in the ﬁrst case we have:
𝑃s,𝜈s ± 𝑃p,𝜈p,1 − 𝑃r,𝜈r − 𝑃p,𝜈p,2 = −5𝑝 ± 0 − 𝑝 + 6𝑝 = 0 (5.55)
and in the second case:
𝑃s,𝜈s ± 𝑃p,𝜈p,1 − 𝑃r,𝜈r + 𝑃p,𝜈p,2 = 7𝑝 ± 0 − 𝑝 − 6𝑝 = 0 (5.56)
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The corresponding frequencies are for both cases:
𝑓Γ1 = (𝐹s,𝜈s ± 𝐹p,𝜈p,1 − 𝐹r,𝜈r − 𝐹p,𝜈p,2) ⋅ 𝑓s = (+1 ± 0 − 1 − 6𝑞r(1 − 𝑠)) ⋅ 𝑓s = −6𝑞r(1 − 𝑠)𝑓s
𝑓Γ2 = (𝐹s,𝜈s ± 𝐹p,𝜈p,1 − 𝐹r,𝜈r + 𝐹p,𝜈p,2) ⋅ 𝑓s = (+1 ± 0 − 1 + 6𝑞r(1 − 𝑠)) ⋅ 𝑓s = +6𝑞r(1 − 𝑠)𝑓s
(5.57)
In the studied case, 𝑞r = 7, and if the slip is zero we obtain 𝑓Γ1 = 2100Hz and 𝑓Γ2 = −2100Hz.
When the slip is diﬀerent from zero, one can observe the shift in frequency. Regarding the
component 2400Hz, one can ﬁnd a ﬁrst group of waves deﬁned as:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [𝑝, +1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [0, 0]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [−5𝑝, (𝑠 − 5(1 − 𝑠))]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [6(𝑞s − 𝑞r)𝑝,−6𝑞r(1 − 𝑠)]
(5.58)
and a second group of waves deﬁned as:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [𝑝, +1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [0, 0]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [7𝑝, (𝑠 + 7(1 − 𝑠))]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [6(𝑞s − 𝑞r)𝑝,−6𝑞r(1 − 𝑠)]
(5.59)
Here 𝑞s − 𝑞r = 1 so that in the ﬁrst case we have:
𝑃s,𝜈s ± 𝑃p,𝜈p,1 − 𝑃r,𝜈r − 𝑃p,𝜈p,2 = 𝑝 ± 0 + 5𝑝 − 6𝑝 = 0 (5.60)
and in the second case:
𝑃s,𝜈s ± 𝑃p,𝜈p,1 − 𝑃r,𝜈r + 𝑃p,𝜈p,2 = 𝑝 ± 0 − 7𝑝 + 6𝑝 = 0 (5.61)
The corresponding frequencies are:
𝑓Γ1 = (𝐹s,𝜈s ± 𝐹p,𝜈p,1 − 𝐹r,𝜈r + 𝐹p,𝜈p,2) ⋅ 𝑓s = (+1 − (𝑠 − 5(1 − 𝑠)) + 6𝑞r(1 − 𝑠)) ⋅ 𝑓s
𝑓Γ2 = (𝐹s,𝜈s ± 𝐹p,𝜈p,1 − 𝐹r,𝜈r − 𝐹p,𝜈p,2) ⋅ 𝑓s = (+1 − (𝑠 + 7(1 − 𝑠)) − 6𝑞r(1 − 𝑠)) ⋅ 𝑓s
(5.62)
As 𝑞r = 7 and if the slip is zero, 𝑓Γ1 = 2400Hz and 𝑓Γ2 = −2400Hz. When the slip is
diﬀerent form zero, one can observe the shift in frequency. Note that many other combinations
can be found involving for example the slot harmonics of the rotor mmf or the stator mmf. Note
also that the harmonic due to magnetic saturation will also create new harmonics as it is shown
hereafter for the component 15Hz.
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III. The component 15Hz
Until now the additional permeance harmonics due to the saturation were not considered. We
neglect here the eﬀect of the slots so that the airgap permeance is only modulated by the eﬀect
of the saturation so that by only considering the ﬁrst two harmonics:




𝛬𝑛 ⋅ cos (2𝑛𝑝𝛼 + 2𝑛 ⋅ 2𝜋𝑓s ⋅ 𝑡) (5.63)
Considering the ﬁrst winding harmonics and these additional saturated airgap harmonics, we
ﬁnd that the 15Hz component is mainly due the following group of waves:
𝛩s,𝜈s = ?̂?s,𝜈s ⋅ [𝑝,+1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [0, 0]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [−5𝑝, (𝑠 − 5(1 − 𝑠))]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [4𝑝, 4]
(5.64)
𝛩𝜈𝑠 = ?̂?s,𝜈s ⋅ [𝑝, +1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [2𝑝, 2]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [−5𝑝, (𝑠 − 5(1 − 𝑠))]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [2𝑝, 2]
(5.65)
𝛩𝜈𝑠 = ?̂?s,𝜈s ⋅ [𝑝, +1]
𝛬p,𝜈p1 =
̂𝛬p,𝜈p1 ⋅ [2𝑝, 2]
𝛩r,𝜈r = ?̂?r,𝜈r ⋅ [7𝑝, (𝑠 + 7(1 − 𝑠))]
𝛬p,𝜈p2 =
̂𝛬p,𝜈p2 ⋅ [4𝑝, 4]
(5.66)
The corresponding frequencies are:
𝑓Γ1 = (1 ± 0 + (𝑠 − 5(1 − 𝑠)) + 4) ⋅ 𝑓s = 6𝑠𝑓s
𝑓Γ2 = (1 + 2 + (𝑠 − 5(1 − 𝑠)) + 2) ⋅ 𝑓s = 6𝑠𝑓s
𝑓Γ3 = (1 + 2 − (𝑠 + 7(1 − 𝑠)) + 4) ⋅ 𝑓s = 6𝑠𝑓s
(5.67)
When the slip is zero, the frequency equals zero and these torques superimpose with the working
constant torque. When the slip is diﬀerent from zero, a low frequency 6𝑠𝑓s torque appears as
observed previously. Note that these torques only exist because of the saturation of the stator
and rotor magnetic core.
This part studied the harmonic content of the electromagnetic torque during load operation.
Changing the slip results in frequency shift of the harmonics, but also in the apparition of a
low frequency harmonic. The corresponding harmonic amplitude is linked directly to the state
of saturation as it was shown when comparing over-excited and under-excited mode. Parasitic
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Figure 5.54: Shaft line as a three masses model
torques do not take part in power generation but might be responsible for vibrations of the
shaft line coupling the alternator to the turbine. Consequently a modal analysis of the shaft line
needs to be performed in order to assess this potential risk. This is the object of the next part.
5.4.2 Shaft line modal analysis
I. Three-mass spring model
The shaft line of an hydro-motor/generator unit consists in the following main components:
• The motor/generator rotor
• The ﬂy wheel
• The turbine
Such system can be modeled as a three-mass oscillator as shown in Figure 5.54 where G, FW,
T represent the generator rotor, the ﬂy wheel and the turbine while 𝜃1, 𝜃2, 𝜃3 are the corre-
sponding angular positions. The coupling between each mass is deﬁned by springs and dampers
characterized by a certain stiﬀness 𝑘 and a damping coeﬃcient 𝑐. Furthermore the excitation
due to the airgap electromagnetic torque and the turbine torque are applied by external forces
𝛤1 and 𝛤2.
By applying the Newton’s laws of motion, we describe such system by Equation (5.68) where
𝜃 is the vector of angular positions, 𝑴 is the mass matrix, 𝑪 is the damping matrix and 𝑲 is
the stiﬀness matrix. The diﬀerent matrix coeﬃcients of the mass matrix 𝑴 and the stiﬀness
matrix 𝑲 are obtained by considering the whole structure of the shaft line and by carrying out
FE computations [Paj12].
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Quantity Value
𝑚1 (kgm2) 1.1 ⋅ 106
𝑚2 (kgm2) 6.5 ⋅ 104
𝑚3 (kgm2) 6.6 ⋅ 104
𝑘1 (Nm/rad) 1.14 ⋅ 109
𝑘2 (Nm/rad) 1.10 ⋅ 109
Table 5.17: Inertia and stiﬀness coeﬃcients
















II. Eigen-frequencies and harmonic response
The eigen-mode and corresponding frequencies are obtained by computing the eigen-values and
eigen-vectors of the system matrix 𝑨 =𝑴−1 ⋅𝑲. For simpliﬁcation reasons the damping matrix
is not considered as it will not have a big impact on the eigen-frequencies. Table 5.17 gives the
value of the mass and stiﬀness coeﬃcients used for the calculation.
For each eigen-frequency we calculate three eigen-vectors. Figure 5.55 shows the three corre-
sponding eigen-frequencies and mode shapes.
The ﬁrst eigen-mode 𝑓eig,1 = 0Hz corresponds to the rotation of the shaft. One can see that
the three eigen-vectors have the same amplitude and have the same phase shift. The second
eigen-mode 𝑓eig,2 = 13.5Hz and third eigen-mode 𝑓eig,3 = 33.7Hz are the most relevant ones as
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all vectors do not have any more the same phase. This corresponds to a torsion of the shaft.
We study now the harmonic response of the system to a forced excitation with a certain
frequency 𝑓 = 𝜔/(2𝜋). Equation (5.68) is solved by deﬁning the complex solutions 𝜃1 = 𝜃1 ⋅
exp(i𝜔𝑡), 𝜃2 = 𝜃2 ⋅ exp(i𝜔𝑡) and 𝜃3 = 𝜃3 ⋅ exp(i𝜔𝑡). The harmonic excitations are deﬁned so that
𝛤1 = ̂𝛤1 ⋅ exp(i𝜔𝑡) and 𝛤2 = 0. Finally Equation (5.68) becomes:
(−𝜔2 ⋅ 𝑴 − i ⋅ 𝜔 ⋅ 𝑪 −𝑲) ⋅ 𝜃 = 𝛤 (5.71)
For each pulsation 𝜔 = 2𝜋𝑓 , Equation (5.71) is solved. The torsion torque acting between the
generator and the ﬂy wheel 𝛤t1 and between the ﬂy wheel and the turbine 𝛤t2 are extracted
according to Equation (5.72):
𝛤t1 = 𝑘1 ⋅ (𝜃1 − 𝜃2)
𝛤t1 = 𝑘2 ⋅ (𝜃2 − 𝜃3)
(5.72)
Note that the coeﬃcients of the damping matrix 𝑪 are deﬁned so that to have a damping equal
to 1% of the critical damping as it is normally the case for such structure.
Figure 5.56 shows the obtained response of the relative angular position of the generator G
of the ﬂywheel FW and of the turbine T. Figure 5.57 shows the corresponding variation of the
torsion torque 𝛤t1 and 𝛤t2 scaled relatively to the amplitude of the excitation torque.
One can observe that the angular response of the system is very low and this is mainly due
to the consideration of the damping. However one can observe a certain ampliﬁcation of the
torsion torque at the resonance frequencies. The current mass model does not make it possible
to consider the impact of the high frequency torques i.e. above 300Hz, however these torques
have normally no impact on such high inertia system. On the contrary the electromagnetic
torque component with the low frequency 𝑓 = 6 ⋅ 𝑠𝑓s appears critical. Indeed when the slip is
equal to ±4.5%, the torque frequency is 𝑓Γ = 13.5Hz which corresponds exactly to the second
mode shape eigen-frequency. In the last section for a slip equals to 5%, we found this particular
low frequency torque component equal to 𝛤 = (0.18/100) ⋅ 4.65 ⋅ 106 = 8 4 kNm. Assuming
that the amplitude of this torque does not change between a slip of 5% and a slip of 4.5%
and using the results of the harmonic response, one can predict the value of the torsion torque:
𝛤t1 = 3.2 ⋅ 𝑇 = 27 kNm and 𝛤t2 = 42 kNm. One should also pay attention to the fact that
although these torques are relatively small compared to the working torque of the machine, that
are not due to a temporary perturbation of the machine but may permanently exist as long
as the machine is operating at this particular slip. Of course the answer of the shaft line will
directly depend on the damping of the system and a more extensive mechanical study is therefore
needed in order to better assess this parameter. In the extreme case, in order to guarantee a safe
operation of the machine and the time length of the shaft line, the operation at this particular
slip might have to be excluded or at least limited. The third mode shape is matched when the
slip is equal to ±11%m. However given Figure 5.57 the torsion torque response will be very
small.
Until now only the steady-state operation of the machine has been studied, in the next part
we investigate the content of the electromagnetic torque during the startup. Indeed during this
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Figure 5.56: Shaft line: angular position response
phase, as the speed is varying, the harmonic content of the torque will dynamically change and
goes along the resonance frequencies of the shaft line.
5.4.3 Study of the start up
In order to operate as a pump i.e as a motor, the DFIM has to be started without the help of
the turbine. The machine is initially at stand-still and the stator terminal is disconnected from
the network. The startup process is made of three main phases:
• The speed rise during which the stator terminal is short-circuited and the rotor winding
currents are controlled to create the electromagnetic torque so that the machine reaches
the synchronization speed.
• The synchronization during which the stator terminal is opened and the rotor winding
currents are controlled so that the stator induced voltage matches exactly the network
voltage.
• The connection to the network during which the stator terminal is connected to the net-
work. After this phase, the machine is ready to operate as motor.
This part simulates only the ﬁrst step of the motor startup. The startup regulation process
described by [Pan10] is implemented as a Python program in the FE software Flux2d by using the
same process described in Chapter 3. Such simulation makes it possible to determine accurately
the starting time of the machine but also to extract the variation of the electromagnetic torque.
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Figure 5.57: Shaft line: torsion torque response
Figures 5.58 and 5.59 show the evolution of the rotor and stator currents during the ﬁst instants
of the startup. One can observe the change in frequency in the rotor currents directly linked to
the mechanical speed while the stator currents frequency is equal to the slip frequency. Figure
5.60 shows the evolution of the mechanical speed. Figure 5.61 shows the evolution of the
electromagnetic torque and more particularly the presence of oscillations.
When analyzing the ﬁrst instants of the startup one can observe some ripples on the elec-
tromagnetic torque as shown in Figure 5.62. Note that the frequency of these oscillations is
changing while the motor is speeding up. These oscillations are mainly due to the interaction
between the stator and rotor winding mmf harmonics. By performing a short-time Fourier anal-
ysis, one can extract the harmonic content of these oscillations and more particularly show that
the frequency of these oscillations go through the eigen-frequencies of the shaft line. However
these oscillations have very small amplitudes (about 0.01 p.u.) and appear only during a short
time period. In the rest of the startup phase i.e. from 4 s emerge other oscillations but with
much higher frequencies and low amplitude. Consequently they will not perturb the shaft line
behavior. Note that the additional rotor current harmonics, due to the converter, which will
lead to additional parasitic torques are not considered in this simulation. However by combining
the simpliﬁed model of the converter shown in Section 5.2 and this regulation methodology, one
could include its eﬀect.
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Figure 5.58: Startup: Rotor current
Figure 5.59: Startup: Stator current
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Figure 5.60: Startup: Mechanical speed
Figure 5.61: Startup: Electromagnetic torque
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Figure 5.62: Startup: Electromagnetic torque (ﬁrst instants)
5.4.4 Summary
This part studied the electromagnetic torque evolution during various load conditions. A Fourier
decomposition has shown a rich harmonic content and in particular a low frequency component
susceptible to excite a torsional eigen-mode of the shaft line. An analytical development has
given the relation between this parasitic component frequency and the working mechanical speed,
and demonstrated that it mainly appears due to the magnetic saturation and when the speed
is diﬀerent from the synchronous speed.
An equivalent three-mass model of the shaft line made it possible to study the consequences
of this component on the shaft line behavior and by assuming a certain mechanical damping has
shown that the risk of resonance was low. However such a torsional stress in these conditions
can be damageable and lead to a life time reduction of the shaft line, that is why for safety
reasons certain mechanical speeds might have to be excluded.
As the dynamic electromagnetic torque frequency content is directly linked to the working
mechanical speed, it is natural to study the startup operation of the machine as a motor. A
regulated FE based on the methodology developed in Chapter 3 has been carrying out. The
electromagnetic torque obtained from the FE simulation has been analyzed and we could show
that the risk of resonance was low. All computations were done without considering the har-
monics emitted by the VSI converter. This could be checked by using the simpliﬁed converter
model used previously for the stator voltage harmonic calculations.
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5.5 The iron losses in stator and rotor core
Power losses quantiﬁcation is a relevant element to consider during the design of an electrical
machine since it impacts on the design, on the cooling and ﬁnally on the eﬃciency of the machine.
The eﬃciency of actual hydro-alternators is today about 98% which is very high but it is clear
that 2% of losses on a 300MVA machine which gives 6MVA is not negligible. Underestimating
power losses may lead to the impossibility to exploit the machine under its nominal load. This
results in an economic loss for the power plant owner and high cost penalties for the provider of
the machine. Following section deals with the power losses, also called iron losses, computation
in the stator and rotor core iron sheets of the DFIM.
5.5.1 State of the art
The iron losses computation has since long been studied by electrical engineers. Traxler-Samek
[TA09] proposes an analytical approach to compute the iron losses in a hydro generator. The
results are validated by using a statistic approach on more than thirty hydro-generators. De-
pending on the analyzed region, teeth or yoke, the uni-directional or elliptical behavior of the
magnetic ﬁeld is taken into account. Ranlöf [Ran+09] compares diﬀerent frequency and time
dependent models for iron losses computation, including or not the eﬀect of rotational ﬁelds
and compares the results to measurements carried out on twelve hydro-generators. Gautreau
[Gau05] proposes a model taking into account the dynamic magnetic behavior of the materials.
The method consists in fully characterizing a magnetic material at several levels of magnetic
excitation 𝐵 and at diﬀerent rates d𝐵/d𝑡 to ﬁnally obtain the response surface 𝐻(𝐵, d𝐵/d𝑡).
The model is then used to extract, from a 2DFE computation, the magnetic ﬁeld strength 𝐻
from the local variation of the ﬂux density and to derive from it the corresponding power losses
𝑃 = ∫𝐻 ⋅ d𝐵. This makes it possible to better consider the impact of ﬂux density harmonics
which can lead to the so-called minor loops and consequently extra losses. In a DFIM iron
losses are expected to be higher as for a same-size conventional synchronous machine. This is
mainly due to the fact that except at synchronous operation, the magnetic ﬁeld is not ﬁxed
regarding the rotor which leads to non-negligible losses in the rotor iron sheets. It is even more
relevant that for mechanical reasons the rotor core is made of high mechanical strength material
which leads to a lower material magnetic quality. Furthermore as described in Chapter 4, the
stator and rotor winding conﬁgurations lead to airgap harmonics rotating at various frequencies
leading to additional power losses.
First part describes the model used for the computation of iron losses. It stands mainly on the
Bertotti [Ber88] model splitting the losses between hysteresis, eddy-current and excess losses but
also consider additional eﬀects such as non-sinusoidal unidirectional or bidirectional magnetic
ﬂux excitations.
Second part computes analytically the ﬂux densities in the stator and rotor teeth and yoke.
Third part applies the developed iron losses model to compute the corresponding losses in the
stator and rotor core and compares the results to the ones obtained from a 2DFE computation.
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5.5.2 Analytical model for iron losses computation
I. Decomposition of losses
The iron losses in a magnetic material considering an unidirectional ﬂux excitation are generally
splitted into three parts:
• Hysteresis losses: they depend on the Weiss domain structure of the material and are
proportional to 𝑓 .
• Classical: they are due to eddy-current losses in the material and proportional to 𝑓2. They
are called eddy-current losses in the following.
• Excess losses: they are proportional to 𝑓1.5 and are due to eddy-current losses because of
the movements in the Weiss domains structure.
Given this deﬁnition, the average density of iron losses d𝑝i over one electrical period is generally
obtained by the formula:
















where 𝑘h, 𝑘c, 𝑘e are respectively hysteresis, eddy-current and excess coeﬃcients whereas ?̂? is the
maximum ﬂux density over one period. Usually the Steinmetz coeﬃcient 𝛼, also called hysteresis
coeﬃcient, depends on the level of saturation and varies between 1.5 and 2.5. In steady state
and considering a sinusoidal ﬂux density Equation (5.73) can be rewritten as:
d𝑝i(?̂?, 𝑓) = 𝑘h𝑓?̂?𝛼 + 𝑘′c𝑓2?̂?2 + 𝑘′e𝑓1.5?̂?1.5 (5.74)











⋅ sinh(𝛿/𝑑𝐸) − sin(𝛿/𝑑𝐸)cosh(𝛿/𝑑𝐸) − cos(𝛿/𝑑𝐸)
(5.76)
where 𝜌 is the iron sheet speciﬁc weight, 𝜅 is the iron sheet electrical conductivity, 𝛿 is the
iron sheet thickness, 𝑑𝐸 = √2/𝜔𝜇𝜅 is the depth of penetration, and 𝜔 = 2𝜋𝑓 is the excitation
frequency. Figure 5.63 shows a sinusoidal variation of the ﬂux density and Figure 5.64 shows the
corresponding hysteresis cycles 𝐵(𝐻) measured on an Epstein frame for typical stator and rotor
materials used in a DFIM. One can notice the much larger area of the rotor material compared
to the stator material which leads, at 50Hz, to four times larger power losses.
Figure 5.65 shows the evolution of the losses, in the stator material (M250-50A), considering
a sinusoidal excitation at 50Hz and for diﬀerent levels of magnetization. The measurement was
done for the rolling and transverse directions.
In the following, for simpliﬁcation reasons we consider the losses between losses in rolling and
transverse directions. The coeﬃcients 𝑘h, 𝑘e and 𝛼 are computed from measurement power
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Figure 5.63: Sinusoidal ﬂux density excitation
Figure 5.64: Hysteresis cycles at 50Hz of typical stator and rotor materials with sinusoidal exci-
tation
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Figure 5.65: Measured losses at 50Hz for the material 𝑀250 − 50𝐴
losses data and from the analytical model given by Equation (5.74) by using an identiﬁcation
procedure based on the least mean squared method. Figure 5.66 compares the model results to
the measurements and shows a good agreement. Figure 5.67 shows the evolution of the hysteresis
coeﬃcient 𝛼 for the stator material.
II. Impact of a non-sinusoidal ﬂux excitation
Until now only a pure sinusoidal ﬂux excitation has been considered. However the ﬂux density
is scarcely sinusoidal and is distorted because of winding mmf harmonics, magnetic saturation
harmonics, teeth harmonics or current harmonics as it was demonstrated in Chapter 4. Figure
5.68 shows the evolution of the ﬂux density considering the superimposition of two components:
a fundamental wave (1.44T, 50Hz) and an high-frequency harmonic (0.08T, 1750Hz). Such ex-
citation might exist especially in the stator or the rotor teeth because of slots ripples harmonics.
Figure 5.69 shows the measured hysteresis cycle 𝐵(𝐻) on an Epstein frame corresponding to
this particular excitation. One can observe the presence of several small cycles also called minor
loops in addition to the main fundamental hysteresis cycle. The corresponding measured losses
are equal to 5.7W/kg which is more than twice higher than the losses corresponding to the
purely sinusoidal case. Minor loops can be considered as small hysteresis cycles occurring each
time when the derivative of the ﬂux excitation reverses. Figure 5.70 shows the identiﬁcation
of reversals. Until now only a pure sinusoidal ﬂux excitation has been considered. However
the ﬂux density is scarcely sinusoidal and is distorted because of winding mmf harmonics, mag-
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Figure 5.66: Measurement and model comparison for the material M250-50A at 50Hz
Figure 5.67: Evolution of exponential coeﬃcient 𝛼 for the material M250-50A
200
5.5 The iron losses in stator and rotor core
Figure 5.68: Non-sinusoidal ﬂux excitation
netic saturation harmonics, teeth harmonics or current harmonics as it was demonstrated in
Chapter 4. Figure 5.68 shows the evolution of the ﬂux density considering the superimposi-
tion of two components: a fundamental wave (1.44T, 50Hz) and an high-frequency harmonic
(0.08T, 1750Hz). Such excitation might exist especially in the stator or the rotor teeth because
of slots ripples harmonics. Figure 5.69 shows the measured hysteresis cycle 𝐵(𝐻) on an Epstein
frame corresponding to this particular excitation. One can observe the presence of several small
cycles also called minor loops in addition to the main fundamental hysteresis cycle. The corre-
sponding measured losses are equal to 5.7W/kg which is more than twice higher than the losses
corresponding to the purely sinusoidal case. Minor loops can be considered as small hysteresis
cycles occurring each time when the derivative of the ﬂux excitation reverses. Figure 5.70 shows
the identiﬁcation of reversals.
a) Eﬀect on hysteresis losses So as to take into account the impact of existing minor loops
on the losses, the hysteresis losses d𝑃ℎ are modiﬁed as given by Equation (5.77):











where 𝑓 is the frequency of the main cycle, ?̂? is the maximum of the ﬂux density over one period,
𝑁l is the number of minor loops and Δ𝐵𝑖 is the amplitude between two consecutive reversals.
Note that the ﬂux density wave forms present in our machine remain easy to analyze. Only
the teeth harmonics (stator or rotor) and in some cases the third harmonic are high enough
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Figure 5.69: Eﬀect of non-sinusoidal ﬂux excitation
Figure 5.70: Identiﬁcation of reversals
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Table 5.18: Applied signals characteristics
Signal Measure d𝑝i (W/kg) Computation d𝑝i (W/kg) Error (%)
𝑆1 2.17 2.22 2.35
𝑆2 3.14 3.16 0.72
𝑆3 5.61 5.18 -7.53
𝑆4 6.08 5.80 -4.59
Table 5.19: Comparison between measured losses and calculated losses
to create reversals. The treatment would become more diﬃcult when several harmonics would
cause minor loops. In such case, a signal processing becomes necessary in order to identify step
by steps all the sources of minor loops.
b) Eﬀect on eddy-current losses The consideration of additional harmonics on the eddy-





𝑘′c ⋅ 𝐹ν2 ⋅ 𝐵𝜈2 (5.78)
Note here that the 𝑘′e depends on the frequency 𝐹ν and the magnetic permeability 𝜇. For
simpliﬁcations reasons, we use ?̂? to determine 𝜇.










As a test of the model, several signals are simulated on an Epstein frame and for the material
M250-50A. Each signal consists in the superposition of two harmonics, the fundamental harmonic
(𝐵1, 50Hz) and a high frequency harmonic (𝐵35, 1750Hz) which is equivalent to a typical slot
ripple frequency. Table 5.18 gives for each signal the amplitude of both harmonics. Table 5.19
compares for each signal the measured and the computed losses value. For the calculation, the
variation of the coeﬃcient 𝛼 are shown in Figure 5.67 while 𝑘h = 0.01345 and 𝑘e = 0.0005125.
One can see, given the simplicity of the model, a good match between the measurement and the
calculation.
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(a) Unidirectional excitation (b) Circular excitation (c) Elliptical excitation
Figure 5.71: Three possible excitations
Figure 5.72: Elliptical excitation components
III. Eﬀect of the direction of excitation
The characterization of the magnetic material was done until now by considering only an uni-
directional magnetic excitation. However as it it will be shown in the next section, the ﬂux
behaves diﬀerently in the teeth and in the yoke. Figure 5.71 shows the three main types of
excitation existing in the studied machine i.e unidirectional in the rotor and stator teeth and
bidirectional (circular or elliptical) in the rotor and stator yoke.
The problem of dealing with bidirectional excitation has been discussed in the literature. One
approach consists in analyzing the 𝑥 and 𝑦 variations of the ﬂux density over one period and
to search for the direction for which the ﬂux density is maximum [Gau05]. A new axis system
is created, one axis aligned with the maximum direction ?⃗? and one axis perpendicular to the
maximum direction ⃗𝑡. Figure 5.72 shows the results of such treatment and in particular the
evolution of the new components 𝐵n and 𝐵t.
The density of losses for both directions d𝑝i,n and d𝑝i,t is calculated by applying Equation
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(5.74) and then summed up in order to obtain the total density of losses d𝑝i so that:
d𝑝i = d𝑝i,r + d𝑝i,t (5.80)
This approach is used in the FE software Flux2d. An other strategy used by [TA09; Ran+09]
completes this method by introducing the hysteresis loss correction factor 𝑅 whose variations are
shown in Figure 5.73. The hysteresis losses, because of the main cycle considering a bidirectional
excitation d𝑃i,h become:
d𝑝i,h = 𝑘h𝐵n𝛼𝑓 (1 +
𝐵t
𝐵n
(𝑅(𝐵n) − 1)) (5.81)
Note that ?⃗? is the direction in which the ﬂux density is maximum. The eﬀect of harmonics is
included by calculated the minor hysteresis losses by applying Equation 5.77 for both direction
of excitation but without considering the term 𝑓 ⋅ (?̂?𝛼). The eddy-current and excess losses
remain unchanged and are computed for both directions so that:
d𝑝i,c = d𝑝i,c(𝐵n) + d𝑝i,c(𝐵t)
d𝑝i,e = d𝑝i,e(𝐵n) + d𝑝i,e(𝐵t)
(5.82)
Depending on the ratio 𝐵n/𝐵t and on the value of the maximum magnetic ﬂux density ?̂?, this
second approach may lead to a lower density of losses. The curve presented in Figure 5.73 is
assumed to be independent of the iron sheet type and valid for the considered magnetic iron
sheets in this study. We use here this second approach as it makes it possible to better consider
the rotating behavior of the ﬂux density in the yoke.
5.5.3 Analytical calculation of the ﬂux density loci
The general method consists in calculating the ﬂux density in the tooth and in the yoke [TA09]
from the airgap ﬂux density harmonics. Note that for the stator, we use the airgap ﬂux density
harmonics calculated at the inner stator diameter. For the rotor, we use the airgap ﬂux density
harmonics applied on the outer rotor diameter. This makes it possible to consider the fact that
not all the harmonics cross the airgap as it was discussed already in Chapter 4.
I. In the teeth







where 𝛼z is the slot pitch angle, 𝐷b is the bore radius (inner diameter for the stator and outer





?̂?δ,ν cos(𝑃ν𝛼 + 2𝜋𝐹ν𝑡 + 𝐶ν) (5.84)
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Figure 5.73: Hysteresis loss correction factor








?̂?δ,ν𝑓t,𝜈 cos(2𝜋𝐹ν𝑡 + 𝐶ν) (5.85)
where 𝑤t is the stator or rotor tooth width, 𝑓St is the tooth area reduction factor given by
Equation (5.86) and 𝑓𝜈 is the harmonic reduction factor given by Equation (5.87). 𝑙f is the
eﬀective stator or rotor iron length considering the presence of ventilation ducts. 𝑁z is the











As the width of tooth is not constant over the tooth height, as shown in Chapter 2, the tooth
ﬂux density has to be calculated at several positions. Figure 5.74 shows the evolution of the
harmonic reduction factor due to slotting. One can see that high spatial order harmonics will get
ﬁltered along the teeth. Furthermore a part of the magnetic ﬂux is passing into the slot because
of magnetic saturation leading to a reduction of ?̂?. One considers this eﬀect by calculating the
equivalent magnetic characteristics considering the slot as described in Chapter 2. Indeed one
deduces from it and from ?̂? the corresponding magnetic ﬁeld strength and by using the real
magnetic material characteristics the reduced magnetic ﬂux density.
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Figure 5.74: Harmonic reduction factor due to slotting (example: 𝑝 = 7, 𝑁z = 294)
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Figure 5.75: Simnpliﬁed yoke geometry [TA09]
II. In the yoke




⋅ 𝐷b𝐷b + 2ℎs
⋅ ?̂?δ,ν (5.88)
where ℎs is slot height (stator or rotor), and ?̂?δ,ν is the exciting airgap harmonic. This formula
is valid for both the stator and the rotor, but in the case of the rotor, 𝐷b + 2ℎs has to be
replaced by 𝐷b−2ℎs. Equation (5.88) is only valid for the airgap harmonics whose wave length
𝜋/𝑘𝜈 ≥ τ𝑠 is greater than the slot pitch (𝑘𝜈 = (𝑃ν/𝑃)(𝜋/𝜏p)). We assume other harmonics
to close inside the the tooth and to be reduced by the harmonic reduction factor deﬁned by
Equation (5.87) [TA09].
In order to compute the distribution of the ﬂux density inside the yoke, a simpliﬁed model is
applied as explained by [TA09]. The principle consists in considering a simpliﬁed rectangular
geometry for the yoke as described in Figure 5.75 and to solve inside it the Laplace equation
𝛥 ⃗𝐴 = 0, where 𝐴 is the magnetic vector potential. In the studied case, 𝐴 has only one component
in axial direction so that ⃗𝐴 = ∣ ⃗𝐴∣ ⋅ ⃗𝑒𝑧. The applied boundary conditions are the following:
• The radial ﬂux density is set on the inner border by the function𝐵Y,𝜈(𝑥, 𝑡) = ?̂?Y,𝜈 cos(𝑘𝜈𝑥+
2𝜋𝐹ν ⋅ 𝑡 + 𝐶ν)
• The radial ﬂux density on the outer border is zero, which means that all the ﬂux is driven
by the yoke
The following expressions give the spacial and time-dependent components x1, y1 of the ﬂux
density harmonic in the yoke:
𝐵x1,𝜈(𝑥, 𝑦, 𝑡) = −?̂?y,𝜈 ⋅
cosh(𝑘𝜈(𝑎 − 𝑦))
sinh(𝑘𝜈𝑎)
⋅ sin(𝑘𝜈𝑥 + 2𝜋𝐹ν ⋅ 𝑡 + 𝐶ν) (5.89)
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Figure 5.76: Magnetic ﬂux density in the yoke (𝜈 = 𝑝, ?̂?Y,𝜈 = 1T)
𝐵y1,𝜈(𝑥, 𝑦, 𝑡) = ?̂?y,𝜈 ⋅
sinh(𝑘𝜈(𝑎 − 𝑦))
sinh(𝑘𝜈𝑎)
⋅ cos(𝑘𝜈𝑥 + 2𝜋𝐹ν ⋅ 𝑡 + 𝐶ν) (5.90)
Figure 5.76 plots, as example, the corresponding variations of the ﬂux density in the yoke at
diﬀerent radial positions. One can observe the rotational behavior of the magnetic ﬂux along
the yoke height.
5.5.4 Analytical calculation of iron losses and comparison with Finite-Element
In this part we calculate the iron losses for two operation points using the analytical method:
one point at no-load and one point at rated load. Furthermore both points are at maximum
speed. The results are compared with the ones obtained from a time stepping FE simulation.
I. Calculation of iron losses with ﬁnite element
The FE computations are done by using a time-stepping simulation. If the slip is zero, the
simulation is done on one exact period according to the stator electrical frequency. Otherwise
it has to be carried out on at least one exact period corresponding to the fundamental rotor
current frequency. In the studied case, the slip is 𝑠 = −10%, so that the simulation period is
0.2 s.
For the extraction of the losses, we use the simple Bertotti model provided in the FE software.
Note that the local ﬂux densities in the core regions have to be corrected in order to reﬂect the
shorter eﬀective core length compared to the axial length of the machine. Chapter 2 has shown
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that the rotor and stator magnetic characteristics where modiﬁed using the factors 𝑙f,r/𝑙i and
𝑙f,s/𝑙i.
Consequently the stator pi,s and rotor iron losses pi,r according to the real stator and rotor
ﬂux density values are extracted from the FE results using Equations (5.91) and (5.92). 𝑝h,s,
𝑝i,h,r, 𝑝i,c,s, 𝑝i,c,r, 𝑃i,e,s and 𝑝i,e,r are the original computed hysteresis, classical and excess








(𝑝i,h,r ⋅ (𝑙i/𝑙f,r)2 ⋅ 𝑓r + 𝑝i,c,r ⋅ (𝑙i/𝑙f,r)2 + 𝑝i,e,r ⋅ (𝑙i/𝑙f,r)1.5) (5.92)
II. Comparison at no-load and load
The iron losses calculation model included in the FE does not consider neither the additional
hysteresis losses because of minor loops nor the rotational eﬀect. Consequently for validation
purpose, we will ﬁrst calculate analytically using the same model as the FE program (results
A1) and then using the previously presented model (results A2).
Figure 5.78 shows the diﬀerent results. One can ﬁrst notice the non negligible amount of losses
in the rotor regions. Secondly although both calculations, FE and A1, use the same iron losses
calculation model, one can see some diﬀerence in the results. This can be explained by the fact
that the magnetic ﬂux densities calculated analytically may be too high or too low in the teeth
and in the yoke regions. This problem could be solved by adding some correction based on the
results of the magnetic model of Chapter 2. When comparing the results between the analytical
methods A1 and A2 one can notice slight diﬀerences due to the new considered eﬀects such
as the minor loops and the rotational eﬀects. Finally despite some diﬀerences between the FE
results and the analytical model, the later is considered valid to quantify the iron losses in the
machine.
III. Eﬀect of magnetic wedges
Section 5.2 has shown the impact of magnetic wedges on the stator voltage harmonics content.
Here we study the impact of such wedges on the iron losses. Figure 5.79 shows the results of
the study made with FE. One can see they lead to a decrease of the losses mainly in the stator
and in rotor teeth. As mentioned before using magnetic wedges at the rotor is unlikely because
of mechanical constraints; however only using them at the stator still leads to a decrease of 25%
of the losses in the rotor teeth which is not negligible. Note that the FE calculation does not
consider the minor loops. However the magnetic wedges reduce the slot harmonics and those
are large contributors of minor loops in the teeth. Consequently the results of this study should
remain valid even with the complete model or iron-losses.
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Figure 5.77: Comparison of iron losses at no-load operation, hyper-synchronous mode
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. .FE . .A1 . .A2
Figure 5.78: Comparison of iron losses at load operation, hyper-synchronous mode
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Figure 5.79: Impact of magnetic wedges in iron losses under no-load operation
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5.5.5 Summary
This section detailed the iron losses calculation in the DFIM. The calculation was based on
the results of the airgap harmonics model developed in Chapter 4 and the well known iron-
losses Bertotti model. The latter was extended in order to consider additional phenomena
such as the minor-hysteresis cycles and the rotational behavior of the ﬂux density inside the
stator and yoke regions. The developed model agrees with the results obtained from 2DFE
simulations. Note that the presented calculation does not include additional eﬀects such as the
punching which can have a large impact on the losses as shown by Gautreau [Gau05]. However
this is normally considered by adding correction factors on the total amount of losses based on
experience. Furthermore the impact of the converter is expected small as this one generates rotor
currents with low harmonics content. Finally we have shown that the iron losses occurring at
the rotor were not at all negligible especially due to the magnetic characteristics of the material.
Using magnetic wedges at the stator arose as an eﬃcient means to reduce the losses in the teeth.
5.6 Conclusion
This chapter applied the previously presented analytic and numeric methods in order to study
four topics relevant for the electrical engineer. The consideration of these elements is capital
as they can lead to perturbation of the normal operations. In particular we dealt with the
pollution of the network because of stator harmonics, as well as vibration or noise issue because
of parasitic forces and ﬁnally of the magnetic power losses. For each case we described in
detail the formulations and the calculation techniques. The developed airgap harmonic model
appeared as an eﬃcient tool to understand the origin of particular quantities such as the stator
harmonics or the parasitic forces. The knowledge acquired when dealing with transient FE
simulations contributed to eﬃciently extract components such as dynamic torques. Furthermore
Part 5.3, when dealing with parasitic forces, has shown that a fractional slot winding could be
reconﬁgured in order to decrease a particular harmonic and reduce the amplitude of vibration.
The other dimensioning parameters of the machine can also be modiﬁed in order to improve the
performance of the machine. This is the subject of the next chapter.
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double-fed induction machine
6.1 Introduction
This chapter applies the diﬀerent knowledge acquired along the previous chapters to the di-
mensioning of a DFIM for hydraulic applications. It deﬁnes the key points of the design and
demonstrates how an optimization tool can be used eﬃciently to perform the dimensioning of
such machine.
First part explains the basic process and criteria leading to the choice of the main dimensions.
It develops as well the choice of the rated parameters such as the power and the synchronous
speed.
Second part introduces the dimensioning methodology based on the use of an optimization
tool. It deﬁnes more particularly the optimization technique, the optimization problem and the
constraints due to thermal, mechanical, electrical or manufacturing limitations.
Third part solves the previously deﬁned optimization problem. The objective is to upgrade
an existing standard salient-pole synchronous motor/generator to an equivalently rated DFIM
motor/generator. Two cases are analyzed: the ﬁrst case only replaces the salient-pole rotor core
by a three-phase wound rotor, the second case re-designs both the rotor and the stator cores.
While the ﬁrst case enables an easy and a fast comparison of both technology designs on the
same stator basis, the second case gives more ﬂexibility to the dimensioning and proposes a safer
design.
6.2 Rated characteristics and dimensioning of a double-fed induction
machine
This part explains the diﬀerent steps when selecting the rated characteristics and main dimen-
sions of a DFIM.
6.2.1 Choice of the rated characteristics
I. The rated apparent power
The rated apparent power 𝑆 of the motor/generator is linked to the available mechanical power
𝑃turbine on the shaft provided by the turbine. 𝑃turbine depends directly on the location of the
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power plant i.e. on the available water volume ﬂow 𝑄 (m3/s) and on the water head 𝐻 (m).
Finally 𝑃turbine is expressed as:
𝑃turbine = 𝜂t ⋅ 𝑔 ⋅ 𝐻 ⋅ 𝑄 (6.1)
where 𝑔 ≈ 9.81m/s2 is the gravitation constant and 𝜂𝑡 is the hydraulic eﬃciency lying between
85% and 90%, calculated according to the diﬀerent hydraulic losses in the pentstocks and in the
turbine. Finally 𝑆 is deﬁned as:
𝑆 = 𝜂g ⋅
𝑃turbine
𝑐𝑜𝑠𝜑 (6.2)
where cos 𝜑 is the rated power factor of the motor/generator, about 0.9, and 𝜂g is the mo-
tor/generator eﬃciency which can be considered between 98% and 99%.
II. The synchronous speed
The choice of the synchronous speed for a standard installation i.e. with ﬁxed speed machines
depends on the turbine manufacturer who considering the installation location proposes the
optimum rotational speed. In the case of a variable speed unit, the turbine manufacturer deﬁnes
an optimum speed range [𝑛min, 𝑛max]. The choice of the synchronous speed 𝑛s within this interval
is made in order to minimize the rotor active power along the whole speed range [Cou98]. When
neglecting the losses one can express the rotor active power 𝑃r as:
|𝑃r(𝑛)| ≈ 𝑃turbine(𝑛) |1 − 𝑛s/𝑛| (6.3)
where 𝑛 is a speed belonging to [𝑛min, 𝑛max]. Given the power/speed characteristics of the
pump/turbine in turbine mode and taking as reference one speed 𝑛 of the deﬁned speed range
[𝑛min, 𝑛max], one can calculate the corresponding rotor active power by applying Equation (6.3).
Repeating this for every speed of the speed range one obtains the Figure 6.1. Note that the
variation of the mechanical power provided by the pump/turbine in turbine mode is built con-
sidering the speeds giving the best eﬃciency points; this characteristic is here assumed linearly
speed dependent. One can see that the rotor active power is either minimum or maximum at
minimum and maximum speed. Finally the reference speed giving the minimum rotor active
power is chosen as the reference speed. As the motor/generator unit is also operating as a
motor, one has to apply the same procedure considering the power/speed characteristics of the
pump/turbine in pumping mode. In the case that two diﬀerent synchronous speeds for the
turbine and pump mode are found, the speed giving the lowest maximum slip is kept.
6.2.2 Choice of the main dimensions
The choice of the main dimensions is strongly linked to the rated characteristics of the machine,
but also to the cooling type. The cooling type has an eﬀect on the maximum thermal constraints
of the machine and consequently on its dimensions. In case of very large power and high speed
motor/generator units, one can use a water cooling system at the stator and in extreme and rare
cases at the rotor, too. In the following we only consider the air cooling type, which is suﬃcient
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Figure 6.1: Variation of mechanical and rotor active power v.s speed
for the power and speed deﬁned range studied in this thesis. The rotor center and rotor rim act
as a radial fan; the generated air ﬂow is driven trough radial ducts in order to cool respectively
the rotor and the stator.
I. The number of poles





where 𝑓s is the network electrical frequency and 𝑓m is the mechanical rotational frequency. One
can then derive the number of pole-pairs 𝑝 = 𝑁p/2.
II. The bore diameter and length
The bore diameter 𝐷b,s, i.e the internal stator core diameter, and the stator core length 𝑙s are
found by using the concepts of the electrical and mechanical utilization. Firstly the electrical
utilization is deﬁned by the electrical coeﬃcient 𝐶, also called Esson factor given by Equation
(6.5). This coeﬃcient represents the apparent power per volume and speed and is expressed in
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VAs/m3. Note that the speed 𝑛 is in Hz.
𝐶 = 𝑆𝐷2b,s ⋅ 𝑙s ⋅ 𝑛
(6.5)
One can show that 𝐶 is directly proportional to the product of the linear stator current density
𝐴 and the airgap ﬂux density 𝐵 so that: 𝐶 ∝ 𝐴 ⋅ 𝐵. Consequently 𝐶 makes it possible to have
an indication of the magnetic and electrical loading of the machine. The limiting values for 𝐴
and 𝐵 are respectively determined by the cooling method, and the magnetic saturation in the
core regions. Normally motor/generator manufacturers use curves, based on experience, giving
the relation between the utilization factor and the rated power per pole. From these curves, one
can determine the product 𝐷2b,s ⋅ 𝑙s.
Secondly the mechanical utilization is deﬁned by the inertia factor 𝑘𝛩 given by Equation (6.6)





𝛩j is the rotor moment of inertia (kgm). Note that the constant 𝑘𝛩 considers that the rotor is
made from diﬀerent materials with diﬀerent speciﬁc weights. The rotor inertia plays a capital role
in case of full load rejection, i.e. when the machine terminals are suddenly disconnected from the
network. In this case, the electromagnetic torque of the machine becomes zero. Because of the
necessary time to close the turbine valves, the machine is accelerating. A high enough inertia is
therefore needed in order to limit mechanical constraints in the hydraulic pipes. Furthermore an
high inertia may also be required for stability reasons. As for the coeﬃcient 𝐶, motor/generator
manufacturers use empiric curves giving the relation between the inertia factor and the number
of poles. Consequently assuming a certain inertia, one can assess the product 𝐷4b,s ⋅ 𝑙s. Finally
from these two factors one can estimate the values of 𝐷b,s and 𝑙s.
III. The number and dimensions of stator slots and rotor slots
The number of stator and rotor slots is selected in order to obtain three-phase balanced windings.
A theoretical number of stator slots can be found considering the rated line-to-line stator voltage
𝑈s and an optimum fundamental airgap magnetic ﬂux density ?̂?δ,f . ?̂?δ,f is normally chosen
in the range 0.9⋯1 in order to guarantee acceptable ﬂux density values in the rotor and stator
iron regions. From Equation (6.7), one can determine the theoretical number of turns in series





𝜉f,s ⋅ 2𝜋 ⋅ 𝑓s ⋅ ?̂?δ,f ⋅ 𝜏p,s ⋅ 𝑙s
(6.7)
At this step of the pre-design, the stator pole pitch 𝜏p,s can be derived from the known values
of 𝐷b,s and 𝑁p. The winding factor 𝜉f,s can be assumed to a typical value i.e. 0.92. Using
Equation (6.8) one can express the number of stator slots 𝑁z,s as a function 𝑁s,s, the number
of stator parallel circuits 𝑁a,s and the number of conductors per stator slots 𝑁c,s.
𝑁z,s =
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The stator and rotor windings are made of single turn bar and double-layer winding so that
𝑁c,s = 2. Limitations on the choice of 𝑁z,s can be set given thermal limits [Wal81]. Indeed,
considering a constant number of series turns, reducing the number of slots and consequently the
number of parallel paths leads to an increase of the bar current. Assuming a constant current
density, the power losses to evacuate get larger. The heat dissipating surface gets also increased
but not in the same proportion as the increase of the power losses, so that the temperature
might also increase. Another limitation due to a minimal insulation distance between two bars
of diﬀerent phases can also be set. According to the voltage value, on can deﬁne the minimum





The chosen number of slots must also fulﬁll symmetry conditions. As seen previously the number
of slots can be expressed as a function of the number of poles and slots per pole and phase 𝑞s.
For a three-phase winding system, we have:
𝑁z,s = 3 ⋅ 𝑞s ⋅ 2𝑝 (6.10)
As seen in Chapter 5 𝑞𝑠 can be written as the ratio 𝑞s = 𝑞s,1/𝑞s,2 where 𝑞s,1 and 𝑞s,2 are two
integer numbers. In case of an integral slot winding 𝑞s,2 is equal to 1. In case of a fractional
winding, 𝑞s,2 is diﬀerent from 1 and must be chosen so that it is not divisible by 3 and that it
can divide the integer 2𝑝/𝑁a,s.
After determining the number of stator slots, one has to deﬁne the number of rotor slots.
By experience, in order to guarantee an eﬃcient startup, the transformation ratio ut has to be










Knowing the number of rotor turns in series, the choice of the number of rotor slots is made
according to the same principles applied for the stator winding. However, a ﬁrst list of the
forbidden relations between the number of rotor slots and stator slots can be given:
1. 𝑁z,r = 𝑁z,s : this creates a resonance between rotor slot harmonics and stator slots
harmonics.
2. 𝑁z,r = 𝑁z,s ± 2: this can create parasitic forces. This comes from experience with small
induction machines [Kro31].
Note that these last two rules may not cover all the forbidden combinations. The main criteria
for judging of the correct choice of 𝑁z,r and 𝑁z,s will mainly be the risk of parasitic radial forces
as seen in Chapter 5.
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Figure 6.2: Total, copper and iron losses vs airgap depth
IV. The airgap length
The choice of the airgap length for a standard synchronous machine is made considering two
main constraints. First, the mechanical constraint imposes a minimal airgap length because of
the expansion of the rotor due to centrifugal forces and thermal heating. Second, electrically, a
limit on the direct-axis reactance, which can be seen as a stability limit, sets a minimal value for
the airgap length. The choice of the airgap length is ﬁnally done according to these constraints
and a compromise between two physical behaviors: the ﬁrst one being that a reduction of the
airgap increases the power losses on the pole shoe surface because of stator teeth pulsations; the
second one being that the increase of the airgap demands an higher magnetizing current and
consequently leads to higher joule losses in the rotor winding.
Regarding the DFIM, the stability constraint on the airgap length is not relevant because of
the active control of the rotor currents. However the mechanical limit is still valid and in the
same way as for the standard machine, the choice will be governed according to factors such as:
power iron losses, joules losses and current densities.
We analyze here the eﬀect of changing the airgap while keeping constant other dimensions
(i.e. bore diameter, number of slots, etc...) of a DFIM. Figure 6.2 shows the behavior of total,
copper, and iron losses when the airgap gets larger. While increasing the airgap, the iron losses
decrease and the joule losses increase. At one point a minimum amount of losses is reached
leading to an optimum eﬃciency. However one should also take care of the evolution of the
current density in the winding as shown in Figure 6.3.
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Figure 6.3: Stator and rotor current density vs airgap depth
V. The rotor and stator yoke height
The rotor and stator heights are chosen according to electromagnetic criteria, considering the
maximum ﬂux density and the amount of iron losses but also economic criteria. Indeed increasing
the yoke height might result in better eﬃciency but leads also to a higher iron volume and
consequently an higher cost. Normally the stator yoke height is obtained by ﬁrst calculating the
magnetic ﬂux ﬂowing in the yoke from one pole to another pole ̂𝛷y,s = ̂𝛷/2. From Chapter 2
we have:
̂𝛷 = 𝑙s𝜏p,sαi ⋅ ?̂?δ = 𝑙s𝜏p,s(αi/C1) ⋅ ?̂?δ,f (6.13)
̂𝛷y,s can also be expressed as function of the maximum stator ﬂux density 𝐵𝑦𝑠, the stator yoke
height ℎy,s and the stator eﬀective length 𝑙f,s:
̂𝛷y,s = ?̂?y,s ⋅ 𝑙f,s ⋅ ℎy,s (6.14)
so that ℎy,s can be written as:
ℎy,s =
0.5 ⋅ 𝑙s𝜏p,s(αi/C1) ⋅ ?̂?δ,f
?̂?y,s ⋅ 𝑙f,s
(6.15)
Note that 𝑙f,s is the eﬀective stator iron length assuming a certain number of ventilation stator
ducts 𝑁d,s and a ventilation stator duct width 𝑤d,s. Normally a typically acceptable value for
the ?̂?y,s lies in the range [1.1⋯ 1.4] T, while C1 ≈ 1.1 and αi ≈ 0.72 in rated operation i.e. for
Ks ∈ [0.2, 0.4]. The rotor yoke height ℎy,r is chosen according to the same principles.
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6.3 Dimensioning by solving an optimization problem
The previous part introduced the process enabling a pre-dimensioning of the machine. Several
iterations in the choice of the dimensions and in the winding conﬁgurations are necessary to
converge to an acceptable design: respect of maximum current densities, maximum ﬂux densities,
maximum temperature rises, maximization of the eﬃciency or optimization of the volume. So
as to perform eﬃciently this iteration process, one can formulate the design problem into an
optimization problem. An optimization problem is deﬁned by three elements: the objective
function, the constraints and the optimization algorithm.
6.3.1 Deﬁnition of the objective function
When designing a hydro motor/generator it is natural to try to maximize the eﬃciency while
trying to minimize the iron volume and to respect constraints because of thermal, mechanical
or manufacturing limitations. We choose to deﬁne the objective function 𝑓obj(𝑋) = −𝜂g. The
objective is to determine the family of 𝑁 input parameters 𝑋 = 𝑥1, 𝑥2, ⋯ , 𝑥𝑁−1, 𝑥𝑁 so that the
motor/generator eﬃciency 𝜂g is maximized and consequently 𝑓obj(𝑋) is minimized. In our case
𝑥𝑖 can for example represent the width of a stator copper strand, the number of rotor parallel
circuits, the stator bore diameter etc. However one must also take into account the diﬀerent
problem constraints as listed in the next section.
6.3.2 Deﬁnition of the constraints
This section deﬁnes all the constraints set on output parameters:
I. Thermal and magnetic constraints
The temperature calculation model is not described in this thesis, it stands on the similar
concepts as the one described in [TZS10]. The internal company tool provides us the maximum
temperature rise in several regions of the machine and in particular between top and bottom
bar. Such temperature rise can be measured in operation by the so-called RTD sensors.
Finally the electric magnetic and thermal constraints are:
1. The ﬂux densities in the stator and rotor teeth and stator and rotor yoke ?̂?t,s, ?̂?t,r and
?̂?y,s, ?̂?y,r: they have to be lower than maximum admissible values in order to limit the
magnetization current. We will take as extreme values 1.9T for the teeth and 1.4T for
the yoke.
2. The maximum stator and rotor winding temperature rise Δ𝑇s and Δ𝑇r: this maximum
admissible value depends on the insulation system of the winding and on the assumed cold
air temperature. For a class ℬ insulation system, it is 85K and 110K for a class ℱ.
3. The stator and rotor current densities 𝐽s and 𝐽r: they have to be lower than admissible
values. We choose as extreme value 3.5A/mm2 for the stator and 4A/mm2 for the rotor.
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II. Manufacturing and dimensions constraints
1. The external stator diameter 𝐷out,s: it must be smaller than the maximum allowed di-
mension which depends on the dimensions of the pit where the motor/generator is placed.
2. The diagonal length of a non-insulated stator bar 𝑑b,ni,s = √𝑤2b,ni,s + ℎ2b,ni,s and of
a rotor bar 𝑑b,ni,r = √ℎ2b,ni,r + ℎ2b,ni,r: it must be lower than the maximum allowed
dimension. ℎb,ni and ℎb,ni are respectively the width and the height of a non-insulated
bar.
III. Balanced winding constraints
1. The number of stator and rotor parallel path 𝑁a,s, 𝑁a,r must divide the number of poles
2𝑝.
2. The number of stator and rotor slots per pole and phase 𝑞s,2, 𝑞r,2 must not be divisible
by 3.
3. The denominator of the number of stator slots per pole and phase 𝑞s,2 must divide 2𝑝/𝑁a,s.
4. The denominator of the number of rotor slots per pole and phase 𝑞r,2 must divide 2𝑝/𝑁a,r.
IV. Converter constraints
1. The rotor voltage 𝑈r must be lower than the maximum value allowed by the rotor converter.
2. The rotor current 𝐼r must be lower than the maximum value allowed by the rotor converter.
V. Insulation, mechanical constraints
1. The stator slot-pitch τ𝑠,s: it has to be larger than a minimum insulation distance. This
distance depends on the stator voltage amplitude and insulation system. This constraint
is irrelevant regarding the rotor as the voltage amplitude is there much lower.
2. The maximum peripheral speed 𝑛periph: it has to be lower than the maximum admissible
value.
Note that this list does not include all the constraints. In practice there are also constraints
relative to the lifting weight, the transport. The cost can also be a criteria, it is not considered
here.
6.3.3 Deﬁnition of the optimization algorithm
Two main methods can be used to solve an optimization problem: the determinist methods
and the stochastic methods. The ﬁst category stands on the evaluation of the gradient of
the objective function in order to orient the research of the solution. The Newton-Raphson
method is an example of determinist method. Such method presents the advantage to converge
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quickly, but not necessarily to the global optimum. Furthermore the obtained results are very
sensitive to the initial solution. The second category is based on chance and probabilities. For
example the evolutionist algorithms and more particularly the genetic algorithms is based on
these principles. Contrarily to the ﬁrst category, it can better converge to the the optimum
solution and independently of the initial solution. However the number of necessary evaluations
of the objective function is much larger.
Regarding our optimization problem, using a determinist method would require the knowl-
edge of the objective function gradient. Wurtz [Wur96] in his thesis proposed an optimization
tool, where the user deﬁnes with simple equations the electromagnetic behavior of the device to
optimize. The determination of the gradient is done by the tool itself using standards derivation
methods. The described principles are applied in the tool Cades [Del+07]. However, as shown in
the previous chapters, the calculation of the eﬃciency will require the solving of several problems
such as the calculation of the circuit parameters, the no-load characteristics calculation consid-
ering magnetic saturation or the calculation of the load operation point characteristics including
the iron losses. These algorithms require often programing procedures including loops and test
conditions. To solve this issue, Petre [Pet09] implemented in Cades a technique of automatic
code derivation accepting such advanced programing procedure. Consequently the tool Cades
and the determinist method appear as interesting solutions. Nevertheless, our problem contains
several input parameters such as the number of slots, the number of strands or the number
of parallel paths which have to be integer numbers. Unfortunately, the determinist method
can not deal with such parameters so that it cannot be used for our study. On the contrary,
the stochastic methods allow discrete parameters. These methods are even more interesting as
evaluating our objective function is not at all time consuming, about 1.5 second. Consequently
the previously denounced large number of necessary evaluations drawback is here irrelevant.
Finally we choose the stochastic method and more particularly the genetic algorithms. The im-
plementation of the optimization problem, i.e. the inputs parameters with acceptable variation
range, the objective function and the constraints, is made inside the dedicated optimization tool
FGOT (G2Elab). The evaluation of the objective function according to the input parameters is
done inside the Alstom calculation tool. The communication between both tools is managed by
using a server based on an exchanged ﬁles protocol.
6.4 Application to the conversion of a synchronous machine to a
double-fed induction machine
This part deals with the upgrade of an existing constant speed installation into a variable
speed installation. The existing salient-pole synchronous machine parameters are given in Table
6.1. The characteristics of the created DFIM, i.e. the rated power, the stator voltage and the
synchronous speed will remain the same. Firstly we only replace the salient pole rotor by a
suitable three-phase winding wound rotor while the stator remains identical. Secondly we re-
design totally the machine, i.e. the rotor and the stator, according to rated speciﬁcations. For
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Rated apparent power 𝑆 230 MVA
Rated power factor cos 𝜑 0.90
Rated stator voltage 𝑈s 15.75 kV
Rated grid frequency 𝑓s 50.0 Hz
Rated synchronous speed 𝑛s 333.0 rpm
Number of poles 2𝑝 18
Stator bore diameter 𝐷b,s 5400 mm
Stator core total length 𝑙s 2750 mm
Airgap depth 𝛿g 28 mm
Number of stator winding slots 𝑁z,s 243
Number of stator winding parallel paths 𝑁a,s 3
Table 6.1: Example Machine Data 200-MVA Generator
Quantity Type Values
Number of rotor slots 𝑁z,r (-) Discrete 162,189,216,270,297
Number of rotor parallel circuit 𝑁a,r (-) Discrete 1,2,3,6
Number of strands in height per rotor bar 𝑁st,r (-) Discrete 10, 11,⋯ , 49, 50
Width of a rotor bar strand 𝑤st,r (mm) Continuous 5 → 10
Height of a rotor bar strand ℎst,r (mm) Continuous 2 → 5
Height of the rotor yoke ℎy,r (mm) Continuous 200 → 400
Length of the minimal airgap 𝛿g (mm) Continuous 10 → 30
Table 6.2: Optimization 1: variable input parameters and variation intervals
each case, we solve an optimization problem using the software FGOT and the Alstom design
tool.
6.4.1 Only the rotor is replaced
Table 6.2 deﬁnes the varying input parameters and the corresponding variation intervals. The
possible values of the number of rotor parallel circuits and the number of rotor slots are deter-
mined considering the previously detailed symmetry conditions of a three-phase balance winding.
For example, the rule 2𝑝/𝑁a,r ∈ ℕ is matched if only𝑁a,r ∈ [1, 2, 3, 6, 18]. Note that it is unlikely
to have 18 rotor paths as this would lead to a too complicated winding conﬁguration; this solution
is excluded. The current stator winding is a fractional slot winding with 𝑞𝑠𝑂𝑛𝑒 = 9 and 𝑞𝑠𝑇𝑤𝑜 =
2. Considering the possible number of parallel paths, and reminding the rule 𝑞s,2/3 ∉ ℕ, we
obtain 𝑞s,2 ∈ [1, 2]. Consequently we have 𝑞𝑟 = 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6.5…. Keeping
only reasonable values we ﬁnally ﬁnd 𝑁z,r = 3⋅2𝑝 ⋅ [3, 3.5, 4, 4.5, 5, 5.5] = [162, 189, 216, 270, 297].
The width and height of a rotor strand variation ranges are chosen based on experience as well
as the rotor yoke height and the minimal airgap length.
Table 6.3 describes the operation point chosen for the evaluation of the design. This point
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OP 𝑃mec (MW) 𝑈s (V) cos 𝜑 (−) s (%) mode (−)
1 212 15.75 0.9 −5 over-excited
Table 6.3: Operation point for dimensioning
Quantity Value
Number of rotor slots 𝑁z,r (-) 216
Number of rotor parallel circuit 𝑁a,r (-) 2
Number of strands in height per rotor bar 𝑁st,r (-) 33
Width of a rotor bar strand 𝑤st,r (mm) 7.9
Height of a rotor bar strand ℎst,r (mm) 2.9
Height of the rotor yoke ℎy,r (mm) 300
Length of the minimal airgap 𝛿g (mm) 13
Table 6.4: Optimization 1 results: main input parameters
is considered as the worst rated point. Indeed the stator winding has to carry in addition the
rotor active power as it was shown in Chapter 3. Note that we did not consider a possible shift
in stator voltage and frequency as mentioned in Chapter 3.
I. Optimization results
Table 6.4 lists the main parameter values obtained after solving of the optimization problem.
One can see in particular that the chosen number of rotor slots is very close to the number of
stator slots, indeed we have 𝑞s = 𝑞r + 0.5. One can also notice the large reduction of the airgap
depth compared to the original synchronous machine.
Table 6.5 lists the main output values corresponding to the rated operation point. One can
see in particular the large value of the electrical utilization factor. The large temperature rise
of the stator and rotor windings and stator and rotor ﬂux density are additional indicators of
this high electrical and magnetic loading.
II. Comparison at no-load
Figures 6.4 and 6.5 show the ﬂux density variation at no-load calculated at the middle of the
airgap for both machines and Figure 6.6 compares the corresponding spatial harmonics content.
One can observe in particular the presence of the rotor slots harmonics in the case of the DFIM
ranks = 23, 25. The stator slot harmonics ranks = 26, 28 are more ampliﬁed in the case of the
DFIM which is essentially due to the smaller airgap.
Figures 6.7 and 6.8 show the variation of the stator line-to-line voltages. Figure 6.9 compares
the corresponding harmonic content. One can see that the harmonic amplitudes are very low in
the case of the DFIM which is essentially due to the stator fractional slot winding which ﬁlters
most harmonic and especially the slot harmonics.
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Quantity Value
Max airgap ﬂux density ?̂?δ (T) 1.1
Max rotor teeth ﬂux density ?̂?t,r (T) 1.9
Max rotor yoke ﬂux density ?̂?y,r (T) 1.36
Max stator teeth ﬂux density ?̂?t,s (T) 1.87
Max stator yoke ﬂux density ?̂?y,s (T) 1.31
Max stator winding temperature rise Δ𝑇s (K) 87
Max rotor winding temperature rise Δ𝑇r (K) 51
Stator current density 𝐽s (A/mm2) 3.1
Rotor current density 𝐽r (A/mm2) 3.3
Rotor line-to line voltage 𝑈r (V) 1382
Rotor current 𝐼r (A) 9451.9
Electrical utilization 𝐶 (MVAmin/m3) 9.8
Eﬃciency 𝜂g (%) 98.40
Table 6.5: Optimization 1 results: main output values
Figure 6.4: Airgap ﬂux density of the salient pole synchronous machine at no-load
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Figure 6.5: Airgap ﬂux density of the double-fed induction machine at no-load
Figure 6.6: Airgap ﬂux density spectrum comparison at no-load
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Figure 6.7: Stator line-to-line voltages of the salient-pole synchronous machine at no-load
Figure 6.8: Stator line-to-line voltages of the double-fed induction machine at no-load
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Figure 6.9: Stator line-to-line voltage spectrum comparison at no-load
Location SM DFIM
Stator teeth (W) 130000 138000
Stator yoke (W) 174000 180000
TOTAL (teeth+yoke) (W) 304000 318000
Table 6.6: Iron losses comparison at rated no-load operation (synchronous speed)
Table 6.6 compares the amount of iron losses in the stator teeth and yoke regions at no-load.
One can see that the iron losses are slightly higher for the DFIM .
III. Comparison at load operation
Table 6.7 compares the amount of iron losses in the stator teeth and yoke regions at no-load.
One can see that the iron losses are slightly higher for the DFIM.
6.4.2 The rotor and stator are both re-designed
We consider here the same rated characteristics as given in Table 6.1. However the parameters
relative to the stator are not any more ﬁxed which enables more ﬂexibility for the design. The
new parameter ranges are deﬁned in Table 6.8.
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Location SM DFIM
Stator teeth (W) 186000 202000
Stator yoke (W) 177000 209300
TOTAL (teeth+yoke) (W) 363000 411300
Table 6.7: Iron losses comparison at rated load operation (synchronous speed)
Quantity Type Values
Length of the minimal airgap 𝛿g (mm) Continuous 10 → 30
Stator bore diameter 𝐷b,s (mm) Continuous 5 → 6
Stator core length 𝑙s (mm) Continuous 2.5 → 3.2
Number of stator slots 𝑁z,s (-) Discrete 162,189,216,243,270,297
Number of stator parallel circuit 𝑁a,s (-) Discrete 1,2,3,6
Number of strands in height per stator bar 𝑁st,s (-) Discrete 10, 11,⋯ , 49, 50
Width of a stator bar strand 𝑤st,s (mm) Continuous 5 → 10
Height of a stator bar strand ℎst,s (mm) Continuous 2 → 5
Height of the stator yoke ℎy,s (mm) Continuous 200 → 400
Number of rotor slots 𝑁z,r (-) Discrete 162,189,216,243,270,297
Number of rotor parallel circuit 𝑁a,r (-) Discrete 1,2,3,6
Number of strands in height per rotor bar 𝑁st,r (-) Discrete 10, 11,⋯ , 49, 50
Width of a rotor bar strand 𝑤st,r (mm) Continuous 5 → 10
Height of a rotor bar strand ℎst,r (mm) Continuous 2 → 5
Height of the rotor yoke ℎy,r (mm) Continuous 200 → 400
Table 6.8: Optimization 2: variable input parameters and variation intervals
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Quantity Value
Length of the minimal airgap 𝛿g (mm) 16.75
Stator bore diameter 𝐷b,s (mm) 5.42
Stator core length 𝑙s (mm) 3.2
Number of stator slots 𝑁z,s (-) 243
Number of stator parallel circuit 𝑁a,s (-) 3
Number of strands in height per stator bar 𝑁st,s (-) 30
Width of a stator bar strand 𝑤st,s (mm) 9.5
Height of a stator bar strand ℎst,s (mm) 1.9
Height of the stator yoke ℎy,s (mm) 315
Number of rotor slots 𝑁z,r (-) 216
Number of rotor parallel circuit 𝑁a,r (-) 2
Number of strands in height per rotor bar 𝑁st,r (-) 31
Width of a rotor bar strand 𝑤st,r (mm) 10.0
Height of a rotor bar strand ℎst,r (mm) 2.9
Height of the rotor yoke ℎy,r (mm) 246
Table 6.9: Optimization 2 results: main input parameters
I. Optimization results
Table 6.9 lists the main parameter values after solving the optimization problem. One can
observe that the chosen number of stator and rotor slots did not change between both opti-
mizations. The stator bore diameter remains almost the same because of the constraint on the
external diameter. The main change comes from the core length, the rotor and stator strands
dimensions which lead to wider slots.
Table 6.10 lists the main output values computed for the rated operation point. The new core
length leads to a large decrease of the maximum airgap ﬂux density and consequently of the
maximum stator and rotor tooth magnetic ﬂux densities. One can also observe that stator and
rotor winding temperature rise have signiﬁcantly decreased. One can make the same comments
on the stator and rotor current density. Finally all these elements lead to a lower magnetic and
electrical loading of the machine.
II. Comparison at load operation
Table 6.11 compares the amount of iron losses for both designs under rated load operation at the
rated minimum speed. One can observe a non-negligible decrease of the total losses especially
because of lower magnetic loading in the stator and rotor core of the new design.
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Quantity Value
Max airgap ﬂux density ?̂?δ (T) 0.94
Max rotor teeth ﬂux density ?̂?t,r (T) 1.87
Max rotor yoke ﬂux density ?̂?y,r (T) 1.39
Max stator teeth ﬂux density ?̂?t,s (T) 1.84
Max stator yoke ﬂux density ?̂?y,s (T) 1.12
Max stator winding temperature rise Δ𝑇s (K) 73
Max rotor winding temperature rise Δ𝑇r (K) 44
Stator current density 𝐽s (A/mm2) 2.57
Rotor current density 𝐽r (A/mm2) 2.75
Rotor line-to line voltage 𝑈r (V) 1390
Rotor current 𝐼r (A) 9372
Electrical utilization 𝐶 (MVAmin/m3) 8.31
Eﬃciency 𝜂g (%) 98.4
Table 6.10: Optimization 2 results: main output values for the ﬁrst design
Location DFIM1 DFIM2
Stator teeth (W) 203000 180000
Stator yoke (W) 209000 181000
Rotor teeth (W) 143000 120000
Rotor yoke (W) 23000 20000
TOTAL (W) 578000 493000
Table 6.11: Iron losses comparison at rated load operation (hypo-synchronous speed)
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Nodes (−) 𝜎r (N/m2) 𝐹elec (Hz) 𝐹eig (Hz)
0 64 300 275
0 122.2 285 275
36 65 1325 1226
36 62 1340 1226
36 335 1240 1226
Table 6.12: Parasitic forces at rated load operation and minimum speed
III. Calculation of parasitic radial electromagnetic forces
Note that in the studied case, given the stator and rotor possible windings, the risk of vibration
due to the mmf subharmonics as shown as example in Chapter 5 which is the most dangerous,
is not possible. Therefore we did not include the risk of vibration as a criteria. Other problems
could also arise, because of other winding harmonics or because of slot ripples harmonics for
example. In the future we could set a constraint on the risk of vibration. Indeed this risk of
vibration can be estimated ﬁrst by comparing the existing parasitic forces to the eigen-modes of
the stator and then by sorting the obtained dangerous forces according to the amplitude and the
distance from the exciting frequency to the eigen-frequency. Of course this assumes to have a
very accurate analytical model describing the stator eigen-frequencies. If it is possible to detect
accurately the risk of resonance because of a 100Hz or 120Hz magnetic excitation, it becomes
more diﬃcult when dealing with higher frequency problems, such as 700Hz to 1000Hz.
Finally from the new design, we apply the methodology presented in Chapter 5 to extract
the dangerous radial electromagnetic forces. Table 6.12 lists the potential dangerous forces.
Note that for each component, we detail the amplitude, the exciting frequency 𝐹elec and the
eigen-mode frequency 𝐹mec corresponding to the number of nodes. Most existing forces are
two small in amplitude to represent a danger. The most dangerous force appears to be the
component (36-node, 1240Hz). This component is mainly due to interaction between the stator
slot harmonics and the rotor slot harmonics and its frequency depends on the slip. However
given the amplitude of the force it should not be a problem.
6.5 Conclusion
This part described a methodology used to determine the main dimensions and rated charac-
teristics of a DFIM. In order to take into account all the existing constraints due to thermal,
mechanical, manufacturing, converter rating limitations, it is proposed to formulate the design-
ing of the machine as an optimization problem. The stochastic method and more particularly
the genetic algorithm method is used to solve the deﬁned constraint problem. Indeed it allows
to manage discrete parameters such as the number of slots, number of parallel paths or number
of strands per bar. The special case of the upgrading of a standard constant speed installation
to an equivalently rated variable speed installation was treated into two steps.
234
6.5 Conclusion
In the ﬁrst step, the stator of the existing salient-pole synchronous motor/generator was kept
whereas the rotor was replaced with a three-phase winding rotor. This made it possible to
compare on the same basis both technologies and to demonstrate that the DFIM introduces
more harmonics responsible for higher iron losses and higher torque harmonics.
In the second step, both the stator and the rotor were re-designed. This made it possible to
obtain a safer design on the thermal side and to allow an higher ﬂexibility in the choice of the
parameters value. It should be noted, that in reality, the complete re-design will be more likely,
as it will allow an increase of the rating of the machine and in particular of the output power.
Using an optimization tool as a help for dimensioning makes it possible to determine in a fast
way the main parameters of the machine. However one should add that, the optimization tool
does not replace the work of the engineer. Indeed the setting of the constraints, the choice of
the input variation intervals can not be done without a clear knowledge about rotating machines
design and the operating behavior of the studied machine. Furthermore to be more complete,
the optimization should include in future the cost of the machine as well as materials sourcing
and additional manufacturing constraints.
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7.1 Final conclusion
The objectives of the thesis were ﬁrstly to better understand the operation of the doubly-fed
induction machine and secondly to propose eﬃcient methods to study and predict its electro-
magnetic performances.
Firstly the presented work contributes to a better knowledge and to an improvement of the
techniques of analytical and numerical modeling. Chapters 2, 3 and 4 have presented and
validated an analytical model. This model considers several phenomena such as the saturation
of the stator and rotor magnetic circuit, the stator and rotor winding harmonics and the airgap
permeance harmonics, which aﬀect the performances of the machine. In particular, an original
approach based on the boundary element method modeling the double-slotted airgap of the
machine was presented; this made it possible to accurately deﬁne the main generated airgap ﬂux
density harmonics. This approach was combined with the deﬁnition of the magneto-motive forces
generated by the stator and rotor winding and with the exploitation of a simpliﬁed magnetic
network considering the magnetic voltage drop inside the stator and rotor core. The resulting
airgap ﬂux density harmonics could be calculated for various steady-state load conditions thanks
in one hand to the deﬁnition of an equivalent scheme as well as its parameters and in the other
hand to the resolution of its characteristics equations. The validation of the model was done step
by step by carrying out ﬁnite element computations. In order to reduce the initialization time
of those computations, an unconventional method implementing a regulation of the double-fed
induction machine inside the ﬁnite element simulation was described. This method enabled not
only to simulate more eﬃciently the behavior of the machine under various operation conditions
such as no-load and load conditions but also later to deal with elements such as dynamic torques
or emitted parasitic harmonics on the network.
Secondly the developed models make it possible to identify and to quantify the potential risks
of an electromagnetic design. Chapter 5 studied diverse subjects such as the stator voltage har-
monics, the parasitic radial forces, the dynamic torques or the iron losses. It was demonstrated
how such elements impact the performance of the machine and the importance to consider them
during electromagnetic design phase.
Eventually based on the studies above, Chapter 6 proposed one methodology to obtain an
eﬃcient design of the double-fed induction machine using an optimization algorithm. This
methodology was successfully applied on the upgrading of an existing conventional synchronous
alternator. This enabled to compare both conventional design and upgrade, as well as to high-




The thesis covered a wide range of subjects. The experience acquired during the present work
makes it possible to identify possible future investigations and improvements.
Firstly the airgap permeance harmonics were eﬃciently extracted by using a boundary element
model of the double-slotted airgap while the additional harmonics due to magnetic saturation
were simply included by adding a correction to the linear airgap permeance. However a direct
coupling between this boundary element model and a detailed magnetic permeance network
was fully described and compared with FE results. Satisfying results were obtained which
demonstrates a potential way of improvement for the future. Proceeding this way would make
it possible to better describe the eﬀect of magnetic saturation of airgap ﬂux density harmonics
in load operation and consequently to compute more accurately parasitic forces and iron losses.
Secondly the coupling between the FE simulation and its regulation should be further studied.
It was already shown that it is possible to simulate several operation modes such as no-load or
load condition but also transient operations such as the start-up of the machine. A simpliﬁed
model of the converter could be included during the no-load operation in order to quantify
the harmonic content of the stator voltage. This could be extended to load operation or start
operation in order to study the impact of the converter harmonics on electromagnetic parasitic
torques or radial forces.
Finally Chapter 6 has shown the beneﬁt of using an optimization algorithm when designing the
machine. As mentioned before, the setting of the constraints, the choice of the input variation
intervals can not be done without a clear knowledge about rotating machine design and the
operating behavior of the studied machine. However such methods arise as a non-negligible help
when looking for the main parameters of the design and could be further exploited to consider
other elements such as ventilation and cooling performances. Furthermore, the credibility of the
optimization results will become even higher after acquiring more experimental data contributing

























𝐴 magnetic vector potential




𝐵 magnetic ﬂux density
𝐵δ airgap ﬂux density
𝐵t tooth ﬂux density
𝐵y yoke ﬂux density
𝐶 electrical utilization
χov overhang inclination angle
𝐶𝜈 harmonic phase shift
cos𝜑 power factor
𝐷b,r rotor outer diameter





𝐹eig stator eigen mode frequency




𝐻 magnetic ﬁeld strength, water head









km mean eddy-current loss coeﬃcient of the whole stator or rotor winding
kr mean eddy-current loss coeﬃcient of the all strands belonging to the stator or rotor core
𝐿 inductance
𝜆 leakage inductance coeﬃcient
𝛬p airgap permeance
𝛬c airgap permeance of a constant airgap
𝛬0 airgap permeance with constant airgap corrected with Carter coeﬃcient
𝑙b bar length
𝑙c core length






𝜇0 vacuum magnetic permeability
𝑛 rotational speed
𝑁a number of parallel paths
𝑁d number of cooling air ducts
𝑁s number of series turns
𝑛s rotational synchronous speed
𝑁st number of strands in the bar height
𝑁z number of slots
𝑃 active power
𝑝 number of pole-pairs
pc copper losses
𝛷 magnetic ﬂux, ﬁeld function





𝑃𝜈 harmonic pole-pairs number
𝛹 ﬁeld function
𝑄 reactive power
𝑄 water volume ﬂow
𝑞 number of slots per pole and phase
𝑞2 denominator of q
𝑞1 numerator of q
𝑅 resistance
𝑅b bar resistance
s slip, winding coil opening




𝜃0 initial phase shift between stator and rotor magnetic ﬁelds
̂𝑈m magnetic potential drop








𝜉st reduced strand height
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Contribution to the Modeling and Optimization of the Double-Fed Induction
Machine for Pumped-Storage Hydro Power Plant Applications
Abstract Pumped-storage hydro power plants have been mainly working with ﬁxed-speed syn-
chronous motor-generators. However, using variable-speed machines and more particularly,
Double-Fed Induction Machines (DFIM) brings many beneﬁts: control of the power in pump
mode, operation at the best eﬃciency point in turbine mode, higher stability in case of a per-
turbation. This work improves the knowledge of the electromagnetic behavior of the DFIM
and proposes an optimization process of its design. The ﬁrst part develops an analytical model
standing mainly on the boundary element method and validates it using ﬁnite element simula-
tions. This model makes it possible to consider several phenomena such as the magnetic circuit
saturation, the harmonics generated by the stator and rotor windings and also the harmonics
due to the doubly-slotted airgap. The second part applies the developed model to four subjects
of interest for the machine designer: study of the no-load stator-voltage shape, calculation of
the iron losses, electromagnetic torque harmonics and radial electromagnetic forces. Finally,
the third part studies the dimensioning of the DFIM by using a genetic optimization algorithm.
The process is applied to the transformation of an existing salient-pole synchronous machine
into a DFIM. Two cases are treated: ﬁrst, only the rotor is replaced while the stator remains
unchanged and second, the machine is completely redesigned.
Contribution à la Modélisation et à l’Optimisation de la Machine Asynchrone
Double Alimentation pour des Applications Hydrauliques de Pompage Turbinage
Résumé Les centrales hydrauliques de pompage turbinage fonctionnent principalement en util-
isant des alternateurs de type synchrone évoluant à vitesse ﬁxe. Cependant, utiliser des alter-
nateurs à vitesse variable et, en particulier, des Machines Asynchrones à Double Alimentation
(MADA) apporte des avantages non négligeables : contrôle de la puissance en mode pompe,
opération au point de meilleur rendement en mode turbine et plus grande stabilité en cas de
perturbation. Cette thèse a pour objectifs la progression des connaissances des phénomènes
électromagnétiques régissant le fonctionnement de la MADA et d’établir une démarche en vue
de son optimisation. Tout d’abord, un modèle analytique reposant en partie sur la méthode
des intégrales de frontière est proposé et validé par simulations éléments ﬁnis. Ce modèle an-
alytique prend en compte plusieurs éléments tels que la saturation du circuit magnétique, les
harmoniques générés par les bobinages du stator et du rotor mais également les harmoniques
dus à la forme non constante de l’entrefer. Ensuite, le modèle est appliqué à l’étude de quatre
sujets d’importance pour l’ingénieur électricien : calcul des harmoniques de tension statorique à
vide, calcul des pertes fer, calcul des harmoniques de couple et calcul des forces radiales électro-
magnétiques. Enﬁn une procédure de dimensionnement de la MADA reposant sur l’optimisation
par algorithme génétique est décrite. Cette procédure est appliquée à la transformation d’une
machine synchrone existante à pôles saillants en une MADA. Deux cas sont traités : dans un
premier temps seul le rotor est remplacé tandis que le stator reste le même, dans un deuxième
temps la machine est entièrement redimensionnée.
