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Abstract
Compressed ultrafast photography (CUP) is a cutting-edge imaging technique that uses a
variation of the traditional streak camera to obtain video at 100 billion frames per second with
a single exposure. In order to achieve this level of temporal detail, CUP leverages compressed
sensing (CS). Compressed sensing theory states that a compressed representation of an image
can be directly acquired using a non-adaptive measurement matrix so long as the encoding
matrix follows certain properties such as restrictive isometry and incoherence. This compressed
representation of the original scene can later be reconstructed back into the original form. CUP
applies CS by direly collecting an encoded image to represent an entire video. The image can
then be reconstructed into the original frames using a time-consuming iterative reconstruction
algorithm known as two-step iterative shrinking and thresholding. Research has shown that
deep learning offers many promising advantages over standard iterative CS reconstruction
algorithms both in speed and quality. While there are several applications of deep learning for
CS reconstruction, all of these were created to reconstruct a single image and would not be
directly applicable to CUP imaging. CUP-NET, a convolutional neural network based on the UNet architecture, was trained, validated and tested using simulated CUP data. CUP-NET
reconstructed videos 40,000x faster and with 2.5-3x better quality compared to TwIST. These
results suggest that what was once a time-consuming and inexact imaging technique could
become a real-time and extremely accurate framework for ultrafast imaging.
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Preface
I first became fascinated with machine learning when studying at the Danish Technical Institute
as part of Thayer School’s exchange program. It is there that I learned the foundation necessary
to begin pursuing independent projects in my own time. This past year as part of my
engineering culminating experience (ENGS 89/90) I developed a computer vision model for
blind assistance within the home. I knew that I wanted to pursue a thesis that involved a
machine or deep learning application and decided that Dr. Luke’s Functional and Molecular
Imaging Research Laboratory would be the perfect place for my project. In addition to the deep
learning component of this thesis, I was incredibly excited to pursue this topic as a means of
challenging my understanding of abstract mathematical concepts. When Dr. Luke proposed
CUP imaging, I had no prior exposure to signal processing or image reconstruction. This thesis
provided me with the significant research experience of my Dartmouth and Thayer career: I can
think of no better culminating project for me than this.

I would like to thank several people for their continued support and guidance during my honors
thesis. Firstly, I would like to thank Dr. Geoffrey Luke for his willingness to work with me to
construct a project that was both interesting and challenging. I was new to compressed sensing
as well as compressed ultrafast photography when I began my thesis and was very intimidated
by the subjects. It was only through Dr. Luke’s encouragement and weekly discussions that I
was able to find success in this project. I would also like to thank Ruibo Shang, a PhD student in
the FMI lab for his amazing guidance especially during the early stages of my research in
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understanding and working with CUP and TwIST. I would also like to thank the other PhDs in the
FMI lab for their guidance and feedback.

I would like to acknowledge Jinyang Liang and Xianglei Liu of the National Institute for Scientific
Research (INRS) for their collaboration during this project specifically in the generation of labspecific data to for training and testing use.

Lastly, I would like to thank my friends and family for their unbelievable support during my time
at Dartmouth. My experience here has been the happiest and most rewarding time of my life
and I attribute that all to you.
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Introduction
Compressive Sensing
The Nyquist theorem states that in order to achieve accurate signal reconstruction, a signal
must be sampled at twice the rate of its highest frequency component. In the context of digital
imaging, the Nyquist rate often results in far too many samples to store or conversely the rate
exceeds the capacity of digital sampling devices. To address these issues, many digital imaging
frameworks rely on compression algorithms as a means to lower the dimensionality of the raw
data. In transform coding, the goal is to find a basis in which the data is k-sparse, meaning that
only k of the transformed coefficients are non-zero. If the values and locations of the k non-zero
coefficients are kept, the rest of the data can be discarded while still allowing for accurate
image reconstruction. In traditional digital imaging systems, a scene is first sampled using a
charge coupled device (CCD) or a CMOS imaging sensor to transform photons into n digital
pixels. These pixel values are then transformed into a sparse domain, the most common of
which is the JPEG domain, and then finally the k-largest coefficients are kept while the rest are
discarded. The image can later be reconstructed as the locations of the k coefficients are
stored1,2. This three-step process suffers from the need to first collect all n pixel values and then
calculate all of the transformed coefficients despite only storing k of these.

Compressed sensing (CS) shortens this three-step process by directly collecting a compressed
representation of the input scene during the measurement process. Consider a vector x of
dimension N that represents the scene to be imaged. An M x N measurement matrix, 𝜃, where
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M << N can be used to acquire a compressed representation, y, of the original signal. The
measurement matrix is non-adaptive meaning that it does not depend on the input. The
compressed signal y can be represented as follows:
𝑦 = 𝜃𝑥

( 1)

Leveraging the fact that most natural images are sparse in a few well-known domains, (1) can
be rewritten in the following way:

𝑦 = 𝜃𝜓𝑠 = 𝛷𝑠

( 2)

where 𝜓 is the transformation matrix into the sparse domain, s is the vector of k-sparse
coefficients representing the original scene, x, in the domain 𝜓, and 𝛷 is an M x N matrix. In
order to achieve accurate reconstruction results, the measurement matrix must follow the
restricted isometry principle (RIP) as well as the incoherence condition2. As it turns out, one can
satisfy both of these conditions with reasonable probability by using random binary matrices.

As M < N, this problem is ill-conditioned and directly solving for θ!" is impossible. Therefore,
the standard reconstruction process involves iteratively minimizing an objective function to
determine the pseudo inverse of the forward operator θ. This process can be formalized as
follows:
𝑓+ = 𝑎𝑟𝑔𝑚𝑖𝑛 ‖𝜃𝑥 − 𝑦‖##
where ‖∙‖## represents the l2 norm. In order to achieve accurate signal reconstruction, a
sparsifying l1 normalization term must be added to this objective function3. This addition
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( 3)

introduces significant computational overhead and drastically increases the reconstruction
time.

Compressed Ultrafast Photography
A streak camera is a device that allows for ultra-high-speed signal processing of light in two
dimensions: position and time. The camera operates by allowing photons to pass through a
small slit, only recording one spatial dimension. Each photon is then converted into a number of
electrons proportional to the intensity of the light4. The electrons then pass through a pair of
sweep electrodes which apply a ramp voltage deflecting the electrons along the vertical axis.
The electrons eventually collide with the phosphor screen, recording the temporal dimension
along the y-axis and the special dimension along the x-axis. Streak cameras allow for extremely
high sampling rates but are restricted to one-dimension due to the size of the entrance slit.

Compressed ultrafast photography (CUP), developed by Lihong Wang, is an extension on the
streak camera technology that allows for imaging in two spatial dimensions. Figure 1 illustrates
the configuration of the CUP system. Two-dimensional imaging is achieved by opening the slit
to permit more photons to enter. In addition to this change, after passing through the opening,
the photons are reflected using a digital micromirror device (DMD) arranged in matrix form.

3

The mirrors on the device are randomly arranged to be either 1/0 either accepting or deflecting

Figure 1: CUP system configuration taken from Gao et al5. CCD, charge-coupled device; DMD, digital micromirror
device; V, sweeping voltage; t, time.

the corresponding photons. The DMD masks the image with a binary pattern, functioning as the
non-adaptive measurement matrix in the forward CS model. Following the deflection, the
photons are converted into photoelectrons which pass through the sweep electrodes in the
same manner as a traditional streak camera. The photoelectrons are then imaged by a CCD or
CMOS chip. The output of the forward model is a streaked image with the temporal and vertical
special dimensions represented along the y-axis and the horizontal special dimension
represented along the x-axis. As such, the forward operator can be further abstracted into
multiple operators applied in series. The entire process can be represented as:
𝑦 = 𝜃𝑥 = 𝑇𝑆𝐶𝑥
where C is the encoding operator resulting from the DMD, S is a shearing operator resulting
from the sweep electrodes and T is a spatiotemporal integration operator5.
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( 4)

The Inverse Problem
After the forward pass, θ!" must be found in order to reconstruct the original scene. In the
case of CUP imaging, the streaked image must be reconstructed back into the video frames.
Due to the ill-conditioned nature of θ, iteratively minimizing an objective function offers the
quickest, and often only, solution. The state-of-the-art algorithm to achieve this is two-step
iterative shrinkage/thresholding (TwIST) algorithm. TwIST aims to minimize an objective
function, 𝑓(𝑥), typically written as follows
"

𝑓(𝑥) = # ‖𝑦 − 𝜃𝑥‖# + 𝜆𝜑(𝑥)

( 5)

"

where 𝜆 is a regularization parameter and 𝜑 is a regularizer6. The first term, # ‖𝑦 − θ𝑥‖# serves
as the estimator for the algorithm and minimizes as the estimate approaches the empirical
image. The regularizer, 𝜑(𝑥), reduces noise and assists with the sparse basis pursuit. The CUP
system uses total variation (TV) as the regularizer but another common domain is the waveletbased domain6. While the TwIST algorithm is effective, it suffers from high computational costs
and relatively slow performance. Reconstructing 350 frames of a 150 X 150 image takes
approximately ten minutes on an intel i5-2500 CPU5. The time-consuming nature of the
iterative inverse solution prevents real-time imaging with CS creating major limitations on the
CUP system.
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Deep Learning for CUP
The high computational costs associated with the iterative approach to image reconstruction
suggest the potential for improvements using deep learning (DL). In DL a computer is provided
a large amount of data and tasked with predicting a specified output. The computer iteratively
minimizes a loss function by leveraging the back-propagation algorithm7. Rather than having to
design situation-specific models and select regularizers and parameters to fit these as one does
when using TwIST, deep learning benefits from allowing the computer to learn these
parameters during the training phase. In addition to this flexibility, the large time requirements
associated with deep learning are localized to the training phase, allowing for extremely rapid
real-time performance once the weights and architecture of the models are saved.

Deep learning has been applied to the field of compressed sensing for the purpose of both
image reconstruction and test function selection. Although used for single-pixel video, a system
different from CUP, researchers created a deep convolutional auto-encoder network (DCAN)
that trained both the binary filters to mimic the DMD encoding as well as decoding layers for
image reconstruction8. Similar to this approach, much research has been done to discover the
optimal architecture for these autoencoder networks, most typical in reconstruction tasks9.
Recently, the U-Net convolutional neural network (CNN) has been used for image segmentation
as well as image reconstruction, demonstrating better performance than DCAN in some
cases10,11. The U-Net architecture gets its name from its down-sampling then up-sampling
framework. Images are down sampled via pooling layers after each convolutional layer in the
first segment to learn low-level features. After this occurs, the data is subsequently up sampled
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and reconstructed in an attempt to return the data to its original form. U-Net’s ability to learn
very low-level features has made it the leading architecture in most image segmentation tasks.
Although it suffers from a need for very large datasets, modifications to the structure of the
framework including concatenation of data can combat this to support viable and accurate
image reconstruction (see fig 2).

In this paper a deep learning approach is proposed for CUP image reconstruction to outperform
the current TwIST reconstruction framework in both quality and speed. A two-step
reconstruction process, CUP-NET, was developed to address these needs. CUP-NET applies the
U-Net framework as a means of denoising and reconstructing an initial estimate of the CUP
forward model. The input to the model is an estimate of the original scene that can be
computed using the least-squares regression method. The framework is flexible to
accommodate different video sizes and requires no prior knowledge of the imaging scenery.
CUP-NET reconstructs videos with 2.5x quality and 12000x speed compared to TwIST
reconstruction.
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Methods
CUP-NET Model
We present CUP-NET, a variation of the traditional U-NET architecture used in image
segmentation problems for CUP reconstruction. CUP-NET consists of a trainable U-NET deep
learning model, depicted in Figure 2, that requires an initial estimate of the original scene as
input.

Figure 2: The CUP-NET architecture. A variation of the U-Net architecture described from Ronnenberger et al10.. The model
functions by first downsampling the videos to learn low-level features and then upsampling to reconstruct the video into its
original form.

It is most common to try to calculate the pseudo-inverse of the forward model as a means of
obtaining the initial estimate, however this process is often extremely time consuming and is
not guaranteed to arrive at an optimal solution. The pseudo-inverse formula of the forward
operator, 𝜃, is defined as follows:
𝜃 $ = 𝜃 % (𝜃 ∗ 𝜃 % )!"
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( 6)

Provided that it is not guaranteed that this will yield the optimal solution, we chose to use the
least squares estimate (LSQR in MATLAB) of the forward operator instead. LSQR works by
finding a least squares solution that minimizes the first term of (5). See Appendix A for MATLAB
generation of the forward operator and LSQR estimate.

Once the initial estimates are calculated, they are passed to CUP-NET to be denoised and
further reconstructed. CUP-NET follows a very similar structure to Ronnenberger’s U-Net by
implementing a contracting and expanding path. The main difference between the two
networks is that U-Net was created to reconstruct individual images while CUP-NET was
created to reconstruct videos. To address this, the Keras TimeDistributed layer wrapper is
applied to all convolutional, down-sampling, and transpose convolutional layers. The
TimeDistributed wrapper flattens data long the temporal dimension, applying each desired
function to the individual frames. By using this wrapper, we were able to generalize functions
to work over entire videos.

During the contracting path, each 3x3 convolution is followed by batch normalization to reduce
the steps needed to converge to an optimal solution. As the name suggests, batch
normalization works by normalizing the inputs to layers. In doing so, the change in input
distributions is controlled which in some cases can lead to training convergence in 14x fewer
epochs12. Similar to Ronnenberger, the rectified linear unit (ReLU) is used as an activation
function and 2x2 max pooling operators are used to downsample the videos. Dropout layers are
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applied to reduce overfitting during the training process. At each successive layer in the
contracting path the number of feature channels is doubled.

The expanding path tries to rebuild the downsampled video back into original form. Videos are
upsampled using 2x2 Keras transpose convolution layers. After upsampling, the equivalent
contracting layer input is concatenated to the images to assist with high-level feature
reconstruction. Once again, 3x3 convolutional layers are applied followed by batch
normalization and dropout functions. The final step of the model is a 1x1 convolution with ReLU
activation to produce the output video.

A major advantage to the CUP-NET architecture is the flexibility it offers with regards to the
input video dimensions. The model will operate as long as each dimension of the input video is
a power of two. In this regard the model can be applied to any CUP imaging setting.

Data Collection
The model was trained using two different datasets. The first dataset was acquired by
downloading videos from YouTube and then resizing and parsing these into the desired
dimensions. The only requirement for the videos was that there be no manually constructed
edits and transitions as this would not be the case for anything imaged using CUP. We chose to
first attempt training using this random dataset from YouTube videos to generalize the model
as much as possible. It was our intuition that by training using videos that are far more complex
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than a typical CUP scene the model would be able to perform better when testing on a simpler
video.

The other dataset that we used was a series of simulated videos of three balls moving on a
black background as shown in figure 3. This dataset was provided by [TODO: ADD XIANGLEI
HERE] as this is the dataset that their lab was using for training. As CUP is used for imaging subfemtosecond processes, the subject of the image is typically far simpler than the YouTube
videos from the previous dataset. Although the goal of reducing generalization error is always
important, we found that this dataset better matched our needs for CUP imaging.

Figure 3: Example frames from the ball dataset used with CUP-NET

The original motivation behind using YouTube videos was to try to minimize generalization
error in the model. By using data from videos that varied significantly, we hoped to be able to
train a network that would perform well on any input. Unfortunately this did not work as we
had hoped as convolutional neural networks for image classification and segmentation are
already extremely sensitive to minor input changes13 14. Ultimately the bouncing ball dataset
was used for final testing and comparative results. The final dataset was comprised of 5000,
32x32x30 videos (x,y,t).
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Baseline Model
Two-step Iterative Shrinking and Thresholding (TwIST) was used as the baseline model for video
reconstruction. A MATLAB script is used to first compute the forward model matrix using the
encoding pattern and then compute the reconstructed video using TwIST. The primary metric
used for image reconstruction quality is structural similarity (SSIM) as this accounts for
luminance, contrast and structure within images15. The reason for using SSIM or a variation of
SSIM with mean squared error (MSE) is that this corresponds to perceptually greater
reconstruction. When only using MSE, the results, while low on a MSE value scale, are often not
similar to the naked eye.

Training and Validation
Both models were trained using TensorFlow 2.0 and the Keras API using an NVIDIA Quadro
M4000 GPU with 8GB of RAM. 70% of the datasets were used for training while 20% was used
for testing and the remaining 10% for validation. The Nadam optimizer was used to incorporate
Nesterov Momentum into the training process. The default learning rate of 0.001 was used
although a learning rate scheduler decreased this upon any plateaus in training. A custom loss
function was created to consider both the mean squared error (MSE) as well as the difference
in structural similarity (DSSIM) loss. SSIM is measured on a [0,1] scale where 1 corresponds to
an identical image. In order to minimize this metric, DSSIM is used as it measures on a [0,0.5]
scale where 0 corresponds to an identical image:
𝐷𝑆𝑆𝐼𝑀 =

(".(!))*+)
#
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( 7)

Thus the custom loss function can be formalized as:
𝐶𝑢𝑠𝑡𝑜𝑚 𝐿𝑜𝑠𝑠 = 0.5(𝐷𝑆𝑆𝐼𝑀 + 𝑀𝑆𝐸)

( 8)

The models were trained for 30 epochs with batch sizes of 32 videos. Figure 4 displays the
training and testing loss progression for the final training session of CUP-Net. While not
necessary, we found that using batch normalization after each convolutional layer significantly
reduced the number of training epochs needed to arrive at an optimal solution. However, it
should be noted that the batch normalization operation is computationally expensive and adds

Figure 4: CUP-NET training and testing loss progression through 30 epochs

delay to the
individual epochs. Further development is needed to determine whether or not there is an
optimal number of batch normalization layers that can be used to reduce the total number of
epochs while maintaining reasonable training time.
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Results
All results are given using video sizes of 30 frames each of which is 32x32 pixels.

Computation Speed Comparison
The main drawback of TwIST is the high computational costs associated with it. Reconstruction
times, both in iterating towards a solution and tuning parameters can be extremely high even
for videos of small dimensions. It is important to note that TwIST is a very hands-on algorithm
that requires a great deal of interaction for each imaged scene. Every new video requires
regularization tuning to converge to a reasonable solution.
Table 1: Reconstruction Speed Comparison TwIST vs. CUP-NET

Model

Training Time

Reconstruction Time

TwIST

N/A

270 seconds

CUP-NET

60 minutes (30 epochs)

0.007 seconds

Although there is no formal training time for TwIST, an important criterion to ensure
convergence is that the eigenvalues of 𝜃 !" 𝜃 are < 1. This typically requires n > 1 eigenvalue
calculations in MATLAB. Calculating the eigenvalues of 𝜃 !" 𝜃 for video dimensions 32x32x30
takes about 750 ms. While this is not particularly long, the execution time greatly increases with
video size, for example, the same function for a 256x256x100 video takes almost 8 minutes to
compute. This process is required each time a new encoding mask is used.

Our goal was to improve on the reconstruction time that TwIST requires. As highlighted in table
1, CUP-NET can reconstruct videos almost 40,000x faster than TwIST. CUP-NET was trained
14

using the NVIDIA Quadro M4000. The M4000 provides 2.57 TFLOPS fp32 performance, a
relatively low benchmark for similarly priced graphics cards on the market today. The training
and reconstruction time could be significantly improved by upgrading to a newer model with
greater TFLOPS performance.

Reconstruction Quality Comparison
Structural similarity was used to assess image reconstruction quality. Due to the long delays
associated with TwIST reconstruction, we compared results on ten videos rather than the entire

Figure 5: Video reconstruction results comparing TwIST to CUP-NET

test dataset. Figure 5 illustrates our results. CUP-NET drastically outperformed TwIST with an
average SSIM of 0.82 compared to 0.33 with TwIST. It should be noted that the TwIST
reconstruction quality is expected to improve with larger videos. The frame count in these
videos almost matches the spatial dimensions which results in more pronounced streaking and
makes reconstruction more difficult. In the same way that we expect TwIST reconstruction to
improve we believe that the CUP-NET reconstruction will improve as well. The U-Net
15

architecture functions by down sampling the input before reconstructing back into the original
form. As we are using images of small dimensions to begin with, the down sampling process
results in stages of extremely low dimension (4 x 4). By increasing the input dimension, the
model would retain more information during this down sampling process allowing for improved
reconstruction results.

Figure 6 displays the first five reconstructed frames for one of the videos in the test set. The
first row is the ground truth image. The middle row is the TwIST reconstruction. It is clear in

Figure 6: Reconstruction example. The first row is the reconstruction goal while the second and third are the TwIST and
CUP-NET results respectively.

these frames that TwIST is able to reconstruct the general location of the balls but fails to
recreate fine details. Another result of TwIST are the trailing artifacts that appear behind the
balls in all of the frames. From our reconstruction samples, this seems to be apparent in all
reconstructed videos. The final row is the CUP-NET reconstruction. Aside from a few minor
differences in the exact placement of the balls in the reconstructed frames, the reconstruction
is near perfect.

16

Discussion
CUP-NET outperformed TwIST reconstruction in both quality and speed. With regards to speed
performance, CUP-NET reconstructs videos almost 40,000x faster than TwIST. As mentioned
previously, this can be further improved by using newer accelerated hardware. The ability to
reconstruct videos at this rate will allow for real-time applications of CUP which were otherwise
not possible. Researchers will be able to train models using computer generated data that
matches the desired imaging scene and then deploy trained CUP-NET models to reconstruct
real imaged data. Another exciting possibility is the use of transfer learning to further reduced
training time. Transfer learning is a new training methodology that allows for pre-trained
models to be fine-tuned using a new dataset so long as it is similar to the original training set.
The advantage to this is that the new set can be significantly smaller than the original further
shortening the time needed to train. In essence, a lab can train a base CUP-NET model using a
generalized dataset that matches a range of potential imaging scenes. Using this, they can then
fine-tune the model to perform on new scenes without needing to fully retrain.

In addition to these speed increases, CUP-NET’s reconstruction quality was 2.5-3x better than
TwIST. As shown in figure 6, TwIST is prone to blurry reconstruction and often leaves trailing
artifacts behind moving objects. CUP-NET, on the other hand, produces extremely fine-detailed
reconstructions with no evidence of trailing artifacts. This will allow researchers greater insights
into what is really going on in the videos that they collect.
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Despite all of these performance advantages, there are a few drawbacks to deep learning for
CS. Firstly, there is some speculation as to whether or not deep learning models for CS learn the
inverse of the forward model or if they simply learn reconstruction based on input patterns16. In

Figure 7: Example of a missing artifact in CUP-Net reconstruction. Note the missing ball in the first frame of the CUP-NET
reconstruction in the last row.

addition to this, researchers have found that CNNs are especially prone to errors when
presented with minor perturbations to the input data 14,17. Figure 7 illustrates an example of
these issues in our training. In the first frame of the CUP-NET reconstruction the ball is missing.
One solution to the aforementioned issues is to add random noise to the input data. As this
thesis was focused on creating a baseline deep learning model to outperform TwIST, we did not
spend time on either of these issues. We believe that by adding noise to the datasets we CUPNET would be much more robust against these issues.

During the final few weeks of our research we developed an extension of CUP-NET that allows
for the learning of a encoding mask for CUP. We achieved this by altering the standard
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convolution operation to allow trainable element-wise matrix multiplication. As of yet, the
trained masks have not outperformed the standard random patterns but our research into this
area is limited to only a few trials. We believe that with further model development CUP-NET
will be able to learn an optimal encoding mask to further improve the reconstruction results.

Conclusions
CUP-NET is the first deep learning application for compressed ultrafast photography. It aims to
address the shortcomings associated with the standard two-step iterative shrinking and
thresholding reconstruction algorithm. CUP-NET is not only able to reconstruct videos faster
than TwIST, but the reconstruction quality is far greater as well. We believe that CUP-NET has
the potential to make CUP imaging a real-time and extremely accurate process, goals that were
otherwise unattainable.

Further research with CUP-NET should be focused on addressing issues relating to missing and
ghost artifacts. We believe that the majority of these issues can be solved by increasing the size
of the training set and by introducing noise to the input data. In addition to this, further
research should work on finding an optimal encoding mask to improve the reconstruction
quality even more. This will likely involve constructing an improved loss function to be used on
the encoding framework within CUP-NET.
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In conclusion, the results of this thesis served as proof of concept for the application of deep
learning for CUP imaging. We hope that future groups will expand upon our research to make
CUP a real-time accurate imaging technique.

20

References
Appendices
Appendix A - MATLAB Code for CUP forward process and LSQR estimation

Table of Contents
........................................................................................................................................
Manually build the streaking image ........................................................................................
Build the forward model matrix .............................................................................................
Calculate the eigenvalues of the forward model matrix ..............................................................
Calculate the LSQR initial estimate of CUP ............................................................................
%
%
%
%
%
%
%

MATLAB Code for CUP Imaging
Written by Ruibo Shang, modified by Matthew Parker
The first section of the code performs the forward CUP operation
and calculates the forward operator matrix
The last section calculates the lsqr initial estimate of the CUP
reconstructed video for the CUP-Net Deep learning model input.
The code can be modified to loop through a 4D-matrix that holds
multiple
% videos to streamline the estimation process
clear all;
close all;
clc;
% Number of pixel in each dimension (A squared image with 256*256
pixels)
IM_Size =32;
% wavelength and wavenumber of the illumination light
lambda=532*10^-9;
k0=2*pi/lambda;
% Object information
% xy coordinates
x=1:IM_Size;
y=1:IM_Size;
% xy resolutions
dx=5*10^(-6);
dy=5*10^(-6);
iu=sqrt(-1);
% load the video from CUP imaging
video_file = 'FILL WITH VIDEO FILE PATH MUST BE .MAT file'
sample = load(video_file)
%sample = 255.*double(sample);
for i = 1:size(sample,3)
I_temp = sample(:,:,i);
sample_temp(:,:,i) = imresize(I_temp,[32 32]);
end
sample = sample_temp;
% number of pixels in vertical direction in the CUP image (the image
after streaking)
IM_Size1 = IM_Size + size(sample,3)-1;
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% add a background of 50
%sample = sample + 50;
I = sample;
% load the DMD mask
%load('Mask1.mat');
load('binary_ball_mask.mat');
Mask1 = double(Mask1);
video_file =
'FILL WITH VIDEO FILE PATH MUST BE .MAT file'
Error using load
Unable to read file 'FILL WITH VIDEO FILE PATH MUST BE .MAT file'. No
such file or directory.
Error in lsqrEstimatorFinal (line 31)
sample = load(video_file)

Manually build the streaking image
for i = 1:size(sample,3)
I_dmd(:,:,i) = I(:,:,i);
I_dmd_prime(:,:,i) = I(:,:,i)';
end
% plot of one frame of the jelly fish
%figure;imagesc(abs(I_dmd(:,:,1))); axis square;axis off; colormap
hot;
I_dmd_full = zeros(IM_Size1,IM_Size,size(sample,3));
Mask1_full = zeros(IM_Size1,IM_Size,size(sample,3));
for i = 1:size(sample,3)
I_dmd_full((i-1)+1:(i-1)+IM_Size,:,i) = I_dmd(:,:,i);
end
for i = 1:size(sample,3)
Mask1_full((i-1)+1:(i-1)+IM_Size,:,i) = Mask1;
end
I_dmd_shear = I_dmd_full.*Mask1_full;
I_CCD = sum(I_dmd_shear,3);
I_CCD_vector = I_CCD(:);
% the streaking image
%figure;imagesc(I_CCD);axis equal;axis off;colormap hot;

Build the forward model matrix
for i = 1:size(sample,3)
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Mask_temp = Mask1';
Mask2_full_vector(:,i) = Mask_temp(:);
end
count = 1;
for i = 1:size(sample,3)
for j = 1:IM_Size*IM_Size
y_coordinate(count) = j + (i-1)*IM_Size;
x_coordinate(count) = (i-1)*IM_Size*IM_Size + j;
A_coordinate(count) = Mask2_full_vector(j,i);
count = count + 1;
end
end

% forward model matrix
S_forward=sparse(y_coordinate,x_coordinate,A_coordinate,IM_Size*IM_Size1,IM_Size*IM_Size*size(samp
% the streaking image from the forward model matrix
y_verify = reshape(S_forward*I_dmd_prime(:),IM_Size,IM_Size1);
y_verify = y_verify';
to verify if it is consistent with the manually created streaking image if the plot is all 0, it means no error
%figure;imagesc(y_verify-I_CCD); axis equal;axis off;colormap hot;
I_CCD = I_CCD';
I_CCD_vector = I_CCD(:);% vectorize the streaking image

Calculate the eigenvalues of the forward model
matrix
para = 4.7; % tune this parameter to make the largest eigenvalue of A to be < 0
S = S_forward./para;
A = S'*S;
eigs(A)
seg_all = eigs(A); % save it as 'eg_all.mat' and load it later
save('eg_all.mat','eg_all');

Calculate the LSQR initial estimate of CUP
para = 9;
S_forward = S_forward./para;
y_meas = I_CCD_vector./para;
estimate = lsqr(S_forward,y_meas,1e-12,300);
estimate2d = reshape(ig,IM_Size,IM_Size,size(sample,3));
estimate2d = permute(ig2d,[2,1,3]);
Published with MATLAB® R2018b
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