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Abstract 
Vehicle-environment interaction (VEI) systems are a specific class of systems 
whereby a vehicle, or some component of the vehicle, is required to interact with its 
environment above and beyond simple locomotion tasks.  This dissertation examines the 
automation of the VEI system where the positioning of a particular vehicle subsystem or end 
effector with respect to the environment is accomplished in a controlled manner.  The 
interaction between the vehicle and its environment or terrain acts as a disturbance to the 
controller attempting to position the subsystem.  To obtain accurate and highly productive 
operation, the VEI system under control is required to have a sufficiently high bandwidth so 
as to achieve the desired task.  Unfortunately, this is often not achievable due to fundamental 
limitations arising from the physical system design. This dissertation studies the fundamental 
limitations that stem from these physical systems and develops a systematic solution to 
alleviate the limitations. The results developed are made specific to a VEI system of interest:  
a combine harvester with automated header height control (HHC). 
By modeling and system analysis of the system, the under-actuation and non-
collocation sensor/actuator properties of the mechanical system are presented.  These 
properties cause lightly damped low frequency zeros and poles in the open loop transfer 
functions of interest, thereby preventing effective feedback control beyond a given 
 iii  
frequency. In addition, the actuation system, which is electro-hydraulic in the system of 
interest in this work, introduces a considerable delay and places another bandwidth 
limitation.  To mediate the limitations caused by the mechanical system dynamics, an 
integrated design and control method is proposed to synergistically optimize parameters in 
both the physical system and the controller to minimize a novel type of control-oriented 
objective function. As a result, the redesigned open loop plant obtains more desirable zeros 
and poles compared to the original product thereby leading to higher performance in the 
closed loop behavior. To compensate for the delay cause by the hydraulic actuator, this 
dissertation proposes a two DOF control, adding a feedforward channel to the optimally 
designed feedback control loop. Both model uncertainty and signal uncertainties are 
considered in the two DOF controller design to guarantee robust stability and performance. 
The methods mentioned above are applied and validated with both simulation and 
experimental results for the combine harvester system of interest. The generality of the 
approaches presented indicate the research can be applied on other VEI systems with 
possibly slight modifications due to the nature of the specific system. 
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Chapter 1     
Introduction 
This dissertation investigates the integrated system design and control problem for a 
class of vehicle-environment interaction (VEI) systems. In particular, a header height control 
(HHC) problem for combine harvesters is utilized as a case study to illustrate some common 
existing system properties in VEI systems, and to validate the approaches proposed in this 
dissertation. Broadly speaking, the limitations from the physical system behavior can result 
in performance barriers when designing a controlled system. This dissertation first seeks to 
understand two aspects to the fundamental limitations in VEI systems: mechanical system 
dynamics and actuator delay.  Subsequently, this dissertation proposes design and control 
solutions in order to extend the achievable system bandwidth by mediating such limitations.  
Section 1.1 provides a general overview of the class of VEI systems discussed in this 
dissertation, and Section 1.2 describes the specific research objectives within the dissertation 
scope. In addition to the objectives associated with specific limitations, Section 1.2 indicates 
solution paths to achieve each the individual objectives.  These solutions will eventually be 
combined into a systematic procedure for addressing the VEI-induced limitations. The 
framework for introducing the organizations of the chapters is present in Section 1.3. 
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1.1 Vehicle-Environment Interaction Systems 
 
Figure 1.1 Systems with vehicle-environment interaction 
Vehicle-environment interactions often occur for mechanical vehicle systems when 
some apparatus is attached on the vehicle body for a specific task or purpose. Figure 1.1 
illustrates several examples of vehicles that interact with an environment. The vehicle 
functions as a moving carrier, and the apparatus is controlled by actuators to interact with the 
environment for the purpose of precisely accomplishing a certain task. Whilst the vehicle is 
manipulating the particular apparatus, the dynamics of the vehicle are influenced by the 
environment as it is proceeding over the surface of the ground or water.  
For example, a mine-clearing vehicle has an extended detector ahead of the vehicle to 
discover any hidden ordinance. To be most effective, the detector must maintain a specific 
height with respect to the ground; at the same time, it needs to avoid contact with the ground 
to prevent the detonation of a mine. In this case, it is important for the detector to follow the 
shape of the terrain while the vehicle is in motion, but the irregular surface of the ground will 
Crane Ship  
Agricultural Sprayer  Mine Clearing System  
Construction equipment 
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induce vibrations in the vehicle, thereby affecting the ability of the detector to maintain its 
prescribed stand-off height. Similar mechanical structures and phenomena can be found in 
many other classes of working vehicles such as: construction vehicles, agricultural vehicles, 
and crane ships. The vehicle-environment interaction during the working process in these 
systems have a significant influence on the working efficiency  of the vehicle system by 
introducing an unknown reference (the terrain profile) or disturbances (the terrain profile 
disturbing the vehicle dynamics) to the systems. In addition, a potential challenge for 
precisely-controlled operation results from the vehicle dynamics, which, in many cases, are 
with undesirable properties such as delay and non-minimum phase or lightly damped zeros.  
Such factors can induce difficulties in the design of feedback control systems when 
faster speed, higher productivity, or greater operational precision is required. When the 
vehicle/apparatus system is required to tracking an unknown environmental reference, or to 
reject any environmental disturbances, the VEI may cause limitations on the corresponding 
reference tracking or disturbance rejecting bandwidth. 
The combine harvester shown in Figure 1.2, abbreviated as “combine” below, is one 
of the examples of a VEI system, and this system is the specific focus of this dissertation. 
Figure 1.2 provides both a photograph and a simplified schematic of a combine in the vertical 
plane. The combine is a key component in the agricultural process, and it is used to extract 
and collect crops from the field. It has been estimated that approximately 75% of the crop 
losses occur at the header [1], and a significant portion of the header loss is caused by 
improper positioning of the header [2]. Therefore, the header height control (HHC) problem 
under study is motivated by the interest in improving the efficiency and productivity of the 
harvesting process; specifically, to decrease the total time required for the harvest and 
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increase the yield of the harvest. The header height is defined as the distance between the 
header tip and ground, and the height error is defined as the deviation between the current 
header height and the desired set point for the header height. By raising or lowering the 
header with an actuator, which is usually hydraulic, the header height can be adjusted. If the 
header height is too high, the harvest’s yield will be considerably reduced since much of the 
viable crops will be left un-harvested. Conversely, if the header height is maintained too low, 
equipment damage or operator fatigue will result.  
Header
Combine body
Hydraulic actuator
Sensor
Header height
Flexible tires
 
Figure 1.2 Combine system 
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The combine was widely adopted in U.S. as powerful harvesting tool since 1930s[3], 
and the autonomous header height control has gained research interest since 1960s [4]. The 
combine, with its header suspended in front of the main vehicle body, is a typical example of 
the VEI system mentioned above. In the current agricultural industry, one way to improve the 
productivity of the harvesting operation is to increase the size of the system, which means to 
geometrically enlarge the scale of the system proportionally. This results in wider and 
heavier headers suspended on larger and more powerful combine bodies. Another direction is 
to pursue higher working speed of the combine through the field. Both ways require higher 
working efficiency of the processing parts. However, increasing the combine speed by 2X 
would have the same effect on the harvesting process as doubling the size of the combine. 
Given the HHC is the bottleneck for increasing combine forward velocity, effective HHC 
design becomes a cost effective solution as will introduced below to achieve productivity 
enhancement. Although this benefit is highly appreciated, in agricultural practice, however, 
difficulties have been encountered for decades in efforts to break this obstacle. 
The HHC system is required to track the reference and reject the disturbance from the 
ground profile; therefore, the bandwidth requirement for HHC is determined by two factors: 
the surface shape of the ground and the forward velocity of the combine. The current product 
is able to maintain a 3mph speed in relatively flat field, where the period of the ground is 
around 100m with peak-to-peak amplitude as 3m if it is approximated as a sinusoid shape. 
Assuming the sensitivity function has a slope as 20dB/decade, which will be shown in the 
control design result of Chapter 6, the bandwidth required to maintain a height error with 
20cm is approximately 1.13 rad/sec. To double the speed, the required bandwidth has to be 
above 2.26 rad/sec, i.e. 0.36Hz. Without detailed discussion on physical system properties, 
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many efforts have been devoted to achieve such HHC performance using software and 
controller design unfortunately without much success in the implementation on the real 
combine system[5, 6]. 
As will be detailed in later chapters, the inherent reason is the fundamental limitations 
derived from the legacy design of the combine system. The original design of the combine 
system utilized manual control.  Automatic control for HHC was introduced into a plant that 
was not well suited for feedback control.  As a result, there exist performance limits that 
cannot be circumvented solely by control design; although good design can maximize the use 
of available performance. This dissertation aims to reveal the inherent causes for the 
performance barrier and provide validated solutions. 
Although the methods introduced are based specifically on the HHC problem of 
combine harvesters, the approaches and procedures can be readily applied to many other VEI 
systems such as those illustrated in Figure 1.1.  
1.2 Research Objectives 
The primary objective of this research, as mentioned in the previous section is to 
provide a systematic approach to achieve satisfactory control performance for a class of VEI 
systems.  It includes analysis of control limitations, physical system design and the 
development of control solutions. The specific research objectives pursued in this dissertation 
are described below. 
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1.2.1  Analysis of the fundamental limitations of control  
The performance of a controlled system is determined by two entities: the physical 
system dynamics and the control algorithm. From a control engineering perspective, the 
controller design is usually based on fixed system dynamics. Parameters in a controller are 
tuned to obtain desired performance. In modern control theory, some objective function is 
usually chosen to be minimized for optimal control design, where the controller contains the 
design variables and system dynamics works as an invariant dynamical function. However, 
this often conceals the role of the physical dynamics in the closed loop system performance. 
It is not a problem when the system performance under control can achieve the design 
requirement specifications. However, when this does not happen, the fundamental causes as 
well as the best solutions can be difficult to determine. The possible reasons for unmet 
specifications can be ill-tuned controller parameters, inappropriate choice of the objective 
functions, or the specs may be unachievable due to the inherent limitations from the physical 
system.  
If the control limitations are inherent in the plant’s dynamical structure, the analysis 
usually involves two steps. Firstly, Studies must be conducted to determine the most 
influential factors from the physical system. This usually requires to establish a model for the 
system, i.e., to describe the system dynamics mathematically with proper approximations.  
Secondly, the control limitations induced by these highlighted features need to be analyzed.   
For example, when time delays exist in a system, the feedback control bandwidth has an 
upper bound. Independent of the feedback controller design, the closed loop performance 
cannot surpass this upper bound. Understanding how various features in the physical 
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system’s dynamics can influence achievable bandwidth would isolate the causes for 
limitations in control performance.  
Knowing which features from the physical system limit the controlled system’s 
performance and determining the relative magnitudes of these limitations are useful during 
the control design process. The limitation analysis provides an estimate of the ‘best’ 
performance that any controller could achieve. Therefore, the designer can determine 
whether the current control objective or specification can be met. When the desired 
performance cannot be met, alternative solutions can be introduced; these include 
redesigning the physical system to eliminate the corresponding limitations or introducing 
additional sensors and/or actuators. When the objective is achievable, the upper bound of the 
performance can serve as a reference to specify realistic objective functions for optimal 
control. Once the control performance is obtained, either by simulation or experiments, the 
performance limits can be used to evaluation the controller design by comparing the achieved 
performance with the maximum value possible. 
Taking the HHC problem as a specific example, the difficulty in improving the 
performance stems from the physical dynamics of the plant, which are undesirable zeros and 
poles.  These are combined with a considerable actuator delay in the system to reduce the 
achievable system bandwidth. The bandwidth limitation limits the combine’s ability to track 
high frequency signals, which induces a slow driving speed and lower than desired working 
efficiency.  
With the understanding of the inherent problems caused by the physical system 
design, two corresponding solutions are proposed in this dissertation as research objectives.  
The effects of the mechanical system characteristics on the controlled system can be 
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improved by finding a feasible redesign of the current system; this will be elaborated on in 
Section 1.2.2. The redesign can change the relationships among the rigid body components in 
the mechanical systems, and improve the dynamical features of the open loop system. For the 
actuator delay, feedback control is very limited in its ability to compensate for the induced 
loss of phase. As a result, feedforward control with pre-view knowledge can be used in an 
anticipatory fashion. This increases the overall system responsiveness, and will be introduced 
further in Section 1.2.3. 
1.2.2  Integrated design and control 
One approach to improving the effect of the plant system behavior on the control 
performance is to redesign the physical system such that it is easier to control.   In this 
dissertation, an integrated design and control method is used for the purpose of improving 
physical system properties and calculating a desirable control algorithm. The integrated 
design and control approach uses control performance as a design criterion. As a result, both 
the system dynamics and controller can be improved together during this process to achieve 
improved control performance. What follows is a brief review of previous attempts at 
integrating control and plant design. 
For mechatronic systems, the integration of controller design and mechatronic system 
design was proposed in [7].  Since it is often the case that the mechatronic systems exist 
when the controller design phase is begun, many restrictions are inadvertently placed on the 
controller design. Therefore, the integrated design and control is recognized ‘a necessary step 
in mechatronics’ [8] to fully achieve the benefits of integrating mechanical and electronic 
(i.e. mechatronic) systems.   
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Some work has been done to preserve physical insight and provide guidance in the 
selection of the proper physical architecture for control. For example, Bond graph approaches 
were used to formalize the concept of ‘design in physical domain’, which is to preserve the 
physical structure when modeling and designing the system with control oriented approaches 
[9].  In another research direction, the integrated design goals and requirements are 
formulated as a nonlinear programming problem.  This nonlinear programming approach is 
the design method used in this dissertation. Design variables in both the controller and 
system are chosen, subject to structural and control constraints, to optimize an objective 
function whose construction captures the essence of the integrated design problem.  The 
control design must also provide satisfactory closed-loop stability and robustness properties. 
For example, the objective function can be the steady-state error due to white-noise 
disturbance at the inputs [10], the sum of the time constants of the closed-loop eigenvalues 
[11], the largest possible safety margin [12], etc. Sometimes, the system is assumed to be 
perturbed by some stochastic disturbances and the constraints are formulated in terms of 
allowable means square responses and control energy [13].  
For VEI systems, the physical plant design involves the change of key parameters in 
the vehicle-apparatus system. In such integrated design and control work, it is important to 
determine: (a) what the influential parameters are in the system, (b) what the suitable control 
performance functions are in the design criterion, and (c) what numerical method can be used 
to calculate the optimal system design and the corresponding controller. In this dissertation, 
the HHC problem will be used as an example to be redesigned for the purpose of getting 
better dynamical characteristics in order to improve the control performance. 
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1.2.3  Robust two degree-of-freedom (DOF) controller design   
As stated in Section 1.2.1, when a delay appears in the feedback control loop, the 
feedback controller is not capable of eliminating the delay from its closed loop response. 
Therefore, feedforward control can be considered as a solution for improving the bandwidth 
of a time-delayed system. Usually, a feedback controller is still needed to maintain robust 
closed loop stability and a feedforward controller is added on to the feedback loop to obtain 
better performance. The designs for both the feedback and feedforward controller forms a 
two degree-of-freedom (DOF) control problem. 
The difficulty in designing a feedback controller for time-delayed system stems from 
the delay term which is irrational in continuous time. This makes the system dynamics 
infinite-dimensional and causes problems using classical robust control synthesis. Therefore, 
this dissertation introduces a way to find a robust controller design method for a delayed 
system. 
In addition to improving feedback design, the work in this dissertation also explores 
the feasibility of using feedforward controller to compensate for the delay in the system. Two 
main uncertainties that undermine the feedforward performance are signal measurement 
uncertainty and model uncertainty. When there is error between the actual and estimated 
signals, the compensating action from the designed feedforward channel can be less 
effective. Similarly, when the assumed model deviates from the true system dynamics, the 
effect of the feedforward input signal on the output is not accurate, and this also induces 
additional tracking error. Therefore, this dissertation also proposes a method to design a 
feedforward controller that takes both model and signal uncertainties into consideration 
during design. When both feedback and feedforward controllers are designed with respect to 
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uncertain conditions, the robust stability and performance of the delayed system can be 
guaranteed.  
1.3 Organization of the Dissertation  
Figure 1.3 shows the framework of the research work in this dissertation. The 
relationship among the three main objectives proposed in Section 1.2 is clearly outlined. 
With an understanding of the fundamental limitations in the VEI systems, particularly for the 
HHC problem, we propose two solutions corresponding to the primary control limitations.  
Integrated design and control aims to improve the dynamical properties of the physical 
system, and the robust two DOF control design aims to compensate the delay and obtain a 
high bandwidth controlled system response under the influence of system model and signal 
uncertainties.  
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Achievable performance 
by feedback control
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End of task
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Controller design
Y
N
Feedback controller design 
with robust stability
Feedforward 
controller design
Fundamental 
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Y
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Design 
and 
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Controller 
Design
 
Figure 1.3 Research framework 
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The remainder of this dissertation is organized as follows. Chapter 2 introduces the 
commonly seen control limitations for the physical system and studies how the bandwidth 
limitation is induced by these factors. Chapter 3 provides a physical description of the HHC 
problem, which is used as an example of a VEI system to be studied in this dissertation.  
Chapter 3 also presents the mathematical modeling of the actuator and mechanical system. In 
addition, the two major limitations in the HHC control problem are illustrated with 
quantitative results of the bandwidth limitation analysis using the conclusions from Chapter 
2. The details of the integrated design and control method aimed at improving the mechanical 
system dynamics is developed in Chapter 4. Chapters 5 and 6 present the design of a robust 
feedback controller and a feedforward controller for delayed system, respectively. Lastly, the 
conclusions and research contributions from this work are summarized in Chapter 7. 
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Chapter 2     
Fundamental Limitation in Control of SISO LTI 
Systems 
With the development of control theory, various optimal control algorithms have been 
proposed to achieve the ‘best’ control performance with certain specifications of the control 
objectives and system characteristics.  Examples of these algorithms include robust control 
[14, 15], adaptive control [16, 17], model predictive control [18, 19], and iterative learning 
control [20, 21]. The variations and implementations of these control methods have been 
widely discussed. However, less attention has been paid to the more fundamental question: 
what characteristic in the system would inherently limit the performance of these controllers 
and induce upper bounds on achievable performance? The understanding of such limitations 
can help in exploring the design and control approaches in the preliminary assessment stage, 
understanding the bottlenecks of system performance, and providing an estimate of the 
ultimate performance. This chapter will discuss the research work on fundamental limitations 
for Single-Input-Single-Output (SISO) control systems with consideration of factors such as 
system dynamics, delays, signal uncertainties, and modeling uncertainties. First, the basic 
structures of feedback, feedforward, and combined two DOF control are introduced. Then the 
common factors that have an impact on control performance are listed; this is followed by 
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discussions on the limitations of feedback and feedforward control. Finally, two limitations 
that are commonly found in VEI systems are specifically studied and serve as the motivation 
for the integrated design and control work in the following chapters of this dissertation. 
2. 1  Basic Architectures for Control Strategies 
2.1.1 Feedback control 
GpGfb
d
r y
n
-
+
+
+
Gd
++u
 
Figure 2.1 Block diagram of feedback system 
Feedback control is the most common and powerful control strategy that has been 
studied in the control community and applied in industry. A block diagram for a basic 
feedback loop is shown in Figure 2.1, where r  is the reference signal for the output signal y  
to follow. When r  is a constant signal, or in other words, a set point, the feedback control 
problem is called a regulation problem. When r  is a time-varying signal, the feedback control 
problem is called a tracking problem. The former problem is a special case of the latter. 
pG  
describes the dynamics of the plant where n  is the noise corrupting the measurement of y  
and d  is an exogenous disturbance which is shown as affecting the output y . dG  represents 
the disturbance dynamics describing the influence of disturbance d  on the output y ; 1dG   
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indicates d  is an output disturbance whereas 
d pG G  indicates d  is an input disturbance.  
fbG  is the feedback controller which generates a control signal u  to control the plant behavior 
by utilizing the reference r  and measured feedback information consisting of the output y  
and measurement noise n . The feedback control uses the feedback information to stabilize the 
system and improve the performance of reference tracking whilst rejecting disturbances.   
The system model uncertainty is assumed to be additive as shown in Eqs. (2.1) and 
(2.2). 0pG  and 0dG  represent the plant dynamics model and disturbance dynamics model, 
respectively, while pG  and dG  are the true plant dynamics and disturbance dynamics. 
            0 0p p p p p pG s G s s s G s G s      (2.1) 
            0 0d d d d d dG s G s s s G s G s      (2.2) 
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Figure 2.2 Block diagram of transformed feedback structure using IMC framework 
For the purpose of later analysis, a transformation on the feedback system of Figure 
2.1 is introduced in Figure 2.2 using an internal model control (IMC) schematic which 
employs the difference between the measured output and estimated output as a feedback 
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signal [22].  Here the additive plant and disturbances models are explicitly incorporated into 
the particular feedback structure.  
The feedback controller element in Figure 2.2 is related to the feedback element in 
Figure 2.1 by a simple transform shown in Eq. (2.3). 
 
_
0 _1
fb IMC
fb
p fb IMC
G
G
G G


 (2.3) 
Note that 
1
_ 0fb IMC pG G
  is equivalent to setting 
fbG  , which would achieve 
perfect tracking for the original system of Figure 2.1 via a very high gain feedback controller.  
The benefit of the transformed system in Figure 2.2 is that it can be further simplified, as 
shown in Figure 2.3, to consider solely the uncertainty dynamics,     & p ds s  , when 
analyzing the feedback loop properties. This will aid the frequency domain analysis for 
maximum achievable bandwidth in later sections; the results obtained for Figure 2.3 can be 
readily applied to Figure 2.1. This property is also further used in the two DOF control 
design that will be discussed in Section 2.1.3. 
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Figure 2.3 Block diagram of simplified feedback system 
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2.1.2 Feedforward control 
Feedforward control utilizes knowledge of exogenous signals (including references 
and disturbances) to predict and compensate the system outputs before they are affected by 
the exogenous signals. Usually feedforward is used in series or in parallel with feedback 
controllers to achieve better tracking and/or disturbance rejection performance.   
When using feedforward approaches, the exogenous signals need to be ascertained by 
the controller.  If the exogenous signals can be represented analytically, such as for periodic 
signals [23], methods such as an adaptive feedforward controller (AFC) or an adaptive 
feedforward disturbance cancellation (AFDC) can be used to ‘learn’ their patterns [24, 25], 
and the effect of the signals can be attenuated accordingly. Another kind of control approach, 
iterative learning control (ILC), learns the repetitive effect of the exogenous signals on the 
system outputs by repeating the process and adjusting the control signal to improve the 
performance [21]. A third type of feedforward control approach, which is the focus here, 
addresses exogenous signals that are pre-known or measured. This is the most general 
feedforward approach since the exogenous signals are not assumed to have an analytical 
form and are not the result of a repetitive process.  
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+ u
 
Figure 2.4 Block diagram of feedforward system 
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As shown in Figure 2.4, the feedforward controller uses the estimation or 
measurement of the exogenous signals r  and d  to generate the control input u . The 
estimations/measurements deviate from the true exogenous signals r  and d  by r  and d , 
respectively. Therefore, r  and d  represent the feedforward signal uncertainties. ffrG  and 
ffdG  are, respectively, the feedforward controllers designed for r  and d . Compared with 
feedback control, feedforward control can use the known information for r  and d  to 
construct non-casual control.  This anticipatory action improves the system response, 
particularly for sudden changes in the exogenous signals. However, feedforward control is 
sensitive to the system model uncertainty and any signal uncertainties.  Anticipating a 
slightly wrong action can cause significant errors at the output y  and is why feedforward is 
usually combined with feedback to create a two DOF controller. 
2.1.3 Two degree-of-freedom (DOF) control 
As mentioned above, when the feedback and feedforward controllers are combined to 
track references and reject disturbances, they become a two DOF controller. For the two 
DOF scheme, the commonly used structures of the controller are shown in Figure 2.5. 
 Figure 2.5(a) shows the architecture of a classic two DOF controller, where _fb aG  is 
the feedback controller; _ffr aG  and _ffd aG  are the feedforward controllers to address the 
reference and disturbance signals, respectively. pG  represents the plant dynamics and dG  
describes the disturbance dynamics. Due to the estimation/measurement uncertainty, the 
signals that the feedforward controller uses deviate from the true reference  r  and 
disturbance d  by r  and d  , respectively.  
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Many variations of this control structure have been used in the literature for the 
convenience of performance analysis and controller derivation [26]. For example, Figure 
2.5(b) and Figure 2.5(c) change the relationship between the reference feedforward block and 
the feedback controller, where Figure 2.5(b) separates the reference from the feedback loop 
and Figure 2.5(c) changes the feedforward controller to a pre-filter for the reference under 
the assumption that the reference is pre-known and accurate. Figure 2.5(d) and Figure2.5(e) 
change  the feedback signal in the feedback loop: (d) is called the internal model control 
(IMC) feedback-feedforward structure [27], which is basically an extension of Figure 2.2 to 
two DOF control;  Figure 2.5 (e) is a further revision of Figure 2.5 (d) which separates the 
disturbance feedforward controller design with the feedback loop under the nominal 
condition, (i.e., 0p pG G , 0d dG G ) [28]. The feedback signals of the last two structures are 
closely related to the model uncertainty in the system; therefore, they are used to design the 
feedforward controller and analyze control performance for uncertain systems. 
The general relationship between the output y  and the exogenous signals is shown in 
Eq. (2.4), from which there are a total of five exogenous signals that impact the output.  For 
the variations listed above, the corresponding transfer functions from the exogenous signals 
to the output signal are listed in Appendix A.  Although different structures are adopted for 
the purpose of controller design and analysis, they are inherently consistent with one another 
and can be transformed under certain assumptions with the conversions shown in Appendix 
A.  
 
r r d d ny T r T r T d T d T n         (2.4) 
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(a) Classical Structure 
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(b) Separated Reference from Feedback Loop 
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(c) Pre-filtered Reference for Feedback Loop 
Figure 2.5 Structures of two DOF control 
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(d) Internal Model Control Feedforward-Feedback control 
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(e) Internal Model Feedforward Control 
Figure 2.5 (cont.) 
2.2 Limitations on Control Performance 
2.2.1  Limitations on control schematics 
Factors in the physical system can create performance limitations when algorithms 
are implemented within the control architecture discussed in Section 2.1. The most common 
linear limitations, discussed in the following Section, are listed below. 
a) Non-minimum phase systems 
 23  
A non-minimum phase system (NMP) refers to a system that has an unstable inverse. 
For a linear system, an NMP system indicates that the system contains zeros on the right half 
plane (RHP). An NMP system has a larger phase drop than the minimum phase (MP) system 
with the equivalent magnitude properties. Therefore, these undesirable phase properties can 
cause difficulties in feedback control.  
b) Time delay 
The presence of loop delays typically imposes strict limitations on achievable 
feedback performance. The delay introduces phase lag into the loop transfer function; as a 
result, feedback control is not able to respond in time to changes of exogenous signals, which 
reduces the control efficiency. The delay compromises the stability of the system and thus 
enforces conservative control. 
c) Model uncertainty 
For many model-based controller designs, the fidelity of the model directly 
determines how well the controller can achieve its desired performance. For feedback 
control, there is a balance between achieving high nominal performance with maintaining 
closed loop stability when the true physical system dynamics deviates from the nominal 
model. The larger the model uncertainty is, the more conservative the feedback controller has 
to be to ensure robust stability. For feedforward control, on the other hand, model uncertainty 
is an even bigger concern. Feedforward control requires accurate knowledge of the system to 
make corresponding compensations in the output for exogenous signals. Therefore, the 
accuracy of the model directly impacts how much the compensating signal deviates from its 
desired value, and how much error such deviation causes in the output.  
d) Signal uncertainty 
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Signal uncertainty in this dissertation particularly refers to the error in signals used 
for feedforward control, which is defined as r , d  in Section 2.1.3, compared to the true 
reference and disturbance signals. Similar to model uncertainty, it can cause the deviation of 
the compensating feedforward signals and hence introduce additional error in the output. 
e) Measurement noise 
Measurement noise refers to the noise signal that introduces inaccurate information in 
the output measurement. For feedback control, it is usually difficult to distinguish the noise 
from the true output signal, which constrains the ability of the feedback controller to react to 
the real output signal. As a result, the noise might be amplified in the feedback loop and 
cause unexpected error.  
2.2.2  Error analysis for two DOF control 
The analysis of the performance limitations from the factors described above usually 
can be divided into two categories: (1) the limitation for all possible controller designs with 
tools such as the Bode integral theorem [29, 30] and (2) the “best” achievable performance 
under certain control criteria or system specifications [27, 31-33]. In this dissertation, we 
mainly discuss the former, which serves to provide a deeper understanding for the constraints 
from the physical system on control performance independent of the particular controller 
applied.  
To analyze these commonly existing limitations, the sensitivity functions are the main 
objects to study. As stated earlier, since configuration of a two DOF controller, shown in 
Figure 2.5(d), has the advantage when dealing with model uncertainty, we adopt this 
structure to analyze the sensitivity functions from the exogenous signals to the error signal, 
as shown in Eqs. (2.5) and (2.6). The effect of the five factors that cause control limitations 
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on the output are shown in Eq. (2.5): non-minimum phase and time delay, if they exist, can 
appear in 
0pG ; p  and d  are the model uncertainties, r  and d  are the signal 
uncertainties, and  n  is feedback measurement noise. Together, these factors influence the 
tracking error e  of the system, and their combined effect usually can induce even stricter 
constraints on performance. However, to make the analysis clear and structured, these two 
factors will be discussed separately for both feedback control and feedforward control. 
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To ensure that the analysis is consistent, the performance criterion is chosen to be 
bandwidth, which in this dissertation is defined as where the magnitude of sensitivity 
functions from exogenous signals to the error signal increases over 0dB the first time, 
denoted as 0 . This bandwidth indicates that no controller can make the error to signal ratio 
smaller than when the frequency is above 0 . This provides an upper bound for describing 
how fast the system can respond to exogenous signals with limited error.  
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2.3 Performance Limitations for Feedback Control  
2.3.1 Non-minimum phase zeros 
A. Introduction to RHP zeros 
When there are RHP zeros, the system is a non-minimum phase system. In this case, 
extra phase lag is introduced to the loop transfer function by the RHP zeros. As a result, 
undesirable characteristics can be induced for feedback control. 
One well-known phenomenon of a feedback system with non-minimum zeros is the 
‘undershoot’ of its step response. When the system has an odd number of real RHP zeros, the 
output response goes first to the wrong direction. The number of times that the output crosses 
over the zero value is determined by the number of real RHP zeros [34] . This undershoot not 
only slows down system response to the step change in the reference signal but also restricts 
the application of feedback control for some physical systems where movement in the wrong 
direction is not desirable. 
Non-minimum zeros also limit the aggressiveness of the feedback controller. As is 
well known in root locus theory, the closed loop poles move from the open loop pole 
locations to the open loop zero locations when the feedback gain increases. Therefore, a large 
feedback gain will inevitably induce system instability, and hence, high gain control is not 
permissible for a system with RHP zeros.  
To enable the derivation of the bandwidth limitation caused by RHP zeros, the system 
is formulized below. The loop transfer function can be expressed as Eq. (2.7)  with  M s  
representing the non-minimum part of the plant dynamics and  mG s representing the 
rational minimal phase part of the loop transfer function.  M s  is an all-pass function with 
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its magnitude equaling 1 at all frequencies. As shown in Eq. (2.8) 
ia at 1,2..,i m  are the m
RHP zeros in the system.  mG s  includes feedback controller  _fb dG s  and the minimal 
phase part of the plant dynamics  _p mG s , as shown in Eq. (2.9).   
      L mG s M s G s  (2.7) 
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      _ _m fb d p mG s G s G s  (2.9) 
When only the non-minimal plant dynamics are taken into consideration, Eq. (2.5) 
can be reduced to Eq. (2.10), and the two sensitivity functions from the reference and 
disturbance to error are shown in Eqs. (2.11) and (2.12) , respectively.  
    _ _ _d r d d de S s r S s d   (2.10) 
        _ _ _1r d fb d p mS s M s G s G s   (2.11) 
          _ _ _d d d p m ffd dS s G s M s G s G s   (2.12) 
The perfect control would make the two sensitivity functions zero at all frequencies, 
which requires  _fb dG s  and  _ffd dG s  to satisfy Eqs. (2.13) and (2.14). However, note that 
 1M s  is unstable; hence, the ‘perfect’ controller design does not apply in the real physical 
system. In other words, the ‘ideal’ control cannot be found and performance is limited due to 
 M s . 
      1 1_ _fb d p mG s M s G s
   (2.13) 
        1 1_ _ffd d d p mG s G s M s G s
   (2.14) 
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B. Bandwidth limitation 
Since the sensitivity functions for r and d  have similar properties, in the following 
discussion, we use _r dS  to analyze the tracking performance limitation due to the factor 
introduced in Section 2.2.1. Similar procedures and results can be applied to the disturbance 
rejection performance for _d dS . 
Although Eq. (2.13) does not apply due to the instability of  1M s , the feedback 
controller can still be constructed as Eq. (2.15) to cancel  _p mG s ,  the minimal phase part of 
the plant dynamics.  N s  is a transfer function left to be designed to achieve desired system 
behavior based on the distribution of the non-minimum phase zeros in  M s . As a result, the 
loop transfer function can be reformed as Eq. (2.16) , and the performance limitation is 
simplified to be only related to the all-pass non-minimal phase term  M s .  
      1_ _fb d p mG s N s G s
  (2.15) 
     ( )LG s M s N s  (2.16) 
Researchers have studied the bandwidth limitation for feedback control with 
specifications on desired phase margin (PM) or gain margin (GM). One way to define the 
relationships among RHP zero a , the crossover frequency of the loop transfer function co , 
PM, and GM, is to approximate the Bode diagram of the loop transfer function around co  
[35][36].  The relationship for the variables mentioned above can be graphically found and 
shown in Eqs. (2.17) and (2.18), where   is a design parameter to define the approximate 
slope of the minimal phase part of the loop transfer function above co .  
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  
 
 
 (2.18) 
Another way to estimate the achievable bandwidth is to calculate the optimal cheap 
controller with certain reference specifications, such as the step reference  r u t  [37, 38]. 
In this case, the bandwidth approximation is summarized in [30] as Eqs. (2.19) and (2.20). 
Further related research using similar techniques on a multiple input multiple output (MIMO) 
system can be found in [39]. 
 
0 for real 
2
a
a   (2.19) 
 
   
   
   
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Re Im
a a a
a a a a
a a a

 

 
 
 (2.20) 
Although perfect control is not achievable due to the presence of RHP zeros, there are 
some methods to design the controller using modified model inversion control, such as non-
minimum phase zero ignore methods: zero-phase-error tracking controller (ZPETC) [40] and 
zero-magnitude-error tracking controller (ZMETC) [41]. Their performances are compared in 
[42]. 
2.3.2  Time delay 
One significant influence from time delay on loop dynamics is the dramatic decrease 
of phase which increases proportionally with the frequency. Assuming a delay of T seconds, 
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the loop transfer function can be obtained as Eq. (2.21), where  fbG s is the feedback 
controller,  _p rG s  is the rational part of the transfer function, and 
sTe  represents the phase 
lag effect from the delay. The corresponding sensitivity function is shown in Eq. (2.22).  
Since the feedback controller  fbG s  is causal, it is not able to compensate the delay which 
then induces the best achievable sensitivity function as Eq. (2.23). The Bode diagram of the 
sensitivity function is shown in Figure 2.6, where the achievable bandwidth 0  is at the first 
point where its magnitude curve crosses over 0dB. 
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Figure 2.6 Bode Diagram of ideal sensitivity function of delayed system 
The achievable bandwidth 0  is approximated as 1/ T  in [30] using Taylor series 
expansion. More precisely, by solving Eq. (2.24), one can calculate Eq. (2.25), which means 
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that for systems with delays as large as T , no feedback control can achieve a bandwidth 
higher than 
3T

.  
    _
sT
L fb p rG G s G s e
  (2.21) 
    _ _1
sT
r d fb p rS G s G s e
   (2.22) 
 _ _ 1
sT
r d optS e
   (2.23) 
  _ _ 1 1
j T
r d optS j e
     (2.24) 
 
3
T
T

   (2.25) 
2.3.3 Model uncertainty 
When discussing achievable performance for systems with modal uncertainty, there 
are two aspects to consider: robust stability and robust performance. The former is a 
necessary requirement to make the closed loop system stable under certain tolerance of 
modal uncertainty, and the latter is to discuss the best performance to achieve when robust 
stability is guaranteed.  
Using the IMC structure in Figure 2.5(d), the internal stability of the system is 
equivalent to letting  _fb dG s stabilize  p s  with a unity feedback loop as shown in Figure 
2.3. In the following analysis,  p s is assumed to be stable which is usually true for a large 
class of physical systems. If we draw the loop transfer function in a complex plane, 
according to the Nyquist stability criterion, the stability condition for the feedback loop in 
Figure 2.3 is that    _fb d pG j j  cannot be smaller than  1,0 for all   as shown in 
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Figure 2.7. The red curve represents the transfer function  _fb dG j  that is to be designed. 
With the uncertainty  p s  bounded by  p s  for some  ,    _fb d pG j j   will 
always lie in the uncertain disk with the center at the original point and radius equal to 
   _p fb dG j  . To ensure robust stability of the system, the disk cannot cover the point 
 1,0  for any  . In other words, the inequality of Eq. (2.26) must be satisfied. 
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Figure 2.7 Uncertain disk for feedback control 
  
 _
1
fb d
p
G j



 (2.26) 
To analyze the achievable robust performance when model uncertainty exists, the 
sensitivity function can be expressed as Eq. (2.27). The candidate feedback controller, 
 _fb dG s , to minimize  S s must satisfy the constraint in Eq. (2.26). _co   is defined as the 
frequency where  p  intersects the magnitude of  0pG s , as shown in  Figure 2.8. 
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Figure 2.8 Uncertainty crossover frequency 
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Figure 2.9 Optimal Design for  _fb dG s   
 _fb dG s  must be carefully designed to minimize the magnitude of the sensitivity 
function  S j . Figure 2.9 shows the relationship between the magnitudes of the transfer 
functions in Eq. (2.27).  
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 (2.27) 
To minimize  S j ,  _fb dG j  needs to minimize the magnitude of the numerator 
in Eq. (2.27). The magnitude of the numerator    0 _1 p fb dG j G j   can be viewed as the 
distance between    0 _p fb dG j G j   and the point (1,0)  in the complex plane. Therefore, 
the smallest magnitude    0 _1 p fb dG j G j   can be found by choosing  0pG j  to place 
   0 _p fb dG j G j  at point A on the real axis in Figure 2.9.  This adds one constraint to  
 _fb dG j  by making      _ 0fb d pG j G j   .  
On the other hand, the magnitude of the denominator    _1 p fb dj G j   can be 
viewed as the distance between    _p fb dj G j   and ( 1,0)  in the complex plane. The 
worst case uncertainty  p s  will induce a value of    _p fb dj G j  located at point B 
on the real axis in Figure 2.9 with the minimum magnitude of the denominator.  
The above analysis gives the relationship between the magnitude of   _fb dG j  and 
the resulting sensitivity function magnitude denoted as  
ach
S j  shown in Eq. (2.28) under 
the uncertainty  p s . The optimal  _fb dG j  is to minimize   achS j , as shown in Eq. 
(2.29).  
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It is possible to find some  _fb dG s  such that  
 
_
0
1
fb d
p
G j
G j


  and 
    0 0p pG j G j     (or equivalently    1_ 0fb d pG s G s  ), which makes 
  0
ach
S j  . 
  
   
   
0 _
_
1
 
1
p fb d
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p fb d
G j G j
S j
G j
 

 



 (2.28) 
  
 
   
 __ _
1
min
fb d
fb d fb dachopt G j
p
G j S j G j

  

  
  
  
 (2.29) 
For _ ,co    , the two magnitude inequalities become    0p pG j    and 
 
 _
1
fb d
p
G j



. Accordingly,  
 
_
0
1
fb d
p
G j
G j


  is not feasible anymore. In this 
case, the relationship between  _fb dG j  and   achS j  is illustrated in Figure 2.10, which 
indicates that any non-trivial feedback will cause the magnitude of the sensitivity function to 
be larger than 1 at frequencies above _co  . Therefore, _co   becomes the bandwidth 
limitation for the feedback controller as a result of model uncertainty  p s . Increasing 
 _fb dG j  will deteriorate the control performance so a high gain controller is not desirable 
where _co   . 
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Figure 2.10 Relationship between  _fb dG j  and   achS j  for _ ,co     
It is worth mentioning that this result has the same implication as the concept 
‘available bandwidth’ a  in[33], which is defined as the frequency range over which the 
unstructured multiplicative perturbations are substantially less than unity (equivalent to 
0 co   ). The Bode Integral for such uncertain systems is reduced to be Eq. (2.30), 
which implies that for a given feedback design, the sensitivity improvements as well as the 
sensitivity deteriorations, must occur within 0 a  ; therefore a , which is _co   in the 
analysis above, is the bandwidth limitation. 
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2.3.4 Noise 
In order to respond to fast-changing exogenous signals, the feedback controller must 
have large gain by intuition. However, this inevitably amplifies the noise in the feedback 
signal at the same time, which potentially limits the closed loop performance.  
The influence of noise on information transmission has been thoroughly explored in 
the field of information theory which mainly studies the transmissibility of information 
channels when noise is present. In recent decades, the impact of noise on feedback control 
has been studied by using tools from both information science and control theory. The 
relevant research focuses mainly on how the feedback control stability and bandwidth are 
limited in two ways: 1) the transmitting capacity of the channel, or in other words the upper 
bound of the transmitting rate [43, 44] and 2) the signal-to-noise ratio (SNR) [45, 46]. 
The topic described above is beyond the focus of this dissertation; therefore, only the 
simple case where neither limitations on the capacity nor SNR appears is discussed. In this 
case, the limitation caused by the noise is due to the relationship of the two sensitivity 
functions: the sensitivity function in Eq. (2.31) and the complementary sensitivity function in Eq. 
(2.32). To achieve perfect tracking, 
 _r dS s  should be 0; to achieve perfect noise attenuation, 
 _r dT s  should be 0. However, due to the relationship    _ _ 1r d r dS s T s  , these two objectives 
can never be achieved at the same time.  Instead, they work as trade-offs in designing 
 _fb dG s . At a 
certain frequency  , the closed loop error can be expressed as Eq. (2.33).  
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
 (2.31) 
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Figure 2.11 Spectral density for reference and noise 
To make 
   e r 
, the inequality 
   n r 
 has to be satisfied. If we draw the 
power density function of r  and n  as in Figure 2.11, the frequency where the power density of noise 
crosses over the reference signal is denoted as _co n

. For a frequency beyond _co n

, it is not possible 
to get the error signal smaller than the reference itself. Therefore, _co n

 works as the bandwidth 
limitation for feedback control. 
2.3.5 Combined effect from model Uncertainty and delay 
The advantage of feedforward control compared to feedback control is the ability to 
generate a non-causal input using pre-known exogenous signal information. The causal 
feedforward limitation, in terms of performance, is equivalent to feedback control given its 
lack of ability to act proactively. This conclusion has been drawn for Iterative Learning 
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Control (ILC) in [47], and we will discuss this equivalence briefly using the schematics in 
Figure 2.5(d).  
With both delay and model uncertainty considered, the sensitivity function  _r dS s  
from the reference to the tracking error in Figure 2.5(d) can be expressed in Eq. (2.34).  
  
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 (2.34) 
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 
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 (2.35) 
For _ ,co    ,  _fb dG j  needs to be carefully chosen to minimize the 
magnitude of the sensitivity function.  For a fixed controller magnitude  _fb dG j  at , the 
smallest magnitude of the numerator in Eq. (2.34) can be achieved by placing 
   0 _
T j
p fb de G j G j
   at point A in Figure 2.12 by making
    _ 0T jfb d pG j e G j    . On the other hand, the worst case uncertainty  p s  will 
induce a    _p fb dj G j  located at point B with the minimum magnitude of the 
denominator. This gives the relationship between the magnitude of   _fb dG j  and the 
minimum of the sensitivity function magnitude denoted as  _r d achS j , under the 
uncertainty  p s as shown in Eq. (2.35). Since    0p pG j   , any non-trivial 
feedback will cause the magnitude of the sensitivity function to be larger than 1 at 
frequencies above _co  . Therefore, _co   becomes a bandwidth limitation for the feedback 
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controller as a result of model uncertainty.  Increasing the feedback gain  _fb dG j  will 
deteriorate the control performance so a high gain controller is not desirable when _co   .  
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Figure 2.12 Optimal design for  _fb dG s  
Upon further examination of the range  0, co  , the combined effect of the delay 
T  and model uncertainty p  provide a more restrictive bandwidth limitation. Choosing 
   1_ 0fb d pG s G s
 , the upper bound of the sensitivity function magnitude is shown in Eq. 
(2.36); therefore, the closed loop bandwidth is limited by _T   defined in Eq. (2.37), which 
synthesizes the combined effect of the delay and model uncertainty on the overall achievable 
performance. By comparing _T   with T  and _co  , it satisfies _T T    and 
_ _T co   . Therefore, as previously mentioned, the combined limitation is more restrictive 
on the achievable performance than either individual limitation. 
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       _ 0max  . . 1 1  T jT p ps t e G j          (2.37) 
The analysis above can be summarized as follows. For feedback control, the 
bandwidth limitation from the delay is T  and the bandwidth limitation from plant 
uncertainty is _co  . These are combined to result in an overall limitation _T   which is 
lower than either T  or _co  .  
2.4 Performance Limitations for Feedforward Control  
2.4.1 Causal feedforward control 
The advantage of feedforward control compared to feedback control is the ability to 
generate a non-causal input using pre-known exogenous signal information. The causal 
feedforward, in terms of performance limitation, is equivalent to feedback control for it is 
lack of the ability to act proactively. This conclusion has been drawn for Iterative Learning 
Control (ILC) in [47], and we will discuss this equivalence briefly using the schematics in 
Figure 2.5(d).  
When there is no model uncertainty, the sensitivity function from the reference to the 
output in Eq. (2.6) can be simplified as in Eq. (2.38), which shows that the feedforward 
controller  _fb dG s plays the exactly same role with the feedback controller  _ffr dG s  for the 
system in Figure2.5(d). Therefore, achievable performance for feedback control and 
feedforward control are the same for systems with no model uncertainty. This means if there 
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are non-minimum phase zeros or a delay in  0pG s , the causal feedforward control has the 
exact same performance limitation as the feedback control, which is shown in Section 2.3.1 
and Section 2.3.2. 
  _ _ _ 01r d ffr d fb d pS G G G    (2.38) 
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      1_ 0 _ffr d p fb dG s G s G s
   (2.40) 
When there is model uncertainty, the sensitivity function becomes Eq. (2.39). The 
feedback controller  _fb dG s  ensures robust stability based on the analysis described in 
Section 2.3.3.  The feedforward controller, on the other hand, is designed to achieve the best 
nominal performance.  
For a MP system, the feedforward controller can be designed using the model 
inversion shown in Eq. (2.40) to achieve perfect nominal performance. In the presence of 
model uncertainty  s , however, the sensitivity function becomes Eq. (2.41) instead of 0. 
Similar to the work discussed in Section 2.2, the transfer function relationship is drawn in 
Figure 2.13 to analyze the best achievable sensitivity function magnitude.  
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Figure 2.13 Robust performance analysis for MP plant system with causal 
feedforward 
To minimize  S j ,   _fb dG j  must minimize the magnitude of the numerator in 
Eq. (2.41). The magnitude of the numerator    10 _p fb dG j G j 
   can be viewed as the 
distance between  _fb dG j  and  0pG j  in the complex plane. Therefore, the smallest 
magnitude    10 _p fb dG j G j 
   can be found by designing  0pG j  to be at point A in 
Figure 2.13.  This adds one constraint on  0pG j by making the following equality true: 
     _ 0fb d pG j G j   .  
On the other hand, the magnitude of the denominator    _1 p fb dj G j    is the 
same as what is shown in Section 2.3.3; the worst-case uncertainty  p s  will induce a 
value of    _p fb dj G j   located at point B on the real axis in Figure 2.13 with the 
minimum magnitude of the denominator.  
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The above analysis gives the relationship between the magnitude of  _fb dG j    and 
the minimum of the sensitivity function magnitude denoted as  
ach
S j  and shown in Eq. 
(2.42) under the uncertainty  p s . The optimal  _fb dG j  can be obtained by minimizing 
 
ach
S j  as shown in Eq. (2.43).  
For _0, co   , the situation is similar to feedback control. Since    0p pG j    
and  
 _
1
fb d
p
G j



, some  _fb dG s  exists such that    
1
_ 0fb d pG s G s

,
  which makes 
  0
ach
S j  . 
For _ ,co    , since the inequalities    0p pG j   and    _
1
fb d
p
G j



 
are true,  
 
_
0
1
fb d
p
G j
G j


  is no longer feasible. In this case, the relationship between 
 _fb dG j  and   achS j  is drawn in Figure 2.14, which indicates that any non-trivial 
feedback will cause the magnitude of the sensitivity function to be larger than 1 at 
frequencies above _co  . Therefore, _co   is also the bandwidth limitation for the 
feedforward control as a result of model uncertainty  p s .  
From the analysis above, the causal model inversion feedforward control cannot 
improve the achievable bandwidth compared to pure feedback control neither for the nominal 
performance nor the robust performance. A similar conclusion can be found in [48]. After 
analyzing the two norms of the error expression by the optimal 
2H controller, no benefit was 
found from adding a feedforward controller for a MP system.  
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Figure 2.14 Relationship between  _fb dG j  and   achS j  when _ ,co     for 
causal feedforward control for MP system 
2.4.2 Non-causal feedforward with modal uncertainty 
If there is neither model uncertainty nor signal uncertainty, the non-causal 
feedforward controller can eliminate the limitation caused by the non-minimum phase system 
and delay for feedback control [48].  However, when there are uncertainties, such ideal 
control performance cannot be achieved. Instead, extra error is introduced. To answer the 
question of when a non-causal feedforward controller can improve the performance under 
0
1
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w
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h
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model uncertainty, Devasia compared the corresponding error sensitivity functions for both 
controlled systems [49]. The feedforward control is designed to achieve perfect performance 
for a normal system, as discussed in Section 2.4.1. The conclusion is intuitively correct and 
shown in Eq. (2.46); for small model uncertainties, the feedforward controller can decrease 
the tracking error.  When the uncertainties are larger than certain conditions, the extra error 
induced by model uncertainty from the feedforward loop will actually increase the error. 
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 
   
     
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
   


  
 (2.46) 
     10 0 02 2:p p pG j G j G j   
  is the condition number of the matrix  0pG j  based 
on the induced two-norm with the model uncertainty defined as  
0p pG G   . 
Almost all of the analyses for robust performance of feedforward control are more or 
less similar to the methods discussed above which usually needs to minimize a certain norm 
of the sensitivity function of the two DOF control system under the influence of model 
uncertainties. In detail, there is some difference in how such a robust feedforward controller 
is designed.  One way is to directly use model inversion-based control such as Fannes and 
Skogestad’s work in [50]. They also discussed how different classes of uncertainties,  such as 
static gain uncertainty, delay uncertainty, time constant uncertainty, pole uncertainty, and 
more general uncertainty by frequency domain representation, affect the error. Another way 
is to add a modifying term/filter to the model inversion feedforward controller. The 
parameters in the filter, such as time constant, can be tuned to obtain the minimum value for 
the sensitivity functions [51]. In [52], one can assume that the magnitude and phase values of 
 47  
the model uncertainty in all frequency ranges are known, and the filter can be calculated 
correspondingly. The trade-off by adding a filter is discussed in [28]; it will deteriorate the 
nominal performance and reduce performance degradation due to uncertainty. The third 
method is to use robust control synthesis for improving reference tracking [26]. The 
feedforward controller is designed either with a pre-existing feedback controller or optimized 
simultaneously with the feedback controller to minimize sensitivity functions from reference 
and the uncertainty output to the error. The resulting controller usually obtains higher order 
controllers than the other two methods. 
The non-causal feedforward controller works no different than the causal feedforward 
controller for the MP system (Eq. (2.40) is valid for both). From the work in [27] , the 
feedforward controller (even a non-causal one) works no better than pure feedback for MP 
system when the 2H norm of the error is examined for a step reference. In the following 
discussion, we mainly focus on the influence of the non-causal feedforward control on the 
NMP system. 
For the time delay term in the plant dynamics, non-causal feedforward control can 
obviously improve performance by using a time-forward term 
sTe . For example, if we let 
 _ 0fb dG s   and  _
sT
ffr dG s e  (the rational part of the plant is ignored here to simplify the 
discussion), then we can obtain perfect nominal tracking performance which is not 
achievable by pure feedback control or causal feedforward control. When there is model 
uncertainty, however, the sensitivity function becomes Eq. (2.47). The sensitivity function 
magnitude equals 
p  since the delay does not contribute to magnitude at all frequencies; the 
achievable bandwidth is where  p  crosses over 0dB, which is denoted as 0 . 
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     sTpS s s e   (2.47) 
For a RHP zero, the design of the non-causal controller is much more complicated. 
The inversion of the model will be unstable; therefore, it is difficult to find a non-causal 
controller for perfect nominal tracking performance that can be represented by the transfer 
function. For this reason, the research on non-causal feedforward control focuses more on 
generation of the input signal with the specification of a reference (or disturbance) signal. For 
example, when the input signal is a unit step, the control signal that generates perfect 
tracking for  
 s z
M s
s z
 


is shown in Eq. (2.48) [53], the Laplace transform of which 
does not exist. In reality, it is not possible to use the information in an infinite horizon; 
therefore, for non-causal feedforward control (or preview control), the controller usually uses 
a finite predicted horizon; model predictive control (MPC) is one such example. 
Theoretically, the more distant and more accurate the controller can predict, the better the 
performance will be. An interesting result is shown in [54] stating that the achievable 
minimum value of the H norm of a preview controller is approximately proportional to 
  min Re i prez Te

, where 
preT is the prediction horizon. However, when designing the controller, it 
is also important to consider the trade-off between the preview time length and practical 
control constraints (e.g., signal accuracy, computational complexity).  
  
2 0
1 0
zte t
u t
t
 
 

 (2.48) 
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2.4.3 Non-causal feedforward with signal uncertainty 
While there has been significant effort towards understanding model uncertainty 
effects, the influence from signal uncertainty has received less research attention in designing 
feedforward controllers. This may be because the feedforward terms are assumed to be 
generated by reference commands and not by measureable exogenous signals with their 
associated uncertainties. However, in some applications, such as path-following tasks, the 
reference is unknown. This implies that when using non-causal feedforward control, the 
signal fed to the controller ahead of time can deviate from the true value for a certain amount 
of time. This deviation, herein called signal uncertainty, can induce large errors by 
feedforward control. Such a phenomenon is more common when the feedforward controller 
is used to cancel pre-measured disturbances or noises.  
When there is no model uncertainty, the sensitivity function from the reference signal 
and signal uncertainty to the error signal for the feedforward controller is shown in Eq. 
(2.49); to make 
_r dS  equal to 0, 
1
_ 0ffr d pG G
 . If we want to decrease the error caused by 
model uncertainty, 
_ffr dG  should be small. These two objectives compete with each other and 
cannot be satisfied simultaneously.  
The error e  can be expressed as shown in Eq. (2.50). To make    e r  , the 
inequality    r r   must be satisfied. Therefore, the frequency at which the power 
density of r  increases over r , denoted as 
_co rvsr  , becomes a bandwidth limitation for the 
feedforward control. 
 
_ _ 0
_ _ 0
1r d ffr d p
r d ffr d p
S G G
S G G
 

 (2.49) 
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  _ 0 _ 01 ffr d p ffr d pe G G r G G r     (2.50) 
  _ 0 _ 01 ffr d p ffr d pe G G r G G r r      (2.51) 
2.5 Conclusions 
This chapter discusses the achievable performance using different control 
architectures under various constraints from physical system properties. Limitations are 
caused by undesirable system dynamics and inaccurate knowledge of the system dynamics 
and exogenous signals. The factors discussed include non-minimum phase zeros, delays, 
model uncertainty, signal uncertainty, and noise. The induced control limitations cannot be 
overcome solely by control algorithm design. Though understanding for the existing 
limitation cannot explicitly provide a specific control solution, it can contribute in exploring 
the system design and control approaches in the preliminary stage, understanding the 
bottleneck of the system performance, and providing estimation on the ultimate performance 
before significant calculation and simulation. 
The main results are listed in Table 2.1 which describes the upper bound of the 
achievable bandwidth independent of what design criterion or method is used to obtain the 
controller. Two illustrative conclusions are drawn from the results shown in the table: 1) the 
causal feedforward controller does not help to improve achievable performance compared to 
the feedback controller; 2) for the MP plant, the feedback controller has the same 
performance limitation as the feedforward controller (including the non-causal feedforward 
controller).  Non-causal feedforward control can eliminate the bandwidth limitation imposed 
by delays or RHP zeros in feedback control. However, it does not help to improve the 
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performance when there is model uncertainty; in addition, extra error can be induced by 
signal uncertainty.  
When there are several factors existing at the same time, which is usually the case for 
real systems, the combined effect can induce even lower bandwidth limitations. This topic 
has been studied in some research articles [55-57] but is still an open research area.    
Chapter 3 will give a comprehensive modeling and analysis for the HHC problem, 
which is used as an example of a VEI system in this dissertation. The separate and combined 
bandwidth limitations from the combine system are provided according to the results in 
Table 2.1. 
Table 2.1 Bandwidth limitations from physical system 
 
Model 
Uncertainty 
RHO zeros Delay 
Signal 
Uncertainty 
Feedback 
Noise 
Feedback _co   
a
n
 
3T

 N/A _co n  
Casual 
Feedforward 
_co   
a
n
 
3T

 _co rvsr   N/A 
Non-Casual 
Feedforward 
_co       _co rvsr   N/A 
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Chapter 3     
Control Challenges for Vehicle-Environment 
Interaction (VEI) Systems 
In this chapter, commonly existing characteristics of VEI systems that cause 
performance limitations for feedback control are discussed. In particular, a header height 
control (HHC) problem for combine harvesters is used as an example to study.  Under-
actuation and non-collocation are two important features of the vehicle header mechanical 
system which contribute to these performance limitations. Another influential factor is the 
significant impact of the hydraulic actuator delay on feedback bandwidth. In combination, 
the two problems mentioned above each reinforce the effect of the other, thereby 
exacerbating the overall system limitation of the closed loop bandwidth.  
The HHC system is firstly modeled to reveal the existence of the two characteristics 
mentioned above. Theoretical analysis for achievable bandwidth in Chapter 2 is used to get a 
quantitative estimation for the bandwidth limitations that stem from specific system features. 
The model and corresponding limitations analysis are validated by both simulation and 
experimental results. The problems discussed in this chapter then serve to motivate the work 
in the following content of this dissertation. 
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3.1 Physical features of VEI systems 
3.1.1 Under-actuated and non-collocated systems 
Under-actuated systems are those that possess fewer numbers of actuators than the 
number of degrees of freedom (DOFs). This is commonly seen in the area of robotics such as 
the Pendubot [58], Acrobot [59], and Brachivation robot [60]. For rigid body systems, under-
actuation means the system is non-holonomic, which creates control problems such as 
feedforward nonlinearity and non-minimum phase dynamics [61]. 
Assume an under-actuated manipulator has n independent DOFs, m of which are 
actuated; the remaining l=n-m DOFs are termed passive. As illustrated in [62], the 
corresponding n generalized coordinates can be written as  1 2,T T Tq q q , where 1 lq R  and 
2
mq R correspond to the passive DOFs and active DOFs, respectively. The dynamic 
equations of the n DOF system can be written as follows [63]:  
 11 1 12 2 1 1 0m q m q h      (3.1) 
 21 1 22 2 2 2m q m q h       (3.2) 
where the vector functions  1 ,
lh q q R  and  2 ,
mh q q R contain Coriolis and centrifugal 
terms (likely small in the current application), the vector function  1
lq R   and  2
mq R 
contain gravitational terms, and mR   represents the input generalized force.  
The combine system discussed as an example in this dissertation is a typical under-
actuated system. Figure 3.1 shows a schematic of a combine harvester system operating in 
the vertical plane. As it is stated in Chapter 1, the HHC objective is to maintain a constant 
header height with respect to the ground surface. The hydraulic actuator, which is installed 
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between the header and the vehicle body, is used to adjust the header height under a current 
command sent by the controller. 
Header
Combine body
Hydraulic actuator
Sensor
Header height
Flexible tires
 
Figure 3.1 Structure of a combine harvester  
The combine system can be simplified as the planar multi-body system shown in 
Figure 3.2 and Figure 3.3. Thus, it contains two rigid bodies: the vehicle body and the 
header. There are three DOFs with one actuator mounted between the header and the vehicle 
body. The active DOF is the header rotation around the attachment point A with respect to 
the vehicle body, and the corresponding generalized coordinate is  . The two passive DOFs 
are the vehicle body rotation and vertical translation relative to its center of gravity, and the 
corresponding generalized coordinates are   and  , respectively. The output sensor is 
installed on the header tip to measure the header height with respect to the ground. Therefore, 
the sensor is non-collocated with the actuator yet its measurement is influenced by all three 
DOFs. The mathematical model for this under-actuated and non-collocated mechanical 
system is established in Section 3.2. 
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Figure 3.2 Schematic of a combine harvester  
lc
lh
mhg
lcgh
FAx
FAz
Fl h
lins
A
lf
x
zh
z
A
γ
β
ζh
mhg
ζcgh
α
ηρ
φ
x
z
 
Figure 3.3 Force analysis for a combine harvester  
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3.1.2 Actuator properties 
Hydraulic systems are widely used for heavy load tasks in industry.  Although the 
hydraulic actuator is highly appreciated for its advantages in accomplishing efficient and 
consistent work, easy maintenance, high power density, and adaption to various work 
environments, it also introduces undesirable features to the system from a control point of 
view [64]. Strong nonlinearities such as the pressure-flow rate relationship in different 
hydraulic components, dead zone of control valves, friction, and internal dynamic delays are 
commonly seen in hydraulic systems. Each of these undesirable features can create 
challenges for traditional linear control approaches.  
The dominant feature varies for different hydraulic systems; however, in the 
following analysis we specifically focus on the common existing problem: time delay. It is 
shown in [65] that magnetic hysteresis and the mechanical motion of the spool valve can 
cause significant delays in the hydraulic system, and sometimes the delay can exceed the 
dominant dynamics of the mechanical system. Therefore, it often becomes a non-negligible 
factor in controller design [66]. In Section 3.3, we will mainly focus on modeling for the 
specific hydraulic system used in combine harvester header height control and show how the 
delay is generated in the actuation process. 
3.2 Control Challenges Caused by Plant Dynamics 
3.2.1  Mechanical subsystem modeling 
The internally generated forces ( AxF , AzF , lF ) for the vehicle body and header are 
shown in Figure 3.2 and Figure 3.3. In this combine system, flow control valves are used to 
lift and lower the header. Assuming the flow compressibility and the cylinder leakage are 
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relatively small, the control input to the mechanical system can reasonably be assumed to be 
the velocity of the hydraulic cylinder cl .  Eqs. (3.3) - (3.12) present geometric relationships 
between the system variables defined in Figure 3.2 and Figure 3.3. Eqs. (3.13) - (3.15) 
represent force balances by which the three primary dynamic equations can be represented. 
Eqs. (3.16) - (3.19) represent relationships among forces, motions of rigid bodies, and 
external disturbances caused by vertical displacement of the ground. Appendix B provides 
the nomenclature for the symbols presented in Eqs. (3.3) - (3.19) along with values 
representative of an actual combine. Exact manufacturer values were not available, but the 
values in Appendix B are sufficiently accurate to make subsequent analysis valid as shown in 
Section 3.4. 
 
2 2 2 2 cosc ins f ins fl l l l l     (3.3) 
 
2 2 2 2 cosins c f c fl l l l l     (3.4) 
 / 2h         (3.5) 
 h       (3.6) 
  1 1cosA t tx l     (3.7) 
  1 1sinA t tz v l      (3.8) 
  coscgh A cgh h cghx x l        (3.9) 
  sincgh A cgh h cghz z l        (3.10) 
 0     (3.11) 
 0sinh Ah l z h     (3.12) 
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    cos sinh h cgh h cgh l fI m gl Fl         (3.13) 
 sincom Az l com f rm v F F m g F F       (3.14) 
      2 2 1 1 1 1sin sin coscom f r l t t Ax t t Az t tI F a F b Fl F l F l                  (3.15) 
 cosAx h cgh lF m x F     (3.16) 
 sinAz h cgh l hF m y F m g    (3.17) 
    f f f f fF k a z v b a z v         (3.18) 
    r r r r rF k b z v b b z v           (3.19) 
Table 3.1 Variable value at the equilibrium point 
Symbol Value Symbol Value Symbol Value 
ssa  0.124rad ss  0.489rad ss  1.124rad 
ss  -0.167rad ,c ssl  1.535m ss  0.0227rad 
ss  -0.011rad ssv  -0.0596m ,A ssx  2.76m 
,A ssz  -0.948m ,Ax ssF  113277N ,Az ssF  29881N 
,l ssF  114878N ,f ssF  137267N ,r ssF  58733N 
,cgh ssx  4.711m ,cgh ssz  -1.39m 
  
 
To maintain a desired header height, the absolute header height h  in Eq. (3.12) 
should track the time-varying ground profile hz  by controlling the cylinder velocity cl . To 
obtain the open-loop transfer function from hz  (the tracking reference) to h  (absolute header 
height), Eqs. (3.3) - (3.19) are linearized around an equilibrium point using Eq. (3.20). The 
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kinematic relationships in Eqs. (3.3) - (3.12) are linearized using small angle approximations 
where appropriate. The equilibrium point considered is a header height of 0.15m with the 
vehicle on level ground with corresponding values given in.   
 
 
0
ssx
f x
x
x

 

 (3.20) 
where  l Ax Az f r A A cgh cghx F F F F F x z x z       ,  f x  
represents Eqs. (3.3) – (3.19). ssx  is the steady state value of x at the equilibrium point, and 
x is the deviation of x from the equilibrium point. 
With the data from Appendix B and Table 3.1, we can obtain 17 linear equations.  
Since the system is a 3 DOF system, choose the variables        as the 
independent variables, and others in x  as dependent variables.  The resulting dynamics can 
be represented by Eqs. (3.21) and (3.22), where  1
T
q     corresponds to the 
displacements of the two passive DOFs discussed above, and 2q   corresponds to the 
displacement of the active DOF. The coefficient matrices are also given based on the 
linearized system.  The deviation of header height output can be expressed as a linear 
combination of the displacements of the three DOFs, as in Eq. (3.23). 
 1 1 1 0M q H q q    (3.21) 
 2 2 2M q H q q     (3.22) 
   11 2
2
q
y C C
q
 
  
 
 (3.23) 
 60  
where  11 1 12MM M , 11 11
1 0
0 1
M m
 
   
 
,
12 12
0.22314
0.12265
M m
 
   
 
,  1 11 12H H H ,
11
1.2764 0.23168
1.5577 2.814
H
 
   
,
12
0
0
H
 
  
 
,  1 11 12Φ    , 11
77.762 4.0543
33.721 155.5
 
    
,
12
1.0936
12.539
 
   
 
,  2 21 22MM M , 21 21 0M m  , 22 22 1M m  ,  2 21 22H H H ,
21 0H  , 22 0H  ,  2 21 22   , 21Φ 0 , 22Φ 0 , 1.7016c ck l l   ,  1 7.3596 1C  ,
2 4.5989C  .  
3.2.2  Zero and pole position constraints 
In the following analysis, we will show how the characteristics of the under-actuation 
and non-collocation influence the position of the open loop zeros and poles for the linearized 
system. First, the mechanical subsystem is examined to illustrate how zero dynamics, or open 
loop zeros, result from plant dynamics. To make the analysis relevant to the case of the 
header height problem, only a single-input-single-output (SISO) system is considered. 
Defining the coordinate transform matrix 
1 2
0m
trans
I
T
C C
 
  
 
, the coordinates can be 
transformed as transq T q , where  1 2,T T Tq q q .  Since 2 0C  , the transformed matrix transT  
is nonsingular, and this coordinate transformation is valid. The inverse of the matrix transT  can 
be calculated as 
1
1 2
0m
trans
I
T
C C

 
  
 
, where 
1 1
2
1
C C
C
  , 2
2
1
C
C
 . Applying the coordinate 
transformation above to the system in Eqs. (3.21) and (3.22) and substituting generalized 
force  with k u   (u is the output of hydraulic cylinder velocity cl ), the new system can 
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be expressed as Eqs. (3.24) - (3.26). In the new coordinate system, the output y is not 
correlated to the passive DOFs 1q anymore. 
 
1 1 1 0M q H q q    (3.24) 
 
2 2 2M q H q q k u    (3.25) 
 2y q  (3.26) 
where 1
1 1M M T
 , 11 1H H T
 , 11 1T
  , 12 2M M T
 , 12 2H H T
 , 12 2T
  . Define a 
feedback controller as  
  122 2 2u M k u H q q    (3.27) 
where 1
22 22 21 11 12M M M M M
  , 12 2 21 11 1H H M M H
  , 12 2 21 11 1M M
    .   
Substituting Eq. (3.27) into Eqs. (3.24) and (3.25) results in the system given in Eq. 
(3.28) - Eq. (3.29). By inspection, the zero dynamics of the system are represented by Eq. 
(3.30) since the dynamics of 1q  do not affect the output y . Note that 11M , 11H , and 11  
deviate from the original coefficient matrices of the passive DOFs ( 11M , 11H , 11 ) with 
terms (
1 12C M , 1 12C H , 1 12C  ).   
 
11 1 11 1 11 1 12 2 12 2 12 2M q H q q M q H q q      (3.28) 
 
2q u  (3.29) 
where 
11 11 1 12M M C M  , 11 11 1 12H H C H  , 11 11 1 12C    , 12 12 2M M C , 12 12 2H H C ,
12 12 2C  . 
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The zero dynamics then can be further represented as Eq. (3.30). For the under-
actuated and non-collocated system expressed as Eqs. (3.21) and (3.22), the zeros of the 
system are the eigenvalues of the matrix zN .  
 
1 1
1 1
1 1
11 11 11 11
0
z
z
q q
N
q q
M H M
N
I
 
   
   
   
   
  
 
 (3.30) 
The open loop poles also have a close and explicit relationship with the dynamics of 
the DOFs. For an under-actuated system, the dynamics of the active DOFs 2q is directly 
determined by the input u without coupling to the passive DOFs 1q . These coefficient 
matrices 21M , 21H , 21 are always null.  Applying a Laplace transformation on Eq. (3.22) 
gives the transfer function from u to 2q  , as in Eq. (3.31). 
      
1
2
2 22 22 22q s M s H s k su s

    (3.31) 
Additionally, the response of the passive DOFs 1q is determined by the behavior of 
active DOF 2q . Then Eq. (3.28) can be re-written as Eq. (3.32). 
 11 1 11 1 11 1 12 2 12 2 12 2M q H q q M q H q q       (3.32) 
The transfer function from 2q  to 1q can be obtained by again using Laplace 
transformations. 
        
1
2 2
1 11 11 11 12 12 12 2q s M s H s M s H s q s

       (3.33) 
Substituting Eq. (3.33) and Eq. (3.31) into Eq. (3.23), the transfer function from input 
u to output y  can be expressed as Eq. (3.34). 
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 
   
   
 
2 2
1 12 12 12 2 11 11 11
2 2
11 11 11 22 22 22
C M s H s C M s H s k s
y s u s
M s H s M s H s

     
 
   
 (3.34) 
Eq. (3.34) clearly illustrates how the open loop zeros for the under-actuated and non-
collocated system depend on the passive DOFs and the poles are determined by both the 
active and passive DOFs. Particularly in this combine system, the matrices of the active DOF 
dynamics 22H and 22 are null, so all the non-trivial poles are determined by the passive 
DOFs, which can be calculated by the eigenvalues of the matrix pN in Eq. (3.35). 
Additionally, the derivative of the numerator cancels one integrator and induces a 5
th
 order 
system instead of a 6
th
. 
 
1 1
1 1
1 1
11 11 11 11
0
p
p
q q
N
q q
M H M
N
I
 
   
   
   
   
  
 
 (3.35) 
Using the linearized system values from Table 2, the analysis from above gives: 
  
  
  
4.822 1.49 12.2 0.88 11.3
1.48 12.4 0.57 8.7
com
c
s i s iy
P s L
s s i s il
     
  
    
 (3.36) 
The four non-trivial poles have undamped natural frequencies of 2.1 Hz and 1.4 Hz 
with corresponding damping ratios of 0.104 and 0.069, respectively. The undamped natural 
frequencies of the zeros are 2.07 Hz and 1.87 Hz with the damping ratios as 0.114 and 
0.0894. Figure 3.4 shows the open loop poles and zeros for the system demonstrating an 
interlacing of poles and zeros close to the j  axis. This type of phenomenon is also present 
and well recognized in other under-actuated control systems such as flexible structures [67]. 
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It is well known that input/output pairs with low frequency and lightly damped zeros 
and poles can limit the effectiveness of any feedback control approach [30, 68]. Due to the 
proximity between open loop poles and zeros, as shown in Figure 3.4, there is difficulty in 
moving closed loop poles far from their open loop location. Clearly, this is a fundamental 
limitation regardless of any feedback controller  C s .   
 
Figure 3.4 Zero and pole distribution for a combine harvester  
3.2.3  Performance limitation by mechanical dynamics 
In the following, a frequency domain analysis is given to show how the undesirable 
zeros and poles would induce limitations on feedback control. Figure 3.5 illustrates the 
closed loop sensitivity function associated with the system of Eq. (3.36) using a proportional 
feedback gain tuned by experience to be 0.3. It clearly shows the effects on the magnitude 
and phase plots caused by the zeros and poles. From Figure 3.5, the closed loop bandwidth is 
limited to below approximately 1.43Hz.  
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Figure 3.5 Bode plot for a combine harvester  
To obtain a higher closed loop bandwidth, a more sophisticated controller  C s  
could be introduced to decrease the sensitivity function over a broader range of low 
frequencies. However, according to the Bode Sensitivity Integral (Eq. (3.37)), any reduction 
in the sensitivity function at lower frequencies would result in an increase in higher 
frequencies [69].  
      
0
ln - lim
2 s
s j d sC s P s

 


  (3.37) 
The effort of this  C s to  improve the sensitivity function in frequency under 1.43Hz 
will cause a ‘piling up’ of the sensitivity function at and above 1.43Hz,  This will make the 
system lose robustness at these higher frequencies possibly leading to instability.  In Section 
2.3.3, this limitation is described as the achievable bandwidth
_co  , defined as the frequency 
where the magnitude of uncertainty intersects the magnitude of plant model. In HHC 
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problem, the uncertainty can be resulted from both delay variation and mechanical model 
mismatch. Consequently, the zeros and poles in the model can deviate from their true 
locations, which induce considerable model uncertainty at the frequencies nearby. This 
situation is further deteriorated due to the nature of lightly damped and closely distributed 
zeros and poles, in which case small difference in the position of zeros and poles would 
cause large system uncertainty. In the following Section 3.2.4, experimental results are used 
to provide a stricter estimation of
_co   in the HHC system. 
3.2.4  Uncertainty analysis  
The knowledge of system uncertainty is very useful to assist the designer for the 
purpose of system performance analysis. To compare the difference between real system 
response and the model simulation, HHC system is investigated in closed loop with a simple 
proportional controller. Experimental data is obtained by using sine waves of various 
frequencies as the header height position reference, when the combine is at rest on level 
ground. Therefore, the effect of ground disturbances on the vehicle body is not present. 
Comparison of the amplitude and phase characteristics of the plant input and output results 
an experimental frequency response curve as shown in Figure 3.6. The Bode plot of the 
model fits the experimental curve well, which indicates that the model captures the major 
dynamics in the system. However, there is still some model error particularly in the 
neighborhood of ~1.5Hz (10 rad/s) as what is expected in the analysis of Section 3.2.3.  
The model uncertainty between open loop dynamics 
 _
sT
p re G s

 and its experimental 
counterpart is calculated and shown in Figure 3.7. The frequency 
_co  where the additive 
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model uncertainty magnitude is larger than the plant magnitude, is observed to be 0.64Hz 
(4rad/s) in Figure 3.7, which is lower than the preliminary analysis in Section 3.2.3.  
 
Figure 3.6 Closed-loop frequency response comparison between experimental results 
and simulation 
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Figure 3.7 Performance limitation by model uncertainty 
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With the analysis above, the performance is fundamentally limited by the positions of 
open loop zeros and poles, which is due to the non-collocated and under-actuated nature of 
this system as shown above.  
This systems-level behavior is not unique to the header height control system on a 
combine. Any under-actuated system with non-collocated sensing and actuation and light 
damped, low natural frequency passive DOFs will introduce similar pole and zero pairs (or 
even worse, unstable zeros) in the open loop transfer function, thereby fundamentally 
limiting the bandwidth achievable by any controller [70, 71]. Below, in Section 3.3, we 
illustrate that the situation is even more challenging with the delays from the actuation sub-
system. 
3.3 Control Challenges Caused by the Actuation System 
3.3.1 Hydraulic system modeling 
An electro-hydraulic actuator is used to control the angle between the header and 
vehicle body in the specific experimental combine harvester shown in Figure 3.8. It is a flow 
control system, meaning that the pressure compensator is used for the lifting flow valve to 
maintain a constant working load for the valve. The following content shows a detailed 
nonlinear model for this system, with the simplified model shown in Section 3.3.2.  
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Qs,ps
Q2,p2,A2
Q1,p1,A1,V1
V3,p3
 
Figure 3.8 Schematic for the hydraulic system  
i. For the chamber 1V  (cap-end of cylinder): 
 11 1 1 2 1 12 2 ( ) 2c i e
V
Q Al c p p c p p
E
      (3.38) 
ii. For the chamber 2V  (rod-end of cylinder): 
 22 2 1 2 2 22 2 ( ) 2 0c i e
V
A l Q c p p c p p
E
       (3.39) 
where:  
1e-14ic   is the inner leakage coefficient of the cylinder, 
1e-14ec   is the external leakage coefficient of the cylinder, and 
87 10E    is the fluid bulk modulus. 
 1 10 1 min2 ( )c cV V A l l    (3.40) 
 2 20 2 min2 ( )c cV V A l l    (3.41) 
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10 20,V V  are the initial volume of chamber 1V  and 2V , respectively. 
1A  is the cap-end area, 
2A  is the rod-end area, 
min 0.943mcl   is the minimum length of cl  when the rod is totally retreated, and 2p  is 
the oil pressure of the tank, which can set at 0 here. 
iii. For the flow of the valve SP16-20: (manufacturer data is given in Figure 3.9) 
 
Figure 3.9 Current and flow rate relationship of the control valves  
  1 1static in startQ K p I I    (3.42) 
where  
1K  is the valve gain, which can be calculated from the performance curve Figure 3.9. 
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p  is the pressure drop stabilized by EC16-32-150, which makes it a constant 
150p psi   with corresponding 61 2.02 10K
  . 
The dynamic flow is simply the static flow modified by a 2nd order transfer function 
dynamics: 
 11 2
2
2
1
static
V
V V
Q
Q
s
s

 

 
 (3.43) 
iv. For the flow of valve SP12-20: 
  1 2 1static in startQ K p I I   (3.44) 
where 2 0.7 6K e   is the valve gain with a curve similar to SP16-20. 
v.  The dynamic equation for the load is given as: 
 1 1 2 22 2 2 2ZB c p c l fm L b L F F p A p A      (3.45) 
where 
ZBm  is the total mass of the piston and rod and the equivalent mass of oil, 
pb  is the viscous drag coefficient of the cylinder, 
lF  is the load of the cylinder applied by the cutter, 
0 sgn( )f cF f L  is the friction force of the cylinder, and  
0f  is the static friction of the cylinder. 
We assume the mass of the piston is far smaller than the mass of the feeder house and 
header, i.e. 0ZBm  . Hence: 
 1 1 2 22 2 2l p c fF p A p A b L F     (3.46) 
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3.3.2 A Simplified model for the hydraulic system 
Though seemingly complicated, the model in Section 3.3.1 can be effectively 
simplified using some reasonable assumptions. Assuming the fluid is incompressible and 
ignoring the leakage of the fluid, we find that the steady state valve flow to be proportional to 
the current command inI  as given in Eq. (3.47). The flow dynamics are thereby dominated by 
the second order characteristics between the current command and the actual valve 
displacement given in Eq. (3.48).  
 
1, ( )static inQ K p I   (3.47) 
 
1, 2 22
static
dynamic
v v v
Q
Q
s s  

 
 (3.48) 
where K is a flow coefficient, p is the pressure difference across the valve, and  v  
and v are the damping ratio and natural frequency of the valve, respectively. For the 
experimental system, the valve bandwidth was validated as 10Hz. 
If one assumes that the pressure difference upstream and downstream of the flow 
control valve is constant, which is reasonable due to the pressure compensator, and the valve 
dynamics have sufficiently high bandwidth, the electro-hydraulic system can be further 
simplified to a cylinder velocity cl  proportional to the current command inI  with a time 
delay. The delay incorporates frictional effects [72] in the cylinder seals and linkage 
bearings. When the system is operating at different header positions, the time delay varies 
due to the kinematic dependency of the nonlinear friction characteristics in the mechanical 
system. However, for clarity of exposition, the delay is assumed here to be constant. The 
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hydraulic system dynamics can then be considered as given in Eq.(3.49), where 
hydrk  
is the 
corresponding coefficient (Appendix B).  
    c hydr inl t k I t T   (3.49) 
3.3.3  Performance limitation by actuator delay 
The actuator delay present in the combine header height system is up to 0.3 seconds, 
as will be illustrated in the validation Section 3.4.1. This time is large relative to the desired 
closed loop system bandwidth of 3Hz. The delay can vary somewhat with the hardware 
configuration but will exist in some form for all header height actuations systems due to cost 
and manufacturing constraints of these agricultural systems.   The delay can’t be eliminated 
by means of feedback. According to Chapter 2, the bandwidth limitation caused by a time 
delay can be expressed by Eq. (3.50).  Therefore, in the present combine system, the time 
delay from the actuator will limit the closed loop bandwidth to below 0.5Hz.  
 
3
T
T

   (3.50) 
where T is the achievable bandwidth and T is the delay.   
This limitation deteriorates the already low bandwidth induced by the mechanical 
structure characteristics discussed in Section 3.2.3. Figure 3.10 shows a sensitivity function 
of the closed loop system, including a delay of 0.3 seconds.  Clearly, the situation has been 
deteriorated by the extra phase decrease, thereby putting the available bandwidth further 
below the desired target.   
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Figure 3.10 Closed loop sensitivity plot of linearized combine system with actuator 
delay 
3.3.4  Effect by combining delay and mechanical system 
With both the delay and mechanical uncertainty exist, the combined effect of the 
delay T  and model uncertainty 
p  provides a more restrictive limitation on the robust 
performance. In Section 2.3.5, the robust performance bandwidth is estimated. 
The delay T  in the system is about 0.3s, which induces a bandwidth limitation of 
0.53Hz (3.6rad/s) as shown in Section 3.3.3. The model uncertainty induces a bandwidth 
limitation as 0.64Hz as shown in Section 3.2.4 for the robust performance analysis. Their 
combined effect, according to Eq. (2.37), is where the upper bound of model uncertainty 
crosses over the magnitude curve of    01 1 T j pe G j   . Their relationship is shown in 
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Figure 3.11, which illustrates the bandwidth 
_T   caused by the combination of the two 
aspects as 0.25Hz.  
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Figure 3.11 Performance limitation by combined effect of delay and uncertainty 
3.4 Validation and Analysis 
The modeling and analysis of Sections 3.2 and 3.3 posit the existence of fundamental 
limitations to feedback control for the header height control problem in combines. This 
Section describes the experimental procedures and results of the models created in Sections 
3.2 and 3.3 to validate the analysis on a real-world system.  First the hydraulic system model 
given in Section 3.3.2 is validated in the time domain.  Subsequently, the mechanical system 
model is validated in the frequency and time domains.  The results of this Section indicate 
the validity of the plant models used in the analysis above. 
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3.4.1 Hydraulic sub-system model validation 
To validate the simplified electro-hydraulic system from Section 3.2.3, the hydraulic 
actuation had to be separated from the combine. Figure 3.12 illustrates a test stand designed 
to perform this task. The foundation pile acts as a reaction wall for the actuator to push on 
with no pitch or heave dynamics as would be found on the actual combine. A header is also 
attached to provide a realistic inertial load for the actuator to move. The valve and pump 
systems are replicated from a production combine system and a height sensor is installed on 
the header tip to measure the header height. Additionally, several pressure sensors are 
installed throughout the hydraulic system for diagnostic purposes.  
HeaderFoundation 
pile
Height sensor
Hydraulic 
cylinder
 
Figure 3.12 Hydraulic system test bed 
To measure the time domain response of the hydraulic system, a step command was 
applied to the control valve and the available signals were monitored as shown in Figure 
3.13. The sampling rate for the sensors was 20Hz. There is a combination of responses which 
included the times to open the valves (t1), stroke the load sensing pump (t2), build up 
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pressure of the pump output (t3), and overcome system friction (t4). Summing these effects 
resulted in a total time delay 0.3T s . This delay constant can vary with different combines 
and different operation positions. However, for this particular investigation, it is treated as 
constant for clarity of exposition. 
 
Figure 3.13 Open loop step response of hydraulic system for input current  
To verify that a pure time delay (Eq. (3.49)) represents the major characteristic of the 
hydraulic system, the closed loop step responses from simulation and experiment are 
compared in Figure 3.14. A proportional controller is used to make the header follow a step 
reference. The results of Figure 3.14 indicate that the simulation results match the response 
of the actual system sufficiently well so as to have confidence in the simplified model in 
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Section 3.3.2. The large dead zone in the figure was setup by manufacturer’s embedded 
proportional controller in the lab and therefore it is adopted in the simulation to guarantee 
consistency between the experiments and simulations.  
 
Figure 3.14 Closed loop step response of the test system 
3.4.2 Mechanical sub-system model validation 
 
Figure 3.15 Experimental combine used for field test results 
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The mechanical sub-system experiments were performed on an experimental John 
Deere combine + header system, shown in Figure 3.15. For this validation, it was not 
possible to introduce a perfect actuator and thereby separate the electro-hydraulic sub-system 
from the mechanical sub-system. However, given the validity of the electro-hydraulic sub-
system demonstrated in Section 3.4.1, the effect of actuation model error influencing the 
validation of the mechanical sub-system model is minimized. The mechanical sub-system 
model from Section 3.2.1 was validated by both frequency domain and time domain 
responses. Since the open loop system in Eq. (3.23) is type 1, a sine sweep frequency 
response must be performed in a closed loop manner.  For the frequency domain responses, a 
simple controller was used to generate a closed-loop transfer function both in simulation and 
experimentally. 
 
Figure 3.16 Closed-loop frequency response comparisons between experimental 
results and simulation results 
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A series of sinusoidal height references, constant amplitude with varying frequency, 
were fed to both simulated and experimental closed loop systems for a stationary combine on 
level ground. The output heights from the header height sensor were collected and compared 
to the reference signals. Performing a frequency-by-frequency analysis of magnitude and 
phase differences allowed for the construction of a frequency response plot in Figure 3.16. 
The result from the experiment is compared with the simulation for the nonlinear system 
given by Eqs. (3.3) - (3.12). The nonlinear model fits the physical system well in the 
magnitude plot. The phase plots have some differences, primarily due to the assumption of a 
constant friction level, and hence a constant delay, in the hydraulic sub-system. In the 
experimental system, the friction varies with a change in relative orientation between the 
combine and header, which is the primary cause of the phase differences. While the 
nonlinearity of the system would lead to amplitude-dependent responses, the nature of Figure 
3.16 clearly illustrates the matching of the major dynamic modes. By comparing the 
linearized system with the nonlinear system, the linearization preserves the main model 
information and can describe the system behavior accurately enough.   
3.4.3 Tracking performance validation 
The overall results in Section 3.4 are representative of the entire class of agricultural 
combines performing active header height control. The parameters may vary with combine 
and header sizes and more or less expensive electro-hydraulics resulting in quantitative 
variation from the results presented here. However, the qualitative nature will remain. The 
mechanical sub-system is subject to under-actuation and non-collocation of sensing and 
actuation; the electro-hydraulic subsystem incurs a time delay in the input-output response. 
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These are both combined in the overall system to severely limit achievable terrain 
disturbance rejection/tracking. This will now be demonstrated by examining performance 
tests for the experimental vehicle.  
A header tracking test was set up as shown in Figure 3.17. These tests were 
performed at a proving ground provided by an industrial partner. The combine is driven on 
level flat ground (concrete) between the test blocks and its wheels do not encounter the 
blocks. The header attempts to track the profile of the trapezoidal blocks as the combine 
proceeds. Since the vehicle body does not incur the ground disturbances from the blocks, the 
test isolates the performance of the header height closed loop tracking performance and does 
not confound it with a ground disturbance rejection test. Figure 3.18 clearly shows that the 
phenomena described in Sections 3.2 and 3.3 are present and account for the level of 
performance achievable, and the responses in the black circle demonstrates that the 
performance of the system to track the test ground profile is unacceptable. 
.
4 
ft.
11 ft.
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Plan view
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Figure 3.17 Ramp test setup 
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Figure 3.18 Experiment verification for existence of limitations 
To specifically investigate the separate influences of the limitations described in 
Sections 3.2 and 3.3, we utilized the validated system and sub-system models in a simulated 
test environment. We used the same test shown in Figure 3.18 and compared three cases: (1) 
the header is mounted on the test bed from Figure 3.14 and travels between the test blocks 
with no actuator time delay (i.e., no combine dynamics), (2) the combine+header system 
tracks the test block profiles with no actuator time delay, and (3) the combine+header system 
tracks the test block profiles with actuator delay. These three cases represent the system 
without any limitations, with only mechanical sub-system limitations, and with both 
mechanical and hydraulic limitations. In cases 1 and 2, the coefficients from Eq. (3.51) are 
used to maximize the performance, while in case 3, the coefficients in Eq. (3.52) are used to 
ensure stability. Obviously, in case 1, without the limitations, a much more aggressive 
controller than the simple PI controller could be designed and implemented. However, we 
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chose to maintain consistency here to quantitatively demonstrate the effects of the 
limitations. 
 
2 20.1482 1p ik k   (3.51) 
 
1 10.1482 0.018p ik k   (3.52) 
Figure 3.19 illustrates the results of the 3 cases. When there are no limitations to the 
closed loop system (case 1), the header height can change rapidly to track the terrain shape. 
This would correspond to enabling high speed travel through the field and increased 
productivity. Unfortunately, when the mechanical sub-system limitation is introduced (case 
2), the response of the system is reduced corresponding to the results of Section 3.2.3 and 
Section 3.3.3. When both limitations are present (case 3), which is the case for the 
experimental combine system, the performance is even further deteriorated. 
 
Figure 3.19 Simulations for header ramp tracking that illustrate individual 
limitations 
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3.5 Conclusion  
Using system dynamics and common analytical tools, we gained insights into the 
fundamental limits for VEI systems. The modeling and analysis of Sections 3.2 and 3.3 
clearly demonstrate the challenges present in a combine harvester HHC problem and the 
reasons for the relative bottleneck in increasing working productivity. The under-actuation 
and non-collocation properties of the mechanical system determine the position of the open-
loop poles and zeros, which results in a system bandwidth upper limit at 0.64Hz. A time-
delay from the hydraulic actuator further deteriorates the bandwidth limitation to be 0.25Hz 
when the robust performance is considered. 
Clearly, a drastic improvement in the overall system performance cannot be achieved 
solely by feedback control design. To eliminate or decrease the undesirable mechanical 
characteristics, the mechanical system needs to be redesigned. One method is to redesign the 
mechanical structure and eliminate the non-collocation characteristic. For example, by 
replacing the tires with tracks, the DOFs for the system reduce to 1 and the system becomes 
fully actuated. Alternatively, active suspensions can be added between the tires and vehicle 
body to increase the number of actuators and therefore eliminate the under-actuation in the 
system. Another possible way to redesign the system is to change the value of key parameters 
in the system, such as suspension elements, to improve the low natural frequency and lightly 
damped characteristics of the passive DOFs. The latter method induces fewer changes to 
current products and decreases the costs of implementation; therefore, it is studied in Chapter 
4.  
As for the actuator delay problem arising from the electrohydraulic system, it may be 
possible to reduce or eliminate the delay with very high performance servo hydraulics.  As 
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with the mechanical redesign, these types of system changes would have to be performed 
under realistic cost and design constraints. High-performance servo-actuators may not be 
appropriate for an all-weather all-terrain agricultural vehicle and may not meet market price 
points.  Therefore, in Chapters 5 and 6, a robust two DOF controller is proposed and 
experimentally validated to compensate the delay and break the corresponding performance 
limitations.  
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Chapter 4     
Integrated Plant Design and Control 
Limitations from physical system are difficult to break solely by control algorithm 
design. For the HHC problem studied, the control limitation from mechanical system is 
caused by the undesirable zeros and poles, especially the lightly damped low frequency 
zeros. Zero dynamics is an important feature for a single-input-signal-output (SISO) system 
and it cannot be influenced by control compensation. The results in Chapter 3 show that such 
zero and pole pairs, which are determined by the under-actuation and non-collocation 
features of the vehicle-header system, place a bandwidth limitation of 0.64 Hz on the robust 
feedback control performance. 
To avoid or mediate the control limitations from mechanical systems, the system 
properties should be analyzed and tuned during the design phase. When the achievable 
performance cannot satisfy design requirements, integrating design and control is a necessary 
approach to be considered. The integrated design and control method uses both physical 
system and controller as design variables. Therefore, it targets improving plant dynamic 
features with the simultaneous optimization of controller parameters. During the design 
procedure, control performance is used as design criteria; therefore, the design decision is 
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finally made to minimize certain control performance functions, which reduces the control 
limitations automatically. 
In this chapter, a general review for the integrated design and control is firstly 
introduced in Section 4.1. It serves as the background to propose the design method 
described in Section 4.2, where the HHC system is taken as an example to be studied. Key 
parameters in the physical system are optimized to obtain better performance with the 
consideration for both robust stability and performance. Numerical results are provided in 
Section 4.3 as demonstrations for the design effectiveness with the application of the 
proposed integrated design and control approach. 
4.1 Review for Integrated Design and Control 
4.1.1 Introduction 
Integrated design and control refers to designing the system/process and the controller 
simultaneously. The idea of simultaneous design is not new.  Its first appearance was 
mentioned by Ziegler and Nichols in [73]. In this reference, the authors pointed out that the 
performance of a feedback controller depends not only on the tuning parameters but also very 
strongly on the structure of the loop and the inherent dynamics of the process.    
The integration of process design and control has been well developed in chemical 
process control since the 1960s [74]. Researchers originally emphasized the steady-state 
economics when designing chemical processes.  However, many chemical engineering 
examples showed the inherent conflict between steady-state economics and dynamic 
performance. Therefore, the control engineers were urged to become involved in all stages of 
process development, particularly at the conceptual and detailed design stages.  The general 
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method is to test multiple process designs using different control criteria [75]. By 
comparison, the most economically efficient design, which also should guarantees product 
quality, is determined.  
In mechatronic systems, the integration of controller design and mechatronic system 
design was proposed by Andre Sharon, Neville Hogan, and David E. Hardt [7]. They were 
motivated by the problem of flexible robot manipulators. Because it is commonly assumed 
that the mechatronic systems exist when the controller design phase is begun, many 
restrictions are inadvertently placed on the controller design. Therefore, some characteristics 
that are considered beneficial from a mechanical design point of view may actually be 
detrimental from a control point of view.  They used the concept of controller design in the 
physical domain as a method to unify control systems design with mechanical systems design 
by preserving physical insight and providing guidance in the selection of the proper physical 
architecture for control. Peter J. Gawthrop further formalized this using the bond graph 
approach [76]. He pointed out that by using generic techniques (Bode and Nichols diagram 
designs, root-locus designs, observer/state-feedback designs, polynomial designs), specific 
physical details are lost. For example, both the parameters and the states of such 
representations may not easily be related back to the original physical properties of the 
system. To preserve physical information, the bond-graph-based method was used to 
describe both the dynamics of the system and the controller, as well as to design a controller 
on this basis.  
Kamal Youcef-Toumi [8] further emphasized the importance of modeling, design, 
and control integration, and called it a necessary step in mechatronics. He did not only 
designed the controller in the physical domain, but also provided techniques for modifying 
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system configurations, leading to proper system topologies for control benefits. He stated that 
it is necessary to predict the system behavior with and without a control system during the 
system design phase.  
Compared to such work on design system structures, in the aero-astro community, 
researchers proposed to integrate parameters optimization for both space structures and 
controller with a fixed structural configuration [77]. Assuming the configuration is pre-
designed, the shape or parameters of the elements are left to be decided along with the 
controller. Therefore, compared to pure controller optimization, control performance can be 
further improved by modifying the mechanical parameters simultaneously [78].  Though all 
those efforts have been made, this general theory of integrated control and design for a large 
class of systems is still not mature. There is no systematic way to provide a complete solution 
for integrated design and control. Specific study needs to be done for particular systems to 
categorize the problems in physical system from a control perspective, to analyze the 
achievable control performance, and to determine the proper design for both mechanical 
system and controller.  
4.1.2 Configuration design and parametric design 
Mechatronic system design can be divided into four steps: conceptual design, 
configuration design, parametric design, and embodiment design [79]. Conceptual design is 
the early stage of the design process wherein physical concepts are synthesized to generate a 
prototypical device that can satisfy the design specifications. Configuration design addresses 
the spatial organization of components that are assembled to generate a new device. 
Parametric and embodiment design further refine the concept design with the use of 
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analytical models to choose the different design parameters and finalize the design for 
production. Conceptual design is a creation process which is very difficult to formalize. 
However, configuration and parametric design are likely to be set up by certain algorithms 
and, therefore, can be solved by the sequence of steps. Thus, integrated design and control 
mainly focus on these two design steps to optimize plant dynamics and controller parameters 
as stated in Section 4.1.1. 
For configuration design, analytical and graphical descriptions for modeling physical 
dynamic systems are necessary. If multiple design choices are provided, the control 
performance limitations from the system structure need to be analyzed and compared, and 
this requires synthesis in the physical domain. Therefore, the modeling method should be 
able to represent the information of physical structure and reveal the inherent limitations of 
the configuration. Bond graph, for example, is a well-developed tool for this purpose. Once 
the criteria for performance estimation are established, the relevant information needs to be 
qualitatively or quantitatively abstracted and analyzed directly from the Bond graph. In this 
way, the different mechanical topologies and placements of actuators and sensors can be 
compared and evaluated, and corresponding adjustments can be made to avoid or relax the 
limitations from the physical system structure.  This completes the configuration design. 
In the parametric design step, on the other hand, a control algorithm can be selected 
and simultaneously optimized together with the parameters in the plant. This optimization 
achieves the best control performance with the pre-determined physical system and controller 
structure. Compared to the conventional control design methods, which involve optimizing 
control parameters for a fixed plant, this method can further improve the control performance 
by considering the interactions and trade-offs between the mechanical design and controller 
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design.   Parametric design mostly do not change the topology of the plant, but rather are 
used to design objects such as the shape and mass distribution, parameters in the plant (truss 
member sizes, material properties, and spacecraft dimensions), and controller parameters 
[80-82]. 
Both of the steps described above can influence the system dynamics. The 
configurations design can help to eliminate control limitations caused by mechanical 
structure, and the parametric design usually requires fewer changes to the prototype and is 
thereby more suitable to be applied to existing products for upgrading purpose. It is pointed 
out in Chapter 3 that one of the HHC performance limitations is inherently caused by the 
under-actuated and non-collocated mechanical system structure. Theoretically, to eliminate 
such limitation the configuration redesign might be more effective; for example, the 
undesirable under-actuation or non-collocation properties can be removed by adding extra 
actuators or sensors. However, configuration redesign usually involves large changes in 
mechanical system, which is difficult for mature products that have been in the market such 
as the combine harvester.  Therefore, the parametric design might be a more realistic way to 
adopt in the HHC case. 
4.1.3  A brief review for parametric design method  
Fundamentally, the parametric design are formulated as a nonlinear programming 
problem, wherein design variables in mechanical system and the controller are chosen 
subject to structural and performance constraints, to optimize an objective function whose 
construction captures the essence of the integrated design problem. The integrated design 
must provide satisfactory closed-loop stability and robustness properties by specifying 
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particular design requirements in the objective function. For example, the objective function 
can be chosen as the steady-state error due to white-noise disturbance at the inputs [10], the 
sum of the time constants of the closed-loop eigenvalues [11], or the largest possible safety 
margin that does not exceed the weight budgeted for the structure [12]. Sometimes, the 
system is assumed to be disturbed by stochastic disturbances, and the constraints are 
formulated in terms of allowable means square responses and control energies [13]. To 
achieve a realistic design, constraints can be placed on the control power, the structural mass, 
or other structural design variables to address buckling and stress failures as well as 
manufacturing limitations.    
The choice of controller configuration is also critical to the integrated optimization. 
The output feedback controller and the filtered output feedback controller (including 
PID/PD/PI) were considered in some of the literature [13]. These controllers do not 
necessarily guarantee that the controllers will actually result in a stable closed-loop system, 
since neither is inherently robust to system modeling errors or neglected dynamics. Although 
the gain matrices and filter parameters found by solving the respective problems may indeed 
be "optimal" with respect to the constraints, serious unexpected problems may arise when 
they are applied to the real physical system. Another choice to make is the model-based 
controller, which generally consists of a state estimator (a Kalman-Bucy filter or an observer) 
followed by a linear quadratic regulator. The state estimator uses the knowledge of the design 
model (consisting of the rotational rigid body modes and a few elastic modes) in its 
prediction part [83]. Using multi-variable frequency-domain design methods, they can be 
made robust to un-modeled structural dynamics. The integrated design can also be done in 
the time domain. The plant and controller are expressed in state space, and linear algebra is 
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used to develop the relationship between the cost function and the covariance matrix, as well 
as the feedback gain matrix [84]. However, such controllers generally tend to be very 
sensitive to uncertainties in the design model, in particular, to uncertainty in the structural 
mode frequencies. Dissipative controllers, which use collocated and compatible actuators and 
sensors, employ special passivity-type input/output properties of the plant and offer robust 
stability in the presence of both nonparametric and parametric uncertainties [85]. The main 
characteristic of all dissipative controllers is that they do not rely on the knowledge of the 
design model to ensure stability, although they use it to obtain the best possible performance. 
However, the collocation of the actuator and sensor is a rigorous constraint to the applicable 
systems. Another controller to guarantee stability is called positive real control.  If 
nonlinearity or uncertainty can be characterized by a positive real system, then the classic 
results in stability theory can be used to guarantee robust stability provided an appropriate 
closed-loop system is strictly positive real [86]. A positive real output filter feedback control 
then is proposed to preserve stability in the presence of modeling errors [12]. For the HHC 
problem discussed in this dissertation, both robust stability and performance are taken as the 
design objectives. Therefore, as will be shown in Section 4.2.2, the controller is chosen to be 
a H  controller that to form mixed sensitivity problem for the integrated design.   
With controller structure and design parameter specified, the design problem is 
formulized as an optimization problem to be numerically solved. When the optimization 
problem is formed as a linear structure (generally for simple conditions), the convex methods 
can be used to obtain the optimal solution. However, in the general problem formulation 
presented, the constraint functions are highly nonlinear implicit functions of the design 
variables mainly due to the nonlinear relationship between physical parameters and plant 
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dynamics. The direct application of nonlinear programming techniques, that is, using the 
exact functional expressions for the constraints, would computationally expensive. This is a 
broadly applied mathematics topic and not the focus of this dissertation. In this dissertation, 
the adopted numerical optimization methods only involve mature mathematical tools to get a 
local optimal solution for the design problem. The relevant details will be further discussed 
in Section 4.3.4. 
4.2 Design Methodology 
4.2.1  Design process  
The integrated design and control process can be divided into two kinds of design: 
iterative and combined. Iterative design refers to designing the plant and the controller in 
separate steps within one iteration and repeating this process until the design requirement is 
satisfied. Combined design refers to optimizing the plant and controller in one step.  
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Figure 4.1 Iterative Design Process 
The process of iterative design can be seen in Figure 4.1. In the step for controller 
design, the optimization problem is formed as Eq. (4.1). 1( )iP s  is the plant designed in the 
1i  th iteration and can be considered fixed in this step.  C s  is the feedback controller to be 
designed. ciJ  is the design objective function specified for certain design purpose. With 
feedback control transfer function  C s  as the design variable, this is a frequency domain 
optimization problem. 
In the step of plant design, the optimization problem is formed as Eq. (4.2). ( )iC s  is 
the controller designed in the i th iteration and can be considered fixed in this step.   is the 
design parameters in the mechanical system to be optimized with the constraints specified by 
S . 
iJ  is the design objective function that can take the same form as ciJ . In this case, the 
relationship between the variable   and plant  iP s  is nonlinear, which results a nonlinear 
optimization problem.  
  
 
      1 1 2min , ,    i ci i i
C s
C s J C s P s C s L    (4.1) 
     min , ,   i pi i iJ P s C s S

     (4.2) 
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Figure 4.2 Combined Design Process 
The process of combined design is shown in Figure 4.2. The optimization result can 
be achieved in one step.  Similar to iterative design, J  is the objective function to be 
specified. In most cases, this is also a nonlinear optimization problem due to the nonlinear 
function  ,P s  . Therefore, it is worth mentioning that neither iterative design nor 
combined design can guarantee a global minimum for the design results. The final result 
depends on the numerical optimization algorithm and initial point, which will be discussed in 
Section 4.3.   
   
 
       2
,
, min , ,    ,
C s
C s J C s P s C s L S

      (4.3) 
To complete the design task for both iterative design and combined design, there are 
two aspects that need to be considered: 1) specification of the objective function J  and 2) 
the choice of parameters to be designed in the mechanical system.   
4.2.2  Control objective function 
The objective function J  is chosen based on the designer’s expectation for closed 
loop control performance. The plant dynamics are included in the objective function and 
designed to optimize performance functions. In this case, the design does not aim to improve 
the open loop dynamic properties of the system such as modes and natural frequencies, but 
instead to pursue the ‘best’ achievable performance when the control action is effective. 
Therefore, the optimization algorithm to minimize the objective function can automatically 
find the more desirable physical design of the mechanical system when the controlled 
performance is taken into consideration.   
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Compared to open loop plant design, this integrated design and control approach can 
use more specific performance requirements as the design criteria. The general aspects that 
can be included in the objective function are the tracking and disturbance rejection 
performance, the robustness to model uncertainties and signal noise. Also, the objective 
function can be specified in both the time domain [87] and the frequency domain as 
discussed below, to satisfy requirements for various systems and tasks. 
In this dissertation, the objective function is constructed as a multi-sensitivity H  
norm in Eq. (4.4). For the HHC problem, H  norm can help to examine the worst case 
scenario when the ground height has absurd changes, which is the major concern in field 
operation. The mixed sensitivity problem helps to capture multiple aspects of the closed loop 
properties of concern.  PW s ,  uW s , and  IW s  are, respectively, the weighting functions 
on the sensitivity function, input sensitivity function, and complementary sensitivity 
function. They are used to specify the design requirements for performance, robustness to 
multiplicative and additive uncertainties, and minimizing control input usage. Such choice of 
objective function has several advantages: 1) it is consistent with general robust control 
design criteria and has well-studied properties for each term in the objective function, 2) the 
emphasis on the different aspects of performance can be easily customized by designing the 
weight functions, and 3) in some steps of the optimization, mature synthesis tools can be 
used to obtain the optimal controller, as shown in Section 4.3. This objective function is 
constructed in frequency domain; therefore, it is convenient for the designer to specify the 
expected performance in terms of bandwidth, such as tracking bandwidth, disturbance, or 
noise rejection bandwidth. It would be even more effective if the frequency properties of the 
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system and external signals could be estimated ahead of design. For example, if the available 
bandwidth mentioned in Section 2.3 is pre-known, it can be used to specify  uW s  and place 
proper constraints on the robustness requirement. 
   
    
      
  
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W s S C s
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

  (4.4) 
4.2.3  Design parameter choice 
There are two main principles for choosing the design parameters denoted as vector 
 : (1) they should have considerable influence on plant dynamics, (2) the corresponding 
physical change in the parameters in the current product should be achievable. 
 As discussed in Chapter 3, the passive DOF dynamics are the most influential factors 
to both the positions of zeros and poles in the HHC problem. Therefore, we need to look for 
the physical parameters that affect the passive dynamics, which are the pitch and vertical 
movement of the combine system. By examination, the dynamics of the combine body are 
closely related to the wheel distance ( wd ), damping ratio ( t ), and rigidity ( _spr tk ) of the 
tires. The header mass hm  affects the mass ratio between the header and the combine body, 
which also influences the interactive dynamics between the two bodies. In addition, for 
different tasks, a combine harvester can carry different headers. Therefore, the header’s 
weight and inertia change in practice. It can be helpful to examine how such change can 
influence the control performance by including hm  in the design parameters. 
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From the analysis above, several parameters are chosen as candidates for design: the 
wheel distance ( wd ), damping ( t ), and rigidity ( _spr tk ) of the tires and the head mass hm . 
Now the second principle for choosing parameters needs to be examined to decide whether 
the candidate parameters can be physically adjusted with relatively “minor changes.” One 
can tune the damping and spring rigidity of the combine body dynamics by adding an extra 
suspension or shock absorber system between the combine body and tires. Also, the header 
mass naturally changes when different headers are installed. However, the wheel distance wd  
is not easy to change for new products. It requires a series of geometric redesigns of many 
mechanical parts in the combine body system, so it does not satisfy the second principle 
mentioned at the beginning of this subsection. To conclude, the final parameters that are 
chosen for design are the header mass hm , damping ratio of the front and rear tires denoted 
by 
_t f  and _t r , and the spring constant of the front and rear tires denoted by _ _spr t fk  and 
_ _spr t rk . Table 4.1 shows the damping ratio and natural frequency of the zeros and poles for 
the original system. One can see that both the zeros and poles are lightly dampened with low 
natural frequencies, as analyzed in Chapter 3. As a result, the HHC performance is limited. 
Table 4.1  Zeros and poles properties for original HHC system 
Zeros/Poles 
Undamped natural 
frequency(Hz) 
Damping ratio 
1 1,z z  1.9634 0.1213 
2 2,z z  1.7839 0.0776 
1 1,p p  1.9938 0.1181 
2 2,p p  1.3734 0.0641 
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To further validate that the choice of redesigned parameters does influence the system 
dynamics, simulations are done below to show the relationship between parameter variations 
with zero and pole positions of the system. The parameter variation ranges are shown in 
Table 4.2. The parameters are set to vary by ±50% of the ranges in the simulation, and the 
corresponding variation of the zero and pole locations are shown in Figures 4.3 - 4.12. From 
the simulation results, all the parameters to be designed have significant impact on the 
position of zeros and poles within their varying ranges shown in Table 4.2. The combined 
effects of the parameter changes would impact the plant dynamics more than individual 
factors shown in Figures 4.3 - 4.12; therefore, the variable space of the design optimization 
problem should be sufficient for getting desirable plant dynamics for the redesigned system. 
Table 4.2 Parameters to be designed in HHC system 
Parameters 
Lower 
bound 
Upper 
bound 
Initial 
value 
 (kg)hm  4000 10000 5000 
_ _,t f t r   0.05 1 0.1 
_ _ _ _,spr t f spr t rk k
(N/m) 
0.1 20 1 
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Figure 4.3 Zero position variation caused by changing  
_t f  
 
Figure 4.4 Pole position variation caused by changing  
_t f  
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Figure 4.5 Zero position variation caused by changing  
_t r  
 
Figure 4.6 Pole position variation caused by changing  
_t r  
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Figure 4.7 Zero position variation caused by changing  
_ _spr t fk  
 
Figure 4.8 Pole position variation caused by changing  
_ _spr t fk  
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Figure 4.9 Zero position variation caused by changing  
_ _spr t rk  
 
Figure 4.10 Pole position variation caused by changing  
_ _spr t rk  
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Figure 4.11 Zero position variation caused by changing  _m h  
 
Figure 4.12 Pole position variation caused by changing  _m h  
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4.3 Numerical Design Result 
4.3.1 System specification  
The HHC problem for combine harvesters is taken as an example in this section to 
obtain numerical validation of the methodology stated in Section 4.2. As far as the combine 
HHC problem is concerned, the undesirable locations of the zeros and poles are inherently 
caused by the mechanical structural features. The solution involving mechanical structure 
redesign may be more capable of eliminating the performance limitation. However, this may 
not be possible with the legacy designs of current products.  Another solution involving 
parameter optimization causes a smaller change to the current product and thus may be 
sufficiently cost-effective as to be feasible in practice. If by this way the achievable 
bandwidth can satisfy the task requirement, parameter redesign is a relatively economical 
way to solve the problem, which is pursued as the solution path in this dissertation.   
The detailed analysis for how the mechanical system induces undesirable plant 
dynamics and how such dynamics places restrictions on achievable bandwidth is elaborated 
in Chapter 3. It is well known that input/output pairs with low frequency and lightly damped 
zeros and poles can limit the effectiveness of any feedback control approach [30, 68]. Due to 
the proximity between open loop poles and zeros in HHC problem, as shown in Figure 3.4, 
there is difficulty in moving closed loop poles far from their open loop location. Clearly, this 
is a fundamental limitation regardless of any feedback controller  C s . For HHC problem, 
the resulting robust performance bandwidth limitation is 0.64Hz as shown in Section 3.2.4.  
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Figure 4.13 Position relationship between zeros and poles  
With the choice of parameter in Section 4.2.3, the design methods in Section 4.2.1 
can be applied with the objective functions specified in Section 4.2.2.   PW s ,  uW s  and 
 IW s  are the weighting functions on the sensitivity function, input sensitivity function, and 
complementary sensitivity function respectively. According to the design objectives, they are 
specified as Eqs. (4.5) - (4.7). The inversion of these weight functions forms the upper bound 
of the sensitivity function’s magnitude when the parameters and controller are designed, and 
the objective closed loop bandwidth is specified to be around 3Hz. 
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   0.5UW s   (4.7) 
4.3.2 Iterative design method results 
The controller and plant design are processed iteratively as shown in Figure 4.1. With 
the control objective function in Eq. (4.4), plant and controller parameters are optimized in 
separate steps to finally achieve satisfactory closed loop performance.  
x1
x2
 
Figure 4.14 Gridding in parameter space for initial points 
By choosing suitable weighting functions shown in Section 4.3.1, both the controller 
and plant are optimized to obtain the balance between performance, robustness, and input 
gain constraint.  As stated in Section 4.2.2, this is a nonlinear optimization process where a 
global minimum point is not guaranteed. Therefore, the design result is influenced by the 
numerical optimization method and initial point. We used the ‘fmincon’ function in Matlab 
to find the local minimums, in which the interior point method is used for the optimization 
[88]. To cover most of the variable space, the initial points were chosen at various positions. 
Take the two-variable optimization problem in Figure 4.14 as an example; the initial points, 
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shown as black dots, are chosen to lie on the cross points of the 3*3 grid of the two variables. 
For the HHC problem, we chose five parameters to be designed at the same time, which 
gives a 3
5 
grid and results in 2
5
 initial points. Therefore, we have 32 optimization results with 
the optimized objective function values shown in Figure 4.15. From Figure 4.15, the 
variations of the optimized objective function values among different optimizations are 
small.  
 
Figure 4.15 Optimal objective function value for 32 initial points 
Figure 4.16 through 4.20 show the optimal parameter values of the optimizations with 
the 32 different initial conditions. Optimizations starting at different initial conditions tend to 
converge to several same final values. For example, in Figure 4.16, the optimal hm  are 
obtained at two values from optimization #14 - #32. Similar situations happen to the other 
four design parameters as shown in Figure 4.17 - 4.20. Therefore, the design variables 
calculated by different initial conditions fall into several local minimums. 
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Another useful conclusion illustrated in Figure 4.16  is that heavier header mass does 
not necessarily lead to worse performance. With proper redesign of the other four 
parameters, it is not necessary to decrease the mass of the header for better HHC 
performance. In other words, a larger, heavier header, which implies higher harvesting 
productivity, is valid for use in the next generation of product.  
 
Figure 4.16 Optimal hm  for 32 initial points 
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Figure 4.17 Optimal 
_t f  for 32 initial points 
 
Figure 4.18 Optimal 
_t r  for 32 initial points 
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Figure 4.19 Optimal 
_ _spr t fk  for 32 initial points 
 
Figure 4.20 Optimal 
_ _spr t rk  for 32 initial points 
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The value of the optimized parameter vector 
*  for the smallest objective function 
value is shown in Table 4.3, and the corresponding zeros and poles for the optimal plant 
transfer function  *P s  are compared to their original positions in Figure 4.21. Table 4.4 
shows how such change influences the natural frequency and damping ratio of the plant 
dynamics, which have increased significantly for the redesigned system, and the design 
purpose is achieved.  
Table 4.3 Parameters design result using iterative method 
Parameters 
Lower 
bound 
Upper 
bound 
Original 
value 
Designed 
value 
Variatio
n (%) 
 (kg)hm  4000 10000 5000 5001.8 0.36 
_t f  0.05 1 0.1 0.9096 809.6 
_t r  0.05 1 0.1 0.6888 688.8 
_ _  (N/m)spr t fk  0.1 20 1 6.72 572 
_ _  (N/m)spr t rk  0.1 20 1 7.18 618 
 
Table 4.4 Zero and pole properties for redesigned system using iterative method 
Zeros/Poles 
Undamped natural 
frequency(Hz) 
Damping ratio 
1 1,z z   5.2699 0.8517 
2 2,z z  4.5958 0.6868 
1 1,p p  5.2878 0.8533 
2 2,p p  3.5720 0.5347 
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Figure 4.21 Pole and zero position comparison between original and designed systems 
Inspecting the change of parameters, the damping ratio and spring constant of the 
tires increased considerably. This is consistent with our intuition: Increase of the damping 
ratio and spring constant can decrease the flexibility of the passive DOFs and thus mediate 
the system’s under-actuation problem.   
4.3.3 Combined design results 
For the combined design method, the controller and plant design are processed 
together in one step, as shown in Figure 4.2. With the control objective function in Eq. (4.4), 
plant and controller parameters are optimized. The controller is chosen to be 6
th
 order transfer 
function, which is consistent with the order of the plant dynamics and ensures that the stable 
closed loop system can be found in the design space. This gives a nonlinear optimization 
problem with more variables and increases the nonlinearity of the objective function with 
respect to the design variables.  
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Such conclusion can be drawn from Figures 4.22 - 4.27. The optimal points starting 
from different initial conditions no longer fall into the same area in the variable space. The 
value of the optimized parameter vector 
*  for the smallest objective function value is shown in 
Table 4.5, and the corresponding zeros and poles for the optimal plant transfer function  *P s  are 
shown compared to their original positions in Figure 4.28. The result is similar to the one obtained by 
iterative design. Both the damping ratios and natural frequencies have increased significantly for the 
redesigned system as shown in Table 4.6.  
 
Figure 4.22 Optimal objective function value for 32 initial points by combined 
method 
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Figure 4.23 Optimal hm  for 32 initial points by combined method 
 
Figure 4.24 Optimal 
_t f  for 32 initial points by combined method 
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Figure 4.25 Optimal 
_t r  for 32 initial points by combined method 
 
Figure 4.26 Optimal 
_ _spr t fk  for 32 initial points by combined method 
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Figure 4.27 Optimal 
_ _spr t rk  for 32 initial points by combined method 
 
Table 4.5 Parameter design result using combined method 
Parameters 
Lower 
bound 
Upper 
bound 
Original 
value 
Designed 
value 
Variation 
(%) 
 (kg)hm  4000 10000 5000 6942 38.84 
_t f  0.05 1 0.1 0.6139 513.6 
_t r  0.05 1 0.1 0.5214 421.4 
_ _  (N/m)spr t fk  0.1 20 1 13.53 1253 
_ _  (N/m)spr t rk  0.1 20 1 7.46 646 
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Figure 4.28 Pole and zero position comparison between original and designed systems 
Table 4.6 Zero and pole properties for redesigned system using combined method 
Zeros/Poles 
Undamped natural 
frequency(Hz) 
Damping ratio 
1 1,z z   6.3177 0.4389 
2 2,z z  5.4752 0.6647 
1 1,p p  5.695 0.6249 
2 2,p p  4.4795 0.3658 
4.3.4  Simulated performance comparison 
To show how the design of the plant can improve the overall performance of HHC, 
the simulations of the closed loop system response are shown below in both the frequency 
domain and the time domain. 
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With the same specification of the weight functions as shown in Eqs. (4.5) - (4.7), the 
sensitivity functions of the closed loop system for the original products and their design 
constraints are illustrated in Figure 4.29. One can see that they all satisfy the design 
requirements and that the tracking bandwidth is around 1.427Hz. This is the best 
performance the closed system can achieve with the original location of zeros and poles.  
 With the optimal controller and plant, the closed loop sensitivity functions by 
iterative method are shown in Figure 4.30. After design, the system bandwidth is now 2.51 
Hz, which is higher than the frequency limitation of the original system. 
Similar results for the combined method can be seen in Figure 4.31. After design, the 
system bandwidth is 2.33 Hz, which achieves approximately the same effect as the iterative 
method. Therefore, from such frequency domain result, the redesign of the physical system 
makes the closed loop system able to track faster changing signals and reject disturbances in 
the broader frequency range. In other words, the combine harvester can drive in the same 
field with 1.8 times of the original speed, which can improve working efficiency by 80%. 
A similar conclusion can be drawn from a time domain performance comparison, as 
shown in Figure 4.32. The step response of the original system is relatively slow: The rising 
time is around 0.38 seconds and vibrations last for 2.5 seconds. The performances by both 
design methods give similar step responses. The rising time is decreased to around 0.15 
seconds and the response is very smooth without vibration or overshoot. Such characteristics 
are desirable since the cutting height of the crops will be smooth and the header error can be 
largely decreased. As a result, it not only improves the working speed but also helps to 
decrease food waste and avoid equipment damage.  
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Figure 4.29 Robust control design for original system 
 
Figure 4.30 Robust control design for  *P s  by iterative method 
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Figure 4.31 Robust control design for  *P s  by combined method 
 
Figure 4.32 Step response comparison between original and designed systems 
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4.4 Conclusion  
In this Chapter, the main limitation from the mechanical dynamics in VEI system is 
discussed and moderated. In the example of HHC problem, the under-actuation and non-
collocation properties of the mechanical system results in lightly damped low frequency the 
open-loop poles and zeros. The induced bandwidth limitation is around 1.5Hz, which is part 
of the reasons for the bottleneck in increasing working efficiency.  
Clearly, a drastic improvement in the overall system performance cannot be achieved 
solely by feedback control design. To eliminate or decrease the undesirable mechanical 
characteristics, the mechanical system needs to be redesigned. We adopt the idea of redesign 
key parameters in the system to balance the requirements from performance and costs. The 
parameters are calculated to minimize the H  norm of the closed loop sensitivity functions. 
Two optimization processes are studied: iterative design and combined design. Both of them 
improved the physical characteristics of the system: the zeros and poles of the new plant 
move away from the imaginary axis and obtain much larger damping ratio than the original 
plant.  
The controller is also optimized in the process either iteratively or in one combined 
step.  The tracking performance, disturbance rejection and control effort are balanced to 
achieve the best performance in frequency domain. The corresponding closed loop system 
has a bandwidth of 2.51 Hz and 2.33Hz for the two methods respectively, which proves that 
the potential for automatic control to achieve higher bandwidth is improved by optimizing 
the parameters of the mechanical system. The increase of the closed loop bandwidth means 
that the header height control can track faster signals and reject disturbances in higher 
frequency; as a result, the combine can harvest the crops at a higher speed yet with less grain 
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loss in the field. Such design method can be expanded to many systems as long as the design 
is targeting at achieving certain closed loop performance.  
Since the design in this chapter focuses on mechanical system, the other limitation of 
delay is left out. Therefore, the feedback controller obtained in this chapter works for system 
with only mechanical limitation. When the delay problem exists, more efforts need to be 
done to get better feedback controller design, which will be shown in Chapter 5.  
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Chapter 5     
Robust Feedback Controller for Time Delayed 
Systems 
Time delays commonly exist in physical systems. For example, the delay in the 
actuator response can cause an input delay from the control input to the operation of the 
plant. This is frequently seen in hydraulic actuators with impacts by dead zone in control 
valves, dry friction, and fluid dynamics [65]. Another kind is the communication delay 
existing broadly in teleoperation systems [89], communication networks [90, 91], and neural 
networks [92]. In other cases, it can be caused by the system dynamics, such as the wave 
propagation in combustion systems [93]. Delay can also appear in the measurement process 
that induces phase lags in the feedback channel [94].  
Particularly in VEI systems, due to the heavy-duty nature of the tasks, delay can 
appear in the actuation system [95]. Such delay can be much influential to system control: On 
the one hand, the phase lag caused delay is considerably larger than the one by vehicle 
dynamics; on the other hand, the delay itself is not consistent all the time. Take the HHC 
problem for example, the delay in the hydraulic actuator in the experimental system is 0.3s. 
This delay induces a closed loop bandwidth at 0.5Hz as illustrated in Chapter 3, which is 
much lower than the natural frequency of the zeros and poles in the plant dynamics. 
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Therefore, when designing the feedback controller design, delay is an inevitable factor to be 
considered [64]. In addition, the feedback control also needs to address the model 
uncertainties caused by the varying delay time and uncertain plant dynamics to ensure robust 
stability and performance. 
 In this chapter, an  H  controller is introduced targeting the design of a robust 
controller with consideration of the time delay in the HHC system. As mentioned, there is an 
upper bound on the achievable bandwidth when time delay exists. The work in this chapter 
does not try to break such bandwidth limitation, but to seek the best balance among several 
design requirements when the delay and the physical system limitation are taken into 
consideration. 
5.1 Time Delayed System 
5.1.1 System configuration 
Due to the various causes in the system, delays can appear in many places within the 
system model such as at the input, output, feedback channel, states, and even the derivatives 
of the states. There are no unified control methods to deal with all kinds of delays; therefore, 
researchers work to develop a case-by-case control algorithm for delayed system [92, 96-99]. 
In many cases, the general mathematic formulation of the problem is made for the multi-
input-multi-output (MIMO) system, but due to the nature of actuator delay in VEI systems 
discussed in this dissertation, we only focus on loop delay in the SISO system. 
A typical SISO unity feedback system with delay is shown in Figure 5.1. Similar to 
Figure 2.1,  r  is the reference for the output y  to follow. 
_p rG  represents the rational part of 
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the dynamics of the plant, and 
sTe  is the delay term with delay time as T ; n  is the noise, and 
d  is exogenous disturbance  with disturbance dynamics dG .  
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++u
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Figure 5.1 Schematic of a delayed system 
In many cases, the appearance of the delay will influence the stability of the system. 
Therefore, it is important to understand such impact to obtain a stable closed loop system and 
avoid unexpected accidents in practice. Researchers have attempted to identify the stability 
criteria for both the conservative delay-independent condition [100, 101] and the less 
conservative delay-dependent condition [100]. In these analyses, the delay is assumed to be a 
constant. 
However, in many real systems, the delay is time varying, which creates uncertainty 
in the system response. For such time-varying systems, two categories of controllers were 
studied to solve the problem: One way is to capture the change of the delay online using 
adaptive algorithms [102, 103]; another is to use a robust controller with specifications on the 
bound of delay variance [104].  
In this dissertation, we adopted the second method to solve the problem. The time-
varying delay is treated as a constant delay plus a time-varying uncertainty. Therefore, as 
only as robust controller can satisfy the stability and performance requirement within the 
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uncertainty constraints, the feedback control objectives can be achieved. One of the reasons 
for using robust control is that the delay time changes fast but with small variance in HHC 
system. This makes robust control a more suitable tool than adaptive control. Another reason 
is that it can deal not only with time delay uncertainty but also with dynamic uncertainties 
from other factors such as parameter perturbation [105] or mechanical system inconsistency 
(e.g., the header is replaced with another header for different tasks in the HHC problem). In 
Section 5.1.2, further discussion of the control for a time delayed system is presented. 
5.1.2 Brief review of control for delayed systems 
An obvious control problem arising for the time-delayed system is the infinite 
dimension from the delay term sTe . Due to its irrationality, many standard control 
approaches for linear systems are no longer feasible for direct use in the delayed system.  
One way to design the controller for such a time-delayed system is to theoretically 
solve the infinite-dimensional problem using operator theoretical methods [106, 107]. Such 
methods usually provide complicated solutions that are not convenient for use in practice. 
Similarly, the control problem can be formulated to be a numerical optimization problem in 
the discrete time domain to provide an analytical solution for the controllers [108]. 
For a simple PID-type controller, the control parameters to be designed are small 
numbers, usually within 3. Therefore, the stability region of the parameter space can be 
theoretically calculated for the control of a plant with uncertain parameters [99, 109]. 
For a higher order, more complicated robust controller, usually a certain kind of 
transformation is required during the design process to derive a rational optimization problem 
from the original infinite dimensional system [110]. One common way is to use the state 
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space system and linear matrix inequality (LMI). The time-delayed systems are expressed in 
state space form and certain cost function, such as H  performance, is defined within the 
time domain [111]. By re-defining states in the system, the expression is transformed to be 
rational and usually a Riccati-type of inequality can be obtained from the new state space 
model to enable an LMI solvable problem. When considering the time-varying delay case, 
the range of the time delay is pre-defined and used to obtain a robust H  controller with a 
similar procedure. 
Another way to transform such infinite problem is to use J-spectral factorization and 
the Smith predictor [112]. The standard H  control problem can be reformulated using 
equivalent transformation from the original PK block form to be a chain four-block form. 
The new form simplified the problem to be a one block Smith predictor -type of system, 
which can be further transformed into a rational optimization problem with J-spectral 
factorization and solved using rational LMI. 
The robust control method we are introducing in this dissertation also uses the Smith 
predictor. However, instead trying to convert mathematically an irrational LMI problem to a 
rational problem, the system is transformed equivalently to a delay-free system without 
changing the nature of the H  norms to be optimized. Therefore, standard synthesis for  H  
control can be used for the new system to achieve the design requirements of the original 
system. More details of the design procedure can be found in Section 5.3.  
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5.2 Smith Predictor 
5.2.1  Introduction to Smith predictor 
The Smith predictor has been used to control the delayed system for a long time. It 
was first introduced in the late 1950s [113] and has been considered a very useful tool to 
obtain a delay-free system from the original delayed system [114, 115]. This is realized by 
using a local feedback signal from a central controller as its input signal, as shown in Figure 
5.2. In the figure,  Z s  is the Smith predictor and  0C s  is the central controller. A standard 
Smith predictor has the form shown in Eq. (5.1). Therefore, the feedback controller  fbG s in 
Figure (5.2)  has a relationship with  Z s  and  0C s   as in Eq. (5.2). 
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Figure 5.2 Smith predictor in a delayed system 
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The feedback signal from the Smith predictor  Z s  is a predicted version of y . 
When the noise is not considered, the signal 1e  in Figure 5.2 can be expressed in Eq. (5.3). 
The signal feedback to the central controller  0C s  is the error between reference and 
predicted output. Therefore, the system is equivalent to Figure 5.3, where the delay term is 
left out of the feedback loop. Note that once the central controller  0C s  is decided, the 
original feedback controller  fbG s  is determined. For the reference tracking performance, 
the sensitivity function from the reference to the tracking error is shown in Eq. (5.4). Also, 
the complementary sensitivity function becomes Eq. (5.5). Therefore, the original problem of 
designing  fbG s  for a delayed system is transformed to finding a  0C s  that stabilizes the 
delay-free plant 
_ ( )p rG s . This transformation provides the advantage of eliminating the 
original gain constraints for controller design and enabling the classical design methods for 
normal rational systems.  
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Figure 5.3 Equivalent delay-free system by Smith predictor  
5.2.2  Smith predictor in robust control  
Although the Smith predictor introduced above is capable of eliminating the infinite-
dimensional design for the nominal system, it does not imply unlimited performance when 
the system is uncertain. The Smith predictor controller requires an accurate model of the 
plant dynamics and the time delay. When there is inconsistency between the nominal and 
time-varying delay time, or a mismatch between the model and the process dynamics, it 
causes poor performance or even instability for the closed loop system. Therefore, research 
on the implementation of the Smith predictor in robust control has been studied extensively. 
The simplest case is to only consider the robust stability of the system. As shown in 
Eq. (5.5), for a complementary sensitivity function, the delay term is separated. When the 
true plant dynamics  0pG s  mismatches the plant model  _p rG s  as shown in Eq. (5.6), the 
robustness criterion in inequality (5.7) is equivalent to inequality (5.8) [116]. Therefore, the 
robust control problem is easy to convert to a rational optimization problem and guarantee 
robust stability. 
       0 _ 1p p rG s G s s   (5.6) 
     1sms T s    (5.7) 
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However, in most cases, in addition to robust stability, robust performance is also 
required when designing the feedback controller. Since the sensitivity function shown in Eq. 
(5.4) has mixed delay and rational functions, the design of the controller becomes an infinite 
dimensional problem. One way to avoid this is to approximate the infinite dimensional 
system with a finite dimensional system using Talyor series approximation [117], Padé 
approximation [118], or Maclaurin series expansion [119] .  
The other way is to keep the original infinite dimensional expression. Such research 
can be divided into two kinds: One numerically optimizes the controller parameters with the 
robust performance constraints [120] and the other transform the irrational optimization to an 
equivalent LMI problem [121]. The latter one will be used in this dissertation. 
5.3 Robust Controller Design 
5.3.1 Problem formulation for robust control design 
A robust controller is used to ensure the robust stability of the system and optimize 
the robust performance. In Figure 5.4, the uncertain system schematic for the time-delayed 
system with Smith predictor is shown. When plant 
pG  has stable poles,  Z s is stable [121]. 
The exogenous signals are reformulated as normalized signals as  
T
n nr d  by Eqs. (5.9) and 
(5.10) to simplify the later analysis. Weighting functions  rW s  and  dW s  describe the 
frequency content of the reference and disturbance signals respectively. The model 
uncertainty   is weighted by  W s  to specify the upper bound of its frequency 
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representation.  eW s  is the weighting function for the error signal. All weights can be 
constant or dynamic functions of frequency. 
  n rr W s r  (5.9) 
  n dd W s d  (5.10) 
 The objective for robust controller design is generally achieved by minimizing the 
norm of particularly structured transfer functions. The well-known H  robust performance 
problem for the feedback controller can be posed as: find a stabilizing controller  C s  to 
minimize the structured singular value of  N s , which is defined as the transfer function 
matrix between  
T
n nr d y  and  1
T
z u  in Figure  5.4.  
 N s  is shown in Eq. (5.11), where 1H  represents the performance of the system, 
and 2H represents feedback system robustness. Weight function  eW s  is used to specify the 
design emphasis on the robust performance. To clarify the notation used in Eq. (5.11), and in 
the following content, 
,A BT  and ,A BS are defined as the complementary sensitivity function 
and sensitivity function with plant  A s  and feedback controller  B s , respectively.  The 
objective function is the standard mixed sensitivity problem similar to what is used for the 
integrated design and control in Chapter 4.  
   1
2
H
N s
H
 
  
 
 (5.11) 
where  
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Figure 5.4 Schematic for robust control design 
5.3.2  Model referenced performance 
Eq. (5.11) provides an optimization problem to find the best H∞ controller satisfying 
design requirements. However, to use the standard rational H∞ controller synthesis, the 
irrational term from the actuator delay, 
sTe , must be addressed.   
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Figure 5.5 Modified feedback loop with model reference 
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To realize this, a model-matching method similar to [121] is implemented by adding 
the desired performance functions to construct new sensitivity functions. The structure of the 
modified feedback loop is shown in Figure 5.5. Ideally, if we do not consider the influence of 
the disturbances, it is desirable for 1y  to track the reference nr  via some desired linear 
operator  M s  such that the desired output can be represented as    1,des r ny M s W s r . 
However, due to the delay in the loop, the best tracking performance to expect can only be 
   sT r ne M s W s r
 . In other words, the feedback control can never compensate for the delay 
in the loop since it always responds to the feedback signal with a delay T . Similarly, the 
influence of the delay makes the best expected transfer functions from the two disturbances 
to y  be      sT d de M s G s W s
 .  Therefore, the desired output for y  can be expressed as 
desy in Eq. (5.12). The difference between desy and y  can be written as Eq. (5.13), which 
indicates the tracking error between the real output and the desired output. This yields the 
modified sensitivity function moS  in Eq. (5.14). moS  represents the closeness of the ability of 
the closed loop system to track the reference and reject the disturbances to what is specified 
by ( )
sTe M s .  
       ( )sTdes r n d d ny e M s W s r G s W s d
   (5.12) 
       e mo r n d d ny S W s r G s W s d   (5.13) 
 ,( ) ( )p fb
sT
mo G GS e M s T s
   (5.14) 
The H  norm is mentioned in Eq. (5.11). Using such modified error signal with a 
desired performance reference model, the transfer function matrix  N s shown in Eq. (5.11) 
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can be changed to  moN s  in Eq. (5.15) by replacing the original sensitivity function ,p fbG GS  
with its modified version moS .  
   1
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Using such modified error signal with a desired performance reference model, moS  
can be further expressed as a delay-free transfer function times the delay term, as shown in 
Eq. (5.14). The complementary sensitivity function and the modified sensitivity function can 
be expressed as the multiplication of the delay term and rational functions as shown in Eqs. 
(5.16) through (5.18). This is the key result for transforming from an irrational optimization 
problem to a rational one. In this way, the delay term can be “extracted” from the terms in 
1H  and 2H  as shown in Eq. (5.19). Since 
sTe  has the unity magnitude on all frequency 
ranges, the H∞ norm of 1H , 2H , and their rational part shown in Eq. (5.20) are the same. 
Therefore, the original H  problem is equivalent to minimizing the H  norm of eqtN , which 
can be reformulated as a delay-free system in Figure 5.6. 
    
_ 0, ,p fb p r
sT
G G G CT s e T s
  (5.16) 
     
_ 0,
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p r
sT
mo G CS s e M s T s
   (5.17) 
  
, _ 00 ,p fb p rfb G G G C
G S C S s  (5.18) 
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Figure 5.6 Schematic for reformulated robust control design 
5.3.3  Rational optimal controller synthesis 
The original H problem discussed in Section 5.3.1 is now reconstructed to find the 
optimal H  norm of eqtN  in Eq. (5.20). This is a standard rational optimization problem.  
Using the synthesis technique in [14], it is equivalent to solving the two block 
problem shown in Figure 5.7. The augmented plant ( )P s  is given by Eqs. (5.21) and (5.22). 
The controller  0C s can now be calculated by LMI with standard H  optimal control 
synthesis. 
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Figure 5.7 Two block construction for standard H  problem 
5.4 Controller Design and Simulation Results  
5.4.1 Feedback controller design for HHC problem 
To parameterize the feedback controller, the performance function and the weighting 
functions are chosen as in Eqs. (5.23) - (5.26) for the specific system shown in Figure 3.6. 
The bandwidth limitation caused by the mechanical dynamics is approximately 0.64Hz as 
described in Section 5.3. Therefore, it is realistic to set the bandwidth of the desired transfer 
function ( )M s  to be approximately this value as in Eq. (5.23). 1/ ( )eW s  is an upper bound to 
the modified sensitivity functions, which has small magnitude at low frequency. rW  can be 
estimated by using the frequency property curve of the reference, in the HHC case the ground 
profile. A low order transfer function is used to approximate the frequency distribution of the 
reference in Figure 5.8 and gives the rW  shown as Eq. (5.25). The disturbance also comes 
from the ground profile, so the choice of dW  is the same with rW .  W  is chosen to be unity.  
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With the weight functions specified, the augmented plant ( )fbP s can be expressed to 
its state space realization in the form of Eq. 5.27 and the numerical representation of the 
realization in Appendix D. 
 
Figure 5.8 Frequency domain properties of the rW  
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Using the γ-iteration H∞ optimal control synthesis function ‘hinfopt’ [122] to 
calculate the optimal controller results in an 11
th
 order controller  0C s  .The numerical 
realization of the controller of Eq. (5.28) (found in Appendix D) satisfies the inequality 
(5.29). Therefore, robust performance is guaranteed. For the specific model uncertainty 
shown in Figure 3.11, the requirement for the robust stability in inequality (5.30) is satisfied. 
 
0 0
0 0
0 ( ) :
C C
C C
A B
C s
C D
 
 
  
 (5.28) 
 0.715o hH H      (5.29) 
 m h   (5.30) 
5.4.2 Simulation results 
Frequency domain plots for the sensitivity transfer functions are shown in Figure 5.9. 
The figure shows the transfer function from the ground profile to the error (which includes 
the effect by reference and two disturbances), and the magnitude of the function is above 0dB 
beyond 0.175 Hz.  This indicates the feedback control is effective within the frequency range 
of 0~0.175 Hz. 
The system is stable but the feedback controller cannot maintain the desired HHC 
performance since the bandwidth is very low. With a test ground profile, the time domain 
HHC response is shown in Figure 5.10 when driving the combine at a speed of 3mph. The 
controlled system can maintain good HHC performance when the ground profile changes 
slowly; however, when there are more abrupt ground height changes, the header height has 
significant vibration and induces considerable header height. Even in some serious 
conditions, the header hits on the ground. 
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Figure 5.9 Magnitude plots from the ground profile to error with feedback 
compensator 
 
Figure 5.10 Simulation for closed loop HHC control performance 
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5.4.3 Experimental results 
Several tests were performed in August 2012 at the John Deere proving grounds.  For 
the purpose of this paper, two representative test samples were utilized. One test ground was 
built up by steel ramps, as shown in Figure 3.17. Another was a sandlot test to approximate 
the natural ground conditions in corn fields, as shown in Figure 5.12. The ground topologies 
in both cases have a large elevation change within a short distance: 0.18m height change over 
1.22m longitudinal distance for the ramp test, and maximum terrain height changes of 0.5m 
within a longitudinal distance of 5m in the sandlot test.  This worst-case terrain disturbance is 
complemented by other, smaller disturbances in the sandlot test.  The test field terrain was 
chosen to serve as a severe case study for these experiments based on manufacturer 
experience.  
Due to the severe ground profile condition, the maximum speed was limited to 1mph 
in the ramp test and 0.4mph in the sandlot test with the H∞ feedback control to avoid 
equipment damage. The corresponding HHC performance is shown in Figures 5.13 and 5.14, 
which provide desired and measured header height as a function of longitudinal position.  
In both tests, the system was stable all the time, which proves the robustness of the 
controller. However, due to the slow response speed of the closed loop system, the 
performance was not as desired. For the ramp test, the most severe situation occurred when 
the combine drove down from the ramp. The header failed to respond to the induced dramatic 
header height change and hit on the ground. For the sandlot test, when it was between 
approximately 25m<x<35m, the feedback HHC could not handle the rapidly changing terrain 
and the header actually impacts the ground at x ~34m.  The results clearly show the 
limitations discussed in Chapter 3. Although the optimal control input was pursued during 
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the controller design, the effect of the mechanical limitation and delay prohibited the closed 
loop system from achieving fast ground profile tracking and ground disturbance rejection. 
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Figure 5.11 Steel ramp ground test 
 
Figure 5.12 Steel ramp ground test 
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Figure 5.13 HHC performance in the ramp test 
 
Figure 5.14 HHC performance in the sandlot test 
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5.5 Conclusion  
In this chapter, a method to design an H  robust controller for a time-delayed system 
is proposed. The design uses mixed sensitivity functions as the design objective; therefore, 
robust stability, performance, and input gain constraints are all considered in the design 
procedure. The error signal in the objective function is modified to be the error between a 
desired output using the reference model and the real output. With use of the Smith predictor, 
such modification will allow the sensitivity functions to be divided into the delay term and 
the delay-free part. This helps to eliminate the delay from the H  norm without 
compromising the performance requirements. As a result, a rational LMI synthesis method 
can be used to obtain the feedback controller. 
As stated at the beginning of this chapter, this feedback controller does not aim to 
break the limitation imposed by the mechanical system dynamics and delay, but to seek the 
best balance among performance constraints within the limitations. The estimation of the 
bandwidth upper bound is given in Section 5.4.1 as 0.25Hz when both of the limitations 
exist. The design results in a closed loop bandwidth in simulation of 0.178Hz. This is below 
the upper bound but provides a sufficiently robust stability margin.  
Both the simulation and experiment prove the robust stability of the controller 
although the performance is not exactly desirable under severe ground conditions. In Chapter 
6, a feedforward controller will be introduced as a tool to provide better performance by 
breaking the bandwidth limitation seen in this chapter. 
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Chapter 6     
Feedforward Control with Both Model and Signal 
Uncertainties 
Feedforward control is to compensate for exogenous signals, such as references or 
disturbances, to achieve better performance. Generally, it is added to a stable, closed-loop 
system, forming a two DOF control system. The feedback control loop ensures robust 
stability and performance, as discussed in Chapter 5. However, since feedback control can 
react only to the output that the system has generated, it lacks the ability to send control 
signals proactively. As a result, feedback-controlled systems usually cannot respond to 
exogenous signals instantly, and they cannot compensate for the effect caused by the loop 
delay mentioned in Section 5.1.  
In Chapter 5, a robust feedback controller was designed to achieve balanced 
consideration of robust stability, performance, and input sensitivity function constraints. 
Although it has been said to be effective for an uncertain system, it is not sufficient to 
achieve satisfactory performance. The limitation of the actuator delay in the HHC system and 
some undesirable features of the mechanical system impose a bandwidth limitation at 
0.25Hz, which prevents the HHC from being effective and productive.  
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Therefore, in this Chapter, a feedforward method, which utilizes the pre-measured 
information of the exogenous signals, is proposed to compensate for the delay. As described 
in Chapter 2, the delay effect theoretically can be eliminated by feedforward control under 
the assumptions of an accurate system model and accurate signal information. However, in 
reality, such assumptions cannot be satisfied for most physical systems. Thus, feedforward 
control cannot compensate for the exact exogenous signal or predict the exact response of the 
system to exogenous signals.  
Although it is difficult to achieve ideal output because of the model uncertainty and 
signal uncertainty, work can be done to determine the optimal balance between good 
performance with robustness to such uncertainties, which will be the focus of this chapter.     
6.1 Two DOF Control Revisited 
6.1.1 Two DOF controller structure 
Two DOF controllers have various architectures, but they can be transformed 
mathematically to demonstrate basic equivalence among the various forms, which has been 
discussed in detail in Section 2.1.3. Figure 6.1 shows the structure of the canonical, two DOF 
problem. This architecture has been used extensively in many research studies [22, 26, 28]. 
 pG s  is the plant model with multiplicative uncertainty, d  is the disturbance that generates 
od  at the output,  dG s  is the corresponding disturbance dynamics model, and d  is the 
uncertainty of the model. The feedforward controller uses the measured reference r  and 
disturbance d  to generate a feedforward input.  
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The plant  pG s  is assumed to be a minimum phase system; therefore, the 
feedforward controller can be constructed via a plant inversion approach utilizing pre-filters 
 1Q s  and  2Q s .  Note that a similar construction can be used for non-minimum phase 
systems with minor modifications to the model-inversion process. Popular examples for non-
minimum phase systems are the zero phase error tracking control (ZPETC) in [40] and the 
non-linear model inversion approach in [123]. For the HHC system studied in this 
dissertation, the plant model includes a time-delay term caused by the actuator delay, and it 
can be expressed in Eq. (6.1). Therefore, the plant inversion,  1pG s

, in the feedforward 
channel contains the non-casual term, sTe . This means that the exogenous signals r , d  must 
be known in advance or measured earlier to enable such preview control. 
+
-
ue +
+
r
r d
 1Q s
 -1pG s
 2Q s
++
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 C s
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+
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 dG s
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 pG s
 
Figure 6.1 Architecture of a two DOF controller 
    _
sT
p p rG s G s e
  (6.1) 
When there is neither system uncertainty nor measurement uncertainty, i.e., 0  , 
0d  , r r , and d d , it results in a nominal system. In this case, as shown in Section 
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2.4, the pre-filters in the feedforward controller can be chosen as 1 to achieve perfect 
nominal performance, i.e., y r . The bandwidth limit on the feedback control performance 
is removed by introducing the feedforward controller.  
In practical applications, the idealized properties above usually cannot be satisfied.  
Inevitable uncertainties that are present in the plant model will cause a bandwidth limitation 
for both the feedback and feedforward control, as detailed in Sections 2.3.3 and 2.4.2. At the 
same time, the feedforward control performance is deteriorated by the uncertainty of signal 
measurement. In this case, the filters  1Q s  and  2Q s  are necessary to mitigate the 
deterioration of the feedforward performance induced by measurement uncertainty [28].  
6.1.2 Literature review of two DOF design methods 
In this dissertation, we focus on using the feedforward approach that addresses the 
pre-known or pre-measured exogenous signals. The approach usually utilizes a model 
inversion, as shown in Figure 6.1, to generate an additional input, which is injected into the 
existing feedback loop to compensate for the exogenous signals [124, 125]. In Chapter 2, the 
variations and equivalence of such two DOF controller structures are addressed in Section 
2.1.3. 
When the system has neither model uncertainty nor signal measurement uncertainty, 
the feedforward controller can provide perfect tracking performance without any bandwidth 
limitation. However, uncertainties are natural occurrences in most control problems and will 
affect the performance of a given feedforward approach.  As stated, the uncertainties fall into 
two categories, i.e., model uncertainties and signal uncertainties. In Sections 2.4.2 and 2.4.3, 
the influences of both are studied, respectively. When there are mismatches between the true 
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plant dynamics pG  and pG  or between the true signals r , d , and r , d , the compensating 
input 1u  by the feedforward controller can deviate from its expected value, which results in 
additional error in the output.  
Most of the previous excellent work in the field has focused on the design of 
feedforward controllers with model uncertainties, as discussed in the following. The 
conditions required for system model uncertainties for the model inversion feedforward 
approaches are discussed in [49]. The influences of various model uncertainties on the error 
signal are shown in [50]. Also, a framework for two DOF controller design using robust 
control synthesis to improve reference tracking, based on accommodating model frequency 
domain model uncertainties, was given in [26]. Additional efforts to improve the 
performance of feedforward control under model uncertainty can be found in [28, 51, 52].  
While there have been significant efforts to understand the effects of model 
uncertainty, the effects of measurement uncertainty have received less research attention for 
the design of feedforward controllers. This may be due to the fact that the feedforward terms 
are assumed to be generated by reference commands and not by measureable exogenous 
signals, with their associated uncertainties. However, in many systems, uncertain 
measurements can occur due to, e.g., sensor calibrations, sensor bandwidth limitations, 
sensor saturations, and noise. For example, in the HHC problem, the ground profile works 
both as the reference for the header to follow and the disturbances to impact the vehicle’s 
dynamics. However, the current digital elevation model (DEM) measurement tools, whether 
GPS or laser radar (LIDAR), can only provide a rough estimation of the shape of the ground. 
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Signal uncertainty is inevitable for the HHC system, which motivates the work in this 
chapter.  
The feedforward control error introduced by both model uncertainty and 
measurement uncertainty is studied in the following sections. The analysis reveals a 
conflicting relationship between feedforward performance in the ideal case and errors 
introduced when measurement uncertainties are considered. The measurement uncertainty is 
characterized in the frequency domain, and an H  control problem is constructed to balance 
the trade-off between nominal performance and sensitivity to uncertainty.  Using some 
synthesis techniques that will be presented in Section 6.2.4, an optimal feedforward 
controller is obtained, which results in the highest achievable bandwidth in the presence of 
combined model and measurement uncertainties. 
6.2 Feedforward Filter Design 
6.2.1  Formulation of a robust two DOF control system  
To better examine the influence of signal measurement uncertainties, the system in 
Figure 6.1 is reconstructed as Figure 6.2. Here, the measurement uncertainties for the 
reference and disturbance are expressed as Eqs. (6.2) - (6.5). The exogenous signals are 
reformulated as normalized signals as  
T
n n n nr d r d   to simplify the later analysis. 
The weighting functions,  rW s ,  dW s ,  rW s ,and  dW s , describe the respective 
frequency content of these signals. The model uncertainties  and d  are weighted by  W s  
and  dW s , respectively, to specify the upper bound of the frequency representation of   
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and d .   eW s  is the weighting function for the error signal. All weights can be constant or 
dynamic functions of frequency.  
  n rr W s r r    (6.2) 
  n dd W s d d    (6.3) 
  n rr W s r  (6.4) 
  n dd W s d  (6.5) 
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Figure 6.2 Schematic of two DOF control system for robust control design 
Compared to the system schematic for the robust feedback controller design in Figure 
5.4, the system in Figure 6.2 does not change the feedback loop. Therefore, as long as the 
feedforward channels themselves are stable, the robust stability guaranteed by the robust 
feedback controller design in Chapter 5 will not be influenced. Therefore, in the following 
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analysis, the feedback controller  fbG s  in Chapter 5 is used. The measurements of reference 
r  and disturbance d  are used to feed into the feedforward channels and generate the 
compensating control signal 1u . The signal uncertainties, denoted as nr  and nd , are 
introduced into the feedforward channel, thereby impacting its output.  
 With such setup, the objective of the feedforward controller design can be specified 
to be minimizing some objective sensitivity function from  
T
n n n nr d r d   to the 
tracking error, e . For the HHC control problem, the feedforward design problem is 
formulized as Eq. (6.6), where the objective function is chosen as the corresponding H  
norm of the sensitivity functions defined in Eq. (6.7). The reference, disturbances, and their 
uncertainties here are assumed to be signals that are independent of each another. This is a 
conservative assumption, and correlated signals would still be handled by the analysis 
presented here.   
  
1 2
1
2* *
1 2
,
3
4
, min
f
f
Q Q
f
f
H
H
Q Q
H
H

  (6.6) 
 1 2 3 4f n f n f n f ne H r H d H r H d       (6.7) 
6.2.2  Error analysis 
The first step to solve the feedforward design problem is to determine the sensitivity 
functions in Eq. (6.6). With the configuration shown in Figure 6.2, the combined influence of 
both the model and measurement uncertainties on the error is expressed as Eq. (6.8), where 
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 fbS s  is the sensitivity function of the feedback loop, and filterx  is a signal that is a 
combination of filtered exogenous signals as expressed in Eq. (6.9).   
By observation, the feedback controller  C s  is included only in the sensitivity 
function  fbS s , while the feedforward filters,  1Q s  and  2Q s , show up only in filterx  with 
the filtering transfer function defined in Eqs. (6.10) - (6.13). Therefore,   fbS s  works 
mathematically as the same weight function in every term of the objective function in Eq. 
(6.6), which indicates that the design of the feedback loop will not influence the optimal 
solution for the feedforward control problem established in Section 6.2.1 and can be 
separated from the feedforward controller design in this chapter. Therefore, the design 
problem in Eq. (6.6) is changed equivalently to Eq. (6.14). 
  fb filtere S s x  (6.8) 
 1 2 3 4filter f n f n f n f nx H r H d H r H d       (6.9) 
        1 11 1f rH W s W s Q s     (6.10) 
         2 21f d dH W s G s W s Q s     (6.11) 
       3 11f rH W s W s Q s     (6.12) 
             4 21 1 1f d d d dH W s G s W s W s Q s       (6.13) 
  
1 2
1
2* *
1 2
,
3
4
, min
f
f
Q Q
f
f
H
H
Q Q
H
H

  (6.14) 
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6.2.3  Feedforward robust performance  
With further observation of the filtering transfer functions in Eqs. (6.10) - (6.13), the 
feedforward filter  1Q s  only occurs in 1fH  and 3fH , and  2Q s  occurs only in 2fH  and 
3fH . An examination of Figure 6.2 shows that the feedforward paths of  1Q s  and  2Q s  
are not coupled, so the two filters can be designed separately. Then, the optimization problem 
becomes a minimization of the H  norms, defined in Eq. (6.15) and Eq. (6.16).  
To examine the worst-case scenario, the model uncertainties   and d   are replaced 
by   and d , which are the upper bounds of the frequency domains on the plant and the 
disturbance model uncertainty, respectively. Notice  dG s  works as the same weight factor 
in 2fH  and 4fH , it can be ignored in controller optimization algorithms. As a result, the 
optimization problem for the design of feedforward filters finally is defined as Eq. (6.17)  
and (6.18). 
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In Eq. (6.17), the first row represents the reference tracking performance, and the 
second row represents the robustness to the reference signal uncertainty. Similarly, in Eq. 
(6.18), the first row represents the disturbance rejection performance, and the second row 
represents the robustness to the disturbance signal uncertainty. 
By inspection, there is a trade-off when designing the feedforward filter  1Q s : a 
small  1Q s  can decrease the error induced by nr  but will increase the error induced by nr . 
In other words, the design of  1Q s  must determine the balance between the reference 
tracking performance and the robustness to reference signal uncertainty. Similarly, the design 
of  2Q s   must consider the trade-off between the disturbance rejection performance and the 
robustness to disturbance signal uncertainty. Analogous to feedback control, the balance 
between performance and robustness needs to be found by optimal design of feedforward 
control. 
6.2.4  Optimization synthesis 
In this subsection, a method to solve the optimization problem in Eq. (6.17)  and Eq. 
(6.18) is introduced to obtain optimal feedforward filters,  1Q s

 and  2Q s

.  Note that the 
first row of Eq. (6.17) contains the term     11 W s Q s   and the second row contains the 
term     11 1 W s Q s   . These fit the relationship of the complementary sensitivity 
function and sensitivity function, respectively, for a unity feedback system.  Therefore, an 
auxiliary feedback system is constructed as shown in Figure 6.3 to reconstruct this 
optimization problem. The transfer function  _ 1a QG s  is a design degree of freedom 
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available to the control designer.  rW s  and  rW s  are chosen to be the weight functions to 
construct the performance signals 1_ 1a Qz  and 2_ 1a Qz , which makes the weighted sensitivity 
functions of the auxiliary system have the identical form as Eq. (6.17). 
+
-
1_a Q
r _ 1a Qy _ 1a QG s _ 1a QC s
_ 1a Qe
 rW s
2_ 1a Qz
 rW s
1_ 1a Qz
 
Figure 6.3 Auxiliary system for calculating 1Q  
The complementary sensitivity function 
_ 1 _ 1,a Q a QG C
T  of the auxiliary system is defined 
as Eq. (6.19). Since   1 W s   is a pre-defined transfer function,  1Q s has a unique and 
well-defined relationship with 
1 1_ , _a aG Q C Q
T , as shown in Eq. (6.20). Replacing the term 
  1 W s   in Eq. (6.17) with 
1 1_ , _a aG Q C Q
T  and the term     11 1 W s Q s    with 
1 1_ , _a aG Q C Q
S , the optimization problem in Eq. (6.17)  can be rewritten as Eq. (6.21), which is 
equivalent to a weighted, mixed-sensitivity problem for feedback controller design of the 
auxiliary system. As one can see the choice for the design function  _ 1a QG s  determines the 
order of the optimal controller  _ 1a QC s

 in the auxiliary system; therefore, it also influences 
the order of   *1Q s  by the relationship in Eq. (6.20). The frequency property of  _ 1a QG s  
does not matter too much because it can always be compensated in the optimization process 
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for  _ 1a QC s

. For simplicity of the design result, it is generally chosen as a low-order low 
pass filter to reduce the order of  *1Q s . 
The solution of  _ 1a QC s

for the mixed sensitivity problem can be obtained by 
standard H  control synthesis tools [30] and solved with LMI.  With the relationship 
between  1Q s and 1 1_ , _a aG Q C QT , the optimal  1Q s

 can be calculated using Eq. (6.22). 
     
1 1_ , _ 1
1
a aG Q C Q
T W s Q s    (6.19) 
  
  
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1
a aG Q C Q
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Q s
W s

 
 (6.20) 
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r G Q C Q
a Q
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r G Q C Q
W s T s
C s
W s S s
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
  (6.21) 
  
  
*
1 1_ , _*
1
1
a aG Q C Q
T
Q s
W s

 
 (6.22) 
The procedure for calculating  *2Q s  is analogous to  
*
1Q s  by replacing rW  with 
dW  and rW  with     1d d dW s W s  , respectively. Therefore, the auxiliary system for 
calculating  *2Q s  is constructed as Figure 6.4. 
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Figure 6.4 Auxiliary system for calculating 2Q  
The complementary sensitivity function 
_ 2 , _ 2a Q aG C Q
T  of the auxiliary system is defined 
as Eq. (6.23), and has a relationship with  2Q s  as shown in Eq. (6.24). Replacing the term 
  1 W s   in Eq. (6.18) with _ 2, _ 2a aG Q C QT  and the term     21 1 W s Q s    with 
_ 2, _ 2a aG Q C Q
S , the optimization problem in Eq. (6.18)  can be rewritten as Eq. (6.25), which is 
equivalent to a weighted, mixed-sensitivity problem for feedback controller design of the 
auxiliary system. The optimal solution for the feedback controller  _ 2a QC s

 is used to 
calculate  *2Q s  using Eq. (6.26).   
     _ 2, _ 2 21a aG Q C QT W s Q s    (6.23) 
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a aG Q C Q
T
Q s
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 
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 
 
    
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C s
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 
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  
*_ 2, _ 2*
2
1
a aG Q C Q
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Q s
W s

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 (6.26) 
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6.3 A Case Study for Feedforward Controller Design  
As the work done in previous chapters, the HHC problem is taken here as an example 
for applying the feedforward controller design method introduced above. The feedforward 
controller is added to the existing feedback control loop in Chapter 5. Therefore, all the 
numerical simulation and experiments in this Section maintain continuity with the work in 
Section 5.4. 
6.3.1 Feedforward filter design for the HHC problem 
To specify the design of the feedforward filters for the HHC problem, the physical 
system is briefly reviewed below. The plant is the mechanical system of the combine-header 
system with the control input as the cylinder velocity of the hydraulic actuator installed 
between the two rigid bodies. The system output is the absolute header height. Previous 
analysis in Section 3.2.3 illustrated that the limitation imposed by the plant dynamics is 1.5 
Hz. The hydraulic actuator has a delay that has been estimated for a particular class of 
production HHC systems to be approximately 0.3 seconds [95]. The delay induces a 
feedback control bandwidth limitation of  0.52  3.3 rad / sd Hz  as analyzed in Section 
3.3.3. The combined effect of the plant dynamics plus delay limits the achievable bandwidth 
of any feedback control to be only approximately 0.25 Hz, as detailed in Section 3.3.4. 
Therefore, a feedforward controller is necessary to improve the overall performance, as 
described in [126].  
The plant transfer function  _p rG s from hydraulic cylinder velocity to header height, 
obtained from modeling in chapter 3, is shown in Eq. (6.27). Similarly, the transfer functions 
from the two disturbances at the front and rear tires to the header height are shown as  dfG s
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and  drG s  in Eq. (6.28) and Eq. (6.29). To show their frequency properties, the Bode plots 
for the three transfer functions are shown in Figures 6.5 - 6.7. 
  
3
2_
4 2
4 3
4.8226 22.984 1371.0 3137.1 93548.0
4.0927 235.89 403.23 119 )( 56.0
p r
s s s s
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

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 
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  
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
  (6.29) 
 
Figure 6.5 Bode Plot of  _p rG s  
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Figure 6.6 Bode Plot of  dfG s  
 
Figure 6.7 Bode Plot of  drG s  
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Figure 6.8 shows the structure of two DOF control for the HHC system. While 
somewhat visually dense, it details the interactions among all the various system signals in 
graphical form making it useful for system-level understanding. The reference and two 
disturbances are normalized as nr , ,f nd , ,r nd  with corresponding measurement uncertainties 
as nr , ,f nd , ,r nd .  Their frequency domain properties are described by  rW s ,  rW s , 
 
df
W s ,  drW s ,  dfW s ,  drW s , respectively. The disturbances influence the output of the 
system through transfer functions  dfG s  and  drG s . These transfer functions introduce two 
additional plant uncertainties, i.e., df , dr , weighted by  d fW s ,  d rW s , respectively, in 
the design. For the HHC system, the feedforward controller must address three exogenous 
signals: one reference ( nr ) and two disturbances ( ,f nd  and ,r nd ). Using a model inversion-
based approach, the structure for the feedforward controllers is shown in the feedforward 
control block in Figure 6.8, where  1Q s  is the filter designed for reference tracking, and 
 2 fQ s ,  2rQ s  are for disturbance rejection. 
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Figure 6.8 Block diagram for two DOF control for the HHC system 
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6.3.2 Simulation results 
In this section, the feedforward controller is designed for a virtual ground profile case 
to demonstrate its capability in improving the HHC’s performance. For the calculation of the 
feedforward controller  1Q s , the frequency domain properties of the reference signal and its 
measurement uncertainty are needed. In the following simulation, we assume the ground 
profile is a filtered step signal, shown in Eq. (6.30), and the measurement of the ground 
profile is also a filtered step signal but with an uncertain estimation of the filtered bandwidth, 
as shown in Figure 6.9. The resulting measurement uncertainty weighting transfer function is 
given in Eq. (6.31). The corresponding Bode plot is shown in Figure 6.10, from which the 
specified signal uncertainty has large magnitude in low frequency range. 
      
1 0.3
1
r df drW s W s W s
s s
  

 (6.30) 
       2
0.3
3 2
r df drW s W s W s
s s
    
 
 (6.31) 
 
Figure 6.9 Ground profile and its measurement in the simulation case 
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Figure 6.10 Bode plot for the weight function of signal uncertainty 
The auxiliary plant  aG s  is chosen as Eq. (6.32) to give a simple first order transfer 
function. The upper bound on the multiplicative uncertainties are assumed to be 0.2, i.e., 
0.2

  , 0.2Grf 
  , 0.2Gdf 
  .  
  
1
1
aG s
s


 (6.32) 
Using the feedforward controller design method introduced in Section 6.2,  1Q s  is 
obtained as an 8
th
 order transfer function using function ‘hinfopt’ in Matlab, which can be 
reduced to the fourth-order model shown in Eq. (6.33).  
  
 4 4 3 2
4
3
3 21
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Q s
s s s s
s s s s
      
   

  (6.33) 
The two disturbance channels are assumed to be independent of each other; therefore, 
the two filters  2 fQ s ,  2rQ s  can be designed separately. Since the specification for the 
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weighting functions on model uncertainty and measurement uncertainty are the same for the 
two disturbance feedforward channels, the two filters are identical, as shown in Eq. (6.34).  
    
 3
2 2
4 4 2
4 3
3
2
0.12.12 10 8.05 10 2.21 10.52
10.4 72.15 147.3 84
63
.21
f r
s s s s
s
Q s Q s
s s s
      
   

   (6.34) 
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Figure 6.11 Comparison of simulated tracking performances among controllers 
The tracking simulation results for the step response are shown in Figure 6.11, where 
a constant header height is desired over a changing ground profile. For feedback control 
solely, the header height error is large due to the limited response bandwidth. When the 
feedforward controller, without the optimal filters, is added, the performance is improved. 
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However, the improvement is limited since there is considerable measurement uncertainty 
from the exogenous signals shown in Figure 6.9.  When the optimal filters are added into the 
feedforward channels, the performance is improved significantly by reducing the error 
caused by the measurement uncertainty. 
To analyze the performance of the designed controllers in the frequency domain, the 
computed magnitudes of the sensitivity functions from r , r , fd , fd , rd , and rd to the 
error e  are shown in Figures 6.12 - 6.14. The results show that feedforward controllers 
achieve the purpose of decreasing the error generated from both the reference and the 
disturbances within the frequency range of interest ( 1 /rad s  ). The comparison between 
the feedforward controls with and without filters demonstrates that  1Q s ,  2 fQ s , and 
 2rQ s  decrease the error caused by the measurement uncertainty r , fd  and rd . The 
tradeoff is that the robustness to measurement uncertainty is balanced by a reduction in 
tracking/disturbance rejection performance for r , fd , and rd . 
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Figure 6.12 Comparison of sensitivity functions from r  and r  to e  
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Figure 6.13 Comparison of sensitivity functions from fd  and fd  to e  
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Figure 6.14 Comparison of sensitivity functions from rd  and rd  to e  
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6.3.3  Exogenous signal measurement  
The exogenous signals for the HHC problem come from the ground profile that the 
combine is proceeding on. In practice, the information of the ground profile ahead of the 
combine is extracted from a pre-measured digital elevation model (DEM). DEM describes 
the 3D representation of the landscape of a certain area. With a well-established DEM, the 
shape of the ground’s surface is useful information for the purpose of precision farming, such 
as HHC.  
One of the widely-used technologies to pre-measure the DEM is the Global 
Positioning System (GPS), which provides the widest range measuring result for ground 
elevation information using remote mapping technologies. In practice, GPS can be 
implemented with differential corrections data for real-time kinematics (RTK) and reach 
centimeter-level accuracy, which makes it useful as a tool to generate high resolution DEM 
[127]. It can be installed on the vehicle to get high-precision, simultaneous measuring of the 
ground’s surface [128]. Another category of DEM is Airborne sensor mapping, such as the 
Interferometric Synthetic Aperture Radar (InSAR) method and Light Detection and Ranging 
(LiDAR) method.  The basic idea is to install these sensors on aircraft and estimate the shape 
of the ground’s surface by measuring the emitted signal to the objects and the reflected signal 
from them. The resolution of InSAR is relatively low, horizontally 10 – 20 m [129], and no 
more than 11 m in depth [130].  
In the HHC experimental system, the ground profile is measured by an on-vehicle 
GPS-RTK system. The current location of the GPS receiver, including the location on the 
longitude, latitude, and altitude directions, is recorded by the GPS system at a frequency of 5 
Hz. When the vehicle is working in some field, the trajectory of the GPS receiver location is 
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measured and denoted as  , ,GPS GPS GPSx y z  in 3D space. The direction in which the vehicle is 
proceeding is x , y  is perpendicular to x  in the horizontal plane, and z  is the vertical 
position. Figure 6.15 shows the geometrical relationship between the GPS receiver and the 
ground profile in the x-z plane when the combine is driving forward. The pitch angle of the 
vehicle is  , which can be measured by a Inertial Navigation System (INS). The terms gfxd  
and gfzd  denote the distance between the GPS receiver and the front tire’s lowest point at the 
xv-zv plane of the vehicle coordinate system. Since the lowest point of the front tire always 
get in touch with the ground’s surface, the location of the point in the x-z plane, denoted as 
ftx  and ftz , gives current information about the ground’s shape. They can be calculated by 
the GPS measurement using Eqs. (6.35) and (6.36). When the vehicle is moving, this forms 
the ground profile trajectory in the direction that the vehicle is driving.  
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Figure 6.15 GPS-RTK measurement for ground profile 
 
 2 2 sin arctan
gfx
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
 
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 
 (6.35) 
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In the experimental system, to reduce the influence of system uncertainty on the 
ground profile measurement results, the combine was driven in two directions to give two 
groups of GPS measurement data, as shown in Figure 6.16. The resulting ground profile 
curve is shown as the green line.  
 
Figure 6.16 GPS-RTK measurements for ground profile 
6.3.4 Uncertainty analysis 
Although the measurement of the ground profile has been improved by repetitive 
measurements and adjusted using measurements from different directions, it does not match 
the ground’s profile exactly. Since it is not possible to know exactly what the true ground 
profile is, the mean value of multiple measurements is taken as the nominal value. Then, the 
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uncertainty of the signal is defined as the difference between single measurements and the 
nominal value.  
The influential information for designing the feedforward controller is the frequency 
domain property of such signal uncertainty. Therefore, similar to the work in Figure 5.8 to 
get the frequency property of the signal itself, the power frequency distribution of the 
uncertain signal is obtained using Fast Fourier Transform (FFT), as shown in Figure 6.17.    
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Figure 6.17 Frequency domain properties of the rW  
A low-order transfer function is used to indicate the upper bound of the signal 
uncertainty shown in Figure 6.17 and works as the weight function for the signal uncertainty 
when designing the feedforward controller. For the HHC system, both the reference and 
disturbances are from the ground profile; therefore, their weight functions are chosen as the 
same as shown in Eq. (6.37). 
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      
2.5
4.5
r df drW s W s W s
s
    

 (6.37) 
6.3.5 Experimental results  
Several tests were performed in 2012 at the John Deere proving grounds to 
experimentally validate the analysis in Section 5.   
Following the design procedure in Section 6.2,  rW s  and  rW s  were chosen as 
the weight functions specified in Section 5.4.2, Eq. (5.25) in chapter 5 and Eq. (6.37), 
because the experiments are conducted repeatedly along the same trajectory in the test field.  
They are specified to be low-order transfer functions that describe the upper bound of the 
uncertainty obtained by experimental data. Similarly, the weighting functions  dfW s ,
 drW s ,  dfW s and  drW s  can be specified for the disturbances and their uncertainties. 
Since the reference and disturbances are all derived from the same ground profile, they have 
the same frequency domain properties. 
 With the same system specifications used in Section 6.3.2, the optimal filters can be 
calculated as Eqs. (6.38) and (6.39). 
  
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 (6.39) 
Due to the severe ground-profile condition, the H∞ feedback controller’s maximum 
speed is limited to 0.4 mph to avoid equipment damage. The corresponding HHC 
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performance is shown in Figure 6.18, which provides desired and measured header height as 
a function of longitudinal position. Between approximately 25 m < x < 35 m, the feedback 
HHC is unable to handle the rapidly changing terrain and the header actually impacts the 
ground at x = ~34 m.  Clearly, this is undesirable.  When the feedforward control is added 
and the delay in the system is compensated, the absolute header height tracks the desired 
trajectory much better than the feedback controller for the same velocity of0.4 mph. This is 
analogous to the simulation performance illustrated in Figure 6.9. 
 
Figure 6.18 Performance comparison between the feedback control and the two DOF 
control (running at 0.4 mph) 
If the combine’s speed is increased by a factor of 10, i.e., to4 mph, the HHC 
performance is still better than the feedback control performance at0.4 mph. However, in this 
case, the significance of the uncertainty of the measurement of the ground’s profile becomes 
prevalent.  The terrain tracking performance is deteriorated significantly at these higher 
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frequencies, as seen in Figure 6.19. The addition of the optimal feedforward filters greatly 
reduces the terrain tracking error, and the header is able to follow the ground profile more 
accurately; the largest improvement can be seen between25 m < x < 35 m. 
 
Figure 6.19 Performance comparison of the two DOF controllers (running at 4 mph) 
To quantify the performance improvement, the standard deviations of the header 
height errors are shown in Figure 6.20. This gives the same conclusion as the spatial data 
shown in Figures 6.18 and 6.19. The standard deviation of the HHC error shows that the two 
DOF controllers are capable of achieving smaller errors than the one-DOF feedback control; 
this is true even as the combine’s speed is increased by an order of magnitude. When the 
combine’s speed increases, the two DOF controllers with optimal filters decreases the 
terrain-following error by approximately 20% compared to the controller without filters.  
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Figure 6.20 Standard deviation of header height error for sandlot test 
6.4 Conclusions  
Two DOF control is a desirable way to increase system bandwidth if the appropriate 
exogenous signal information is available. It is particularly effective for systems with delays. 
However, model uncertainty and signal measurement uncertainty in the system are two main 
factors that introduce extra error into the output by feedforward control. To address this 
issue, a method is proposed in this chapter to optimize the feedforward control performance 
for the time-delayed system. 
The error analysis shows the trade-off between performance and robustness to signal 
uncertainties when designing the feedforward filters. Therefore, the feedforward controller 
design is formalized as minimizing the H  norm of the corresponding two transfer 
functions. With estimation of the frequency domain properties of the reference and 
disturbance and their uncertainties, an optimal solution for feedforward filter design can be 
developed using some new synthesis technique. The original norms are replaced as weighted 
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sensitivity functions of an auxiliary system, which provides a mixed sensitivity problem and 
can be solved by standard  H  synthesis. 
The application of the method on the HHC for a combine system was studied by both 
simulation and experiments. From the simulation results, the two DOF controller improved 
performance over a simple feedback controller. Optimizing the feedforward controller to 
balance reference tracking or disturbance rejection with reduced sensitivity to measurement 
uncertainty resulted in a further decrease of the system error when compared to a non-
optimal, two DOF control. The experimental results on a production combine showed a 
significant decrease in error and an increase in speed when an optimally-designed, two DOF 
controller is used.   
The method presented in this chapter can be used in a class of LTI systems that can fit 
the schematic shown in Figure 6.1. With the information for the model and signal 
uncertainties, the optimal feedforward controller can be determined with the method in this 
chapter to give the optimal performance considering both feedforward performance and 
robustness to the uncertainties.  
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Chapter 7     
Conclusions 
In this final chapter, the work presented in this dissertation is summarized. Section 
7.1 gives concluding remarks for each chapter. Section 7.2 lists the main results and 
contributions of the overall dissertation, followed by a discussion in Section 7.3 about the 
possible future directions of the research work.  
7.1 Dissertation Summary 
A chapter-wise summary of this dissertation is presented below:  
1. Chapter 1 introduces the VEI system and specifically describes the HHC for 
combine harvesters as the motivation for the research work in the dissertation.  
The research objectives that are introduced based on this motivation include: the 
development of theoretical tools for system limitation analysis, integrated design 
and control, and two DOF controller design for systems with time delays. These 
objectives form the research flow of this dissertation and are combined through 
the following chapters to provide a systematic solution for the HHC problem in 
particular and,  more broadly speaking, for an entire class of VEI systems. 
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2. The fundamental limitations in SISO LTI systems are discussed in Chapter 2. In 
particular, the most common existing limitations occurring in physical system are 
presented including: time delays, non-minimum phase zeros, model uncertainty, 
signal uncertainty and noise. This chapter provides a literature survey and 
analyses on the bandwidth limitations caused by the physical features mentioned 
above.  
3. Chapter 3 presents the detailed mathematical model for the combine harvester 
HHC system under study in this dissertation. Based on the modeling work, two 
major limitations from physical system are observed:  These are (i) the 
undesirable open loop zeros and poles caused by the mechanical structure and (ii) 
the time delay cause by the actuator behavior. Both the modeling work and the 
limitation analysis are validated through simulation and experimental results. 
4. Targeting improving the mechanical characteristics of the system, an integrated 
design and control approach is introduced in Chapter 4. Using the H  norm of 
the closed loop sensitivity functions as the design objective function, the key 
design parameters of the physical system and controller are optimized with both 
an iterative and a simultaneous optimization procedure. Both methods provide 
similar design effects for the physical system dynamics: the open loop zeros and 
poles obtain larger damping ratios and natural frequencies, which alleviates the 
limitations caused by the mechanical system design. 
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5. Chapter 5 introduces a robust H  controller for time-delayed systems with the 
goal of addressing the actuator behavior. Although this optimal controller is not 
able to remove the bandwidth limitation from the delay, robust stability is 
guaranteed and performance maximized by optimizing a mixed sensitivity 
objective function. A unique method to transform the irrational optimization 
problem, which is induced by the delay, to its rational counterpart is introduced. 
Simulation and experimental data are shown to validate the controller design 
method on the HHC problem. 
6. Chapter 6 introduces further improvements to the control performance of Chapter 
5 by introducing a feedforward controller into the system. The feedforward 
control considers both the model uncertainty and signal uncertainty by balancing 
the trade-off between HHC performance and robustness to the uncertainties. As a 
result, an optimal controller is calculated and validated in the HHC system. Both 
simulation and experiments show the significant performance improvement of 
HHC by using an optimal feedforward control approach.   
7.2 Research Contributions 
VEI systems studied in this dissertation refer to the vehicle systems that somehow 
interact with their environment during the operations. This interaction could be the 
positioning of an end effector or some other working tool as is the case in the current work.  
The operations of such VEI systems usually involve an unknown reference and disturbance 
from the changing environment, such as the ground surface shape that the vehicle is 
proceeding on. To achieve accurate and high speed operation, the controlled system requires 
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high bandwidth to accommodate the rapidly changing exogenous signals caused by the 
environment. However, high bandwidth performance is usually difficult to achieve due to the 
inherent limitations from the physical system. The HHC problem, which is taken as the 
example system of interest in this dissertation, presents two such limitations: (i) the under-
actuated and non-collocated sensing and actuation of the mechanical structure and (ii) 
significant time delay due to the actuator.  These limitations become bottlenecks for greater 
system productivity, which is a continuous desire by the operators and manufacturers of these 
machines.. 
To address the control problems arising from the two limitations, we first provide 
theoretical analysis to reveal the relationship between the features of the physical system and 
the resulting bandwidth limitations. The zeros dynamics in an under-actuated and non-
collocated system is largely determined by the passive DOFs in the mechanical system. 
Unfortunately, in the HHC system the passive DOFs, which are the pitch rotation and vertical 
translation movement of the combine body, have small damping ratios and spring rigidity 
due to the heavy mass of the combine machine relative to the tire properties. As a result, the 
zeros and poles in the system are lightly damped at low natural frequencies, which results in 
a low bandwidth limitation. The understanding of the relationship between the mechanical 
system structure and its corresponding control limitation is important. We anticipate that a 
large class of other VEI systems could potentially have the same control problem. With the 
method introduced in this dissertation, the corresponding bandwidth limitation can be 
identified and quantified before any controller design approach is applied. 
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Similarly, results are obtained for addressing the time delay caused by the electro-
hydraulic actuation system. The experimental results show the significant influence from the 
delay in the actuation system on the control performance. The induced bandwidth limitation 
creates another performance barrier for feedback control design. It motivates the search for a 
problem solution and there are two options: (i) improving the actuation system to have much 
less delay, which is not cost-effective, or (ii) using additional information or sensors to 
develop new control approaches compared with traditional feedback control.  The second 
option is adopted since it is considered as a more realistic solution for eventual transition to 
practice.    
To solve the control problem caused by the mechanical system structure, an 
integrated design and control method is proposed. By choosing proper adjustable design 
parameters in the mechanical system, the design problem may be formulated as a non-linear 
optimization problem. The closed loop control performance is taken as the design objective, 
which includes both the design parameters from the physical system and the controller as the 
design variables. As a result, the optimization not only significantly improves the plant 
dynamics but also provides an optimized controller for the newly-designed system. This 
integrated design method can be applied to a wide variety of VEI and other systems, above 
and beyond  the HHC system studied in this dissertation. As long as the problem is well 
defined with properly chosen design parameters, a similar procedure can be used to 
determine the optimal values of plant parameters, along with optimal controller 
structure/parameters, for the purpose of achieving better closed loop performance. 
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For systems with delay, this dissertation provides a two DOF control solution. The 
feedback controller uses H  synthesis to ensure the stability of the closed loop system 
influenced by large exogenous signals. For the HHC problem, one example of these large 
exogenous signals would be a situation where the ground profile has a large height change 
over a relatively short longitudinal distance.  A transformation method is introduced to 
transform the irrational optimization problem to be a rational one using a modified 
performance signal and a Smith predictor. This method simplifies the robust controller 
design procedure for systems with delay compared with complex matrix operations for 
obtaining rational LMI expressions as solutions to the delay issue. Therefore, we feel our 
approach provides a practical feedback controller design method that can be widely used in 
industrial systems. 
The feedforward controller that complements the feedback element above needs to 
use pre-measured signals from the reference and disturbances. In this dissertation, not only 
the model uncertainty but also the signal uncertainty is studied to design optimal feedforward 
filters. As a result, the optimal feedforward controller is able to balance the trade-off between 
performance requirements and robustness to both uncertainties. The commonly existing 
problem for feedforward controller design – the high sensitivity to both uncertainties – is 
considered in a formal analysis framework and significantly alleviated. 
Combining all of the methods mentioned above, this dissertation provides a 
systematic way to solve the design and control problem for the HHC, in particular, and VEI 
systems in general. The simulation results show that the integrated design and control for the 
system can improve the bandwidth to be 2.51Hz, which is much larger than the theoretical 
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bandwidth of 1.5 Hz.  This is also much higher than the bandwidth estimated by the 
experimental uncertainty which is limited to 0.64 Hz for the original system.  The 
experimental results for the two DOF controller validate much of this analysis by 
demonstrating increases in the combine speed on a test field by a factor of 10 X. This is 
clearly quite promising.  Although the simulation and experiments are conducted specifically 
for HHC system, our experience leads us to believe the approach can be readily extended to 
the other similar systems to achieve performance improvements. 
7.3 Future Extensions 
7.3.1 Extension to MIMO systems 
The scope of the theoretical tools introduced in this dissertation is limited to SISO 
LTI systems. However, there are many MIMO systems that can face similar control 
limitations and could potentially benefit from using similar tools to solve their problems.  
Therefore, it would be worthwhile to study how the design and control methods mentioned in 
this dissertation can be modified to be used in MIMO systems. One possible way to do it is to 
carefully reconstruct the objective functions in Chapters 4, 5 and 6 to make them compatible 
with the current synthesis methods in the optimization problems.  
7.3.2 Extension to other applications 
As mentioned above, the current application of the tools in this dissertation is mainly 
on a HHC system.  However, we strongly believe these tools can be of benefit for several 
other VEI systems without large modifications due to the similarity in system dynamics. 
Moreover, the theories proposed in this dissertation are not limited in their applications to 
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only VEI systems. There are a host of other applications that could benefit.  As one example, 
the optimal two DOF controller, with both signal and model uncertainty, can be possibly 
used for controlling a wind turbine or a wind farm. Laser sensors can provide a prediction of 
the incoming wind speed and direction, which enables the feedforward control approach in 
Chapter 6 to optimize the operational effectiveness of the turbine/farm whilst considering 
both the model and signal measurement uncertainties.  We strongly believe several other 
such opportunities exist. 
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Appendix A  Equivalents among Different two DOF 
Control Architectures 
In the following content, the mathematic equivalence among the five two DOF 
control schemes in Figure 2.5 is shown. The transfer functions from the exogenous signals to 
the output for different control schemes are shown in Eqs. (A.1) – (A.5). 
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Mathematically, the transfer functions are equivalent to each other when defining 
certain relationship among the controllers used in different schemes. Such equivalent 
transformations from the scheme in Figure 2.5(b) - 2.5(e) to Figure 2.5(a) are shown in Eqs. 
(A.6) – (A.9), respectively.  
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Appendix B  Nomenclatures in an Experimental 
Combine System 
The following table shows the nomenclatures for an experimental combine system. 
The symbols used in the table correspond to Figure 3.2 and Figure 3.3. The values of the 
parameters are also shown but with small variations from their true values due to the 
manufacturer’s confidential policy. 
Table B.1 Nomenclatures for the combine system 
Symbol Definition     Value 
,a b  
the distance in x direction between front/rear wheel axis 
and gravity center of vehicle body 
2m;1.3m 
,f rb b  the damping constant of front and rear tires 
22400kg/s;26300
kg/s 
oh  the original height of the A point 1.2m 
o  the original value of angle 𝛼 0.113m 
,com hI I  the inertias of vehicle body and header with respect to 
the gravity center and point A separately 
66000kg·m²;2200
0kg·m² 
1 2, ,
, ,
t t cgh
ins h f
l l l
l l l
 structural length  
2.9m,3m,2m,0.8
m 
4.6m,1.7m 
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Table B.1 (cont.) 
Symbol Definition     Value 
,com hm m  the masses of the vehicle body and the header 15000kg;5000kg 
,f rk k  the spring constant of front  and rear tires 
1303720N/m;167
3600N/m 
hydrk  coefficient from valve current to the velocity of the 
cylinder 
0.032m/s/A
 
1 2
, ,
,
h cgh
t t
 
 
 structural angle  
0.3rad, 0.1rad 
0.3rad, 0.5rad 
,Ax AzF F  the forces at the point A in x and z directions variable 
,f rF F  the forces on the vehicle body at the front and rear tires variable 
lF  
the force from the hydraulic cylinder on the header and 
vehicle body 
variable 
h  the absolute header height variable 
cl  the cylinder length variable 
,A Ax z  
the distances between the vehicle body gravity center 
and the point A in x and z directions 
variable 
,cgh cghx z  
the distances between the header gravity center and the 
point A in x and z directions 
variable 
, ,    structural angle variables variable 
  the header angle with respect to x axis variable 
  the pitch displacement of vehicle body variable 
v  the vertical displacement of vehicle body variable 
  the angle between header and vehicle body variable 
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Appendix C  Introduction to the Experimental 
System  
The experimental system is shown in Figure C.2.  The experiments are conducted on 
combine S690 with corn header 612C. Besides the combine system, the experimental system 
includes a dSPACE box, an integrated Auto tracking system (GPS receiver and displayer) 
and a computer.  
The schematic of the hardware system is shown in Figure C.2. The computer is in 
charge of controller design and real time experiment monitoring, which are accomplished in 
Simulink and ControlDesk separately (Figure C.3 and C.4). The programmed control 
algorithm is downloaded into the dSPACE box and communicates with the sensors in the 
combine system through CAN bus or analog inputs. On the other hand, control signal is sent 
to the hydraulic valves by analog outputs from the dSPACE.  
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Figure C.1 Experimental system 
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Figure C.2 Schematic of hardware in the experimental system 
 
 
Figure C.3 Schematic of Simulink model 
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Figure C.4 Schematic of ControlDesk experiment setup 
The ground map is pre-measured using the GPS receiver installed on the top of the 
combine cab. When the combine is driving on the test ground, the 3D coordinate data from 
the GPS system are recorded. Using coordination transformation, it is stored in local 
coordinate system. After multiple run of the combine harvester, the data are stored as scatter 
points and their weighted mean is used to get the final map shown as Figure C.5. The GPS 
sensor resolution is at 0.1mm level. The standard deviation of the measurement error is about 
5cm at the testing field. 
When the combine is proceeding with header height control, the current location of 
the combine is determined by the current GPS measurement. Comparing the current location 
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with the stored field map and use the information of the current combine speed, the ground 
profile ahead of the combine can be predicted, which enables feedforward control. 
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Figure C.5 Exemplary map obtained by GPS measurements 
The feedback information of the system comes from the header height sensor 
installed at the header tip to measure the relative distance between the header tip and the 
ground. The deviation between the measured data and the desired header height set point is 
the header height error, which is provided to the feedback controller to generate 
corresponding feedback control signal. The measurement range of the sensor is 0-46cm with 
resolution as 0.1mm. It is worth to mention that only planar rotation control of the header is 
considered in this dissertation for header height control; therefore, the ground profile change 
perpendicular to the combine proceeding direction is ignored. In real combine system, 
another actuation system is used to adjust the tilt angle of the header in order to adapt to the 
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ground slope in this direction. For the purpose of testing the planar rotation actuation for 
header height control in this dissertation, the testing ground is chosen to have dramatic 
change in the combine proceeding direction but with relatively minor variation along the 
perpendicular direction of the combine proceeding trajectory as shown in Figure C.5.  To get 
an averaged measurement of the header height, three sensors are installed at the left side, 
right side and middle of the header. The feedback signal is calculated by the mean value of 
the three measured signals. 
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Appendix D  Simulink model used in the 
experimental system 
The implementation of the algorithm on the experimental system is achieved by 
establishing Simulink model in Matlab. With the support of dSPACE real time control 
system, the model is able to achieve real time control and data acquisition from the 
experimental system. Figure D.1 - D.4 show the major function blocks of the Simulink model 
used for the experimental purpose. Figure D.1 shows the main system, which includes mainly 
8 categories of blocks to achieve different functions: 
(1) Specify ADC I/O configuration for the dSPACE system. 
(2) Setup CAN1 to obtain information from CANBUS 1. CAN 1 is mainly used to 
exchange the integrated sensor and actuator signals in the combine control 
system. 
(3) Setup CAN2 to obtain information from CANBUS2. CAN2 is mainly used to 
obtain information from the driver’s operation handle. 
(4) Setup CAN3 to obtain information from CANBUS3. CAN3 is mainly used to 
obtain information from the GPS and Auto-tracking system. 
(5) Specify control algorithms (with details in Figure D.2). 
(6) Specify physical address of the CANBUS system in dSPACE I/O interface 
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(7) Send out control signal to hydraulic actuators using CANBUS system 
(8) Specify model parameters. These parameters are used to define some physical 
variables that are used in control algorithms, or to define some flag variables for 
realize user interference during the experiments. 
Figure D.2 is to show the function blocks for the control algorithm specification. The 
labeled blocks have the functions as follows: 
(9) Read sensor inputs. 
(10) Data processing from original sensor reading to variables that will be used for 
control signal generation. 
(11) Specify various control algorithms. 
(12) Open loop control block. 
(13) Realize switch function among different controllers. 
Figure D.3 corresponds to the implementation of the feedback control algorithm 
described in Chapter 5, and Figure D.4 corresponds to the implementation of the feedforward 
control algorithm described in Chapter 6. 
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Figure D.1 Main model structure 
 216  
 
Figure D.2 Control algorithm  
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Figure D.3 Implementation of feedback controller  
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Figure D.4 Implementation of feedforward controller  
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Appendix E  Numerical Realization for Feedback 
Control  
The numerical realizations for designing the robust feedback controller are shown 
below. The numerical realization for the augmented plant ( )fbP s  in Eq. 5.27  is shown in 
Eqs. (D.1) - (D.3). The numerical realization for the central controller   0C s  in Eq. (5.28) is 
shown in Eqs. (D.4) - (D.7).  
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