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Abstract
We present a new strongly polynomial algorithm for generalized flow maximization that
is significantly simpler and faster than the previous strongly polynomial algorithm [31]. The
complexity bound O(mn(m + n logn) log(n2/m)) for the uncapacitated problem formulation
improves on the previous estimate by almost a factor O(n2). Even for small numerical parameter
values, our running time bound is comparable to the best weakly polynomial algorithms. The
key new technical idea is relaxing the primal feasibility conditions. This allows us to work almost
exclusively with integral flows, in contrast to all previous algorithms for the problem.
1 Introduction
In the maximum generalized flow problem, we are given a directed graph G = (V,E) with a sink
node t ∈ V . Every arc e ∈ E has a positive capacity and a positive gain factor γe > 0. Flow
entering an arc e gets rescaled by the factor γe when traversing the arc; the goal is to maximize the
amount of flow sent to the sink. The generalized flow model dates back to Kantorovich’s seminal
1939 paper [14], the same paper that formally introduced linear programming.
Generalized flow networks can model transportation of a commodity through a network, such
as a liquid or gas through pipelines, where loss is experienced. Nodes can also represent different
types of entities that can be converted into each other at certain conversion rates. For example, in
financial networks, the nodes can represent various equities, and arcs correspond to possible trades.
Generalized flows can also be used to model generalized assignment problems, such as assigning
raw materials to final products where gain factors can encode the efficiency of the processing. We
refer the reader to Ahuja et al. [1, Chapter 15] for further applications of the model.
Early combinatorial algorithms were developed by Dantzig [4] and by Onaga [18]. The first
polynomial-time combinatorial algorithm was given by Goldberg, Plotkin, and Tardos [7] in 1991.
A large number of weakly polynomial algorithms were developed in the subsequent 20 years [2, 6,
9, 10, 11, 12, 15, 21, 22, 26, 27, 29, 32]. Let n denote the number of nodes, m the number of arcs of
the graph, and let be B be the largest integer in the description of the gain factors, capacities, and
node demands. Among the previous algorithms, the best running times are the O(m1.5n2 log(nB))
interior point method by Vaidya [27]; and the O(mn(m + n log n) logB) combinatorial algorithm
by Radzik [21]. Interior point methods can obtain fast approximate solutions for lossy networks,
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i.e. if γe ≤ 1 for all arcs. The result of Daitch and Spielman [3] finds an additive ε-approximate
solution in O˜(m3/2 log2(B/ε)), recently improved by Lee and Sidford [16] to O˜(m
√
n logO(1)(B/ε)).1
However, these results do not obtain an exact solution.
Resolving a longstanding open question, the first strongly polynomial algorithm was given by
Ve´gh [31], with running time O(n3m2) for the uncapacitated variant of the problem.2 The main
progress in the algorithm is that, within a strongly polynomial number of steps, at least one arc
can be identified that must be tight in every dual optimal solution. Consequently, the size of the
instance can be reduced by contracting such arcs. The algorithm is based on continuous scaling, a
novel version of the classical scaling method. The algorithm is technically very complicated.
We give a new algorithm for generalized flow maximization that improves on [31] both in terms
of speed and simplicity. Our new algorithm works along broadly similar lines, and also involves
arc contractions as a main vehicle of progress, with path augmentation and relabelling operations
being used to find an arc to contract. At the same time, our algorithm introduces a number of new
conceptual and technical ideas.
We give a detailed technical overview and comparison at the beginning of Section 3, after having
defined the basic notation and concepts. Here we briefly highlight a key novelty. Unlike all previous
combinatorial algorithms, we do not maintain a feasible primal solution (i.e., flow). Instead, we
ensure that the dual solution has a certain property that keeps us “within reach” of a feasible
primal solution that respects certain complementary slackness conditions. So while our algorithm
is a primal-dual algorithm, in a sense it does not keep track of the “real” primal but only a proxy
for it. Working with an infeasible primal solution turns out to have major benefits; in particular,
we are able to work almost exclusively with integer flows, simplifying matters dramatically.
Our running time bound is O(mn(m+n log n) log(n2/m)) for the uncapacitated form, a substan-
tial improvement over Ve´gh [31]. For the capacitated form, we obtain O(m2(m+n log n) logm). For
uncapacitated instances, our running time is better than the interior point method of Vaidya [27]
for arbitrary values of the complexity parameter B, and better than Radzik’s combinatorial algo-
rithm [21] if B = ω(n2/m).
The context of strongly polynomial Linear Programming. The currently known polynomial-
time algorithms for Linear Programming (LP), such as the ellipsoid and interior point methods, are
weakly polynomial, as the bound on the number of arithmetic operations depends on the numerical
input. In contrast, in a strongly polynomial LP algorithm, the number of elementary arithmetic
operations must be bounded polynomially in the number of variables and the number of constraints.
Furthermore, the algorithm must be in PSPACE, that is, the numbers occurring in the computa-
tions must remain polynomially bounded in the input size.
Finding a strongly polynomial LP algorithm is a major open question: it was listed by Fields
medalist Stephen Smale not only as the main unsolved problem in linear programming theory, but
as one of the most important challenges for mathematics in the twenty-first century [23].
Consider an LP in the following standard form, with A ∈ Rn×m, b ∈ Rn, c ∈ Rm.
min c⊤x
Ax = b
x ≥ 0.
(LP)
1The notation O˜(.) hides further polylog(m) factors.
2The problem can be formulated in several equivalent forms, as detailed in Section 2. The running times above
were quoted for the standard capacitated form; in this form, [31] yields O(m5).
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The most general strongly polynomial computability results are due to Tardos [25], and to Vavasis
and Ye [28]. In these results, the running time only depends on the matrix A, but not on the right
hand side b or on the cost c. Tardos [25] assumes that A is integer, and obtains a running time
poly(n,m, log ∆), where ∆ is an upper bound on the largest subdeterminant of A. In particular,
if all entries in A are integers of size poly(n,m), this algorithm is strongly polynomial. These are
called “combinatorial LPs” since most network optimization problems can be expressed with small
integer constraint matrices. Vavasis and Ye [28] waive the integrality assumption, replacing ∆ with
a more general condition number.
A different, natural restriction on (LP) is to impose constraints on the nonzero elements. Assume
that every column of the constraint matrixA has only two nonzero entries, but these can be arbitrary
numbers. Let M2(n,m) ⊆ Rn×m denote the set of all such matrices. The results [25, 28] do not
apply for LPs with such constraint matrices. It is easy to see that every LP can be equivalently
transformed to one with at most three nonzeros per column.
For the dual feasibility problem, that is, finding a feasible solution to A⊤y ≥ c for A ∈ M2(n,m),
Megiddo [17] gave a strongly polynomial algorithm. In fact, the notion of strongly polynomial
algorithms was formally defined in the same paper (called “genuinely polynomial”). The primal
feasibility problem, that is, finding a feasible solution to Ax = b, x ≥ 0 for A ∈ M2(n,m), can
be reduced to generalized flow maximization [31, Section 8]. Hence the algorithm by Ve´gh [31], as
well as our new algorithm, give a strongly polynomial algorithm for primal feasibility.
It remains an important open question to solve the optimization (LP) for a constraint matrix
A ∈ M2(n,m) in strongly polynomial time. This problem reduces to the minimum cost generalized
flow problem [13]. As our new algorithm gives a simple and clean solution to flow maximization,
we expect that the ideas developed here bring us closer to resolving this problem.
The rest of the paper is structured as follows. Section 2 introduces notation, basic concepts and
preliminary results. Section 3 describes the overall algorithm and its subroutines. Section 4 presents
the analysis of the main algorithm. Section 5 shows how the initial primal and dual solutions can
be obtained.
2 Problem and preliminaries
Let R+ and R++ denote the nonnegative and positive reals respectively; similarly let Z+ and Z++
denote the nonnegative and positive integers. Let R¯ = R ∪ {∞}, and similarly for other cases. For
a vector x, ‖x‖p denotes its p-norm.
Let (V,E) be a simple directed graph, which we assume to be connected in an undirected sense.
Let n := |V | and m := |E|. For an arc set F ⊆ E, let ←F := {ji : ij ∈ F} denote the set of
reversed arcs, and let
↔
F := F ∪ ←F . For a subset S ⊆ V , we let E[S] denote the set of arcs with
both endpoints inside S. Further, we let δ−(S) and δ+(S) denote the set of incoming and outgoing
arcs, respectively. If S = {i}, we use the simplified notation δ−(i) and δ+(i), and also define
δ(i) := δ+(i) ∪ δ−(i).
An instance of the generalized flow problem is given as I = (V,E, t, γ, b), where t ∈ V is a sink
node, γ ∈ RE++ is the vector of gain factors, and b ∈ RV \{t} is the vector of node demands. Let us
partition the nodes according to the sign of the demand.
V − := {i ∈ V \ {t} : bi < 0}, V 0 := {i ∈ V \ {t} : bi = 0}, V + := {i ∈ V \ {t} : bi > 0}.
The net flow at a node i is defined as
∇fi :=
∑
e∈δ−(i)
γefe −
∑
e∈δ+(i)
fe.
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We are ready to formulate the generalized flow maximization problem.
max ∇ft
s.t. ∇fi ≥ bi ∀i ∈ V \ {t}
f ≥ 0.
(P)
The problem can be formulated in multiple equivalent variants. A formulation commonly used in
the literature adds arc capacities and sets all node demands to zero. All these formulations can
be efficiently reduced to (P). Moreover, every LP in the form Ax = b, x ≥ 0 for A ∈ M2(n,m)
reduces to (P) (see [31, Section 8] for the reductions). The special case when γe = 1 for all e ∈ E
corresponds to the standard network flow model; we will refer to standard network flows as regular
flows to distinguish them from generalized flows. The dual program can be equivalently written in
the following form.
max µt
∑
j∈V \{t}
bj
µj
s.t. µj ≥ γijµi ∀ij ∈ E
µt ∈ R++
µi ∈ R¯++ ∀i ∈ V \ {t}.
(D)
The dual variable for node i would be µt/µi. Nodes other than t are allowed to have µi =∞; this
corresponds to dual values 0. We are ready to state our main result.
Theorem 2.1. There exists a strongly polynomial algorithm, that, for any input instance I =
(V,E, t, γ, b), finds optimal solutions to (P) and (D) in O(mn(m + n log n) log(n2/m)) arithmetic
operations.
Consider the setting where capacity constraints f ≤ u are added to the formulation (P). Such
a problem can be reduced to the uncapacitated form (P) on an extended network with n′ = n+m
nodes and m′ = 2m arcs, where a new node is added for every arc of the original network; see
[31, Section 8] for the precise reduction. From Theorem 2.1, we obtain the running time bound
O(m2(m + n log n)) for the capacitated form, using more efficient shortest path computations in
the extended network as in Orlin [19].
Relabellings. We interpret the dual solutions as relabellings, the basic vehicle of our algorithm.
This is a standard technique used in the vast majority of generalized flow algorithms.3 A feasible
solution µ ∈ R¯V++ to (D) is called a feasible labelling. We define
fµij :=
fij
µi
∀ij ∈ E.
The multiplier µi can be interpreted as a change of the unit of measurement at node i. An equivalent
problem instance is obtained by defining
γµij := γij ·
µi
µj
, ∇fµi :=
∇fi
µi
, and bµi :=
bi
µi
.
We use the convention γµij = 1 if µi = µj = ∞. Then the feasibility of µ to (D) is equivalent to
γµe ≤ 1 for all e ∈ E. We call an arc e ∈ E tight with respect to µ, if γµe = 1. Let Eµ and
↔
Eµ
denote the set of tight arcs for µ in E and in
↔
E, respectively.
3Relabellings are inverse dual variables instead of the dual variables. This usage was introduced by [7] and has
been the standard formalism in the subsequent literature; we adhere to this inverse notation.
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For a flow f ∈ RE+, we define the residual graph (V,Ef ) with Ef = E ∪ {ji : ij ∈ E, fij > 0}.
The latter set of arcs are called reverse arcs. For a reverse arc ji, we define γji := 1/γij , and
fji := −γijfij. By increasing (decreasing) fji by α on a reverse arc ji ∈ Ef , we mean decreasing
(increasing) fij by α/γij .
Let us define the excess of a node i under fµ to be the amount ∇fµi − bµi ; so fµ is feasible if
all nodes have nonnegative excess. We also define the total (positive) excess and the total deficit
of fµ as
Ex(f, µ) :=
∑
i∈V \{t}
max {∇fµi − bµi , 0} and Def(f, µ) :=
∑
i∈V \{t}
max {bµi −∇fµi , 0} .
For an arc set F ⊆ ↔E, we let γ(F ) := ∏e∈F γe; γµ(F ) is defined similarly. Note that for any cycle
C, and any finite labelling µ, we have γµ(C) = γ(C).
Given two flows f and g, the difference f − g is the flow on ↔E defined by the following. For
each ij ∈ E where fij ≥ gij , we set (f − g)ij = fij − gij and (f − g)ji = 0. For each ij ∈ E where
fij < gij , we set (f − g)ij = 0 and (f − g)ji = (gij − fij)/γij .
Fitting pairs and optimality.
Definition 2.2. Let f ∈ RE+ and µ ∈ RV++. Then (f, µ) is called a fitting pair, if µ is feasible to
(D), and fe > 0 implies γ
µ
e = 1.
We also say that f fits µ, or µ fits f . Fitting captures a complementary slackness property. It
is worth noting that for a fitting pair (f, µ), fµ is a regular flow. The definition is equivalent to
saying that γµe ≤ 1 for every e ∈ Ef .
The definition requires µ to be finite and feasible to (D), but not the feasibility of f to (P). In
fact, we will allow flows f ∈ RE+ in the algorithm that violate the node balance constraints in (P).
In general, there may not exist a finite optimal solution to (D). The following notion allows us to
nevertheless work with finite dual solutions only.
Definition 2.3. A fitting pair (f, µ) is called essentially optimal if f is feasible and ∇fi = bi for
all i ∈ V that can reach t in Ef . The dual solution µ is essentially optimal if there exists a flow f
such that (f, µ) is essentially optimal.
Lemma 2.4. Let µ be an essentially optimal dual solution. Then we can obtain a flow f such that
(f, µ) is an essentially optimal fitting pair via a maximum flow computation. If (f, µ) is essentially
optimal, then f is an optimal solution to (P), and µ′ is an optimal solution to (D), where µ′ is
defined by µ′i := µi if i can reach t in Ef , and µ
′
i :=∞ otherwise.
Proof. For the first part, consider the graph (V,Eµ) of tight arcs. We obtain the network (V ′, E′)
by adding a new source node s with a new arc si ∈ E′ whenever bi < 0, and a new arc is ∈ E′
whenever bi > 0. We set lower capacity 0 and upper capacity ∞ for all arcs in Eµ. We set lower
capacity 0 and upper capacity −bµi for every arc si ∈ E′, and lower capacity bµi and upper capacity
∞ for every arc is ∈ E′. We compute a maximum s− t flow h in this network, where t is the sink
of the instance. Then it is easy to see that if (f, µ) is essentially optimal, then h = fµ (with a
natural extension to the is and si arcs) is a maximum s − t flow in this network. Conversely, for
any maximum s− t flow h, if we define f as fij = hijµi for every ij ∈ E, then (f, µ) is an essentially
optimal fitting pair. The second part of the lemma is immediate by complementary slackness.
The following property will be crucial in our algorithm.
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Definition 2.5. We say that a feasible labelling µ ∈ RV++ is safe if there exists a feasible solution
f to (P) such that (f, µ) is a fitting pair.
Safe labellings can be characterized using Hoffman’s circulation theorem.
Lemma 2.6. The feasible labelling µ ∈ RV++ is safe if and only if bµ(Z) ≤ 0 for every set Z ⊆ V \{t}
with δ−Eµ(Z) = ∅.
We will make use of safe labellings via the next lemma.
Lemma 2.7. Let (f, µ) be a fitting pair, and assume µ is safe. Then there exists a feasible flow
g ∈ RE+ fitting µ with Ex(g, µ) ≤ Ex(f, µ), and ‖fµ − gµ‖∞ ≤ Def(f, µ).
Proof. Let g be a flow with supp(g) ⊆ Eµ and ∇gµi ≥ bµi for all i ∈ V \{t}, chosen so that ‖fµ−gµ‖1
is as small as possible. The safety of µ implies that such a g can be found. We show that g satisfies
the requirements of the lemma.
Consider the flow h := f − g; or in other words, we consider hµ = fµ− gµ, the difference of two
regular flows. Let H denote the support of h; then H ⊆ Eg and
←
H ⊆ Ef .
We first note that if H contained a directed cycle, then it would be possible to add some
positive amount of this cycle to gµ and obtain another feasible flow, contradicting our choice of gµ
to minimize ‖fµ − gµ‖1.
Thus hµ can be decomposed into a conic combination of path flows, where each path flow begins
at a node p with ∇fµp < ∇gµp and ends at a node q with ∇fµq > ∇gµq . If the head p of one of these
paths were equal to t, or if it satisfied ∇gµp > bµp , then we would be able to increase gµ by some
positive amount along this path, remaining feasible, and decreasing ‖fµ − gµ‖1. It follows that
the total flow carried over all the paths is exactly Def(f, µ), and hence ‖hµ‖∞ ≤ Def(f, µ). Since
∇fµp ≥ ∇gµp for any node where ∇fµp ≥ bµp , Ex(g, µ) ≤ Ex(f, µ).
Contraction operation. The main progress during the algorithm will reduce the instance via
contractions. Given an instance I = (V,E, t, γ, b) and an arc e = pq ∈ E, the contracted instance
I/e = (V ′, E′, t′, γ′, b′) is defined as follows.
- (V ′, E′) = (V,E)/e is the simple directed graph obtained from contracting e. If the contraction
creates parallel arcs, we only keep one of them. We retain the label q to refer to the contracted
image of {p, q}, so V ′ = V \ {p}.
- For ij ∈ E′ where i, j 6= q, γ′ij = γij . For iq ∈ E′, we set γ′iq either to γiq or γipγpq, depending on
whether ip or iq is present in E. If both exist, we choose the larger value.
- b′i = bi for all i ∈ V ′ \ {q}, and b′q = bq + γebp.
- t′ = t, unless t ∈ {p, q}, in which case t′ = q.
Note that contracting e = pq is equivalent to restricting ourselves to dual solutions in I for which
the arc pq is tight: µp = µq/γpq. Assume now we are given a fitting pair (g, µ) in I, where e = pq
is tight for µ. We can define define a natural image (g/e, µ/e) of (g, µ) in I/e, as follows. We use
the convention that gij = 0 for all pairs (i, j) with ij /∈ E.
- µ/e is simply the restriction of µ to V ′ = V \ {p}.
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- For each arc ij ∈ E′ of the contracted instance,
(g/e)ij :=


gij if q /∈ {i, j}
giq + giq/γip if j = q
gqj + gqjγpj if i = p
The following lemma is immediate due to gµe = 1.
Lemma 2.8. Let (g, µ) be a fitting pair in I, where e = pq is tight for µ. Then, ∇(g/e)µ/ep =
∇gµp +∇gµq and (if t /∈ {p, q}) bµ/eq = bµp + bµq .
Initial solutions. Our main algorithm will use the following assumption.
(⋆) An initial fitting pair (f¯, µ¯) is given, where f¯ ∈ RE+ is feasible to (P).
According to this assumption, both (P) and (D) are feasible; in particular, (P) is bounded. For
arbitrary input instances (that can also be infeasible or unbounded) we will use an overall scheme
akin to the two phase simplex method; this is described in Section 5. When calling the main
algorithm in the first phase, it will be applied to a modified instance where one can trivially
provide an initial fitting pair satisfying (⋆). For the original problem, the first phase will either find
an initial fitting pair satisfying (⋆), or otherwise a certificate of infeasibility or unboundedness.
3 The generalized flow algorithm
3.1 Technical overview
The main progress in the algorithm will be finding a fitting pair (f, µ) with a safe labelling µ
containing an abundant arc – an arc whose relabelled flow is large compared to the total excess and
deficit across all nodes. It can be shown that an abundant arc must be tight in every dual optimal
solution. Namely, if we contract an abundant arc, then an essentially optimal dual solution can be
easily pulled back from the contracted instance to the original one (see Lemma 3.3 below). Once
we have an essentially optimal dual solution, primal and dual optimal solutions can be found via
Lemma 2.4.
This is very similar to the scheme used by Ve´gh [31]. In fact, both algorithms can be seen as
descendants of Orlin’s algorithm [19] for minimum-cost circulations. Orlin’s algorithm repeatedly
finds abundant arcs using a variant of the classical Edmonds-Karp scaling algorithm [5]. The size of
the network can be reduced by contracting the abundant arcs. We note that the idea of obtaining
strongly polynomial algorithms by repeatedly identifying constraints that must be tight in every
optimal solution goes back to the seminal work by Tardos [24].
Our augmenting path subroutine for identifying abundant arcs is vastly simpler and more effi-
cient than the one in [31]. The crucial idea is relaxing the feasibility of the flow f in the augmenting
path algorithm. That is, nodes i with ∇fi < bi will be allowed. This is a quite radical change
compared to all previous generalized flow algorithms. In fact, “fixing” a node deficit can be very
difficult: compensating for just a tiny shortfall in node demands can be at the expense of an arbi-
trarily large drop in the objective value. We avoid this problem by maintaining that the labelling
µ remains safe throughout.
Relaxing feasibility enables a more natural algorithmic framework, and eliminates some signif-
icant technical challenges in previous algorithms. We need to maintain the safety of the labelling,
but this happens without additional effort. The most salient consequences are the following.
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• First of all, we can easily maintain a fitting pair (f, µ) throughout. In contrast, Ve´gh [31] had
to introduce a relaxation of this concept called ∆-feasibility, depending on the current scaling
factor ∆. An earlier algorithm that maintained a fitting pair throughout was the algorithm of
Goldfarb, Jin, and Orlin [11], however, it came at the expense of maintaining arc imbalances
in an intricate bookkeeping framework.
• Although our algorithm can be seen as an enhanced version of the continuous scaling technique
in Ve´gh [31], the description does not even include a scaling factor, prevalent in the previous
combinatorial methods. Instead, we maintain that the relabelled flow fµ is integral throughout,
except for the very final step when an exact optimum is computed. This has no precedent in
previous algorithms, and is surprising because the generalized flow problem is perceived as a
genuinely non-integral problem. Let us note that the value of µt corresponds to the scaling
factor ∆ used in previous scaling methods, e.g., [7, 11, 21, 29, 31]; we relax the standard
requirement µt = 1 so that we can work with integer solutions.
• A primary reason for the improved running time is a new and very direct additive potential
analysis, compared to the multiplicative analysis in [31]. Roughly speaking, every path aug-
mentation decreases our chosen potential by one; however, as long as there are no abundant
arcs, the potential remains bounded. The analysis in [31] also charges the number of augmen-
tations against a similar potential, but argues about the cumulative decrease in the scaling
factor ∆ in a rather indirect way.
In a strongly polynomial algorithm, one also needs to guarantee that the sizes of numbers remain
polynomially bounded in the input size. In the previous algorithm [31], this required cumbersome
additional rounding steps. In contrast, we can achieve this rather easily.
Another technical novelty is our use of essentially optimal dual solutions rather than optimal
dual solutions. An optimal dual solution may take on infinite values, in which case it may not
provide enough information to find a corresponding primal optimal solution via complementary
slackness. In most of the previous literature, “dummy arcs” of very small gains were added from
all nodes to t to enforce the existence of a finite dual optimum. This is somewhat unattractive,
and would be particularly problematic for an actual implementation due to numerical issues. We
circumvent this problem by using essentially optimal duals that always take on finite finite values,
and contain sufficient information to easily identify primal and dual optima.
A further distinguishing feature of our algorithm is that we do not use an initial cycle cancelling
subroutine. Most combinatorial methods start with the assuming the existence of an initial fitting
pair as in (⋆). In order to obtain this, flow generating cycles (that is, cycles C ⊆ Ef with γ(C) >
1) have to be eliminated first. Radzik [20] adapted the Goldberg-Tarjan minimum-mean cycle
cancelling algorithm [8] to cancel all flow generating cycles in strongly polynomial time. We avoid
using this subroutine, and instead perform our algorithm in two phases, as in the two phase simplex
algorithm. In the first phase for feasibility, we obtain the fitting pair used as the starting for the
second phase. We note that the overall running time of our algorithm is better than the running
time of Radzik’s cycle cancelling subroutine [20]. However, this two-phase scheme is not particular
to our current algorithm – it could be applied to previous algorithms as well.
3.2 Initial rounding
Our main algorithm is recursive in nature. Rather than satisfying (⋆), this procedure (which
which we will refer to as Recursive-Generalized-Flow) will require that the input satisfies the
following property.
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(⋆⋆) A fitting pair (f, µ) is given where µ is safe, fµ is integral (but not necessarily
feasible), and the support of f is an orientation of a forest.
In fact, we will maintain this property through the main steps of our algorithm. The requirements
that µ is safe and fµ be integral will be crucial. On the other hand, the requirement that the
support of f be an orientation of a forest – for brevity, we will say that f is acyclic if this is
satisfied — is very mild: given any fitting pair (f, µ), it is easy to modify f so that this holds. The
purpose of this is to maintain a level of sparsity that will encourage the formation of abundant arcs
and aid us in obtaining our desired running time.
We apply a simple rounding procedure to transform an instance satisfying (⋆) to one satisfying
(⋆⋆), where in addition −1 < ∇fµi − bµi < 2 for all i ∈ V \{t}. This ensures that the total relabelled
excess and deficit are both small, which will be important in obtaining a bound on the running
time. The transformation is based on the following lemma.
Lemma 3.1. Let (f¯, µ) be a fitting pair. Then there exists an acyclic f fitting µ such that fµ ∈ ZE+,
and ⌊∇f¯µi ⌋ ≤ ∇fµi ≤ ⌈∇f¯µi ⌉. Moreover, f can be found with a single maximum flow computation.
Proof. Consider the feasible circulation problem on (V,Eµ), with lower and upper node demands
⌊∇f¯µi ⌋ and ⌈∇f¯µi ⌉. The flow f¯µ is a feasible solution; hence, there exists an integer solution g,
which can be found by a maximum flow algorithm. Since there are no arc capacities, g can clearly
be chosen to be acyclic. Then fij := gijµi is the desired solution.
Algorithm 1 describes the full reduction from (⋆) to (⋆⋆). Note that since µ is just a scaling of µ¯,
and f¯ is a feasible flow fitting µ¯, µ is clearly safe. The final subroutine Final-Solution(µˆ) takes
an essentially optimal dual µˆ, and computes optimal primal and dual solutions as in Lemma 2.4.
Namely, the primal optimal solution f can be obtained via a maximum flow computation, and the
dual optimal solution can be obtained by setting the dual variables to infinity for the nodes that
cannot reach t in Ef .
Algorithm 1 Max-Generalized-Flow
Input: Instance I = (V,E, t, γ, b), fitting pair (f¯, µ¯) satisfying (⋆).
Output: An optimal solutions to the systems (P) and (D).
1: µ← µ¯ ·maxi∈V \{t}(∇f¯ µ¯i − bµ¯i ).
2: Round f¯ using Lemma 3.1 to obtain an acyclic f fitting µ with fµ integral and
⌊bµi ⌋ ≤ ∇fµi ≤ ⌈bµi ⌉ + 1.
3: µˆ← Recursive-Generalized-Flow(I, f, µ).
4: return Final-Solution(µˆ)
3.3 The overall algorithm via arc contraction
We can now describe the overall structure of Recursive-Generalized-Flow(I, f, µ), which is
based on arc contractions. We now give a sufficient condition to identify an arc e such that an
essentially optimal pair in I/e can be extended to an essentially optimal pair in I.
Definition 3.2. Suppose (g, µ) is a fitting pair with µ safe. Then we call an arc e ∈ E abundant
with respect to (g, µ) if
gµe ≥ Ex(g, µ) + Def(g, µ).
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Lemma 3.3. Let (g, µ) be a fitting pair in I with µ safe, and suppose that e = pq is abundant with
respect to (g, µ). Let µ∗ be an essentially optimal dual to the instance I/e. Let us define µˆ ∈ RV++
by µˆi := µ
∗
i for i ∈ V \ {q}, and µˆq := µ∗q/γe. Then µˆ is an essentially optimal dual to the instance
I.
Consequently, if we can identify an abundant arc, we will be able to usefully recurse on the
contracted instance.
Algorithm 2 Recursive-Generalized-Flow
Input: Instance I = (V,E, t, γ, b), fitting pair (f, µ) satisfying (⋆⋆).
Output: An essentially optimal dual solution.
1: (f, µ)←Produce-Abundant-Arc(f, µ).
2: if (f, µ) is essentially optimal then return µ.
3: Let e = pq be an abundant arc with respect to (f, µ).
4: µ∗ ←Recursive-Generalized-Flow(I/e, f/e, µ/e).
5: µˆi ← µ∗i for i ∈ V \ {q}; µˆq ← µ∗q/γe.
6: return µˆ.
Recursive-Generalized-Flow is described in Algorithm 2. The main work of the algorithm
takes place in the subroutine Produce-Abundant-Arc (Section 3.4). This routine does flow and
label updates, and terminates with a fitting pair that is either essentially optimal, or contains an
abundant arc. In the former case we are done. In the latter case, the abundant arc is contracted,
and the algorithm recursively called on the contracted instance; the contracted images of the current
primal-dual pair are used as initial solutions in the recursive call. Finally, the essentially optimal
dual to the contracted instance is pulled back, via Lemma 3.3.
Proof of Lemma 3.3. Let g be the feasible flow fitting µ with Ex(g, µ) ≤ Ex(f, µ) and ‖f − g‖∞ ≤
Def(f, µ) as guaranteed by Lemma 2.7. Note that if e = pq is an abundant arc with respect to
(f, µ), then it is also abundant with respect to (g, µ), namely, gµe ≥ Ex(g, µ).
Let g′ = g/e and µ′ = µ/e. Let V ′, t′ and b′ be the node set, sink and demands of I/e
respectively. Let (f∗, µ∗) be an essentially optimal fitting pair for I ′ = I/e, where in addition,
‖f∗ − g′‖1 is minimal. We first need the following claim:
Claim. The support of f∗ − g′ does not contain any directed cycles.
Proof. Consider h = f∗− g′. For a contradiction, suppose that C is a cycle in supp(f∗ − g′). Note
that since C ⊆ Eg′ , γ(C) = γµ′(C) ≤ 1. Similarly
←
C ⊆ Ef∗ , and so γ(
←
C) = γµ
∗
(
←
C) ≤ 1. So
γ(C) = 1. Thus we can augment f∗ by sending a positive amount of flow along
←
C without changing
∇f∗i at any node. This yields another optimal solution f∗∗ such that ‖f∗∗− g′‖1 < ‖f∗− g′‖1; note
that (f∗∗, µ∗) also satisfies essential optimality. This gives a contradiction.
Let us define fˆ to be a flow on
↔
E such that fˆ /e = f∗, ∇fˆp = bp (unless p = t, in which case we
instead require ∇fˆq = bq), and either fˆpq or fˆqp is zero. The proof will be completed by showing
that (fˆ, µˆ) is an essentially optimal fitting pair.
Since (f∗, µ∗) is essentially optimal, ∇f∗i = b′i for all i ∈ V ′ \ {t′} that can reach t′ in Ef∗ . By
the choice of fˆ as well as Lemma 2.8, it follows that ∇fˆi = bi for all i ∈ V \ {t} that can reach t in
Efˆ . We also clearly have that fˆ is supported on tight arcs of µˆ. So the only potential obstruction
to the essential optimality of (fˆ, µˆ) is the possibility that fˆqp > 0 (since this corresponds to negative
flow on pq).
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Let hˆ := fˆ − g. According to the Claim above, hˆ/e = f∗ − g′ does not contain any directed
cycles, and the same must hold for hˆ. It follows that we can decompose hˆ as hˆ =
∑k
ℓ=1 h
ℓ, where
each hℓ is a path flow from some node pℓ where ∇fˆpℓ < ∇gpℓ to some node qℓ where ∇fˆqℓ > ∇gqℓ .
Such a decomposition is easy to construct by using a topological ordering of supp(hˆ). (It is also a
special case of the general flow decomposition argument in, e.g., [7]; since supp(h) is acyclic, four
out of the five types of elementary flows, Types II-V, cannot exist.)
Let P ℓ denote the support of hℓ, and λℓ the value of hℓ on the first arc of P ℓ. Since µ fits
g, and P ℓ ⊆ supp(hˆ) ⊆ Eg, we have γµij ≤ 1 for all arcs of P ℓ, and therefore the relabelled flow
(hℓ)µ is nonincreasing along P ℓ. By optimality of f∗, ∇g′t′ ≤ ∇f∗t′ . We claim that this implies that
∇gt ≤ ∇fˆt. This is immediate if t /∈ {p, q}. If t = q, then ∇gp ≥ bp = ∇fˆp, and so by Lemma 2.8
∇gq ≤ ∇fˆq. The case t = p is similar.
Thus, for any arc a ∈ ↔E,
hˆµa ≤
k∑
ℓ=1
(hℓa)
µ ≤
k∑
ℓ=1
λℓ
µpℓ
=
∑
i∈V
max{∇(g − fˆ)µi , 0} ≤
∑
i∈V \{t}
max{∇gµi − bµi , 0} = Ex(g, µ).
Since gµe ≥ Ex(g, µ) by assumption, and fˆ = g + hˆ, it follows that fˆqp = 0, as required.
3.4 Obtaining an abundant arc
A key step is a call to the subroutine Highest-gain(V ′, E′, γ′, Q′), where the input is a directed
graph (V ′, E′) with gain factors γ′ ∈ [0, 1]E′ , and Q′ ⊆ V ′. This returns the labels σ ∈ RV ′+ where
σi = max{γ′(P ) : P is a directed walk from i to Q′}.
If i cannot reach Q′ in E′, then we define σi = 0. Note that σi ≤ 1 for all i ∈ V ′. Note that
computing the highest gain augmenting path with respect to the gains γ′e is equivalent to computing
a shortest paths for the nonnegative weights − log γ′e. We can directly implement Highest-gain
as a multiplicative variant of Dijkstra’s algorithm that runs in O(m + n log n) time (see e.g. [30,
Algorithm 6]).
A more technical subroutine is Round-Labels. This makes small perturbations to the labels
(while preserving fµ and all important structure) in order to ensure that the encoding lengths of
labels remain small during the algorithm. We discuss the implementation of this subroutine, and
the encoding length bounds, in Section 4.4. For now, we require only that the subroutine satisfies
the following properties: if (f ′, µ′) = Round-Labels(f, µ), then
(R1) f ′µ
′
= fµ;
(R2) (f ′, µ′) is a fitting pair with Eµ
′ ⊇ Eµ; and
(R3) for all i ∈ V \ {t}, |bµi | ≤ |bµ
′
i | ≤ ⌈|bµi |⌉.
Algorithm 3 gives the description of Produce-Abundant-Arc. The output of the algorithm
is either an abundant arc, or an essentially optimal solution. Each iteration consists of a primal
update part (path augmentation) followed by a dual update part (label update). By augmenting fµ
by 1 on a tight path P ⊆ Ef , we mean increasing fij by µi for every arc ij in P . We let R denote
the set of nodes with relabelled excess at least 1, and Q denote the set of nodes with negative excess.
The primal update comprises two types of path augmentations: (i) the first type sends one unit of
relabelled flow from a node in R to the sink or to a node in Q; (ii) the second type sends one unit
of relabelled flow from the sink to a node in Q. To maintain the acyclicity of f when augmenting
from i to j, we simply choose a path with as few arcs outside supp(f) as possible.
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Algorithm 3 Produce-Abundant-Arc
Input: Fitting pair (f, µ) satisfying (⋆⋆).
Output: Fitting pair (f, µ) satisfying (⋆⋆) which is either essentially optimal, or contains an abun-
dant arc.
1: while fµe < Ex(f, µ) + Def(f, µ) for all e ∈ E do ⊲ Stop if there is an abundant arc
⊲ Augmentation part of the iteration
2: Q← {i ∈ V \ {t} : ∇fµi < bµi }.
3: R← {i ∈ V \ {t} : ∇fµi ≥ bµi + 1}.
4: while there is a tight path in Ef from some i ∈ R∪ {t} to some j ∈ Q∪ {t}, with i 6= j do
5: Augment fµ by sending 1 unit from i to j along tight arcs (maintaining acyclicity of f).
6: if there exists an abundant arc then return (f, µ).
7: Update Q and R.
⊲ Label update part of the iteration
8: T ← {i ∈ V : ∃ a tight i-t-path and a tight t-i path in Ef}.
9: ξi ←


1 for i ∈ R
−bµi /(1 −∇fµi ) for i ∈ V − \R
bµi /(1 +∇fµi ) for i ∈ V + ∩ T.
10: σ ←Highest-gain(V,Ef , γµ, Q ∪ {t}).
11: σ∗ ← max{σiξi : i ∈ R ∪ V − ∪ (V + ∩ T )}.
12: if σ∗ > 0 then ⊲ Update labels
13: S ← {i ∈ V : σi ≥ σ∗}.
14: µi ← µiσ∗/σi for i ∈ S.
15: fij ← fijσ∗/σi for ij ∈ E[S]. ⊲ Keep fµ unchanged.
16: Round-Labels(f, µ).
17: else ⊲ Produce an essentially optimal solution
18: S ← {i ∈ V : σi > 0}.
19: fij ← 0 for ij ∈ E[S].
20: return (f, µ).
21: return (f, µ).
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We continue to the label updates if no more path augmentations are possible. The label updates
will guarantee the possibility of a path augmentation in the next iteration, by creating new tight
paths. The subroutine Highest-Gain computes values σi such that with respect to the labels
µ′i = µi/σi, there is a tight path in Ef from every i ∈ V with σi > 0 to Q ∪ {t}. However, the
label updates also affect the excess and deficiency of the nodes. To keep these under control, we
only modify the labels on a set S with σi ≥ σ∗ for a certain value σ∗, and the update takes the
form µ′i = µiσ
∗/σi; note that the labels µi’s are non-increasing during these updates. Further, we
modify the flow on the edges inside S such that fµ remains unchanged during the label updates.
Consequently, the changes in the excesses and deficiencies are due to the changes in the bµi values.
We define values ξi for nodes that can potentially become endpoints of a new augmenting path,
and σ∗ is chosen as the maximum of σiξi for such nodes. In the simplest case i ∈ R we define ξi = 1.
If σ∗ = σi for i ∈ R, then after the label update there will be a tight path from R to Q∪ {t}. Note
that since µ′i = µi the excess of this node i is unaffected by the label update. Next, consider a
vertex i ∈ V − \R. If we increase the label of such a node, then the relabelled demand bµi becomes
smaller while the relabelled flow ∇fµi remains unchanged. Thus, the relabelled excess increases.
For these nodes we define ξi = −bµi /(1 −∇fµi ); this choice guarantees that in case σ∗ = σiξi, then
i will have relabelled excess exactly 1 after the update.
Finally, we consider vertices i ∈ V + such that there is a tight i-t path as well as a tight t-i path
before the label update. For these nodes, we have in particular σi = 1. Increasing the label of a
node in V + leads to a decrease in the relabelled excess. The choice ξi = b
µ
i /(1 +∇fµi ) guarantees
that if σ∗ = σiξi, then i will have relabelled deficiency exactly 1 after the update.
In case σ∗ = 0, we consider S to be the set of all nodes with σi > 0, that is, the nodes that can
reach Q ∪ {t} in Ef . We simply reset the flow to 0 inside S. It will be shown that this is indeed
feasible, and further, results in returning an essentially optimal fitting pair in this case.
We also note that we can store only the relabelled flow fµ during the algorithm, rather than f
itself. This will remain conveniently integral.
4 Analysis
In this section, we prove the following result.
Theorem 4.1. Algorithm 1 is strongly polynomial and terminates with an essentially optimal dual
solution in O(nm(m+ n log n) log(n2/m) arithmetic operations.
The proof of Theorem 2.1 will be completed in Section 5, where we show that the same running
time guarantee can be obtained even without assuming condition (⋆) on the availability of an initial
fitting pair of primal and dual feasible solutions.
We define an augmentation to be either a path augmentation, as performed in line 5 of
Produce-Abundant-Arc, or what we will call a null augmentation: an event when a node
i ∈ V − satisfies ∇fµi < bµi at the start of a label update, but ∇fµi ≥ bµi after. Unlike path
augmentations, these do not modify the solution at all; they are defined purely for accounting
purposes. As revealed in the analysis, null augmentations share some important features with path
augmentations.
The proof of Theorem 4.1 is given in four parts. In Section 4.1, we prove correctness: if the
algorithm terminates, it returns an essentially dual optimal solution. Sections 4.2 and 4.3 provide
the bound on the total number of augmentations. Section 4.4 presents the subroutine Round-
Labels, and shows that the size of the numbers in the calculations remains polynomially bounded
in the input size (in other words, the algorithm runs in PSPACE).
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Throughout this section, the values of n and m will always refer to the number of nodes and
arcs in the original input graph. Hence in later recursive calls of the algorithm, the graph will have
less than n nodes.
4.1 Correctness
In this section we prove that if Algorithm 1 terminates, then it returns an essentially optimal dual
solution. We start by showing some basic properties of Produce-Abundant-Arc.
Lemma 4.2. The following properties hold in every label update step in Produce-Abundant-
Arc where σ∗ > 0.
(i) The vector ξ is well-defined, and σ∗ < 1.
(ii) (f, µ) remains a fitting pair, and there is a tight path in Ef from every i ∈ S to Q ∪ {t}.
(iii) fµ remains unchanged.
(iv) For each i ∈ V \ {t}, |bµi | is nondecreasing.
(v) Either at least one augmentation will be performed in the next iteration, or a null augmentation
occurred during the label update.
(vi) After the label update, ∇fµi ≥ bµi − 1 for i ∈ T , and ∇fµi ≤ bµi + 1 for i ∈ S \R. Further, the
label of every i ∈ R remains unchanged until the call to Round-Labels.
Proof. Let (f, µ) denote the fitting pair at the start of the label update, and (f ′, µ′) the values after,
excluding the call to Round-Labels. It is immediate from properties (R1)–(R3) that Round-
Labels does not invalidate any of the claims. We will repeatedly use the next property that
follows by the definition of σi.
σi ≥ σjγµij ∀ij ∈ Ef . (1)
(i) We need to show that the denominators in the definitions of ξi are all nonzero. We also show
that ξi ≤ 1 with equality only if i ∈ R. Assume i ∈ V − \ R. Then, ∇fµi < bµi + 1, and thus
0 < −bµi < 1 −∇fµi . This also shows ξi < 1. Next, let i ∈ V + ∩ T . Then, 0 < bµi ≤ ∇fµi as
otherwise a path augmentation from t to i would be possible. Again, we see that ξi < 1.
Next, we show that σ∗ < 1. Indeed, σ∗ = 1 is only possible if σi = ξi = 1 for some i ∈ V \ {t}.
This in particular yields i ∈ R, and that i is connected to Q∪{t} by a tight path in Ef . Thus,
it would have been possible to augment on a path starting from i, a contradiction.
(ii) Note that Ef ′ = Ef since f
′
ij > 0 if and only if fij > 0. Thus, we need to check that γ
µ′
ij ≤ 1
for all ij ∈ Ef . If i and j are both inside S, then γµ
′
ij = γ
µ
ijσj/σi ≤ 1 by (1). If i and j
are both outside S, then γµij is unchanged. If ij ∈ δ−(S), then σj ≥ σ∗ > σi and hence
γµ
′
ij = γ
µ
ij · σj/σ∗ < γµijσj/σi ≤ 1. Finally, if ij ∈ δ+(S), then γµ
′
ij = γ
µ
ij · σ∗/σi ≤ γµij ≤ 1 since
σi ≥ σ∗.
The second part of the claim follows by the definition of Highest-Gain: every node v ∈ V
with σv > 0 has a path P in Ef ′ = Ef to Q∪{t} such that every edge ij in Pv satisfies (1) at
equality. For every i ∈ S, the entire path Pv remains inside S, and after the relabelling, Pv
becomes a tight path.
(iii) Consider any arc ij ∈ E. If i, j /∈ S, then f ′ij = fij and µ′i = µi. if i, j ∈ S, then f ′ij/fij =
µ′i/µi = σ
∗/σi. Arcs ij ∈ δ−(S) cannot be tight, as otherwise (1) would contradict σi < σj.
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This further implies that fij = 0 for every ij ∈ δ+(S), since otherwise ji ∈ Ef would be a
tight arc entering S. In all cases, f ′µ
′
ij = f
µ
ij.
(iv) This is immediate, since µ′i = µi for i /∈ S, and µ′i = µiσ∗/σi for i ∈ S, where σi ≥ σ∗ by the
definition of S.
(v) Consider some v ∈ R ∪ V − ∪ (V + ∩ T ) so that σ∗ = σvξv. We have
∇f ′µ′v − bµ
′
v = ∇fµv − bµv/ξv.
Take the tight v-(Q ∪ {t}) path P with respect to µ′, as guaranteed by part (ii). If v ∈ R,
then ξi = 1 and ∇fµv − bµv ≥ 1, and if v ∈ V − \R, ∇fµv − bµv/ξv = 1 from the definition of ξv.
In either case, if v /∈ Q, then P will be a possible augmenting path in the next iteration. If
v ∈ Q ∩ (V − \R), then a null augmentation has occurred.
Finally, if v ∈ V + ∩ T , then the definition of T guarantees the existence of a closed walk C
of tight edges in Eµ
′
f containing both t and v. Since γ
µ′(C) = γµ(C) = 1, and γµ
′
e ≤ 1 for all
e ∈ Ef ′ = Ef , it follows that every edge in C is tight also with respect to µ′. Consequently,
C contains a tight t-v path P ′ with respect to µ′, and ∇fµv − bµv/ξv = −1, again from the
definition of ξv. Hence, P
′ is a possible augmenting path.
(vi) Consider any i ∈ T . Then, ∇fµi ≥ bµi before the augmentation. If i /∈ V +, then bµ
′
i ≤ bµi (part
(iv)). If i ∈ V + ∩ T , then σ∗ ≥ σiξi, and so σ∗/σi ≥ bµi /(1 +∇fµi ). Hence
∇f ′µ′i − bµ
′
i = ∇fµi − bµi σi/σ∗ ≥ −1.
Now consider any i ∈ S \ R. Then, ∇fµi < bµi + 1 before the augmentation, and if i ∈/∈ V −,
then bµ
′
i ≥ bµi . In case i ∈ V − \R, then σ∗ ≥ σiξi, so σ∗/σi ≥ −bµi /(1−∇fµi ). Hence
∇f ′µ′i − bµ
′
i = ∇fµi − bµi σi/σ∗ ≤ 1.
Finally, let i ∈ R. We clearly have µ′i = µi if i ∈ V \ S. If i ∈ S, then we must have
σ∗ = σiξi = σi. Hence, µ
′
i = µiσ
∗/σi = µi.
Next we show that despite not making any effort to maintain the feasibility of f , safety is
preserved.
Lemma 4.3. The labelling µ remains safe throughout Algorithm 2.
Proof. Safety of the input µ is required, and safety is obviously preserved by the contraction of
a tight arc. The nontrivial part is to show that it is also maintained during the label update
steps in Produce-Abundant-Arc. So assume µ is safe before a label update, and let µ′ denote
the updated labels (ignoring the call to Round-Labels; since this routine preserves tight arcs, it
clearly preserves safety). Let S0 ⊆ V denote the set that can reach Q ∪ {t} on a tight path in Ef
before the label update. Clearly, σi = 1 for all i ∈ S0. Since µ is safe, there is a flow g certifying
this fact: (g, µ) is a fitting pair, and g is feasible. By the definition of S0, there are no tight arc with
respect to µ in δ−(S0), and g is supported only on tight arcs, g(δ
−(S0)) = 0. We now construct a
flow g′ certifying the feasibility of µ′ as follows:
g′e =
{
ge for e ∈ E[S0]
fe otherwise.
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Since f does not send any flow either into or out of S0, g
′
e = 0 for all e ∈ δ+(S0) ∪ δ−(S0). Note
that for every ij ∈ supp(f), we have σi = σj , and therefore γµ
′
ij = 1. We therefore see that (g
′, µ′)
is also a fitting pair. Now for any i ∈ S0,
∇g′i = ∇gi +
∑
j:ij∈δ+(S0)
gij ≥ bi ,
whereas for any i /∈ S0,
∇g′i = ∇fi ≥ bi ,
since Q ⊆ S0. So g′ is feasible, and hence µ′ is indeed safe.
In the analysis of the case σ∗ = 0 as well as later on we will use the following simple claim:
Claim 4.4. Let S0 denote the set of nodes that can reach Q ∪ {t} along a tight path in Ef . Then,
there are no tight arcs in E from T to S0 \ T .
Proof. Assume for a contradiction that there is a tight arc ij ∈ Eµf with i ∈ T and j ∈ S0 \ T .
By the definition of T , there is a tight path P from t to i, and by the definition of S0, there is
a tight path P ′ from j to some q ∈ Q ∪ {t}. If q ∈ Q, then P ∪ P ′ contains a tight t-q walk P ′′,
a contradiction since it would have been possible to augment on P ′′. On the other hand, q = t
implies that j ∈ T : P ′ is a tight j-t path, whereas appending ij to P yields a tight t-j path. This
contradicts j ∈ S0 \ T .
Lemma 4.5. If σ∗ = 0 in Produce-Abundant-Arc, then it terminates with an essentially
optimal fitting pair.
Proof. In this case, S is precisely the set of nodes that can reach Q ∪ {t} in Ef . Let f denote its
value before the final change in line 19, and f ′ its final value. Thus δ−Ef (S) = ∅, i.e., δ−(S) = ∅ and
fij = 0 for all ij ∈ δ+(S).
To prove essential optimality of (f ′, µ), it suffices to show that S ⊆ V 0. For then ∇f ′i = 0 = bi
for all i ∈ S \ {t} (and hence all i that can reach t in Ef ′ , since δ−(S) = ∅); and ∇f ′i = ∇fi ≥ bi
for all i /∈ S, since Q ⊆ S.
Since σ∗ = 0, there are no paths in Ef from any node in R ∪ V − ∪ (V + ∩ T ) to Q ∪ {t}, and
hence all these nodes lie outside of S. It remains to show that all nodes of V + \ T also lie outside
of S.
We let S0 as in Claim 4.4. Clearly, T ⊆ S0 ⊆ S. Claim 4.4 asserts that there are not tight arcs
from T to S0 \ T . Since there are also no tight arcs in δ−(S0), we have that δ−Eµ(S0 \ T ) = ∅. Since
µ is safe, it follows by Lemma 2.6 that bµ(S0 \ T ) ≤ 0.
Next, consider S \ S0. We claim that f(δ−(S \ S0)) = 0. Clearly, there are no arcs ij ∈ E with
i /∈ S and j ∈ S \ S0. Assume fij > 0 for some arc ij ∈ E with i ∈ S0, j ∈ S \ S0. Then ji ∈ Eµf ,
and thus j ∈ S0, a contradiction. Since Q ⊆ S0, we see that
bµ(S \ S0) =
∑
i∈S\S0
∇fµi = f(δ−(S \ S0))− f(δ+(S \ S0)) ≤ 0.
Altogether, we conclude that bµ(S \ T ) ≤ 0. As we already know that S \ T ⊆ V + ∪ V 0, it
follows that V + ∩ (S \ T ) = ∅, as required.
The correctness of Algorithm 1 follows by the above statements and by Lemma 3.3.
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4.2 Bounding the number of augmentations
In this section, we will set up the required potential analysis, and prove a strongly polynomial bound
on the overall number of augmentations. This analysis will be further improved in Section 4.3 to
obtain the running time bound in Theorem 4.1.
Throughout this section and the following one, let I¯ = (V¯, E¯, t¯, γ¯, b¯) denote the initial instance
provided to Algorithm 1; so n = |V¯ | and m = |E¯|. Let (f¯, µ¯) denote the primal-dual pair satisfying
(⋆⋆) and for which −1 < ∇fµi − bµi < 2 for all i ∈ V¯ \ {t¯}, supplied by Algorithm 1 to the first
invocation of Recursive-Generalized-Flow. We use (f, µ) to denote the fitting pair at some
point in the execution of the algorithm, and I = (V,E, t, γ, b) for the associated instance.
Lemma 4.6. Ex(f, µ) ≤ 2n and Def(f, µ) ≤ 3n throughout Algorithm 2.
The proof will require the following property of T :
Lemma 4.7. After a label update step in Produce-Abundant-Arc with σ∗ > 0, there is no arc
tight arc in E leaving the set T .
Proof. Let µ denote the labels before and µ′ after the label update. For a contradiction, let ij ∈ Eµ′
with i ∈ T and j ∈ V \ T . Since i has a tight path to t w.r.t. µ, it follows that σi = 1. Recall
that γµ
′
ij = γ
µ
ijσj/σi ≤ σj using that γµij ≤ 1. Hence, ij ∈ Eµ
′
f yields σj = 1 as well as γ
µ
ij = 1. This
contradicts Claim 4.4. Indeed, σj = 1 is equivalent to j ∈ S0, and thus ij would be a tight arc
w.r.t. µ from T to S0 \ T .
Proof of Lemma 4.6. Let us start with the bound Ex(f, µ) ≤ 2n. Define
Ex(f, µ) :=
∑
i∈V \{t}
max{⌈∇fµi − bµi ⌉, 2};
clearly Ex(f, µ) ≤ Ex(f, µ), and since ∇f¯ µ¯i − bµ¯i < 2 for all i ∈ V¯ \ {t¯}, Ex(f¯, µ¯) = 2(n − 1). We
prove that Ex(f, µ) is nonincreasing throughout the algorithm, implying the bound on Ex(f, µ).
Consider a call to Produce-Abundant-Arc. A path augmentation may increase ∇fµi only
for t or a node i ∈ Q, where ∇fµi < bµi . Hence, Ex(f, µ) is not increased by a path augmentations.
We claim that no term in Ex(f, µ) increases during label update steps. For i ∈ V \ S, ∇fµi − bµi is
unchanged. For i ∈ S \ R, Lemma 4.2 (vi) implies that ∇fµi − bµi ≤ 1 after the label update. For
i ∈ S ∩R, the same Lemma 4.2 (vi) implies that µi is unchanged by the label update until the call
to Round-Labels, which does not increase ⌈∇fµi − bµi ⌉ by property (R3).
We also have, using Lemma 2.8, that for any e = pq tight for µ,
Ex(f, µ)− Ex(f/e, µ/e)
= max{⌈∇fµp − bµp⌉, 2} +max{⌈∇fµq − bµq ⌉, 2} −max{⌈∇fµp − bµp +∇fµq − bµq ⌉, 2}
≥ 0.
Thus, Ex(f, µ) does not increase upon a recursive call to the algorithm.
We now show Def(f, µ) ≤ 3n. Initially, Def(f¯, µ¯) ≤ n. Similarly to the above, Def(f, µ) does
not increase upon contracting a tight arc. Clearly a path augmentation will not increase the deficit
of any node in V \ {t}.
By Lemma 4.2 (vi) and the requirements on Round-Labels, bµi − ∇fµi ≤ 1 for all i ∈ T .
Lemma 4.7 asserts that δ−Eµ(V \ T ) = ∅. The safety of µ implies that bµ(V \ T ) ≤ 0 (Lemma 2.6).
We further claim that f(δ+(V \ T )) = 0. Indeed, if there were an arc ij ∈ δ+(T ) with fij > 0,
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then both ij, ji would have been tight edges in Ef before the label update. This contradicts the
definition of T , since there would have been tight j-t and t-j paths before the label update, both
via i. The above imply∑
i∈V \T
∇fµi − bµi = f(δ−(V \ T ))− f(δ+(V \ T ))− bµ(V \ T ) ≥ 0.
It follows that
Def(f, µ) =
∑
i∈T
max{bµi −∇fµi , 0} +
∑
i∈V \T
max{bµi −∇fµi , 0}
≤ |T |+
∑
i∈V \T
max{∇fµi − bµi , 0}
≤ |T |+ Ex(f, µ) ≤ 3n.
We measure progress via the potential
Φ(f, µ) :=
∑
i∈V +
∇fµi −
∑
i∈V −
∇fµi .
Lemma 4.8. At any point in the algorithm where a path augmentation is performed, |Φ(f, µ)| ≤
5n2.
Proof. Since Ex(f, µ) + Def(f, µ) ≤ 5n throughout the algorithm, and | supp(f)| ≤ n − 1, if
|Φ(f, µ)| ≥ 5(n− 1)n, then there must be some abundant arc. No path augmentation is performed
if there are any abundant arcs, so the claim follows.
Let us now examine how Φ(f, µ) changes during iterations of Produce-Abundant-Arc.
Clearly only path augmentations have any effect, since fµ is unchanged in the label update part.
Call a path augmentation that begins at a node in V − ∪ {t} and ends at a node in V + ∪ {t}
a helpful augmentation, and all other augmentations (including all null augmentations) unhelpful.
Note that an unhelpful augmentation decreases Φ(f, µ) by at most 2. Any helpful augmentation,
on the other hand, increases Φ(f, µ) by either 1 or 2.
Lemma 4.9. There are at most 6n unhelpful augmentations in any call to Produce-Abundant-
Arc.
Proof. Let (f˜, µ˜) be the fitting pair at the start of the call. Consider any i ∈ V +. Label update steps
can only decrease the (relabelled) excess ∇fµi −bµi (by Lemma 4.2 (iv)), and a helpful augmentation
will increase this excess, but only to a value below 1. An unhelpful augmentation involving i, on
the other hand, must decrease its excess, from a value of at least 1. It follows that the number of
unhelpful augmentations involving i is not more than the excess max{∇f˜ µ˜i − bµ˜i , 0} of i at the start
of the call. Hence the total number of unhelpful augmentations starting from nodes in V + is at
most Ex(f˜, µ˜).
Similarly, the total number of unhelpful augmentations ending at a node in V − is at most
Def(f˜, µ˜). By Lemma 4.6, there are at most 5n unhelpful augmentations overall.
Finally, the number of null augmentations is at most n. After a node in V − leaves Q it will
never re-enter, since label updates only increase its excess.
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This already gives a strongly polynomial bound on the number of augmentations. Consider
any sequence of path augmentations between contractions (or finding an essentially optimal fitting
pair). The value of Φ(f, µ) lies between −5n2 and 5n2 throughout this sequence, and aside from at
most 6n unhelpful augmentations that increase Φ(f, µ) by at most 12n in total, each augmentation
decreases Φ(f, µ) by at least 1. So there can be at most O(n2) augmentations between contractions,
and hence at most O(n3) augmentations in total. In the case of dense graphs (m = Θ(n2)) this is
sufficient to obtain the claimed running time of Theorem 4.1. For sparser graphs, a more refined
analysis is needed.
4.3 A refined bound on the number of augmentations
In this section, we prove the following more refined bound needed for Theorem 4.1.
Theorem 4.10. There are at most O(mn log(n2/m)) augmentations throughout the execution of
Algorithm 2.
In order to obtain this improved bound, we investigate how Φ(f, µ) changes through contractions.
In fact, we consider a different (but related) potential. Let
Ψ(f, µ) :=
∑
i∈V \{t}
|∇fµi |.
Lemma 4.11. If the total decrease of Ψ due to contractions over the algorithm is ∆, then the
number of augmentations is ∆+O(n2).
Proof. We first show that Ψ(f, µ) and Φ(f, µ) are always close. Consider the contribution of any
node i ∈ V \ {t} to Ψ(f, µ) and to Φ(f, µ). The contributions are equal if ∇fµi and bµi are both
positive or both negative, and otherwise, the contributions differ by at most 2|∇fµi |. If ∇fµi ≥ 0
and bµi ≤ 0, then |∇fµi | ≤ |∇fµi − bµi |, and similarly if ∇fµi ≤ 0 and bµi ≥ 0. Thus
|Ψ(f, µ)− Φ(f, µ)| ≤ 2
∑
i∈V \{t}
|∇fµi − bµi | ≤ 8n,
where the final inequality follows from Lemma 4.6.
The decrease in Φ due to a contraction can thus be bounded by the decrease in Ψ plus 16n.
Thus the total decrease in Φ due to contractions is bounded by ∆ + 16n2.
Lemma 4.8 shows that |Φ(f, µ)| ≤ 5n2 at any point where an augmentation occurs. Since by
Lemma 4.9 there are O(n) unhelpful augmentations per contraction, and hence O(n2) in total,
the total decrease in Φ due to unhelpful augmentations is at most O(n2). Since each helpful
augmentation increases Φ by at least one, the lemma follows.
For the remainder of this section, it will be convenient to think of contractions as preserving
the arc set; thus when contracting an arc e = pq, the resulting graph may be non-simple, and arc
e will become a loop. The sum of the indegrees (or outdegrees) of the graph at any moment will
then always be precisely m.
Consider some instance and fitting pair (f, µ) before contracting an abundant arc e with end-
points p and q (that is, e = pq or e = qp). By swapping the labels if necessary, we may assume
that p 6= t. Let (f ′, µ′) be the resulting fitting pair after contraction. If t = q, then
Ψ(f, µ)−Ψ(f ′, µ′) = |∇fµp |.
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If t 6= q, then
Ψ(f, µ)−Ψ(f ′, µ′) = |∇fµp |+ |∇fµq | − |∇fµp +∇fµq |
≤ 2min{|∇fµp |, |∇fµq |}.
Let di = |δ(i)| denote the total degree of i ∈ V (a loop counts twice towards the degree). Now since
fµa ≤ 5n for all a ∈ E, and f is acyclic, we deduce that |∇fµi | ≤ 5nmin{di, n} for all i ∈ V \ {t}.
Hence
Ψ(f, µ)−Ψ(f ′, µ′) ≤
{
5nmin{dp, n} if t = q
10nmin{dp, dq, n} if t 6= q
.
We now charge this potential decrease according to the following scheme. Each token has a value
of 10n. If t = q, give a token to each arc in δ(p) (a loop at p receives two tokens). If t 6= q, compare
dp and dq; assume by relabelling if necessary that dp ≤ dq. If dp ≥ n, we give n tokens to a central
store, and if dp < n, then give a token to each arc in δ(p) (again, a loop receives two tokens). The
total value of tokens assigned is then at least the potential decrease.
Lemma 4.12. The total number of tokens assigned over all contractions is at most O(m log(n2/m)),
and hence the total decrease in Ψ is at most O(mn log(n2/m)).
Proof. Consider the value κ :=
∑
i∈V \{t}min{di, n}. Each time the central store receives n tokens,
κ must decrease by n. Since κ is throughout between 0 and 2m and is nonincreasing, the central
store receives at most 2m tokens in total.
Consider an arc a = ij ∈ E¯. Each endpoint of a will be contracted with the root at most once,
and thus receives at most two tokens in this fashion. Every other time that a receives a token, one
endpoint of a doubles its degree (including loops). Once an endpoint has degree n or more, it does
not cause a to be charged further. Thus a receives at most ⌈log2(n/di)⌉+ ⌈log2(n/dj)⌉+ 2 tokens
(di refers to the degree of node i ∈ V¯ ).
Applying Jensen’s inequality to the concave function x log2(n/x), the total number of tokens
assigned to arcs is at most∑
ij∈E¯
(log2(n/di) + log2(n/dj) + 4) = 2
∑
i∈V¯
di log2(n/di) + 4m ≤ 4m log2(n2/2m) + 4m.
This completes the proof of Theorem 4.10.
4.4 Bounding the work per augmentation
In this section, we complete the proof of Theorem 4.1. First, we note that the algorithm requires
O(m + n log n) arithmetic operations between augmentations. As already observed, this is the
number of operations needed for the call to Highest-Gain. Finding an augmenting path if one
exists, as well as computing T , can be done with breadth-first searches in timeO(m). Computing the
values of ξi, σ
∗, and updating the labels takes time O(n). The only other nontrivial step is Round-
Labels, which we have not yet defined. We will do so below – it will also require O(m+ n log n)
operations. The running time bound claimed in Theorem 4.1 then follows by Theorem 4.10.
The final step to showing that our algorithm is strongly polynomial is to demonstrate, with an
appropriately defined Round-Labels subroutine, that all numbers appearing during the algorithm
have encoding lengths polynomially bounded in the input size. This was a nontrivial challenge in
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the previous strongly polynomial algorithm [31]. For our algorithm, we will see that this can be
done rather cleanly.
Consider an instance I = (V,E, t, γ, b), such that γ ∈ QE++ and b ∈ QV \{t}. Let B be an integer
that exceeds the largest numerator or denominator appearing in the description of the γe and bi
values as ratios of two integers.
We do not need to work with the flow f directly, but maintain the relabelled flow fµ instead.
This remains integral throughout, except at the very beginning and in the final computation of a
primal solution. Moreover, the values fµe are strongly polynomially bounded. Indeed, whenever
fµe > 5n then e is abundant according to Lemma 4.6. Let us now turn to the labels µ.
Definition 4.13. Given a labelling µ ∈ QV++, we say that a node i ∈ V + ∪ V − is an anchor if
bi/µi is an integer, bounded by 5n
2 in absolute value. We also say that a node i ∈ V 0 ∪ {t} is an
anchor if µi = 1. We say that a node j ∈ V is anchored if there is a path P in
↔
Eµ between j and
an anchor node.
Note that if i is an anchor, then µi can be written as a fraction with numerator and denominator
both bounded by 5n2B. If j is anchored, then it can be written as γ(P ) · µi for some path P ∈
↔
E
and anchor i, and hence it may be written as a fraction with numerator and denominator both
bounded by 5n2Bn. We will construct Round-Labels in such a way that all nodes are anchored
after the call, providing us with the required PSPACE guarantee.
The Round-Labels procedure is defined in Algorithm 4. It modifies the labels in two stages.
In the first stage, we decrease the label of certain nodes until they become anchored. The update
is carried out via the subroutine Highest-Gain; every tight arc remains tight during the update.
Some nodes may become anchors due to the label decrease, whereas other nodes may become
anchored as they become connected to an anchor node by a tight path.
During this first stage, Highest-Gain obtains positive multipliers θi > 0 for a subset Vˆ ⊆ V ;
however, we may get θi = 0 for a nonempty set V \ Vˆ . This means that nodes in V \ Vˆ cannot
become anchored even if their labels are arbitrarily decreased; in particular, every such node must
be in V 0 ∪ {t}, and δ+E(Vˆ ) = ∅. For these nodes, the first stage multiplies the labels by a factor
θ∗ ≤ 1 so that γµ′ij ≤ 1 for all ij ∈ δ−E (Vˆ ), and also µ′i ≤ 1 for all i ∈ V \ Vˆ .
The second stage of Round-Labels calls Highest-Gain a second time, to increase the labels
on V \ Vˆ , until they become anchored (labels in Vˆ are unaffected). Since V \ Vˆ ⊆ V 0 ∪ {t}, this
does not cause difficulties with property (R3). Note that the second stage returns strictly positive
multipliers κi > 0 since a node i ∈ V 0 ∪ {t} becomes an anchor once µi = 1.
Lemma 4.14. The output (f ′, µ′) of Round-Labels satisfies all the required properties (R1)
through (R3).
Proof.
(R1) f ′µ
′
= fµ: This is immediate from the definition of f ′ in line 10.
(R2) (f ′, µ′) is a fitting pair with Eµ
′ ⊇ Eµ: It suffices to show that γµ′ij ≤ 1 for all ij ∈ E ∪
←
Eµ.
If i, j ∈ Vˆ , then ji ∈ E′; by the definition of Highest-Gain, θj ≥ θiγ′ji. Recalling that
γ′ji = 1/γ
µ
ji = γ
µ
ij , we have γ
µ′
ij = γ
µ
ijθi/θj ≤ 1. If i, j ∈ V \ Vˆ , an essentially identical
argument holds: ij ∈ E¯, and so κi ≥ κj γ¯ij, implying that γµ
′
ij ≤ 1. There are no arcs in
E ∪ ←Eµ leaving Vˆ , so the only remaining case is that i ∈ V \ Vˆ , j ∈ Vˆ . By the definition of
Highest-Gain, κi ≤ γ¯ij , from which the claim follows immediately.
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Algorithm 4 Round-Labels
⊲ First stage
1: (V ′, E′)← (V ∪ {t′}, ←E ∪ Eµ ∪ {it′ : i ∈ V + ∪ V −}).
2: γ′ij ← 1/γµij for all ij ∈
←
E ∪ Eµ; γ′it′ ← |bµi |/⌈|bµi |⌉ for all i ∈ V + ∪ V −.
3: θ ← Highest-Gain(V ′, E′, γ′, {t′}).
4: Vˆ ← {i ∈ V : θi > 0}; θ∗ ← min
{
1, mini∈V \Vˆ µ
−1
i , minij∈δ−
E
(Vˆ ) θj/γ
µ
ij
}
.
5: µ′i ← µiθi for all i ∈ Vˆ ; µ′i ← µiθ∗ for all i ∈ V \ Vˆ .
⊲ Second stage
6: (V¯, E¯)← (V ∪ {t¯}, E ∪ ←Eµ ∪ {it¯ : i ∈ V \ Vˆ }).
7: γ¯ij ← γµ
′
ij for all ij ∈ E ∪
←
Eµ; γ¯it¯ ← µ′i for all i ∈ V \ Vˆ .
8: κ← Highest-Gain(V¯, E¯, γ¯, Vˆ ∪ {t¯}).
9: µ′i ← µ′i/κi for all i ∈ V \ Vˆ .
10: f ′ij ← fij · µ′i/µi for all ij ∈ E.
11: return (f ′, µ′).
(R3) for all i ∈ V \ {t}, |bµi | ≤ |bµ
′
i | ≤ ⌈|bµi |⌉: This is trivial for i ∈ V 0. Consider any node i ∈
V + ∪ V −. Since θi ≤ 1, we have |bµ
′
i | ≥ |bµi |. Furthermore, |bµ
′
i | = |bµi |/θi ≤ |bµi |/γ′it′ = ⌈|bµi |⌉.
Lemma 4.15. Every node is anchored in the labelling µ′ returned by Round-Labels.
Proof. First, consider any node i ∈ V + ∪ V − for which θi = γ′it′ . Then bµ
′
i = b
µ
i · γ′it′ is either the
round up or round down of bµi . Further, we have
|bµi | ≤ |∇fµi |+ |∇fµi − bµi | ≤ 5n(n− 1) + 3n ≤ 5n2,
since fe ≤ 5n for all e ∈ E, and Ex(f, µ) and Def(f, µ) are both bounded by 3n. Thus i is an
anchor for µ′.
Now consider any i ∈ Vˆ , and let P be a highest gain path to t′ in (V ′, E′). Then the penultimate
vertex of P is an anchor, and all preceding arcs of P are tight with respect to µ′; thus i is anchored
in µ′.
Finally, consider any i ∈ V \ Vˆ , and let P be the highest gain path to Vˆ ∪ {t¯} in (V¯, E¯). If
the final arc of P is jt¯, then µ′j = 1 and i is anchored. Otherwise, P connects j to a node k ∈ Vˆ .
Either k itself is an anchor, or it is connected to an anchor k′ ∈ Vˆ by a tight path P ′; thus, the
concatenation of P and P ′ connects i to an anchor, and the same argument applies as above.
5 Phase one: finding a feasible solution
We are now ready to complete the proof of Theorem 2.1. Consider an arbitrary input instance
I = (V,E, t, γ, b), without the assumption (⋆) on the existence of an initial fitting pair (f¯, µ¯). We
present a two-phase algorithm, similar to the two-phase simplex method. The first phase may
conclude infeasibility or unboundedness, and otherwise returns an initial fitting pair (f¯, µ¯) on a
subset of the original node set. The second phase solves the flow maximization problem starting
from (f¯, µ¯). The main work in both phases will be an execution of Algorithm 1.
For a node set W ⊆ V with t ∈ W , we let I[W ] denote the restriction of the instance to W ,
obtained by deleting all nodes in V \W and the incident arcs. We now give an overview of the
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first phase. This will partition the node set V as V = X ∪ Y ∪Z, where some of these sets may be
empty.
• Let us call a node i ∈ V flooded, if there exists a flow generating cycle C ⊆ E (that is,
γ(C) > 1), along with a path P ⊆ E connecting a node of C to i. We can use C and P to
generate arbitrary amounts of excess flow at node i; hence arbitrary demand bi can be met at
a flooded node i. We let X denote the set of flooded nodes; let fX ∈ RE[X]+ denote a feasible
solution in I[X]. If t ∈ X, then the objective is unbounded whenever the instance is feasible.
• If t ∈ X, then we let Y := ∅. Otherwise, we let Y denote the set of nodes reachable from t in
E. We can send flow from the sink t to satisfy the demand of every node in Y \ {t}. Thus,
we can obtain a fitting pair (fY , µY ) to I[Y ] with fY feasible in I[Y ].
• Finally, we let Z := V \ (X ∪ Y ) denote the remaining set of nodes. If this is nonempty,
we create a new problem instance for which obtaining condition (⋆) will be straightforward.
Moreover an essentially optimal fitting pair (fZ , µZ) for this instance, obtained using Algo-
rithm 1, will yield either a certificate of infeasibility for I[Z], and hence for I, or will satisfy
(⋆) for I[Z].
In the case that I[Z] was feasible and t was not a flooded node, we have that I is feasible with
a bounded optimum. In this case we can combine (fZ , µZ) with (fY , µY ) to obtain a fitting pair
for I[Z ∪ Y ] satisfying (⋆). Applying Algorithm 1, we obtain an essentially optimal fitting pair for
I[Z ∪ Y ]. Finally, we combine this with fX to obtain an optimal primal-dual pair for the entire
instance. Let us now consider each step in more detail.
Step 1: The flooded node set X. Our algorithm starts by identifying the set X. A flow
generating cycle is a negative cycle with respect to the cost function ce = − log γe. Hence we can
adapt any negative cycle detection subroutine (e.g. [1, Chapter 5.5]) to find a negative cycle, or
conclude that none exists in O(nm) time. We can use a multiplicative adaptation of the cycle
detection algorithms to avoid computations with logarithms. If a flow generating cycle C is found,
then we include all nodes incident to C into X, as well as all other nodes that are reachable on a
directed path from C. We remove every vertex added to X from V , and repeat the same process.
In O(n) iterations, we correctly identify X; thus V \X contains no flow generating cycles.
We can construct a vector fX ∈ RE[X]+ with ∇fXi ≥ bi for each i ∈ X as follows. For every
node i ∈ X ∩ V +, the algorithm identifies a flow generating cycle C and a path P connecting C to
P . Let f (i) be the flow supported on C ∪ P such that ∇f (i)i = bi and ∇f (i)j = 0 for j 6= i. We let
fX :=
∑
i∈X∩V + f
(i).
Step 2: The node set Y . If t ∈ X, we set Y = ∅ and move directly to Step 3 below. Otherwise,
we define Y as the set of nodes reachable from t in V \X. This set can be identified using depth-first
search. We now construct a fitting pair (fY , µY ) on I[Y ] with fY feasible as follows. Let µYt := 1,
and for every i ∈ Y \ {t}, we define
µYi := max{γ(P ) : P is a directed walk from t to i}. (2)
This is well-defined and finite since there are no flow generating cycles in Y ; they are all contained
in X.4 We can efficiently compute the values µYi via the multiplicative adaptation of Dijkstra’s
4This is called a canonical labelling from t in [7].
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algorithm. It is immediate by the definition that µY is a feasible labelling for I[Y ], and that there
exists a tight t-i path Pi for every i ∈ Y w.r.t. µY . For every i ∈ Y ∩ V +, we let g(i) be the flow
sending bi units on Pi to the node i (that is, the relabelled flow will be b
µY
i on every arc of Pi). We
let fY :=
∑
i∈X∩V + g
(i). Clearly, (fY , µY ) is a fitting pair.
Step 3. The node set Z. We define Z := V \ (X ∪ Y ). (Z may be empty, in which case this
step becomes trivial.) For i ∈ Z, we let
µZi := max{γ(P ) : P is a directed walk ending in i}, (3)
with the convention that γ(P ) = 1 for a walk P comprising a single node. This can be computed
via the multiplicative adaptation of Dijkstra’s algorithm. As with µY , we can see that µZ is
well defined and finite, and µZi γij ≤ µZj for every ij ∈ E[Z]. Let us construct the instance
I ′ = (Z ∪ {t′}, E′, t′, γ′, b′) as follows. Let E′ := E[Z] ∪ {t′j : j ∈ Z ∩ V +}, b′i := bi for all i ∈ Z,
and γ′e := γe for all e ∈ E[Z]. For the new arcs t′j, we let γ′t′j := µZj .
Let us now define the initial fitting pair (f˜, µ˜) for I ′ required by (⋆). We set µ˜t′ := 1, and
µ˜j := µ
Z
j for all j ∈ V \ Z. We let f˜e := 0 for all arcs e ∈ E[Z], and f˜t′j := bj/µj for the arcs in
δ+(t′). Note that this flow is feasible, since ∇f˜j = max{bj , 0} for every j ∈ Z. Also, f˜ fits µ˜, since
all arcs in δ+(t′) are tight.
Now let (fZ , µZ) be an essentially optimal fitting pair for I ′, obtained using Algorithm 1 with
(f˜, µ˜) as the initial fitting pair.
Lemma 5.1. The original instance I is feasible if and only if fZ(δ+(t′)) = 0. Furthermore, if the
instance is feasible and t ∈ X, then (P) is unbounded.
Proof. Let us first assume fZ(δ+(t′)) = 0. We obtain a feasible flow f in I by setting fe := fXe if
e ∈ E[X], fe := fYe if e ∈ E[Y ], fe := fZe if e ∈ E[Z], and fe := 0 otherwise. Further, if t ∈ X, then
we can obtain an arbitrary large objective value via the solution f + αf (t) for α arbitrarily large.
In the other direction, assume there is a feasible solution f to I. Then we obtain a feasible
solution f ′ to I ′ by setting f ′ij = fij for ij ∈ E[Z] and f ′t′j = 0 for all t′j ∈ E′. Note that δ−(Z) = ∅
by the definition of the sets X and Y . The objective value is ∇f ′t′ = 0. This is the optimum value
of (P) for I ′, since δ+(t′) = ∅.
In light of the above lemma, if fZ(δ+(t′)) < 0, we terminate with the conclusion that I is
infeasible. If fZ(δ+(t′)) = 0, but t ∈ X, then we terminate with the conclusion that the instance I
is feasible with an unbounded objective.
Second phase. Let us now assume that fZ(δ+(t′)) = 0 and t /∈ X. Let us define f¯ as f¯e := fYe
if e ∈ E[Y ], f¯e := fZe if e ∈ E[Z], and f¯e := 0 otherwise. This gives a feasible primal solution to
I[Y ∪ Z]. We have that µ˜ is a feasible dual in I[Y ] and µ′ is a feasible dual to I[Z]. Further, we
have δ−(Z) = ∅. If there are no arcs from Z to Y , then we define µ¯ by µ¯i := µYi if i ∈ Y and
µ¯i := µ
Z
i if i ∈ Z. Otherwise, we let δ := maxi∈Z,j∈Y µiγij/µj , and define µ¯i := δµYi if i ∈ Y
and µ¯i := µ
Z
i if i ∈ Z. In either case, (f¯, µ¯) is a fitting pair satisfying (⋆) for I[Y ∪ Z]. Running
Algorithm 1 yields an essentially optimal fitting pair (fˆ, µˆ) for this instance.
We construct an optimal primal-dual pair (f∗, µ∗) to I as follows. For the primal optimal
solution, let us return f∗e := f
X
e for e ∈ E[X], f∗e := fˆe for e ∈ E[Y ∪ Z], and f∗e := 0 otherwise.
We let µ∗i = µˆi if i can reach t in Ef∗ , and µ
∗
i = ∞ otherwise (this will include all nodes in X).
Since both primal and dual are feasible, and satisfy complementary slackness, this is an optimal
solution.
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Running time. The running time of Step 1 is dominated by O(n) negative cycle detections, in
total running time O(n2m). Step 2 requires a depth-first search, Dijkstra’s algorithm, as well as
determining O(n) path flow values. These can be implemented altogether in time O(n2). Step 3
as well as the second phase call Algorithm 1. The analysis in the previous sections show that this
takes O(mn(m+ n log n) log(n2/m)); this contribution dominates.
Encoding length. It is immediate that the labels µY and µZ , have bounded encoding length in
the size of the input, and the same holds for (f˜, µ˜) used as the initial solution in the first stage.
Using that Algorithm 1 is in PSPACE, it follows that the overall algorithm is also in PSPACE.
The proof of Theorem 2.1 is now complete.
Remark. The algorithm in [31] used Radzik’s [20] strongly polynomial cycle-cancelling subroutine
to obtain an initial fitting pair. The argument presented here is also applicable to the algorithm in
[31], and thus cycle-cancelling can be avoided. In fact, many arguments in this section have already
been used in [31, Section 8].
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