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RESONANCES FOR 1D MASSLESS DIRAC OPERATORS
ALEXEI IANTCHENKO AND EVGENY KOROTYAEV
Abstract. We consider the 1D massless Dirac operator on the real line with compactly
supported potentials. We study resonances as the poles of scattering matrix or equivalently
as the zeros of modified Fredholm determinant. We obtain the following properties of the
resonances: 1) asymptotics of counting function, 2) estimates on the resonances and the for-
bidden domain, 3) the trace formula in terms of resonances.
1. Introduction and main results
We consider the 1D massless Dirac operator H acting in the Hilbert space L2(R) ⊕ L2(R)
and given by
H = −iJ d
dx
+ V (x), J =
(
1 0
0 −1
)
, V =
(
0 q
q 0
)
.
Here q ∈ L1(R) ∩ L2(R) is a complex-valued function. In order to define resonances we will
need to suppose that q has compact support and satisfy the following hypothesis:
Condition A. A complex-valued function q ∈ L2(R) and supp q ⊂ [0, γ], for some γ > 0,
where [0, γ] is the convex hull of the support of q.
It is well known (see [DEGM], [ZMNP]) that the operator H is self-adjoint and its spectrum
is purely absolutely continuous and is given by the set R.
We consider the Dirac equation for a vector valued function f(x)
− iJf ′ + V f = λf, λ ∈ C, f(x) = f1(x)e+ + f2(x)e−, e+ =
(
1
0
)
, e− =
(
0
1
)
, (1.1)
where f1, f2 are the functions in x ∈ R. System (1.1) is also known as the Zakhorov-Shabat
system (see [DEGM], [ZMNP]). Define the fundamental solutions ψ±, ϕ±, of (1.1) under the
following conditions
ψ±(x, λ) = e±iλxe±, x > γ; ϕ
±(x, λ) = e±iλxe±, x < 0.
Define the functions
a(λ) = det(ψ+(x, λ), ϕ−(x, λ)), b(λ) = det(ϕ−(x, λ), ψ−(x, λ)), (1.2)
where det(f, g) is the Wronskian for two vector-valued functions f, g.
Below we consider all functions and the resolvent in upper-half plane C+ and
we will obtain their analytic continuation into the whole complex plane C. Note
that we can consider all functions and the resolvent in lower-half plane C− and to obtain their
analytic continuation into the whole complex plane C. The Riemann surface of the resolvent
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for the Dirac operator consists of two disconnected sheets C. In the case of the Schro¨dinger
operator the corresponding Riemann surface is the Riemann surface of the function
√
λ.
The zeros of a(λ) in C− are called resonances with multiplicities as zeros of
function a(λ).
Before to proceed with our results, we need to give a short introduction to the subject.
Resonances, from a physicists point of view, were first studied by Regge in 1958 (see [R58]).
Since then, the properties of resonances has been the object of intense study and we refer
to [SZ91] for the mathematical approach in the multi-dimensional case and references given
there. In the multi-dimensional Dirac case resonances were studied locally in [HB92]. We
discuss the global properties of resonances in the one-dimensional case. A lot of papers are
devoted to the resonances for the 1D Schro¨dinger operator, see Froese [F97], Korotyaev [K04],
Simon [S00], Zworski [Z87] and references given there. We recall that Zworski [Z87] obtained
the first results about the asymptotic distribution of resonances for the Schro¨dinger operator
with compactly supported potentials on the real line. Different properties of resonances were
determined in [H99], [K11], [S00] and [Z87]. Inverse problems (characterization, recovering,
plus uniqueness) in terms of resonances were solved by Korotyaev for the Schro¨dinger operator
with a compactly supported potential on the real line [K05] and the half-line [K04].
The ”local resonance” stability problems were considered in [K04s], [MSW10].
However, we know only one paper [K12] about the resonances for the Dirac operator H on
the real line. In particular, for each p > 1 the estimates of resonances in terms of potentials
are obtained: ∑
Imλn<0
1
|λn − i|p 6
CYp
log 2
(
4γ
π
+
∫
R
|q(x)|dx
)
,
where C 6 25 is an absolute constant and Yp =
√
π
Γ(p−1
2
)
Γ(p
2
)
, and Γ is the Gamma function.
Inverse scattering theory for the Zakharov-Shabat systems were developed for the investiga-
tion of NLS, see [FT87], [DEGM], [ZMNP]. In [Gr92] Grebert studies the inverse scattering
problem for the Dirac operator on the real line. In [IK2] we give the properties of bound
states and resonances for the Dirac operator with mass m > 0 on the half-line. In [IK3] we
describe the properties of graphene with localized impurities modeled by the two-dimensional
Dirac operator with compactly supported radial potential. We address the inverse resonance
problem for 1D Dirac operators in [IK4].
In this paper we study resonances for the massless Dirac operator. This analysis is based
on the properties of functions a, b defined in (1.2). We will show that functions a, b are entire
and
a(iη) = 1 + o(1) as η →∞. (1.3)
All zeros of a(λ) lie in C−. We denote by (λn)
∞
1 the sequence of zeros in C− of a (multiplicities
counted by repetition), so arranged that
0 < |λ1| 6 |λ2| 6 |λ2| 6 . . .
and let λn = µn + iηn, n > 1. The massless Dirac operator with q ≡ 0 we denote by H0. The
scattering matrix S for the pair H,H0 has the following form
S(λ) = 1
a(λ)
(
1 −b(λ)
b(λ) 1
)
, λ ∈ R.
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Here 1/a is the transmission coefficient and −b/a (or b/a) is the right (left) reflection coeffi-
cient. Due to (1.3) we take the unique branch log a(λ) = o(1) as λ = iη, η →∞.
We define the function
log a(λ, q) = ν(λ, q) + iφsc(λ, q), φsc(λ, q) = arg a(λ, q), ν(λ, q) = log |a(λ, q)|, λ ∈ C+,
where the function φ is called the scattering phase (or the spectral shift function, see [Kr])
and the function ν is called the action variable for the non-linear Schroo¨dinger equation on
the real line (see [ZMNP]). The scattering matrix S(λ) is unitary and we have the identities
|a(λ)|2 − |b(λ)|2 = 1, λ ∈ R,
det S(λ) = e−i2 arg a(λ) = e−i2φsc(λ), λ ∈ R.
If q′′ ∈ L2(R) then we have the following asymptotic estimate (see [ZMNP])
i log a(λ) = −Q0
λ
− Q1
λ2
− Q2 + o(1)
λ3
, λ = iη, η →∞, (1.4)
where Qj =
1
π
∫
R
λj log |a(λ)| dλ, j = 0, 1, . . . ,
Qj = 2
−jHj, j = 0, 1, 2,
H0 = 1
2
∫
R
|q(x)|2dx, H1 = 1
2
∫
R
q′(x)q(x)dx, H2 = 1
2
∫
R
(|q′(x)|2 + |q(x)|4)dx.
Here Hj are hierarchy of the defocussing cubic non-linear Schro¨dinger equation (dNLS) on
the real line given by
−i∂ψ
∂t
= −ψxx + 2|ψ|2ψ.
The main goal of our paper is to describe the properties of the resonances and to determine
the trace formula in terms of resonances. We achieve this goal by studying the properties of
function a(λ) which is entire function of exponential type with zeros in C−.
We introduce the modified Fredholm determinant (see [GK69]) as follows. Using the fac-
torization of potential V, we introduce the operator valued function (the sandwich operator)
Y0(λ) by
Y0(λ) = V2R0(λ)V1, where V = V1V2, V2 = |q| 12 I2.
Observing that Y0(λ) is in the Hilbert-Schmidt class B2 but not in the trace class B1 (explained
in the beginning of Section 6), we define the modified Fredholm determinant D(λ) by
D(λ) = det
[
(I + Y0(λ))e
−Y0(λ)
]
, λ ∈ C+.
Then the function D(·) is well-defined in C+.
We define the space Lp(R), p > 1, equipped with the standard norm ‖f‖p =
(∫
R
|f(x)|pdx) 1p .
Let H2+ denote the Hardy class of functions g which are analytic in C+ and satisfy
sup
y>0
∫
R
|g(x+ iy)|2dx <∞.
We formulate now the main result about the function a(λ).
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Theorem 1.1. Let q ∈ L1(R) ∩ L2(R). Then function a and the determinant D are analytic
in C+, continuous up to the real line and satisfy
a = D, (1.5)
logD(·) = log a(·) ∈ H2+. (1.6)
Moreover, if in addition q′ ∈ L1(R) then
i log a(λ) = −‖q‖
2
2 + o(1)
2λ
as Imλ→∞. (1.7)
Remark. 1) To the best of our knowledge, the important identity (1.5) is new in the
settings of Dirac systems. We will stress on the fact that for the massless Dirac operator
there is no factor of proportionality in the identity. In the massive case (see [IK2, IK3]) the
situation is different.
2) The proof of Theorem 1.1 follows from Lemma 6.1 and is given in Section 6.
We determine the asymptotics of the counting function. We denote the number of zeros
of a function f having modulus 6 r by N (r, f), each zero being counted according to its
multiplicity.
Theorem 1.2. Assume that potential q satisfies Condition A. Then a(·) has an analytic
continuation from C+ into the whole complex plane C and satisfies:
N (r, a) = 2rγ
π
(1 + o(1)) as r →∞. (1.8)
Moreover, for each δ > 0 the number of zeros of a with modulus 6 r lying outside both of the
two sectors | arg z| < δ, | arg z − π| < δ is o(r) for large r.
Remark. 1) Zworski obtained in [Z87] similar results for the Schro¨dinger operator with
compactly supported potentials on the real line.
2) Our proof follows from Proposition 3.4 and Levinson Theorem 2.1.
The analytic properties of function a imply estimates of resonances in terms of the potential.
Theorem 1.3. Assume that potential q satisfies Condition A and q′ ∈ L1(R). Let λn ∈ C−,
n > 1, be any zero of a(λ) in C− (i.e. resonance). Then∣∣∣∣λ2n + i2λn‖q‖22
∣∣∣∣ 6 C1e−2γ Imλn , (1.9)
where the constant
C1 = sup
λ∈R
∣∣∣∣λ2(a(λ)− 1 + 12iλ‖q‖22
)∣∣∣∣ <∞. (1.10)
In particular, for any A > 0, there are only finitely many resonances in the region
{Imλ > −A− 1
γ
log |Reλn|}.
Remark. 1) The similar results for the Schro¨dinger operator were obtained in [K04].
2) Estimate (1.10) describes the forbidden domain for the resonances.
3) The proof of the theorem follows from Corollary 2.3 using Proposition 3.4, Lemma 4.1
and asymptotics (4.5).
We determine the trace formulas in terms of resonances for the Dirac operator.
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Theorem 1.4. Assume that potential q satisfies Condition A. Let f(λ) = ϕˆ(λ), for ϕ ∈ C∞0 ,
and let λn be a resonance and φ
′
sc(λ) the scattering phase, then
Tr(f(H)− f(H0)) = −
∫
R
f(λ)φ′sc(λ)dλ =
∑
ν>1
f(λn), (1.11)
φ′sc(λ) =
1
π
∑
n>1
Im λn
|λ− λn|2 , λ ∈ R. (1.12)
Tr(R(λ)− R0(λ)) = −iγ − lim
r→+∞
∑
|λn|6r
1
λ− λn , (1.13)
where the series converge uniformly in every bounded subset on the plane by condition (2.2).
Remark. These results are similar to the 1D Schro¨dinger case (see Korotyaev [K04], [K05])
and in 3D (see [IK11]).
The plan of our paper is as follows. In Section 2 we recall some results about entire functions
and prove Theorem 1.3 referring to the results obtained in Section 4. In Section 3 we describe
the properties of fundamental solutions and prove Theorem 1.2. In Section 4 we obtain uniform
estimates on the Jost solution as λ→∞ under the condition that q′ ∈ L1(R). In Section 5 we
prove useful Hilbert-Schmidt estimates for the ”sandwiched” free resolvent . In Section 6 we
give the properties of the modified Fredholm determinant and prove Theorems 1.1 and 1.4.
2. Cartwright class of entire functions
In this section we will prove Theorem 1.3. The proof is based on some well-known facts from
the theory of entire functions which we recall here. We mostly follow [Koo81]. We denote the
number of zeros of function f having modulus 6 r by N (r), each zero being counted according
to its multiplicity. We sometimes write N (r, f) instead of N (r) when several functions are
being dealt with. An entire function f(z) is said to be of exponential type if there is a
constant A such that |f(z)| 6 const eA|z| everywhere. The infimum of the set of A for which
such inequality holds is called the type of f . For each exponential type function f we define
the types ρ±(f) in C± by
ρ±(f) ≡ lim sup
y→∞
log |f(±iy)|
y
.
Fix ρ > 0. We introduce the class of exponential type functions
Definition. Let Eδ(ρ), δ > 0, denote the space of exponential type functions f , which satisfy
the following conditions:
i) ρ+(f) = 0 and ρ−(f) = ρ,
ii) f(z) does not have zeros in C+,
iii) f ∈ L∞(R),
iv) |f(x)| > δ for all x ∈ R.
The function f is said to belong to the Cartwright class if f is entire, of exponential type,
and the following conditions hold true:∫
R
log(1 + |f(x)|)
1 + x2
dx <∞, ρ+(f) = 0, ρ−(f) = ρ > 0,
for some ρ > 0.
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Assume f belong to the Cartwright class and denote by (zn)
∞
n=1 the sequence of its zeros
6= 0 (counted with multiplicity), so arranged that 0 < |z1| 6 |z2| 6 . . . . Then we have the
Hadamard factorization
f(z) = Czmeiρz/2 lim
r→∞
∏
|zn|6r
(
1− z
zn
)
, C =
f (m)(0)
m!
, (2.1)
for some integer m, where the product converges uniformly in every bounded disc and∑ | Im zn|
|zn|2 <∞. (2.2)
Given an entire function f , let us denote by N+(r, f) the number of its zeros with real part
> 0 having modulus 6 r, and by N−(r, f) the number of its zeros with real part < 0 having
modulus 6 r. As usual, N (r, f) = N−(r, f) +N+(r, f) is the total number of zeros of f with
modulus 6 r, and multiple zeros f are counted accoding to their multiplicities in reckoning
the quantities N−(r, f),N+(r, f) and N (r, f). We need the following well known result (see
[Koo81], page 69).
Theorem 2.1 (Levinson). Let the function f belong to the Cartwright class for some ρ > 0.
Then
N±(r, f) = ρ r
2π
(1 + o(1)) as r →∞. (2.3)
For each δ > 0 the number of zeros of f with modulus 6 r lying outside both of the two sectors
| arg z|, | arg z − π| < δ is o(r) for large r.
Below we will use some arguments from the paper [K04], where some properties of resonances
were proved for the Schro¨dinger operators. In order to adapt the formulas to our settings we
write ρ = 2γ, γ > 0. In order to prove Theorem 1.2 we need
Lemma 2.2. Let f ∈ Eδ(2γ) for some δ ∈ [0, 1] and γ > 0. Assume that for some p > 0 there
exists a polynomial Gp(z) = 1 +
∑p
1 dnz
−n and a constant Cp such that
Cp = sup
x∈R
|xp+1(f(x)−Gp(x))| <∞. (2.4)
Then for each zero zn, n > 1, the following estimate holds true:
|Gp(zn))| 6 Cp|zn|−p−1e−2γyn , yn = Im zn. (2.5)
Proof. We take the function fp(z) = z
p+1(f(z)−Gp(z))e−i2γz . By condition, the function
fp satisfies the estimates
1) |fp(x)| 6 Cp for x ∈ R,
2) log |fp(z)| 6 O(|z|) for large z ∈ C−
3) lim supy→∞ y
−1 log |fp(−iy)| = 0
Then the Phragmen-Lindelo¨f Theorem (see [Koo81], page 23) implies |fp(z)| 6 Cp for z ∈
C−. Hence at z = zn we obtain
|zp+1Gp(z)e−i2γz| = |fp(z)| = |zp+1(f(z)−Gp(z))e−i2γz| 6 Cp, (2.6)
which yields (2.5).
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Corollary 2.3. Let f ∈ Eδ(2γ) for some δ ∈ [0, 1] and γ > 0. and let zn, n > 1, be zeros of f .
i) Assume that C0 = supx∈R |x(f(x)− 1)| <∞. Then each zero zn, n > 1, satisfies
|zn| 6 C0e−2γyn . (2.7)
ii) Assume that C1 = supx∈R |x2f(x)− x2 − Ax| <∞ for some A. Then each zero zn, n > 1,
satisfies
|zn(zn + A)| 6 C1e−2γyn . (2.8)
Proof of Theorem 1.3. Note that in Proposition 3.4 it is proved that the inverse of
the transmission coefficient a(λ) belongs to E1(2γ). Moreover, if q satisfies Condition A and
q′ ∈ L1(R), then a(λ) satisfy uniform bound (4.5), Lemma 4.1, and therefore the conditions
of Corollary 2.3 are satisfied with A = i
2
‖q‖22.
3. Dirac systems
3.1. Preliminaries. We consider the Dirac system (1.1) for a vector valued function f(x) =
f1(x)e+ + f2(x)e−, where f1, f2 are the functions of x ∈ R :{ −if ′1 + qf2 = λf1
if ′2 + qf1 = λf2
λ ∈ C. (3.1)
Here q ∈ L1(R) ∩ L2(R) is a complex-valued function.
Note that if the function f(x, λ) = (f1(x, λ), f2(x, λ))
T is solution of (3.1) with λ ∈ C, then
f˜(x, λ) := (f 2(x, λ), f1(x, λ))
T is also the solution of (3.1) with the same λ.
Define the fundamental solutions ψ±, ϕ±, of (3.1) satisfying the following conditions
ψ±(x, λ) = e±iλxe±, x > γ; ϕ
±(x, λ) = e±iλxe±, x < 0.
Then
det(ψ+(x, λ), ψ−(x, λ)) = det(ϕ+(x, λ), ϕ−(x, λ)) = 1,
ψ˜+(x, λ) = ψ−(x, λ), ϕ˜+(x, λ) = ϕ−(x, λ).
For λ ∈ R, we have
ϕ−(x, λ) = b(λ)ψ+(x, λ) + a(λ)ψ−(x, λ), ψ+(x, λ) = b˜(λ)ϕ−(x, λ) + a(λ)ϕ+(x, λ),
where
a(λ) = det(ψ+(x, λ), ϕ−(x, λ)), b(λ) = det(ϕ−(x, λ), ψ−(x, λ))
and
b˜(λ) = det(ϕ+(x, λ), ψ+(x, λ)) = det(ϕ˜−, ψ˜−) = −b(λ).
Using the property that if f is solution of (3.1) with (λ, q) then f is solution of (3.1) with
(−λ,−q) we get that
a(λ, q) = a(−λ,−q), b(λ, q) = b(−λ,−q). (3.2)
We denote the operator with q ≡ 0 by H0. The scattering matrix S for the pair H,H0 has
the following form
S(λ) = 1
a(λ)
(
1 −b(λ)
b(λ) 1
)
, R− =
b˜
a
, R+ =
b
a
,
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here 1
a
is the transmission coefficient and R± is the right (left) reflection coefficient. Note that
if f = (f1, f2)
T is solution of (3.1) with λ ∈ R, then f˜ = (f 2, f 1)T is also the solution of (3.1)
with the same λ ∈ R. The S-matrix is unitary, which implies the identity
| detS(λ)| = |a(λ)|2 − |b(λ)|2 = 1, ∀λ ∈ R. (3.3)
3.2. Properties of the fundamental solutions. Now, we consider some properties of the
fundamental solutions ψ±, ϕ± of the Dirac system (3.1) and functions a, b˜ for λ ∈ C. If function
q satisfies Condition A, then
a(λ) = det(ψ+, ϕ−) = ψ+1 (0, λ), b(λ) = det(ϕ
−, ψ−) = −ψ−1 (0, λ) (3.4)
and
b˜(λ) = det(ϕ+, ψ+) = ψ+2 (0, λ). (3.5)
The solutions ψ±, ϕ± satisfy the following integral equations:
ψ±(x, λ) = e±iλxe± +
∫ ∞
x
iJeiλ(x−t)JV (t)ψ±(t, λ)dt, (3.6)
ϕ±(x, λ) = e±iλxe± −
∫ x
0
iJeiλ(x−t)JV (t)ϕ±(t, λ)dt, (3.7)
where
iJeiλ(x−t)JV (t) = i
(
0 q(t)eiλ(x−t)
−q(t)e−iλ(x−t) 0
)
. (3.8)
Using (3.8) we obtain
ψ+1 (x, λ) = e
iλx + i
∫ ∞
x
eiλ(x−t)q(t)ψ+2 (t, λ)dt,
ψ+2 (x, λ) = −i
∫ ∞
x
e−iλ(x−t)q(t)ψ+1 (t, λ)dt.
Then
ψ+1 (x, λ) = e
iλx +
∫ ∞
x
eiλ(x−t)q(t)
∫ ∞
t
e−iλ(t−s)q(s)ψ+1 (s, λ)dsdt,
and we have the following equation for χ = ψ+1 (x, λ)e
−iλx
χ(x, λ) = 1 +
∫ ∞
x
q(t)
∫ ∞
t
ei2λ(s−t)q(s)χ(s, λ)dsdt = 1 +
∫ ∞
x
G(x, s, λ)χ(s, λ)ds,
G(x, s, λ) = q(s)
∫ s
x
ei2λ(s−t)q(t)dt.
(3.9)
Thus we have the power series in q
χ(x, λ) = 1 +
∑
n>1
χn(x, λ), χn(x, λ) =
∫ ∞
x
G(x, s, λ)χn−1(s, λ)ds, (3.10)
where χ0(·, λ) = 1.
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Lemma 3.1. Suppose q ∈ L1(R)∩L2(R) and denote Φ(x) = ch ∫∞
x
|q(s)|ds. Then the following
facts hold true:
1) For each x ∈ R, the function χ(x, ·) is continuous in the closed half-plane Imλ > 0 and
entire in the open half-plane Imλ > 0. For each x ∈ R and Imλ > 0, the functions χn, χ
satisfy the following estimates:
|χn(x, λ)| 6 1
(2n)!
(∫ ∞
x
|q(τ)|dτ
)2n
, ∀ n > 1, (3.11)
|χ(x, λ)| 6 Φ(x), (3.12)
|χ(x, λ)− 1| 6 Φ(x)− 1. (3.13)
For all Imλ > 0,
|χ(x, λ)− 1| 6 Φ(x)| Imλ| 12 ‖q‖2‖q‖1. (3.14)
Moreover, ∫
R
|χ(x, λ)− 1|2dλ 6 4π (Φ(x)− 1) Φ(x)‖q‖22. (3.15)
2) If q satisfies Condition A, then for each x ∈ R, the function χ(x, ·) is entire in C and for
any (x, λ) ∈ [0, γ]×C, in addition to estimates in part 1), the following estimates (η := Imλ)
hold true:
|χn(x, λ)| 6 e(γ−x)(|η|−η) 1
(2n)!
(∫ γ
x
|q(τ)|dτ
)2n
, ∀ n > 1, (3.16)
|χ(x, λ)| 6 e(γ−x)(|η|−η)Φ(x), (3.17)
|χ(x, λ)− 1| 6 e(γ−x)(|η|−η) (Φ(x)− 1) . (3.18)
Proof. The statements of part 1) of the Theorem and estimates (3.11), (3.12), (3.13) are
well-known and can be found for example in [ZMNP] and [DEGM]. We will not give any
separate proof of these results, merely stating that these facts will follow immediately by
adapting our method of proving part 2) of the Theorem. Therefore we will first prove part
2) under hypothesis that q satisfy Condition A and thereafter release this restriction while
proving the estimates (3.14) and (3.15).
Let t = (tj)
2n
1 ∈ R2n and Dt(n) = {x = t0 < t1 < t2 < ... < t2n < γ}. Then using (3.10) we
obtain
χn(x, λ) =
∫
Dt(n)
( ∏
16j6n
q(t2j−1)q(t2j)e
i2λ(t2j−t2j−1)
)
dt, t = (tj)
2n
1 ∈ R2n,
which yields
|χn(x, λ)| 6
∫
Dt
( ∏
16j6n
e(|η|−η)(t2j−t2j−1)|q(t2j−1)q(t2j)|
)
dt
=
∫
Dt(n)
( ∏
16j62n
|q(tj)|
)
e(|η|−η)
∑n
1
(t2j−t2j−1)dt
6 e(γ−x)(|η|−η)
∫
Dt(n)
|q(t1)q(t2)....q(t2n)|dt = e(γ−x)(|η|−η) 1
(2n)!
(∫ γ
x
|q(τ)|dτ
)2n
,
(3.19)
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which yields (3.16).
This shows that the series (3.10) converge uniformly on bounded subset of C. Each term
of this series is an entire function. Hence it follows from Vitali’s theorem that the sum is an
entire function. Summing the majorants we obtain estimates (3.17) and (3.18).
In rest of the proof we do not suppose Condition A.
We show (3.14). Let η = Imλ > 0. Then (3.9) implies
|G(x, x′, λ)| 6 |q(x′)|
∫ x′
x
e−2η(x
′−τ)|q(τ)|dτ 6 |q(x
′)| ‖q‖2
(2 Imλ)
1
2
. (3.20)
Substituting (3.20), (3.18) into (3.9) we obtain
|χ(x, λ)− 1| 6
∫ γ
x
|G(x, x′, λ)χ(x′, λ)|dx′ 6
∫ γ
x
|q(x′)| ‖q‖2
(2 Imλ)
1
2
Φ(x′)dx′
6
Φ(x)
| Imλ| 12 ‖q‖2‖q‖1, ∀ Imλ > 0,
which yields (3.14).
Now, we will prove (3.15). For a fixed x let 〈g(x, ·), h(x, ·)〉L2 denote the scalar product in
L2(R, dλ) with respect to the second argument. In order to prove (3.15) we calculate and
estimate ∫
R
|χ(x, λ)− 1|2dλ = 〈
∑
n>1
χn(x, ·),
∑
m>1
χm(x, ·)〉L2. (3.21)
Let σ(t) =
∑
16j6n
(t2j − t2j−1) and s = (sj)2n1 . We have
〈χn(x, ·), χm(x, ·)〉 =
∫
R
∫
Dt(n)
( ∏
16j6n
q(t2j−1)q(t2j)
)
ei2λσ(t)dt
·
∫
Ds(m)
( ∏
16j6m
q(s2j−1)q(s2j)
)
e−i2λσ(s)ds dλ,
where in the previous definition of the domain D·(·) the constant γ should be replaced with
∞ if q does not have compact support. Using that
∫
R
e
i2λ
(
σ(t)−σ(s)
)
dλ = 4πδ
(
σ(t)− σ(s)
)
,
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where δ(·) is the delta-function, we get
1
4π
〈χn(x, ·), χm(x, ·)〉 =∫
Dt(n)×Ds(m)
( ∏
16j6n
q(t2j−1)q(t2j)
)
δ (σ(t)− σ(s))
( ∏
16j6m
q(s2j−1)q(s2j)
)
dsdt
=
∫
Dt(n)×Ds(m− 1)
( ∏
16j6n
q(t2j−1)q(t2j)
)( ∏
16j6m−1
q(s2j−1)q(s2j)
)
· q(s2m−1)q
(
σ(t)−
∑
16j6m−1
(s2j − s2j−1) + s2m−1
)
ds1ds2...ds2m−1dt.
Now, we can estimate the right hand side using the Ho¨lder inequality∣∣∣∣∣∣
∞∫
s2m−2
q(s2m−1)q
(
σ(t)−
∑
16j6m−1
(s2j − s2j−1) + s2m−1
)
ds2m−1
∣∣∣∣∣∣ 6 ‖q‖22,
and get
〈χn(x, ·), χm(x, ·)〉 6
4π
∫
Dt(n)
|q(t1)q(t2)....q(t2n)|dt
∫
Ds(m−1)
|q(s1)q(s2)....q(s2m−2)|ds1...ds2m−2
· ‖q‖22 =
4π
(2n)!(2m− 2)!
(∫ ∞
x
|q(τ)|dτ
)2n+2m−2
‖q‖22.
Then using (3.21) we get (3.15).
As (3.4) yields
a(λ) = χ(0, λ) = 1 +
∫ ∞
0
G(0, s, λ)χ(s, λ)ds, (3.22)
we get
a(λ) = 1 +
∑
n>1
an(λ), a1(λ) =
∫ ∞
0
G(0, s, λ)ds, . . . , an(λ) = χn(0, λ).
Now, if q satisfies Condition A we use (3.5) and get
b˜(λ) = ψ+2 (0, λ) = −i
∫ ∞
0
e−iλ(x−t)q(t)ψ+1 (t, λ)dt = −i
∫ γ
0
ei2λtq(t)χ(t, λ)dt. (3.23)
Note that if q′ ∈ L1(R), then by integration by parts we get the following asymptotics:
a(λ) = 1− 1
2iλ
∫
R
|q(t)|2dt+ o(λ−1), b˜(λ) = o(λ−1), Imλ > 0, |λ| → ∞ (3.24)
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(which hold even without supposing Condition A, but under the weaker condition that q ∈
L1(R) ∩ L2(R), q′ ∈ L1(R), see [DEGM], p. 305). In Section 4 we show that for λ ∈ R and
for |λ| → ∞ one can replace o(λ−1) in (3.24) by O(λ−2) (see asymptotics (4.5)).
We summarize the properties of functions a, b˜ without supposing q, q′ ∈ L1(R) in the fol-
lowing lemma.
Lemma 3.2. Suppose q ∈ L1(R) ∩ L2(R). Then the following facts hold true:
1) The function a(λ) is continuous in the closed half-plane Imλ > 0 and entire in the open
half-plane Imλ > 0. For Imλ > 0 the function a satisfies the following estimates:
|a(λ)| 6 ch ‖q‖1, |a(λ)− 1| 6 ch ‖q‖1 − 1. (3.25)
For all Imλ > 0,
|a(λ)− 1| 6 ch ‖q‖1| Imλ| 12 ‖q‖2‖q‖1.
Moreover,
a(·)− 1 ∈ L2(R). (3.26)
2) If q satisfies Condition A, then for each x ∈ R the functions ψ±(x, λ), ϕ±(x, λ) and a(λ),
b(λ), b˜(λ) are entire on C. In addition to estimates in part 1), the following estimates hold
true:
|a(λ)| 6 eγ(|η|−η) ch ‖q‖1,
|a(λ)− 1| 6 eγ(|η|−η)(ch ‖q‖1 − 1),∣∣∣∣˜b(λ) + i ∫ γ
0
ei2λtq(t)dt
∣∣∣∣ 6 eγ(|η|−η) (sh ‖q‖1 − ‖q‖1) ,
(3.27)
where η = Imλ.
Proof. The results in Part 1) follows directly from Lemma 3.1 and formula (3.22). The
fact that a(·)− 1 ∈ L2(R), (3.26), follows from (3.15).
Suppose that q satisfies Condition A. Then representing χ(x, t) as a sum as in (3.10),
estimating each term in the sum as in the proof of Lemma 3.1 , bounds (3.19), and by
integrating by parts, we get∣∣∣∣˜b(λ) + i ∫ γ
0
ei2λtq(t)dt
∣∣∣∣ 6 eγ(|η|−η)∑
n>1
1
(2n)!
∫ γ
0
|q(x)|
(∫ γ
x
|q(τ)|dτ
)2n
dx =
= eγ(|η|−η)
∑
n>1
1
(2n+ 1)!
(∫ γ
x
|q(τ)|dτ
)2n+1
dx = eγ(|η|−η) (sinh ‖q‖1 − ‖q‖1)
,
which shows the last inequality in (3.27).
If q satisfies Condition A, then using the analyticity of a, b, b˜, identity (3.3) has an analytic
continuation into the whole complex plane as
a(λ)a(λ)− b(λ)b(λ) = 1, λ ∈ C. (3.28)
All zeros of a(λ, q) lie in C−. Denote by {λn}∞1 the sequence of its zeros in C− (multiplicities
counted by repetition), so arranged that 0 < |λ1| 6 |λ2| 6 |λ2| 6 . . . . We denote the number
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of zeros of function a having modulus 6 r by N (r, a), each zero being counted according to
its multiplicity.
We will need the following Lemma by Froese (see [F97], Lemma 4.1). Even though the
original lemma was stated for V ∈ L∞ the argument also works for V ∈ L2 and we reproduce
this version of lemma here for the sake of completeness.
Lemma 3.3. Suppose V ∈ L2(R) has compact support contained in [0, 1], but in no smaller
interval. Suppose f(x, λ) is analytic for λ in the lower half plane, and for real λ we have
f(x, λ) ∈ L2([0, 1] dx,R dλ). Then ∫
R
eiλxV (1 − f(x, λ)) dx has exponential type at least 1 for
λ in the lower half plane.
In the following Proposition we state the analytic properties of functions a, b˜.
Proposition 3.4. Assume that potential q satisfies Condition A. Then
a(·) ∈ E1(2γ), b˜(·) ∈ E0(2γ), (3.29)
a(iη, q) = 1 + o(1), b˜(iη, q) = −i
∫ γ
0
e−2ηtq(t)dt+ o(1) as η →∞, (3.30)
and
a(λ, q) = a(0, q)eiγ λ lim
r→+∞
∏
|zn|6r
(
1− λ
λn
)
, λ ∈ C, (3.31)
uniformly in every disc.
Proof. First we prove that a(·) ∈ E1(2γ), b˜(·) ∈ E0(2γ). By (3.27), functions a, b˜ have
exponential type in the lower half plane at most 2γ : ρ−(˜b) 6 2γ. Now, we have by (3.18)
b˜(λ) = −i
∫ 1
0
ei2λtq(t)χ(t, λ)dt = −i
∫ 1
0
ei2λtq(t)(1 +X(t, λ))dt,
where X(t, λ) = χ(t, λ)− 1 is analytic in C− and
∫ γ
0
dx
∫
R
dλ|X(x, λ)|2 < ∞ by Lemma 3.1,
bound (3.15). Using that the support of q is contained in [0, 1], but in no smaller interval
(Condition A), we get that b˜(λ) has exponential type of at least ρ− = 2γ by Lemma 3.3.
The proof of ρ+ = 0 is similar. Now, using (3.28), a(λ)a(λ) = 1+b(λ)b(λ), and b˜(λ) = −b(λ),
we get the same result for the function a(λ). The asymptotics (3.30) follows from (3.27).
Inequality
∫
R
log(1+|f(λ)|)
1+λ2
dλ < ∞, where f = a(λ) or f = b˜(λ), follows trivially from the
fact that a, b˜ ∈ L∞(R). From (3.3) it follows that |a(λ)| > 1 for ∀λ ∈ R. Therefore we have
a(·) ∈ E1(2γ) and b˜(·) ∈ E0(2γ).
Formulas in (3.30) follow from bounds (3.27) respectively (3.14).
Formula (3.31) is the standard Hadamard factorization of a function from Cartwright class,
see (2.1).
Proof of Theorem 1.2. Proposition 3.4 shows that the conditions of Levinson Theorem
2.1 are fulfilled which gives asymptotics (1.8).
4. Estimates for ψ for the case q′ ∈ L1(R).
We suppose that q satisfies Condition A and q′ ∈ L1(R). We consider the Dirac equation
− iσ3ψ′ + V ψ = λψ, V =
(
0 q
q 0
)
, (4.1)
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where we use the Pauli notation J = σ3. Note the following commutation properties
σ3V = −V σ3, eiλtσ3V = e−iλtσ3V, σ23 = I2. (4.2)
Recall that the Jost solution ψ+ = (ψ+1 , ψ
+
2 )
T is solution of (4.1) satisfying the condition
ψ+ = eiλxe+ ≡ eiλxσ3
(
1
0
)
, for x > γ. (4.3)
The main result of this section is the following Lemma
Lemma 4.1. Let q satisfy Condition A and q′ ∈ L1(R). Then for |λ| > supt∈R |q| the Jost
solution ψ = ψ+ of (4.1), (4.3) satisfies
ψ(x, λ) = ψ0 +
1
2λ
a−1Kψ, ψ0 = a−1eiλxσ3
(
1
0
)
, KY =
∫ γ
x
eiσ3(x−t)W (t)ψ(t, λ)dt,
a(x, λ) = I2 − 1
2λ
V (x), W (t) = V ′(t) + i|q(t)|2σ3,
ψ = ψ0 +
∑
n>1
ψn, ψn =
1
(2λ)n
(a−1K)nψ0,
where the series converge uniformly on bounded subsets of {(x, λ); x ∈ R, |λ| > supt∈R |q|}
and for any j > 2, the following estimates hold true:
|ψn(x, λ)| 6 2
n!|λ|n e
| Imλ|(2γ−x)
(∫ γ
0
|W (s)|ds
)n
.
Let a(λ) = ψ+1 (0, λ). Then for any |λ| > supt∈R |q|
a(λ) = 1− 1
2iλ
‖q‖22 +O
(
e| Imλ|2γ
|λ|2
)
. (4.4)
Moreover, the quantity
sup
λ∈R
∣∣∣∣λ2(a(λ)− 1 + 12iλ‖q‖22
)∣∣∣∣ (4.5)
is finite.
Proof. We use the arguments from [K08]. Note that (4.1) is equivalent to
ψ′ − iλσ3ψ = −iσ3V ψ and (
e−iλxσ3ψ
)′
= −ie−iλxσ3σ3V ψ. (4.6)
The Jost function ψ = ψ+ satisfies the integral equation
ψ(x, λ) = eiλxσ3e1 +
∫ γ
x
iσ3e
iλ(x−t)σ3V (t)ψ(t, λ)dt.
Using (4.2) we write it in the form
ψ(x, λ) = eiλxσ3e1 +
∫ γ
x
iσ3e
iλ(x−2t)σ3V (t)e−iλtσ3ψ(t, λ)dt.
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Using that q′ ∈ L1 we integrate by parts and use that e−iλtσ3ψ(t, λ) satisfies (4.6)
ψ(x, λ) =eiλxσ3e1 +
[
iσ23
−i2λe
iλ(x−2t)σ3V (t)e−iλtσ3ψ(t, λ)
]γ
t=x
−
−
∫ γ
x
iσ23
−i2λe
iλ(x−2t)σ3
(
V ′(t)e−iλtσ3 − iV e−iλtσ3σ3V
)
ψ(t, λ).
Again using the commutation relations (4.2) we get the integral equation
ψ(x, λ) = eiλxσ3e1 +
1
2λ
V (x)ψ(x, λ) +
1
2λ
∫ γ
x
eiλ(x−t)σ3
(
V ′ + i|q|2σ3
)
ψ(t, λ)dt.
Put W (t) = V ′ + i|q|2σ3 and a(x, λ) = I2 − 12λV (x). Then ψ satisfies
a(x, λ)ψ(x, λ) = eiλxσ3e1 +
1
2λ
∫ γ
x
eiλ(x−t)σ3W (t)ψ(t, λ)dt.
Using that
for |λ| > sup
t∈R
|q| we have sup
t∈R
|a−1| 6 2, (4.7)
we get the integral equation
ψ(x, λ) = ψ0 +
1
2λ
a−1Kψ, ψ0 = a−1eiλxσ3
(
1
0
)
, Kψ =
∫ γ
x
eiσ3(x−t)W (t)ψ(t, λ)dt.
By iterating we get
ψ = ψ0 +
∑
n>1
ψn, ψn =
1
(2λ)n
(a−1K)nψ0.
Let t = (tj)
n
1 ∈ Rn and Dt(n) = {x = t0 < t1 < t2 < ... < tn < γ}.
ψn =
1
(2λ)n
∫
Dt(n)
n∏
j=1
(a(tj−1))
−1eiλσ3(tj−1−tj)W (tj)(a(tn))
−1eiλtnσ3
(
1
0
)
dt.
Let x > 0. Now, using (4.7) and∣∣eiλσ3(tj−1−tj)∣∣ 6 e| Imλ|(tj−tj−1), n∑
j=1
(tj − tj−1) = tn − t0,
∣∣eiλtnσ3∣∣ 6 e| Imλ|tn ,
we get
|ψn(x, λ)| 6 2|λ|ne
| Imλ|(2γ−x)
∫
Dt(n)
n∏
j=1
|W (tj)|dt = 2
n!|λ|ne
| Imλ|(2γ−x)
(∫ γ
0
|W (s)|ds
)n
.
Note that explicitly
a−1 =
1
1− (2λ)−2|q|2
(
1 (2λ)−1q
(2λ)−1q 1
)
, W (t) =
(
i|q|2 q′
q′ −i|q|2
)
and
ψ0 =
1
1− (2λ)−2|q|2e
iλx
(
1
0
)
.
Putting x = 0 we get
ψ01(0, λ) = 1 +O(λ−2), ψ11(0, λ) = −
1
2iλ
∫ γ
0
|q|2dt +O(λ−2)
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and as a(λ) = ψ+1 (0, λ) we get (4.4).
Now, for λ ∈ R bound (4.4) implies that (4.5), which is used in Theorem 1.3.
5. The resolvent estimates
Let R(λ) = (H − λI)−1 denote resolvent for operator H and let R0(λ) be the free resolvent
(i.e. for the case q = 0). We have
R0(λ) = (H0 − λI)−1 =
(
(−i∂x − λ)−1 0
0 (i∂x − λ)−1
)
=
(
T0 0
0 S0
)
,
where ∂x =
d
dx
, and
T0f(x) = i
∫ x
−∞
eiλ(x−y)f(y)dy, S0f(x) = i
∫ ∞
x
e−iλ(x−y)f(y)dy if Imλ > 0;
T0f(x) = −i
∫ ∞
x
eiλ(x−y)f(y)dy, S0f(x) = −i
∫ x
−∞
e−iλ(x−y)f(y)dy if Imλ < 0.
We denote by ‖.‖Bk , the Trace (k = 1) and the Hilbert-Schmidt (k = 2) operator norms.
For a Banach space X , let AC(C±;X ) denote the set of all X -valued continuous functions
on C± = {λ ∈ C; ± Imλ > 0}, which are analytic on C±.
Lemma 5.1. Let ρ, ρ˜ ∈ L2(R;C2). Then it follows:
i) Operators ρR0(λ), R0(λ)ρ, ρR0(λ)ρ˜ are the B2-valued operator-functions satisfying the fol-
lowing properties:
‖ρR0(λ)‖2B2 = ‖R0(λ)ρ‖2B2 =
‖ρ‖22
2| Imλ| , (5.1)
‖ρR0(λ)ρ˜‖B2 6 ‖ρ‖2‖ρ˜‖2, ‖ρR0(λ)ρ˜‖B2 → 0 as | Imλ| → ∞. (5.2)
Moreover, the operator-function ρR0ρ˜ ∈ AC(C±;B2).
ii) Operator ρR′0(λ)ρ˜ = ρR
2
0(λ)ρ˜ is the B2-valued operator-functions, analytic in C± :
ρR′0ρ˜ ∈ AC(C±;B2), satisfying
‖ρR′0(λ)ρ˜‖B2 6
‖ρ‖2‖ρ˜‖2
e| Imλ| , ‖ρR
′
0(λ)ρ˜‖B2 → 0 as | Imλ| → ∞. (5.3)
Proof. i) Let Imλ 6= 0 and χ ∈ L2(R;C). Then the Fourier transformation implies
‖χ(∓i∂x − λ)−1‖2B2 =
1
2π
∫
R
|χ(x)|2dx
∫
R
dk
| ± k − λ|2 =
1
2| Imλ|‖χ‖
2
2.
As
‖ρR0(λ)‖2B2 =Tr((ρR0(λ))∗ρR0(λ))
=‖ρ11T0(λ)‖2B2 + ‖ρ21T0(λ)‖2B2 + ‖ρ12S0(λ)‖2B2 + ‖ρ22S0(λ)‖2B2
we get the estimate. The proof for R0(λ)ρ is similar. This yields identity (5.1). This identity
and the resolvent identity
ρR0(λ) = ρR0(µ) + ερR
2
0(µ) + ε
2ρR0(λ)R
2
0(µ), ε = λ− µ, (5.4)
yields that the mapping λ→ ρR0(λ) acting from C+ into B2 is analytic.
Let Im λ > 0 (for Imλ < 0 the proof is similar) and χ, χ˜ ∈ L2(R;C). Then we have
‖χT0(λ)χ˜‖2B2 =
∫
R
|χ(x)|2
∫ x
−∞
e−2(x−y) Imλ|χ˜(y)|2dydx 6 ‖χ‖22‖χ˜‖22,
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and similar we get ‖χS0χ˜‖2B2 6 ‖χ‖22‖χ˜‖22. These bounds and the dominated convergence
Lebesgue Theorem yields (5.2).
Moreover, these arguments show that each ρR0(λ± i0)ρ˜ ∈ B2, λ ∈ R.
We show that ρR0ρ˜ ∈ AC(C±,B2). Let λ, µ ∈ C+ and µ→ λ We have
‖χ(T0(λ)− T0(µ))χ˜‖2B2 =
∫
R
|χ(x)|2
∫ x
−∞
X(x, y, λ, µ)|χ˜(y)|2dydx,
where the function X(x, y, λ, µ) = |ei(x−y)λ − ei(x−y)µ|2, x > y satisfies
X(x, y, λ, µ) 6 2, and X(x, y, λ, µ)→ X(x, y, λ, λ) as µ→ λ, ∀x > y.
Writing the similar identity for S0 and applying Lebesgue Theorem yields that the operator-
function ρR0ρ˜ ∈ AC(C±,B2).
ii) The proof of (5.3) is easily verified as in the proof of i).
It is sufficient to prove for Imλ > 0 and χ, χ˜ ∈ L2(R;C). Then we get
‖χT ′0(λ)χ˜‖2B2 =
∫
R
|χ(x)|2
∫ x
−∞
(x− y)2e−2(x−y) Imλ|χ˜(y)|2dydx 6 ‖χ‖
2
2‖χ˜‖22
e2| Imλ|2 ,
where we used that the function t2e−2t Imλ 6 (e| Imλ|)−2 for t > 0. Similar we get ‖χS ′0χ˜‖2B2 6
(e| Imλ|)−2‖χ‖22‖χ˜‖22. These bounds and the dominated convergence Lebesgue Theorem yields
(5.3) and as in i) we get that ρR′0ρ˜ ∈ AC(C±,B2).
We pass now to study of the full resolvent R(λ) = (H0 + V − λI)−1. We factorize V as
follows
V =
(
0 q
q 0
)
= V1V2, where V2 = |q| 12 I2.
In the beginning we do not suppose that q satisfies Condition A, but just q ∈ L2(R).
Let Y0(λ) = V2R0(λ)V1, Y (λ) = V2R(λ)V1. Then we have
Y (λ) = Y0(λ)− Y0(λ) [I + Y0(λ)]−1 Y0(λ), Y = I − (1 + Y0)−1 (5.5)
and
(I + Y0(λ))(I − Y (λ)) = I. (5.6)
Corollary 5.2. Let q ∈ L2(R) and let Imλ 6= 0. Then
i)
‖V R0(λ)‖2B2 =
‖q‖22
| Imλ| , (5.7)
ii) The operator R(λ)− R0(λ) is of trace class and satisfies
‖R(λ)−R0(λ)‖B1 6
C
| Imλ| , (5.8)
for some constant C.
iii) Let, in addition, q ∈ L1(R) ∩ L2(R). Then we have Y0, Y, Y ′0 , Y ′ ∈ AC(C±;B2) and the
following following bounds are satisfied:
‖Y0(λ)‖B2 6 ‖q‖1, ∀ λ ∈ C; ‖Y0(λ)‖B2 → 0 as | Imλ| → ∞. (5.9)
‖Y ′0(λ)‖B2 6
‖q‖1
e| Imλ| , ∀ λ ∈ C \ R; ‖Y
′
0(λ)‖B2 → 0 as | Imλ| → ∞. (5.10)
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Proof. i) Identity (5.7) follows from (5.1) and ‖V ‖22 = 2‖q‖22, but also directly from:
‖V R0(λ)‖2B2 = Tr(V R0(λ))∗V R0(λ)) = Tr(qT0)∗qT0 + Tr(qS0)∗qS0 = ‖qT0‖2B2 + ‖qS0‖2B2.
ii) Denote J0(λ) = I + Y0(λ). For Imλ 6= 0, operator J0(λ) has bounded inverse and the
operator
R(λ)−R0(λ) = −R0(λ)V1 [J0(λ)]−1 V2R0(λ), Imλ 6= 0,
is trace class and the estimate follows from (5.7).
iii) That Y0, Y ∈ AC(C±;B2) follows as in the proof of Lemma 5.1, resolvent identity (5.5)
and ii), bound (5.8). Using (5.6), we get
Y ′(λ) = (I − Y (λ))Y ′0(λ)(I − Y (λ)) ∈ AC(C+;B2).
We put Imλ > 0 (for Imλ < 0 the proof is similar). The first inequality in (5.9) follows as
(5.2) in Lemma 5.1 using the off-diagonal form of matrix-function Y0:
‖Y0(λ)‖2B2 = Tr(Y ∗0 (λ)Y0(λ)) = Tr(T0|q|T ∗0 |q|) + Tr(S0|q|S∗0 |q|)
= 2
∫ ∞
0
∫ x
0
e−2 Imλ(x−t)|q(t)|dt|q(x)|dx 6
(∫ ∞
0
|q(x)|dx
)2
.
(5.11)
By the dominated convergence (Lebesgue) Theorem this also shows that Tr(Y ∗0 (λ)Y0(λ))→ 0
as Imλ→∞, proving the second property in (5.9).
The properties (5.10) follows as in (5.2) in Lemma 5.1 and similarly to (5.11) by using the
simple form of Y ′0 .
Lemma 5.3. Let q ∈ L2(R). Then
V R20(λ), Y
′
0(λ) ∈ B1, Imλ 6= 0. (5.12)
Tr Y ′0(λ) = 0, Tr Y
n
0 (λ) = 0, Imλ 6= 0, ∀n ∈ 2N+ 1. (5.13)
Tr(Y0(λ+ i0)− Y0(λ− i0)) = 0, ∀λ ∈ R. (5.14)
Proof. We prove (5.12). We have V R20(λ) ∈ B1 by recalling that R0(λ) = diag ((−i∂x −
λ)−1, (i∂x − λ)−1) and applying Theorem XI.21 in [RS-vIII], stating that
f(x)g(−i∂x) ∈ B1, f, g ∈ L2,δ(Rn), δ > n/2,
where f ∈ L2,δ(Rn) means ∫
Rn
(1 + |x|)2δ|f(x)|2dx <∞.
As Y ′0(λ) = V2R
2
0(λ)V1, ‖Y ′0‖B1 6 ‖V2R0‖B2 · ‖R0V1‖B2 , and applying Lemma 5.1 we get that
Y ′0(λ) is trace class.
The first identity in (5.13) follows from the identities Tr Y ′0(λ) = Tr V R
2
0(λ) = 0 as
V R′0(λ) =
(
0 q
q 0
)(
T ′0(λ) 0
0 S ′0(λ)
)
=
(
0 qS ′0
qT ′0 0
)
is off-diagonal matrix operator.
The second identity in (5.13) follows as Tr Y n0 (λ) = Tr
(
V R0(λ)
)n
and (V R0(λ))
n is off-
diagonal matrix operator for n odd.
Formula (5.14 ) follows similarly as[
R0(λ+ i0)−R0(λ− i0)
]
(x, y) = i
(
eiλ(x−y) 0
0 e−iλ(x−y)
)
,
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and the product V (R0(λ+ i0)−R0(λ− i0)) is off-diagonal matrix-valued operator.
6. Modified Fredholm determinant
In this section we will follow our agreement that the ”physical sheet” corresponds to C+
and the resonances lie in C− (see Introduction).
The ”sandwiched” resolvent Y0(λ) := V2R0(λ)V1 ∈ B2 is not trace class as the integral kernel
of R0(λ) in the Fourier representation has non-integrable singularities (±k−λ)−1. However, it
was shown in Corollary 5.2 that Y0(λ) is Hilbert-Schmidt, and we define the modified Fredholm
determinant
D(λ) = det
[
(I + Y0(λ))e
−Y0(λ)
]
, λ ∈ C+.
Lemma 6.1. Let q ∈ L1(R) ∩ L2(R). Then
i) The function D belongs to AC(C+;C) and satisfies:
D′(λ) = −D(λ) Tr [Y (λ)Y ′0(λ)] ∀λ ∈ C+, (6.15)
|D(λ)| 6 e 12‖q‖21 , ∀λ ∈ C+, (6.16)
D(λ) 6= 0, ∀λ ∈ C+, (6.17)
D(λ)→ 1 as Imλ→∞. (6.18)
ii) The functions logD(λ) and d
dλ
logD(λ) belong to AC(C+;C), and the following identities
hold:
− logD(λ) =
∞∑
k=1
Tr Y 2k0 (λ)
2k
=
∞∑
k=1
Tr (T0(λ)qS0(λ)q)
k
k
, (6.19)
where the series converge absolutely and uniformly for | Imλ| > 2‖q‖22 = ‖V ‖22, λ ∈ C+, and∣∣∣∣ logD(λ) + N∑
n=1
Tr Y 2n0 (λ)
2n
∣∣∣∣ 6 εN+1λ(N + 1)(1− ελ) , ελ = ‖V ‖
2
2
2| Imλ| , λ ∈ C+, (6.20)
for any N > 1. Moreover, d
k
dλk
logD(λ) ∈ AC(C+;C) for any k ∈ N.
Proof. i) Formula (6.15) is well-known (see for example [GK69]) and together with iii) in
Corollary 5.2 it implies that the functions logD(λ) and d
dλ
logD(λ) belong to AC(C+;C).
Estimate (6.16) follows from the inequality ((2.2), page 212, in russian edition of [GK69])
|D(λ)| 6 e 12 Tr(Y ∗0 (λ)Y0(λ)) (6.21)
and inequality (5.9): Tr(Y ∗0 (λ)Y0(λ)) 6 ‖q‖21. As the zeros of D(λ) in C+ are the eigenvalues
of H and H does not have eigenvalues it follows (6.17).
Property (6.18) will follow from estimate (6.20) in the part ii) of Lemma. Below we will
prove it.
ii) Denote F (λ) =
∑
n>2
Tr(−Y0(λ))n
n
. By (5.13) in Lemma 5.3, F (λ) coincides with the series
in (6.19). We show that this series converge absolutely and uniformly. Indeed, as in the proof
of (5.7) we get ∣∣∣Tr (T0(λ)qS0(λ)q)k∣∣∣ 6 ‖T0(λ)q‖kB2 · ‖S0(λ)q‖kB2 = εkλ, (6.22)
where
ελ = ‖T0q‖2B2 = ‖S0q‖2B2 =
‖q‖22
| Imλ| =
‖V ‖22
2| Imλ| .
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Then F (λ) is analytic function in the domain | Imλ| > ‖V ‖22. Moreover, by differentiating
F and using (5.6) we get
F ′(λ) = − lim
m→∞
m∑
n>2
Tr(−Y0(λ))n−1Y ′0(λ) = Tr Y (λ)Y ′0(λ), | Imλ| > ‖V ‖22,
and then the function F = logD(λ), since F (iτ) = o(1) as τ → ∞. Using (6.19) and (6.22)
we obtain (6.20).
Proof of Theorem 1.1. If q ∈ L1(R) ∩ L2(R) and q′ ∈ L1(R) we get
Tr Y 20 =TrV R0V R0 = Tr qS0qT0 + Tr qT0qS0 = 2Tr qS0qT0 =
=− 2
∫ ∞
0
q(x)e−2iλx
∫ ∞
x
e2iλyq(y)dydx =
1
iλ
∫ ∞
0
|q(x)|2dx−
1
iλ
∫ ∞
0
q′(x)e−2iλx
∫ ∞
x
e2iλyq(y)dydx,
which together with (6.20) shows
− logD(λ) = 1
2iλ
∫ ∞
0
|q(x)|2dx+ o(λ−1) as |λ| → ∞, λ ∈ C+.
This implies (1.7) in Theorem 1.1 if we show Formula (1.5) in Theorem 1.1. We prove the
following: Let q ∈ L1(R) ∩ L2(R). Then we have
i) D ∈ AC(C+,C), detS(λ) = D(λ− i0)
D(λ+ i0)
, ∀λ ∈ R.
ii) D = a.
i) We use arguments from [IK11]. Let λ ∈ C+. Denote J0(λ) = I+Y0(λ), J (λ) = I−Y (λ).
Then J0(λ)J (λ) = I due to (5.6). Now, put S0(λ) = J0(λ)J (λ). Then we have
S0(λ) = I −
(
Y0(λ)− Y0(λ)
)
(I − Y (λ)) .
Now, by the Hilbert identity,
Y0(λ)− Y0(λ) = (λ− λ)V2R0(λ)R0(λ)V1
is trace class, and by taking the limit λ± iǫ, λ ∈ R, ǫ→ 0, we get
detS0(λ) = detS(λ), λ ∈ R.
Let z = iτ, τ ∈ R+ and D = det(J0(λ)J (z)), λ ∈ C+.
It is well defined as J0(.)J (z) − I ∈ AC(C+;B1). The function D(λ) is entire in C+ and
D(z) = I. We put
f(λ) =
D(λ)
D(z)
eTr(Y0(λ)−Y0(z)), λ ∈ C+,
where
D(λ) = det
[
(I + Y0(λ))e
−Y0(λ)
]
.
We have D(λ) = f(λ), λ ∈ C+. Now, using that J0(λ)J (λ) = I, we get
detS0(λ) = det J0(λ)J(z) · det(J (z)−1J (λ) = D(λ)D(λ) =
D(λ)
D(λ)
eTr(Y0(λ)−Y0(λ)).
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As by (5.14) we have Tr(Y0(λ+ i0)− Y0(λ− i0)) = 0 for λ ∈ R, then we get
detS(λ) = lim
ǫ↓0
D(λ− iǫ)
D(λ+ iǫ)
, λ ∈ R.
ii) Now, we obtained
D(λ+ i0)
D(λ+ i0)
=
a(λ+ i0)
a(λ+ i0)
∀ λ ∈ R. (6.23)
Moreover, due to (6.18) and (3.27) we have also
D(λ)→ 1, a(λ)→ 1 as Imλ→∞,
D(λ) 6= 0, a(λ) 6= 0 ∀ λ ∈ C+.
(6.24)
Thus we can define uniquely the functions logD(λ), log a(λ) ∀λ ∈ C+, by the conditions
logD(λ)→ 0, log a(λ)→ 0 as Imλ→∞. (6.25)
This and (6.24) imply
e−2i argD(λ+i0) = e−2i arg a(λ+i0), ∀ λ ∈ R. (6.26)
The functions logD(λ), log a(λ) are analytic in C+ and continuous up to the real line. Then
argD(λ + i0) = arg a(λ + i0) + 2πN for all λ ∈ R and for some integer N ∈ Z. We define a
new function F (λ) = argD(λ)− arg a(λ) for all λ ∈ C+. This function satisfies
F (λ+ i0) = 2πN, ∀ λ ∈ R, and F (λ)→ 0 as Imλ→∞.
Thus F ≡ 0 and D ≡ a.
Now, we prove (1.6). As by ii), we have a = D, it is enough to consider log a(·). Note that
| log(a(λ))| 6 |a(λ)− 1|. Recall that we have |a(λ)− 1| 6 C uniformly in λ ∈ C+ (see (3.27))
and from (3.26) it follows that
∫
R
|a(x)−1|2dx ≡M <∞. Now, the Plancherel-Po´lya theorem
(see [L93] ) yields
∫
R
|a(x+ iy)|2dx 6 M <∞ uniformly in y > 0.
Proof of Theorem 1.4. We suppose that q satisfies Condition A. Recall that from Corol-
lary 5.2, (5.8), it follows that R(λ) − R0(λ) is trace class. Therefore f(H) − f(H0) is trace
class for any f ∈ S , where S is the Schwartz class of all rapidly decreasing functions, and
the Krein’s trace formula is valid (general result):
Tr(f(H)− f(H0)) =
∫
R
ξ(λ)f ′(λ)dλ, f ∈ S ,
where ξ(λ) = 1
π
φsc(λ) is the spectral shift function and φsc(λ) = arg a(λ) =
i
2
log detS is the
scattering phase.
As for λ ∈ R,
detS = a
a
,
then we have also
(detS)′
detS = −2i Im
a′(λ)
a(λ)
.
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By using the Hadamard factorization (3.31) from Proposition 3.4 we get
a′(λ)
a(λ)
= iγ + lim
r→+∞
∑
|λn|6r
1
λ− λn , (6.27)
Now, using (6.27) , we get
Tr(f(H)− f(H0)) = 1
2πi
∫
R
f(λ)
(detS)′
detS dλ = −
1
π
lim
r→+∞
∑
|λn|6r
∫
R
f(λ) Im
1
λ− λndλ
and
Tr(f(H)− f(H0)) = −1
π
lim
r→+∞
∑
|λn|6r
∫
R
f(λ)
Imλn
|λ− λn|2dλ,
recovering the Breit-Wigner profile −1
π
Imλn
|λ− λn|2 . The sum is converging absolutely by (2.2).
Now using (6.15), (5.13), (5.6) and R(λ) − R0(λ) = −R0V1(I + Y0(λ))−1V2R0(λ) we get
d
dλ
logD(λ) =
D′(λ)
D(λ)
= −Tr Y (λ)Y ′0(λ) = −Tr[Y ′0(λ)− (I − Y (λ))Y ′0(λ)] = −Tr(R(λ)− R0(λ)). (6.28)
Recall that if potential q satisfies Condition A then D = a ∈ E1(2γ) (Proposition 3.4) and
D′(λ)
D(λ)
=
a′(λ)
a(λ)
. (6.29)
Now, using (6.29) and the Hadamard factorization (6.27) in (6.28) we get the trace formula
Tr(R(λ)− R0(λ)) = −iγ − lim
r→+∞
∑
|λn|6r
1
λ− λn
with uniform convergence in every disc or bounded subset of the plane.
This proves (1.11) and (1.12) in Theorem 1.4.
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