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Abstract Repetitive processes are characterized by a series of sweeps, termed passes,
through a set of dynamics deﬁned over a ﬁnite duration known as the pass length. On each
pass an output, termed the pass proﬁle, is produced which acts as a forcing function on,
and hence contributes to, the dynamics of the next pass proﬁle. This can lead to oscillations
whichincreaseinamplitudeinthepasstopassdirectionandcannotbecontrolledbystandard
control laws. Here we give new results on the design of physically based control laws for the
sub-class of so-called discrete linear repetitive processes which arise in applications areas
such as iterative learning control. The main contribution is to show how control law design
can be undertaken within the framework of a general robust ﬁltering problem with guaran-
teed levels of performance. In particular, we develop algorithms for the design of an H∞
and  2– ∞ dynamic output feedback controller and ﬁlter which guarantees that the resulting
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controlled (ﬁltering error) process, respectively, is stable along the pass and has prescribed
disturbance attenuation performance as measured by H∞ and  2– ∞ norms.
Keywords Control · Discrete time · Filtering · Lyapunov method · Repetitive process
1 Introduction
The operation of a repetitive process, i.e. a series of sweeps, termed passes, through a set of
dynamics deﬁned over a ﬁxed ﬁnite duration known as the pass length can lead to oscilla-
tions in the output sequence of pass proﬁles which increase in amplitude in the pass to pass
direction.Thesearecausedbythefactthatthepreviouspassproﬁleactsasaforcingfunction
on, and hence contributes to, the dynamics of the next pass proﬁle and so on.
To introduce a formal definition, let α<+∞ denote the pass length (assumed constant).
Theninarepetitiveprocessthepassproﬁle(orprocessoutput) yk(p), 0 ≤ p ≤ α−1,gener-
atedonpassk actsasaforcingfunctionon,andhencecontributesto,thedynamicsofthenext
pass proﬁle yk+1(p), 0 ≤ p ≤ α −1, k ≥ 0. The source of the unique control problem then
appears (if at all) in the output sequence generated, i.e. the collection of pass proﬁle vectors
{yk}k. Note that for repetitive processes, as opposed to 2D systems, information propagation
in one of the independent directions, along the pass, only occurs over a ﬁnite duration—the
pass length. Also the boundary conditions are reset before the start of each new pass and the
structure of these can be somewhat complex. For example, if they are an explicit function of
points on the previous pass proﬁle then these alone can destroy the most basic performance
speciﬁcation of stability.
Physical examples of repetitive processes include long-wall coal cutting and metal roll-
ing operations (see, for example, the references cited in Rogers and Owens 1992). Also
in recent years applications have arisen where adopting a repetitive process setting for
analysis has distinct advantages over alternatives. Examples of these so-called algorithmic
applications include classes of iterative learning control (ILC) schemes (see, for exam-
ple, Moore et al. 2005) and iterative algorithms for solving nonlinear dynamic optimal
control problems based on the maximum principle (Roberts 2002). In the case of itera-
tive learning control for the linear dynamics case, the stability theory for differential (and
discrete) linear repetitive processes is one method which can be used to undertake a stabil-
ity/convergence analysis of a powerful class of such algorithms and thereby produce vital
design information concerning the trade-offs required between convergence and transient
performance.
In terms of control laws for repetitive processes, it is necessary to use feedback control
action on the current pass and/or feedforward control from the previous pass (or passes). The
critical role of the previous pass proﬁle dynamics means that current pass feedback control
alone is not enough and it must be augmented by feedforward control. This approach has
been the subject of significant research effort and results have emerged on how to undertake
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control law design in the presence of uncertainty. For example, Paszke et al. (2006)g i v e
results on control law design in an H∞ setting. The control laws used in some of this work
are based on the use of feedback of the current state vector which, of course, requires that all
entries in this vector can be measured to allow control law implementation. Often, however,
this assumption is not valid for various reasons.
There are two commonly used methods to deal with the control design problem when all
entries in the state vector cannot be measured. One is to design an observer to estimate the
unmeasurable state vector entries and use this to implement an observer-based control law.
The other is to design a controller, or control law, which is only activated by pass proﬁle (or
output) information where such controllers are usually classiﬁed as either static or dynamic,
respectively.
Generally speaking, dynamic output feedback is the more ﬂexible since the control law
or controller introduces additional dynamics. Also it is known that the problem of designing
such control laws can be formulated as a convex optimization problem over linear matrix
inequalities(LMIs)(see,forexample,Paszkeetal.2006)andhencethepossibilityofnumeri-
callyreliablecomputationusingnumericaloptimizationpackages.Thisworkalsoshowsthat
there are two complementary approaches to problem formulation. These are the well known
variables elimination procedure and the use of linearizing variable transforms, respectively.
This latter approach provides a general framework to formulate control law synthesis as
a convex optimization problem involving LMIs. It is based on applying speciﬁc invertible
transforms of the controller parameters to achieve LMI conditions in terms of the new set of
variables. When the resulting LMIs have a solution, the control law parameters can be com-
puted by applying inverse transforms. This approach becomes less computationally effective
as the number of decision variables increases and hence elimination of some of these can
be still required, but this can only be achieved by application to speciﬁc structures within
the underlying matrix inequalities. The known results on designing a so-called H∞ dynamic
pass proﬁle controller are based on this approach, see Paszke et al. (2006).
Clearly,thereisstillmuchresearchwhichneedstobedoneonthedevelopmentofalterna-
tive design algorithms based on linearizing variable transform methods, with the overall aim
of providing a general set of control law/controller design tools for the designer to chose the
one most appropriate to the particular application under consideration. In particular, to-date
only H∞ and H2 (and mixed H2/H∞) settings have been addressed and also this analysis
assumedfullaccesstoeitherthecurrentpassstateorpassproﬁlevectors,anassumptionwhich
may not be particularly relevant to physical cases where the pass proﬁle vector (the process
output) is corrupted by noise etc. Here we develop significant new results with such a case
in mind using H∞ and  2– ∞ performance measures which can be split into two main parts.
The H∞ and  2– ∞ (or L2–L∞ for continuous-time systems) settings have been exten-
sively used in optimal control/ﬁltering for many classes of systems, see, for example, Du and
Lam (2006), Wang et al. (2006), Wu et al. (2008, 2006, 2007). In particular, they are known
to be particularly well suited to cases when noise is present whose stochastic content is not
precisely known. In an H∞ sense, the control (ﬁlter) minimizes the worst-case energy gain
fromthenoiseinputstothecontrolledoutput(estimationerror)(Wuetal.2008,2006,2007);
while in an  2– ∞ (or L2–L∞) sense, the control (ﬁlter) minimizes the worst-case energy
to peak gain from the noise inputs to the controlled output (estimation error) (Du and Lam
2006; Wu et al. 2006, 2007).
The ﬁrst set of new results developed in this paper give control law (or controller) design
algorithms to guarantee stability and disturbance rejection, as measured by H∞ and  2– ∞
norms for one version of so-called discrete linear repetitive processes which arise in the rep-
resentationofbothphysicalandalgorithmicexamples.Theseresultsaretheﬁrstforthelatter
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performance measure and in both cases we do not assume full access to either the current
pass state or pass proﬁle vectors—in Paszke et al. (2006) this assumption was made for the
H∞ case.
There is clearly also a need to develop a ﬁltering theory for these processes which can
be (eventually) used to enable the implementation of control laws and/or enable (as one of
many possible uses) reliable estimates of key signals to be obtained from measured data. The
second set of major results here solves the underlying problem of the design of a full order
ﬁlter which gives a stable ﬁlter error and has prescribed disturbance attenuation performance
as measured by either an H∞ or an  2– ∞ norm measure. This leads to the formulation
of the ﬁlter existence problem in an LMI setting for each case and hence the corresponding
designtaskasaconvexoptimizationproblemwhichcanbecomputedusingwellknowninte-
rior-point algorithms. Two numerical examples are given to highlight the potential offered
by these new results.
Throughout this paper, the null matrix and the identity matrix with appropriate dimen-
sions are denoted by 0 and I, respectively. Moreover, M > 0( ≥0) denotes a real symmetric
positive definite (semi-definite) matrix. Similarly, M < 0( ≤0) denotes a real symmetric
negative definite (semi-definite) matrix, and ∗ is used to denote transposed block entries in
these matrices. We also require the signal space  2 {[0,∞),[0,∞)}, i.e. the space of square
summable sequences on {[0,∞),[0,∞)} with values in Rq, written  
q
2 for short.
2 H∞ And 2–∞ performance
2.1 Process description and preliminaries
As essential background for the rest of this paper, this section deﬁnes what is meant by H∞
and  2– ∞ performance for discrete linear repetitive processes described by the following
state-space model over 0 ≤ p ≤ α − 1, k ≥ 0,
xk+1(p + 1) = Axk+1(p) + B0yk(p) + B1ωk+1(p)
yk+1(p) = Cxk+1(p) + D0yk(p) + D1ωk+1(p) (1)
where on pass k, xk+1(p) ∈ Rn is the state vector; yk(p) ∈ Rm is the pass proﬁle vector;
ωk+1(p) ∈ Rl is the disturbance vector which belongs to  l
2.
Remark 1 It is important to note that the pass-to-pass updating structure in this model is the
simplest possible, i.e. at any point on the current pass the contribution from the previous pass
is only from the same point, i.e. only yk(p) contributes to xk+1(p) and hence to yk+1(p)
for any 0 ≤ p ≤ α − 1. It is also possible that (in the most general case) all points along
the previous pass proﬁle contribute to the state and pass proﬁle vectors at any point on the
current pass. Indeed this can arise in physical examples such as long-wall coal cutting where
it is known as inter-pass smoothing (Rogers and Owens 1992). Given that no work has pre-
viously been reported on ﬁltering problems for discrete linear repetitive processes we focus
onthemodelabovewithextensiontointer-passsmoothing,whichcouldwellbeanon-trivial
problem, left as a topic for further work (see also the conclusions section for more discussion
of this general point).
Often in practical applications it cannot be assumed that the current pass state (xk+1(p))
and pass proﬁle (yk(p)) vector are fully accessible. In the ﬁrst case, this often arises phys-
ically as sum or all of the entries in this vector may not be available for measurement and
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hencecontrollawimplementationcannotbeachievedunlessitispossibletodesignasuitable
observer structure to estimate the missing state variables.
The pass proﬁle vector is the process output, but from the Roesser type 2D linear systems
state-space model point of view, it has also the interpretation of the system vertical state
sub-vector (and the state vector is the horizontally transmitted state sub-vector) and hence
it could be the case that all elements in this vector are not available for measurement. More
likely is the situation where measurements are corrupted by noise. In such cases, one option
is to assume availability of a so-called measured output signal vector given by
zk+1(p) = Exk+1(p) + F0yk(p) + F1ωk+1(p) (2)
wherezk+1(p) ∈ Rr.Thecontrolledoutputsignal,orsignaltobeestimated,canbewrittenas
vk+1(p) = Gxk+1(p) + H0yk(p) (3)
where vk+1(p) ∈ Rq.
To complete the process description, it is necessary to specify the boundary conditions,
i.e. the state initial vector on each pass and the initial pass proﬁle (i.e. on pass 0). Here we
consider the case when
xk+1(0) = dk+1, k ≥ 0
y0(p) = f (p), 0 ≤ p ≤ α − 1( 4 )
where dk+1 ∈ Rn has known constant entries and f (p) ∈ Rm is an vector whose entries are
known functions of p over [0,α− 1]. This overall state-space model description allows for
disturbances which affect both the state and pass proﬁle dynamics on each pass.
Remark 2 Theboundaryconditionsassumedherearethesimplestpossible.Insomeapplica-
tions, however, there is a need to consider boundary conditions where the state initial vector
on each pass is an explicit function of points along the previous pass proﬁle. An example
here is the optimal control application (Rogers et al. 2007). Such boundary conditions are
termeddynamicandtheycanhaveaverycriticaleffectontheprocessdynamics.Indeedthey
alone can cause instability—see Rogers et al. (2007) and the relevant cited references for a
complete treatment of this key point. Here we leave the problem of ﬁltering in the presence
of such boundary conditions as a topic for further work.
Thestabilitytheory(RogersandOwens1992)forlinearrepetitiveprocessessuchasthose
consideredhereisbasedonanabstractmodelinaBanachspacesettingwhichincludesawide
range of such processes as special cases, including those described by (1)a n d( 4). In terms
of their dynamics it is the pass-to-pass coupling (noting again the unique control problem for
them)whichiscritical.Thisisoftheform yk+1 = Lαyk,where yk ∈ Eα (Eα aBanachspace
with norm || · ||)a n dLα is a bounded linear operator mapping Eα into itself. At least two
distinct forms of stability can be deﬁned and the ﬁrst of these, known as asymptotic stability,
holds if, and only if, there exist numbers Mα > 0a n dλα ∈ (0,1) independent of α such
that ||Lk
α|| ≤ Mαλk
α, k ≥ 0( w h e r e||·|| also denotes the induced operator norm) and can be
interpreted as bounded-input bounded-output stability over the ﬁnite pass length.
Ifasymptoticstabilityholdsthenthesequenceofpassproﬁlesgeneratedconvergestrongly
to a so-called limit proﬁle, i.e. after a sufﬁciently large number of passes have elapsed, the
pass proﬁles converge in the k direction but the ﬁnite pass length means that there could be
unacceptable along the pass dynamics. Stability along the pass prevents this from arising by,
in effect, demanding the bounded-input bounded-output property for any possible value of
the pass length. This holds if, and only if there exist numbers M∞ > 0a n dλ∞ ∈ (0,1)
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independent of α such that ||Lk
α|| ≤ M∞λk
∞, k ≥ 0. (Note also that stability along the pass
canbeanalyzedmathematicallybylettingα →∞andwemakenofurtherexplicitreference
to this fact for the remainder of this paper).
It is of interest to relate this theory to a physical example in the form of long-wall coal
cutting where the pass proﬁle is the thickness (relative to a ﬁxed datum) of the coal left
after the cutting machine has moved along the pass length, i.e. the coal face. The stability
problem here is caused by the machine’s weight as it rests on the previous pass proﬁle during
the cutting of the next pass proﬁle. The undulations caused can be very severe and result in
productive work having to stop to enable them to be removed.
For the processes considered here (see Rogers and Owens 1992 for the original analysis),
asymptotic stability holds if, and only if, all eigenvalues of the matrix D0 have modulus
strictly less than unity, i.e. ρ(D0)<1w h e r eρ(·) denotes the spectral radius of its matrix
argument. This condition is trivially checked and if it holds then the resulting limit proﬁle is
governed by a standard, or 1D, discrete linear systems state-space model with state matrix
A + B0(I − D0)−1C. It is, however, easy to ﬁnd examples where asymptotic stability holds
but the resulting limit proﬁle is unstable as a 1D discrete linear system, i.e. the dynamics
in the along the pass direction are bounded but not uniformly bounded (i.e. independent of
the value of the pass length α). Stability along the pass prevents this from arising and the
following is one set of necessary and sufﬁcient conditions for this stronger property where
we note that it is independent of the disturbance terms.
Theorem 1 (Rogers and Owens 1992) A discrete linear repetitive process described by (1)
and (4) is stable along the pass if, and only if,
(i) ρ (D0) < 1;
(ii) ρ (A) < 1; and
(iii) alleigenvaluesof G(z) = C (zI − A)−1 B0+D0 forall|z|=1havemodulusstrictly
less than unity.
Note here that examples can be found which show that ρ(A)<1i sa l s oo n l yan e c e s s a r y
condition for stability along the pass.
In terms of testing a particular example for stability along the pass, it is clearly the third
condition here which is the most intensive computationally. Also this result has not proved
to be a general purpose way to undertake control law design for stability along the pass or
stabilityalongthepassplusperformanceobjectives.OnealternativeistouseLMIsforwhich
the following is the basic result.
Lemma 1 (Galkowski et al. 2002) A discrete linear repetitive process described by (1)
and(4)withωk+1(p) = 0isstablealongthepassifthereexistsamatrixW =diag(W1,W2)>
0 such that the following LMI holds:
 
−WM TW
∗− W
 
< 0( 5 )
where M =
 
AB 0
CD 0
 
.
To assess performance using H∞ and  2– ∞ measures, we introduce the following defi-
nition.
Deﬁnition 1 A discrete linear repetitive process described by (1) with zero boundary con-
ditions is said to have H∞ performance level γ2,2 > 0 if it is stable along the pass with
ωk+1(p) = 0 and for all nonzero ωk+1(p) ∈  l
2
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 vk+1(p) 2,α <γ 2,2  ωk+1(p) 2,α (6)
and  2– ∞ performance level γ2,∞ > 0i f
 vk+1(p) ∞,α <γ 2,∞  ωk+1(p) 2,α (7)
for the H∞ and  2– ∞ cases, respectively where
  fk(p) 2,α 
  ∞
k=0
 α−1
p=0 f T
k (p) fk(p)
  fk(p) ∞,α 
 
sup
k≥0,p∈[0,α−1]
f T
k (p) fk(p)
Remark 3 Since we consider only linear dynamics, the process response consists (in the
absence of control inputs) of two parts, one of which arises from the boundary conditions
and the other from the disturbance terms. Since the performance measure above seeks to
address the response to disturbances the boundary conditions are set to zero. In applications,
of course, many aspects will be important and there is no attempt to achieve the maximum
possible beneﬁt over all measures. For some applications, disturbance rejection may be the
major consideration and in such a case the most emphasis would be placed on this aspect of
overall performance.
The  2– ∞ performance measure here is the minimization of the maximum peak ampli-
tude ampliﬁcation, measured by the  ∞ norm for a signal with ﬁnite energy as measured by
the  2 norm. In particular, the design task here is to ﬁnd a control law which gives stabil-
ity along the pass and also minimizes the worst case ampliﬁcation effect of a ﬁnite energy
disturbance on the controlled output (for further background on these norms and their use
in other areas of systems theory see, for example, Gao and Wang 2003; Palhares and Peres
2000). The H∞ performance measure is the ratio of the energy in the output signal to the
energy in the disturbance signal as measured by the  2 norm. In all applications the pass
length α is ﬁnite and this means that we are dealing with a subspace of the usual  2 space,
but, for notational simplicity, the performance is still referred to as the H∞ measure. Its
main advantage is the fact that it is insensitive to the exact knowledge of the statistics of the
disturbancesignals.Therelevanceofthesemeasuresfordiscretelinearrepetitiveprocessesis
wellfoundedphysicallybynotingtheconditionsinwhichphysicalexampleshavetooperate,
e.g. long-wall coal cutting and iterative learning control applications such as using a gantry
robot to synchronously place objects on a chain conveyor (for details in this last case see the
references listed in Rogers et al. 2007).
2.2 H∞ Performance
The following result on H∞ performance for discrete linear repetitive process can now be
established.
Theorem 2 A discrete linear repetitive process described by (1) with zero boundary condi-
tions is stable along the pass with H∞ performance level γ2,2 > 0 if there exist matrices
P > 0 and Q > 0 such that the following LMI holds:
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⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−P 00 AT PC T QG T
∗− Q 0 BT
0 PD T
0 QH T
0
∗∗− γ 2
2,2IB T
1 PD T
1 Q 0
∗∗∗ − P 00
∗∗∗ ∗ − Q 0
∗∗∗ ∗ ∗ − I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0( 8 )
Proof First, we establish the stability along the pass using the candidate Lyapunov function
V(k, p)  V1(p,k) + V2(k, p),
V1(p,k)  xT
k+1(p)Pxk+1(p),
V2(k, p)  yT
k (p)Qyk(p) (9)
where P > 0, Q > 0, with increment  V(k, p) deﬁned by
 V(k, p)   V1(p,k) +  V2(k, p) (10)
Hence
 V1(p,k) = xT
k+1(p + 1)Pxk+1(p + 1) − xT
k+1(p)Pxk+1(p)
=
 
Axk+1(p) + B0yk(p)
 T P
 
Axk+1(p) + B0yk(p)
 
−xT
k+1(p)Pxk+1(p) (11)
 V2(k, p) = yT
k+1(p)Qyk+1(p) − yT
k (p)Qyk(p)
=
 
Cxk+1(p) + D0yk(p)
 T Q
 
Cxk+1(p) + D0yk(p)
 
− yT
k (p)Qyk(p) (12)
and it follows that
 V(k, p) = ζT
k (p)
 
¯ AT ¯ P ¯ A + ¯ CT ¯ Q ¯ C − ¯ P − ¯ Q
 
ζk(p)  ζT
k (p) ζk(p) (13)
where
ζk(p) 
 
xk+1(p)
yk(p)
 
, ¯ A 
 
AB 0
00
 
, ¯ C 
 
00
CD 0
 
, ¯ P 
 
P 0
00
 
, ¯ Q 
 
00
0 Q
 
.
Application of the Schur’s complement formula to the LMI (8) now leads immediately to
 <0. Hence for any ζk(p)  = 0, we have  V(k, p)<0 and it follows immediately from
results in Rogers et al. (2007) that stability along the pass holds.
We also have
∞  
k=0
α−1  
p=0
 V(k, p) 
α−1  
p=0
 V1(p,k) +
∞  
k=0
 V2(k, p) (14)
which will be used in establishing the H∞ performance bound for a stable along the pass
example.
Consider the associated performance index:
J   vk+1(p) 2
2,α − γ 2
2,2  ωk+1(p) 2
2,α (15)
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Then (on making use of (14))
J <  vk+1(p) 2
2,α − γ 2
2,∞  ωk+1(p) 2
2,α + V(∞,α)− V(0,0)
=
∞  
k=0
α−1  
p=0
 
vT
k+1(p)vk+1(p)−γ 2
2,2ωT
k+1(p)ωk+1(p)
 
+
α−1  
p=0
 V1(p,k) +
∞  
k=0
 V2(k, p)
=
∞  
k=0
α−1  
p=0
 
vT
k+1(p)vk+1(p) − γ 2
2,2ωT
k+1(p)ωk+1(p) +  V(k, p)
 

∞  
k=0
α−1  
p=0
ηT
k (p) ηk(p) (16)
whereηk(p) 
 
xT
k+1(p) yT
k (p)ω T
k+1(p)
 T,V(∞,α) V1(α,k)+V2(∞, p),V(0,0)
V1(0,k) + V2(0, p) and
  
⎡
⎣
−P 00
∗− Q 0
∗∗− γ 2
2,2I
⎤
⎦ +
⎡
⎣
AT
BT
0
BT
1
⎤
⎦ P
⎡
⎣
AT
BT
0
BT
1
⎤
⎦
T
+
⎡
⎣
CT
DT
0
DT
1
⎤
⎦ Q
⎡
⎣
CT
DT
0
DT
1
⎤
⎦
T
+
⎡
⎣
GT
HT
0
0
⎤
⎦
⎡
⎣
GT
HT
0
0
⎤
⎦
T
By the Schur’s complement formula, (8) implies  <0 and hence for all ηk(p)  = 0, we
have J < 0, i.e.  vk+1(p) 2,α <γ 2,2  ωk+1(p) 2,α for all nonzero ωk+1(p) ∈  l
2 and the
proof is complete.    
2.3  2– ∞ Performance
In the case of  2– ∞ performance, we have the following result.
Theorem 3 Adiscretelinearrepetitiveprocessdescribedby(1)isstablealongthepasswith
 2– ∞ performance level γ2,∞ > 0 if there exist matrices P > 0 and Q > 0 such that the
following LMIs hold:
⎡
⎢
⎢
⎢
⎢
⎣
−P 00 AT PC T Q
∗− Q 0 BT
0 PD T
0 Q
∗∗− IB T
1 PD T
1 Q
∗∗∗ − P 0
∗∗∗ ∗ − Q
⎤
⎥
⎥
⎥
⎥
⎦
< 0 (17)
⎡
⎣
P 0 GT
∗ QH T
0
∗∗γ 2
2,∞I
⎤
⎦ > 0 (18)
Proof Theproofofstabilityalongthepassisidenticaltothatinthepreviousresultandhence
the details are omitted here. To establish (noting again the assumption on the boundary con-
ditions) the  2– ∞ performance bound for a stable along the pass process described by (1),
consider the associated performance index:
I = V(k, p) −
k−1  
s=0
p−1  
β=0
ωT
s+1(β)ωs+1(β) (19)
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Then, we have
I = V(k, p) − V(0,0) −
k−1  
s=0
p−1  
β=0
ωT
s+1(β)ωs+1(β)
=
p−1  
β=0
 V1(β,k) +
k−1  
s=0
 V2(s, p) −
k−1  
s=0
p−1  
β=0
ωT
s+1(β)ωs+1(β)
<
k−1  
s=0
p−1  
β=0
 
 V(s,β)− ωT
s+1(β)ωs+1(β)
 

k−1  
s=0
p−1  
β=0
ηT
s (β) ηs(β) (20)
where ηs(β) 
 
xT
s+1(β) yT
s (β) ωT
s+1(β)
 
, V(0,0)  V1(0,k) + V2(0, p) and
  
⎡
⎣
−P 00
∗− Q 0
∗∗− I
⎤
⎦ +
⎡
⎣
AT
BT
0
BT
1
⎤
⎦ P
⎡
⎣
AT
BT
0
BT
1
⎤
⎦
T
+
⎡
⎣
CT
DT
0
DT
1
⎤
⎦ Q
⎡
⎣
CT
DT
0
DT
1
⎤
⎦
T
On applying the Schur’s complement formula, the LMI of (17) implies that  <0. Hence,
for all ηk(p)  = 0, we have I < 0, i.e
xT
k+1(p)Pxk+1(p) + yT
k (p)Qyk(p) = V(k, p)<
k−1  
s=0
p−1  
β=0
ωT
s+1(β)ωs+1(β) (21)
Conversely, by applying the Schur’s complement formula again, (18) is equivalent to
 
GT
HT
0
 
 
GH 0
 
<γ2
2,∞
 
P 0
0 Q
 
(22)
Hence we can conclude from (3), (21)a n d( 22) that for any k > 0a n dp ∈ [0,α]
vT
k+1(p)vk+1(p) =
 
Gxk+1(p) + H0yk(p)
 T  
Gxk+1(p) + H0yk(p)
 
<γ 2
2,∞
 
xT
k+1(p)Pxk+1(p) + yT
k (p)Qyk(p)
 
<γ 2
2,∞
k−1  
s=0
p−1  
β=0
ωT
s+1(β)ωs+1(β)
<γ 2
2,∞
∞  
s=0
α−1  
β=0
ωT
s+1(β)ωs+1(β) (23)
Taking the supremum over k > 0a n dp ∈ [0,α− 1] yields (7) and the proof is complete.    
Remark 4 Repetitive processes are deﬁned over the ﬁnite pass length α, and in practice
the process will only complete a ﬁnite number of passes, say, N. Hence the corresponding
cost function in this last result should be evaluated as given in (19). However, it is routine to
argue that the signals involved can be extended from [0,α] to the inﬁnite interval in such a
waythatprojectionoftheinﬁniteintervalsolutionontotheﬁniteintervalispossible.Likewise
from the inﬁnite set to [0, N], and hence we will work with (19).
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3 Dynamic output feedback control
3.1 Problem formulation
The process state-space model is that of (1) augmented by control input terms, i.e.
xk+1(p + 1) = Axk+1(p) + Buk+1(p) + B0yk(p)+B1ωk+1(p)
yk+1(p) = Cxk+1(p) + Duk+1(p) + D0yk(p)+D1ωk+1(p) (24)
where on pass k, uk+1(p) ∈ Rs is the control input vector.
Here, we seek to design a (full-order) dynamic output feedback controller of general
structure described by
ϕk+1(p + 1) = Acϕk+1(p) + B0cφk(p) + Bczk+1(p)
φk+1(p) = Ccϕk+1(p) + D0cφk(p) + Dczk+1(p)
uk+1(p) = Gcϕk+1(p) + H0cφk(p) + Hczk+1(p) (25)
where ϕk+1(p) ∈ Rn and φk(p) ∈ Rm are the controller state vectors in the along the pass
and pass-to-pass directions, respectively, and zk+1(t) is the measured output vector deﬁned
by (2).
Remark 5 Inthecontroldesignanalysisinthispaperweassumethatacontrollawoftheform
considered can be found to give the required properties and characterize this in terms of LMI
based sufﬁcient conditions which if they hold lead immediately to the required numerical
parameters. It would, of course, be much better to have necessary and sufﬁcient conditions
for the existence of a given control law, e.g. a result equivalent to that which states that con-
trollability of 1D discrete linear systems state-space model is equivalent to a solution of the
statefeedbackbasedpoleplacementproblem.Nosuchgeneralresultexistsfordiscretelinear
repetitive processes due, for example, to the fact that controllability for these processes and
what a pole means are still relatively open questions—for progress on this area see Rogers
et al. (2007).
Augmenting the model of (1) to include the states of dynamic output feedback control-
ler (25) and using (2)–(3) gives the following state-space model for the controlled process
ξk+1(p+1) = ˜ Aξk+1(p)+ ˜ B0ζk(p)+ ˜ B1ωk+1(p)
ζk+1(p) = ˜ Cξk+1(p)+ ˜ D0ζk(p)+ ˜ D1ωk+1(p)
vk+1(p) = ˜ Gξk+1(p)+ ˜ H0ζk(p) (26)
where ξk+1(p) 
 
xT
k+1(p)ϕ T
k+1(p)
 T, ζk(p) 
 
yT
k (p)φ T
k (p)
 T and
˜ A 
 
A + BH cEB G c
BcEA c
 
, ˜ B0 
 
B0 + BH cF0 BH 0c
BcF0 B0c
 
, ˜ B1 
 
B1 + BH cF1
BcF1
 
,
˜ C 
 
C + DHcED G c
DcEC c
 
, ˜ D0 
 
D0 + DHcF0 DH0c
DcF0 D0c
 
, ˜ D1 
 
D1 + DHcF1
DcF1
 
,
˜ G 
 
G 0
 
, ˜ H0 
 
H0 0
 
(27)
The problem considered in this section is the design of a controller of the form (25), with
either H∞ or  2– ∞ performance, subject to the following two requirements:
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1. The controlled process is stable along the pass.
2. The controlled process has disturbance attenuation level γ2,2 in an H∞ (or level γ2,∞
in an  2– ∞) sense. In particular, for all nonzero ωk+1(p) ∈  l
2, (6) holds for the H∞
case and (7)f o r 2– ∞.
Remark 6 The controller deﬁned in (25) uses local information at (k+1, p), (k, p) to deter-
minethecontrolsignalat(k+1, p).Itispossibletoutilizeinformationofthewholeprevious
proﬁle,namely,informationfrom(k,0),(k,1),...,(k,α−1)todeterminethecontrolsignal
at(k+1, p)butclearlythisshouldonlyoccuriftheextracomplexityinvolvedproducesclear
performanceadvantagesoverthesimplerstructuresconsideredhere.Adetailedinvestigation
of this general point should be undertaken once the full potential of controllers, such as those
considered here, which only make the minimum use of previous pass information has been
established.
3.2 H∞ Dynamic output feedback control design
First, we state the following preliminary result whose proof follows identical steps to that of
Theorem 2 and is hence omitted here.
Theorem 4 A discrete linear repetitive process with state-space model (26) is stable along
the pass with H∞ performance level γ2,2 > 0 if there exist matrices P > 0 and Q > 0 such
that the following LMI holds:
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−P 00 ˜ AT P ˜ CT Q ˜ GT
∗− Q 0 ˜ BT
0 P ˜ DT
0 Q ˜ HT
0
∗∗− γ 2
2,2I ˜ BT
1 P ˜ DT
1 Q 0
∗∗∗ − P 00
∗∗∗ ∗ − Q 0
∗∗∗ ∗ ∗ − I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (28)
This result however does not allow us to achieve the controller required, but it provides
the frame to solve effectively the H∞ the dynamic output feedback control problem together
with the design procedure.
Theorem 5 Consideradiscretelinearrepetitiveprocessdescribedby(1)andletγ2,2 > 0be
aprescribedscalar.Thenforsuchaprocessthereexistsafull-orderdynamicoutputfeedback
controller of the form (25) for which the resulting controlled process (26) is stable along the
pass and (6) holds if there exist matrices P > 0, R > 0, Q > 0, S > 0, Ac, B0c, Bc, Cc,
D0c, Dc, Gc, H0c and Hc such that the following LMI holds:
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
−P −I 000  T
16  T
17  T
18  T
19 GT
∗− R 000 A T
c  T
27 C T
c  T
29 RGT
∗∗− Q −I 0  T
36  T
37  T
38  T
39 HT
0
∗∗∗− S 0 BT
0c  T
47 DT
0c  T
49 S HT
0
∗∗∗∗− γ 2
2,2I  T
56  T
57  T
58  T
59 0
∗∗∗∗∗ − P −I 000
∗∗∗∗∗ ∗− R 000
∗∗∗∗∗ ∗∗− Q −I 0
∗∗∗∗∗ ∗∗∗− S 0
∗∗∗∗∗ ∗∗∗∗− I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
< 0 (29)
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where
 16  PA + BcE,  36  PB0 + BcF0,  56  PB1 + BcF1,  17  A + BHcE
 27  AR + BGc,  37  B0 + BHcF0,  47  B0S + BH0c,  57  B1 + BHcF1
 18  QC + DcE,  38  QD0 + DcF0,  58  QD1 + DcF1,  19  C + DHcE
 29  CR + DGc,  39  D0 + DHcF0,  49  D0S + DH0c,  59  D1 + DHcF1
Moreover, a desired H∞ dynamic output feedback controller can be found by solving the
following equations:
Hc = Hc,
H0c = HcF0S + H0cST
12,
Gc = HcER + GcRT
12,
Dc = QDHc + Q12Dc,
Bc = PBH c + P12Bc,
D0c = Q(D0 + DHcF0)S + Q12DcF0S + QDH0cST
12 + Q12D0cST
12,
Cc = Q(C + DHcE)R + Q12DcER + QDGcRT
12 + Q12CcRT
12,
B0c = P (B0 + BH cF0)S + P12BcF0S + PBH 0cST
12 + P12B0cST
12,
Ac = P (A + BH cE)R + P12BcER + PBGcRT
12 + P12AcRT
12 (30)
where P12,R 12,Q 12 and S12 aredeﬁnedbyanyfullrankfactorizationof P12RT
12 = I −PR
and Q12ST
12 = I − QS, respectively (derived from P11R11 + P12RT
12 = I and Q11S11 +
Q12ST
12 = I, respectively).
Proof It follows immediately from Theorem 4 that the matrices P and Q are nonsingular
if (28) holds since P > 0a n dQ > 0. Also introduce R = P−1, Q = S−1, and partition P,
R, Q and S as follows:
P 
 
P11 P12
∗ P22
 
, R = P−1 
 
R11 R12
∗ R22
 
Q 
 
Q11 Q12
∗ Q22
 
, S = Q−1 
 
S11 S12
∗ S22
 
Thensinceweareconsideringafull-ordercontroller, P12 and R12 aresquareandwithoutloss
of generality we also assume that these matrices are nonsingular. (If this is not the case , P12
and R12 may be perturbed by matrices  P12 and  R12, respectively with sufﬁciently small
norms such that P12+ P12 and P12+ P12 are nonsingular and satisfy (28)). Similarly, we
assume that Q12 and S12 are nonsingular and hence we can deﬁne the following nonsingular
matrices
 P 
 
P11 I
PT
12 0
 
,  R 
 
IR 11
0 RT
12
 
,  Q 
 
Q11 I
QT
12 0
 
,  S 
 
IS 11
0 ST
12
 
(31)
Note that
P R =  P, R P =  R, P11R11 + P12RT
12 = I,
Q S =  Q, S Q =  S, Q11S11 + Q12ST
12 = I (32)
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and also pre- and post-multiplying (28) by the diagonal matrix diag( R,  S, I,  R,  S, I),
gives
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣
− T
R P 00  T
R ˜ AT P  T
R ˜ CT Q  T
R ˜ GT
∗−  T
S  Q 0  T
S ˜ BT
0  P  T
S ˜ DT
0  Q  T
S ˜ HT
0
∗∗− γ 2
2,2I ˜ BT
1  P ˜ DT
1  Q 0
∗∗∗ −  T
R P 00
∗∗∗ ∗ −  T
S  Q 0
∗∗∗ ∗ ∗ − I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (33)
Now introduce P  P11, R  R11, Q  Q11, S  S11 and the following matrices:
Ac  P11 (A + BH cE) R11 + P12BcER 11 + P11BGcRT
12 + P12AcRT
12
B0c  P11 (B0 + BH cF0) S11 + P12BcF0S11 + P11BH 0cST
12 + P12B0cST
12
Cc  Q11 (C + DHcE) R11 + Q12DcER 11 + Q11DGcRT
12 + Q12CcRT
12
D0c  Q11 (D0 + DHcF0) S11 + Q12DcF0S11 + Q11DH0cST
12 + Q12D0cST
12
Bc  P11BH c + P12Bc
Dc  Q11DHc + Q12Dc
Gc  HcER 11 + GcRT
12
H0c  HcF0S11 + H0cST
12
Hc  Hc (34)
Then, noting (27), we have the following in (33):
 T
P ˜ A R 
 
PA + BcE Ac
A + BHcEA R + BGc
 
,  T
P R 
 
P I
I R
 
,
 T
P ˜ B0 S 
 
PB0 + BcF0 B0c
B0 + BHcF0 B0S + BH0c
 
,  T
S  Q 
 
Q I
I S
 
,
 T
Q ˜ C R 
 
QC + DcE Cc
C + DHcEC R + DGc
 
,  T
P ˜ B1 
 
PB1 + BcF1
B1 + BHcF1
 
,
 T
Q ˜ D0 S 
 
QD0 + DcF0 D0c
D0 + DHcF0 D0S + DH0c
 
,  T
Q ˜ D1 
 
QD1 + DcF1
D1 + DHcF1
 
,
˜ G R 
 
GG R
 
, ˜ H0 S 
 
H0 H0S
 
(35)
Substituting (35)i n t o( 33)n o wg i v e s( 29). Conversely, substituting P  P11, R  R11,
Q  Q11 and S  S11 into (34)g i v e s( 30). Hence on applying Theorem 4 we have that the
controlled process is stable along the pass with H∞ performance level γ2,2.    
Remark 7 Note that Theorem 5 gives a sufﬁcient condition for solvability of H∞ dynamic
outputfeedbackcontrolproblemforthediscretelinearrepetitiveprocesses.Sincetheobtained
condition is in LMI form, a desired controller can be determined by solving the following
convex optimization problem:
min σ1 subject to (29) (where σ1 = γ 2
2,2) (36)
3.3  2– ∞ Dynamic output feedback control
In a similar manner to the H∞ case, the following result can be established using, in effect,
the arguments required in the proof of Theorem 3 and hence the details are omitted here.
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Theorem 6 A discrete linear repetitive process described by (26) is stable along the pass
with  2– ∞ performance level γ2,∞ > 0 if there exist matrices P > 0 and Q > 0 such that
the following LMIs hold:
⎡
⎢
⎢
⎢
⎢
⎣
−P 00˜ AT P ˜ CT Q
∗− Q 0 ˜ BT
0 P ˜ DT
0 Q
∗∗− I ˜ BT
1 P ˜ DT
1 Q
∗∗∗ − P 0
∗∗∗ ∗ − Q
⎤
⎥
⎥
⎥
⎥
⎦
< 0 (37)
⎡
⎣
−P 0 ˜ GT
∗− Q ˜ HT
0
∗∗− γ 2
2,∞I
⎤
⎦ < 0 (38)
This result however again does not allow us to achieve the controller required, but it pro-
vides the setting to solve the  2– ∞ the dynamic output feedback control problem together
with the controller design procedure.
Theorem 7 Consider a discrete linear repetitive process described by (1) and let γ2,∞ > 0
be a prescribed scalar. There exists a full-order dynamic output feedback controller of the
form (25) such that the controlled process (26) is stable along the pass and (7) is satisﬁed if
there exist matrices P > 0, R > 0, Q > 0, S > 0, Ac, B0c, Bc, Cc, D0c, Dc, Gc, H0c and
Hc such that the following LMIs hold:
⎡
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−P −I 000  T
16  T
17  T
18  T
19
∗− R 000 A T
c  T
27 C T
c  T
29
∗∗− Q −I 0  T
36  T
37  T
38  T
39
∗∗∗− S 0 BT
0c  T
47 DT
0c  T
49
∗∗∗∗− I  T
56  T
57  T
58  T
59
∗∗∗∗∗ − P −I 00
∗∗∗∗∗ ∗− R 00
∗∗∗∗∗ ∗∗− Q −I
∗∗∗∗∗ ∗∗∗− S
⎤
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (39)
⎡
⎢
⎢
⎢
⎢
⎣
−P −I 00GT
∗− R 00RGT
∗∗− Q −IH T
0
∗∗∗− SS HT
0
∗∗∗∗− γ 2
2,∞I
⎤
⎥
⎥
⎥
⎥
⎦
< 0( 4 0 )
where  ij (i = 1,2,3,4,5; j = 6,7,8,9) are deﬁned in Theorem 5. Moreover, a desired
 2– ∞ dynamic output feedback controller can be computed from (30).
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Proof Deﬁning  P,  R,  Q and  S as in (31) and then pre- and post-multiplying (37)
and (38) by matrices diag( R, S, I, R, S) and diag( R, S, I), respectively yield
⎡
⎢
⎢ ⎢
⎢
⎣
− T
R P 00  T
R ˜ AT P  T
R ˜ CT Q
∗−  T
S  Q 0  T
S ˜ BT
0  P  T
S ˜ DT
0  Q
∗∗− I ˜ BT
1  P ˜ DT
1  Q
∗∗∗ −  T
R P 0
∗∗∗ ∗ −  T
S  Q
⎤
⎥
⎥ ⎥
⎥
⎦
< 0 (41)
⎡
⎣
− T
R P 0  T
R ˜ GT
∗−  T
S  Q  T
S ˜ HT
0
∗∗− γ 2
2,∞I
⎤
⎦ < 0( 4 2 )
Substituting (35)i n t o( 41)a n d( 42), we obtain (39)a n d( 40), respectively. The second part
of proof follows the same argument as the corresponding part in Theorem 5 and hence the
details are omitted here.    
Remark 8 Theorem7providesasufﬁcientconditionforsolvabilityof 2– ∞ dynamicoutput
feedback control problem for the discrete linear repetitive processes. As in the H∞ case, a
desired controller can be determined by solving the following convex optimization problem:
min σ2 subject to (39) and (40) (where σ2 = γ 2
2,∞) (43)
4 H∞ and 2–∞ ﬁltering
Suppose that the example under consideration is stable along the pass. Then the problem
considered in this section is the estimation of the signal vk+1(p) ∈ Rq of (3) for a discrete
linear repetitive process described by (1) based on the measured output vector zk+1(p) ∈ Rr
deﬁned by (2). The aim is to construct a linear full-order dynamic ﬁlter
ϕk+1(p + 1) = A f ϕk+1(p)+B0 f φk(p)+B f zk+1(p)
φk+1(p) = C f ϕk+1(p)+D0 f φk(p)+D f zk+1(p)
ˆ vk+1(p) = G f ϕk+1(p)+H0 f φk(p)+Hf zk+1(p) (44)
where on pass k, ϕk+1(p) ∈ Rn and φk(p) ∈ Rm are the state vector and the proﬁle vector
for the ﬁlter, respectively.
Augmenting (1) to include the states of ﬁlter (44) and using (2)–(3) gives the following
description of the ﬁltering error process
ξk+1(p + 1) = ˜ Aξk+1(p) + ˜ B0ζk(p) + ˜ B1ωk+1(p)
ζk+1(p) = ˜ Cξk+1(p) + ˜ D0ζk(p) + ˜ D1ωk+1(p)
ek+1(p) = ˜ Gξk+1(p) + ˜ H0ζk(p) + ˜ H1ωk+1(p) (45)
where ξk+1(p) 
 
xT
k+1(p)ϕ T
k+1(p)
 T,ζ k(p) 
 
yT
k (p)φ T
k (p)
 T,ek+1(p)  vk+1(p) −
ˆ vk+1(p) and
˜ A 
 
A 0
B f EA f
 
, ˜ B0 
 
B0 0
B f F0 B0 f
 
, ˜ B1 
 
B1
B f F1
 
,
˜ C 
 
C 0
D f EC f
 
, ˜ D0 
 
D0 0
D f F0 D0 f
 
, ˜ D1 
 
D1
D f F1
 
,
˜ G 
 
G − Hf E −G f
 
, ˜ H0 
 
H0 − Hf F0 −H0 f
 
, ˜ H1  −HFF1 (46)
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The problem now is to develop a full-order H∞ (or  2– ∞)ﬁ l t e ro ft h ef o r m( 44)s u c h
that the resulting ﬁltering error process (45) is stable along the pass with noise attenuation
level γ2,2 in an H∞ (or γ2,∞ in an  2– ∞) sense. More specifically, under zero boundary
conditions and for all nonzero ωk+1(p) ∈  l
2, we require that
 ek+1(p) 2,α <γ 2,2  ωk+1(p) 2,α (47)
for the H∞ ﬁltering problem, and
 ek+1(p) ∞,α <γ 2,∞  ωk+1(p) 2,α (48)
for the  2– ∞ ﬁltering problem.
4.1 H∞ Filtering
ThefollowingresultisprovedusingidenticalstepstothatofTheorem2andhencethedetails
are omitted here.
Theorem 8 The ﬁltering error process described by (45) is stable along the pass with H∞
performance level γ2,2 > 0 if there exist matrices P1 > 0 and P2 > 0 such that the following
LMI holds:
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−P1 00 ˜ AT P1 ˜ CT P2 ˜ GT
∗− P2 0 ˜ BT
0 P1 ˜ DT
0 P2 ˜ HT
0
∗∗− γ 2
2,2I ˜ BT
1 P1 ˜ DT
1 P2 ˜ HT
1
∗∗∗ − P1 00
∗∗∗ ∗ − P2 0
∗∗∗ ∗ ∗ − I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (49)
Similarly as in previous sections for the control problem, this result cannot be directly
used for the respective ﬁlter design, but provides the setting for this the H∞ case.
Theorem 9 Consider a discrete linear repetitive process described by (1) and let γ2,2 > 0
be a prescribed scalar. Then a full-order ﬁlter of the form (44) can be designed such that the
ﬁltering error process (45) is stable along the pass and (47) is satisﬁed if there exist matrices
U1 > 0, V1 > 0, U2 > 0, V2 > 0, A f , B0 f , B f , C f , D0 f , D f , G f , H0 f and H f such that
the following LMI holds:
⎡
⎢
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−U1 −V1 000 ϒT
16 ϒT
17 ϒT
18 ϒT
19 ϒT
110
∗− V1 000 A T
f A T
f C T
f C T
f −G T
f
∗∗− U2 −V2 0 ϒT
36 ϒT
37 ϒT
38 ϒT
39 ϒT
310
∗∗∗− V2 0 BT
0 f BT
0 f DT
0 f DT
0 f −H T
0 f
∗∗∗∗− γ 2
2,2I ϒT
56 ϒT
57 ϒT
58 ϒT
59 −FT
1 H T
f
∗∗∗∗∗ − U1 −V1 000
∗∗∗∗∗ ∗− V1 000
∗∗∗∗∗ ∗∗− U2 −V2 0
∗∗∗∗∗ ∗∗∗− V2 0
∗∗∗∗∗ ∗∗∗∗− I
⎤
⎥
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0( 5 0 )
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where
ϒ16  U1A + B f E,ϒ 36  U1B0 + B f F0,ϒ 56  U1B1 + B f F1,
ϒ17  V1A + B f E,ϒ 37  V1B0 + B f F0,ϒ 57  V1B1 + B f F1,
ϒ18  U2C + D f E,ϒ 38  U2D0 + D f F0,ϒ 58  U2D1 + D f F1,
ϒ19  V2C + D f E,ϒ 39  V2D0 + D f F0,ϒ 59  V2D1 + D f F1,
ϒ110  G − H f E,ϒ 310  H0 − H f F0 (51)
Moreover, the ﬁlter can be computed from
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f Hf
⎤
⎦ =
⎡
⎣
V −1
1 00
0 V −1
2 0
00I
⎤
⎦
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f H f
⎤
⎦ (52)
Proof From Theorem 8, P1 and P2 are both nonsingular if (49) holds since P1 > 0a n d
P2 > 0. Now, compatibly partition these matrices as
P1 
 
P11 P12
PT
12 P13
 
, P2 
 
P21 P22
PT
22 P23
 
(53)
Then since we are considering a full-order ﬁlter, P12 and P12 are square and without loss
of generality we assume P12 and P22 are nonsingular (if not, P12 and P22 may be perturbed
by matrices  P12 and P22 with sufﬁciently small norms respectively such that P12+ P12
and P22 +  P22 are nonsingular and satisfy (49)). Also introduce the following matrices:
 1 
 
I 0
0 P−1
13 PT
12
 
,  2 
 
I 0
0 P−1
23 PT
22
 
U1  P11, V1  P12P−1
13 PT
12, U2  P21, V2  P22P−1
23 PT
22 (54)
and
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f H f
⎤
⎦ 
⎡
⎣
P12 00
0 P22 0
00I
⎤
⎦
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f Hf
⎤
⎦
⎡
⎣
P−1
13 PT
12 00
0 P−1
23 PT
22 0
00I
⎤
⎦ (55)
Pre- and post-multiplying (49)b yd i a g( 1,  2, I,  1,  2, I) now gives
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣
− T
1 P1 1 00  T
1 ˜ AT P1 1  T
1 ˜ CT P2 2  T
1 ˜ GT
∗−  T
2 P2 2 0  T
2 ˜ BT
0 P1 1  T
2 ˜ DT
0 P2 2  T
2 ˜ HT
0
∗∗− γ 2
2,2I ˜ BT
1 P1 1 ˜ DT
1 P2 2 ˜ HT
∗∗∗ −  T
1 P1 1 00
∗∗∗ ∗ −  T
2 P2 2 0
∗∗∗ ∗ ∗ − I
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
< 0 (56)
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where
 T
1 P1 ˜ A 1 
 
U1A + B f E A f
V1A + B f E A f
 
,  T
1 P1 ˜ B0 2 
 
U1B0 + B f F0 B0 f
V1B0 + B f F0 B0 f
 
,
 T
1 P1 ˜ B1 
 
U1B1 + B f F1
V1B1 + B f F1
 
,  T
2 P2 ˜ C 1 
 
U2C + D f E C f
V2C + D f E C f
 
,
 T
2 P2 ˜ D0 2 
 
U2D0 + D f F0 D0 f
V2D0 + D f F0 D0 f
 
,  T
2 P2 ˜ D1 
 
U2D1 + D f F1
V2D1 + D f F1
 
,
 T
1 P2 1 
 
U1 V1
V1 V1
 
,  T
2 P2 2 
 
U2 V2
V2 V2
 
, ˜ H  −H f F1,
˜ G 1 
 
G − H f E −G f
 
, ˜ H0 2 
 
H0 − H f F0 −H0 f
 
(57)
Substituting (53)–(55)a n d( 57)i n t o( 56) now yields (50). Conversely, (55) is equivalent to
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f Hf
⎤
⎦ 
⎡
⎣
P−1
12 00
0 P−1
22 0
00I
⎤
⎦
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f H f
⎤
⎦
⎡
⎣
P−T
12 P13 00
0 P−T
22 P23 0
00I
⎤
⎦
=
⎡
⎣
 −1
1 V −1
1 00
0  −1
2 V −1
2 0
00I
⎤
⎦
⎡
⎣
A f B0 f B f
C f D0 f D f
G f H0 f H f
⎤
⎦
⎡
⎣
 1 00
0  2 0
00I
⎤
⎦ (58)
where  1  P−T
12 P13 and  2  P−T
22 P23. Note also that the ﬁlter matrices of (44) can be
written in the form of (58). This, in turn, implies that matrix diag( 1,  2, I) can be viewed
as a similarity transformation on the state-space realization of the ﬁlter and, as such, has no
effect on the ﬁlter mapping from zk+1(p) to ˆ vk+1(p). Without loss of generality, we can set
 1 =  2 = I, thus obtain (52) and hence the ﬁlter in (44) can be constructed by (52).    
Remark 9 Note that Theorem 9 provides a sufﬁcient condition for solvability of the H∞
ﬁlter problem and, since the condition which must hold is in LMI form, a desired ﬁlter can
be determined by solving the following convex optimization problem:
min δ1 subject to (50) (where δ1 = γ 2
2,2) (59)
4.2  2– ∞ Filtering
The  2– ∞ ﬁlter has the form of (44) with Hf = 0, which is different from the H∞ case.
The reason why Hf should be set to zero is that now the corresponding ﬁltering error output
ek+1(p) should be independent of the disturbance ωk+1(p) which enables us to establish the
 2– ∞ performancefortheﬁlteringerrorprocess.Hence,asin H∞ ﬁltering,weﬁrstanalyze
stability along the pass and  2– ∞ performance for ﬁltering error process described above.
The result is the next theorem, whose proof follows from identical steps to the ones given
above and is hence omitted here, which gives a sufﬁcient condition for (7) to hold.
Theorem 10 The ﬁltering error process of (45) is stable along the pass with  2– ∞ perfor-
mance level γ2,∞ > 0 if there exist matrices P1 > 0 and P2 > 0 such that the following
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LMIs hold:
⎡
⎢
⎢
⎢
⎢
⎣
−P1 00 ˜ AT P1 ˜ CT P2
∗− P2 0 ˜ BT
0 P1 ˜ DT
0 P2
∗∗− I ˜ BT
1 P1 ˜ DT
1 P2
∗∗∗ − P1 0
∗∗∗ ∗ − P2
⎤
⎥
⎥
⎥
⎥
⎦
< 0( 6 0 )
⎡
⎣
−P1 0 ˜ GT
∗− P2 ˜ HT
0
∗∗− γ 2
2,∞I
⎤
⎦ < 0 (61)
Now,weareinthepositiontogivetheﬁnalresultforthe 2– ∞ ﬁlteringproblemtogether
with the ﬁlter design procedure.
Theorem 11 Consideradiscretelinearrepetitiveprocessdescribedby(1)andletγ2,∞ > 0
be a prescribed scalar. Then a full-order ﬁlter of the form (44) can be designed such that the
ﬁltering error process (45) is stable along the pass and (48) is satisﬁed if there exist matrices
U1 > 0, V1 > 0, U2 > 0, V2 > 0, A f , B0 f , B f , C f , D0 f , D f , G f and H0 f such that
(i) the LMI obtained from (50) by removing last block row and column and setting
γ2,∞ = 1,
(ii) and
⎡
⎢
⎢
⎢
⎢
⎣
−U1 −V1 00GT
∗− V1 00−G T
f
∗∗− U2 −V2 HT
0
∗∗∗− V2 −H T
0 f
∗∗∗∗− γ 2
2,∞I
⎤
⎥
⎥
⎥
⎥
⎦
< 0( 6 2 )
hold.
Moreover, the ﬁlter can be computed from (52) with H f = 0 and Hf = 0.
Proof Pre- and post-multiplying (60)a n d( 61)b yd i a g ( 1,  2, I,  1,  2) and diag
( 1,  2, I), respectively, gives
⎡
⎢
⎢
⎢ ⎢
⎣
− T
1 P1 1 00  T
1 ˜ AT P1 1  T
1 ˜ CT P2 2
∗−  T
2 P2 2 0  T
2 ˜ BT
0 P1 1  T
2 ˜ DT
0 P2 2
∗∗− I ˜ BT
1 P1 1 ˜ DT
1 P2 2
∗∗∗ −  T
1 P1 1 0
∗∗∗ ∗ −  T
2 P2 2
⎤
⎥
⎥
⎥ ⎥
⎦
< 0 (63)
⎡
⎣
− T
1 P1 1 0  T
1 ˜ GT
∗−  T
2 P2 2  T
2 ˜ HT
0
∗∗− γ 2
2,∞I
⎤
⎦ < 0( 6 4 )
Substituting (53)–(55)a n d( 57)i n t o( 63)–(64) and setting Hf = 0 complete the ﬁrst part
of the proof. In the case of the second, this follows identical steps to that of Theorem 9 and
hence the details are omitted here.    
Remark 10 Theorem11providesasufﬁcientcondition forthesolvability ofthe 2– ∞ ﬁlter
problem. As in the H∞ case, a desired ﬁlter can be determined by solving the following
convex optimization problem:
minδ2 subject to (i) and (62) in Theorem 11 (where δ2 = γ 2
2,∞) (65)
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5 Illustrative examples
Intheremainderofthispaperweprovidetwonumericalexampleswhichillustratethecontrol
and ﬁltering results respectively developed in this paper.
Example 1 (Control Problem) Consider the case of (24)w h e nα = 20, k ≥ 0a n d
A =
⎡
⎣
−0.21 −0.42 0.00
0.60 1.56 −0.10
0.30 0.00 0.43
⎤
⎦, B0 =
⎡
⎣
0.73 0.15
−0.22 0.64
0.33 0.41
⎤
⎦, B =
⎡
⎣
−0.43 −0.13
0.23 0.48
0.21 −0.18
⎤
⎦
B1 =
⎡
⎣
−0.40
0.24
−0.21
⎤
⎦, C =
 
−0.40 −0.28 0.37
0.52 0.38 −0.15
 
D0 =
 
1.18 0.31
0.15 0.54
 
, D1 =
 
0.18
0.35
 
D =
 
−0.24 −0.52
−0.11 0.32
 
, E =
 
−0.21 0.26 0.10
0.04 0.32 0.11
 
, F0 =
 
−0.15 0.26
0.06 0.20
 
F1 =
 
−0.30
−0.22
 
, G =
 
0.25 −0.20 0.61
0.18 0.12 0.40
 
, H0 =
 
0.15 0.30
0.42 0.35
 
This example is asymptotically unstable (and hence unstable along the pass) since
ρ(D0)>1 (use Theorem 1). Hence the aim is to design an H∞ (or  2– ∞) dynamic output
feedback controller which will result in stability along the pass, where we ﬁrst consider the
H∞ dynamic output feedback control problem.
Choose R12 = I and S12 = I,s o l v eL M I( 29), we obtain the minimum γ2,2 as γ ∗
2,2 =
1.2826 and the associated matrices for the H∞ dynamic output feedback controller are
given by
Ac =
⎡
⎣
−30.6612 −15.5813 21.9663
5.1333 3.6007 −3.5220
−38.4054 −19.7032 27.4851
⎤
⎦, B0c =
⎡
⎣
−122.9863 103.6883
15.9588 −13.4455
−151.2636 127.5249
⎤
⎦,
Bc =
⎡
⎣
−57.9587 76.2177
8.9239 −12.0102
−72.0967 95.3568
⎤
⎦, Cc =
 
−0.7358 3.0024 0.8312
−1.0677 3.6472 1.1549
 
,
D0c =
 
16.8350 −14.0734
18.5725 −15.5148
 
, Dc =
 
4.1180 −9.2435
4.6027 −10.8674
 
,
Gc =
 
−3.4422 0.5945 2.8307
−12.6879 4.7883 10.8503
 
,
H0c =
 
−6.3555 5.3648
−26.7491 22.5795
 
, Hc =
 
−8.4332 13.6340
−9.1956 3.4202
 
(66)
Next, under the same conditions, we solve the  2– ∞ dynamic output feedback control
problem. In this case, solving the LMIs (39)a n d( 40) of Theorem 6, we obtain the minimum
γ2,∞ as γ ∗
2,∞ = 0.8388 and the associated matrices for the  2– ∞ dynamic output feedback
controller are given by
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Ac =
⎡
⎣
10.3064 −11.2526 −6.5672
−2.8925 3.5481 1.9490
22.2281 −24.9127 −14.3440
⎤
⎦, B0c =
⎡
⎣
11.4500 −9.0488
−4.7303 3.7363
27.2136 −21.5076
⎤
⎦,
Bc =
⎡
⎣
2.4153 0.9373
−1.4211 0.6252
5.9460 1.7628
⎤
⎦, Cc =
 
−2.1511 1.6965 1.2334
−2.3232 1.8394 1.3425
 
,
D0c =
 
−3.0737 2.2795
−4.0785 3.0259
 
, Dc =
 
−1.1915 1.2536
−1.5960 1.6031
 
,
Gc =
 
−3.2534 2.1712 1.7370
−1.7699 0.4185 0.8167
 
,
H0c =
 
−0.7744 0.5946
−0.5884 0.4523
 
, Hc =
 
−6.7261 9.7518
−4.3705 1.9787
 
(67)
To illustrate the response of the controlled process, let the boundary conditions be
⎧
⎪ ⎨
⎪ ⎩
xk+1(0) =
 
000
 T k ≥ 0
y0(p) =
 
sin
  p
20π
 
sin
  p
20π
  T 0 ≤ p ≤ 19
and take the disturbance input vector ωk+1(p) as
ωk+1(p) =
 
ϑ(k, p), 1 ≤ k ≤ 19,1 ≤ p ≤ 19
0, otherwise (68)
where ϑ(k, p) is a random variable drawn from a normal distribution with zero mean and
unit variance.
Figures1(a)–(c) and 2(a)–(c) show the responses of the entries in the current pass state
vector of the controlled process under the controllers (66)a n d( 67), respectively. Figure3(a)
and (b) show the control input sequence in the 1st and 2nd channels respectively under the
H∞ controller and Fig.3(c) and (d) the corresponding plots for the  2– ∞ controller.
Example 2 (Filtering Problem) Consider the case of (1) with α = 20, k ≥ 0a n d
A =
 
0.25 −0.12
−0.51 −0.15
 
, B0 =
 
0.37
−0.50
 
, B1 =
 
0.27
0.75
 
C =
 
−0.30 −1.09
 
, E =
 
−0.80 −0.80
 
, G =
 
0.49 −0.95
 
D0 =− 0.20, D1 =− 0.20, F0 =− 0.50, F1 = 0.33, H0 =− 0.20
From Lemma 1, the above process is stable along the pass and now consider the H∞
ﬁltering problem. Then on solving the convex optimization problem in (59) we obtain the
minimum γ2,2 as γ ∗
2,2=0.9407 and
A f =
 
−0.1435 −0.4013
0.1605 0.5039
 
, B0 f =
 
0.0015
−0.0009
 
, B f =
 
0.4690
−0.9030
 
C f = 1.0 × 10−3  
0.0443 −0.3195
 
, D0 f =− 5.2874 × 10−7, D f =− 1.7681×10−4
G f =
 
−0.7316 0.6850
 
, H0 f = 0.0012, Hf = 0.3915 (69)
Now, under the same conditions, we consider the  2– ∞ ﬁltering problem were solving
the convex optimization problem in (65) gives the minimum γ2,∞ as γ ∗
2,∞ = 0.7037, and
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Fig. 1 States of the controlled process under H∞ dynamic output feedback control
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Fig. 2 States of the controlled process under  2– ∞ dynamic output feedback control
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Fig. 3 Control inputs required for H∞ and  2– ∞ dynamic output feedback control
the corresponding  2– ∞ ﬁlter parameter matrices are:
A f =
 
0.2158 −0.5112
−0.0848 0.4834
 
, B0 f =
 
0.2485
−0.0937
 
, B f =
 
0.6127
−0.8754
 
C f =
 
0.0185 −0.0414
 
, D0 f = 0.0020, D f =− 0.0328
G f =
 
−0.5417 0.7466
 
, H0 f = 0.1014 (70)
Consider now the case when the disturbance ωk+1(p) is again given by (68), and assume
zero boundary conditions (i.e. xk+1(0) = 0, k ≥ 0a n dy0(p) = 0, 0 ≤ p ≤ α − 1).
Then Fig.4(a)–(c) show the responses generated by the ﬁrst two entries in current pass state
vectorandtheﬁlteringerrorrespectivelyforthe H∞ ﬁlter.Figure5(a)–(c)thecorresponding
results for the  2– ∞ ﬁlter. This conﬁrms that both ﬁlters guarantee that the error sequence
generated converges to zero in both cases.
To compare the relative performance of these two ﬁlters, ﬁrst deﬁne the following quan-
tities:
• Filtering error energy (E): E 
  ∞
k=0
 19
p=0 eT
k+1(p)ek+1(p)
• Filtering error peak (F): F 
 
sup∀ k≥0,p∈[0,19] eT
k+1(p)ek+1(p)
• Disturbance input energy (W ): W 
  ∞
k=0
 19
p=0 ωk+1(p)ωk+1(p)
We also use X  E
W ,Y  F
W as measures of the achieved H∞ and  2– ∞ performance,
respectively. Also we have constructed 50 test cases by using random seed numbers from 1
to 50 to generate (68). Figure 6 shows the actual ﬁltering performance for these 50 random
cases of disturbance signals with a ﬁlter obtained from minimizing the H∞ performance
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Fig. 4 States of the H∞ ﬁlter and the ﬁltering error
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Fig. 5 States of the  2– ∞ ﬁlter and the ﬁltering error
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Fig. 6 Achieved H∞ performance under H∞ and  2– ∞ ﬁltering
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Fig. 7 Achieved  2– ∞ performance under H∞ and  2– ∞ ﬁltering
with γ2,2=0.9407. Clearly, the H∞ ﬁlter achieves the better performance under this mea-
sure. Figure7 gives the corresponding comparison of the performances in the case of a ﬁlter
designed under the  2– ∞ performance with achieved γ2,∞ = 0.7037.
The results in this paper provide two performance measures which can, amongst others,
be used in cases where the particular emphasis on, say, control versus ﬁltering is to be
decided by domain speciﬁc knowledge of the particular application under consideration. For
123Multidim Syst Sign Process (2009) 20:235–264 261
example, if we are more concerned with the output (pass proﬁle) energy rather than the peak
value of the output then the H∞ performance measure should be used. In this paper, the aim
was to develop, to the level of computational algorithms, at least two performance criteria
for the design engineer to select from.
Consider again Example 2 here. Then Figs.6 and 7 show illustrate the different perfor-
mance achievable. In particular, Figure 6 demonstrates that for this example a ﬁlter designed
using the H∞ performance measure has better performance. Figure7 shows the opposite
conclusion.
6C o n c l u s i o n
This paper has developed significant new results on ﬁltering and control law (or controller)
design for discrete linear repetitive processes using H∞ and  2– ∞ settings. In the control
case, the results given extend those previously reported to the case when full access to the
pass proﬁle vector (the output) is not available and all others for both ﬁltering and control are
new. Of course, these results invoke assumptions but it must be noted that physical applica-
tions in particular will require ﬁltering of variables for successful control and the results in
this paper should be interpreted as a ﬁrst major step towards a general and applicable theory
for onward translation into numerically reliable design algorithms for eventual experimental
veriﬁcation.
One of numerous areas for further research is to extend the results here to the case
when inter-pass smoothing is present (see Remark 1) and dynamic boundary conditions (see
Remark 2). Also it may be required to use weightings in the performance speciﬁcations. For
example, if we wish to introduce a matrix weighting function between the disturbance vector
(ω) and the signal to be estimated (v) then this could be achieved using the state-space model
φk+1(p + 1) = Awφk+1(p) + B0wϕk(p)
ϕk+1(p) = Cwφk+1(p) + D0wϕk(p)
whereonpassφk+1(p)isthestatevectorandϕk(p)istheﬁlteroutput(orpassproﬁle)vector.
The analysis of this case should then be straightforward extension of the results given here.
The results in this paper focus on the basic tools since these must be fully understood
before effective transfer to applications. In iterative learning control it is already known that
zero-phase ﬁltering of the process response on any trial can be undertaken before the start
of the next trial. One longer term application for the theory and algorithms developed here
could be to provide another way of doing this to best advantage.
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