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Abstract
In this paper, we consider the polyharmonic system (−)mU = V q, (−)mV = Up in RN , for m > 1,
N > 2m, with p  1, q  1, but not both equal to 1, where (−)m is the polyharmonic operator. Set α =
2m(q +1)/(pq −1), β = 2m(p+1)/(pq −1), for α,β ∈ [(N −2)/2,N −2m), we prove the nonexistence
of positive solutions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this work we consider the following polyharmonic system:{
(−)mU = V q,
(−)mV = Up, in R
N. (1.1)
We are interested in Liouville type results, i.e., we want to determine the range of the exponents
p,q > 0 in (1.1), for which there are no positive classical solution. As it is well known in order
to establish a priori estimates for nonlinear elliptic equations and systems of equations without
variational structure, we usually use the blow-up argument, see, for example, [12]. The argument,
in turn, relies on nonexistence theorems for positive solutions of the limiting problems after blow-
up, i.e., Liouville type theorems. Thus Liouville type theorems play a very important role in the
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without variational structure. This type of problems was well studied for the Laplacian operator.
We now briefly recall the known results about nonexistence of positive solutions to the Emden–
Fowler equation
U + Up = 0, in RN, (1.2)
and the Lane–Emden system{
U + V q = 0,
V + Up = 0, in R
N. (1.3)
In the paper of Gidas, Ni, and Nirenberg [10], one of the interesting results is on the symmetry
of the solutions of (1.2). They proved that, for p = (N + 2)/(N − 2), all the positive solutions of
(1.2) with reasonable behavior at infinity, namely u = O(|x|2−N), are radially symmetric about
some point, and hence assume the form
u(x) = [N(N − 2)λ
2](N−2)/4
(λ2 + |x − x0|2)(N−2)/2 ,
for λ > 0 and some x0 ∈ RN . Then Caffarelli, Gidas, and Spruck [5] removed the growth as-
sumption u = O(|x|2−N) and proved the same result. In the case that 1 p < (N + 2)/(N − 2),
Gidas and Spruck [13] showed that there is no positive classical solution to (1.2). A simpler
proof using moving planes method was given by Chen and Li [6] in the whole range of p, i.e.,
0 < p < (N + 2)/(N − 2). This result is optimal in the sense that for any p  (N + 2)/(N − 2)
there are infinitely many positive solutions to (1.2). The Sobolev exponent (N + 2)/(N − 2) sets
up the dividing number for existence and nonexistence of positive solutions to (1.2).
In the system case, the dividing line between existence and nonexistence of positive solutions
should be the so-called critical hyperbola which is defined by
1
p + 1 +
1
q + 1 =
N − 2
N
, p > 0, q > 0. (1.4)
In analogy with the scalar case one may conjecture that (1.3) has no positive solutions if
1
p + 1 +
1
q + 1 >
N − 2
N
. (1.5)
This conjecture has not been settled in full so far. However the conjecture was settled in the
class of radial functions by Mitidieri [16] for p,q > 1 and Serrin and Zou [19] for p,q > 0.
Furthermore, it is proved in [21] hat there are indeed positive radial solutions to (1.3) if p,q > 0
satisfy
1
p + 1 +
1
q + 1 
N − 2
N
. (1.6)
Now we mention some results on the nonexistence of positive solutions of (1.3) without the
assumption of being radial. In [8] de Figueiredo and Felmer proved that if
0 < p,q  N + 2
N − 2 , (p, q) =
(
N + 2
N − 2 ,
N + 2
N − 2
)
, (1.7)
then the Lane–Emden system (1.3) has no positive classical solutions.
Y. Zhang / J. Math. Anal. Appl. 326 (2007) 677–690 679In [20] Serrin and Zou proved that if either pq  1 or pq > 1 and
max
{
2(q + 1)
pq − 1 ,
2(p + 1)
pq − 1
}
N − 2, (1.8)
then system (1.3) has no positive classical solutions. This result was first proved by Mitidieri [17]
for p,q > 1.
In [4] Busca and Manásevich proved that if
N − 2
2
 2(q + 1)
pq − 1 ,
2(p + 1)
pq − 1 < N − 2, p > 1, q > 1, (1.9)
and (
2(q + 1)
pq − 1 ,
2(p + 1)
pq − 1
)
=
(
N − 2
2
,
N − 2
2
)
,
then the Lane–Emden system (1.3) has no positive classical solutions.
The result for Laplacian equations has been extend to biharmonic or polyharmonic equations.
The first result was that of C.S. Lin [15]. He proved that there exists no positive classical solution
to
2U = Up, in RN, (1.10)
provided that p ∈ (1, (N + 4)/(N − 4)) if N  4, p > 1 if N  3. Wei and Xu [22] proved that
there exists no positive classical solution to
(−)mU = Up, in RN, (1.11)
if 1 < p < (N + 2m)/(N − 2m).
In system case, a natural question that arises is to generalize the above mentioned results about
(1.3) to the system (1.1) for m > 1. In analogy with (1.3) the critical hyperbola of (1.1) is defined
by
1
p + 1 +
1
q + 1 =
N − 2m
N
. (1.12)
It plays the role of dividing curve in terms of exponents p and q for existence and nonexistence
for (1.1). The results of Mitidieri, Serrin and Zou and de Figueiredo and Felmer were extended to
system (1.1) in [7] for biharmonic system and [14] for polyharmonic system. As far as we know
[14] is the first work concerning Liouville type results for a system involving the polyharmonic
operator.
Guo, Liu, and Zhang in [14] proved the next three results:
(i) If p,q  1, but not both equal to 1 are such that
1
p + 1 +
1
q + 1 >
N − 2m
N
, (1.13)
then system (1.1) has no radial positive classical solutions.
(ii) If p,q  1 but not both equal to 1 satisfying
(N − 2m)q < N
p
+ 2m or (N − 2m)p < N
q
+ 2m, (1.14)
then system (1.1) has no positive classical solutions.
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N−2m but not both equal to 1 neither to
N+2m
N−2m , then system (1.1) has no
positive classical solutions.
If p = q = N+2m
N−2m , then the positive classical solutions of (1.1) are radially symmetric with
respect to some point of RN .
The aim of the present paper is to show that the result of Busca and Manásevich [4] can
be extended to system (1.1). Our proof follows very closely indeed that of [4]. We prove the
following result.
Theorem 1.1. If m > 1, N > 2m, p,q  1, but not both equal to 1, and set
α = 2m(q + 1)
pq − 1 , β =
2m(p + 1)
pq − 1 . (1.14)
Suppose
α,β ∈
[
N − 2
2
,N − 2m
)
, (1.15)
then there is no positive solution (U,V ) to (1.1).
From the results in [14] we know that there is no positive solution (U,V ) to (1.1) if N  2m
and p,q  1, but not both equal to 1.
We now briefly outline the proof of Theorem 1.1. Firstly, we rewrite polyharmonic sys-
tem (1.1) as a system of 2m second order equations. Then as in [4] we introduce the polar
coordinates transform which is a key idea in the proof, as we will show in detail in Section 2.
Finally we apply the moving plane method to the transformed problem.
Our arguments are based on the moving planes method. The method of moving planes was
first introduced by A.D. Alexandrov [1] and then used by several authors: Serrin [18], Gidas,
Ni and Nirenberg [10,11], Berestycki and Nirenberg [2,3]. This method has become a powerful
tool in the study of nonlinear partial differential equations. Roughly speaking, the moving planes
method consists of two steps: firstly comparing the value of the solution at some point and its
reflected point about a fixed hyperplane and secondly moving the hyperplane to a critical position
and the solution results to be symmetric with respect to this limit hyperplane.
The paper is structured as follows: in Section 2 we introduce the system in the polar coordi-
nates transform. In Section 3 we give the proof of Theorem 1.1.
2. The system in the polar coordinates
We rewrite system (1.1) as a system of second order equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U + εU1 = 0,
Ui + εUi+1 = 0, i = 1,2, . . . ,m − 2,
Um−1 + 1
εm−1
V q = 0,
V + εV1 = 0,
Vi + εVi+1 = 0, i = 1,2, . . . ,m − 2,
Vm−1 + 1m−1 Up = 0,
(2.1)ε
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Ui = 1
εi
(−)iU, Vi = 1
εi
(−)iV, i = 1,2, . . . ,m − 1.
From [14] we know that Ui,Vi , i = 1,2, . . . ,m − 1, are nonnegative.
We take polar coordinates r = |x|, θ = x/|x| ∈ SN−1 (unit sphere) for any x ∈ R \ {0}, and
set ⎧⎪⎪⎨
⎪⎪⎩
u(t, θ) = rαU(r, θ),
ui(t, θ) = rα+2iUi(r, θ), i = 1,2, . . . ,m − 1,
v(t, θ) = rβV (r, θ),
vi(t, θ) = rβ+2iVi(r, θ), i = 1,2, . . . ,m − 1,
(2.2)
for positive α,β to be fixed,where t = ln r . A simple computation shows that these functions
satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
utt + θu − δ0ut − ν0u + εu1 = 0,
(ui)tt + θui − δi(ui)t − νiui + εui+1 = 0, i = 1,2, . . . ,m − 2,
(um−1)tt + θum−1 − δm−1(um−1)t − νm−1um−1 + 1
εm−1
rα+2m−βqvq = 0,
vtt + θv − δ˜0vt − ν˜0v + εv1 = 0,
(vi)tt + θvi − δ˜i (vi)t − ν˜ivi + εvi+1 = 0, i = 1,2, . . . ,m − 2,
(vm−1)tt + θvm−1 − δ˜m−1(vm−1)t − ν˜m−1vm−1 + 1
εm−1
rβ+2m−αpup = 0,
(2.3)
in the infinite cylinder R × SN−1, where⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
δ0 = 2α − (N − 2), ν0 = α
[
(N − 2) − α],
δi = 2(α + 2i) − (N − 2),
νi = (α + 2i)
[
(N − 2) − (α + 2i)], i = 1,2, . . . ,m − 1,
δ˜0 = 2β − (N − 2), ν˜0 = β
[
(N − 2) − β],
δ˜i = 2(β + 2i) − (N − 2),
ν˜i = (β + 2i)
[
(N − 2) − (β + 2i)], i = 1,2, . . . ,m − 1,
(2.4)
and θ denotes the Laplace–Beltrami operator on SN−1. A natural choice is then to take α,β in
such a way that (2.3) has constant coefficients. With these notations, the assumptions (1.16) in
Theorem 1.1 guarantees⎧⎪⎪⎨
⎪⎪⎩
δ0  0, ν0 > 0,
δi > 0, νi > 0, i = 1,2, . . . ,m − 1,
δ˜0  0, ν˜0 > 0,
δ˜i > 0, ν˜i > 0, i = 1,2, . . . ,m − 1.
(2.5)
ε in (2.1) satisfies
ε < min{ν1, ν2, . . . , νm−1, ν˜1, ν˜2, . . . , ν˜m−1}. (2.6)
We introduce the functions⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wλ(t, θ) = u(2λ − t, θ) − u(t, θ),
wλi (t, θ) = ui(2λ − t, θ) − ui(t, θ), i = 1,2, . . . ,m − 1,
zλ(t, θ) = v(2λ − t, θ) − v(t, θ),
zλ(t, θ) = v (2λ − t, θ) − v (t, θ), i = 1,2, . . . ,m − 1,
(2.7)i i i
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Σλ =
{
(t, θ): t ∈ (−∞, λ), θ ∈ SN−1}. (2.8)
These functions compare the value of u, ui , v, vi , i = 1, . . . ,m − 1, at some point (t, θ) ∈ Σλ
and at its reflection (2λ − t, θ) about the hyperplane
Tλ =
{
(t, θ): t = λ, θ ∈ SN−1}.
In Section 3 we show the positivity of the functions wλ, wλi , zλ, z
λ
i , i = 1, . . . ,m − 1, in Σλ
for some maximal range of λ. Lemma 3.1 shows a maximum principle is available for λ close
to −∞. Then, we prove in Lemma 3.2 that either there exists a limit position λ¯ for which the
comparison functions vanish identically, or u, ui , v, vi , i = 1, . . . ,m− 1, are increasing. Finally
we get back to the original functions to derive a contradiction.
3. Proof of the main result
A direct calculation shows that the comparison functions wλ,wλi , zλ, z
λ
i satisfy the following
elliptic system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wλtt + θwλ + δ0wλt − ν0wλ + εwλ1 = −2δ0ut ,(
wλi
)
t t
+ θwλi + δi
(
wλi
)
t
− νiwλi + εwλi+1 = −2δi(ui)t , i = 1,2, . . . ,m − 2,(
wλm−1
)
t t
+ θwλm−1 + δm−1
(
wλm−1
)
t
− νm−1wλm−1 +
1
εm−1
cλ(t, θ)zλ
= −2δm−1(um−1)t ,
zλtt + θzλ + δ˜0zλt − ν˜0zλ + εzλ1 = −2δ˜0vt ,(
zλi
)
t t
+ θzλi + δ˜i
(
zλi
)
t
− ν˜izλi + εzλi+1 = −2δ˜i (vi)t , i = 1,2, . . . ,m − 2,(
zλm−1
)
t t
+ θzλm−1 + δ˜m−1
(
zλm−1
)
t
− ν˜m−1zλm−1 +
1
εm−1
dλ(t, θ)wλ
= −2δ˜m−1(vm−1)t ,
(3.1)
where⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
cλ(t, θ) = q
1∫
0
(
sv(2λ − t, θ) + (1 − s)v(t, θ))q−1 ds,
dλ(t, θ) = p
1∫
0
(
su(2λ − t, θ) + (1 − s)u(t, θ))p−1 ds.
(3.2)
It is easy to see that
cλ  0, dλ  0, in R × SN−1, (3.3)
thus the system is termed cooperative. We refer the reader to [9] about the maximum principle
for cooperative system.
By definition it follows that
wλ ≡ wλi ≡ zλ ≡ zλi ≡ 0, i = 1, . . . ,m − 1,
on ∂Σλ = Tλ =
{
(t, θ): t = λ, θ ∈ SN−1}. (3.4)
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Ui  0, Vi  0, i = 1,2, . . . ,m − 1. (3.5)
Since α,αi(1 i m − 1), β,βi(1 i m − 1) > 0, from (2.2), (2.7), (3.5) we clearly have⎧⎨
⎩
lim inf
t→−∞ infθ∈SN−1
wλ(t, θ) 0, lim inf
t→−∞ infθ∈SN−1
wλi (t, θ) 0, i = 1,2, . . . ,m − 1,
lim inf
t→−∞ infθ∈SN−1
zλ(t, θ) 0, lim inf
t→−∞ infθ∈SN−1
zλi (t, θ) 0, i = 1,2, . . . ,m − 1,
(3.6)
for any fixed λ ∈ R.
Set ε0 > 0 be a fixed number that satisfies
−ν˜0 + 1
εm−1
qε
q−1
0 < 0, −ν0 +
1
εm−1
pε
p−1
0 < 0. (3.7)
Differentiating (2.2), we find that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = rα(αU + rUr),
(ui)t = rα+2i
[
(α + 2i)Ui + r(Ui)r
]
, i = 1,2, . . . ,m − 1,
vt = rβ(βV + rVr),
(vi)t = rβ+2i
[
(β + 2i)Vi + r(Vi)r
]
, i = 1,2, . . . ,m − 1.
(3.8)
Hence, taking into account α,αi(1  i  m − 1), β > 0, βi(1  i  m − 1) > 0, r = et , and
U > 0, V > 0, we obtain τ0 for which
ut > 0, (ui)t > 0, vt > 0 and (vi)t > 0, i = 1,2, . . . ,m − 1, in Στ0 , (3.9)
and
0 < u(t, θ), ui(t, θ), v(t, θ), vi(t, θ) < ε0, i = 1,2, . . . ,m − 1, in Στ0, (3.10)
where ε0 satisfies (3.7).
The following lemma allows us to get the moving planes method started.
Lemma 3.1.
(i) For all λ ∈ (−∞, τ0] one has
wλ  0, wλi  0, zλ  0 and vλi  0, i = 1,2, . . . ,m − 1, in Σλ.
(ii) Suppose that for λ ∈ (τ0,+∞), we have
wλ  0, wλi  0, zλ  0 and zλi  0, i = 1,2, . . . ,m − 1,
on ∂Στ0 = Tτ0 . (3.11)
Then
wλ  0, wλi  0, zλ  0 and zλi  0, i = 1,2, . . . ,m − 1, in Στ0 .
Proof. Note that by (3.4) and (3.11) in both cases one has
wλ  0, wλi  0, zλ  0 and zλi  0, i = 1,2, . . . ,m − 1, on ∂Στ0∧λ,
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assuming that
min
{
inf
Στ0∧λ
wλ, inf
Στ0∧λ
wλ1 , . . . , inf
Στ0∧λ
wλm−1, inf
Στ0∧λ
zλ, inf
Στ0∧λ
zλ1, . . . , inf
Στ0∧λ
zλm−1
}
< 0. (3.12)
First we show that
max
{
inf
Στ0∧λ
wλ, inf
Στ0∧λ
wλ1 , . . . , inf
Στ0∧λ
wλm−1, inf
Στ0∧λ
zλ, inf
Στ0∧λ
zλ1, . . . , inf
Στ0∧λ
zλm−1
}
< 0. (3.13)
From (3.12), without loss of generality, we assume infΣτ0∧λ wλ < 0.
By (3.6) and (3.11) we have a point (t0, θ0) ∈ Στ0∧λ where the negative infimum of wλ is
achieved, i.e., wλ(t0, θ0) = infΣτ0∧λ wλ. Then clearly Dwλ(t0, θ0) = 0 and θwλ(t0, θ0)  0,
which implies by (2.5), (3.1), (3.3), and (3.9) that
−ν0wλ(t0, θ0) + εwλ1 (t0, θ0)−2δ0ut (t0, θ0) 0. (3.14)
Suppose wλ1 (t0, θ0) were nonnegative; then, since ε > 0, (3.14) would lead to ν0wλ(t0, θ0) 0,
which is a contradiction with ν0 > 0. Hence we may assume in the sequel that wλ1 (t0, θ0) < 0.
Thus we have infΣτ0∧λ w
λ
1 < 0.
By (3.6) and (3.11) we have a point (t1, θ1) ∈ Στ0∧λ where the negative infimum of wλ1 is
achieved, i.e., wλ(t1, θ1) = infΣτ0∧λ wλ1 . By (2.5), (3.1), (3.3), and (3.9) we have that
−ν1wλ1 (t1, θ1) + εwλ2 (t1, θ1)−2δ1ut (t1, θ1) 0. (3.15)
wλ2 (t1, θ1) 0 would yield a contradiction with ν1 > 0. Hence we may assume that wλ2 (t1, θ1) < 0.
Thus we have infΣτ0∧λ w
λ
2 < 0 and a point (t2, θ2) ∈ Στ0∧λ where the negative infimum of wλ2 is
achieved, i.e., wλ2 (t2, θ2) = infΣτ0∧λ wλ2 . Using similar argument we obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−νiwλi (ti , θi) + εwλi+1(ti , θi)−2δi(ui)t  0, i = 2, . . . ,m − 2,
wλi+1(ti , θi) < 0, wλi+1(ti+1, θi+1) = infΣτ0∧λ wλi+1 < 0, i = 2, . . . ,m − 2,
−νm−1wλm−1(tm−1, θm−1) +
1
εm−1
cλ(tm−1, θm−1)zλ(tm−1, θm−1)
−2δm−1(um−1)t  0,
zλ(tm−1, θm−1) < 0, zλ(t˜0, θ˜0) = infΣτ0∧λ zλ < 0,
−ν˜0zλ(t˜0, θ˜0) + εzλ1(t˜0, θ˜0)−2δ˜0vt  0,
zλ1(t˜0, θ˜0) < 0, z
λ
1(t˜1, θ˜1) = infΣτ0∧λ zλ1 < 0,
−ν˜izλi (t˜i , θ˜i ) + εzλi+1(t˜i , θ˜i )−2δ˜i (vi)t  0, i = 1,2, . . . ,m − 2,
zλi+1(t˜i , θ˜i ) < 0, zλi+1(t˜i+1, θ˜i+1) = infΣτ0∧λ zλi+1 < 0, i = 1, . . . ,m − 2,
−ν˜m−1zλm−1(t˜m−1, θ˜m−1) +
1
εm−1
dλ(t˜m−1, θ˜m−1)wλ(t˜m−1, θ˜m−1)
−2δ˜m−1(vm−1)t  0,
wλ(t˜m−1, θ˜m−1) < 0.
(3.16)
Hence we get (3.13). This implies by (3.10) and (2.7) that{
0 < u(2λ − t˜m−1, θ˜m−1) u(t˜m−1, θ˜m−1) < ε0, (3.17)
0 < v(2λ − tm−1, θm−1) v(tm−1, θm−1) < ε0.
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choice of ε0 in (3.7) guarantees
1
ε
cλ(tm−1, θm−1) < ν˜0,
1
ε
dλ(t˜m−1, θ˜m−1) < ν0. (3.18)
Since cλ, dλ  0, by definition of the infimum, we get from (3.14)–(3.16) that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−ν0wλ(t0, θ0) + εwλ1 (t1, θ1) 0,
−νiwλi (ti , θi) + εwλi+1(ti+1, θi+1) 0, i = 1, . . . ,m − 2,
−νm−1wλm−1(tm−1, θm−1) +
1
εm−1
cλ(tm−1, θm−1)zλ(t˜0, θ˜0) 0,
−ν˜0zλ(t0, θ0) + εzλ1(t˜1, θ˜1) 0,
−ν˜izλi (t˜i , θ˜i ) + εzλi+1(t˜i+1, θ˜i+1) 0, i = 1, . . . ,m − 2,
−ν˜m−1zλm−1(t˜m−1, θ˜m−1) +
1
εm−1
dλ(t˜m−1, θ˜m−1)wλ(t0, θ0) 0.
(3.19)
Summing up these equations we obtain(
1
εm−1
dλ(t˜m−1, θ˜m−1) − ν0
)
wλ(t0, θ0) +
m−1∑
i=1
(ε − νi)wλi (ti , θi)
+
(
1
εm−1
cλ(tm−1, θm−1) − ν˜0
)
zλ(t˜0, θ˜0) +
m−1∑
i=1
(ε − ν˜i )zλi (t˜i , θ˜i ) 0, (3.20)
which combined with (3.18) and (3.13) yields a contradiction. This completes the proof of Lem-
ma 3.1. 
Lemma 3.2. We have either
∃λ¯ ∈ R, wλ¯ ≡ 0, wλ¯i ≡ 0, zλ¯ ≡ 0, zλ¯i ≡ 0, i = 1,2, . . . ,m − 1, in Σλ¯, (3.21)
or
∀λ ∈ R, wλ > 0, wλi > 0, zλ > 0, zλi > 0, i = 1,2, . . . ,m − 1, in Σλ. (3.22)
Furthermore, in case (3.22) holds one has
ut > 0, (ui)t > 0, vt > 0, (vi)t > 0, i = 1,2, . . . ,m − 1, in Σλ. (3.23)
Proof. Let us define
Λ = sup{λ ∈ R: ∀μ ∈ (−∞, λ), wμ  0, wμi  0, zμ  0, zμi  0,
i = 1, . . . ,m − 1, in Σμ
}
. (3.24)
By Lemma 3.1 clearly Λ > −∞, that is to say, the set of λ in (3.24) is nonempty. We have two
cases to discuss.
Case 1. Λ = +∞. (3.22) is trivially satisfied. From (3.4) and (3.22) one has
wλt  0,
(
wλi
)
t
 0, zλt  0,
(
zλi
)
t
 0, i = 1,2, . . . ,m − 1, in Σλ. (3.25)
By (2.7) it follows that
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∂t
= −2ut , ∂w
λ
i
∂t
= −2(ui)t , ∂z
λ
∂t
= −2vt , ∂z
λ
i
∂t
= −2(vi)t ,
i = 1,2, . . . ,m − 1, on Tλ, (3.26)
which yields
ut  0, (ui)t  0, vt  0, (vi)t  0, i = 1,2, . . . ,m − 1, on Tλ, (3.27)
for all λ. Now (3.1) and (3.27) gives⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wλtt + θwλ + δ0wλt − ν0wλ  0,(
wλi
)
t t
+ θwλi + δi
(
wλi
)
t
− νiwλi  0, i = 1,2, . . . ,m − 2,(
wλm−1
)
t t
+ θwλm−1 + δm−1
(
wλm−1
)
t
− νm−1wλm−1  0,
zλtt + θzλ + δ˜0zλt − ν˜0zλ  0,(
zλi
)
t t
+ θzλi + δ˜i
(
zλi
)
t
− ν˜izλi  0, i = 1,2, . . . ,m − 2,(
zλm−1
)
t t
+ θzλm−1 + δ˜m−1
(
zλm−1
)
t
− ν˜m−1zλm−1  0,
(3.28)
in Σλ. The (scalar) Hopf lemma applied to each elliptic inequality in (3.28) yields
∂wλ
∂t
< 0,
∂wλi
∂t
< 0,
∂zλ
∂t
< 0,
∂zλi
∂t
< 0, i = 1,2, . . . ,m − 1, on Tλ,
and from (3.26) we get (3.23). Thus, in case Λ = +∞, we have proved (3.22) and (3.23).
Case 2. Λ < +∞. Suppose by contradiction that (3.21) is not true with λ¯ = Λ. Since
wλ > 0, wλi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1, in Σλ,
for all λ < Λ, the argument above shows that
ut > 0, (ui)t > 0, vt > 0, (vi)t > 0, i = 1,2, . . . ,m − 1, on Tμ, μ ∈ (−∞,Λ).
Hence
ut > 0, (ui)t > 0, vt > 0, (vi)t > 0, i = 1,2, . . . ,m − 1, in ΣΛ,
so from (3.1) it follows that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wλtt + θwλ + δ0wλt − ν0wλ = −εwλ1 − 2δ0ut  0,(
wλi
)
t t
+ θwλi + δi
(
wλi
)
t
− νiwλi = −εwλi+1 − 2δi(ui)t  0, i = 1,2, . . . ,m − 2,(
wλm−1
)
t t
+ θwλm−1 + δm−1
(
wλm−1
)
t
− νm−1wλm−1
= − 1
εm−1
cλzλ − 2δm−1(um−1)t  0,
zλtt + θzλ + δ˜0zλt − ν˜0zλ = −εzλ1 − 2δ˜0vt  0,(
zλi
)
t t
+ θzλi + δ˜i
(
zλi
)
t
− ν˜izλi = −εzλi+1 − 2δ˜i (vi)t  0, i = 1,2, . . . ,m − 2,(
zλm−1
)
t t
+ θzλm−1 + δ˜m−1
(
zλm−1
)
t
− ν˜m−1zλm−1
= − 1
m−1 d
λwλ − 2δ˜m−1(vm−1)t  0,
(3.29)ε
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wΛtt + θwΛ + δ0wΛt − ν0wΛ  0,(
wΛi
)
t t
+ θwΛi + δi
(
wΛi
)
t
− νiwΛi  0, i = 1,2, . . . ,m − 2,(
wΛm−1
)
t t
+ θwΛm−1 + δm−1
(
wΛm−1
)
t
− νm−1wΛm−1  0,
zΛtt + θzΛ + δ˜0zΛt − ν˜0zΛ  0,(
zΛi
)
t t
+ θzΛi + δ˜i
(
zΛi
)
t
− ν˜izΛi  0, i = 1,2, . . . ,m − 2,(
zΛm−1
)
t t
+ θzΛm−1 + δ˜m−1
(
zΛm−1
)
t
− ν˜m−1zΛm−1  0,
(3.30)
in ΣΛ. An application of the scalar maximum principle to these inequalities implies that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wΛ > 0 or wΛ ≡ 0, in ΣΛ,
wΛi > 0 or w
Λ
i ≡ 0, in ΣΛ, i = 1,2, . . . ,m − 1,
zΛ > 0 or zΛ ≡ 0, in ΣΛ,
zΛi > 0 or z
Λ
i ≡ 0, in ΣΛ, i = 1,2, . . . ,m − 1.
If there exists some function h in wΛ, wΛi , z
λ
, zλi , i = 1,2, . . . ,m− 1, such that h ≡ 0, it follows
from (3.29) that
wΛ ≡ 0, wΛi ≡ 0, zλ ≡ 0, zλi ≡ 0, i = 1,2, . . . ,m − 1, in ΣΛ.
Hence we may assume that
wΛ > 0, wΛi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1, in ΣΛ,
and
∂wΛ
∂t
< 0,
∂wΛi
∂t
< 0,
∂zΛ
∂t
< 0,
∂zΛi
∂t
< 0, i = 1,2, . . . ,m − 1, on TΛ. (3.31)
We split the domain Σλ into three disjoint subsets:
Σλ = Στ0 ∪ (ΣΛ−δ \ Στ0) ∪ (Σλ \ ΣΛ−δ),
for some small δ > 0 to be defined.
We start by examining the second set. We observe that
wλ > 0, wλi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1,
in the compact set ΣΛ−δ \ Στ0 . From a continuation method, for given δ > 0, there exists ε1 =
ε1(δ) > 0 such that for all λ ∈ [Λ,Λ + ε1),
min
{
inf
ΣΛ−δ\Στ0
wλ, inf
ΣΛ−δ\Στ0
wλ1 , . . . , inf
ΣΛ−δ\Στ0
wλm−1, inf
ΣΛ−δ\Στ0
zλ, inf
ΣΛ−δ\Στ0
zλ1, . . . ,
inf
ΣΛ−δ\Στ0
zλm−1
}
> 0.
Next, we examine the first part of the domain. By the above consideration, for all λ ∈ [Λ,
Λ + ε1), we have
wλ  0, wλi  0, zλ  0, zλi  0, i = 1,2, . . . ,m − 1,
on ∂Στ0 ⊂ ∂(ΣΛ−δ \ Στ0).
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wλ > 0, wλi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1, in Στ0 .
At last we examine the third domain Σλ \ΣΛ−δ . A simple continuity argument shows that there
exists ε2 > 0 such that for all λ ∈ [Λ,Λ + ε2),
∂wλ
∂t
< 0,
∂wλi
∂t
< 0,
∂zλ
∂t
< 0,
∂zλi
∂t
< 0, i = 1,2, . . . ,m − 1, on Tλ.
Now elliptic estimates give locally uniform (in (t, θ) as well as in λ) C2 bounds for wλ, wλi , zλ
and zλi . Hence
inf
λ−ε3<t<λ
θ∈SN−1
(
−∂w
λ
∂t
)
 inf
Tλ
(
−∂w
λ
∂t
)
− cε3, ∀ε3 ∈ (0,1), (3.32)
and similarly for wλi (1 i m− 1), zλ, zλi (1 i m− 1). Since the right-hand side of (3.32)
is positive when ε3 is small enough, this gives ε′2 ∈ (0, ε2) such that
∂wλ
∂t
< 0,
∂wλi
∂t
< 0,
∂zλ
∂t
< 0,
∂zλi
∂t
< 0, i = 1,2, . . . ,m − 1,
in
{
(t, θ): λ − ε′2 < t < λ
}
,
for all λ ∈ [Λ,Λ + ε′2/2). From (3.4) we obtain
wλ > 0, wλi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1,
in
{
(t, θ): λ − ε′2 < t < λ
}
,
for all λ ∈ [Λ,Λ + ε′2/2). Taking now δ = ε′2/2 and σ = min{ε1(δ), ε′2/2}, we have proved that
wλ > 0, wλi > 0, z
λ > 0, zλi > 0, i = 1,2, . . . ,m − 1, in Σλ,
for all λ ∈ [Λ,Λ + σ), which contradicts with (3.24). Thus we complete the proof of
Lemma 3.2. 
Now we prove our main result.
Proof of Theorem 1.1. Let (U,V ) is a nontrivial nonnegative solution of system (1.1). By
[14] and the maximum principle, we have U > 0, Ui(1  i  m − 1) > 0, V > 0, Vi(1  i 
m − 1) > 0.
Firstly we show that (3.21) cannot happen. Since
(δ0, δ1, . . . , δm−1, δ˜0, δ˜1 . . . , δ˜m−1) = (0, . . . ,0),
by (3.1) it follows that there exists a function h in u, ui , v, vi , i = 1, . . . ,m − 1, such that
∂h/∂t ≡ 0, for all t < λ¯. By (2.2), this clearly contradicts the regularity of u, ui , v, vi , i =
1, . . . ,m − 1, at the origin.
Next we prove that (3.22) provides a contradiction. Since (1.1) is translation-invariant, then
from the very beginning we can shift the initial function, i.e., we define{
Ux0(x) = U(x − x0), Ux0i (x) = Ui(x − x0), i = 1,2, . . . ,m − 1, ∀x0 ∈ RN,
V x0(x) = V (x − x0), V x0(x) = Vi(x − x0), i = 1,2, . . . ,m − 1, ∀x0 ∈ RN,i
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there exists x0 for which (3.21) holds. As we have seen, this gives a contradiction. Second, for
any x0 in RN , (3.22) holds for the transformed shifted functions ux0 , ux0i (1 i m − 1), vx0 ,
v
x0
i (1 i m − 1). By (3.8) we have
αU(x) + DU(x) · (x − x0) 0, ∀x ∈ RN, ∀x0 ∈ RN, (3.33)
or equivalently,
DU(x) · x − x0|x − x0| −
αU(x)
|x − x0| , (3.34)
for all x ∈ RN \{x0}. Now fix e ∈ SN−1 and choose x0 = x−τe for τ > 0. (3.34) can be rewritten
DU(x) · e−αU(x)
τ
.
Sending τ to infinity yields DU(x) · e  0. Since this holds for any e ∈ SN−1 and x ∈ RN , we
get Du ≡ 0. By (1.1) we have U ≡ 0, which contradicts with U > 0. Thus we complete the proof
of Theorem 1.1. 
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