We investigate the notion of symplectic divisorial compactification for symplectic 4-manifold with either convex or concave type boundary. This is motivated by the notion of compactifying divisors for open algebraic surfaces. We classify symplectic compactifying divisor having finite boundary fundamental group.
Introduction
Given a symplectic 4 dimensional manifold (possibly with boundary or noncompact) (W, ω), a symplectic divisor D = C 1 ∪· · ·∪C n in W is a configuration of finitely many closed embedded symplectic surfaces such that no three of the them intersect at a point and any intersection between two surfaces are transversal and positive. The orientation of C i are chosen to be positive with respect to ω. A closed regular neighborhood of D is called a plumbing of D. The boundary of the plumbing is independent of the choice of plumbing up to orientation preserving diffeomorphisms (using boundary orientation). In particular, the fundamental group of the boundary is independent of plumbing and we call it the boundary fundamental group of D.
A connected symplectic divisors D is called concave (resp. convex) if there is a plumbing P (D) for the divisor such that its boundary is equipped with a strongly concave (resp. convex) contact structure. In this case, we also say that D admits a concave (resp. convex) contact structure. Definition 1.1. Suppose that D is a concave (resp. convex) divisor. If a convex gluing ( [9] ) can be performed for a plumbing of D and a symplectic manifold Y with convex (resp. concave) boundary to obtain a closed symplecitc manifold, then we call D a capping (resp. filling) divisor. In both cases, we also call D a compactifying divisor of Y .
We provide some motivation from two typical families of examples in algebraic geometry together with some general symplectic compactification phenomena.
Suppose Y is an affine algebraic variety over C. Then Y can be compactified by a normal crossing compactifying divisor D at infinity. By Hironaka's resolution of singularities theorem, we can choose a compactifying divisor D for Y to be a simple normal crossing divisor. In this case, Y is a Stein manifold and D has a plumbing equipped with concave contact boundary induced by a plurisubharmonic function on Y ( [8] ). Moreover, Y is symplectomorphic to the completion of its suitably chosen Stein domain Y (See [22] ). Therefore, compactifying Y by D in the algebraic situation is analogous to gluing Y with the plumbing of D along their contact boundaries [9] .
On the other hand, suppose we have a compact complex surface with an isolated singularity. We can resolve the isolated singularity and obtain a pair (W, D), where W is a smooth compact complex surface and D is a simple normal crossing resolution divisor. In this case, we can define a Kahler form near D such that D has a plumbing, P (D), equipped with convex contact boundary. If the Kahler form can be extended to W , then the compactification of W − D by D is analogous to gluing W − Int(P (D)) with P (D) along their contact boundaries.
From the symplectic point of view, there are both flexibility and constraints for capping a symplectic 4 manifold with convex boundary. For flexibility, there are usually infinitely many ways to cap Y (See [7] and Theorem 1.3 of [10] ). For constraints, it is well-known that (e.g [16] ) Y does not have any exact capping. From this perspective, divisor capping might be a suitable capping model to study.
For the filling side, we would like to mention that divisor fillings are the maximal fillings for the canonical contact structures on Lens spaces (See [20] and [3] ).
In this setting, the following questions are natural: Suppose D is a symplectic divisor.
(i) When is D also a compactifying divisor?
(ii) What symplectic manifolds can be compactified by D?
Regarding the first question, observe that a divisor is a capping (resp. filling) divisor if it is concave (resp. convex), and embeddable in the following sense: Definition 1.2. If a symplectic divisor D is contained in a closed symplectic manifold W , then we call D an embeddable divisor.
We recall some results from the literature for the filling side. It is proved in [13] that when the dual graph of a symplectic divisor is negative definite, it can always be perturbed to be a convex divisor. Moreover, a convex divisor is always embeddable, by [10] , hence a filling divisor.
However, a concave divisor is not necessarily embeddable. An obstruction is provided by [21] (See Theorem 4.5).
Our first main result: Theorem 1.3. Let D ⊂ (W, ω 0 ) be a symplectic divisor with dual graph Γ. Suppose the determinant of Q Γ is non-zero and Q Γ is not negative definite. Then, after possibly perturbing D and deforming ω 0 , D is a concave divisor.
In particular, if D is also an embeddable divisor, then it is a capping divisor. Using Corollary 1.4, we classify, in our second main result Theorem 3.3, capping divisors with finite boundary fundamental group.
For the second question, if D is a capping divisor with finite boundary fundamental group, then we show that only finitely many minimal symplectic manifolds can be compactified by D, up to diffeomorphism. More details are described in Section 4.4.1.
Moreover, we also investigate special kinds of symplectic filling. In Section 4.4.2, we study pairs of symplectic divisors that compactify each other. On the other hand, it is also interesting to investigate the category of symplectic manifolds having symplectic divisorial compactifications. Affine surfaces are certainly in this category. In this regard, symplectic cohomology could play an important role. It has been used in [30] and [22] to distinguish a family of cotangent bundles from affine varieties. Finally, for symplectic manifolds in this category we would like to define invariants in terms of the divisorial compactification (See [19] for a related invariant).
The remaining of this article is organized as follows. In Section 2, we give the proof of Theorem 1.3. We give the statement of the classification of compactifying divisors with finite boundary fundamental group in Section 3 and prove it for the filling divisors. Finally, Section 4 is devoted to the proof of the classification for capping divisors together with a study of non-conjugate phenomena. also like to thank David Gay, Ko Honda, Burak Ozbagci, Andras Stipsicz, Weiwei Wu and Weiyi Zhang for their interest in this work.
From Graphs to Divisors and Back
Essential information of a symplectic divisor can be encoded by its dual graph. The dual graph is a weighted finite graph with vertices representing the surfaces and each edge joining two vertices representing an intersection between the two surfaces corresponding to the two vertices. Moreover, each vertex is weighted by its genus (a non-negative integer) and its self-intersection number (an integer).
If each vertex is also weighted by its symplectic area (a positive real number), then we call it an augmented dual graph. Sometimes, the genera (and the symplectic area) are not explicitly stated. For simplicity, we would like to assume the symplectic divisors are connected.
In what follow, we call a finite graph weighted by its self-intersection number and its genus (resp. and its area) with no edge coming from a vertex back to itself a graph (resp. an augmented graph). For a graph (resp. an augmented graph) Γ (resp. (Γ, a)), we use Q Γ to denote the intersection matrix for Γ (resp. and a to denote the area weights for Γ). We denote the determinant of Q Γ as δ Γ . Moreover, v 1 , . . . , v k are used to denote the vertices of Γ and s i , g i and a i are self-intersection, genus and area of v i , respectively. Example 2.1.
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where both vertices are of genus zero. This dual graph represents a symplectic divisor of two spheres with selfintersection 2 and 1, respectively. Moreover, they intersect positively transversally at a point and the vertices are denoted by v 1 and v 2 , respectively. Definition 2.2. A graph Γ is called realizable (resp. strongly realizable) if there is an embeddable (resp. compactifying) symplectic divisor D such that its dual graph is the same as Γ. In this case, D is called a realization (resp. strongly realization) of Γ. Similar to Definition 2.2, we can define realizability and strongly realizability for an augmented graph. Therefore, when a dual graph Γ is realizable, we can ask whether an augmented graph (Γ, a) obtained by attaching area weights, a, to Γ is realizable. If the area weights attached to Γ is too arbitrary, it is possible that (Γ, a) is not realizable but Γ is realizable.
Proof of Theorem 1.3
We give the proof of Theorem 1.3 in this subsection. The main ingredients of the proof are a criterion for determining when an augmented graph is strongly realizable, which we call the GS criterion, together with the use of inflation. Definition 2.3. Suppose (Γ, a) is an augmented graph with k vertices. Then, we say that (Γ, a) satisfies the positive (resp. negative) GS criterion if there exist z ∈ (0, ∞) k (resp (−∞, 0) k ) such that Q Γ z = a. In either case, we call that (Γ, a) satisfies the GS criterion.
Lemma 2.4. Let Q be a k by k symmetric matrix with off-diagonal entries being all non-negative and determinant of Q being non-zero. Suppose also that Q is not negative definite. Then, there exists z ∈ (0, ∞) k such that Qz ∈ (0, ∞) k .
Proof. When k = 1, it is trivial. Suppose the statement is true for (k-1) by (k-1) matrix and now we consider a k by k matrix Q. Let q i,j be the (i, j) th -entry of Q and let a = (a 1 , . . . , a k ) T and z = (z 1 , . . . , z k ) T as stated in (i)(b) with Qz = a. First observe that if q i,i ≥ 0, for all i = 1, . . . , k, then the statement is trivially true. Therefore, we might assume q k,k < 0. Let
≥ 0, for j < k, and let B be the lower triangular matrix given by
In particular, m i,k = m k,j = 0, for all i and j. We can write M as a direct sum of a k-1 by k-1 matrix M ′ with the 1 by 1 matrix q k,k in the obvious way. Notice that the off diagonal entries of M ′ are all non-negative.
On the other hand, a i = a i + l i a k , for all i < k, and a k = a k . By the choice of q k,k and M being not negative definite, we must have M ′ is not negative definite. Clearly, the determinant of M ′ is non-zero. Apply induction hypothesis, we can find y ∈ (0,
l i y i ) T and tracing it back. We have Q(y 1 , . . . , y k ) T ∈ (0, ∞) k . Now, it comes the second input.
Lemma 2.5. (Inflation, See [17] and [18] ) Let C be a smooth symplectic surface inside (W, ω). If [C] 2 ≥ 0, then there exists a family of symplectic form ω t on W such that
[C] 2 . Also, C is symplectic with respect to ω t for all t in the range above. Moreover, if there is another smooth symplectic surface C ′ intersect C positively and ω-orthogonally, then C ′ is also symplectic with respect to ω t for all t in the range above. Here, P D(C) denotes the Poincare dual of C.
[C] 2 . Therefore, the upper bound of t in this case comes directly from ω t [C] > 0. We remarked that one can actually do inflation for a larger t but one cannot hope for C being symplectic anymore when t goes beyond −
is a symplectic 4-manifold with symplectic form ω with D being a collection of closed symplectic surfaces in X intersecting ω-orthogonally such that f : X → [0, ∞) is a smooth function with no critical value in (0, ∞) and with f −1 (0) = D, and V is a Liouville vector field on X − D.
Moreover, if df (V ) > 0 (resp < 0), then (X, ω, D, f, V ) is called a convex (resp concave) neighborhood 5-tuple.
Proof. (of Theorem 1.3) We divide the proof into two steps. First, we want to construct a family of realizations D t of Γ such that the augmented dual graph of D 1 satisfies the positive GS criterion. Then, we want to show that there is a concave divisor that is obtained by D 1 under a C 0 small perturbation.
Let D = D 0 = C 1 ∪ · · · ∪ C k and let also the area weights of D 0 with respect to ω 0 be a. Since δ Γ = 0, there exists z such that Q Γ z = a. Also, by assumption and Lemma 2.4, there exists z ∈ (0, ∞) k such that Q Γ z = a ∈ (0, ∞) k . Let z t = z +t(z −z) and a t = a+t(a−a) = Q Γ z t ∈ (0, ∞) k . We want to construct a realization D 1 of Γ with area weights a 1 . If this can be done, then the augmented dual graph of D 1 will satisfy the positive GS criterion.
Observe that, it suffices to find a family of symplectic forms ω t such that
and a corresponding family of ω t -symplectic divisor D t = C 1 ∪ · · · ∪ C k . The reason is that C i has symplectic area equal the i th entry of a t under the symplectic form
However, we need to modify this natural choice of family a little bit. Without loss of generality, we can assume z i > z i for all 1 ≤ i ≤ k. We can choose a piecewise linear path p t arbitrarily close to z t such that each piece is parallel to a coordinate axis and moving in the positive axis direction. Since satisfying the positive GS criterion is an open condition, we can choose p t such that Q Γ p t ∈ (0, ∞) k . The fact that p t is chosen such that Q Γ p t is entrywise greater then zero allows us to do inflation along p t to get out desired family of ω t and D t , by Theorem 2.5. Therefore, we may at first assume the augmented dual graph of D, denoted by (Γ, a), satisfies the positive GS criterion with respect to ω 0 . Now, we want to compare D with a local model for a symplectic divisor given in [13] . We observe that the whole construction of the orthogonal neighborhood 5-tuple in Proposition 3.2 of [13] does not depend on the sign of z (See Appendix for a sketch of the construction). If we reverse the sign of z and apply the same gluing procedure as in Proposition 3.2 of [13] , df (V ) also change its sign for level sets of f that are sufficiently close to the configuration. This gives a concave orthogonal neighborhood 5-tuple (X, ω, D Γ , f, V ) with augmented dual graph of D Γ being (Γ, a)
To compare D and D Γ , we isotope from D to D ′ such that every intersection of D ′ is ω 0 -orthogonal, using Theorem 2.3 of [14] . Since the dual graph of D Γ and D ′ are the same, there is a diffeomorphism f from D ′ onto D Γ . We can also extend this diffeomorphism f to F from a plumbing V ′ of D ′ onto a plumbing V of D Γ . Then, we can apply a Moser type argument (See [25] ) for (V ′ , ω 0 ) and (V ′ , F * ω) with respect to D ′ and F −1 (D Γ ). We get symplectomorphic neighborhoods (U ′ , ω 0 ) and (U, ω) such that D ′ ⊂ U ′ and D Γ ⊂ U . Since D Γ admits an orthogonal neighborhood 5-tuple, there is a plumbing P (D Γ ) of D Γ that is a strong concave filling of its boundary and
) is a plumbing of D ′ with strongly concave contact boundary. Thus, D ′ is concave and this completes the proof.
Proof. (of Corollary 1.4) We observe that the dual graph of D is a tree, by Lemma 3.6. In this case, we can use Lemma 3.7 to deduce that the first Betti number of the boundary of the plumbing of D is zero if and only if the determinant of the dual graph is non-zero (See [15] ). Therefore, the result follows from Theorem 1.3.
One can see from the proof of Theorem 1.3 that if the augmented dual graph of an ω-orthogonal symplectic divisor D satisfies the positive (resp. negative) GS criterion, then D is a concave (resp. convex) divisor. We end this subsection by stating this fact in the following proposition.
Proposition 2.7. Suppose an augmented graph (Γ, a) satisfies the positive (resp. negative) GS criterion, then there exists a concave (resp. convex) orthogonal neighborhood 5-tuple (X, ω, D Γ , f, V ) with augmented dual graph of D Γ being (Γ, a). Suppose also D is another ω 0 -orthogonal symplectic divisor with augmented dual graph (Γ, a). Then, D is also a concave (resp. convex) divisor that admits a concave (resp. convex) orthogonal 5 tuple neighborhood.
Comments on GS Criterion
Given a convex/concave neighborhood 5-tuple, the level set f −1 (δ) is equipped with a contact structure, when δ > 0 is small. By Gray stability theorem, when δ 1 , δ 2 > 0 are sufficiently small, the contact structures on f −1 (δ 1 ) and f −1 (δ 2 ) are contactomorphic to each other.
It can be proved that the contact structures obtained by the orthogonal neighborhood 5-tuples are contactomorphic for different choices made in the construction and independent of area weights a (See Proposition 5.1). Moreover, when the divisor arises from resolving an isolated normal singularity, the contact structure induced by the negative GS criterion is contactomorphic to the link equipped with contact structure induced by the complex structure. This result for convex side is speculated to be true in [13] , where it was proved with the additional assumptions that Γ is a tree of genera zero vertices and −s i − p i ≥ 0 for all vertices v i . Here, s i and p i are the self-intersection and the number of branches of v i , respectively.
It is also natural to ask whether the GS criterion is also necessary in the following sense: can a realization D Γ of an augmented graph (Γ, a) admit a plumbing with concave (resp. convex) orthogonal neighborhood 5 tuple even though (Γ, a) does not satisfy the positive (resp. negative) GS criterion?
Negative GS Criterion and Isolated Singularities
Regarding the negative GS criterion, we remark that one can show the following. (It is mentioned in [12] with additional assumption but the additional assumption can be removed.) Suppose Q is a symmetric matrix with off-diagonal entries being non-negative. Then, the following statements are equivalent.
(a) For any a ∈ (0, ∞) n , there exist z ∈ (−∞, 0) n satisfying Qz = a.
(b) There exist a ∈ (0, ∞) n such that there exist z ∈ (−∞, 0) n satisfying Qz = a.
(c) Q is negative definite. To be more precise, one again use induction on the size of Q and change the basis using B. Therefore, an augmented graph (Γ, a) satisfies the negative GS criterion if and only if Q Γ is negative definite.
In particular, when a graph Γ is negative definite, the negative GS criterion is always satisfied, independent of the area weights.
From another point of view, suppose W is a smooth projective surface over C with D a divisor in W having negative definite intersection form. By Grauert's criterion, D can be contracted to an isolated singularity and D always has a strictly pseudoconvex neighborhood. In particular, we can construct a symplectic form near D such that D admits a convex contact boundary. The existence of a convex contact boundary of D can also be proved by the negative GS criterion. Therefore, we can think of the GS criterion as the symplectic analogue of the Grauert's criterion.
Positive GS Criterion and Effective Ample Divisor
Regarding the positive GS criterion, it simply means that
It is interesting to compare the contact structure induced by the positive GS criterion with other constructions. As far as finite quotients of S 3 are concerned, there are cases that the induced contact structure by the positive GS criterion is not the standard one, i.e. the one coming from the standard contact structure on S 3 (See Example 2.11 and Remark 4.23). Therefore, it is also interesting to know which contact structure can be realized by the positive GS criterion.
In particular, suppose W is a smooth projective surface over C. Let L be an effective ample line bundle of W with support on a simple normal crossing divisor D. Write D = C 1 ∪ · · · ∪ C k with each C i being irreducible. The first Chern class of L, c 1 (L), can be identified with
Since L is ample, L can be equipped with a hermitian metric such that L is a positive line bundle. Using this metric, it induces a symplectic form ω on W and a Stein structure on W − D. (See e.g. [22] ). In particular, there exists a concave contact boundary for D coming from the Stein structure on W − D. Moreover, we have ω[
where Q is the intersection form for the dual graph of D, z = (z 1 , . . . , z k ) T and e i is the i th -unit coordinate vector. In other words, we have Qz = a and
Hence, the existence of a concave contact boundary of D can also be proved by the positive GS criterion.
Examples of Concave Divisor
Example 2.8. A sphere with self-intersection n admits a concave (resp convex) boundary when n > 0 (resp n < 0). When n = 0, Proposition 2.7 cannot conclude anything. By a result of Eliasberg [6] , the sphere with self-intersection 0 actually does not admit a convex contact boundary. 
Then the boundary fundamental group of Γ (See Definition 3.5 below) is the free group generated by e 1 and e 2 modulo the relations e 1 e 1 2 = e 1 2 e 1 , 1 = e 2 1 e 2 and 1 = e 1 e 2 (See Lemma 3.7 below). Therefore, the boundary of the plumbing according to Γ has trivial fundamental group and hence diffeomorphic to a sphere. It is easily see that the corresponding augmented graph (Γ, a) satisfies the positive GS criterion if and only if the area weights satisfy a 1 < a 2 < 2a 1 , where a i is the area weight of v i . In other words, if a 1 < a 2 < 2a 1 , by Corollary 2.9, we get an overtwisted contact structure on S 3 (S 3 has only one tight contact structure which is fillable).
Example 2.11. There is a capping divisor D with dual graph as in the following Figure, by Theorem 3.3. However, D is not conjugate to any other divisor (See Definition 1.5), by Lemma 4.22. The boundary of the plumbing of D is diffeomorphic to that of the plumbing of the resolution of a tetrahedral singularity and the latter one which is equipped with standard contact structure has a conjugate. Therefore, the fillable contact strucutre on D is not the standard one. Applying the method in [20] , [2] and [33] , one can obtain a finiteness result on the number of minimal symplectic manifolds that can be compactified by D, up to diffeomorphism (See Lemma 4.20). • −3
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Blow Up and Dual Blow Up
In this subsection, we study the stability of the GS criterion under blow up. We will also introduce the dual blow up. The symplectic blow up and blow down operations have obvious analogues in the category of graphs and augmented graphs. We will describe these operations for augmented graphs.
Let (Γ, a) be an augmented graph. In the following figure 
. . .
Definition 2.14. If one graph Γ can be obtained from another graph Γ ′ through blow ups and blow downs, then we call Γ and Γ ′ equivalent. A graph is called minimal if no blow down can be performed.
We remark that both realizablility and strongly realizability are stable under blow ups and blow downs for graphs. However, there is no obvious reason for (strong) realizability to be stable under blow ups for augmented graphs (See Lemma 2.16 below). Lemma 2.16. Suppose (Γ, a) is an augmented graph and (Γ,ã) be obtained from a single blow up of (Γ, a) with weight a 0 . If (Γ, a) satisfies the negative GS criterion, then so does (Γ,ã). If (Γ, a) satisfies the positive GS criterion, then so does (Γ,ã) for a 0 being sufficiently small.
Proof. Suppose that Q Γ z = a for a vector z = (z 1 , . . . , z k ) T . We need to consider two cases. First, ifΓ is obtained from blowing up at the vertex of
In any of the above two cases, the Lemma follows. This illustrates the difference between convex and concave boundary. After blowing up a concave neighborhood 5-tuple that is obtained from the positive GS criterion, we might no longer be able to apply the GS criterion to get a concave neighborhood 5-tuple if the weight of blow up is too large. However, if we blow up a convex neighborhood 5-tuple that is obtained from the negative GS criterion, we can still get a convex neighborhood 5-tuple by the criterion again.
For a graph Γ and a vertex v 1 of Γ, we use Γ (v 1 ) to denote the graph that is obtained by adding two genera zero and self-intersection number zero vertices to the vertex v 1 of Γ as illustrated in the following Figure 
By comparing Γ (v 1 ) and the blown-up graph of Γ at v 1 (See Figure 2 .13(b)), we can regard the dual blow up as a dual operation of blow up.
We remark that in [27] the dual blow up operation is also called blow up, and it is mentioned in [27] that the blow up and dual blow up operations do not change the oriented diffeomorphism type of the boundary of the plumbing.
Filling Divisors with Finite Boundary π 1
We use < n, λ > to denote the following linear graph, where λ and n are both positive integers and λ < n,
where each vertex has genus zero and d i ≥ 2 are the minus of the selfintersection numbers such that
In what follows, we use [d 1 , . . . , d k ] to denotes the continuous fraction so the condition above is just
Moreover, we use < y; n 1 , λ 1 ; n 2 , λ 2 ; n 3 , λ 3 > to denote the following dual graph with exactly one branching point.
• −cm where all vertices have genera zero and we require the self intersection numbers satisfies
. We call the vertex with self-intersection −y to be the central vertex.
Definition 3.1. We define eight special types of graphs as follows.
Type(N1): empty graph, Type(N2): linear graph < n, λ >, for 0 < λ < n, (n, λ) = 1, Type(N3): one branching point graph < y; 2, 1; n 2 , λ 2 ; n 3 , λ 3 >, where (n 2 , n 3 ) is one of the pairs (3, 3), (3, 4) , (3, 5) , or (2, n), for some n ≥ 2 and 0 < λ i < n i , (n i , λ i ) = 1, and y ≥ 2, Type(P1): linear graph • 0 • 0 , Type(P2): (linear) dual blown up graph Γ (v) where Γ =< n, n − λ > is of type (N2) and v is the left-end vertex, Type(P3): one branching point graph < 3−y; 2, 1; n 2 , n 2 −λ 2 ; n 3 , n 3 −λ 3 >, where < y; 2, 1; n 2 , λ 2 ; n 3 , λ 3 > is of type (N3), Type(P4): (one branch point) dual blown up graph Γ (v) where Γ is of type (N2) and v is not an end vertex, Type(P5): (one or two branch points) dual blown up graphs Γ (v) where Γ is of type (N3) and v is any vertex in T . These graphs are going to be our focus for the remaining of the paper. We remark that the set of type (N2) graphs is the same as the set of linear graphs with all self-intersection less than −1. Therefore, the set of type (P2) graphs is the same as the set of dual blow up at the right-end vertex of (N2) graphs. In particular, if Γ is realizable, then we have b
Proposition 3.4. Suppose Γ is a graph with finite boundary fundamental group. If Q Γ is negative definite, which means that b + (Q Γ ) = 0 here, then Γ is equivalent to a graph in type (N). Moreover, any type (N) graph can be realized as a resolution graph of an isolated quotient singularity.
Notice that the empty graph is considered to be negative definite in this paper. We will prove Proposition 3.4 in the rest of this section.
Topological Restrictions
We first recall some topological constraints for a configuration to have finite boundary fundamental group. Definition 3.5. Suppose we have a graph Γ. The boundary fundamental group of Γ, denoted by π 1 (Γ), is the fundamental group of the boundary of the plumbing of the configuration represented by Γ. We call Γ spherical, cyclic, finite cyclic if π 1 (Γ) is trivial, cyclic, finite cyclic.
A branch point (or branch vertex) of a graph is a vertex with at least three branches. A branch at a vertex v also refers to the sub-graph Γ obtained by deleting v and all other branches linking to v.
A simple branch γ is a branch that is linear. An extremal branch point is a branch point with only one non-simple branch.
Finally, for a connected sub-graph γ, δ γ denotes the determinant of the intersection form of γ.
Lemma 3.6. Let T be a graph with finite π 1 (T ). Then, all of its vertices have genera zero and T is a finite tree.
Therefore, from now on, all vertices are assumed to have genera zero and the number above a vertex is the self-intersection number of the vertex. Here, we give the concrete representation for boundary fundamental group. (ii) If π 1 (T ) is finite, then there are at most three non-spherical branches at v. Moreover, if there are three non-spherical branches, then they are all finite cyclic.
Proof. The proof is based on the representation in Lemma 3.7 and the group theoretical result in the following lemma. See Lemma 3.1 and 3.2 of [31] Lemma 3.11. Let G 1 , . . . , G n be non-trivial groups and let t i ∈ G i be an arbitrary element. Then,
is finite if and only if G i are all cyclic groups generated by t i with (G 1 , G 2 , G 3 ) isomorphic to one of the following unordered triples
with r ≥ 1, where T i are non-spherical branches (not necessarily simple) such that δ T 1 δ T 2 = 0 and δ T 3 δ T 4 = 0. Suppose also that the boundary of the plumbing of T 1
Proof. See Lemma 3.3 and 3.4 of [31] It is time to mention the following Fact: type (N) graphs have finite boundary fundamental group. To be more precise, (N1) graph is spherical, (N2) graphs are finite cyclic, and (N3) graphs are finite and non-cyclic. This is well known in algebraic geometry: graphs in type (N2) correspond to resolution graphs of cyclic quotient singularities and the graphs in type (N3) correspond to resolution graphs of dihedral, tetrahedral, octahedral and icosahedral singularities (cf. [5] Satz 2.11). One can also prove this fact directly by Lemma 3.7 and Lemma 3.11. It is easy for (N2) graphs. And for an (N3) graph T , π 1 (T ) is finite as it can be realized as a finite extension of a finite group (basically by Lemma 3.11), and it is non-cyclic because it has a non-cyclic quotient.
Proof of Proposition 3.4
In this subsection we are going to make use of the constraints above to prove Proposition 3.4.
Lemma 3.13. Let T be a negative definite, minimal tree with no branch point. Then T is of type (N1) or (N2). In particular, T is finite cyclic.
Proof. A connected genus zero tree has no branch point, so it is linear. Linearity and minimality ensure no −1 vertices, while being negative definite ensures that each vertex has self-intersection less than 0. So T is the empty graph (N1), or a linear graph with all vertices having self-intersection less than −1, which is a type (N2) graph.
Lemma 3.14. Let T be a minimal tree with exactly one branch point v. Suppose all the self-intersection of vertices in the branches are negative (satisfied if T is negative definite). Then, π 1 (T ) is finite if and only if T is a (N3) or (P3) graph. In particular, π 1 (T ) is not cyclic if π 1 (T ) is finite.
Proof. See Theorem 4.3 of [31] . The proof is purely topological. Now, we deal with the case that there are more than 1 branch points.
Lemma 3.15. Let T be a negative definite, minimal tree with k ≥ 2 branch points. Then, π 1 (T ) is non-cyclic and infinite.
Proof. The proof follows [31] closely. It is convenient to make two observations first.
Observation 1: For any branch point, by the minimality assumption, all self-intersections of vertices in simple branches are less than −1. Therefore every simple branch of T is not spherical from Example 3.9.
Observation 2:
Lemma 3.16. Let T be a negative definite, minimal tree with k ≥ 2 branch points. Suppose π 1 (T ) is finite or cyclic. Let v be a branch point and Γ a branch at v. Suppose there are at least two non-spherical branches at v other than Γ (it is satisfied if v is an extremal branch point and Γ is the non-simple branch), then Γ is finite cyclic and is either (a)a negative definite minimal tree with k − 1 branch points, OR (b)a negative definite minimal tree with k − 2 branch points, OR (c)not minimal. In case (c), there exists a branch point of T , v 2 , which is linked to v, with exactly three branches and the self-intersection of v 2 is −1.
Proof. Suppose first that π 1 (T ) is cyclic. Since there are at least two nonspherical branches at v other than Γ, Γ is spherical by Lemma 3.10(i) applied to v. If π 1 (T ) is finite, then Γ is finite cyclic by Lemma 3.10(ii) applied to v. Therefore in either case π 1 (T ) is finite cyclic.
Moreover, if Γ is minimal, it is either in (a) or (b). If Γ is not minimal, it is in (c). In this case, the only possible −1 vertex that can be blown down is the vertex in Γ linked to v, which we call it v 2 . Since T is minimal, v 2 has self-intersection −1 means that it is a branch point of T but it can be blown down in Γ means that it is not a branch point of Γ. Therefore, the result follows. An extremal branch point satisfies the assumption because there are at least two simple branches at v, which are non-spherical by Observation 1.
We are going to first establish the claim of Lemma 3.15 for the cases k = 2 and k = 3, then prove by contradiction using induction on k. Label the vertices of T as v 1 , . . . , v m with the corresponding self-intersection s 1 , . . . , s m .
First suppose k = 2 and v 1 , v 2 are the two branch points of T with π 1 (T ) cyclic or finite. If one of v 1 , v 2 has three simple branches, say v 2 , we denote the non-simple branch at v 1 by γ. Apply Lemma 3.16 to v 1 , γ is in (a). However, negative definite minimal tree with exactly one branch point is not cyclic (See Lemma 3.14). Contradiction. Thus, both v 1 and v 2 have only two simple branches. Let the two simple branches at v 1 be T 1 and T 2 and those at v 2 be T 3 and T 4 . Then, the assumptions of Lemma 3.12 for v 0 = v 1 and v r = v 2 are satisfied. Thus, π 1 (T ) contains Z ⊕ Z, contradiction.
For k = 3, let v 2 , v 1 and v 3 be the three branch points of T and suppose T is finite or cyclic. We have two of the three branch points are extremal, say v 2 and v 3 . Let Γ be the non-simple branch at v 2 and Γ ′ be the non-simple branch at v 3 . Apply Lemma 3.16 at v 2 , we have Γ is not minimal because we have shown that negative definite minimal trees with exactly one or two branch points are not finite cyclic. Thus, we must have v 1 is linked to v 2 and v 1 has only one simple branch in T , which we denote by T 0 . Moreover, we have s 1 = −1 and by symmetry, v 1 is also linked to v 3 . Observe that, we must have all vertices in T 0 having self-intersection −2, otherwise π 1 (Γ) is still not cyclic.
Since T is negative definite, both s 2 and s 3 are not −1. If v 2 or v 3 has three or more simple branches, then we can apply Lemma 3.10(ii) at v 1 and Lemma 3.14 to the branch at v 1 which is minimal and having exactly one branch point to get a contradiction. In other words, v 2 or v 3 has exactly two simple branches. Therefore, we have T is of the following form with all T i being simple branches.
Notice that, both Γ and Γ ′ are equivalent to a linear graph because all vertices in T 0 have self-intersection −2.
Since s 2 = −1, we have δ γ = 0 and π 1 (γ) nontrivial. Hence, we can apply Lemma 3.12 for v 0 = v 1 and v r = v 3 . This is because the T i in Lemma 3.12 are not assumed to be simple branches and Γ ′ is equivalent to a linear graph. Hence, we get a contradiction. This finishes the study of k = 3.
In general, we assume the statement is true for n < k and we deal with
Contradiction.
Finally, we can complete the proof of Proposition 3.4 by Lemma 3.13, Lemma 3.14, Lemma 3.15 and the classification of isolated quotient surface singularities in [5] .
In [20] and [3] , they study the filling of the lens spaces with the canonical contact structure. These correspond to the graphs in (N2). It is proved that the divisor filling is the maximal one among all the fillings and all other fillings can be obtained by rational blow downs of the divisor filling [3] . Therefore, divisor filling is interesting to investigate.
Capping Divisors with Finite Boundary π 1
In this section, we first classify the concave divisors with finite boundary fundamental group. Different from the proof of convex divisors, the proof for concave divisors requires essential symplectic input. Then, we illustrate the (strong) realizability of the graphs in type (P) and thus finish the proof of Theorem 3.3. Moreover, we study a conjugate phenomena for these graphs with graphs in type (N).
More Topological Restrictions
Lemma 4.1. Let T be a tree and v a vertex of T . Then, π 1 (T ) = π 1 (T (v) ).
Proof. It is a direct computation using Lemma 3.7. Label the vertices of T as v 1 , . .
It is time to state the following fact. In [27] , it is mentioned that the dual blow up (which is called blow up there) does not change the oriented diffeomorphism type of the boundary of the plumbing. Lemma 4.3. Let T be a minimal tree and v a vertex in T . Suppose γ is a simple branch at v with γ not equivalent to • 0 and some of the vertices having non-negative self-intersection. Then, T is equivalent to a minimal tree T ′ obtained by replacing the branch γ by an equivalent branch
where v ′ is the vertex linked to v, x is an end vertex and the self-intersection of v may possibly be changed.
Proof. We first make the following observations. If T has a sub-tree of the form . . .
•
by changing the sub-tree to . . .
T has a sub-tree of the form . . .
• q • 0 , then T is equivalent to T ′ where T ′ is obtained by changing the sub-tree to . . .
• q+1
• 0 . Let u be the vertex in γ having self-intersection non-negative, By possibly blowing up successively at edges linked to u, we assume that u has self-intersection 0. By the first observation, we can make the end vertex w of γ to have self-intersection 0. Since γ is not equivalent to • 0 , there is a vertex w ′ which is different from v and is linked to the end vertex w. Now, we blow down all −1 vertices in γ − {w, w ′ }. By the second observation and the fact that v as self-intersection 0, we obtain T ′ as we want. For details, see Lemma 4.1 of [31] . Lemma 4.4. A spherical negative definite tree is not minimal. In other words, it is equivalent to an empty graph.
Proof. See Section 3 of [15] 
Symplectic Restrictions
We are going to provide symplectic input to give more constraints on the trees that we are interested in. In this subsection, L i appearing as a superscript of a vertex represents the homology class of the corresponding sphere. First, we recall a theorem of McDuff. Lemma 4.7. Let D be a symplectic divisor in a closed symplectic manifold W . Then, the dual graph of D does not have a sub-tree of the form, {f, s, e 1 , . . . , e N } be a basis for H 2 (W ) such that f , s and e i correspond to the fibre class, section class and the exceptional classes, respectively. Suppose s 2 = n. Then, we recall the first chern class of the Hirzeburch surface is (2 − n)f + 2s, thus the first chern class of W is c 1 (W ) = (2 − n)f + 2s − e 1 − · · · − e N . Moreover, e i can be a prior chosen so that [L 3 ] = e 1 .
Suppose there is an embedded symplectic sphere in W with class [S] = αf + βs + a 1 e 1 + · · · + a N e N . Then, adjunction formula gives Now, we want to study the homology of L i and draw contradiction. We recall that [ 
By the previous two Lemmas, we can now state one more basic consequence.
Lemma 4.8. Let T be a minimal dual graph of an embeddable divisor with finite π 1 . Then, at any branch point v, no branch can be a single vertex u with self-intersection zero.
Proof. Suppose there is such a vertex u. Since π 1 (u) is infinite and v has at least three branches, by Lemma 3.10(ii), there is a spherical branch at v, which we call γ. By Corollary 4.6, γ is negative definite. Hence, by Lemma 4.4, γ is not minimal. Hence T has a sub-tree of the form,
Contradiction to Lemma 4.7.
Lemma 4.9. Suppose T is a realizable minimal tree with π 1 (T ) being finite. Suppose also that there is a non-negative self-intersection vertex in a simple branch of T . Then, T is equivalent to T ′(v) for another minimal tree T ′ .
Proof. We can apply Lemma 4.8 to ensure that the proof of Lemma 4.3 goes through and hence the result follows.
By Corollary 4.6, T has b + 2 = 1 and hence T ′ is negative definite. Moreover, by Lemma 3.7, we can see that π 1 (T ) = π 1 (T ′ ) and hence finite. Therefore, what we need to do next is the classification minimal tree T with π 1 (T ) being finite and all self-intersection in simple branches being negative. By Lemma 3.14, we just need to consider the case that there are more than 1 branch point.
Lemma 4.10. Let T be a minimal realizable graph. Suppose k ≥ 2 be the number of branch points of T . Suppose also all self-intersection of vertices in simple branches are less than −1. Then, π 1 (T ) is non-cyclic and infinite.
In particular, if T is minimal and π 1 (T ) is finite, then T is equivalent to a type (P) graph.
Proof. The essence of the proof is the same as in Lemma 3.15 (See [31] ). Since we do not assume our tree T satisfies b + 2 = 1, we cannot apply the result in [31] directly. Instead, we need to use Lemma 4.6 to guarantee b + 2 = 1 whenever it is needed in the proof. This is required when we study the case that T has k = 3 branch points. We remark that in that case, there are two −1 vertices linked to each other so that blowing down one of them gives us an embedded symplectic sphere with self-intersection 0. Therefore, we can apply Lemma 4.6 in that case to finish the proof of the first assertion. Moreover, by Lemma 3.14, the second assertion also follows.
Proof of Theorem 3.3
Having Lemma 4.10, we can now focus on the study of type (P) graphs. Type (P1), (P2), (P3) are relatively easy to study and we are going to first go through it. Then, complete classification of realizability of type (P4) and (P5) graphs are given, which in turn completes the proof of Theorem 3.3. Finally, we are going to show that many graphs in type (P5) do not have their conjugate.
Type (P1), (P2), (P3)
We start with type (P1). By Example 2.15, we have • 0
• 0 is equivalent to • 1 . Then, by Example 2.8, it is strongly realizable. Moreover, it corresponds to a capping divisor of the empty graph.
Instead of answering the realizability of graphs in type (P2) and (P3) directly, we observe that graphs in type (2) and type (3) are all considered in [2] . The (P2) graphs correspond to compactifying divisors for cyclic quotient singularities and the (P3) graphs correspond to compactifying divisors for the dihedral, tetrahedral, octahedral and icosahedral singularities. In particular, all (P2) and (P3) graphs are strongly realizable.
The only less obvious correspondence between (P2), (P3) graphs and the graphs considered in [2] are (P3) graphs of the form < y; 2, 1; n 2 , λ 2 ; n 3 , λ 3 > with y ≤ 1 and (n 2 , n 3 ) = (2, n). We denote the following graph in [2] as (c, c 1 , . . . , c k ), where [c, c 1 , . . . , c k ] = n n−q > 1 and c, c i ≥ 2 for all i. These are the dual graphs of compactifying divisors of dihedral singularities used in [2] .
Observe that (c, c 1 , . . . , c k ) is the same as < 1; 2, 1; 2, 1; q, n − q > if one extends to the case that q < n − q. Lemma 4.11. Every graph (c, c 1 , . . . , c k ) in [2] with c, c i ≥ 2 is equivalent to a (P3) graph < y; 2, 1; 2, 1; n, λ > with y ≤ 1 and 0 < λ < n and vice versa.
Proof. Observe that < y; 2, 1; 2, 1; n, λ > is equivalent to
where there are −y many self-intersection −2 spheres between the spheres named v and w as subscript and This defines a map from the set of < y; 2, 1; 2, 1; n, λ > with y ≤ 1 and 0 < λ < n to the set of (c, c 1 , . . . , c k ) and c, c i ≥ 2. Moreover, the inverse exists.
Knowing that the graphs in type (P1) to type (P3) are realizable, as remarked before, they are also strongly realizable by Theorem 1.3.
We remarked that for any graph T in (P2), there is a unique (N2) graph T ′ such that the dual blow up of T ′ at the left-end vertex is T . In fact, by symmetry, there is also a unique (N2) graph T " such that the dual blow up of the right-end vertex of T " is T . To be more precise, T " is obtained from T ′ by rewriting the self-intersections from left to right to from right to left.
Type (P4) and (P5)
Suppose a graph T (v) in type (P4) or (P5) admits a realization D in a closed symplectic manifold W . By Theorem 4.5 again, the existence of the selfintersection 1 sphere implies that W is rational.
After preparation, now we are ready to study the realizability of type (P4) and (P5) graphs. We recall that for a type (P4) graph, T (v) , v is not an end vertex of T . We show that all (P4) graphs are realizable but we some graphs in type (P5) are not realizable.
• −d k and v 1 is the vertex with self-intersection −d j and j = 1, k. Then, T (v 1 ) and hence the (P4) graph T (v 1 ) is realizable by some symplectic concave divisor D.
On the other hand, suppose T 2 =< y; 2, 1; n 2 , λ 2 ; n 3 , λ 3 > is a graph in type (N3). Then,
is realizable if y = 2.
Proof. We start with two algebraic lines in CP 2 and call it C 0 and C 1 . We blow up CP 2 at d j distinct regular points at C 1 away from the intersection point of C 0 and C 1 . Label the exceptional spheres as E 1 , E j+1 , E 2 1 , . . . , E
. Call the proper transform of C 0 and C 1 as C 0 and C 1 again. Moreover, we call E 1 and E j+1 to be C 2 and C j+1 , respectively. Then, we blow up d j−1 −1 many distinct regular points on C 2 that are away from the intersection points. Denote the exceptional spheres as E 2 , E 2 2 , E 3 2 , . . . , E
. Call the proper transform of C i 's as C i 's again and we call E 2 as C 3 . We keep blowing up at regular points inductively and similarly on C 3 up to C j−1 and denotes E j−1 as C j . Now,we blow up C j at d 1 − 1 many distinct regular points and call the exceptional spheres as E j , E 2 j , E 3 j , . . . , E
. This time, we do not let C j+1 to be E j (we actually defined C j+1 = E j+1 ). We get the second branch C 2 ∪ · · · ∪ C j of C 1 (C 0 is the first branch of C 1 ). Now, we blow up similarly for E j+1 = C j+1 and we can get the last branch
For the type (P5) graph, we also consider
2 . We assume that v is a vertex with two branches. The case when v is the vertex with three branches is similar.
We start with CP 2 with D being union of two distinct CP 1 , denoted by C 1 and C 2 . Without loss of generality, we can assume
is of the form
• −cm Remark 4.14. From now on, when we write the homology of a sphere, say C, we might simply write h − e. − e. − · · · − e. and e. − e. − · · · − e. to represent the homology class of C. In this case, the different e.'s in [C] are understood to be distinct exceptional classes as in the conclusion of the Proposition 4.13.
Lemma 4.15. Suppose T =< y; 2, 1; n 2 , λ 2 ; n 3 , λ 3 > is a graph in type (N3). If v is the vertex with three branches, then T (v) is realizable if and only if y = 2.
Proof. Tthe realizability part is already covered by Lemma 4.12 so we are going to show the other direction. Suppose y = 2 and, on the contrary, there were a realization of T (v) in a closed symplectic manifold. Then, we have T (v) is also realizable and we have the following graph.
• −cm
By Theorem 4.5 we can assume the positive sphere (the one with subscript p) has homology class h. Then, the only vertex with 4 branches (v) has to have homology class of the form h − e 1 − e 2 , by Proposition 4.13. Here, as usual, e 1 and e 2 are exceptional classes formed by blowups.
We recall that Proposition 4.13 ensure that the vertices v i has homology of the form e j 1 − e j 2 − · · · − e jt for some distinct e js 1 ≤ s ≤ t. To give the positive one contribution of the intersection of vertex v i with v, modulo symmetry, two of three vertices, v 1 , v 2 and v 3 has homology class of the form e 1 − e. − · · · − e., where e. are distinct exceptional classes not equal to e 1 . However, it contradict to the zero intersection of any pair of v i , i = 1, 2, 3.
Using the same line of reasoning, one can determine completely which graph is realizable and which is not and we put the results in the following. Therefore, the proof of Theorem 3.3 is completed.
A vertex with subscribe Y indicates that if it is v, then the corresponding T (v) is realizable. Otherwise, the subscribe is X. 
This completes the classification of realizable graph with finite boundary fundamental group. By Theorem 1.3, it also completes the classification of all strongly realizable graph with finite boundary fundamental group.
Fillings
In this section, we study the fillings for a given capping divisor D. First, we sketch the proof of the finiteness of fillings. Then, we study the conjugate phenomena. Finally, Liouville domain as a filling is considered.
Finiteness
Proposition 4.20. Suppose D is a capping divisor with finite boundary fundamental group. Then, up to diffeomorphism, only finitely many minimal symplectic manifolds can be compactified by D.
Stetch of proof.
We follow the strategy in [20] , [2] and [33] . We remark that this question is answered in [2] for graphs in type (P1), (P2), (P3). Therefore, it suffices to consider the case that the dual graph of D is a graph in type (P4) or (P5), which are all dual blown up graphs.
Suppose D is a capping divisor for a symplectic manifold Y , and let W be the resulting closed manifold. By Theorem 4.5, W is rational since there is a positive sphere Q in D due to the dual blow up. We can pick an orthonormal basis for {h, e 1 , . . . , e n } for H 2 (W ) such that h 2 = 1, e 2 i = −1 and ω(e i ) > 0 for all 1 ≤ i ≤ N . Moreover, we can assume the positive sphere Q is of class h by Theorem 4.5.
Let C j be the sphere corresponding to the vertex v and suppose that its self-intersection is 1 − d j . By Proposition 4.13, the homology of
Moreover, we know that for the other spheres, the homology is of the form e. − e. − · · · − e..
If we do iterative symplectic blow-downs away from the positive sphere Q, we will end up with (CP 2 , ω 0 ), and the image of D under the blow-down maps can be made to be union of exactly 2 J-holomorphic spheres for some ω 0 -tamed J if the blow-down maps are carefully chosen. By keeping track of the homological effects of the blow-downs, one can classify all possible Y using the same reasoning as in [20] , [28] and [2] . In particular, one can obtain finiteness.
Fixing a capping divisor D, we would like to investigate whether there are bounds for topological complexity among all minimal symplectic manifold that can be compactified by D.
The answer is no in general. By Donaldson's celebrated construction of Lefschetz pencil, any closed symplectic 4 manifold can be decomposed into a disc bundle over a closed symplectic surface Σ glued with a Stein domain. In this case, we can view the symplectic surface Σ as a symplectic capping divisor for the Stein domain. One of the interesting problems in this case is to bound the topological complexity for a given genus g. Some finiteness results of the topological complexity are obtained in [32] when the Lefschetz pencil has small genus. However, it is proved in [1] that there is no bound of the Euler number of the filling when the genus is greater than 10.
In our setting, we allow 'reducible' symplectic capping divisor so one should hope for obtaining some finiteness results when the symplectic capping divisor has small geometric genus. By Proposition 4.20, bounds for diffeomorphic invariants are obtained when D has finite boundary fundamental group, which is a special case of geometric genus being zero.
Non-Conjugate Phenomena
Graphs in type (N) are resolution graphs of distinct quotient singularities. In particular, if T 1 and T 2 are graphs in (N), then they have different boundary fundamental groups except both T 1 and T 2 are resolution graphs of cyclic singularities (See e.g. [5] Satz 2.11, fourth column of the table).
When two graphs T and T c admit strong realizations D and D c respectively such that D and D c are conjugate to each other, we say that T is conjugate to T c . In Section 4.3.1, we mentioned that each graph T N in type (N) has a conjugate graph T P in type (P1), (P2) or (P3), and vice versa. We are going to show that many type (P5) graphs do not share this phenomena.
There should be many ways to do it and we would like to use the first Chern class. When T admits a realization D = C 1 ∪ · · · ∪ C k inside a closed symplectic manifold W , the first Chern class of W descends to the first Chern class c Lemma 4.22. Suppose T is a graph in special types that admits a realization
is of type (P5) and n T + n T (v) = 10, then there is no graph conjugate to T (v) .
Remark 4.23. Suppose T is a type N graph and T v is a dual blow up of T . If n T + n T (v) = 10 and T (v) is realizable, then it follows from (iii) that, on the diffeomorphic boundaries of plumbings, the contact structure ξ T v induced by the positive GS criterion on T (v) is not contactomorphic to the canonical contact structure ξ T , which is induced by the negative GS criterion on T . In this case, we can actually use the capping divisor T (v) to classify the symplectic fillings of the non-standard contact structure ξ T v on the boundary of plumbing of T (v) (See also subsection 4.4.1).
Proof. Since the first Chern class is induced by a symplectic form, adjunction formula works in P (D). Therefore, we have 2
, where s i is the self-intersection of C i . Hence, (i) follows immediately.
For (ii), since W is rational, we have (c W 1 ) 2 + b 2 (W ) = 10. By the MayerVietoris sequence, we have
, which proves (ii). Finally, if the complement of plumbing of T (v) is a plumbing of a symplectic divisor, say D ′ , then D ′ must be negative definite. By Lemma 4.1, we know that π 1 (D ′ ) = π 1 (T (v) ) = π 1 (T ). Therefore, by the classification Theorem 3.3, the dual graph of D ′ must be T and hence, (ii) implies (iii).
Example 4.24. Consider the resolution graph of E 8 singularities, which is given by
By Lemma 4.22(i), the first Chern class is c
The following graph is a symplectic capping divisor of a plumbing of E 8 , which we call E c 8 .
Then, by Lemma 4.22(i), we have c
, where C v i is the sphere corresponding to v i . Direct calculation gives (c
which is also predicted by Lemma 4.22(ii).
By a direct computation using mathematica, if T in (N3) does not correspond to dihedral singularity, then there are only seven different (P5) graphs T (v) that satisfy n T + n T (v) = 10. Moreover, by Theorem 3.3, only four of them are realizable and they are given by the followings. Therefore, these four graphs are the only exception that Lemma 4.22(iii) cannot conclude anything among all graphs in (P5) not arising from dihedral resolution graph. • −2
• −3
Liouville Domain
It is also interesting to know when a symplectic manifold, in particular, Liouville domain, can be compactified by a symplectic capping divisor. Affine varieties are this kind of Liouville domains. Thus, in some sense we can regard such Liouville domains as symplectic analogues of affine varieties.
For an affine surface X, log Kodaira dimension can be defined for the pair (V, D), where V is the completion of X and V − D = X. Moreover, this holomorphic invariant is independent of the compactification. When the affine surface X is a homology plane (also called affine acyclic), McLean actually showed in [23] that the log Kodaira dimension is also a symplectic invariant. Therefore, among all the Louville domains, (rational) homology planes are particularly interesting.
It is a classical question in algebraic geometry to classify all (rational) homology planes (See the last Section of [26] and [35] ). A common feature for such an affine variety is that its completion is a rational surface. As we have seen, symplectic 4−manifolds that can be compactified by a capping divisor with finite boundary fundamental group also share this phenomena. In particular, it would be interesting to know what symplectic capping divisors can compactify a Liouville domain that is a rational homology disk but the completion is not a rational surface.
Another classical question is to determine all singularities that admits a rational homology disks smoothing. If the resolution graph for one such singularity is Γ, then in particular, the plumbing of Γ can be symplectically filled by the rational homology disk. We remark that this question is completely answered using techniques ranging from smooth topology, symplectic topology and algebraic geometry (See [34] , [4] and [29] ).
Using the same reasoning as in Lemma 4.22, we have the following Lemma.
Lemma 4.26. Suppose T is a realizable type (P) graph. If T can symplectic divisorial compactify a rational homology disk, then we have n T = 10.
By mathematica, we find that there are only four type (P5) graphs T (v) that are not arising from dihedral resolution graph and satisfy n T (v) = 10. Among these four, only three of them are realizable and they are listed in the following. In particular, it means that apart from these three, all other strongly realizable graphs in type (P5) not arising from dihedral resolution graph cannot sympelctic divisorial compactify a rational homology disk. •
Note that since most of the graphs in type (P5) do not have conjugate, the contact structure on the boundary is non-standard. Therefore, the consideration above is not covered by [34] , [4] and [29] (See Remark 4.23).
Appendix
This Appendix shows that the contact structure obtained from the GS criterion is independent of choices made in the construction and contactomorphic to the link of singularity when the link is arising from an isolated normal surface singularity.
C i is a symplectic divisor with each intersection point being ω-orthogonal such that the augmented dual graph (Γ, a) satisfies the positive (resp. negative) GS criterion. Then, the contact structure induced by the postive (resp. negative) GS criterion is contactomorphic, independent of choices made in the construction.
Moreover, if D is arising from resolving an isolated normal surface singularity, then the contact structure induced by the negative GS criterion is contactomorphic to the contact structure induced by the complex structure.
Review of GS construction
We first briefly review the construction given by the negative GS criterion in [13] . Given an augmented dual graph (Γ, a), we let Q Γ be the intersection form and we assume that it is negative definite. Let z be the unique vector solvig Q Γ z = a. By [13] , all entries of z are negative and we let z ′ = (z ′ 1 , . . . , z ′ n ) T = −1 2π z, which has all entries being positive. We remark that the z ′ we use corresponds to z in [13] . For each vertex v and each edge e meeting the chosen v, we set s v,e to be an integer. We require these intergers are chosen such that e meeting v s v,e = s v for all v, where s v is the self-intersection number of the vertex v. Also, let
where v ′ is the other vertex that e meets apart from v. For each edge e αβ of Γ joining vertices v α and v β , we construct a local model N e αβ as follows. Let µ :
and q i ∈ R/2π be the corresponding fibre coordinates so θ = p 1 dq 1 + p 2 dq 2 gives a primitive of the symplectic form dp 1 ∧ dq 1 + dp 2 ∧ dq 2 on the preimage of the interior of the moment image.
Fix a small ǫ > 0 and let
Our local model N e αβ is going to be the preimage under µ of a region
A sufficiently small δ will be chosen. For this δ, let R e αβ ,vα to be the closed paralellogram with vertices (
. Also, R e αβ ,v β is defined similarly as the closed paralellogram with vertices
We extend the right vertical edge of R e αβ ,vα downward and extend the top horizontal edge of R e αβ ,v β to the left until they meet at the point (z ′ α + δ, z ′ β + δ). Then, the top edge of R e αβ ,vα , the right edge of R e αβ ,v β , the extension of right edge of R e αβ ,vα , the extension of top edge of
After rounding the corner symmetrically at (z ′ α + δ, z ′ β + δ), we call this closed region R. Now, we set N e αβ to be the preimage of R under µ.
On the other hand, for each vertex v α , we also need to construct a local model N vα . Let g α be the genus of v α . We can form a genus g α compact Riemann surface Σ vα such that the boundary components are one to one corresponds to the edges meeting v α . We let the boundary component corresponding to e αβ to be ∂ e αβ Σ vα . There exists a symplectic formω vα on Σ vα , a primitive 1-form θ vα and a Liouville vector fieldX vα such that when we give the local coordinates (t, ϑ 1 ) ∈ (x vαe αβ − 2ǫ, x vαe αβ − ǫ] × R/2πZ to the neighborhood of the boundary component ∂ e αβ Σ vα , we have thatω vα = dt ∧ dϑ 1 andX vα = t∂ t . Now, we form the local model N vα = Σ vα × D 2 √ 2δ with product symplectic form ω vα =ω vα + rdr ∧ dϑ 2 and Liouville vector field X vα =X vα + ( . Finally, the GS construction is done by gluing these local models appropriately. To be more precise, the preimage of R e αβ ,vα of N e αβ is glued via a symplectomorphism preserving the Liouville vector field to [x vαe αβ − 2ǫ,
of N vα and other corresponding pieces are glued similarly. When δ > 0 is chosen to the sufficiently small, this glued manifold give our desired convex orthogonal neighborhood 5-tuple with the symplectic divisor having dual graph Γ.
We remarked that the whole construction works exactly the same if all entries of z ′ are negative. In this case, all entries of z are positive and we get the desired concave orthogonal neighborhood 5-tuple.
Review of McLean's construction
To prove Proposition 5.1, we borrow the setup from McLean [24] .
Let (M 4 , ω) be a plumbing of its symplectic divisor D = ∪ n i=1 C i such that all intersections of the symplectic divisor are positively transversal. Let θ be a 1-form on M − D such that dθ = ω. Let θ c be a 1-form on M such that it is 0 near D and it equals θ near ∂M . Note
We call λ i the wrapping number of θ around C i . Also, there is another equivalent interpretation of wrapping numbers. If we symplectically embed a small disc to M meeting C i positively transversally at the origin of the disc, then the pull-back of θ equals For each i, let N i be a neighborhood of C i such that we have a smooth projection p i : N i → C i such that there is a connection rotating the disc fibres. Hence, for each i, we have a well-defined radial coordinate r i with respect to the fibration p i such that C i corresponds to r i = 0. D) is a primitive of ω j on M − D such that it has positive (resp. negative) wrapping numbers for all i = 1, . . . , n and for both j = 0, 1. Suppose, for both j = 0, 1, there exist
is the dual of θ j + dg j with respect to ω j .
Then, for sufficiently negative l, we have that (f
Moreover, when (M, D, ω) arises from resolving a normal isolated surface singularity, then the link with contact structure induced from complex line of tangency is contactomorphic to this canonical contact structure.
We remark that if θ 0 and θ 1 have positive wrapping numbers, then θ t = (1 − t)θ 0 + tθ 1 has positive wrapping numbers for all t and f t = (1 − t)f 0 + tf 1 is compatible with D for all t. As a symplectic divisor, we always assume C i have positive orientations with respect to the symplectic form for all i. In other words, both ω 0 [C i ] and ω 1 [C i ] are positive and hence D is a symplectic divisor with respect to dθ t for all t. Therefore, the first half of Proposition 5.2 with θ 0 and θ 1 having positive wrapping numbers follows from Corollary 4.3 of [24] .
On the other hand, Lemma 4.12 of [24] requires that the resolution is obtained from blowing up. Although there exist a resolution such that it is not obtained from blowing up in complex dimension three or higher, every resolution for an isolated normal surface singularity can be obtained by blowing up the unique minimal model, where the minimal model is obtained from blowing up the singularity. Therefore, the second half of Proposition 5.2 follows.
Finally, the first half of Propostion 5.2 with θ 0 and θ 1 having negative wrapping numbers follows similarly as the case that θ 0 and θ 1 having positive wrapping numbers. For the sake of completeness, we sketch the proof of the most technical Lemma used to prove Corollary 4.3 of [24] here with θ 0 and θ 1 having negative wrapping numbers instead of positive ones. Proof. By possibly shrinking U , we give a symplectic coordinate system at the intersection point p such that D 1 = {x 1 = y 1 = 0} and 0 corresponds to p. Let π 1 be the projection to the x 2 , y 2 coordinates. Write x 1 = r cos ϑ and y 1 = r sin ϑ and let τ = r 2 2 . Let U 1 = U − S 1 andŨ 1 ′ be the universal cover of U 1 with covering map α. GiveŨ 1 ′ the coordinates (x 1 ,ỹ 1 ,x 2 ,ỹ 2 ) coming from pulling back the coordinates of (τ, ϑ, x 2 , y 2 ) by the covering map. Then, the pulled back symplectic form onŨ 1 ′ is given by dx 1 ∧ dỹ 1 + dx 2 ∧ dỹ 2 . Hence, we can enlargeŨ 1 ′ across {α * τ =x 1 = 0} toŨ 1 by identifyingŨ 1 ′ as an open subset of R 4 with standard symplectic form. Let L ϑ 0 = {(τ, ϑ 0 , x 2 , y 2 ) ∈Ũ 1 |τ, x 2 , y 2 ∈ R}, which is a 3-manifold depending on the choice of ϑ 0 . Let T be the tangent space of D 2 at 0 and identify it as a 2 dimensional linear subspace in (x 1 , y 1 , x 2 , y 2 ) coordinates. 
, where λ 1 is the wrapping number of θ with respect to D 1 . We also require that the ω-dual of X 1 is a closed form onŨ 1 . This can be done because the ω-dual of X 1 restricted to {x 1 =x 2 =ỹ 2 = 0} is closed. Furthermore, we can also assume X 1 is invariant under the 2πZ action onỹ 1 coordinate. Note that dx 1 (X 1 ) = λ 1 2π < 0 at (0, ϑ 0 , 0, 0) for all ϑ 0 so we have dx 1 (X 1 ) < 0 near {x 1 =x 2 =ỹ 2 = 0}.
Let the ω dual of X 1 beq 1 , which is exact as it is closed inŨ 1 . Now,q 1 can be descended to a closed 1-form q 1 in U 1 under α with wrapping numbers λ 1 and 0 with respect to D 1 and D 2 , respectively. We can construct another closed 1-form q 2 in U 2 in the same way as q 1 with D 1 and D 2 swapped around. Notice that q 1 +q 2 is a well-defined closed 1-form in U −D with same wrapping numbers as that of θ. Let θ ′ = θ 1 + q 1 + q 2 be such that d(θ ′ ) = ω and θ 1 has bounded norm. Since θ ′ has the same wrapping numbers as that of θ, we can find a function g :
We want to show that df (−X θ+dg ) > c f θ + dg df near D. It suffices to show that df (−X q 1 +q 2 ) > c f q 1 + q 2 df near D as θ 1 is bounded. Since f = n i=1 log(ρ(r i )) +τ for some smoothτ : M → R, it suffices to show that
are smooth coordinates adapted to the fibrations used to define compatiblity.
To do this, we pick a sequence of points p k ∈ U − D to 0. Then On the other hand, c 1 db < θ + dg < c 2 db near D for some smooth function b compatible with D is easy to achieve by taking b = C 2 i=1 (d log(x ′2 i + y ′2 i )) near D.
Proof of Proposition 5.1
To prove Proposition 5.1 using Proposition 5.2, the remaining task is to construct an appropriate disc fibration having a connection rotating fibres for the local models in the GS-construction. Then, the constructions of θ, f and g will be automatic. We give the fibration in the following Lemma.
Lemma 5.4. Let z ′ 1 and z ′ 2 be two positive numbers. Let µ :
be the moment map of S 2 × S 2 onto its image. Fix a small ǫ > 0 and let D 1 = µ −1 ({λ 1 }×[z ′ 2 , z ′ 2 +2ǫ]) be a symplectic disc. Fix a number s ∈ R first and then let δ > 0 be sufficiently small. Let Q be the closed polygon with vertices (z ′ 1 , z ′ 2 ), (z ′ 1 +δ, z ′ 2 ), (z ′ 1 +δ, z ′ 2 +2ǫ−sδ), (z ′ 1 , z ′ 2 +2ǫ). Using the (p 1 , q 1 , p 2 , q 2 ) coordinates described in the GS-construction above, we define a map π : µ −1 (Q) → D 1 by sending (p 1 , q 1 , p 2 , q 2 ) to (z ′ 1 , * , p 2 + (2ǫ−t(p 1 ,p 2 )−ρ(t(p 1 ,p 2 )))p 1 δ , q 2 ), where ρ : [0, 2ǫ] → [0, 2ǫ − sδ] is a smooth strictly monotonic decreasing function with ρ(0) = 2ǫ − sδ and ρ(2ǫ) = 0 such that ρ ′ (t) = −1 for t ∈ [0, ǫ] and near t = 2ǫ. This can be done as δ is sufficiently small. Moreover, t(p 1 , p 2 ) is the unique t solving p 2 − (z ′ 2 + 2ǫ − t) = (ρ(t)−(2ǫ−t))(p 1 −z ′ 1 ) δ and * means that there is no q 1 coordinate above (z ′ 1 , x) for any x so q 1 coordinate is not relevant.
Then, we have that π gives a symplectic fibration with each fibre symplectomorphic to (D 2 √ 2δ , ω std ) and the symplectic connection of π has structural group lies inside U (1). Moroever, fibres are symplectic orthogonal to the base.
Proof. First, we want to explain what t(p 1 , p 2 ) means geometrically. ρ(2ǫ − t) is an oriented diffeomorphism from [0, 2ǫ] → [0, 2ǫ − sδ] so it can be viewed as a diffeomorphism from the left edge of Q to the right edge of Q. p 2 − (z ′ 2 + 2ǫ − t) = (ρ(t)−(2ǫ−t))(p 1 −z ′ 1 ) δ , which we call L t , is the equation of line joining the point (z ′ 1 , z ′ 2 + 2ǫ − t) and (z ′ 1 + δ, z ′ 2 + ρ(t)). Therefore, for a point (p 1 , p 2 ), t(p 1 , p 2 ) is such that L t(p 1 ,p 2 ) contains the point (p 1 , p 2 ) Moreover, p 2 + (2ǫ−t(p 1 ,p 2 )−ρ(t(p 1 ,p 2 )))p 1 δ is the p 2 -coordinate of the intersection between line L t(p 1 ,p 2 ) and the left edge of Q, {p 1 = z ′ 1 }.
To prove the Lemma, we pick κ close to 2ǫ from below such that ρ ′ (t) = −1 for all t ∈ [κ, 2ǫ]. Let ∆ be π −1 (µ −1 ({z ′ 1 } × [z ′ 2 + 2ǫ − κ, z ′ 2 + 2ǫ])) We give a smooth trivialization of π| ∆ as follows.
Let be the projection to the first two factors. Then, we have π • Φ = Φ • π Φ . Notice that, when τ = 0, the ϑ 2 -coordinate degenerates and it corresponds to p 1 = z ′ 1 and the q 1 -coordinate degenerates.
To investigate this fibration under the trivialization, we have Φ * ω = Φ * (dp 1 ∧ dq 1 + dp 2 ∧ dq 2 )
= dτ ∧ (−sdϑ 1 + dϑ 2 )
For a fibre, we have t and ϑ 1 being contant so the the symplectic form restricted on the fibre is dτ ∧ dϑ 2 , which is the standard one. Hence, each fibre is symplectomorphic to (D 2 √ 2δ , ω std ). When τ = 0, the symplectic form equals dt ∧ dϑ 1 so the base is symplectic and fibres are symplectic orthogonal to the base. Moreover, the vector space that is symplectic orthogonal to a fibre at a point is spanned by ∂ t and ∂ ϑ 1 − ( 2ǫ−t−ρ(t) δ − s)∂ ϑ 2 so the symplectic connection has structural group inside U (1).
Finally, we remark that when t is close to 0, ρ ′ (t) = −1 and hence Φ * ω = dt∧dϑ 1 +dτ ∧dϑ 2 . Therefore, when t is close to 0, the trivialization Φ actually coincide with the gluing symplectomorphism in the GS construction from R e,v to [x v,e − 2ǫ, x v,e − ǫ] × R/2πZ × D 2 √ 2δ , up to a translation in t-coordinate. On the other hand, π| µ −1 (Q)−∆ is clearly a symplectic fibration with all the desired properties described in the Lemma as it corresponds to the trivial projection by sending (p 1 , q 1 , p 2 , q 2 ) to (z ′ 1 , * , p 2 , q 2 ). This finishes the proof of this Lemma.
We remark that the disc fibration above gives a fibration on the local models N e αβ and it is compatible with the trivial fibration on the local models N vα so they give a well-defined fibration after gluing all the local models N vα and N e αβ . Now, we are ready to prove Proposition 5.1.
Proof. (of Proposition 5.1) Let (M, D = ∪ n i=1 C i , ω) be a symplectic plumbing. Withoutloss of generality, we assume the intersection form of D is negative definite (or equivalently, the augmented dual graph satisfies the negative GS criterion). The proof for the case that the augmented dual graph of D satisfies the positive GS criterion is similar. By [13] , D satisfies the negative GS criterion. Therfore, by possibly shrinking M , we can assume M is a symplectic plumbing constructed from the negative GS criterion. A byproduct of the construction is the existence of a primitive of ω on M − D, θ, given by contracting ω by the Liouville vector field. From the construction, in the N vα local model, we have θ = ιX vα +( 2 +z ′ vα )dϑ 2 . When we restrict it to a fibre, we can see that the wrapping numbers of θ with respect to C vα is 2πz ′ vα , which is positive. Here, C vα is the smooth symplectic submanifold corresponding to the vertex v α .
Note that we have λ = −z = 2πz ′ in our convention above. By tracing back the negative GS construction, we see that Lemma 5.4 provides a desired symplectic fibrations we needed to apply Proposition 5.2. In other words, this symplectic fibrations give us well-defined r i -coordinates near the divisor. As a result, one can set f = n i=1 log(ρ(r i )) and g = 0 and get that df (X θ ) > 0 near D and (f −1 (l), θ| f −1 (l) ) is precisely the contact manifold obtained from the negative GS criterion. In particular, (f −1 (l), θ| f −1 (l) ) is the canonical one with respect to (M, D).
If we have made another set of choices in the construction, we get that (f −1 (l), θ|f−1 (l) ) is the canonical one with respect to (M ,D). Then, since (M, D) is diffeomorphic to (M ,D), we can pull back the compatible function and the 1-form on (M ,D) to (M, D). By Proposition 5.2, the two contact manifolds are contactomorphic. Same argument works to show that this contact structure is independent of symplectic area. Also, when D is arising from isolated normal surface singularity, contact structure of its link is contactomorphic that induced by GS-criterion, by Proposition 5.2, again.
