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Abstract
Consider a n× n matrix partitioned into k × k blocks: C = [Ci,j ], where C1,1, . . . , Ck,k
are square. This paper studies the possible numbers of nonconstant invariant polynomials of
C when a diagonal of blocks Ci,j is fixed and the others vary.
© 2003 Published by Elsevier Science Inc.
1. Introduction
Let F be a field and let
C =


C1,1 · · · C1,k
...
...
Ck,1 · · · Ck,k

 ∈ Fn×n, (1)
where C1,1, . . . , Ck,k are square submatrices, not necessarily with the same size.
There are a quite large number of theorems that study the possible eigenvalues of
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(1), when some of the blocks Ci,j are prescribed and the others vary. Recently the
authors [1] have described the possible eigenvalues of (1), when a diagonal of blocks
Ci,j is prescribed. For some related results, see [3] and the references of [1].
A problem that seems to be much more difficult is to describe the possible invari-
ant polynomials of (1), when some of the blocks Ci,j are prescribed and the others
vary. A fewer number of theorems are related with this question, e.g., [2,7–10,12].
In order to provide some insight into this question, the possible numbers of non-
constant invariant polynomials of (1), when some of the blocks Ci,j are prescribed
and the others vary, were studied in a few papers. The number of nonconstant in-
variant polynomials of a matrix A ∈ Fn×n has also a meaning in control theory, as
it is equal to the smallest positive integer τ for which there exists B ∈ Fn×τ such
that the pair (A,B) is completely controllable. This fact is a simple consequence of
Corollary I of [11].
The purpose of this paper is to describe the possible numbers of nonconstant in-
variant polynomials of (1), when a diagonal of blocks Ci,j is prescribed and the other
blocks vary. The starting point is the following two partial results. The symbol i(A)
denotes the number of nonconstant invariant polynomials of a matrix A ∈ Fn×n.
Theorem 1 [4]. Let F be a field, A1,2 ∈ Fp1×p2 , A2,1 ∈ Fp2×p1 , n = p1 + p2 and
τ ∈ {1, . . . , n}. Then there exist A1,1 ∈ Fp1×p1 , A2,2 ∈ Fp2×p2 , such that
i
[
A1,1 A1,2
A2,1 A2,2
]
= τ, (2)
if and only if
n− max{rankA1,2, rankA2,1}  τ.
Theorem 2 [5]. Let F be an algebraically closed field,A1,1 ∈ Fp1×p1 ,A2,2 ∈ Fp2×p2 ,
n = p1 + p2 and τ ∈ {1, . . . , n}. Then there exist A1,2 ∈ Fp1×p2 , A2,1 ∈ Fp2×p1 ,
such that (2) is satisfied if and only if
n− min
λ∈F maxj∈{1,2}
rank(λIpj − Aj,j )  τ  max{i(A1,1)− p2, i(A2,2)− p1}.
The next theorem is our main result and generalizes Theorems 1 and 2, for alge-
braically closed fields.
Theorem 3. Let F be an algebraically closed field. Let n, k, p1, . . . , pk be positive
integers such that n = p1 + · · · + pk. Let τ ∈ {1, . . . , n}. Let σ be a permutation of
{1, . . . , k}. For every j ∈ {1, . . . , k}, let Aj,σ(j) ∈ Fpj×pσ(j) .
Then there exists a matrix of the form (1) such that i(C) = τ and Cj,σ(j) =
Aj,σ(j), for every j ∈ {1, . . . , k}, if and only if
n−K  τ  M, (3)
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where
K = max
{
min
λ∈F maxj∈{1,...,k}
σ(j)=j
rank(λIpj − Aj,j ), max
j∈{1,...,k}
σ(j) /=j
rankAj,σ(j)
}
, (4)
M = max
j∈{1,...,k}
σ(j)=j
(i(Aj,j )− n+ pj ), (5)
with the convention that the maximum of an empty set is equal to 0.
In [6], it was proved that, for every A ∈ Fn×n,
i(A) = n− RF¯ (A), where RF¯ (A) = min
λ∈F¯
rank(λIn − A) (6)
and F¯ is the algebraic closure of F . It follows from this fact that Theorem 3 is valid
for k = 1. An eigenvalue λ ∈ F¯ of A ∈ Fn×n will be called primary if RF¯ (A) =
rank(λIn − A).
2. Proof
Proof of the necessary condition of Theorem 3. Suppose that there exists a matrix
of the form (1) such that i(C) = τ and Cj,σ(j) = Aj,σ(j), for every j ∈ {1, . . . , k}.
Let λ ∈ F be a primary eigenvalue of C. Then
rank(λIn − C) max
{
max
j∈{1,...,k}
σ(j)=j
rank(λIpj − Aj,j ), max
j∈{1,...,k}
σ(j) /=j
rankAj,σ(j)
}
 K.
Bearing in mind (6), we deduce that the first inequality of (3) is satisfied.
On the other hand, it follows from Theorem 2 that, for every j ∈ {1, . . . , k} such
that σ(j) = j, τ = i(C)  i(Aj,j )− n+ pj . 
The proof of the sufficiency is split into a few lemmas.
Lemma 4. With the notation of Theorem 3, suppose that σ is a cycle and k  3.
Then there exists j ∈ {1, . . . , k} such that
pσ(j)  rankAσ(j+1),σ (j+2), (7)
pσ(j+2)  rankAσ(j),σ (j+1), (8)
with the convention that σ(k + i) = σ(i), i ∈ {1, 2}.
Proof. Without loss of generality, suppose that pσ(1)  pj , for every j ∈ {1, . . . , k}.
Then (7) is satisfied with j = 1. If j = 1 satisfies (8), the proof is complete. Other-
wise, pσ(2)  rankAσ(1),σ (2) > pσ(3)  rankAσ(3),σ (4), that is, (7) is satisfied with
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j = 2. If j = 2 satisfies (8), the proof is complete. Otherwise, we repeat the argu-
ment successively until we get a j satisfying (7) and (8), or until we prove that (7) is
satisfied and (8) is not satisfied, for every j . But this last alternative is impossible as
it would imply that pσ(1) > pσ(2) > · · · > pσ(k) > pσ(1). 
Lemma 5. Let r1, . . . , rk, s1, . . . , sk be positive integers. Let Nj ∈ F rj×sj , j ∈
{1, . . . , k}. Then there exists a matrix
M = [Mi,j ]i,j∈{1,...,k} ∈ F (r1+···+rk)×(s1+···+sk),
such that rankM = maxj∈{1,...,k} rankNj and Mj,j = Nj , j ∈ {1, . . . , k}.
Proof. For every j ∈ {1, . . . , k}, let ρj = rankNj and let Uj ∈ F rj×rj and Vj ∈
F sj×sj be nonsingular matrices such that
UjNjVj = Iρj ⊕ 0.
For every i, j ∈ {1, . . . , k}, let
Ni,j = Imin{ρi ,ρj } ⊕ 0 ∈ F ri×sj
and let N = [Ni,j ]. Clearly, rankN = maxj∈{1,...,k} rankNj and the matrix M =
(U−11 ⊕ · · · ⊕ U−1k )N(V −11 ⊕ · · · ⊕ V −1k ) satisfies the conclusions of the lemma. 
Lemma 6. Theorem 3 is valid, when σ is a cycle.
Proof. We shall prove the sufficiency by induction on k. The case k = 2 is cov-
ered by Theorem 1. Suppose that k  3. According to Lemma 4, there exists j ∈
{1, . . . , k} such that (7) and (8) are satisfied. Without loss of generality, suppose that
σ = (1, 2, . . . , k) and (7) and (8) are satisfied with j = k − 2.
Let ρk−1 = rankAk−1,k, ρ1 = rankAk,1 and ρ = max{ρk−1, ρ1}. Let Xk−1 ∈
Fpk−1×pk−1 andX1 ∈ Fp1×p1 be nonsingular matrices such that the last pk−1 − ρk−1
rows of Xk−1Ak−1,k are equal to zero and the last p1 − ρ1 columns of Ak,1X1 are
equal to zero. Let
Ak−1,1 = X−1k−1
[
Iρ 0
0 0
]
X−11 ∈ Fpk−1×p1 .
Clearly, there exist matrices Wk,k−1 ∈ Fpk×pk−1 and W1,k ∈ Fp1×pk such that
Ak,1 = Wk,k−1Ak−1,1 and Ak−1,k = Ak−1,1W1,k .
Case 1. Suppose that τ  n− pk −K . Let σ0 be the cycle (1, 2, . . . , k − 1). Ac-
cording to the induction assumption, there exists
P =


P1,1 · · · P1,k−1
...
...
Pk−1,1 · · · Pk−1,k−1

 ∈ F (n−pk)×(n−pk), (9)
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such that i(P ) = τ and Pj,σ0(j) = Aj,σ0(j), for every j ∈ {1, . . . , k − 1}. Then
RF (P ) = n− pk − τ . Let λ1, . . . , λpk be pairwise distinct elements of F that are
not eigenvalues of P . If k = 3, let
B =
[
P 0p1+p2,p3
0p3,p1 diag(λ1, . . . , λp3)W3,2 −W3,2P2,2 diag(λ1, . . . , λp3)
]
;
otherwise, let
B =
[
P 0p1+···+pk−1,pk
0pk,p1 −Wk,k−1Pk−1,2 0pk,p3+···+pk−1 diag(λ1, . . . , λpk )
]
.
Clearly RF (B) = n− τ . Then i(B) = τ and B is similar to C = ZBZ−1, where
Z =

Ip1 0 −W1,k0 In−p1−pk 0
0 0 Ipk



In−pk−1−pk 0 00 Ipk−1 0
0 Wk,k−1 Ipk

 .
If C is partitioned as (1), then Cj,σ(j) = Aj,σ(j), for every j ∈ {1, . . . , k}.
Case 2. Suppose that τ > n− pk −K . Let t = τ − n+ pk +K . Suppose that
Ak,1 =
[
Dk,1
Ek,1
]
, Wk,k−1 =
[
Uk,k−1
Vk,k−1
]
,
Ak−1,k =
[
Dk−1,k Ek−1,k
]
, W1,k =
[
U1,k V1,k
]
,
whereDk,1 ∈ F t×p1 , Uk,k−1 ∈ F t×pk−1 ,Dk−1,k ∈ Fpk−1×t , U1,k ∈ Fp1×t . Note that
Dk,1 = Uk,k−1Ak−1,1 and Dk−1,k = Ak−1,1U1,k . Let Dk,k = Dk,1U1,k . Then
rank
[
Ak−1,1 Dk−1,k
Dk,1 Dk,k
]
= rankAk−1,1 = ρ.
It follows from Lemma 5 that there exists a matrix
Q =


Q1,1 · · · Q1,k
...
...
Qk,1 · · · Qk,k

 ∈ F (p1+···+pk−1+t)×(p1+···+pk−1+t),
where Qj,j ∈ Fpj×pj , j ∈ {1, . . . , k − 1}, Qk,k ∈ F t×t , such that
rankQ = max{rankA1,σ (1), . . . , rankAk−2,σ (k−2), ρ} = K,
Qj,σ(j) = Aj,σ(j), j ∈ {1, . . . , k − 2}, and[
Qk−1,1 Qk−1,k
Qk,1 Qk,k
]
=
[
Ak−1,1 Dk−1,k
Dk,1 Dk,k
]
.
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It is easy to deduce that RF (Q) = rankQ = K . Let λ1, . . . , λpk−t be pairwise
distinct elements of F that are not eigenvalues of Q. If k = 3, let
B =
[
Q 0p1+p2+t,p3−t
0p3−t,p1 diag(λ1, . . . , λp3−t )V3,2 − V3,2Q2,2 0p3−t,t diag(λ1, . . . , λp3−t )
]
;
otherwise, let
B =
[
Q 0p1+···+pk−1+t,pk−t
0pk−t,p1 −Vk,k−1Qk−1,2 0pk−t,p3+···+pk−1+t diag(λ1, . . . , λpk−t )
]
.
Then RF (B) = pk − t +K, that is, i(B) = n− pk + t −K = τ . Moreover B is
similar to C = ZBZ−1, where
Z =

Ip1 0 −V1,k0 In−p1−pk+t 0
0 0 Ipk−t




In−pk−1−pk 0 0 0
0 Ipk−1 0 0
0 0 It 0
0 Vk,k−1 0 Ipk−t

 .
If C is partitioned as (1), then Cj,σ(j) = Aj,σ(j), for every j ∈ {1, . . . , k}. 
Lemma 7. Theorem 3 is valid, when σ = id.
Proof. We shall prove the sufficiency by induction on k. The case k = 2 is covered
by Theorem 2. Suppose that k  3. For notational convenience, denote the number
(4) by K(A1,1, . . . , Ak,k) :
K(A1,1, . . . , Ak,k) = min
λ∈F maxj∈{1,...,k}
rank(λIpj − Aj,j ).
Let µ be an element of F such that
K(A1,1, . . . , Ak,k) = max
j∈{1,...,k}
rank(µIpj − Aj,j ).
Without loss of generality, suppose that
K(A1,1, . . . , Ak,k) = rank(µIp1 − A1,1),
and p2  min {p3, . . . , pk}.
Case 1. Suppose that τ  p1 + p2 − (p3 + · · · + pk)−K(A1,1, A2,2). As
rank(µIp1 − A1,1)  rank(µIp2 − A2,2), there exist C1,2 ∈ Fp1×p2 and C2,1 ∈
Fp2×p1 such that
rank
[
µIp1 − A1,1 −C1,2−C2,1 µIp2 − A2,2
]
= rank(µIp1 − A1,1).
It is easy to see that
K(A1,1, A2,2)  RF
[
A1,1 C1,2
C2,1 A2,2
]
.
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From this inequality and the assumption of Case 1, it follows that
τ  i
[
A1,1 C1,2
C2,1 A2,2
]
− (p3 + · · · + pk).
Also note that
τ  max
j∈{3,...,k}
(i(Aj,j )− n+ pj )
and that
n−K
([
A1,1 C1,2
C2,1 A2,2
]
, A3,3, . . . , Ak,k
)
= n−K(A1,1, . . . , Ak,k)  τ.
According to the induction assumption, there exists a matrix C ∈ Fn×n, of the
form (1), such that i(C) = τ and Ci,i = Ai,i , i ∈ {1, . . . , k}.
Case 2. Suppose that τ < p1 + p2 − (p3 + · · · + pk)−K(A1,1, A2,2). According
to the induction assumption, there exist C1,2 ∈ Fp1×p2 and C2,1 ∈ Fp2×p1 such that
i
[
A1,1 C1,2
C2,1 A2,2
]
= max{1, i(A1,1)− p2, i(A2,2)− p1}.
It is easy to see that
τ  max{1,M} max
{
i
[
A1,1 C1,2
C2,1 A2,2
]
− n+ p1 + p2, i(A3,3)− n
+p3, . . . , i(Ak,k)− n+ pk
}
and
n−K
([
A1,1 C1,2
C2,1 A2,2
]
, A3,3, . . . , Ak,k
)
= n− min
λ∈F max
{
rank
[
λIp1 − A1,1 −C1,2−C2,1 λIp2 − A2,2
]
,
max
j∈{3,...,k}
rank(λIpj − Aj,j )
}
 n− min
λ∈F max
{
rank(λIp1 − A1,1)+ 2p2, p3, . . . , pk
}
 n− min
λ∈F rank(λIp1 − A1,1)− 2(p3 + · · · + pk)
 n− 2(p3 + · · · + pk)− min
λ∈F maxj∈{1,2}
rank(λIpj − Aj,j )
= p1 + p2 − (p3 + · · · + pk)−K(A1,1, A2,2) > τ.
According to the induction assumption, there exist a matrix C ∈ Fn×n, of the form
(1), such that i(C) = τ and Ci,i = Ai,i , i ∈ {1, . . . , k}. 
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Proof of the sufficient condition of Theorem 3. By induction on k. As the case
k  2 and the cases where σ is the identity or is a cycle have already been stud-
ied, suppose that k  3, σ /= id and σ is not a cycle. Factorize σ as σ1σ2, where
σ1 = (j1, . . . , ju) is a cycle, u  2 and σ2(ji) = ji, i ∈ {1, . . . , u}. Without loss of
generality, suppose that σ1 = (1, . . . , u). Let
q1 = p1 + · · · + pu,
q2 = n− q1,
K1 = max
j∈{1,...,u}
rankAj,σ(j),
K2 = max
{
min
λ∈F maxj∈{u+1,...,k}
σ(j)=j
rank(λIpj − Aj,j ), max
j∈{u+1,...,k}
σ(j) /=j
rankAj,σ(j)
}
,
M2 = max
j∈{u+1,...,k}
σ(j)=j
(i(Aj,j )− q2 + pj ),
with the convention that the maximum of an empty set is equal to 0.
As we have already proved the necessary condition of Theorem 3, we deduce that,
for every matrices
D1,1 =


C1,1 · · · C1,u
...
...
Cu,1 · · · Cu,u

 ∈ Fq1×q1 , (10)
D2,2 =


Cu+1,u+1 · · · Cu+1,k
...
...
Ck,u+1 · · · Ck,k

 ∈ Fq2×q2 , (11)
satisfying Cj,σ(j) = Aj,σ(j), for every j ∈ {1, . . . , k}, we have
q1 −K1  i(D1,1)  1,
q2 −K2  i(D2,2)  max{1,M2}.
Choose a finite sequence of pairs of integers
(q1 −K1, q2 −K2)=
(
τ
(1)
1 , τ
(1)
2
)
,
(
τ
(2)
1 , τ
(2)
2
)
, . . . ,
(
τ
(h)
1 , τ
(h)
2
)
= (1,max{1,M2}),
such that
τ
(l)
i  τ
(l+1)
i  τ
(l)
i − 1, for every i ∈ {1, 2}, l ∈ {1, . . . , h− 1}.
For every l ∈ {1, . . . , h}, let
πl = min{q2 + τ (l)1 , q1 + τ (l)2 }, νl = max{τ (l)1 − q2, τ (l)2 − q1}.
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Note that πl  νl, l ∈ {1, . . . , h}. As
π1 = min{n−K1, n−K2} = n− max{K1,K2} = n−K  τ,
and, for every l ∈ {1, . . . , h− 1}, πl  πl+1  πl − 1, we deduce that, either πh >
τ, or there exists l ∈ {1, . . . , h} such that πl = τ . If πh > τ, then
τ  max{1,M} = max{1,M2 − q1}  νh.
If πl = τ, for some l ∈ {1, . . . , h}, then πl = τ  νl .
In any case, we have found integers τ1, τ2 such that
q1 −K1  τ1  1, (12)
q2 −K2  τ2  max{1,M2}, (13)
min{q2 + τ1, q1 + τ2}  τ  max{τ1 − q2, τ2 − q1}. (14)
As (12) and (13) are satisfied, it follows from the induction assumption that there
exist matrices of the forms (10) and (11) such that i(D1,1) = τ1, i(D2,2) = τ2 and
Cj,σ(j) = Aj,σ(j), for every j ∈ {1, . . . , k}.
Choose µ ∈ F such that D′1,1 = D1,1 + µIq1 and D2,2 have a common primary
eigenvalue. Note that i(D′1,1) = i(D1,1) = τ1. Then
n− min
λ∈F max{rank(λIq1 −D
′
1,1), rank(λIq2 −D2,2)}
= n− max{RF (D′1,1), RF (D2,2)} = min{q2 + τ1, q1 + τ2}  τ.
Bearing in mind this inequality and the second inequality of (14), it follows from
Theorem 2 that there exists a matrix of the form
C =
[
D′1,1 ∗
∗ D2,2
]
∈ Fn×n,
such that i(C) = τ . Partition C as (1), with Ci,j ∈ Fpi×pj . Then Cj,σ(j) = Aj,σ(j),
for every j ∈ {1, . . . , k}. 
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