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Abstract
This dissertation consists of three essays studying the impacts of income and wage taxes.
Chapter One examines how income tax changes differentially affect the pre-tax wages of
different industries based on the injury and fatality rates of those industries. This chapter
recognizes that compensating differentials are a function of the income tax rate and uses this
observation to introduce a new methodology for estimating compensating differentials with
a specific application to the estimation of the Value of a Statistical Life (VSL) parameter.
When taxes change, the pre-tax wages of risky jobs should shift relative to the pre-tax wages
of safe jobs in a manner proportional to the VSL. This strategy yields VSL estimates between
$50 million and $75 million, an order of magnitude higher than the previous literature.
Chapter Two studies the link between taxes and occupational choices. Just as taxes
distort the labor-leisure decision, they also distort the wage-amenity decision. Few papers
have isolated this effect. This chapter introduces a two-step estimation strategy to isolate
the elasticity of occupation choice with respect to tax rates, testing whether workers select
higher (lower) wage jobs when tax rates decrease (increase). The final estimates find a
statistically significant overall compensated elasticity of 0.05, implying that a 10% increase
in the net-of-tax rate causes workers to change to a job with a 0.5% higher wage.
Chapter Three focuses on the tax elasticity of labor income. Because governments
can tax labor income separately from capital income, it is critical to isolate the tax elasticity
,of labor income. Furthermore, governments can use non-linear taxes so the mean elasticity
:is not the relevant statistic. In this chapter, I introduce a new quantile estimator useful for
panel data and applicable in an IV context. I find evidence of significant heterogeneity in
the compensated elasticity. The importance of this heterogeneity is most evident for men as
the elasticity is much larger at the top quantiles. The elasticity also appears to be larger at
lower quantiles for both men and women.
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Introduction
Income and wage taxes alter individual labor decisions by distorting the implicit price be-
tween taxable wages and non-taxable goods. My thesis measures the magnitudes and broader
effects of these distortions. When income taxes change, individuals and firms may respond.
There are two possible individual-level responses to a tax rate increase that are of primary
interest. First, individuals can demand more leisure since the return to work has decreased.
Second, individuals can demand more on-the-job amenities since the return to monetary
wages has decreased.
My first two chapters study the effects of the wage-amenity distortion, recognizing
that workers are essentially compensated with taxable wages and non-taxable amenities.
Chapter One studies the differential impact that tax rate changes should have on indus-
tries with different on-the-job injury and fatality rates. Workers in dangerous industries
must be compensated for the additional danger in taxable wages. When tax rates increase,
these workers are disproportionately harmed compared to workers in safe jobs who are also
receiving untaxed safety. Consequently, the pre-tax wages of dangerous industries should
increase relative to the pre-tax wages of safe industries. This observation suggests an inno-
vative means of identifying the compensating differential for occupational safety or, more
specifically, the Value of a Statistical Life (VSL). This paper uses tax schedule changes to
identify this parameter, finding estimates much larger than the existing literature which
has relied on cross-sectional correlations. The results of Chapter One suggest taxes impact
individual-level behavior by distorting the wage-amenity tradeoff.
Chapter Two (joint with Hui Shan) estimates the total individual-level response to
tax changes on the wage-amenity margin. When taxes changes, individuals can potentially
move to different occupations with different amenity levels. This paper recognizes that
it is impossible to derive a perfect index of every amenity that workers value. Instead,
we estimate and use the compensating differential. When tax rates increase, workers should
move to occupations with more amenities and a lower compensating differential. Our strategy
allows us to compare the contemporaneous compensating differentials of the new and old
occupations which is critical if tax changes have significant general equilibrium effects on
wages and amenities. Our identification originates from the interaction of tax schedule
changes with secondary and capital earnings. When the tax schedule changes, workers in
the same occupation may experience differential tax rate changes due to variation in initial
secondary and capital income. This heterogeneity in the tax change allows us to flexibly
account for the general equilibrium effects experienced by all workers in an occupation and
year and focus specifically on those individuals who experience relatively high or low tax
changes. We find significant, though modest, effects on occupational choice. This paper is
the first to isolate the full impact of taxes on the wage-amenity tradeoff.
The elasticity estimated in Chapter Two does not include the entire individual-level
response to income taxes. Chapter Three looks at the total effect of income taxes on labor
income. The tax elasticity of labor income is an extremely important measure when labor
income can be taxed independent of other types of income. Furthermore, the existence of
non-linear taxes suggests that a mean elasticity estimate is an inadequate measure. This
chapter introduces a new quantile estimator for panel data to estimate the tax elasticity of
labor income throughout the labor income distribution. I use a similar identification strategy
as the one in Chapter Two. Tax schedule changes can differentially impact workers with the
exact same labor income due to differences in initial secondary and capital earnings. By using
the interaction of these other source of income with tax schedule changes, my instruments
should be orthogonal to many of the trends and general equilibrium effects which have caused
problems for the tax literature. I find significant heterogeneity in the compensated elasticity
for men, including very large responses for the top quantiles. There is less heterogeneity for
women and less evidence of a dramatic increase in the elasticity at the top.
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Chapter 1
Using Income Tax Changes to Identify
the Value of a Statistical Life
1.1 Introduction
The theory of compensating differentials has been well-established since the writings of Adam
Smith in 1776. Non-wage amenities should impact the wages of workers, and much empirical
research has been dedicated to studying the relationship between wages and amenities. How-
ever, there is little research studying how compensating differentials interact with income
and wage taxes. While non-wage amenities are untaxed, the compensating differential is
subject to taxation. Consequently, observed compensating differentials are a function of tax
rates. This insight suggests an innovative method for estimating compensating differentials.
When tax rates change, the pre-tax wages of jobs with different non-wage amenities must
shift differentially. This paper details the power of this empirical strategy by applying it to
the estimation of the relationship between wages and occupational hazards.
A vast literature has studied the existence and magnitude of compensating differ-
entials with respect to occupational hazards. Individuals working in risky jobs should be
compensated for the additional risk with higher wages. This literature has focused on the
effect of work-related fatality rates as a means of estimating the value of a statistical life
(VSL).
The value of a statistical life is an especially important parameter for government
agencies deciding on policies which tradeoff risk and money. The U.S. Environmental Pro-
tection Agency (EPA), the U.S. Department of Agriculture (USDA), the Department of
Transportation, and the U.S. Food and Drug Administration (FDA) have all used VSL es-
timates to decide on the efficiency of policy implementations. Because individuals do not
directly purchase public goods such as "cleanliness of air" which reduce mortality risks, it is
difficult to determine how much they would be willing to pay for a given reduction in mor-
tality risk. Instead, it is necessary to infer their willingness-to-pay from other decisions. In a
1997 study of the benefits and costs of the Clean Air Act, the EPA reported VSL estimates
from 26 different studies. Twenty-one of these studies used the wage-risk tradeoff. These
studies relate variation in job risk to differences in wages. The EPA still refers to these 26
studies for the central basis of their VSL estimates.
The existing literature primarily studies the cross-sectional relationship between
wages and risk measures by industry or occupation. This variation is extremely problematic
as workers and firms simultaneously select both their wage rate and risk level. Hwang et al.
[1992] consider a theoretical model of job choice with cross-sectional variation in risk and
wages and conclude that the bias due to skill heterogeneity could be substantial. High-
skilled workers choose jobs which offer lower risk and higher wages. They suggest, "Unfortu-
nately, techniques for correcting the effects of unobserved productivity heterogeneity are not
generally applicable." Furthermore, injury and fatality rate measures are extremely noisy
and measurement error concerns are likely first-order. This paper introduces a methodology
which addresses these problems by using variation that is plausibly orthogonal to them.
While the VSL literature has typically ignored or misspecified the role of income
taxes in the wage-risk tradeoff, this paper focuses on the interaction of job riskiness and
income tax rates. This approach offers an innovative means of identifying the true wage-
risk tradeoff. When taxes increase, untaxed amenities such as occupational safety become
relatively more valuable. To the extent that occupational safety is fixed by industry, the pre-
tax wages of dangerous jobs must increase relative to the pre-tax wages of safe jobs. This
relative increase is directly related to the underlying VSL. The main contribution of this
paper is a new route for identification of the value of a statistical life. Tax changes alone can
identify the magnitude of the compensating differential without relying on industry-specific
changes in risk. The main benefit of this insight is a more plausibly exogenous source of
identification to estimate compensating differentials. Specifically, I am able to (1) control
for fixed effects (2) without identifying off changes in risk over time.
The results of this paper are consistent with the idea that the literature's VSL
estimates are biased downward. I find VSL estimates between $50 million and $75 million.
These numbers are well-beyond any estimate suggested by the existing literature. Given the
long history of more modest estimates in this literature, it is appropriate to treat these larger
findings with skepticism concerning their wider implications for wages. Therefore, at the end
of this paper, I benchmark the estimates by calculating the magnitude of the compensating
differentials that should be observed in the economy and find that the estimates are not
implausible.
The next section of this paper briefly summarizes the existing literature on esti-
mating the empirical tradeoff between wages and risk. Section 3 presents a basic model
illustrating the interaction between wages, risk, and taxes. Section 4 details the data and
sample. Section 5 describes the empirical strategy. Section 6 presents the results and Section
7 concludes.
1.2 Literature Review
1.2.1 Value of a Statistical Life
VSL Estimates
A vast literature has studied the estimation of the value of a statistical life. Viscusi and Aldy
[2003] provide a thorough review and summarize that the majority of the studies estimate
the value of a statistical life between $5 million and $12 million, with a median value of
$7 million. The value of a statistical injury has been estimated as between $20,000 and
$70,000.
Adopting similar notation as Viscusi and Aldy [2003], the typical VSL specification
is as follows:
Wij - a + Xqy $1pj + j + 29 3qj WCi + Cij (1.1)
where wij is the wage of worker i in industry j. Xij is a set of control variables, Pj is the
fatality rate, qj is the injury rate, and WCi is the worker's compensation replacement rate.
While this exact specification is not frequently employed, the general idea is to estimate the
observed relationship between wages and risk rates.
Since Viscusi and Aldy [2003], there have been a few important studies that I should
highlight. First, Black and Kniesner [2003] review the differences between the fatality rates
provided by the National Traumatic Occupational Fatality Surveillance System (NTOF) and
Census of Fatal Occupational Injuries (CFOI). The primary purpose of this study is to look
at how measurement error can impact the magnitude of VSL estimates, but its findings
illustrate some of the difficulties associated with the traditional VSL specification. Using
different samples of workers, different fatality measures, and different sets of controls, they
end up with 32 different permutations of the typical VSL regression. They find a positive
coefficient only 16 times. Proponents of the typical VSL specification could convincingly
argue that it is unfair to weight each of those regressions equally since some are "better"
than others. However, it is important to note the instability of these VSL estimates.
Viscusi [2004] uses confidential data from the Census of Fatal Occupational Injuries
(CFOI), which provides fatality numbers by industry and occupation. Viscusi argues that
this severely diminishes concerns of attenuation bias due to measurement error. He estimates
the value of a statistical life at $4.7 million and the value of a statistical injury at $9,570.
In a recent working paper, Kniesner et al. [2007] control for individual fixed effects
because of concerns that skill heterogeneity severely biases VSL estimates. They note that
there are two reasons that an individual might experience different fatality probabilities over
time. First, the individual might change jobs. Second, the fatality rate of the industry-
occupation might change. They argue that the first source of variation is endogenous and
limit the exogenous variation of their fatality variable to the second source. In the end, they
report VSL estimates between $5.5 million and $7.5 million.
Theory
The theory behind compensating differential estimation is also well-explored and difficult
to summarize concisely. Many papers, such as Hwang et al. [1992], detail the problems of
estimating compensating differentials in the presence of skill heterogeneity and are, in fact,
the inspiration for the type of empirical strategy introduced in this paper.
Other work focuses on the interpretation of compensating differential estimates.
Rosen [1986] shows that the estimation of a compensating differential by measuring the
effect of an amenity on a wage provides the valuation of the marginal workers. Workers with
low VSL numbers will tend to work in dangerous jobs while workers with high VSL numbers
will tend to work in safe jobs. The wage is set by the marginal worker, who may not be
representative of the general population. This estimate is useful, but it cannot necessarily be
extended to every worker in the economy. The Rosen critique is relevant depending on the
interpretation of compensating differential estimates. The marginal worker's valuation may
be the exact estimate that we are interested in. A problem occurs only when we extrapolate
the results to the entire population.
The Rosen critique is applicable to my empirical strategy as well. I am still estimat-
ing the marginal worker's valuation of safety. In a panel data context, however, the Rosen
model offers slightly different implications, but it will be helpful to delay this discussion until
later (section 5.8).1
1.2.2 Taxes
At its core, this topic is about taxation and intersects with the literature examining the
effects of income and wage taxes. It is well-known that wage taxes distort the demand for
non-wage amenities. Many papers, such as Gruber and Lettau [2004], study the provision of
these amenities as a response to this tax subsidy. When tax rates change, the relative price
between taxable income and non-taxable amenities shifts.
This paper adds a key contribution to this literature. In my context, is is plausible
that firms respond to higher taxes by increasing safety standards to reduce fatality and
injury risks, and I will discuss how my empirical strategy is robust to this possibility later.
However, on a basic level, some jobs are simply riskier than others by their inherent nature.
Thus, firms must respond on a different margin than the provision of the non-wage amenity.
This paper examines how pre-tax wages respond when a non-wage amenity is prohibitively
costly to provide.
1Shogren and Stamland [2002] make a similar point as Rosen by building a model where the marginal
worker in the dangerous industry is the one that most values safer working conditions. The implications for
my strategy should be similar to those that I describe for the Rosen model.
1.3 Model
A very simple model can illustrate how the value of a statistical life is identified from tax
changes. In this model, workers maximize utility which is a function of consumption. Oc-
cupational safety is also valued, and I include it as an equivalent variation term to create
an obvious VSL parameter. Thus, the marginal worker faces the following maximization
problem:
Let c = consumption
y = non-labor income (assumed exogenous)
r = occupational risk
w(r) is the market wage function
T[z] is tax burden for total income z
O(r) is the implicit cost of risk with 0' > 0
The marginal worker faces the following maximization problem:
maxU(c - (r)) s.t. c = w(r) + y - T[w(r) + y]
r
=- max U {w(r) + y - T[w(r) + y] - ¢(r))}
r
(1.2)
(1.3)
First order condition:
9[1 
- T'] - } U'=0{r r (1.4)
Table 1.1: Comparison of Approaches
Existing Literature This Model
aw _ 0_
Or Or 1-T'
a02w 0 0
orO(y'7) Or)
w[1 - T'] - = 0 (1.5)Or Or
The first order condition defines the wage function which keeps the marginal worker
indifferent between jobs with different risk levels.
Rearranging, we find
-w r (1.6)
ar 1 - T'
Now, take the derivative of equation (1.6) with respect to 1 :1
02W ao
ar_ _ T O (1.7)
Table 1.1 summarizes how this model differs from the traditional literature which
typically ignores the role of taxes. The first row shows that the first derivative, which
is typically estimated by the literature, is not correctly scaled because it is missing the
marginal net-of-tax rate. The second row shows that the existing literature assumes that
the observed compensating differential does not change when the tax rate changes.
o is the parameter of interest. I will make the traditional assumption that 0(r) =
pr. Then, I am left with my identifying equation:
a2W
oro( = (1.8)
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The important variable, then, is the interaction of the tax rate and risk. My em-
pirical strategy will look at how the wages of risky jobs change relative to the wages of safe
jobs when tax rates change. As the model suggests, the variable of interest is the observed
risk rate interacted with the tax rate.
1.3.1 Discussion of Model
Endogeneity of Risk to Taxes
It is certainly possible that risk levels are themselves responsive to taxes, implying that risk
is an endogenous variable in the model above. A more comprehensive model could factor
in the cost to the firm of improving occupational safety and weigh these costs against the
higher wages. However, I will not be using changes - endogenous or exogenous - in risk
for identification so this is not a central concern. A rearrangement of equation (1.8) gives
aw
, = .Notice that this equation is entirely silent on endogenous changes in risk. If a
dangerous industry responded to taxes by becoming relatively safer, this action would not
affect L. This endogenous response is only problematic if risky industries could respond
to higher tax rates by becoming as safe as the safest industries. Then, L- would not be
identified in multiple tax regimes and my strategy would not work. The first stage in my
empirical strategy implicitly tests for this scenario. Identification of the VSL parameter
simply requires (1) cross-sectional variation in risk and (2) time variation in the marginal
tax rate.
'The Role of Taxes
Most previous work in this literature has failed to correctly use the marginal tax rate. Very
few compensating differential studies even consider taxes. Viscusi and Aldy [2003] note this,
"While many studies have included pre-tax wages as the dependent variable, this would not
likely bias the results significantly so long as workers' income levels and tax rates do not
differ substantially." This statement is misleading. Even if all workers had the same tax
rate, it would affect the magnitude of the estimates, requiring the VSL results to be scaled
downward. To my knowledge, only the following studies have used after-tax wages: Moore
and Viscusi [1988]; Dillingham et al. [1996]; and Meng and Smith [1999]. However, even
these studies use the average pre-tax wage. This is equivalent to adjusting each pre-tax
wage by the person's average tax rate. But the "additional" wages paid for the riskiness of
the job are taxed at the marginal rate.
It is important to clarify, however, that the innovation of this paper is not to simply
adjust existing VSL estimates by accounting for tax rates. Adjusting for marginal tax rates
is relatively unimportant if the compensating differential itself is difficult to identify. Instead,
I use tax rate changes as new source of variation.
Identification Implied by Model
The model illustrates how the interaction of taxes and risk identifies the VSL parameter.
While we may be skeptical of learning about compensating differentials by comparing the
wages of high risk industries to the wages of low risk industries, we may be more willing to
consider tax schedule changes exogenous since individuals take these changes as given. My
strategy relies on tax variation while holding industry-specific risk constant over time.
The main insight of this paper is that compensating differentials can be identified
without using changes in risk. Cross-sectional variation in risk is a very suspect route for
identification. Through job choice, workers simultaneously select both their wage and risk.
More recent studies employ panel data to control for fixed effects. The two possible sources of
variation in these studies are (1) changes in job riskiness over time and (2) individual decisions
to change industries. Neither of these sources of variation circumvents the problems caused
by individuals simultaneously choosing their wage and risk. Individuals who increase their
marginal productivity through experience may change jobs. The additional compensation
they receive in the new job is potentially a combination of higher wages and lower risk.
Furthermore, industry-level changes in risk are unlikely to be exogenous and potentially
signal other changes in the industry which correlate with its wage levels.
Finally, risk measures are plagued with multiple sources of measurement error. First,
the risk measures are themselves mismeasured. Second, risk measures represent risk proba-
bilities at an aggregate level and are not accurate for each person in an industry.
Using exogenous changes in the tax schedule overcomes these problems. Individuals
and industries take the tax schedule as given. Pre-tax wages should respond to tax schedule
changes based on job risk and the implicit cost of this risk to workers. The important
point here is that this is true without any industry-specific changes in risk. This source of
identification allows me to control for fixed effects without relying on changes in risk over
time. Put slightly differently, I only use cross-sectional variation in risk, but I am able
to control for any cross-sectional correlation between omitted variables and risk completely
flexibly through the use of fixed effects.
There are two necessary levels of variation in this model - (1) cross-sectional variation
in risk, (2) time series variation in tax rates. This coincides perfectly with the premise of
this paper. When tax rates increase, we want to compare how wages of risky jobs change
relative to the wages of safe jobs.
For a better understanding of this identification strategy, let us temporarily assume
that there is no measurement error in the risk measures (the risk rates are the exact risk
faced by the individual) and there is a flat tax which changes over time.
We can think of wages as defined by the following equation:
w =7 +/ I Risk + a +E (1.9)
unobserved
'Wages are a function of risk where the relationship (P) between wages and risk is itself a
function of 11T, . There is an unobserved component, a which is correlated with risk. This
unobserved component ensures that identification based on variation in risk leads to biased
estimates as shown in the following equation:
aw 0 1 I ) O
-Risk 1 - T' +  Risk
In a cross-sectional regression, the risk variable is correlated with the error term since a is
unobserved. Using panel data allows one to include a fixed effect, but any change in risk
is related to a change in a, again biasing the results. The central problem here is not the
presence of a, but that identification relies on variation which correlates with a.
The identification of my empirical strategy suggests that under these assumptions
(no measurement error, flat tax rates), I could compare ' under different tax rates to
estimate the VSL. This suggestion is surprising given that I have illustrated how '9W itself
is biased
Using equation (1.9) again, we see the following:
wO 1 1-+ aORisk
IRisk&(T) 
- (lT) ± ( T) (
The first term ( o )) is the term of interest, how the compensating differential
changes based on the tax rate. The second term is how the omitted variable bias changes
with respect to the tax rate. The benefit of this approach is evident. By including fixed
effects and not identifying off changes in risk, the strategy is unaffected by the correlation
between risk and the omitted variables. Instead, the only term left over is the relationship
between the omitted variable bias and the tax rate.
There are reasonable stories that would imply that the omitted variable bias is
potentially correlated with the tax rate, depending on the type of specification employed.
For example, the main specifications in this paper use repeated cross-sections and include
industry fixed effects. We can think of a as representing the skill of the industry. When tax
rates increase, risky industries could be willing to sacrifice some of the skill in their labor force
to pay lower wages. These types of stories would argue that workers may re-sort themselves
across industries based on their unobserved skill levels whenever taxes change.
There are a few reasons that I think the empirical approach of this paper is valuable
despite this possibility. First, the existing literature actually identifies off risk variation,
while any bias in my empirical strategy is second-order. Second, in general, we would think
that is negative. When taxes increase (i.e. ( -) increases) the relatively high-skilled
workers leave the risky jobs, implying that '9 decreases. This biases the results downward.
Given that I find such large results, it seems less likely that this is causing a problem.
Third, I show in my robustness checks that specifications including individual-level
fixed effects produce similar results. With individual fixed effects, the "bias" term would be
non-zero if and only if workers in dangerous industries experience a different shock to their
unobserved skill levels relative to workers in safe industries and this differential skill shock
is correlated with changes in the tax schedule. This story seems less plausible, though I will
discuss the possibility that exogenous trends are driving the results in my robustness checks.
I find no evidence that these trends are causing problems.
:1.4 Data
1.4.1 Wages and Taxes
I use the 1983-2002 March CPS which provides individual-level data on income, hours
worked, industry, and other characteristics. These years were chosen because the Census
industrial coding system used by the CPS stays relatively stable over the time period. I
calculate tax rates by using NBER's Taxsim program. This program takes information on
different forms of income, number of dependents, and filing status. It provides state and fed-
eral marginal taxes and the marginal FICA tax rates for each household. The wage income
variable in the CPS is pre-tax wage income2 for the previous year. I divide this quantity by
the hours worked3 in the previous year to get my wage variable. The resulting sample covers
1982-2001.
1.4.2 Workers' Compensation
The U.S. Chamber of Commerce publishes a series Workers' Compensation Laws which
provides detailed parameters regarding each state's workers' compensation coverage. I coded
the income benefits for temporary total disability - the percent of wages, the minimum
benefit, and the maximum benefit. I calculate each observation's average weekly wage and
subsequently find the potential benefit level upon injury given that wage. I divide this
benefit level by the weekly after-tax wage to get the replacement rate. It is unclear how to
define the after-tax wage in this circumstance. I chose to adjust the pre-tax wage by the
marginal tax rate (as opposed to the average tax rate). Since my identification strategy
focuses on changes in marginal tax rates, the central concern is that these tax changes are
also impacting the replacement rate. To remain on the safe side, I chose to use the same
variable in the replacement rate.
I also calculate each observation's replacement rate in cases of fatal injury. Both of
these rates are important since I look at both injury and fatality rates in this paper. The
"death benefit" replacement rate, however, must be treated differently since it is not relevant
for workers that are single with no children. In these cases, I simply force the effect of this
replacement rate to be 0.
21 add "wage and salary income" and "non-farm business income" to get wage income. Non-farm business
income is primarily for self-employed workers. While I am excluding the self-employed in my analysis, some
workers may earn extra money through this variable. Since the reported hours variable should include this
work, I must include both types of income to keep the numerator and denominator consistent.
3As customary with CPS and Census data, I define "hours worked" as "weeks worked last year" x "usual
hours worked per week (last year)."
1.4.3 Fatality Rates
The National Institute for Occupational Safety and Health collected fatality data between
1980 and 20014 through the National Traumatic Occupational Fatality Surveillance System
(NTOF). The NTOF records fatalities listed as work-related on death certificates which are
coded as externally-caused for those that were 16 or older. These fatalities are then catego-
rized by industry. The NTOF typically provides these data at the 1-digit SIC level. There
are only ten such divisions (including agriculture/forestry/fishing and public administration,
both of which are rarely used in this type of analysis), severely limiting the amount of useful
variation and reducing any confidence that such a fatality rate accurately describes the true
risk experienced by the workers.
By request5 , I received more detailed fatality data from the NTOF system. It was
provided for 49 separate industry categories. To give an example of the importance of
this breakdown, the aggregate data set reports one fatality rate for manufacturing. The
more detailed data lists fatality rates for 16 different categories within the manufacturing
industry.
I divide the fatality numbers by the total number of hours worked in that industry-
year according to the March CPS to arrive at my fatality rate variable.
Figure 1-1 shows the trend in fatality rates over the time period studied in this
paper. There is a noticeable downward trend throughout my sample.
Figure 1-2 shows the trends in fatality rates by initial risk. While each set of
industries is experiencing a decrease in risk, the trend in Figure 1 is driven primarily by the
most dangerous industries becoming safer.
To illustrate the magnitudes and variation in these data, I list the fatality rates for
the top 10 and bottom 10 industries during 1982-2001 in Table 1.2.
4The 2001 data exclude fatalities resulting from the September 11 terrorist attacks.
5Special thanks to Suzanne Marsh.
The NTOF is not without its faults. Using death certificates as the only raw data
source leads to an undercount of the number of fatalities. This undercount can be estimated
by comparisons to the Census of Fatal Occupational Injuries (CFOI). The Bureau of Labor
Statistics currently maintains the CFOI which is a highly-regarded source for the number of
fatalities by industry. However, the CFOI did not begin until 1992. Due to the relatively
small federal tax schedule changes between 1992 and 2001, this paper requires fatality data
for the pre-1992 period.
The CFOI utilizes multiple sources including death certificates, obituaries, and
OSHA reports. Leigh [2000] reports that 72% of CFOI fatalities in 1992 would be "found"
using only death certificates. This issue is extremely important in the scaling of the VSL
estimates later in this paper. I compared the CFOI and NTOF rates for 1992-2001 as shown
in Figure 1-3. The NTOF recorded 80.6% as many fatalities as the CFOI. This number was
extremely consistent over time. The values ranged from 78.5% to 83.3%, suggesting that
the overall average can be assumed for the pre-1992 period. It is also worth noting that
the correlation by NTOF industry-year between NTOF and CFOI fatality rates over this
time period is 0.95. This correlation suggests that there is no systematic bias by industry
and that scaling the resulting estimates by 0.8 should be a valid approach to adjust for the
NTOF undercount.
While it is customary in the literature to use fatalities per 100,000 equivalent full-
time workers, I - unless otherwise noted - use fatalities per 100 equivalent full-time workers
to keep the units the same as the injury rate variable.
1.4.4 Injury Rates
The Bureau of Labor Statistics has recorded injury rates by detailed industry since 1976
as part of their series Occupational Injuries and Illnesses in the United States by Industry.
They survey about 250,000 firms every year. Over 1982-2001, two variables are consistently
recorded - the total injury (and illness) rate and the rate of injuries (and illnesses) resulting
in 1+ days away from work. I focus on this latter variable because it is more commonly used
in the literature. Before 1992, these numbers included fatalities. Since fatalities make up an
extremely small percentage of all injuries, it should be acceptable to merge the pre-1992 and
1992-2001 data together. Injury rates are reported to one decimal point. Even the injury
rates of the highest fatality rate industries would be unaffected by excluding fatality rates
at this level. I also show results for an early sub-sample which does not cross this 1992
data change and the estimates appear to be unaffected. Note that the BLS simultaneously
collects hours data from the surveyed firms and constructs injuries per 200,000 hours (or 100
full-time equivalent workers).
Injury rates are provided at a combination of 2-, 3-, and 4-digit industries, depending
on the industry. Overall, over 800 industries are listed, classified by the Standard Industrial
Classification (SIC) system. However, since the CPS uses the Census coding system, I had
to merge the two data sets with a crosswalk which required aggregating many of these
industries. In the end, I am left with about 180 separate industries. The aggregate injury
rate is charted by year in Figure 1-4.
Table 1.3 shows the 10 most dangerous industries and the 10 least dangerous indus-
tries ranked by the overall injury rate. The correlation between the injury and fatality rates
in my data is 0.39.
1.4.5 Sample
My sample includes all workers in the private labor force ages 25-55 that are not self-
employed. I exclude all agricultural industries. This leaves me with 757,647 observations.
I drop 45,365 observations with allocated wage income, hours worked, or weeks worked. I
drop 6,622 observations because they have wages below $2 or above $200 in 2001 dollars. I
exclude 19,813 observations because I attribute a workers' compensation replacement rate
(injury or fatality) over 200%6 to them. Finally, I only use workers who are listed as the
6 These workers tend to report very low hours worked per week.
head of the household or the spouse of the head of the household, which excludes 81,490
observations. I am more confident about the tax rates of household heads and their spouses
because it is otherwise difficult to determine the tax filing situation. I am left with 604,352
observations.
Table 1.4 presents summary statistics for the entire sample and sub-samples based
on overall risk for the entire 1982-2001 period. Comparing across sub-samples, we can see
that the safest jobs have the highest wages. They also tend to have the highest percentage
of college educated workers.
I report full-sample estimates, but I also split the sample into two smaller time
periods. Any breaking point is somewhat arbitrary, but there is a natural point. The Census
industrial coding system changes in 1992, corresponding to 1991 wages. The classification
changes were minor, but "crossing" this 1991 threshold requires aggregating a few industries
together. Therefore, I decided to concentrate on the time periods 1982-1990 and 1991-
2001.
1.5 Specification
1.5.1 Derivation of Specification
Initially, I will focus solely on the tax variable before detailing the entire specification. Let
wv be the log of the pre-tax wage net of covariates and fixed effects. The existing literature
estimates .= . My model suggest that the true specification is
= 0+ (-0) (1.12)
ar
where the variation in the pre-tax (observed) compensating differential is a function of the
tax rate. Substituting in, we have
±r= + P (ln(1 - ) - In( - ) + (1.13)
where we believe that / is negative. As the net-of-tax rate increases, the observed compen-
sating differential should decrease.
If 2 were known for each industry-year, this equation would be an ideal specifica-
tion. I would use exogenous tax variation and estimate the parameter of interest, 3. Because
-8 is unknown, I must estimate
iv = Risk x +/ [Risk x (In(l - 7)- In(l - 7))] + P (1.14)
The above equations include a term for the average compensating differential and
models deviations from this mean as a function of the tax rate. The mean is orthogonal to
deviations from the mean and, therefore, it is unnecessary to identify the mean compensating
differential to consistently estimate 3. This point is important because the motivation of
this paper is to not identify off changes in risk. Stated differently, this paper does not believe
that variation in risk identifies the mean compensating differential, 0. Using tax changes
relative to the mean, however, circumvents this problem and focuses on heterogeneity in the
compensating differential. I can transform the above equations to eliminate the term for the
level of the compensating differential. Econometrically, this transformation can be viewed
as a straightforward application of the Frisch-Waugh Theorem7 where I have annihilated the
risk term. Alternatively, one can think of q as part of the error term. Since only tax changes
are used as a source of identification, the instruments will be orthogonal to this term.
7The instruments must also be appropriately de-meaned for this statement to be true. By using within-
industry tax changes, the instruments are already naturally de-meaned.
Thus, the equation of interest is
= 0 [ln(l - 7) - In(l 7) + (1.15)
Equivalently, partialling Risk out in (1.14) leaves
g = 3 [Risk x (ln(1 - ) - ln(1 - T))] + (1.16)
This analysis illustrates the importance of de-meaning the tax term and its equiva-
lence to annihilating the Risk term. The value of this transformation is that I have eliminated
a term that I cannot separately identify. Intuitively, we can see why this works. De-meaning
the tax variable is equivalent to looking at the relationship of the observed (pre-tax) com-
pensating differential to tax variation. In this paper, I have discussed the difficulties in
estimating compensating differentials such as in equation (1.14). This strategy focuses the
analysis on estimating how tax changes impact the observed compensating differential.
I should briefly discuss the 0 term in (1.13). This term measures the average ob-
served compensating differential. The average pre-tax compensating differential estimate is,
according to my model, a function of the average tax rate. My analysis uses industry-specific
tax changes, but industries have different tax levels as well. I am not identifying off this
variation so the variation is orthogonal to the fixed compensating differential. However, it
may be more appropriate to model the pre-tax compensating differential as
W (ln(1 - ) - In(1 - -)j +j (1.17)
where j represents industry. There is little reason to believe that de-meaning by the entire
sample should produce different results than de-meaning by industry and is similar to simply
controlling for an exogenous variable. In fact, while I present results de-meaned by industry
in this paper, the results are extremely consistent when de-meaned at the entire sample and
the final conclusions would be unchanged.
For the full specification, it is important to note that we also think that the observed
VSL is a function of the workers' compensation replacement rate. Changes in the replacement
rate are not orthogonal to changes in tax rates. When tax rates change, the after-tax
replacement rate also shifts. The replacement rate should affect the compensating differential
because high risk industries benefit disproportionately from workers' compensation. Thus,
my specification is:
=i - (ln(1 - 7) - In(1 - T) + 2 (ln(WC) - ln(WC)j)+ (1.18)
Translating this into an estimable equation, we have
iv =/1 ((Risk - Riskt) x [ln(1 - r) - In(1 - T)j])
+ 32 ((Risk - Ris-) x [ln(WC) - ln(WC)j]) + (1.19)
I de-mean the risk variables by year to focus the estimation on the cross-sectional
compensating differential. The results are not meaningfully changed if the risk variables are
not de-meaned.
Then, substituting in for ti, the entire specification is
In w = ±t + as + A, + X'6t + io In(1 - 7)
+ 01 ((Risk - Riskt) x [In(1 - T) - ln(1 - r)j
+ 2 ((Risk - Risk) x [In(WC) - ln(WC)) +E (1.20)
1.5.2 Specification
This final specification fits perfectly with the model and basic premise of this paper. My
model suggests that the interaction of marginal net-of-tax rates and risk identify the value of
a statistical life and injury. Therefore, the variables of interest for this paper are Risk' x In(1-
7-). The advantage of my approach is that I can non-parametrically account for differences
between industries through the inclusion of industry-level and year fixed effects.
Because of nonlinearities in the tax schedule, different industries experience differ-
ent tax changes. Consequently, I must separately account for In(1 - T) to ensure that all
comparisons of industries with different risk levels occurs for a given tax change. Converting
the estimated coefficients into VSL numbers will be shown in section 5.3.
In practice, I use either federal tax variation or federal and state tax variation. The
specifications are slightly different depending on the level of variation. When I use federal
tax variation only, the specification is as follows:
in wijkst t s + , + A + X'jkstt + i3 ln(1 - Tijkst)
+ ((Risk't - Risk') x ln(1 - Tijkst) - ln(1 - T)h l)1
+ ((Risk't - Risk,) x In(WCiikst) - ln(WC)j) 2 +ijkst (1.21)
where i indexes individual, j lowest industry, k industry aggregate, s state, t year. Wijkst
represents the wage, Tijkst is the marginal tax rate (FICA + federal + state), s WCijkst refers
to the worker's compensation after-tax replacement rate (for injuries, deaths, or both) , and
Xijkst is a vector of individual-level covariates. Riskkt refers to the injury rate, the fatality
rate, or both. The state fixed effects in the above specification are included to account for
fixed cost-of-living differences.
8I only use the portion of the FICA tax rate paid by the worker and exclude the employer portion. I do
this because the pre-tax wage variable implicitly includes the portion of the FICA taxes that s/he must pay,
but it does not include the part paid by the employer
When I use federal and state tax variation, I must include state-industry interac-
tions:
In wijkst = 7t + a + Xjkt 6t + o ln(1 - Tijkst)
+ ((Riskl t - Risk) x [ln(1 - Tijkst) - n(1 - T)j])/
+ ((Risk - Risk)x [ln(WCijkst) - In(WC)j])' 2 + Eijkst (1.22)
"Industry aggregate" refers to the level of variation of the risk variable. This is
different depending on whether the injury rate is included or the fatality rate is included.
The "lowest industry" refers to the level that the industry fixed effects control for and the
level of variation for the tax instrument. There are 204 of these industries. To clarify, the
value of the risk variables can be the same for several of these industries. The exogenous tax
variation, however, will vary for each lowest industry.
As discussed earlier, it is important to control for the workers' compensation re-
placement rate and the form it takes above is the same as the specifications in the literature.
As suggested in Viscusi and Aldy [2003], the replacement rate should be interacted with the
risk variables because workers in high risk industries are more likely to benefit from higher
replacement rates. I "attach" the injury rate to the temporary total disability replacement
rate and the fatality rate to the death benefit replacement rate. I control for the replacement
rate(s) related to the risk measures included. As mentioned above, I force the coefficient
on the death benefit replacement rate to be equal to 0 for single workers with no children.
:Practically, I accomplish this by setting In(WC t) = 0.
The covariates are allowed to have different coefficients for each year. The returns
to individual characteristics, especially education, are changing over this time period and
it is important to account for these changes. I include the following covariates: 5 year age
group dummies, gender dummies, education dummies, and race dummies.
p3 is the coefficient of interest and we expect it to be negative. We should expect
/2 to be negative as well.9
This specification measures how the observed (pre-tax) compensating differential
changes with respect to the marginal tax rate. Note the importance of de-meaning the
tax variable (and replacement rate). Instead of attempting to estimate both the mean
observed compensating differential and how it changes with tax rates, this specification
simply measures how tax rates - relative to the mean - impact the observed compensating
differential. The mean compensating differential is orthogonal to this variable and does not
need to be separately identified and estimated.
The existing literature tends to use cross-sectional variation for identification which
potentially leads to biased estimates because risk is possibly correlated with unobserved
factors. In my instruments, only cross-section risk variation will be used. Industry fixed
effects can account for the cross-sectional correlation between risk and unobserved factors in
a completely flexible manner.
All standard errors are adjusted for clustering at the industry aggregate level.
9Variation in the workers' compensation replacement rate could also potentially be thought of as a
change in price which would identify the parameters of interest. There are two reasons that I do not
attempt to interpret these coefficients in such a way. First, the death benefit is not actually received by
the individual and, therefore, it is difficult to convert this into a value of a statistical life parameter since
it also carries some notion of a bequest motive. Second, I specified the replacement rate in such way to
make sure that the coefficient on the risk-tax interaction was not being driven by workers' compensation.
I did not want identification of the replacement rate to result from choice in functional form so I made
sure that the replacement rate variable implicitly had the same term as the risk-tax interaction variable.
When Risk x In(WC) is expanded, we get Risk x [ln (potential benefit) - In (weekly wage) - ln(1 - T)]. This
choice ensures that the replacement rate and tax variables are not identified separately by functional form.
However, the form of the replacement rate variable is not ideal for interpretation of the coefficient as a value
of a statistical life or injury parameter.
1.5.3 VSL Calculation
The specifications are directly related to the model presented earlier. The model shows that
the VSL is calculated by estimating ~2-i ) . Since the dependent variable and the net-
of-tax rate are in logs, I evaluate the VSL at the mean wage (w) and mean net-of-tax rate
(1 - 7). I multiply the relevant coefficient, 1, by 200,000 since the risk rates are expressed
as injuries/fatalities per 200,000 hours. Starting from specifications (1.21) and (1.22) while
holding the replacement rate constant and excluding the mean of the In(1 - T) term for
notational simplicity,10 we find
Ow
ORisk P1 200,000 x Cx In(1 - T)
S-i x 200,000 x xlx In( T)
a2W
iiskO( I -IT) = -01 x 200,000 x W x ( -T)
The final formula is as follows:
VSL = -01 x 200,000 x w x (1 - 7) (1.23)
.1.5.4 Heterogeneity in Tax Incidence
While I have primarily focused on heterogeneity in the 'ik term due to taxes, the results of
this paper can also be used to calculate heterogeneity in the incidence of the tax rate, an1 "
7 In(1-r)
For a given tax rate change, wages should be more elastic for high risk industries. I present
statistics for this measure as well by reporting the implied n | Risky - 0(n)I Safe. I
10This term eventually drops out.
define the "risky" industry as the 75th percentile most dangerous industry and the "safe"
industry as the 25th percentile. When both risk rates are used, I define the percentiles by
the weighted average of the injury and fatality rate using the regressions coefficients as the
weights.
1.5.5 Description of Instruments
The main innovation of this paper is to identify the above equation without using industry-
specific changes in risk. Instead, I use tax changes. Since the marginal tax rate is a function
of an individual's wage, I must instrument the tax variables. In the spirit of Currie and
Gruber [1996a,b], I use a "simulated instrument" by holding a baseline sample constant and
allowing the instrument to vary due to tax schedule changes only. I include two permutations
of this idea - one which uses only federal tax schedule changes and a second which also uses
state tax schedule changes.
To implement this strategy, I create a baseline sample for each industry and then let
tax rates change based on tax schedule changes only. To illustrate this approach, I will detail
how I calculated predicted tax rates for each industry in 1985 using federal tax variation
only.
1. Create baseline sample (1982 CPS).
2. Inflate incomes to 1985 values.
3. Find tax rate for each person using 1985's federal tax schedule (and FICA).
4. Average marginal tax rates by industry to get predicted tax rate ( jkt).
When I focus on my later (1991-2001) sample, my baseline sample is the 1991 CPS.
The resulting instrument is ln(1 - -jkt). The variation comes solely from federal tax schedule
changes. Industry-level fixed effects account for industry-specific wage level differences.
To identify off federal and state taxes, I create a baseline sample for each state-
industry. Since not every state-industry is represented in each year of the CPS, the baseline
sample actually uses everyone in that region-industry. I perform the same process as above,
but I now include state taxes as well. The instrument is ln(1 - fjkst) . The variation comes
from both federal and state tax schedule changes. In this case, I control for state-industry
interactions.
The workers' compensation replacement rate must also be instrumented since the
replacement rate is a function of the wage. The predicted replacement rate is formed in the
exact same way that the predicted tax rates are created. The baseline sample is adjusted for
inflation for each year and that state-year's workers' compensation parameters are applied
to each observation. The replacement rates are calculated and averaged by industry and
state to get In (WCjkst).
The innovation of this paper is to estimate the value of compensating differentials
without requiring movements in risk. Therefore, the exogenous variation in Risk'r x In(1 -
Trijkst) must come only from movements in taxes, holding risk constant. The corresponding
instrument interacts the log of the predicted net-of-tax rate (as described above) with a risk
variable that does not allow for industry-specific changes over time. An obvious candidates
for this risk proxy is the average risk for an industry over 1982-2001.
The resulting set of instruments (using federal tax variation only) are the follow-
ing:
1. ln(1 
- Tjkt)
2. Riskk. x In(1 - ijkt)
3. Risk. x In (WCjkst)
Because of the inclusion of industry fixed effects, the tax variables are all implicitly
de-meaned in each variable. Focusing on the risk-tax interaction,
-, ,-T , ( )=-Riskk x ln(1 - k)- Riskk. x ln(1 - jkt)= Riskk. X (n(1 - Tjkt) - ln(1 - i))j (1.24)
1.5.6 Sources of Variation
My empirical strategy relies on time variation in taxes and cross-sectional variation in risk.
The tax schedule is non-linear and we typically think of identification of tax changes as
stemming from differential changes in the non-linearities. To clarify the source of identifica-
tion in this paper, it is useful to point out that my empirical strategy does not require such
differential changes. The specifications above would still be identified under a flat tax regime
as long as the tax rate changed over time. The nonlinearities do mean that tax schedule
changes affect different industries differentially, but I control independently for the tax rate.
Thus, the coefficient of interest can be interpreted as how the wages of riskier jobs change
relative to the wages of safer jobs for a given tax rate.
The Tax Reform Act of 1986 is the most significant tax change for my sample.
There are also small movements in the FICA tax rate. Figure 1-5 shows the progression of
the average marginal tax rate during the time period 1982-2001.
1.5.7 Industry-Level Responses
As discussed earlier, the identification strategy in this paper is theoretically robust to endoge-
nous changes in risk as firms react to changes in tax rates. This paper estimates the effect of
taxes on the compensating differential, 2. The risk levels themselves are unimportant.
To clarify this point further, consider the estimation of a compensating differential
with a discrete variable. Instead of a continuous risk variable, say that there are "safe"
industries and "dangerous" industries. In this case, a similar estimation strategy might be to
compare how safe industries react to tax rate changes relative to dangerous industries:
In wijt = 7t + 0 + 31 [ln(1 - rijt) x 1(safejt)] + 12 [ In(1 - Tijt) x 1(dangerousjt)] + E (1.25)
With instruments:
1. In(1 - xjt) l1(safejo)
2. In(1 - -jt) x l(dangerousj0 )
This strategy uses predicted tax rates as exogenous variation and interacts them
with whether the industry was safe or dangerous in the initial period. In later periods,
industries could exogenously or endogenously switch categories. This switching would affect
the first stage, but the results are still valid. The only potential problem occurs when every
industry becomes safe (or dangerous) when tax rates change. In this situation, there is no
first stage.
This discussion has suggested that industry-level responses do not theoretically im-
pact the interpretation of the results of this paper. In practice, it is important to note in
specifications (1.21) and (1.22) and the list of instruments that the tax rates vary at a lower
level than the risk rates. When state taxes are used, this point becomes even more of a
concern. I use this level of tax variation simply to better account for the independent effects
of taxes on industry wages. Furthermore, it provides slightly more tax variation. However,
any endogenous reactions by industries within an industry aggregate are now potentially
problematic.
In general, the industries within each "industry aggregate" experience such similar
tax changes that this is not an issue. In my robustness checks, I only use tax variation at
the "industry aggregate" level to show that this decision is not driving the results.
1.5.8 Interpretation of VSL Estimates
As discussed earlier, Rosen [1986] explains that empirical compensating differentials must be
interpreted as the valuation of the marginal worker. This holds true with the above empirical
strategy as well and, in general, it is the "same" marginal worker as the traditional VSL
literature since I am comparing workers in dangerous industries to workers in safe industries
(my risk variation is cross-sectional). There is one caveat to this description, however.
Since I am using tax changes as variation, it is possible the marginal worker changes
over time. When tax rates increase, workers in risky jobs are disproportionately harmed.
Pre-tax wages must increase (relative to safe jobs), but there is also the potential that workers
might leave the risky jobs. The workers that leave are the ones that - relative to the other
workers in the industry - have high valuations for safety (i.e. high implicit VSL). Thus, the
new marginal worker has a lower VSL than the previous one.
While it difficult to directly account for this point in my empirical strategy, there
are two reasons that I do not think it is too important in my context. First, this argument
implies that if the marginal worker did not change that the VSL estimate would be even
higher. Given the large VSL estimates I find in this paper, this seems less likely to be
causing problems. Second, the argument implies that when tax rates increase, workers
should leave risky jobs. I find no evidence of this. In fact, when I replicate specification
(1.21) with employment as the dependent variable, I find no significant results and the
relevant estimated coefficients suggest that, if anything, risky jobs gain workers when tax
rates increase. These findings suggest that wages are fully-adjusting, keeping the marginal
worker relatively constant.
1.6 Results
1.6.1 Traditional VSL Specification
For the sake of comparison with the main results of this paper, I estimated the "traditional"
VSL specification. It is very likely that vast improvements could be made on this specification
and identification strategy, but I simply want to give a general idea of what my data generate
using more traditional sources of identification.
I did cross-sectional analysis for each year, estimating:
In wik = y + Xi6 + Risk/ + Vik (1.26)
A summary of those results is presented in Table 1.5. Identification depends solely
on cross-sectional variation in risk. The implied value of a statistical life is very unstable and
is actually estimated to be negative more often than positive. This set of results is generally
consistent with the findings of Black and Kniesner [2003]. The value of a statistical injury
is consistently negative, which is surprising given previous findings in the literature.
:1.6.2 Main Results
Turning to the estimation of this paper's specification, the OLS results shown in Table
1.6 are extremely hard to interpret given that tax rates are endogenous, replacement rates
are endogenous, and some of the identification originates from industry-specific changes in
risk.
Table 1.7 presents the first stage for the entire sample when both risk rates are in-
cluded, using federal tax variation only. With up to 5 endogenous variables and instruments,
it can be difficult to determine if a specification is identified. For example, if one instrument
were highly-correlated with all the endogenous variables, simple F-statistics might suggest
that the equation is identified when it is clearly not. In all of my tables, I include Shea's
Partial R2 statistics. This statistic measures the explanatory power of the instruments for
each endogenous variable independent of the other variables. The first stage is relatively
strong for all the variables.
It is important to realize that the strength of the first stage varies based on the
sample used. Since most of the tax changes occur in the early part of the sample, the first
stage should be much stronger for the 1982-1990 sample than the 1991-2001 one. Table
1.8 illustrates this fact. The Shea's R2 statistics decrease substantially for the later sample.
Consequently, we should expect the estimates from the early sample to be much more precise
than those from the later one.
The main results of this paper are shown in Tables 1.9-1.14. These tables contain
a lot of information, including the estimated coefficients on several variables, the corre-
sponding VSL estimates, and the implied heterogeneity in tax incidence. The tax incidence
heterogeneity numbers compare the elasticity of the wage with respect to the marginal net-
of-tax-rate for the 75th percentile most dangerous industry to the 25th percentile for the last
year of the relevant sample (1990 or 2001).
Tables 1.9 and 1.10 reports the VSL estimates for the full (1982-2001) sample. The
IV results generally imply very large VSL estimates. When both risk measures are included,
the effect of each one decreases, as we would expect. The results suggest a VSL of around
$60 million and a value of a statistical injury of around $500,000. The implied heterogeneity
in tax incidence is estimated as between 0.1 and 0.4.
The 95% confidence intervals are fairly large. Importantly, however, they rule out
very low VSL estimates. For example, Viscusi [2004] estimates a VSL of $4.7 million, but
the 95% confidence interval extends below 0. The estimates in Tables 1.9 and 1.10 can rule
out such values.
The results are very similar when I focus on the 1982-1990 time period as shown in
Tables 1.11 and 1.12. Notably, the 95% confidence interval is now tighter and rules out VSL
estimates higher than the literature has estimated. As mentioned previously, there are large
tax schedule changes during this time period. The first stage strength is much weaker after
1990.
Tables 1.13 and 1.14 uses the later time period, 1991-2001. The first stages now are
very weak. However, the federal tax variation point estimates are consistent with those of
the earlier time period. When state tax variation is also employed, the estimates increase
dramatically, though the confidence intervals include a wide range of values. In general, I
consider the results of this later period as not independently persuasive, but consistent with
the other sets of results. Nothing in these tables contradicts the findings of Tables 1.9 to
1.12.
1.6.3 Trends
A large literature details the growth of wage inequality during the time period of my sample.
A major concern of the analysis in this paper is that wage trends are driving the results.
When taxes decrease - such as after the enactment of the TRA86 - my variable of interest
may simply pick up on existing wage trends.
The specific story that I am concerned about assumes that risky jobs are relatively
unskilled jobs. Then, due to wage trends, the wages of the risky jobs dropped relative to
the wages of the safe jobs. Taxes decrease in the middle of the sample and my specification
attributes the relative drop of the wages of the risky jobs to this tax decrease.
My results should be robust to this critique for three reasons. First, I let the return
tIo individual covariates change over time. Goldin and Katz [2007] state, "The majority of
the increase in wage inequality since 1980 can be accounted for by rising educational wage
differentials..."
Second, I use all tax changes as sources of exogenous variation. While TRA86 did
decrease taxes, there are also periods where taxes increased during my sample. The 1991-
2001 estimates are more imprecisely measured than the earlier period estimates, but they
still suggest very large effects during a period where tax rates increased on average.
Third, to drive the results of this paper, these wage trends must occur within a given
tax rate. My specification separately controls for the after-tax rate and, therefore, implicitly
compares industries with similar initial wages. I am not suggesting that the after-tax rate is
an adequate proxy for wage trends if one wanted to study wage trends specifically. Instead,
because identification originates from tax changes, any spurious correlation due to wage
trends must occur within a given tax change.
The fact that I am implicitly comparing industries with similar initial wages is
consistent with the robustness of the VSL estimates when initial wages are more explicitly
accounted for.
In Table 1.15, I summarize a series of regressions which controls for initial wages.
Each block represents the same regressions seen in the previous tables, but I only report
the resulting VSL estimates for the sake of simplicity. In the first two blocks, I control for
the 1982 wage interacted with year dummies." These variables let wages vary in each year
based on initial values. The results suggest that wage trends are not driving the results for
the full sample and the early sub-sample.
A linear term in wages might be too parametric. I also compare industries within
wage deciles by interacting the year fixed effects with fixed effects based on 1982 wage
deciles. These results are shown in the third and fourth blocks. Again, the VSL estimates
are consistent with the earlier results.
Importantly, the different controls utilized in Table 1.15 soak up all the predictive
power of the instruments for the net-of-tax rates. Shea's Partial R 2 for ln(1 - T) in these
regressions is always between 0.0001 and 0.0002. The fact that the VSL estimates stay the
same under these circumstances is fairly remarkable. The wage controls are accounting for
basically all of the predictive power of the predicted tax rate, suggesting that all variation is
11I drop 1982 in the subsequent analysis to avoid a simultaneity issue.
originating from comparisons of industries with very similar initial wages and tax rates.
1.6.4 Robustness Checks
Endogenous Response of Risk
If risk rates are responding endogenously to changes in taxes, it may not be appropriate to
allow the tax instruments to vary at a level different than the risk rates. In Table 1.16, I
only use variation at the "industry aggregate" level. For injury rates, this is essentially the
same as before and, in fact, the results are basically identical. This issue is more pertinent
to fatality rates, but the results stay consistent.
Choice of Risk in Instrument
My empirical strategy interacts predicted tax rates based on the initial year with mean risk
rates. Some might worry that it is more appropriate to use initial risk instead of mean risk.
This choice does not appear to make much of a difference as shown in Table 1.17. Comparing
column 1 to column 2 and then column 3 to column 4, it is apparent that the choice of risk
measure in the instrument is unimportant.
Individual-Level Heterogeneity
Finally, it could be argued that simply accounting for industry or industry-state heterogeneity
is inadequate. Instead, we might be concerned that when taxes change, the skill composition
of industries change based on risk. This story suggests that when tax rates change, workers
re-sort themselves across industries. To consider this possibility, I use individual-level panel
data to account for individual heterogeneity.
The Panel Survey of Income Dynamics (PSID) records wage and income information
for families for multiple years. I estimate the following specification for the years 1981-
199412:
In Wijkst = 7t + a8 + Ai + X ikst6 t + 3o ln(1 - Tij kt)
-- ((Risktisk - isk') x [ln(1 - Tijkst) - ln(1- T)j
+ ((Risk, - Riskt) x [ln(WCij kst) - in(WC),) 2 + ijkst (1.27)
The strategy is similar. I use tax rates predicted at the industry-level in the instru-
ments. Risk rates are held constant in the instrument and assume that the individual does
not change industries. Thus, as before, all variation originates from tax schedule changes.
Furthermore, most people are included in the sample for a significant length of time. It
could be argued that an individual fixed effect spanning 14 years is inadequate. Instead, I
treat each 5-year span for an individual as a separate "person"/fixed effect. In other words,
a person in my sample for 1981-1990 is treated as two separate people - one for 1981-1985
and one for 1986-1990.13 The standard errors must be appropriately adjusted and I use the
multi-dimensional clustering algorithm suggested by Cameron et al. [2006] to account for
clustering at the individual level and the levels of the risk measures. 14
The PSID sample is much smaller than the CPS so we would expect the estimate to
be less precise. There is some evidence of this, but the results in Table 1.18 are consistent
with the CPS results, suggesting that skill and taste heterogeneity are not biasing the results
presented in this paper.
12More recent PSID data have not been finalized yet.
13The results are very robust to other permutations of this breakdown.
14Since the injury and fatality rates are provided at different levels, this method implies that I adjust for
2-way clustering when one risk rate is included and 3-way clustering when both are included.
1.6.5 Plausibility of Results
One of the possible objections to these results is that they appear to be implausibly large.
The worry is that these estimates might imply much larger cross-sectional differences in
income than we actually observe. This does not appear to be the case, however. For example,
Viscusi [2004] calculates this his VSL estimate of $4.7 million implies that the mean yearly
income is increased by a modest $190 due to occupational risk (an implicit comparison of the
income at the mean risk level to a risk of 0). This number seems extremely small, suggesting
that larger estimates can also produce plausible cross-sectional differences.
Any cross-sectional regression is, by construction, going to provide a better fit of
cross-sectional wages than the analysis in this paper. Without considering the methodologies
behind them, suggesting that some estimates are more reasonable than others relies on
personal judgments about the magnitude and importance of unobserved variables such as
skill.
We can get a basic idea of the importance of these unobserved factors by examining
the importance of the some observed factors which correlate with skill. The traditional
VSL specification essentially assumes that control variables, such as education variables,
can adequately account for any correlation between skill and fatality rates. In my 2001
data, there is a correlation of -0.15 between the fatality rate and an indicator variable for
whether the individual attended any college. When I do not control for my education dummy
variables, the coefficient on the fatality rate changes drastically. For example, in my 2001
data, I find a VSL estimate of $2.6 million (with a standard error of $10.8 million) when
i[ look at the cross-sectional relationship between wages and fatality rates, controlling for
education, age, gender, and race. When I leave out the education dummy variables, the
VSL estimate drops to -$44.9 million (standard error is $17.0 million), a decrease of $47.5
million. While this is one of the larger drops of all the cross-sections in my data for this
exercise, the smallest decrease resulting from not controlling for education is still over $11
million. Given that education indicators are not perfect correlates with skill, this comparison
illustrates that the magnitude of omitted variable bias is substantial. The traditional VSL
specification is heavily-reliant on control variables soaking up the correlation between skill
and risk. The empirical strategy of this paper purports to eliminate this omitted variable
bias and, in fact, finds a jump in the estimates equivalent to the jump witnessed by a simple
inclusion of two education indicators in the cross-sectional framework.
But are these numbers reasonable? Table 1.19 presents the implied income (wage
x 2,000 hours) compensating differentials for different industries relative to the median risky
industry (Business Services). I do this exercise with the traditional $7 million VSL estimate
and this paper's estimate of $60 million. The table shows the results of this paper do
not imply implausibly large cross-sectional incomes. Comparing the 90th percentile to the
10th percentile, there is only a $6000 premium for working in one of the most dangerous
industries relative to one of the safest. This is despite the fact that the risk of dying is 22
times greater.
1.7 Conclusion
I estimate a much larger compensating differential than the existing literature using a unique
source of variation. Rescaling the above results to account for the NTOF undercount and
focusing on the most precise estimates, this paper finds a VSL estimate of around $70 million.
I cannot rule out much smaller VSL estimates, though my most precisely measured estimates
suggest the VSL is not below $30 million. These findings illustrate that omitted variables
bias is potentially extremely problematic in cross-sectional analysis of this kind.
This paper also illustrates that tax changes cause differential wage changes based on
non-wage amenities. I find significant heterogeneity in the incidence of tax changes, ranging
between 0.1 and around 0.5.
I believe that the methodology presented in this paper provides a useful avenue
for future research on compensating differentials. It is difficult to find exogenous shocks to
non-wage amenities that do not impact wages. This paper suggests a strategy to estimate
those compensating differentials. The existing literature on the value of a statistical life
has struggled with these concerns and recognized that existing estimates are likely biased
downward. I find a significant downward bias and very large VSL estimates.
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1.A Data Appendix
1.A.1 Injuries
Injury data were found in the Survey of Occupational Injuries and Illnesses series and online
at the Bureau of Labor Statistics website (www.bls.gov). I used the variable titled "Cases
involving days away from work." The 1982-1988 data are categorized by the 1977 Standard
Industrial Classification system while the 1989-2001 data use the 1987 Standard Industrial
Classification system. The data are published at the 2-, 3-, or 4-digit level based on industry.
The Census Industrial Classification system used by the CPS, however, is most related to
the 3-digit SIC level. The 4-digit level (reported for manufacturing industries) is too detailed
and never used while a few 2-digit industries correspond directly to the CIC system.
If no injury rate is reported for a given 3-digit industry,15 I impute the value using
the injury rate given for its 2-digit industry and the other 3-digit industries in that 2-digit
category. The SOII also reports employment data, so I can calculate the injury rate of the
"missing industries" within a 2-digit category.
I use a crosswalk to assign each industry to a CIC category. When one CIC industry
corresponds to multiple SIC industries, I average the injury rates, weighted by employment,
to the CIC level.
1.A.2 NTOF Fatality Rates
5.7% of fatalities are listed as "Not Classified" in the NTOF data. I calculate the percentage
of classified fatalities that occur in each industry and make the assumption that the unclas-
sified fatalities occurred randomly. Thus, an industry with 2% of all classified fatalities in
1985 will be assigned 2% of the unclassified fatalities in that year as well.
15There are several reasons that an injury rate might be missing but, in general, these tend to be very
small industries.
Fatality rates were merged to CIC coding system using the crosswalk provided in
Appendix II of Fatal Injuries to Civilian Workers in the United States, 1980-1995.
1.B Figures
Figure 1-1: Fatality Rates, 1982-2001
Figure 1-2: Fatality Rates by Initial (1982) Risk
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Figure 1-3: NTOF vs. CFOI Fatality Rates, 1992-2001
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Figure 1-4: Injury Rates, 1982-2001
Figure 1-5: Average Marginal Tax Rate, 1982-2001
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1.C Tables
Table 1.2: Top and Bottom 10 Fatality Rates by Industry, 1982-2001 NTOF Data
Industry Fatalities per 100,000
FTE Workers
Injuries per 100
FTE Workers
Forestry & Fisheries
Metal/Coal/Nonmetal Mining
Lumber & Wood
Oil & Gas Extraction
Trucking/Warehousing/Storage
Agricultural Production
Construction
Agricultural Services
Other Transportation
Electric Light & Power
44.15
28.14
26.54
21.98
20.55
18.88
14.08
11.56
9.81
9.57
3.59
4.54
6.32
3.33
6.13
3.54
4.87
3.72
4.97
1.38
Mean 4.43 2.73
Printing/Publishing/Allied 1.41 2.27
Insurance & Real Estate 1.27 1.08
Apparel & Accessory Stores 1.24 1.16
Electrical Machinery 1.20 2.08
Other Professional Services 1.10 1.03
Educational Services 0.76 1.22
Health Services, Except Hospitals 0.74 2.69
Hospitals 0.69 3.29
Apparel & Other Textile 0.65 2.35
Banking and Other Finance 0.64 0.48
Table 1.3: Top and Bottom 10 Injury Rates by Industry, 1982-2001 BLS
Industry Injuries per 100
FTE Workers
Logging
Ship and boat building and repairing
Leather: tanned, curried, and finished
Wood building and mobile homes
Air transportation
Coal mining
Beverage industries
Other primary iron and steel industries
Trucking service
Nursing and personal care facilities
8.66
8.02
7.27
7.27
7.15
6.58
6.44
6.32
6.22
6.18
Fatalities per 100,000
FTE Workers
27.03
2.99
5.87
25.07
9.69
28.20
4.13
8.97
20.38
0.74
Mean 2.73 4.52
Beauty shops 0.62 2.27
Offices and clinics of dentists 0.57 0.74
Insurance 0.55 1.26
Banking 0.54 0.64
Offices and clinics of physicians 0.52 0.74
Credit Agencies 0.34 0.62
Brokerage and investments 0.34 0.63
Computer and data programming service 0.34 2.33
Legal services 0.31 1.10
Accounting, auditing, bookkeeping services 0.29 1.11
Table 1.4: Summary Statistics
Summary Statistics by Fatality Rate Group
Entire Sample Lowest Fatality Rate Industries
Mean Std Dev Mean Std Dev
wage 17.76 13.24 wage 18.73 14.54
7 0.33 0.11 7 0.34 0.10
Injury Rate 2.81 1.96 Injury Rate 1.93 1.55
Fatality Rate 4.36 5.77 Fatality Rate 1.05 0.48
Age 39.23 8.34 Age 39.43 8.31
%College 50.02 50.00 %College 62.18 48.50
%Female 45.65 49.81 %Female 61.57 48.64
%White 87.70 32.90 %White 87.20 33.41
Middle Fatality Rate Industries Highest Fatality Rate Industries
Mean Std Dev Mean Std Dev
wage 16.59 12.54 wage 17.92 11.83
7 0.32 0.12 7 0.32 0.11
Injury Rate 2.62 1.53 Injury Rate 4.45 2.07
Fatality Rate 2.85 0.87 Fatality Rate 11.80 7.51
Age 39.03 8.40 Age 39.21 8.30
%College 45.87 49.83 %College 36.58 48.17
%Female 43.13 49.53 %Female 23.83 42.61
%White 87.00 33.63 %White 89.32 30.89
Summary Statistics by Injury Rate Group
Entire Sample Lowest Injury Rate Industries
Mean Std Dev Mean Std Dev
wage 17.76 13.24 wage 19.83 15.36
T 0.33 0.11 7 0.35 0.10
Injury Rate 2.81 1.96 Injury Rate 1.07 0.61
Fatality Rate 4.36 5.77 Fatality Rate 2.07 2.03
Age 39.23 8.34 Age 39.24 8.31
%College 50.02 50.00 %College 65.08 47.67
%Female 45.65 49.81 %Female 55.67 49.68
%White 87.70 32.90 %White 88.18 32.28
Middle Injury Rate Industries Highest Injury Rate Industries
Mean Std Dev Mean Std Dev
wage 16.30 12.20 wage 16.94 11.17
7 0.32 0.12 7 0.32 0.11
Injury Rate 2.67 0.87 Injury Rate 4.97 1.75
Fatality Rate 3.19 4.56 Fatality Rate 8.36 7.60
Age 39.05 8.36 Age 39.42 8.36
%College 47.01 49.91 %College 35.59 47.88
%Female 48.91 49.99 %Female 30.24 45.93
%White 86.61 34.05 %White 88.18 32.29
Table 1.5: Summary of VSL regressions year-by-year
Mean Estimate
Std Dev of Estimates
Minimum
Maximum
# Pos&Sig
# Pos&NS
# Neg&NS
# Neg&Sig
Value of Statistical
Injury ($)
-182,566
64,436
-374,704
-96,712
0
0
0
20
Value of Statistical
Life ($ millions)
0.1
7.1
-11.3
12.4
0
8
12
0
A separate cross-sectional regression was estimated for each year. Standard
errors clustered by industry aggregate. Covariates include state dummy
variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.6: OLS Results, 1982-2001
Dependent Variable: log(wage)
ln(1 - 7)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
-1.406***
(0.033)
-0.010
(0.029)
0.047
(0.056)
597833
Industry
(2)
-1.411***
(0.032)
-11.485**
(5.458)
-2.871
(17.185)
604342
Industry
(3)
-1.406***
(0.033)
0.016
(0.029)
0.065
(0.058)
-13.411**
(5.906)
-11.475
(14.391)
597833
Industry
Implied Value of a Statistical:
Injury ($) 23,450 -37,695
(-112,358 - 159,259) (-176,868 - 101,478)
Life ($ millions) 27.4 32.0
(1.1 - 53.8) (3.5- 60.5)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -,1 x 200, 000 x w x (1 - T). Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.7: First Stage using Federal Tax Variation, 1982-2001
Injury Fatality Injury Fatality
ln(1 - 7) x Iln(1- T) x Iln(1 - ) x Iln(WC) x ln(WC)
ln(1 - i) 0.526*** -0.154 -0.000 0.875** 0.001
(0.056) (0.192) (0.001) (0.340) (0.001)
Injury x ln(1 - i) -0.004 0.998*** 0.000* -1.068*** -0.000
(0.015) (0.054) (0.000) (0.095) (0.000)
Fatality x ln(1 - f) 3.515 9.927 0.927*** 34.294 -0.255
(3.770) (15.592) (0.093) (26.394) (0.279)
Injury x ln(1 - WC) -0.005"** -0.121*** -0.000** 0.867*** 0.001**
(0.002) (0.010) (0.000) (0.057) (0.000)
Fatality x In(1 - WC) 0.296 2.594 -0.016 6.916 0.447***
(0.180) (2.166) (0.014) (8.464) (0.087)
N 592105 592105 592105 592105 592105
Fixed Effects Industry Industry Industry Industry Industry
Shea's R 2 0.0013 0.0231 0.0287 0.0607 0.0765
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in
industry aggregate. Covariates include state dummy variables
parentheses are clustered by
and the following individual
characteristics interacted with year dummies: age dummies, gender dummy, race dummies,
education dummies.
Table 1.8: Shea's R2 Statistics by Sample and Tax Variation
1982-2001 1982-2001 1982-1990 1982-1990 1991-2001
In(1 - r7)
Injury x In(1 - T)
Fatal x In(1 - T)
Injury x ln(WC)
Fatal x ln(WC)
N
Fixed Effects
Tax Variation
0.0013
0.0231
0.0287
0.0607
0.0765
592105
Industry
Fed Only
0.0030
0.0264
0.0299
0.0261
0.0426
591786
Ind x State
Fed+State
0.0021
0.0326
0.0400
0.0961
0.1071
249847
Industry
Fed Only
0.0030
0.0279
0.0417
0.0121
0.0252
249096
Ind x State
Fed+State
0.0000
0.0008
0.0006
0.0067
0.0464
311194
Industry
Fed Only
1991-2001
0.0003
0.0006
0.0005
0.0008
0.0108
310587
Ind x State
Fed+State
Each column reports the Shea R 2 statistics for each variable for that sample and level of tax
variation. Covariates include state dummy variables and the following individual characteristics
interacted with year dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.9: IV Results with Federal Tax Variation Only, 1982-2001
Dependent Variable: log(wage)
ln(1 - 7)
Injury Rate x ln(1 - r7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - r7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-1.126***
(0.269)
-0.246***
(0.039)
-0.036***
(0.008)
594326
Industry
Fed Only
-0.747***
(0.260)
-56.078***
(9.973)
-5.335***
(1.340)
598614
Industry
Fed Only
-1.057***
(0.287)
-0.202***
(0.047)
-0.030***
(0.008)
-23.202**
(11.404)
-1.971
(1.353)
592105
Industry
Fed Only
Implied Value of a Statistical:
Injury ($) 588,607 482,812
(405,958 - 771,256) (263,008 - 702,616)
Life ($ millions) 133.9 55.4
(87.2 - 180.6) (2.0 - 108.8)
Implied Tax Incidence 0.344 0.105 0.295
Heterogeneity: (0.055) (0.019) (0.055)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -1 x 200, 000 x x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.10: IV Results with Federal and State Tax Variation, 1982-2001
Dependent Variable: log(wage)
ln(1 - 7)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-0.457***
(0.149)
-0.248***
(0.041)
-0.053***
(0.013)
593984
Industry x State
Fed+State
-0.300*
(0.166)
-57.700***
(9.809)
-8.614***
(3.087)
598301
Industry x State
Fed+State
-0.434***
(0.159)
-0.198***
(0.049)
-0.040***
(0.015)
-25.391**
(11.903)
-4.334
(3.392)
591786
Industry x State
Fed+State
Implied Value of a Statistical:
Injury ($) 591,360 471,810
(398,448 - 784,272) (243,273 - 700,347)
Life ($ millions) 137.8 60.6
(91.9 - 183.7) (4.9 - 116.4)
Implied Tax Incidence 0.346 0.108 0.292
Heterogeneity: (0.058) (0.018) (0.058)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -1 x 200, 000 x F x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.11: IV Results with Federal Tax Variation Only, 1982-1990
Dependent Variable: log(wage)
In(1 - 7)
Injury Rate x ln(1 - T)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - -7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-0.931***
(0.248)
-0.157***
(0.025)
-0.012**
(0.005)
250433
Industry
Fed Only
-0.471*
(0.249)
-42.115***
(6.712)
-5.591***
(1.868)
254947
Industry
Fed Only
-0.845***
(0.265)
-0.114***
(0.034)
-0.001
(0.006)
-21.383***
(7.949)
-5.229***
(1.837)
249847
Industry
Fed Only
Implied Value of a Statistical:
Injury ($) 360,862 261,367
(247,717 - 474,007) (110,009 - 412,724)
Life ($ millions) 96.6 49.0
(66.4 - 126.7) (13.3 - 84.8)
Implied Tax Incidence 0.519 0.113 0.411
Heterogeneity: (0.083) (0.018) (0.086)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -i x 200,000 x ZF x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.12: IV Results with Federal and State Tax Variation, 1982-1990
Dependent Variable: log(wage)
ln(1 - T)
Injury Rate x ln(1 - T)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-0.248
(0.202)
-0.143***
(0.024)
-0.017
(0.013)
249659
Industry x State
Fed+State
0.005
(0.218)
-42.712***
(6.319)
-4.353
(3.864)
254222
Industry x State
Fed+State
-0.187
(0.197)
-0.092***
(0.034)
-0.005
(0.015)
-25.657***
(7.722)
-4.368
(4.398)
249096
Industry x State
Fed+State
Implied Value of a Statistical:
Injury ($) 328,562 210,443
(220,093 - 437,031) (56,113 - 364,773)
Life ($ millions) 97.9 58.8
(69.5 - 126.3) (24.1 - 93.5)
Implied Tax Incidence 0.473 0.114 0.360
Heterogeneity: (0.080) (0.017) (0.089)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -1i x 200, 000 x i x (1 - ). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.13: IV Results with Federal Tax Variation Only, 1991-2001
Dependent Variable: log(wage)
ln(1 - 7)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - r)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
0.648
(1.811)
-0.297
(0.194)
-0.023
(0.036)
312176
Industry
Fed Only
1.051
(2.143)
-67.055
(60.880)
-3.145
(5.394)
312242
Industry
Fed Only
Implied Value of a Statistical:
Injury ($)
Life ($ millions)
729,515
(-205,963 - 1,664,993)
164.9
(-128.5 - 458.3)
594,250
(-426,241 - 1,614,742)
69.7
(-268.7 - 408.0)
Implied Tax Incidence 0.415 0.126 0.354
Heterogeneity: (0.271) (0.114) (0.245)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -P/ x 200, 000 x C x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
0.757
(1.886)
-0.242
(0.212)
-0.019
(0.039)
-28.325
(70.207)
-1.758
(6.278)
311194
Industry
Fed Only
Table 1.14: IV Results with Federal and State Tax Variation, 1991-2001
Dependent Variable: log(wage)
In(1 - T)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-1.177*
(0.610)
-0.938***
(0.354)
-0.440***
(0.156)
311510
Industry x State
Fed+State
-0.617
(0.529)
-130.022*
(73.090)
-20.137*
(10.301)
311642
Industry x State
Fed+State
-1.140*
(0.609)
-0.754**
(0.337)
-0.403**
(0.163)
-88.749
(80.524)
-13.34
(10.039)
310587
Industry x State
Fed+State
Implied Value of a Statistical:
Injury ($) 2,306,579 1,853,181
(601,798 - 4,011,359) (228,549 - 3,477,813)
Life ($ millions) 319.7 218.2
(-32.5 - 672.0) (-169.9 - 606.3)
Implied Tax Incidence 1.311 0.244 1.104
Heterogeneity: (0.494) (0.137) (0.454)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -/1 x 200, 000 x f x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.15: VSL Estimates with Initial Wage x Year Controls
Controls
(Sample)
Mean 1982 Wage
x Year Interactions
(1983-2001)
Mean 1982 Wage
x Year Interactions
(1983-1990)
Wage Decile
x Year Interactions
(1983-2001)
Wage Decile
x Year Interactions
(1983-1990)
Value of
Statistical
Injury ($)
Life ($ millions)
Injury ($)
Life ($ millions)
Injury ($)
Life ($ millions)
Injury ($)
Life ($ millions)
583,835
(368,457 - 799,213)
130.6
(80.3 - 180.9)
332,612
(155,554 - 509,670)
91.7
(50.6 - 132.7)
606,997
(376,733 - 837,261)
130.8
(80.3 - 181.2)
312,881
(119,252 - 506,510)
79.7
(35.8 - 123.6)
(3)
494,875
(253,953 - 735,797)
51.3
(-2.2 - 104.7)
238,165
(20,361 - 455,968)
54.3
(12.1 - 96.5)
528,040
(269,811 - 786,270)
43.6
(-5.4 - 92.6)
243,118
(37,561 - 448,675)
39.1
(-4.9 - 83.1)
Each block is a set of 3 regressions. The blocks differ from one another based on the types
of wage x year controls included and the sample. The corresponding VSL estimates with 95%
confidence intervals are reported.
Table 1.16: Tax Variation at Level of Risk Rates, 1982-2001
Dependent Variable: log(wage)
In(1 - 7)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
-1.127***
(0.270)
-0.247***
(0.039)
-0.036***
(0.008)
594326
Industry
Fed Only
-0.782***
(0.257)
-53.357***
(9.932)
-5.291***
(1.333)
595818
Industry
Fed Only
-1.095***
(0.288)
-0.205***
(0.047)
-0.031***
(0.008)
-20.701*
(11.276)
-1.899
(1.365)
589309
Industry
Fed Only
Implied Value of a Statistical:
Injury ($) 588,894 489,694
(405,999 - 771,788) (267,794 - 711,595)
Life ($ millions) 127.4 49.4
(80.9 - 173.9) (-3.3 - 102.2)
Implied Tax Incidence 0.345 0.100 0.296
Heterogeneity: (0.055) (0.019) (0.055)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -1 x 200, 000 x Fv x (1 - 7). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
Table 1.17: Mean vs. Initial Risk
Dependent Variable: log(wage)
ln(1 - rT)
Injury x ln(1 - 7)
Injury x ln(WC)
Fatal x ln(1 - r)
Fatal x ln(WC)
N
Risk
Fixed Effects
Tax Variation
Sample
-1.057***
(0.287)
-0.202***
(0.047)
-0.030***
(0.008)
-23.202**
(11.404)
-1.971
(1.353)
592105
Mean
Industry
Fed Only
1982-2001
Implied Value:
Injury ($)
Life ($ millions)
482,812
(263,008 - 702,616)
55.4
(2.0 - 108.8)
447,410
(237,757 - 657,064)
54.1
(0.6 - 107.6)
261,367
(110,009 - 412,724)
49.0
(13.3 - 84.8)
255,864
(111,424 - 400,305)
48.5
(13.1 - 83.9)
Implied 0.295 0.265 0.411 0.403
Heterogeneity: (0.055) (0.063) (0.086) (0.083)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -1 x 200, 000 x f x (1- -). Tax Incidence
compares 75th percentile most dangerous industry in final sample year to 25th. Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies.
(2)
-1.031***
(0.281)
-0.187***
(0.045)
-0.032***
(0.008)
-22.665**
(11.429)
-1.291
(1.454)
588296
Initial
Industry
Fed Only
1982-2001
-0.845***
(0.265)
-0.114***
(0.034)
-0.001
(0.006)
-21.383***
(7.949)
-5.229***
(1.837)
249847
Mean
Industry
Fed Only
1982-1990
-0.822***
(0.262)
-0.112***
(0.032)
-0.005
(0.006)
-21.161***
(7.875)
-4.200**
(1.804)
249516
Initial
Industry
Fed Only
1982-1990
Table 1.18: Individual-Level Data, 1981-1994
Dependent Variable: log(wage)
In(1 - 7)
Injury Rate x ln(1 - 7)
Injury Rate x ln(WC)
Fatality Rate x ln(1 - 7)
Fatality Rate x ln(WC)
N
Fixed Effects
Tax Variation
0.382
(0.401)
-0.256***
(0.083)
-0.108**
(0.044)
27917
Individual
Federal
(2)
0.065
(0.328)
-38.007***
(13.313)
-10.510
(7.395)
30674
Individual
Federal
(3)
0.408
(0.416)
-0.228***
(0.082)
-0.110**
(0.043)
-18.158
(15.200)
-0.948
(6.953)
27917
Individual
Federal
Implied Value of a Statistical:
Injury ($) 589,000 525,000
(216,000 - 962,000) (153,000 - 896,000)
Life ($ millions) 87.6 41.8
(27.4 - 147.7) (-26.8 - 110.5)
Significance levels: * 10%, ** 5%, *** 1%. Standard errors in parentheses are clustered by
industry aggregate. Using equation 1.23, VSL = -/1 x 200,000 x zv x (1 - T). Covariates
include state dummy variables and the following individual characteristics interacted with year
dummies: age dummies, gender dummy, race dummies, education dummies, tenure at current
job, tenure-squared.
Table 1.19: Implied 2001 Income Compensating Differential Relative to Median Risk Indus-
try
Industry
Name
Trucking/Warehousing
Automobile/Repair
Wholesale Trade
Business Services
Fabricated Metals
Furniture Manufacturing
Educational Services
Actual Implied Differential
Income Relative to Median
for VSL=$7 million
$57,000
$32,000
$43,000
$48,000
$35,000
$31,000
$47,000
$589
$274
$46
$0
-$28
-$49
-$103
Implied Differential
Relative to Median
for VSL=$60 million
$5,048
$2,347
$392
$0
-$238
-$420
-$883
Fatality
(Percentile)
90th
75th
60th
50th
40th
25th
10th
86
Chapter 2
Good Pay or Pays Goods: The Impact
of Income Taxes on Occupational
Choice (joint with Hui Shan)
2.1 Introduction
It is well-known that taxes can distort individual labor decisions. Numerous studies have
estimated the impact of income taxes on the labor-leisure tradeoff by looking at the effect on
number of hours worked. Fewer papers have studied another central component of income tax
distortion - the tradeoff between wages and non-taxable amenities. This tradeoff manifests
itself through choice of occupation. The link between taxes and occupational choice is
critical in our understanding of the welfare impacts of income taxes. Income taxes which
distort occupational choices lead to inefficiently-allocated workers with potentially long-term
economic consequences.
Income taxes affect occupational choice in a very direct way. By reducing the return
to monetary wages, a high tax rate diminishes the benefit to high wage occupations. We
can think of workers as getting paid in taxable monetary wages and non-taxable amenities.
These amenities are very broadly-defined, including qualities such as difficulty of the job,
convenience of the hours, etc. When a worker's tax rate increases, his or her return to working
at a high wage, low amenity occupation is reduced. Instead, the worker may optimally
demand a job with lower wages, but a more relaxed or safer working environment. The
tradeoff, then, is between non-taxable amenities and a taxable compensating differential for
the level of amenities provided.
A vast literature has studied the effect of income taxes on the number of hours
worked while fewer have looked at this other facet of individual labor supply. The probable
reason for this relative interest in "hours worked" is the fact that hours are measurable and
knowable. Furthermore, the counterfactual is obvious. An extra hour of work translates
into one less hour of leisure. The tradeoff between amenities and wages is much harder to
measure for two reasons. First, non-wage amenities vary on many dimensions and there is no
perfect and comprehensive index of all the amenities of a job. Second, the counterfactual -
the compensating differential - is not immediately known and reported in any data set.
We introduce a new two-step methodology to study the relationship between taxes
and occupational choice. In the first step, we estimate the compensating differential for each
occupation in each year. These estimates are then used as the dependent variable in the
second step. The main specification relates the difference in the compensating differentials of
the new occupation and the old occupation to the change in a worker's marginal net-of-tax
rate. Basic theory would suggest that when the net-of-tax rate increases, the return to a
high wage occupation increases and workers should move to high wage occupations.
Tax changes should have meaningful general equilibrium effects on wages. In our
two-step methodology, we compare compensating differentials in the same year so that these
general equilibrium effects are implicitly accounted for without imposing any restrictive
assumptions on the form of the general equilibrium effects caused by tax changes. Our
identification strategy relies on the differential impact that tax schedule changes have on
workers in the same occupation but with different initial tax-related characteristics such as
capital income and secondary earnings. When the tax schedule changes, a person with high
secondary earnings may experience a very different tax change than another worker with the
same job who has low secondary earnings.
Our findings suggest that occupational choice is a source of income tax distortion.
We find statistically significant, though economically modest, responses on this dimension.
Our preferred estimates suggest a compensated elasticity of 0.05, implying that a 10% in-
crease in the net-of-tax rate causes workers, on average, to switch to an occupation paying
0.5% higher wages. In addition, we find suggestive evidence that women are more responsive
than men. Interestingly, we find no evidence that younger workers are more responsive than
older workers on this dimension.
To our knowledge, this is the first paper that examines the impact of taxes on the
individual's choice of compensating differential. A previous literature has studied the effect
of tax changes on the provision of specific amenities. For example, Gruber and Lettau
[2004] investigated the tax effect on health insurance provision by employers. However, no
studies have estimated the elasticity for a measure of all amenities. We see the results of this
paper as direct counterparts to the elasticity of hours worked literature. The elasticity of the
compensating differential with respect to taxes is a critical component of the individual labor
supply response to taxes. This paper asks and studies the question, "When net-of-tax rates
increase, do workers move to occupations with higher compensating differentials?"
The rest of this paper proceeds as follows. In section 2, we review existing research
on related topics. We then present a theoretical framework on the effect of income taxes
on the demand for non-wage amenities in section 3. Section 4 introduces our two-step
estimation procedure and explains our identification strategy. In section 5, we discuss the
data used in this paper. Section 6 presents the estimation procedure and results, and section
7 concludes.
2.2 Literature Review
We see our paper as directly complementing the existing labor supply and taxes literature.
This vast literature is summarized in Hausman [1985] and Blundell and MaCurdy [1999] and
focuses primarily on the impact of taxes on number of hours worked. The consensus of this
literature is that women appear to respond to taxes by changing the number of hours that
they work, whereas prime-age men are much less responsive. A related set of papers, such
as Eissa and Hoynes [2004], examine the effect of taxes on the extensive margin of labor
supply, namely, labor force participation. While working hours and labor force participation
are important measures of labor supply, there are other margins where taxes could play an
important role. Feldstein [1997] highlights the importance of understanding other facets of
labor supply:
[T]he relevant labor supply elasticity is much larger than the traditional estimates
imply. The relevant distortion to labor supply is not only the effect of tax rates
on participation rates and hours but also their effect on education, occupational
choice, effort, location, and all of the other aspects of behavior that affect the
short-run and long-run productivity and income of the individual. Unfortunately,
we still know very little about how taxes affect labor supply defined in this broad
way.
Many workers work 40 hours a week at a full-time job, but the difficulty of their jobs and the
pleasantness of the working environment vary significantly from job to job. The literature
has largely ignored such labor supply margins.
A related set of studies has studied the effect of taxes on self-employment and
entrepreneurship. Gentry and Hubbard [2002] look at the impact of tax progressivity on
the decision to become an "entrepreneur." They find evidence suggesting that a progressive
tax schedule with imperfect loss offsets discourages entry to entrepreneurship. Bruce [2000,
2002] investigates the link between tax rates and transitions into and out of self-employment.
He finds higher marginal tax rates increase the probability of self-employment. He interprets
this counter-intuitive finding as evidence of tax evasion.
Very little research has studied the relationship between taxes and occupational
choice. Gentry and Hubbard [2004] look at the effects of the tax rate and tax progressivity
on changing to a self-reported "better" job. They argue that a more progressive tax system
reduces the return to job search and discourages upward job mobility. They find that both
higher tax rates and increased tax progressivity decrease the probability that a head of
household will move to a better job in the coming year.
Our research is also closely related to the literature on the elasticity of taxable
income. Feldstein [1999] argued that the compensated elasticity of taxable income with
respect to the tax rate is the central parameter needed to calculate the deadweight loss. Given
its importance, many papers have estimated the elasticity of taxable income using various
data and empirical strategies.' Our specification is similar to the one used in Gruber and
Saez [2002] and Auten et al. [2008]. The parameter estimated by our paper is, theoretically,
a component of the overall tax elasticity. We specify this relationship in section 4.
This paper contributes to the literature on several fronts. First, we study how
workers choose occupations of different wage and non-wage compensations in response to
tax changes. We use the compensating differential as a measure of non-wage amenities since
it acts as a summary statistic of all aspects of a job other than the wage, including better
health insurance, lower stress job, safer work environment, higher status, etc. In this way,
we look beyond working hours and labor force participation and provide evidence on other
aspects of labor supply. Second, the response to tax changes has many components and this
paper helps us understand the relative importance of some of these dimensions.
Third, we use identification sources unavailable to the existing tax literature, re-
sulting in a potentially cleaner experiment. Our identification strategy uses tax changes
interacted with initial tax-related characteristics other than labor income, essentially shut-
ting down any identification from initial labor income. Since our dependent variable is a
'See Saez et al. [2009] for a survey of the literature.
labor measure and we assign differential tax rate changes based on non-labor measures, we
use a cleaner experiment than the existing literature. Fourth, our strategy directly accounts
for general equilibrium effects in a flexible manner. The taxable income elasticity literature
must constantly worry about general equilibrium effects and mean reversion biasing their
results. Our results are likely immune to these types of concerns. Lastly, occupation choices
may have broader consequences that are not included in a elasticity of taxable income mea-
sure. For example, occupation choice may have long-term economic consequences for an
individual, implying that distortions on this margin are interesting beyond their relationship
to the elasticity of taxable income. In summary, we believe that occupational choice is a
potentially significant distortion of income taxes that has been generally ignored by the lit-
erature. Our paper focuses on this important margin and provides critical evidence for the
understanding of how taxes impact economic welfare.
2.3 Theoretical Framework
In this section, we illustrate the intuition behind our empirical test using a simple model.
Assume that a worker chooses from a continuum of job options. Each job offers a combination
of wage compensation (w) and non-wage compensation (n). Because both wage and non-
wage amenities are costly to employers, higher non-wage amenities imply relatively lower
wages (w'(n) < 0). The worker values both wage and non-wage amenities. Let y denote the
worker's other income, and T[z] the total tax liability given taxable income z. The worker
maximizes his utility over consumption (c) and non-wage amenities (n) subject to his budget
constraint.
max U(c, n)
c,n
s.t. c = w(n) + y - T[w(n) + y]
The first order condition of this maximization problem can be expressed as
FOC: w'(n)(1 - T') = (2.1)
Assuming that w'(n) is fixed for any given individual, equation (2.1) suggests that when
the tax rate increases, the left hand side of the equation increases and v_ decreases. UnderUC
the standard assumption that the utility function is concave, this means that the demand
for n must increase relative to the demand for c. Thus, the relative demand for wage
compensation decreases when the tax rate increases. It is worth mentioning that w'(n) may
change in response to tax changes. As will become clear later in this paper, our empirical
strategy holds w'(n) constant by comparing workers who face similar labor market conditions
but different tax rate changes.
In Appendix A, we also consider models where the worker chooses both occupation
and working hours simultaneously. The tradeoff between wage and non-wage amenities
remains the same when the hours decision is included, and these models also predict that
workers will demand more non-wage compensation when the tax rate increases.
Variation in amenities in the labor market can originate from two sources. First,
there could be sorting among workers such that some occupations become "high amenity oc-
cupations" simply because the workers in those occupations tend to demand lots of amenities.
Second, some jobs are, by their nature, high amenity jobs. For example, workers prefer safe
working environments and firms can likely respond on this dimension, but it is unlikely that
construction workers are ever going to have on-the-job fatality rates as low as accountants.
Our empirical strategy is agnostic to the reason for or type of amenity heterogeneity.
Like most of the labor supply and tax literatures, we have modeled the individual
response in a static framework. This is problematic if workers adjust their current labor
supply not only to the current tax rate but also to the tax rates of other brackets which,
they believe, they will be subject to in the future. In other words, "future taxes" is an
omitted variable. Recall that our experiment is to compare one worker with high secondary
earnings to another worker in the same job with low secondary earnings before and after a tax
change which differentially affects their tax brackets. These two workers may expect that, in
the future, they'll be in different tax brackets than they currently are in and make current
occupational choice decisions based on that expectation. As long as these two workers'
expectations of their "future brackets" do not change in a systematic manner relative to
each other, our estimates will not be biased. Relative to the existing literature which has
tended to completely ignore future tax rates, our empirical strategy should be robust to
individuals' dynamic responses to tax changes.
2.4 A Two-Step Estimation Method
2.4.1 The Setup of the Two-Step Procedure
As described earlier, the difficulty in studying how workers make decisions based on the
tradeoff between wages and amenities is the impossibility of observing and measuring all of
the amenities of an occupation. In this section, we introduce a two-step estimation method
that addresses this difficulty by using compensating differentials as a measure of non-wage
amenities.
The key question that we address in this paper is whether workers move to higher
wage jobs when net-of-tax rates increase. Suppose individual i worked in occupation k
at time t - 1. At time t, he worked in occupation j. If we could observe individuals'
counterfactual wages in occupations they are not working in, our ideal specification would
be the following:
In wijt - lnwikt = kt + 1[ln(1 - Tijt) - In(1 - Tik,t-1)]
+ 2 {ln(zik,t-1 - T ik,t) - ln(Zik,t-1 - Tt-1 [ik,t-1) + ijt - ikt (2.2)
where 7 is the marginal tax rate and Tt(z) is the tax liability under the tax schedule at time
1 for total pre-tax income z. If j = k, then individual i worked in the same occupation at
both time t - 1 and t.
The left-hand side is the wage that individual i receives in new occupation j at time
t relative to the wage he would have received in his old occupation k at time t. It is important
to use the time t wage for the old occupation since tax changes potentially have nontrivial
general equilibrium effects. To discuss the potential general equilibrium effects of taxes,
consider an unpleasant job (low amenity) as tax rates faced by the workers increase. There
are two possible firm-level responses now that workers want to leave this job. First, the job
can become more pleasant. To some extent, however, this might not be possible due to the
nature of the job. Alternatively, wages can increase in response to higher tax rates. There is
empirical evidence of both of these effects caused by tax changes. Gruber and Lettau [2004]
document amenity provision changes in health insurance. Powell [2009a] estimates a response
on the wage dimension for industries with different injury and fatality risks. Because general
equilibrium effects may cause wages to adjust from time t - 1 to t, comparing wages in
two different time periods will likely result in estimation being contaminated by the general
,equilibrium effects. Therefore, it is important for us to compare contemporaneous wages
in equation (2.2). A benefit a this approach is that we do not need to model the labor
,demand equation since the general equilibrium effects are accounted for without imposing
any assumption on the specific labor demand functional forms.
The right-hand side is similar to the Gruber and Saez [2002] specification and sep-
arately estimates the substitution and income effects. By separately estimating the income
effect, the coefficient on the marginal tax rate variable can be interpreted as a compensated
elasticity. This coefficient is the key economic parameter that we estimate in this paper.
Notice that our income effect variable is slightly different than the Gruber-Saez variable. A
brief discussion of this variable is included in Appendix B.
Equation (2.2) looks at whether tax rate increases cause workers to move to oc-
cupations with lower wages and presumably better non-wage amenities, holding after-tax
income constant. In practice, we do not observe wikt, the wages that individual i would
have earned at time t in occupation k had he not moved to occupation j. Furthermore, wijt
includes other individual-level responses to taxes, such as effort, that we want to exclude. To
address these problems, we use the compensating differentials of these occupations instead.
We model wages in a flexible manner:
In wij t = a it -- qit(nijt)
where nijt is the amenity-level and Oit(nijt) represents the tradeoff between wages and ameni-
ties faced by the individual. This equation allows each worker to have his own menu of wages
and amenities. The variation in wages and amenities across potential occupations translates
into Oit(ijt). A worker's wage, then, is the result of the chosen amenity level and a general
return to the individual's ability in period t.2
Let qjt(.) denote the average price function for amenities and njt the average level of
amenities received by individuals working in occupation j at time t. If there are Mjt workers
in occupation j at time t, then let
We can re-write the wage equation as
In wijt _ c-I + Ojt(njt) + Vit(nijt) - Ojt(njt)
heterogeneity
where Ojt(njt) is the compensating differential for occupation j at time t. An individual may
receive a compensating differential which varies from the occupation average qjt(njt) for two
2Note that ait is the wage earned by the individual regardless of occupation. It can include other
individual behaviors resulting from taxes. For example, if taxes decrease, an individual may decide to work
harder and earn a higher hourly wage. If this is true regardless of the occupation, then we want the change
in effort separately accounted for. Contrast this example with the possibility that the individual moves to a
high-effort occupation with a higher wage when tax decreases. In this case, we want to include the change
in effort in the compensating differential.
reasons. First, the worker may receive a different level of amenities (nijt # njt). Second, the
worker may face a different price function for amenities (Oit(') / jt()). Put differently, a
worker may get more amenities than the average worker in an occupation and the worker may
get paid a higher wage for given a level of amenities. Our wage model allows for individual
heterogeneity in the compensating differential term within an occupation.
To simplify notation and because n is not observed, define qjt - qjt(njt), ijt -
(it(nijt), and I-ijt - it(nijt) - Ojt(njt). The wage equation now becomes
In wijt = at + 0jt + I/ijt (2.3)
Note that equation (2.3) places no real restrictions on the wage function and is essentially
tautological. The purpose is simply to divide each person's wage into separate compo-
nents.
When individual i chooses between occupations j and k, the relevant metric is the
difference in wages between the two occupations.
In wijt - In Wikt = Ojt - Okt + IPijt - Pikt (2.4)
jt - ckt is the difference in the compensating differentials
time t and should reflect differences in amenity levels. The
that the individual ability term ait drops out.
To use the compensating differentials in place of
unobserved, we plug (2.4) into (2.2) and get
between the two occupations at
main insight of equation (2.4) is
counterfactual wages which are
0jt - kt 1 n(1 - T-ijt) - t t + 01[l 7Tijt) -- n(1 - Tik,t-1)]
+32 ln(zik,t-1 - Tt[zik,t-1) - ln(zik,t-1 - Tt-l[ik,t-1]) + ijt - Vikt
Moving the residual term ijt - Pikt to the right hand side, we have
Ojt - Okt = 7kt + l[ln(1 - Tijt) - ln(1 - Tik,t-l)]
+2{ln(zik,t-1 -Tt[zik,t-1]) - ln(Zik,t-1 - Tt-l[Zik,t-1])} + Eijt - Eikt (2.5)
It is worth emphasizing that the dependent variable is not the difference in compensating
differentials of two random occupations, but the difference for the new occupation and the old
occupation chosen by individual i. However, this is not problematic because the individual
is not selecting occupations based on p, but based on the entire wage. Therefore, sometimes
we assign a wage that is "too low" (because the individual is a particularly great match for
that occupation), but it is equally likely that we assign a wage that is "too high" (because
the individual is a relatively poor match for that occupation, compared to the other workers
in the occupation).
The compensating differentials, ejt and ekt, need to be estimated. However, equation
(2.3) cannot be estimated because there is only one observation per person-year and ait is
not identified. Instead, we use
it -= a i + X't6
where X is a vector of age group fixed effects. Because we focus on (In wijt - In wikt) and
the ait term cancels out, the form of this term is largely irrelevant. We include the age fixed
effects only to minimize the variance of the predicted compensating differential terms.
To summarize, we have presented a two-step estimation method to study the effect
of tax rate changes on individuals' decisions to choose among occupations with various wages
and amenities. This method allows us to control for the general equilibrium effects and to
model wages in a very flexible manner. In step one, we estimate the following equation:
n wij t = a i + gjt + Xit5 + ijt
Estimating this equation produces a set of compensating differentials ejt. In step two, we
estimate equation (2.5) using these estimated compensating differentials.
2.4.2 Discussion of Methodology
'Taxes can affect occupational choice by distorting the relative return of wages with respect
to non-taxable amenities. This paper defines amenities in a broad and agnostic manner to
include unobservable characteristics such as stress, workplace environment, etc. It is very
difficult, if not impossible, to arrive at one measure which encapsulates all the amenities for
a job. The primary benefit of our methodology is the recognition that we can simply look
at wages or, more specifically, the compensating differential to study the same issue. We
accomplish this task using a non-restrictive two-step estimation model.
There are numerous benefits to this approach for studying the impact of taxes on
occupation choice. At the risk of suggesting a "straw man" alternative specification, we
believe there would be a natural tendency to study how taxes affect job turnover using,
for example, an indicator variable for "changing jobs." This alternative specification is an
instructive baseline to discuss the benefits of our own approach.
First, data on occupations can be very noisy and some "job changes" are potentially
the same job categorized differently in various years. Using a dummy variable for "changing
jobs" would be econometrically problematic because these coding errors cannot be considered
classical measurement errors. Our methodology assigns predicted wages to each occupation
and, consequently, turns these coding errors into classical measurement errors in the depen-
dent variable. While our strategy would benefit from more accurate coding systems and
we carefully considered the level of our coding system to minimize misclassification errors,
inaccuracies should not bias the estimation results in our model.
Second, our methodology flexibly accounts for general equilibrium effects. At no
point did we specify any functional form concerning the general equilibrium impact of taxes
on wages or amenities. Instead, we simply estimate the compensating differential in each
year for each occupation, which internalizes all general equilibrium effects. Similarly, there
are substantial wage trends occurring during our time period and our methodology does not
require us to model them. By using the compensating differential for both occupations in
the same year, we avoid many of the problems caused by wage changes.
Third, we explicitly estimate a parameter of economic interest. This point can best
be illustrated by introducing an instructive framework. Denote I as the total income, which
is the sum of labor income L and capital income K. Denote SL and SK as the share of
labor income and capital income respectively. As discussed before, a vast literature has
attempted to estimate the elasticity of taxable income with respect to the net-of-tax rate
Ei,1-r. This aggregate elasticity is a weighted average of labor income elasticity and capital
income elasticity:
dI 1-T
- (1 - T) I
OL 1-T OK 1-7
( L SL ( ) K SK
- D(1-T) L d(1-T) K
E 
6 L,1-SL + EK, 1- rSK
Labor income can be expressed as L = wh where w is the wage and h is number of hours
worked. Following equation (2.3), the wage w can be modeled as In wijt = ait + Oijt. There-
fore, we rewrite the labor income elasticity EL,1-. as
DL 1-7 Dw 1-7 dh 1-7
= +(1 - 7) L (1 - ) w a(1- T) h
o In w
d= n(1 - T)
a(c + e
Sln(1 - r)
-- C,-rj + EW,-l--rI h,l-r
The above equation indicates that the elasticity of labor income consists of three components
each of which can cause labor income to change in response to tax rate changes. The
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first component is the elasticity of the individual-specific return (a). For example, workers
may decide to work harder when the tax rate changes so we can think of this term as an
elasticity of "effort." The second component is the choice of non-wage amenities (0). This
is the margin that we study in this paper. The third component is the hours worked. The
alternative specification does not measure one of these components and does not translate
into a meaningful economic parameter. In contrast, our specification quantifies the relative
importance of w,1--rl~ in the elasticity of labor income.
One drawback of our methodology is that it may be difficult to understand the
driving force behind the results. The empirical strategy may not seem very transparent or
intuitive because it does not study any specific non-taxable amenities. Nevertheless, this
is not necessarily the fault of the methodology. Because a comprehensive measure of all
job amenities does not exist, no methodology which seeks to study the full effect of taxes
on job choice can do so transparently. We believe that arriving at an elasticity of the full
compensating differential is worth this cost since it includes the complete job choice response
of individuals with respect to taxes.
.2.4.3 Instruments
Our main specification in equation (2.5) cannot be estimated consistently using ordinary
least squares (OLS) because the tax variables are endogenous. Tax rates and tax liabilities
are functions of wages and, similarly, compensating differentials. Workers that switch to
a high wage occupations increased their tax rates and tax liabilities. As a result, we may
find increases in taxes correlate with increases in compensating differentials. To solve the
endogeneity problem, we need to construct valid instruments for these tax variables.
Gruber and Saez [2002] instrument actual tax rates with predicted tax rates which
are a function of a household's initial income and tax schedule changes. We also use tax
schedule changes as a shock to tax rates, but we have to go one step further and shutdown
tax change variation based on initial labor income. When the tax schedule changes, the rates
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of different brackets change by different amounts. We want to use the fact that workers A
and B within an occupation may experience different tax rate changes during a tax schedule
change because they are in different brackets. However, if worker A is in a higher bracket
than worker B because he has a higher wage, then this source of variation is problematic
for our empirical strategy. A higher wage may imply a higher-than-average compensating
differential (a positive pikt), which is a part of the residual term. Instead, our identification
relies on differential tax changes resulting from workers being in different tax brackets due
to "other tax-related characteristics" in the initial period. Such tax-related characteristics
include marital status, number of dependents, secondary earning, capital income, etc.
To implement this strategy, we create "predicted tax changes" (represented by #)
and "counterfactual tax changes" (represented by ;) using NBER's TAXSIM program. The
predicted tax rate is simply the Gruber-Saez instrument. First, we inflate the worker's t - 1
income to year t terms so that his real income remains constant. Then, we find his time t
tax rate using the inflated t - 1 income and the time t tax schedule. We call this predicted
tax rate Tikt. For the counterfactual tax rate for individual i at time t - 1, assume there
are M people in his occupation at time t - 1 and index each person by m. First, we find
the tax rate individual i would have faced if he had person m's tax-related characteristics
but his own labor income at time t - 1 for each of the M workers. Then we average the M
hypothetical tax rates. We call this counterfactual tax rate ?ik,t-1. For the counterfactual
tax rate at time t, the steps are similar. We inflate the t - 1 income to time t so that the
income is constant in real terms and repeat the process. We call this counterfactual tax rate
Tik,t .
To summarize, we have obtained the predicted tax rate #ikt, the counterfactual tax
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rates 'ik,t-1 and Tikt, as well as the actual tax rate Tik,t-l:
ik,t-1 - Tik,t-1
T-ikt = E[Tikt Labor Incomeik,t1_, Other Incomeik,t-11
1
Tik,t-1 = - E [Tmk,t-1 Labor Incomeik,t-1, Other Incomemk,t-1
m=l
M
Tikt = " 5E E[Tmkt Labor Incomeik,t-1, Other Incomemk,t-1
m=1
Our instrument for the tax rate change variable is
In(1- Aikt) - ln(1 - Tik,t-1) - n(1-- Tikt) - In(1- Fik,t-1)
The first bracketed term refers to individual i's predicted tax rate change. The second
term refers to the average tax rate change the worker would have experienced given his
initial labor income and the initial "other tax-related characteristics" of the other workers
in his occupation. The difference between the two represents the predicted tax rate change
experienced by individual i solely due to his initial tax-related characteristics other than
labor income. Similarly, our instrument for the tax liability change variable is
[ln (ik,t-1 - t(ik,t-1)) - ln (ik,t-1 - t-(Zik,t-1))] -
Thus, our tax instruments look at how each person's taxes change relative to how
taxes would change if he had the same "other tax-related characteristics" as the other work-
ers in the same occupation. The variation in the tax instruments originates from "other
tax-related characteristics" interacting with tax schedule changes. While necessary for our
empirical strategy, an important side benefit of shutting down any differential tax change
variation based on initial labor income is that it provides a cleaner experiment than the ex-
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isting tax elasticity literature. The literature has a dependent variable of all taxable income
and uses differential tax changes based on initial taxable income as the identifying variation.
Our dependent variable is a labor measure and we shut down variation based on initial labor
income in constructing our instruments.
2.5 Data
We use the Panel Study of Income Dynamics (PSID), a longitudinal data set containing
household- and individual-level variables on a wide range of topics. Starting with the 1981
data, the PSID provides consistent occupation and industry codes using 1970 3-digit Census
coding. After the 1997 survey, the PSID becomes a biannual survey and we can no longer
observe individuals' annual income in a continuous manner. Our final data set, therefore,
includes the years 1981-1996. We limit our data set to workers between the ages of 25 and
55, excluding the self-employed. In our main specification, we define t - 1 and t to be three
years apart. We also try alternative time intervals as robustness checks. We use sample
weights to ensure that our estimates are nationally-representative.
There are three sets of variables in the PSID that we use in our analysis. First,
there are a host of income and family composition variables. These variables are important
to derive income and wage taxes. NBER's TAXSIM program estimates the tax liabilities
and marginal tax rates given this information. Butrica and Burkhauser [1997] show that the
tax rates and tax liabilities calculated by NBER's TAXSIM are similar to tax burden values
supplied by the PSID staff from 1980 through 1991, the last year the PSID staff provided
such information. As show in Table 3.1, the average household income in our analysis sample
is $57,056 in 1997 dollars. The average tax liability faced by PSID respondents, which is the
sum of federal, state, and half of the FICA taxes, is $14,813 in 1997 dollars. The average
marginal tax rate is 35.2% in the sample.
Second, the PSID provides detailed information on labor supply. We have informa-
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tion on the hourly wage rate for each worker in the sample in each year, which is used in the
estimation of the compensating differentials. Table 3.1 shows that the average hourly wage
is $17.35 in 1997 dollars in the analysis sample.
Third, the PSID contains 3-digit occupation and industry codes for the 1970 Census
coding system. We use the "main occupation" and "main industry" for each person, referring
to the person's main job. A primary concern with the 3-digit coding system is that it may
be too detailed and have a great deal of misclassification problem. For example, "Machine
operatives, miscellaneous specified," "Machine operatives, not specified," "Miscellaneous
operatives," and "Not specified operatives" are four different occupations under the 3-digit
coding system. If we use this coding system, many of the observed transitions between
occupations are likely to be misclassifications. To minimize these errors while still capturing
meaningful transitions between jobs with different non-wage amenities, we categorize workers
by the 2-digit occupation codes, which are introduced by Kambourov and Manovskii [2009],
interacted with the 1-digit industry codes. We believe that it is potentially important and
interesting to distinguish the same occupation by industry. For example, accountants in
the finance industry and accountants in the public administration may receive very different
amenities. But is also possible that this type of job transition is relatively easy to make and,
therefore, a rich source of occupational changes in response to taxes. In the rest of this paper,
we refer to occupation-industry combinations simply as "occupations." Some occupation-
industry combinations are not possible so in the end, we are left with 115 occupations.
Panel A of Table 2.2 lists the most frequent occupation changes observed in our
data. In general, these transitions look reasonable, suggesting a useful level of accuracy
in our occupation coding. Many of the listings occur twice as workers in each occupation
appear to freely move across these occupations. Panel B of Table 2.2 lists the most frequent
transitions as a percentage of the original population. Again, it is encouraging to see that
these transitions appear reasonable.
On average, we observe 38.2% of the respondents change their occupations within
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the next three years. Note that we are not the first to find that the PSID has a very large
fraction of occupation changes. Kambourov and Manovskii [2009] study the issue extensively.
The possibility of misclassification in the PSID is high, which highlights the importance of
an approach that does not measure occupation changes using an indicator variable. Again,
while misclassification are unfortunate, they should not bias our estimates because they are
transformed into classical measurement errors in the dependent variable in our model. Figure
2-1 shows the occupation change rate across years by age group. It is reassuring that the
younger workers appear to have higher occupational change rates than older workers.
In Figure 2-2, we graph the sample-average marginal tax rate and occupation change
rate together. We are not suggesting that any relationship should be evident from this graph
since these are aggregated numbers. Figure 2-2 shows that the overall occupation change
rate during the sample period remain relatively stable. The Economic Recovery Tax Act of
1981 and the Tax Reform Act of 1986 are the major tax changes during our sample period.
Because they both generated significant differential tax changes by tax bracket, they are the
main identifying forces of our estimation strategy.
2.6 Estimation Results
In section 4, we introduced our two-step estimation method where we first estimate the
occupation-year specific compensating differentials, and then use these compensating differ-
entials as the dependent variable to study the impact of tax changes on occupation choice.
In this section, we implement this two-step estimation method using the PSID data.
2.6.1 Estimating Compensating Differentials
As introduced in section 4, we estimate the following equation:
In wij t -= i + jt + Xit6 + Pijt
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where ai is an individual fixed effect and Xit is a vector age-group fixed effects. We require
an occupation-year cell to contain at least 5 observations or the occupation-year fixed effect
and observations are dropped. We use the PSID sample weights and cluster the standard
errors at the individual level when estimating this equation.
Estimating the above equation produces a full set of estimated compensating differ-
entials - jt. Recall that our measure of compensating differentials is a summary statistic
of all non-wage amenities associated with an occupation. Since we cannot create a full list
of all amenities, it would be impossible to know the actual compensating differential func-
tion. Thus, we are not able to verify whether 1jt is the "right" compensating differential
,estimate. However, there are ways for us to indirectly check whether these estimates are
reasonable.
We previously presented the most frequent occupation transitions in our data in
Table 2.2. Because of the apparent fluidity between some occupations, we would think that
these occupations may have very close compensating differentials. We find it comforting
that this seems to, in fact, be the case. For example, the two most frequent transitions
are between "Operatives (Manufacturing)" and "Craftsmen (Manufacturing)." "Operatives
(Manufacturing)" are estimated to have the 47th (out of 115) highest average compensat-
ing differential while "Craftsmen (Manufacturing)" have the 45th highest estimated com-
pensating differential. The similarity of these estimates suggests that these jobs are close
:substitutes. Additionally, the most frequent transitions as a fraction of original people in the
occupation is the move from "Accountants (Finance)" to "Managers (Finance)." These two
occupations also have very similar compensating differentials as "Accountants (Finance)"
are ranked 36th while "Managers (Finance)" are ranked 39th.
We can also check the internal consistency of the compensating differential estimates.
It is not necessary that the compensating differentials for occupations remain constant over
time. Firm-level responses and worker re-sorting can change the compensating differential
for an occupation year-to-year. However, it seems reasonable to assume that there is some
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correlation over time since occupations have some level of fixed characteristics. Thus, we
estimate the following equation for all s < t.
Ajt =  + pjs + ( (2.6)
The results are presented in Table 2.3. Each cell in Table 2.3 represents the OLS estimate of
p from a separate regression where the columns represent t and the rows represent s. Even
with the imprecision of the estimates, there does seem to be a strong year-to-year correlation
in the predicted compensating differentials.
The OLS estimates of p may be biased towards 0 because of measurement error in
the explanatory variable. The concern is that year-to-year measurement error is attenuating
the estimate. The obvious candidates as available instruments are the lags (or leads) of the
predicted compensating differentials. Table 2.4 presents the IV version of Table 2.3. We
use ;,_1 as the instrument for ,js when s > 1984. When s = 1984 and t > 1985, we use
Oj,s+l. When s = 1984 and t = 1985, we use qj,s+2. Note that the choice of leads or lags
does not change the main conclusions of this exercise. The estimates, as expected, are much
larger, though noisier. For example, the average 1-year relationship (the coefficients on the
diagonal) in the OLS estimates was 0.439. In the IV estimates, the average coefficient is
0.962, suggesting occupations have relatively stable predicted compensating differentials over
time. Overall, the correlations shown in Table 2.3 and Table 2.4 suggest that the estimated
compensating differentials are reasonable.
2.6.2 Estimating the Effect of Tax Changes
The second step of our two-step estimation procedure is to regress the change in predicted
compensating differentials on tax changes. Define as the compensating different for
individual i's chosen occupation j at time t, and okt as the compensating differential at time
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t for individual i's previous occupation k. Our main specification is
o(it - Olt Y7kt + Xl,t- 1HI + 31 [ln(1 - Tijt) - In(1 - Tik,t-1) ]
+ J2 In (Zik,t-1 - Tt [ik,t-1]) -n (Zik,t-1- T-1 ik,t-11 ]) ift - 6ikt
where -Ykt represents an occupation-year fixed effect which accounts for the general equilib-
rium effects experienced by everyone in the original occupation-year. Xit-1 is a vector of
control variables, including race, sex, marital status, education, number of dependents, job
tenure, (job tenure)2 , and age group fixed effects. When the net-of-tax rate increases, wages
become relatively more valuable to workers and workers tend to move to high wage occu-
pations. When the after-tax income increases, the demand for non-wage amenities should
increase and workers tend to move to low wage occupations. Therefore, we expect 01 to be
positive and /2 to be negative.
Note that the occupation-year fixed effect term also accounts for any common or
"typical" job changes for people in that occupation-year. If most workers in that occupation-
year were, for example, going to move to a higher wage job regardless of the tax change, this
term will pick that up. Similarly, say that a significant fraction of workers in an occupation
in year t - 1 move to a specific occupation in year t and the compensating differential for
that occupation happens to be mis-estimated in a systematic manner. The occupation-year
interaction term should eliminate this bias.
The dependent variable is equal to 0 for any person that does not change occupations.
Essentially, our specification simultaneously examines whether people change jobs when taxes
changes and what "direction" and "magnitude" that they move in terms of the compensating
differential. These non-movers are an important component of the overall elasticity. If people
simply do not change occupations in response to taxes, we want to capture that in our
estimate.
The dependent variable, the difference in compensating differentials, is estimated
rather than observed. In the second step of our estimation, we use the variance-covariance
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matrix of the predicted compensating differential regressions to adjust the sample weights.
More specifically, we weight each observation by the inverse of the square root of the vari-
ance of the difference in compensating differentials. This weighting procedure creates a slight
problem because workers that do not change occupations have a precisely-estimated compen-
sating differential change of 0. We assign these observations the median standard error for
the sample so as not to weight them too highly or too lowly. A robustness check shown later
in this paper suggests that these weights are not driving the results. In addition, we also
incorporate the PSID weights to ensure that our sample is nationally representative.
Because our sample observations are not independent of each other, we need to adjust
the estimated standard errors accordingly. The PSID is a panel data set, so we need to adjust
the standard errors for clustering by individual. Furthermore, we estimate compensating
differentials for each occupation in each year, and these compensating differentials appear
to be serially correlated. Therefore, we also adjust the standard errors for clustering by
occupation. We use the multi-way clustering procedure introduced by Cameron et al. [2006]
to account for clustering by both occupation and individual.
Before presenting our main estimates, we do a heuristic exercise to illustrate the
thought experiment behind our estimation strategy. We divide the sample into workers our
instrument predicts will experience a tax rate increase relative to other workers in their
occupation-year and workers we predict will experience a relative tax rate decrease. Since
most predicted tax rate changes in our data are rather small, we only use the top 25%
predicted tax rate increases and top 25% predicted tax rate decreases.3 We then look at
whether these people change to a higher compensating differential job, do not change jobs,
or move to a lower compensating differential job. We are interested in the "difference" in the
percentage of workers moving to higher wage occupations and lower wage occupations. We
also re-scale these differences by the implicit "first stage" to get the correct estimate (since
the instrument does not perfectly predict whether an individual does, in fact, experience a
3 Note that this sample still includes workers that experience tax rate increases as low as 1% and tax rate
decreases as high as -1%.
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tax increase or tax decrease).4
Note that there are several caveats to this exercise. Most importantly, the exercise
completely ignores the income effect. Workers that experience a tax increase may want to
move to a low amenity job simply because their after-tax income has decreased, biasing this
exercise against finding an effect. Second, our instrument does not perfectly predict whether
the worker does, in fact, experience a tax increase or tax decrease. Third, estimation error
in the predicted wages is problematic in this context. Assume that all workers respond to
tax rate increases by moving to lower wage occupations and respond to tax rate decreases
by moving to higher wage occupations. Unfortunately, we are labeling some wage increases
as wage decreases so we see an attenuated effect for the tax rate decrease group. Using the
tax rate increase group as a control exacerbates this problem because we are labeling some
wage decreases as wage increases. Note that this estimation error is not problematic in our
main specification because it reduces to measurement error in the dependent variable. By
using categories here, however, it is very problematic. Fourth, we are shutting down any
relationship based on the magnitudes of the tax and wage changes. This relationship is likely
the primary source of any effect on this dimension.
Table 2.5 reports the results of this exercise. We find evidence that workers are
moving in response to tax changes. This exercise suggests that a tax change could result
in 3-4% of the entire labor force shifting jobs. Given that many people are not changing
jobs and many of the job changes we do see are potentially not real or not made for tax
reasons (i.e. natural job transitions), this number is rather large relative to the percentage of
.occupation changes. When considered in terms of tax distortion, however, this table suggests
that we should expect the total effect to be rather modest.
Although the above exercise highlights the intuition behind our IV strategy, the
IV estimates provide a more rigorous measure of the impact of tax changes on choices over
4In general, if our instrument predicts a tax rate increase, the probability that the worker's tax rate
actually increased is only 0.35 higher than if the instrument predicts a tax rate decrease. We scale by the
appropriate number in each cell.
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occupations with different amenities. The first column of Panel A in Table 2.7 presents the
OLS estimates of the key coefficients. In our model, we hypothesize that workers will choose
higher wage jobs when their net-of-tax rate increases and 01 should be positive. However,
the OLS estimate of 01 is negative and statistically significant. This finding is consistent
with our suspicion that the change in the net-of-tax rate is endogenous. For example, a
worker who moves to a higher wage job will probably also face a higher tax rate because of
his higher income. We need to use the instruments constructed in section 4 to isolate the
causal effect of tax changes on occupation choice.
Table 2.6 presents the first stage results for our main specification. We report the
relevant coefficients and Shea's Partial R2 statistic which indicates the strength of the first
stage. The first stage coefficients are all positive, suggesting that when the instruments
predict a higher tax rate or tax liability, the individual actually experience an increase in tax
rate or tax liability. Note that our instruments strongly predict the endogenous variables.
We should point out that the strength of the prediction of the after-tax variable is a side
effect of holding initial pre-tax income constant in the endogenous variable, as discussed in
Appendix B.
The second column in Table 2.7 presents the IV estimates. Compared to the OLS
estimate, the IV estimate of /3 has the expected sign. Its magnitude suggests that a 10%
increase in the net-of-tax rate would cause individuals to move to an occupation with a wage
that is 0.46% higher. This elasticity is economically very modest, though significantly differ-
ent from 0. The IV estimate of 32, the effect of changes in after-tax income on occupation
choices, is small and statistically insignificant.
It is well known that male and female labor markets may have different dynamics.
Hence, we study the male and female samples separately in addition to studying the full
PSID sample. Note that whenever we use a different sub-sample in this paper, we estimate
the predicted compensating differentials using only the relevant sub-sample. In other words,
we estimate predicted wages by occupation-year separately by gender for these regressions.
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Also, the tax instruments are formed using only the sub-sample. The gender-specific IV
estimates suggest that women are more responsive on this dimension than men, with an
elasticity of 0.087 against 0.033. This finding is consistent with conclusions drawn from
previous literature that women's labor supply tend to be more elastic than men.
.2.6.3 Robustness Checks and Extensions
We have so far focused specifically on a 3-year interval length. Even though the 3-year inter-
val length is our preferred specification because it allows the worker ample time to respond
to taxes by searching and moving to a different occupation, we believe the adjustment time
itself is of interest. In Table 2.8, we present IV results for 1-, 2-, 3- and 4-year intervals.
For the full sample, the estimate of 01 is small and statistically insignificant in the 1-year
interval specification. However, it is positive and statistically significant in the 2-, 3-, and
4-year specifications. This pattern suggests that the occupation adjustment is not imme-
diate, but that by the second year, the full adjustment has occurred. The same pattern
holds for women except that the magnitude of the estimated coefficient is larger than in
the full sample. For men, the largest elasticity is in the first year (though this estimate is
not significantly different from the other estimates). The 2-, 3-, and 4-year specifications
have small and statistically insignificant estimates. Overall, the results shown here suggest
that male and female workers have different labor supply responses to tax changes. Female
workers seem to have a higher tax elasticity than male workers when it comes to choosing
between wage and non-wage amenities across various occupations.
We might think that the coefficients of interest vary by age. We cut the sample into
"young" (25-34) and "old" (35-55) to examine this possibility. Table 2.9 presents the IV
estimation results. For simplicity, we only report the coefficient on the marginal net-of-tax
rate, though the estimated specification is the same. Moreover, it is important to remember
that the predicted compensating differentials and the instruments use only the sub-sample
in question. Overall, the results provide mixed evidence. The elasticity does not seem to
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vary by age, though there is weak evidence that older workers are responding more. This
may be because older workers understand their marginal tax rates better. In addition, we
see young men responding more for some interval lengths, but not for others. For women,
the standard errors are large, though these is some evidence that older women are more
responsive. The main takeaway from this table is that the main results are not being driven
by young workers, as some might expect. Even though young workers are more likely to
change occupations, as shown in Figure 2-1, they do not seem to be more responsive to taxes
when making these changes.
Finally, we look at the effect of our weights on the estimates. In Table 2.10, we do not
weight the regressions by the standard error of the difference in the compensating differential
estimates. We do, however, still use the PSID sample weights. The results are largely
unchanged. This robustness check suggests that our weighting procedure is not driving our
main results as we would come to the same conclusions without the weighting.
2.7 Conclusion
We introduce a new methodology to estimate a critical but understudied component of
income tax distortion. We find that when the net-of-tax rate increases, workers move to
higher wage jobs, implicitly sacrificing non-taxable amenities. We find a statistically signifi-
cant compensated elasticity of 0.05. In related work, Powell [2009b] focuses on the elasticity
of labor income in a quantile framework and reports a mean elasticity of 0.5. Our paper,
then, suggests that the wage-amenity tradeoff is 10% of the overall labor tax distortion. We
also find suggestive evidence that women are more responsive than men on this dimension
and no evidence that younger workers are driving the results.
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2.A Models with Intensive Labor Supply
Adding the intensive labor supply decision (h = hours worked) does not change the FOC
for the wage-amenity tradeoff in a meaningful way. We can model amenities in two different
ways. First, we can think of each job as having a fixed level of amenities n. The worker
maximizes a utility function which now contains hours worked. Previously, we used w(n) to
represent labor income. When adding in the intensive margin of labor supply, we think of
labor income as equal to the wage w(n) times hours worked h:
max U(c, h, n)
c,h,n
s.t. c = w(n)h + y - T[w(n)h + y]
The first order conditions of this maximization problem can be expressed as
Un
FOC1: w'(n)h(1 - T') Un
Uc
FOC2: w(n)(1 - T') =
Uc
Note that the FOC regarding to the choice of non-wage amenities is essentially the same as
the model shown in section 3 of the paper.
Alternatively, we can think of amenity consumption as proportional to the number
of hours worked. For example, a safe working environment decreases fatality rates per hour.
Each hour worked, then, is extra consumption of this safety. We can model amenities as nh
instead of n:
max U(c, h, nh)
c,h,n
s.t. c = w(n)h + y - T[w(n)h + y]
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The first order condition of this maximization problem can be expressed as
FOC1: w'(n)(1 - T') = U
Uc
U + UnFOC2: w(n)(1 - T') = -_ U
Uc
The relevant FOC is, again, essentially the same. Because n now represents amenities
per hour, the worker's choice is based on the wage, w(n), instead of total labor income,
w(n)h.
2.B Gruber-Saez Specification: Income Effects
There is a key difference between the after-tax income variable in our specification and the
Gruber-Saez specification. Our specification uses In (zi,t- - Tt [zi,t_l])-ln (zi,t- - Tt- 1 [zi,t-1])
where we include only the taxable income at time t - 1. The Gruber-Saez specification uses
in (zit - Tt [zit]) -ln (zi,t-1 - Tt- 1 [zi,t-1]) which lets taxable income z change between periods
t-1 and t. This is not an issue of endogeneity for Gruber and Saez [2002] given their research
question and their instruments. In the context of this paper, we believe that because z is
a choice variable, it should not be allowed to move over time. Thus, we model the income
effect as the response due to the change in the tax schedule, holding z constant at the time
t - 1 level.
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2.D Tables
Table 2.1: Summary Statistics of the PSID Analysis Sample
Mean SD
38.2 48.6
17.35 11.10
%Change within 3 years
Wage
Age
%Male
%Married
%Less than High School
%High School Graduates
%Some College
%College Graduates
37.2
50.4
70.3
10.1
39.5
22.0
28.3
Total Income
Marginal Tax Rate
Tax Liability
Note: Wage, total income, and tax liability are
57,056
35.2
14,813
in 1997
7.5
50.0
45.7
30.2
48.9
41.5
45.1
36,490
9.3
13,851
dollars.
120
Table 2.2: Most Frequent Occupation (Industry) Changes with 3 Years
A. Most Frequent in Numbers
Original
Operatives (Manufacturing)
Craftsmen (Manufacturing)
Sales (Retail)
Managers (Retail)
Operatives (Manufacturing)
Unskilled Laborers (Manufacturing)
Service Workers (Service)
Clerical (Service)
Secretaries (Service)
Service Workers (Service)
New
Craftsmen (Manufacturing)
Operatives (Manufacturing)
Managers (Retail)
Sales (Retail)
Unskilled Laborers (Manufacturing)
Operatives (Manufacturing)
Clerical (Service)
Managers (Service)
Clerical (Service)
Other Medical (Service)
B. Most Frequent in Percentage
Original New %
Accountants (Finance) Managers (Finance) 30.6
Sales (Services) Managers (Services) 30.2
Unskilled Laborers (Manufacturing) Operatives (Manufacturing) 29.4
Sales (Manufacturing) Sales (Retail) 29.3
Foremen (Construction) Craftsmen (Manufacturing) 27.7
Note: Must have at least 40 in original occupation-industry to be considered in Panel B.
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Table 2.3: Pairwise Comparisons of Predicted Compensating Differentials: OLS Estimates
1985
1984 0.461***
(0.093)
1985
1986
1986
0.484***
(0.090)
0.360***
(0.086)
1987
0.346***
(0.100)
0.414***
(0.086)
0.672***
(0.082)
1987
1988
1989
1990
1991
1992
1993
1994
1995
1988
0.293***
(0.106)
0.457***
(0.082)
0.429***
(0.102)
0.674***
(0.084)
1989
0.320***
(0.083)
0.251***
(0.080)
0.216**
(0.098)
0.216**
(0.093)
0.442***
(0.094)
1990
-0.007
(0.108)
0.083
(0.094)
0.031
(0.111)
0.168
(0.110)
0.405***
(0.095)
0.293**
(0.113)
1991
0.215*
(0.126)
-0.095
(0.112)
-0.104
(0.130)
-0.089
(0.135)
-0.144
(0.131)
0.295**
(0.131)
0.450***
(0.118)
1992
-0.103
(0.090)
0.165*
(0.086)
-0.117
(0.099)
-0.041
(0.093)
0.159*
(0.094)
0.182
(0.110)
0.14
(0.100)
0.207***
(0.077)
1993
-0.035
(0.100)
0.065
(0.096)
-0.16
(0.109)
-0.173
(0.104)
0.027
(0.107)
0.267**
(0.113)
0.393***
(0.098)
0.380***
(0.080)
0.256**
(0.109)
1994
0.156
(0.099)
0.071
(0.090)
0.031
(0.106)
0.068
(0.105)
0.398***
(0.094)
0.417***
(0.111)
0.493***
(0.090)
0.372***
(0.076)
0.287***
(0.104)
0.450***
(0.086)
1995 1996
-0.245** -0.063
(0.107) (0.113)
-0.09 0.253**
(0.101) (0.104)
-0.198 0.076
(0.142) (0.116)
0.062 0.163
(0.115) (0.115)
0.283** 0.499***
(0.136) (0.110)
0.365*** 0.357***
(0.123) (0.127)
0.479*** 0.400***
(0.106) (0.116)
0.241** 0.522***
(0.092) (0.106)
0.327*** 0.562***
(0.118) (0.114)
0.453*** 0.418***
(0.101) (0.104)
0.524*** 0.577***
(0.101) (0.104)
0.479***
(0.092)
Note: Each cell represents a separate regression. Column headings refer to year of predicted wage variable for
Row headings refer to year of explanatory variable in the regression.
dependent variable.
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Table 2.4: Pairwise Comparisons of Predicted Compensating Differentials: IV Estimates
1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996
1984 0.904*** 0.954*** 1.012*** 1.079*** 0.385** 0.167 -0.459 0.113 -0.014 0.083 -0.353 0.17
(0.208) (0.219) (0.255) (0.283) (0.166) (0.232) (0.307) (0.191) (0.210) (0.210) (0.227) (0.213)
1985 1.056*** 0.734*** 0.622*** 0.672*** -0.014 0.458 -0.231 -0.077 0.343 -0.531** -0.122
(0.242) (0.202) (0.201) (0.210) (0.236) (0.315) (0.201) (0.217) (0.230) (0.251) (0.222)
1986 1.138*** 1.228*** 0.667** 0.228 -0.43 0.242 0.055 0.01 -0.478 0.417
(0.235) (0.325) (0.276) (0.282) (0.332) (0.255) (0.278) (0.253) (0.299) (0.291)
1987 0.648*** 0.281* 0.035 -0.155 -0.229 -0.247 0.033 -0.166 0.122
(0.128) (0.144) (0.164) (0.194) (0.144) (0.158) (0.159) (0.178) (0.176)
1988 0.339** 0.268* -0.097 -0.011 -0.259 0.118 0.095 0.379**
(0.147) (0.151) (0.202) (0.132) (0.164) (0.149) (0.169) (0.159)
1989 0.826*** 0.624* 0.373 0.143 1.056*** 0.667** 1.184***
(0.292) (0.339) (0.256) (0.278) (0.308) (0.312) (0.332)
co 1990 1.334*** 0.43 1.159** 1.434*** 1.271** 1.222**
(0.441) (0.450) (0.484) (0.507) (0.504) (0.573)
1991 0.291 1.010*** 1.123*** 0.986*** 0.562***
(0.213) (0.275) (0.296) (0.321) (0.159)
1992 1.878** 1.759** 1.186** 1.548***
(0.749) (0.688) (0.578) (0.409)
1993 1.116** 1.310** 1.906**
(0.470) (0.560) (0.731)
1994 1.016*** 0.907***
(0.246) (0.223)
1995 0.992***
(0.209)
Note: Each cell represents a separate regression. Column headings refer to year of predicted wage variable for dependent variable.
Row headings refer to year of explanatory variable in the regression.
Table 2.5: Predicted Tax Changes and Occupation Changes
All
Change in Compensating Differentials
%Decrease %Same %Increase
Predicted MTR Decrease 18.88 59.19 21.92
Predicted MTR Increase 20.35 58.80 20.85
Difference 
-1.47 1.07
Scaled Difference -4.05 2.95
Predicted MTR Decrease
Predicted MTR Increase
Difference
Scaled Difference
Predicted MTR Decrease
Predicted MTR Increase
Difference
Scaled Difference
Male
Change in Compensating Differentials
%Decrease %Same %Increase
17.47 61.66 20.87
17.64 63.44 18.92
-0.17 1.95
-0.46 F5.321
Female
Change in Compensating Differentials
%Decrease %Same %Increase
20.08 57.12 22.80
23.12 54.44 22.44
-3.04 0.36
F-8.36 0.99
Note: "Predicted MTR Decrease" refers to the top 25% of MTR decreases pre-
dicted by the instrument. "Predicted MTR Increase" refers to the top 25% of MTR
increases predicted by the instrument. "Scaled Difference" equals "Difference" di-
vided by the first stage relationship between the instrument and the endogenous
explanatory variable.
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Table 2.6: First-Stage Estimation Results for 3-Year Occupation (Industry) Changes
All
Aln(1 - r) Aln(z- T)
Male
AIln(1 - r) Aln(z- T)
Female
A In(1- ) A ln(z-T)
A (In(1 - ;) - In(1 - f))
A (In(z - T) - ln(i - T))
Occupation*Year Fixed Effects
Shea's R 2
N
0.445***
(0.020)
0.421***
(0.102)
Yes
0.0454
42,350
0.009***
(0.002)
0.897***
(0.013)
Yes
0.5773
42,350
0.487***
(0.021)
0.812***
(0.131)
Yes
0.0550
21,675
0.011***
(0.002)
0.879***
(0.016)
Yes
0.4504
21,675
0.392***
(0.033)
0.116
(0.156)
Yes
0.0357
18,953
0.005**
(0.002)
0.989***
(0.014)
Yes
0.7606
18,953
Note: Covariates included but not shown in this table are gender, race, education, job tenure, (job tenure)2 , number
of dependents, marital status, and age group dummies. Standard errors in parentheses are clustered by occupation and
individual using two-way clustering technique. Significance levels: * 10%, ** 5%, *** 1%.
Table 2.7: OLS and IV Estimation Results for 3-Year Occupation (Industry) Changes
A. All (N=42,350)
OLS IV
A In(1 - T) 
-0.023*** 0.046**
(0.004) (0.019)
A ln(z - T) 0.103*** 0.046
(0.034) (0.044)
Occupation*Year Fixed Effects Yes Yes
A ln(1 - 7)
A ln(z - T)
Occupation*Year Fixed Effects
A ln(1 - 7)
A Iln(z - T)
B. Male
OLS
-0.021***
(0.006)
0.006
(0.043)
Yes
C. Female
OLS
-0.027***
(0.007)
0.145***
(0.055)
(N=21,675)
IV
0.033
(0.025)
-0.072
(0.069)
Yes
(N=18,953)
IV
0.087**
(0.036)
0.055
(0.068)
Occupation*Year Fixed Effects Yes Yes
Note: The dependent variable is the difference in predicted compensating
differentials between the old and new occupations at time t. Covariates
included but not shown in this table are gender, race, education, job tenure,
(job tenure)2, number of dependents, marital status, and age group dummies.
Standard errors in parentheses are clustered by occupation and individual
using the two-way clustering technique. Significance levels: * 10%, ** 5%,
*** 1%.
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Table 2.8: IV Estimation Results of Occupation (Industry) Changes with Different Interval
Lengths
A In(1 - -7)
A ln(z - T)
Occupation*Year Fixed Effects
N
A ln(1 - 7)
A ln(z - T)
Occupation*Year Fixed Effects
N
1-Year
0.015
(0.021)
-0.093
(0.068)
Yes
58,051
A. All
2-Year 3-Year
0.049** 0.046**
(0.020) (0.019)
-0.078* 0.046
(0.046) (0.044)
Yes Yes
49,244 42,350
4-Year
0.041**
(0.019)
0.003
(0.040)
Yes
36,518
B. Male
1-Year 2-Year 3-Year 4-Year
0.059** 0.027 0.033 0.022
(0.029) (0.026) (0.025) (0.028)
-0.592*** -0.171** -0.072 -0.083
(0.161) (0.075) (0.069) (0.071)
Yes Yes Yes Yes
29,570 25,200 21,675 18,795
C. Female
1-Year 2-Year 3-Year 4-Year
A In(1 - T) 0.027 0.080** 0.087** 0.067*
(0.036) (0.038) (0.036) (0.035)
A ln(z - T) -0.233** -0.081 0.055 0.079
(0.100) (0.071) (0.068) (0.056)
Occupation*Year Fixed Effects Yes Yes Yes Yes
N 26,546 22,331 18,953 16,417
Note: The dependent variable is the difference in predicted compensating differen-
tials between the old and new occupations at time t. Covariates included but not
shown in this table are gender, race, education, job tenure, (job tenure) 2, number of
dependents, marital status, and age group dummies. Standard errors in parentheses
are clustered by occupation and individual using the two-way clustering technique.
Significance levels: * 10%, ** 5%, *** 1%.
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Table 2.9: IV Estimation Results of the Marginal Tax Rate
and Age Group
Effect on Occupation (Industry) Changes by Interval Length
All
Young Old
0.000 0.005
(0.040) (0.041)
25,021 30,645
0.030
(0.030)
21,898
-0.006
(0.031)
19,534
4-Year 0.048
(0.030)
N 17,445
Note: The dependent variable is the
0.044
(0.036)
25,160
0.055*
(0.031)
20,790
0.058*
(0.034)
17,205
difference
Male
Young Old
0.087* 0.039
(0.050)
13,168
-0.004
(0.041)
11,615
-0.055
(0.036)
10,437
0.090**
(0.037)
9,323
(0.060)
15,428
0.033
(0.056)
12,707
0.060
(0.057)
10,530
0.003
(0.053)
8,703
in predicted compensating
Female
Young Old
-0.032 0.069
(0.090) (0.051)
11,651 14,994
0.063
(0.066)
10,118
0.084
(0.100)
8,956
0.070
(0.067)
12,263
0.115**
(0.054)
10,088
-0.043 0.126**
(0.069) (0.061)
7,993 8,346
differentials between the
old and new occupations at time t. Covariates included but not shown in this table are gender,
race, education, job tenure, (job tenure)2 , number of dependents, marital status, and age group
dummies. Standard errors in parentheses are clustered by occupation and individual using the
two-way clustering technique. Significance levels: * 10%, ** 5%, *** 1%.
1-Year
N
2-Year
3-Year
Table 2.10: IV Estimation Results: Effect of Weighting
All Male Female
Aln(1 - 7) 0.046** 0.041** 0.033 0.033 0.087** 0.063**
(0.019) (0.018) (0.025) (0.027) (0.036) (0.032)
A ln(z - T) 0.046 0.024 -0.072 -0.089 0.055 0.017
(0.044) (0.045) (0.069) (0.081) (0.068) (0.065)
Occupation*Year Fixed Effects Yes Yes Yes Yes Yes Yes
Weighted by Standard Errors Yes No Yes No Yes No
N 42,350 42,350 21,675 21,675 18,953 18,953
Note: The dependent variable is the difference in predicted compensating differentials between the old and
new occupations at time t. Covariates included but not shown in this table are gender, race, education, job
tenure, (job tenure)2 , number of dependents, marital status, and age group dummies. Standard errors in
parentheses are clustered by occupation and individual using the two-way clustering technique. Significance
levels: * 10%, ** 5%, *** 1%.
130
Chapter 3
The Tax Elasticity of Labor Income:
The Introduction of a "Within"
Quantile Estimator
3.1 Introduction
The tax elasticity of labor income is an important parameter for the understanding of both
labor supply and the effects of income taxation. While a growing literature has studied the
elasticity of taxable income, there is less work focusing specifically on labor income. Because
the government can tax labor income separately from other types of income, it is important
to isolate the response of labor income to taxes. Furthermore, governments can implement
non-linear tax schedules so the mean elasticity of labor income is not a sufficient description
of individual behavior. This paper uses quantile estimation to find the elasticity throughout
the income distribution.
Many papers use tax schedule changes as a source of variation for identification.
A significant problem with this strategy is that tax schedule changes potentially induce
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economically meaningful general equilibrium effects, making it difficult to isolate individual
behavioral changes from economic shifts that are beyond the control of the individual. This
paper recognizes that two people with the same labor income may experience very different
tax changes for any given tax schedule change because of initial variation in secondary
earnings or capital income. By implicitly comparing workers with similar labor income, this
paper tries to isolate the individual-level behavioral effects.
The tax literature has always recognized that there is likely significant heterogeneity
in the individual-level responses to income taxation. Because governments can use different
tax rates for different income levels, the most pertinent source of heterogeneity is the variation
throughout the income distribution. The literature has previously studied the elasticity for
high earners by selecting the sample based on initial earnings. This method poses some
problems - some specific to my topic and some more general - which motivate the use of a
quantile framework. First, selecting based on initial income does not necessarily split the
sample into low- and high-earners in the second period due to transitory income shocks. A
quantile approach defines the quantiles by the current period residual (i.e. current period
earning power). Second, there is still possibly heterogeneity within the selected sample. A
central benefit of a quantile approach is that it allows for estimation at several points. There
is interest in where the elasticity differs because tax brackets themselves are definable by
the government. Third, the observed income level is "treated" because we are observing
the income resulting from individual behavior given the individual's tax variables. Some
people have higher tax rates than others, but the literature splits them based on observed
income. In the tax literature, this may not be a substantial problem since the tax schedule
is generally monotonic in income (though cross-sectional state tax differences create a major
exception). The households with high income would have higher income than households
with lower income even if they both had the same marginal tax rate. In the tax literature,
a quantile framework would be preferable to the extent that tax rates are not monotonic in
income. In my context, a quantile framework is absolutely essential because the tax rate
is definitively not monotonic in labor income due to differences in secondary earnings and
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capital income. For these reasons, this paper utilizes a quantile framework.
The strategy of this paper requires the use of individual-level panel data since the
identification strategy relies on differential changes in tax rates experienced by the individual.
Panel data presents a unique problem for quantile estimation. By including fixed effects or
differencing the data, the original placement in the distribution is "lost." I introduce a new
estimator which uses only within group (or within individual) variation but maintains that
group's (individual's) placement in the distribution.
In summary, this paper offers a methodology and subsequent estimates which can
answer a very specific policy concern. Because labor income can be taxed separately and
non-linearly, it is critical to understand how it and it alone responds to taxes throughout
the income distribution. In the United States context, this paper can be viewed as inform-
ing the most efficient FICA tax schedule. The next section reviews the existing literature.
Section 3 presents the theoretical framework and section 4 discusses the empirical strat-
egy. Section 5 introduces a new quantile framework to estimate the parameters of interest.
Section 6 discusses data, followed by the results presented in section 7. The final section
concludes.
3.2 Literature Review
The contributions of this paper can be divided into three different categories. The primary
motivation of this paper is to add to the elasticity of taxable income (ETI) literature which
is well-summarized in Giertz [2004] and Saez et al. [2009]. Feldstein [1995] introduced the
idea of using panel data to look at the relationship between tax schedule changes and taxable
income changes. The literature has since become concerned with addressing the issues result-
ing from mean reversion and trends correlating with tax schedule changes. Essentially, the
literature compares people in different tax brackets before and after a tax schedule change.
This strategy assumes that the rate change is uncorrelated with any income change that
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would have occurred even if taxes had remained constant. Auten and Carroll [1999] include
a wide range of control variables to attempt to account for these underlying income trends.
While Feldstein [1995] found extremely high elasticities between 1.10 and 3.05, Auten and
Carroll [1999] obtain a more modest estimate of 0.55.
Gruber and Saez [2002] consider the problems of mean reversion and existing trends
as first-order concerns. They include a 10-piece spline in initial income to account for these
omitted variables. They conclude that the elasticity of taxable income is 0.4. This paper also
estimates elasticities focused specifically on high-income taxpayers by selecting the sample
based on initial income. They find larger elasticities for this sample.
Feldstein [1999] insightfully argues that the elasticity of taxable income is the central
measure needed to calculate the deadweight loss of income taxes. The elasticity of taxable
income acts as a summary measure of all the separate reactions of individuals to income and
wage taxes. Instead of calculating separate elasticities for every potential components, such
as hours worked and form of compensation (taxable or non-taxable), taxable income is the
ideal measure which accounts for all of these possibilities at once. However, I argue that
knowledge of the elasticities of separate components is useful when these components can be
taxed differentially. Most importantly, it is crucial to isolate the responses of labor income
and capital income. The United States tax code treats these types of income differently,
exemplified by the FICA tax rates. In addition, the economic implications of labor distortions
are very different from the implications of capital distortions. Lastly, the measurement of the
response of labor income may require different empirical strategies from the measurement of
capital income responses. The primary concern is that the realization of capital income is
more of a matter of timing around tax changes than a true change in household income or
distortion. There is some existing evidence of this effect (Auerbach [1988]). Timing issues
are less of a concern with labor income.
While likely obvious to many, a basic framework helps illustrate the components of
the ETI.
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L Labor Income
K Capital Income
I = L + K = Total Income
L
SL L+K
K
SK L+K
ox 1-r Elasticity of x with respect to 1 - 7Ex,1-r = O(1-r) x
The ETI literature has attempted to estimate Ei,1_,. As discussed above, there are
valid reasons why we care about the components separately:
I 1 - 7
Il- - (1 - 7) I
dL 1 - r OK 1 - T
SL + SK
O(1- ) L S (1-7) K
SL,1-TSL + 6K,1-rSK
This paper focuses on EL,1-,. Not only is this parameter necessary to understand
the deadweight loss of labor taxes, it is also likely a "cleaner" experiment to separate the
labor and capital elasticities.
Second, this paper parallels the elasticity of labor supply literature as summarized
by Hausman [1985] and Blundell and MaCurdy [1999]. This literature tends to focus on the
effect of wages or after-tax wages on hours worked. There have been a range of approaches to
attacking this problem, especially when tax rates are considered. Hausman and Wise [1979]
explicitly modeled the Negative Income Tax (NIT) and took a more structural approach.
On the other side of the spectrum, there are studies using a natural experiment approach.
Eissa [1995] studied the effects of the Tax Reform Act of 1986 on the hours worked and
participation of married women.
Hours worked and labor force participation are incomplete measures of labor supply,
and this paper focuses on total labor income as a more inclusive measure of labor supply.
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Wages are also potentially, to some extent, a choice variable through job choice (Powell and
Shan [2009]) or effort. Although the individual components are interesting in themselves,
labor income acts as an ideal summary measure for these multiple components.
The third main contribution of this paper is methodological. While a growing lit-
erature is extending the use of quantiles to more contexts, the application of quantiles with
panel data is sparse. There are two papers especially relevant to the model I will present.
Koenker [2004] presents the only existing fixed effect quantile estimator. This estimator
defines quantiles by placement within the group. The implications of this definition are
discussed later.
Abrevaya and Dahl [2008] study the effect of smoking on birthweight, with a focus
on lower quantiles. They look at mothers who have had more than one child, modeling
unobserved heterogeneity by mother. They do this by developing a random correlated effects
estimator. Importantly, this random effect helps define the quantiles. However, it does
not allow for arbitrary correlations between the unobserved heterogeneity and the observed
exogenous variables. Furthermore, it only applies to cases where all the explanatory variables
are exogenous.
The tax literature has frequently recognized that the tax elasticity can and likely
does vary throughout the income distribution. Because we live in a world with nonlinear
tax schedules, the mean elasticity - while suggestive - is inadequate if the elasticity varies by
income. In this paper, I introduce a Within Quantile Estimator (W-QE) for the purposes of
estimating these elasticities. There are limited options available for estimating quantiles in
a panel data context and I will detail how the estimator of this paper is ideal for this topic
and other panel data topics. The estimator allows the exogenous variables and instruments
to be arbitrarily correlated with a "fixed effect." Importantly, the quantiles are defined by
the total residual - the observation-specific error term and the fixed effect.
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3.3 Model
In this section, I provide an extremely straightforward theoretical framework to illustrate
the impact of income taxes on individual labor income.
In this model, the individual maximizes a traditional utility function over consump-
tion (c) and non-wage goods (n). "Non-wage goods" include leisure - in terms of hours or
on-the-job effort - and non-wage amenities (eg. health insurance, job pleasantness, etc.).
Basically, a worker's total labor income is a function of his/her wage (which is a function of
effort and non-wage amenities) and hours worked. I model labor income as a (potentially)
non-linear function of non-wage goods, L(n). I assume that more non-wage goods leads to
less income: L() < 0.
an
max U(c, n) such that c = L(n) + y - T [L(n) + y] (3.1)
c,n
where Uc > 0, Un > 0
- max U (L (n) + y - T [L (n) + y], n) (3.2)
n
First-order condition:
aL (n) Un(1 - T') = (3.3)an Uc
Consider an increase in T' while holding ) constant. ) likely does shift when
tax rates change, but this paper focuses on behavioral responses net of general equilibrium
effects. The empirical strategy will compare people subject to similar general equilibrium
effects so, for the sake of this model, assume that the person in question is the only person
to experience the increase in T'.
The increase in T' implies that the right hand side must increase or, under the
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standard assumption that the utility function is concave, the demand for n increases relative
to the demand for c. Thus, the substitution effect dictates that labor income should decrease
when tax rates increase.
For the purposes of motivating a quantile framework, note that the change in choice
of n for a given change in T' depends on the magnitude of .L(). For illustrative purposes,&n
assume that labor supply only varies on the hours worked dimension so that n = leisure
and define h = hours worked = E - n (for some endowment of hours E). Then, L = wh.
High-skilled workers (workers with a high w) should be more responsive to tax changes. Of
course, this conclusion assumes that there is no correlation between the utility function and
skill. In the end, the heterogeneity in the labor income response to taxes is an empirical
question.
3.4 Specification
The above model states that labor income is a function of the the marginal net-of-tax rate
and after-tax income. Gruber and Saez [2002] illustrate how this type of model converts
directly into an estimable specification. The specification allows for separate estimation of
the substitution and income effects for the elasticity of taxable income so that the coefficient
on the marginal net-of-tax rate variable can be interpreted as a compensated elasticity.
I will estimate a traditional mean-IV specification. While I replace the dependent
variable with L, labor income, instead of all taxable income, the specification is very similar
to the Gruber-Saez specification:
ln(Lit) = i + 7t + 13 ln(1 - Tit) + /2 ln(zito - Tt(zito)) + Eit (3.4)
where Lit is the total labor income of individual i at time t, T is the marginal tax rate,
Tt(z) is the tax liability given total income z and the tax schedule at time t. Note the use
of ito which indexes the first year of data for individual i. The after-tax income term is
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different than the Gruber-Saez term. Gruber and Saez [2002] use In (zit - Tt [zit]) which lets
z change between periods to and t. My specification holds z constant because z is a choice
variable. When the tax schedule changes, a household's tax liability changes. The household
then maximizes its utility function subject to the new budget constraint, choosing z. The
Gruber-Saez specification models z as a cause. This issue is not an endogeneity issue that
can be solved with instrumenting. Instead, it is a specification issue. The income effect is
the effect of the loss/gain of income due to a tax schedule change, holding z constant.
The equivalent quantile specification (where X represents all explanatory variables)
is the following:
Qln(L)a,X(7) = (t(7) + 61 (T) In(1 - T) + 62 (T) [ln(zo - Tt(zo)) - In(Lo)] (3.5)
Notice that there is another alteration here. I changed the after-tax income variable
to, essentially, a non-labor income variable. While the In(Lo) term would fall out in the
mean-IV specification, it is important in the quantile specification since the quantiles are
defined by the residual. We are not interested in looking at people with high labor income
given their total after-tax income. So, it is necessary to subtract initial labor income from
the right-hand side term.
3.4.1 Instruments
A household's tax rate and tax liability are partially a function of their labor income so
instruments are necessary for consistent estimation. The instruments of this paper are in-
spired by the recognition that two people with the exact same labor income may experience
different tax changes when the tax schedule changes due to initial differences in secondary
earnings or capital income. This type of experiment may, at first glance, almost seem too
stringent. The customary strategy would be to find people in different tax brackets whom,
consequently, experience different tax changes when the rates in those brackets are differen-
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tially changed. However, the worry with this type of approach is that individuals in different
parts of the distribution are not comparable because they are subject to varying economic
forces, both exogenous and endogenous to the tax change. Specifically, individuals with
different initial incomes may experience different economic trends. Additionally, when an
individual's tax rate changes, the people economically most like him/her experience similar
changes, resulting in general equilibrium effects affecting the return to their skill and labor
supply. Thus, people who experience relatively large tax rate changes are also likely to face
the most significant general equilibrium effects.
By focusing on people with similar labor income, my empirical strategy should be
comparing people subject to similar trends and general equilibrium effects of the tax schedule
change. It is important to recognize that there are multiple ways to achieve the same labor
income and it is, therefore, incorrect to assert that two such people are the same. But, the
critical element of this strategy is that I am not identifying off these differences. Instead, I
identify off the interaction of different "other" income (capital and secondary) and changes
in the tax schedule.
An alternative means of thinking about the source of exogenous variation is to
compare it to the variation in the ETI literature. My instruments are essentially the Gruber
and Saez instruments, but I "net out" the expected tax rate given the individual's labor
income. This technique is unavailable to the ETI literature because it is estimating the
elasticity of all taxable income, not just labor income. By focusing specifically on labor
income, I can identify off variation that is unrelated to the initial value of the dependent
variable.
Labor income and "other" income are highly-correlated. Therefore, it would be
incorrect to simply use a "first-dollar" tax rate instrument. In other words, while I want to
use variation not originating from different initial labor incomes, I cannot simply compare tax
rate changes for people with different secondary earnings. People with high capital income
likely also have high labor income so comparing them to people with low capital income does
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not eliminate the problem.
To illustrate my instrumental variables strategy, I will write the instruments in a
differences framework. Using differences instead of a fixed effects model, the variable of
interest in equation (3.4) would be In(1 - Tit) - In(1 -- Ti,t-1). My ideal instrument, then, is
the following:
E[ln(1 - Tit) - Iln(1 - Ti,tl)Ilabor incomei,t-_, other incomei,t-_l
-E[ln(1 - Tit) - In(1 - Ti,t- 1)llabor incomei,tl] (3.6)
This is the predicted net-of-tax rate change experienced by an individual above (or
below) what s/he would have been expected to experience knowing only his/her income.
It is not practical to limit my analysis to people who have the exact same labor
income in the same year. Instead, I note that (3.6) is equal to
E[ln(1 - it) - In(1 - Ti,tl)llabor incomei,tl, other incomei,tl]
-E[ln(1 - Tit) - ln(1 - -r,t-)Ilabor incomei,tl, E(other incomei,t-_llabor incomei,tl)]
This equality suggests using an estimate of E(other incomei,tlllabor incomei,ti)
to find "counterfactual" tax rates.
The practical steps are as follows:
1. Estimate expected asset and spousal income for given labor income to get counterfac-
tual other income.
2. Get predicted tax rates for period t - 1 and t (using Gruber-Saez method):
(a) Find individual's tax rate and liability for period t - 1 given own t - 1 labor
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income, own t - 1 other income, and period t - 1 tax schedule.
(b) Inflate period t - 1 labor and other income.
(c) Find individual's predicted tax rate and liability for period t given own inflated
t - 1 labor income in t - 1, own inflated t - 1 other income, and period t tax
schedule.
3. Get counterfactual tax rates for period t - 1 and t:
(a) Find individual's tax rate and liability for period t - 1 given own t - 1 labor
income, counterfactual t - 1 other income, and period t - 1 tax schedule.
(b) Inflate period t - 1 labor and counterfactual other income.
(c) Find individual's predicted tax rate and liability for period t given own inflated
t - 1 labor income in t - 1, counterfactual inflated t - 1 other income, and period
t tax schedule.
Define
#it=predicted tax rate
Tit=counterfactual predicted tax rate
Tt=predicted taxes
Tit=counterfactual predicted taxes
My instruments are written below in the (3.4) framework (not the differences one):
1. In(1 - ?t) - In(1 - -it)
2. ln(zt o - Tit) - Iln( oito - tit)
The exogenous variation comes from the interaction of a person's "other income"
and tax schedule changes. Note that for any labor income, it is equally as likely that an
individual will be predicted to experience a tax increase as a tax decrease. The instruments
142
are the tax changes a person would be expected to experience relative to a person with the
same labor income. Any tax change may cause significant general equilibrium effects and
there are important wage trends occurring during this time period. The construction of the
instruments ensures that initial labor income is not identifying the variation in tax rate. The
instruments, then, should be orthogonal to these confounding factors.
I have not yet mentioned how I construct E(other incomei,tlllabor incomei,tl).
Notice that while perfect knowledge of this function would be ideal, deviations are not espe-
cially problematic. I can assign secondary earnings to a person that are too high given her la-
bor income as long as that deviation does not systematically interact with the identifying tax
changes. For any range of labor income then, the estimate of E(other incomei,t_l labor incomei,tl)
should not consistently under- or over-predict. If this happens, then I am essentially assigning
predicted tax rate changes based on initial labor income, the specific source of identification
I am attempting to shutdown.
Take two workers with the same labor income (but different other income) in the ini-
tial period. A comparison of 2 methods should illustrate how E(other incomeitlllabor incomei,tl)
must be estimated. I could use OLS on the entire sample to fit the relationship between
"other income" and labor income. Using this fit, I predict the expected other income for
each worker given his/her labor income. The problem is that the relationship between la-
bor income and other income may be non-linear and I may under- or over-predict other
income for both workers in question. An alternative method is to only use information
from these 2 workers to derive the relationship. For example, I could use their mean
other income as the expected value of other income given that labor income. This value
might be incorrect, but there is no systematic deviation from the assigned "counterfac-
tual" other income for any given range of labor income. In other words, local estimation of
E(other incomei,tlllabor incomei,tl) is extremely important.
This idea of local estimation suggests using labor income "neighbors." For each year,
I divide the sample by age group and sex. For each worker in each year/age group/sex cell,
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I do the following steps:
1. If there is at least one other worker with the same labor income, take the average
secondary earnings and capital income of these workers.
2. Otherwise, find the next highest and the next lowest labor income values. For the
set of workers with either of these labor incomes (this set includes at least 2 people),
use OLS to draw a line for secondary earnings and capital income. Evaluate at the
worker's labor income.
Note that if a worker has the unique lowest (or highest) labor income value for the
sample, then there is no "next" lowest (or highest). For these observations, I simply assign
them their own secondary and capital earnings as their counterfactual earnings. Thus, no
identification originates from unique highest and lowest labor income values.
This estimate of the relationship between labor income and other income uses only
the closest labor income values, ensuring that there cannot be any systematic over- or under-
predicting for any range of labor income.
3.4.2 Identification
The instrumental variable strategy outlined above uses tax schedule changes interacting
with a worker's "other income" to predict tax changes. By only using "other income," the
predicted tax changes should be orthogonal to confounding factors such as wage trends,
mean reversion, and general equilibrium effect.
Note that only tax schedule changes are identified. The strategy holds initial sec-
ondary and capital income constant and assumes that an individual fixed effect captures the
impact of initial income. I would not argue that the predicted tax rate or liability levels
are identified. It is, therefore, critical to only use the predicted tax changes as a source
of variation. Equation (3.4) meets this requirement through the inclusion of an individual
fixed effect. This requirement is more problematic in a quantile framework and motivates
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the introduction of a within quantile estimator (W-QE).
3.5 Within Quantile Estimator
For the sake of motivation, I will briefly discuss two existing quantile estimators. For this
discussion, I will assume linearity in the explanatory variables. Koenker and Bassett [1978]
introduced regression quantiles through the minimization of the "check function":
minE (yi - x'b) { l(y < x'b) - 0} (3.7)
In a random coefficients type model, the specification can be modeled as
Yi = xO/(E) (3.8)
Fixed effects are potentially problematic in this estimator, depending especially on
the underlying model. For instructive reasons, consider the ramifications of simply including
individual fixed effects in the traditional quantile estimator: yi = z (~) +ai (i). If there are
a small number of observations for each individual, incidental parameters is likely an issue.
Even assuming that problem away, interpretation of the resulting estimates is an issue. The
quantiles are defined by e, the observation-specific component of the residual.
Koenker [2004] suggests a location-shift fixed effect model which I will model as
Yit = C + x' t 3 (Eit) (3.9)
The quantiles are defined within individual:
q n mi
max E E wkPO( - i - x3(Ok)) (3.10)
a k= j=1 i=1
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where w is a weighting function and p is the traditional check function. The fixed effect
itself is estimated simultaneously and held constant for all quantiles. While Koenker [2004]
is primarily concerned with estimation of the ai terms, it is instructive to pretend that these
terms are known and given to the econometrician. The Koenker [2004] estimator, then, is
equivalent to a traditional quantile regression of (yit - ai) on Xit. In other words, the fixed
effect is "differenced out."
This estimator is potentially useful in situations where we want to define the quan-
tiles only by the observation-specific residual. However, in other contexts, we do not want to
"lose" an observation's place in distribution when we account for fixed effects. Researchers
typically use panel data for the purposes of identifying the effect of a variable which they
believe is endogenous in a cross-sectional context. The effect that we want to measure, how-
ever, is not different depending on whether we can identify it from cross-sectional data or
whether identification requires panel data. With quantiles, this implies that we want to use
the "total residual" (o and e) when defining the quantiles. For example, say we care about
the distribution effects of a policy on wages. This policy is implemented in year 2. Individual
A makes $10/hr in year 1 and we know that aA = $14. Individual B makes $100/hr in year
1 and we know that aB = $104. For both individuals, yl - c = -4. The Koenker [2004]
estimator treats these people as equivalent and assumes that the policy would have an equal
impact on both of them. However, it is likely that they are impacted differently. If we are
studying the impact of the minimum wage on the entire distribution of wages then we would
expect these two individuals to experience very different effects.
There are many cases when our model is
Yit = xit/(cti + Cit) (3.11)
The quantiles are now defined by the total residual of the observation. The actual
estimator never estimates a and instead simply uses yit - x'ib to define the quantiles.
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For notational ease, define uit = oi + it.
The estimator makes the following straightforward assumptions:
1. x'j 3P(uit) is increasing in uit for each group i.
2. cit are i.i.d. across i and t, and ai are i.i.d. across i.
3. Z independent of u conditional on a: (Z lu)a
4. Z - Zi full rank.
5. If zit - zi, full rank, then E[xit - xi, Zi, ai] is full rank.
It is easier to derive a moment condition if u is converted to a rank variable. Let q
be a rank variable which defines the percentile rank of the residual. q is the cdf of u:
qi = F,(ut) = Pr(u < uit)
Note that q is uniformly distributed. I can rewrite the equation of interest as
yit = xt(qit) (3.12)
And the assumptions now are:
1'. xit3(qit) is increasing in qit for each group i.
2'. qit is i.i.d across t for every i.
3'. (Z q)~a
4'. Z - Z full rank.
5'. If zit - zi, full rank, then E[xit - xi,lZi, oa] is full rank.
Assumption 1' is a typical monotonicity assumption for quantile estimators. As-
sumptions 2' and 3' state that the residual is independent once conditioned on the fixed
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effect and Z is exogenous given a, conditions commonly used in fixed effect models. As-
sumption 4' states that there must be within-individual variation in Z. Assumption 5' is a
"first stage" condition - the instruments must predict the endogenous variables conditional
on a.
I am interested in estimating the equation X'3(O) where 0 indexes the quantile.
3.5.1 Moment Condition
For individual i,
E {1(yit - xit3(O) < 0) Zi, ail} = E{1(xit,(qit)< It x,(O))Zi, ai}
= E{1l(qit < O) zit, ai} by Assumption 1'
= E {1l(qit < )l ai} by Assumption 3'
= E{1l(qi, < 0)}ai for alls
E {l(yit - xit/(O) < 0) - 1(yis - x'is(O) < 0) IZi, ai} = 0
Define E {1(qit < O) ai} = E {l(qis < 8)Iai} i.
Importantly note the following:
E [{1l(qit < 8) la] 0=
Or, written differently, fi 0i = 0. One way of interpreting this estimator is that it
recognizes that, for a given 0, each individual has a separate probability of qit < 0. It, then,
makes comparisons within individuals.
The moment condition is as follows:
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E (zit - zis) [l(yit - x t ( O) < 0) - 1(yis - x,(9) < 0)]} =0 (3.13)
i t s<t
Note that this is equivalent to:
E t [z (l(yit - xit3(0) < 0) - l(Yis - xs(O) < 0))] } 0
I can re-write this moment condition to make it more comparable to traditional
quantile estimators:
E z' 1(yit - xO1(O) < 0) - ~ '1(yj - 0(0) < 0) = o
i t s
EE [zt (1(yit - 4P(0) < 0) - i)] =0
We can now clearly see that this estimator has basically just replaced 0 in the tradi-
tional quantile estimator with Oi. Note, importantly, that this estimator does not suffer from
an incidental parameters problems since it is equivalent to a series of pairwise comparisons.
Any quantile estimator essentially divides observations into "below" and "above" a threshold
which depends on 0. This estimator simply says that Z does not predict whether or not an
observation is "below" the threshold within an individual. The full set of moment conditions
is
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E {i E E (z t - zs) [(yit - 4x(it ) < 0) - l(Yis - xisO(O) < 0)] = 0 (3.14)
i t s<t
1
subject to NT S l(t - x'3(0) < 0) = 9 (3.15)
i t
3.5.2 Estimation
Estimation requires forcing 0 of the observations to be below the threshold. The threshold
point is fairly arbitrary given that the constant can shift to accommodate this necessity. For
this section, assume X does not include a constant and let the constant be represented by
7. Let b represent a guess for 3(0).
Define j(0, b) as the 0 th quantile of the distribution of Yit - Xb:
"(0, b) solves Y 1 (yt - Xitb < (0, b)) = 0
i t
Thus, any guess b for /(0) has a corresponding i(0, b). The above equation forces
(3.15) to hold. Note that this same logic applies to a set of fixed effects which saturate
the model, such as year fixed effects, implying that a guess b has a corresponding set of
7t(0, b).
Estimation will use GMM with
git(b) = z' 1(yt - xtb < '(0, b)) - l(yi - < '(0, b))
Oi(b)
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Weighting matrix:
1-
S= git(b)gjt(b)'
Identification, consistency, and asymptotic normality of this estimator are covered
in the appendix.
3.5.3 Discussion of Estimator for Tax Elasticities
I have previously discussed the importance of measuring the heterogeneity in the tax elas-
ticity of labor income throughout the distribution. The quantile estimator introduced in
this paper estimates the exact parameters of interest. It is important to note, however, that
the ETI literature has looked at heterogeneity before this paper. Previously, the literature
has selected the sample based on first period income and estimated the elasticity for this
sub-sample, traditionally focusing on high-income households. This method is not necessar-
ily wrong in that circumstance. Ideally, we want to assign people to sub-samples by their
counterfactual income - the income they would have with a common tax rate. Instead, we
observe people at their chosen income level given different tax rates. In the ETI literature,
however, this may not be a poor approximation since the marginal tax rate is relatively
monotonic in income. The households with the highest taxable income would have the high-
est taxable income even if they faced the same marginal tax rate as households with lower
taxable income. There are some exceptions to this rule, however, which create problems.
The main advantage of the quantile framework in the ETI context is that it uses current
period counterfactual income to rank people, instead of a previous period's income.
For my context, however, it is critical to use quantiles instead of selecting the sample.
Marginal tax rates are not monotonic in labor income since it is possible to have a higher tax
rate than someone with less labor income due to high secondary earnings or capital income.
Thus, the quantile framework is ideal for my purposes.
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3.5.4 Estimation Logistics
Like many quantile estimators, minimization of this objective function is complicated and
more advanced techniques such as MCMC (Chernozhukov and Hong [2003]) are required.
Because the analysis in this paper only includes two explanatory variables, estimation will
use a simple grid search procedure. Standard errors are obtained by bootstrapping (clustered
at individual-level).
I estimate the parameters of interest for 0 = 1 - 99. Quantile estimation can
frequently result in crossing quantiles - a violation of the monotonity assumption. Cher-
nozhukov et al. [2008] show that rearranging or monotonizing the quantiles actually improves
the performance of these estimates. I use the rearrangement method by monotonizing for
each individual in the last year of my data. The coefficients presented in the results reflect
the rearrangement.
3.6 Data
This topic requires individual-level panel data which reports labor income by person. The
best resource for this type of information is the Panel Study of Income Dynamics (PSID). The
PSID began in 1968, following the economic behavior of an original sample of families with
some additions to the sample in later years. My focus will be on the years 1981-1994.1
The advantage of the PSID is that it reports labor income for both the head of
the household and the spouse and other income measures of the family. These income
variables allow researchers to generate fairly precise tax rates and tax liabilities for each
individual using the Taxsim program of the National Bureau of Economic Research (Butrica
and Burkhauser [1997]). I use Taxsim to generate the actual tax rates, the predicted tax
rates, and the counterfactual predicted tax rates.
'More recent data are not "finalized" by the PSID yet.
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I focus my analysis on heads of the households and spouses between the ages of 25
and 55 who have non-zero labor income. Summary statistics are presented in Table 3.1.
Figure 3-1 shows the economy-average marginal tax rate by year. The main takeaway from
Figure 3-1 is that the Tax Equity and Fiscal Responsibility Act of 1982 and the Tax Reform
Act of 1986 are the major tax changes during my time period. Because they both had
significant differential tax changes by bracket, they are the main identifying forces of my
estimation strategy.
Many of these individuals have labor income data available for several years. How-
ever, I follow Gruber and Saez [2002] and use 3-year differences. I implement this by es-
sentially considering each 3-year pair one "individual." Thus, each individual only includes
2 observations. Standard errors are obtained through bootstrapping, but I use a clustered
bootstrap which selects based on the actual person. In other words, when person A is selected
into a bootstrap sample, all of his/her 3-year pairs are included.
3.7 Results
I present first stage results in Table 3.2. The first stage is strong for both variables for each
sample. My estimates should not suffer from a weak instruments problem.
In Table 3.3, I present the mean IV results. These are the mean tax elasticities of
labor income. The results are similar to the tax and labor elasticities in the literature. I find
an overall labor income elasticity of 0.5. As expected, I find a higher elasticity for women
of 0.9. The elasticity for men is 0.3, though it is important to note that this statistic is not
significantly different from 0.
I present the main results of this paper in a set of figures, graphing the compensated
elasticity for each quantile. I also present graphs for the income elasticities by quantiles.
Finally, using Feldstein [1999], I can translate my results into deadweight loss "coefficients."
The deadweight loss formula is 0.5-EL,1-,L and measures the welfare loss of labor income
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taxation. This paper estimates CL,1-- and finds the counterfactual income L. 2 There are
many caveats when using this formula in the ETI context because of income shifting (in
terms of timing or income type). Many of these concerns are less problematic when focusing
on labor income, but they are still recognized as potentially biasing this exercise. The central
point of the DWL figures is simply to illustrate the relative distortions throughout the income
distribution. I graph 0.5EL,_1-L for each quantile. This number is the weight that must be
placed on 7for any given tax rate at that quantile to calculate deadweight loss. The
relative values in these graphs show how much more costly it is to increase taxes at some
points in the income distribution compared to others'.
Figures 3-2 - 3-4 show the findings for the full sample. The compensated elasticity
bounces around for the lower quantiles and are generally very high until around quantile
30 (-$30,000). 3 The elasticity is then estimated between around 0 and 0.1 until quantile 90
(-$60,000). The elasticity, at that point, steadily increases to over 1 for very high incomes
(over $100,000). This graph illustrates the importance of measuring the heterogeneity in
the response to marginal tax rates. While the mean elasticity is 0.5, this number is not
representative of most of the distribution.
The income elasticity is consistently negative and very large for lower income work-
ers. The income elasticity eventually hovers between -.6 and -.4, though high income workers
do seem less responsive on this margin overall.
Figure 3-4 is a central figure of this paper. The deadweight loss coefficient is not
simply a function of the compensated elasticity but also incorporates the baseline income.
The same elasticity for a higher quantile will lead to a higher welfare loss since the baseline
income is larger. Because the elasticity is also increasing, the welfare loss of taxes is much
higher for the higher quantiles, dwarfing the deadweight loss at lower quantiles.
Figures 3-5 - 3-7 express the findings for men only. The compensated elasticities are
2Note that this labor income measure is preferable to using actual income. Actual income is "treated."
Instead, it is necessary to use a hypothetical initial income measure (with no taxes). Another advantage of
using a quantile framework is that it provides this very measure.
3Counterfactual income will assume a 30% marginal tax rate and no change in after-tax income.
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rather noisy, but some conclusions can be made. The elasticity seems to be very high for the
lower quantiles. For the quantiles between 35 (-$45,000) and 60 ($55,000), the elasticity
stays between around 0.2 to 0.4. It generally increases after that point with a steady increase
beginning starting at quantile 80 (-$70,000). The elasticity is over 1 at about $175,000.
There is also substantial heterogeneity in the income elasticity parameter, though it
is consistently negative. The deadweight loss coefficient graph is similar to the full sample
figure. The deadweight loss of taxation at the higher income dominates the welfare loss
resulting from taxes at lower incomes.
Figures 3-8 - 3-10 express the female labor supply results. The compensated elas-
ticity is very noisy for the low quantiles. It stabilizes at around quantile 50 (-$30,000).
Surprisingly, women above the median appear to be non-responsive to income taxes. For
men, I find that higher income workers have the highest compensated elasticities but this
does not appear to be the case for women. However, there is a major caveat to this point.
The top estimated quantiles for women have income generally below the income for men at
the point that the elasticity for men is large. Thus, the same effect may exist for women,
but it is difficult to measure because there is a lower frequency of extremely high-earning
women in my data.
The results for women illustrate the importance of modeling the heterogeneity in the
elasticity term. While the mean elasticity is much higher for women than men, the elasticity
is not necessarily higher for most of the income distribution. Instead, the higher elasticity
for women appears to originate solely for the low income quantiles.
The mean elasticity estimate for women in Table 3.3 is larger than almost any of
the quantile estimates. Conversely, the mean elasticity for men in Table 3.3 is lower than
many quantile estimates. This fact suggests that the mean IV regression is inappropriately
weighting different parts of the distribution or that the assumption of a fixed / for both
variables biases each of them.
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3.8 Conclusion
I estimate the tax elasticity of taxable income throughout the income distribution. The
main contributions of this are (1) a new quantile estimator to focus on heterogeneity in
the response to taxes on labor and (2) a cleaner identification strategy than the existing
literature's. I find evidence that there is substantial heterogeneity in the tax elasticity of
labor income, especially for men. High-earning men are extremely responsive to the marginal
tax rate. Overall, my results illustrate that high earners are much more responsive to the
tax rate, leading to significantly larger welfare loss than taxes at lower incomes. Overall, I
find that most of the income distribution is not responsive to the marginal tax rate. There
is also evidence that workers with very low labor income are also more responsive than most
other workers. Importantly, the mean elasticities that I estimate are not representative of
most workers. Using the mean elasticity to inform the ideal tax rate for any specific bracket
is problematic due to the heterogeneity in the responsiveness. The results in this paper
can inform an ideal FICA tax schedule by measuring the elasticity throughout the income
distribution.
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3.A Identification Proof
Identification requires an additional assumption:
6'. y continuously distributed conditional on a, Z.
Identification requires that the following condition hold iff b = /(0) (for zit 4
Zis):
P(yit < x'tbZi, a~) = P(yi, < x',blZ, a)) (3.16)
Define b = 3(0) + ( and vit - Yit - x't/3(O) where /(0) is the true coefficient. Assume
P(yit < x'tP(o)+ x'tIZi, ai)= P(yi, < x'O/() + x' lZi, ai) for zit zi,. This implies:
P(vit < x'itO z, ai) = P(vis < x"( Zsi, az)
SP(xt( < Vv X s(Zi, al) : P(x'{ < v < zxIt(Z , ac) = 0
By assumption of continuity, this implies that
P(x'i( = xj ( Zi, a) = 1
Note that either = 0 or P(xit = xilZi, aj) = 1. The latter possibility contradicts
assumption 5'. Therefore, = 0. This proves identification.
3.B Consistency
For consistency and asymptotic normality, assume fixed T and N -- 00.
This section follows Newey and McFadden (1994, Theorem 2.6 on page 2132).
Additional assumption needed: j Z'ZjI < 00
1. Identification is proven above.
2. Assume compact parameter set.
3. git(P3()) is continuous in /(0) with probability one because of assumption that y
continuously distributed conditional on a, Z
4. I E Et git (0(0))l I |Z'Z <
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3.C Asymptotic Normality
This section follows Newey and McFadden (1994), 2186-2188. I'll use the pairwise comparison
version of the estimator for this section:
E {z't (1(yit - x'tl3(0) < 0) - 1(yi - x'3(O) < 0))} 0
Assume IIZ'XII < oc.
First, I'll focus on Theorem 7.3.
Let A(z) = z' [xitfx'll(x'13,ai) - xifx (xsp I )].
Let r(z, 3) = t[l(yit< xb)-1(yi< xb)~b--(yit< )+1(y 3< p)- (b- ) (x ()a )+b-O
< itb) - l(yit < zxt 3 )
xit(b - p) - f(3 )] +
For a given X, b -- <3 # X'b -+ X'3:
lim it'
X'b- X'3 it
1 (yit < xitb) - l(yit < xt!3 )
x\ (b - p)
lim zit Zis
X'b-+X'O i
- It))
< xb) - l(yi, < xP3)
x,(b- /) - f (x iO) )] =0
This follows from the assumption that | Z'XI < 00 and assumption 6'.
Also, note that
r(Z, 3) < 211Z'Xll < o00
The other conditions in Theorem 7.2 are relatively straightforward.
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< x'b)- 1(yis
x' (b - )
< x"/3)f( (3.17)
(3.18)
tlim z it xit i
lim z it Xis (yi
b-O i
3.D Figures and Tables
Figure 3-1:
Average Marginal Tax Rate By Year
990 1--993
1990 1993
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Table 3.1: Summary Statistics of the PSID Analysis Sample
Mean SD
Age 38.4 8.0
%Male 52.4 49.9
%Less than High School 11.0 31.2
%High School Graduates 38.7 48.7
%Some College 22.3 41.6
%College Graduates 28.0 44.9
Total Pre-Tax Income 64,687 67,621
Marginal Tax Rate 34.6 10.6
Tax Liability 20,313 26,403
Labor Income 35,748 45,585
Note: Total income, tax liability, and labor income are in 2007 dol-
lars.
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Table 3.2: First-Stage Estimation Results
All Female Male
ln(1 -T) ln(z - T) ln(1 - T) ln(z - T) ln(1- T) ln(z - T)
ln(1 - f- ln(1 - -) 0.229*** 0.008*** 0.220*** 0.010"** 0.231"** 0.005***
(0.010) (0.001) (0.014) (0.002) (0.014) (0.002)
ln(z - T) - ln( - T) 0.687*** 0.584*** 0.687*** 0.601*** 0.800*** 0.557***
(0.070) (0.018) (0.097) (0.025) (0.087) (0.022)
Shea R 2  0.0174 0.1415 0.0163 0.1857 0.0174 0.0871
N 83122 83122 38150 38150 44972 44972
Note: Individual and year fixed effects included. 'it=predicted tax rate, fit=counterfactual
predicted tax rate, Tit=predicted taxes, Tit=counterfactual predicted taxes. Standard errors
in parentheses are clustered by person. Significance levels: * 10%, ** 5%, *** 1%.
Table 3.3: Mean IV Estimation Results
All Female Male
Compensated Elasticity 0.497** 0.888** 0.343
(0.253) (0.435) (0.293)
N 83122 38150 44972
Note:
errors
levels:
Individual and year fixed effects included. Standard
in parentheses are clustered by person. Significance
* 10%, ** 5%, *** 1%.
3.D.1 All
-- - Coefficient Estimate 95% CI
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Figure 3-3:
Income Elasticity: All
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Figure 3-4:
DWL Coefficient: All
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Figure 3-5:
Compensated Elasticity for Men
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Income Elasticity for Men
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Figure 3-7:
DWL Coefficient for Men
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Figure 3-8:
Compensated Elasticity for Women
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Figure 3-9:
Income Elasticity for Women
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