Abstract-This paper presents the first programmable LatticeReduction Aided (LRA) symbol detector for Multiple-Input Multiple-Output (MIMO) and Orthogonal Frequency Division Multiple Access (OFDMA). The detector proposed is implemented using 65 nm ASIC technologies. Owing to the programmability, the detector can be dynamically switched between linear (e.g. MMSE) and lattice-reduction aided (e.g. LRA-MMSE) detectors by simply running another software subroutine. Therefore, it allows a good trade-off between performance and computational latency to be achieved under various scenarios. Along with the hardware, two algorithm simplifications (SCNT-LR and SOT-LR) are proposed for finding subcarriers with illconditioned channel matrices. And in the end, interpolated LR (I-LR) is proposed to further reduce the computational complexity for real-time implementations.
I. INTRODUCTION
Multi-antenna or multi-in and multi-out (MIMO) schemes are considered to be a way to greatly enhance the performance of wireless communications by utilizing various degrees of freedom. Multi-carrier (e.g. OFDM or OFDMA) is a promising modulation or multiple access technology for its capability to convert a frequency-selective channel into a number of flat fading subchannels. MIMO and multi-carrier (e.g. OFDM and OFDMA) technologies have been adopted by most emerging wireless broadband standards (e.g. WiMAX and 3GPP LTE) to increase the spectrum efficiency.
Complex-valued matrix manipulations are common operations in the receiver of MIMO systems, thus the receiver complexity is several magnitudes higher than that in SISO and single-carrier systems. With the limited amount of computing power available in mobile terminals, the trade-off of performance/complexity is a critical issue to be carefully addressed in MIMO based multi-carrier systems. MMSE detection has been widely used for MIMO detection due to its affordable implementation cost [5] , though it has limited BER/SNR performance. Advanced detection methods such as LatticeReduction Aided MMSE (LRA-MMSE) detection [4] can significantly improve the system performance though it requires much higher computing power which usually makes it too expensive for real-time systems.
In this paper, an adaptive symbol detector for MIMO-OFDMA is presented which achieves similar performance compared to LRA-MMSE while maintaining a complexity close to MMSE. In the adaptive detector, lattice-reduction is only applied to some channel matrices based how badly conditioned they are. Furthermore, interpolated LRA (I-LRA) detection is proposed to further simplify the computation.
The remainder of the paper is organized as follows. In Sec. II, the system model is presented. Sec. III gives a brief introduction of several detection schemes in MIMO-OFDMA. The architecture and VLSI implementation of baseband processor for MIMO detection is presented in Sec. IV. Adaptive detection for MIMO-OFDMA is elaborated in Sec. V. The BER/SNR performance curves of proposed algorithms are presented in Sec. VI. Sec. VII elaborates on the possible scheduling strategies of the adaptive detector. In the end, Sec. VIII concludes the paper.
II. SYSTEM MODEL
A general MIMO enhanced multi-carrier system model is depicted as in Fig. II which might be either OFDM or OFDMA based system. Taking a MIMO-OFDMA system as an example, it has N T TX antennas, N R antennas and K sub-carriers in one OFDMA block. It is assumed that the time-variant wireless channel is static or quasi-static during P consecutive OFDMA blocks. Channels between each pair of TX-RX antennas are uncorrelated from each other. 
where, the channel matrix H is obtained with channel estimation and n is the additive noise at the receiver side. The channel estimator estimates the channel matrix H. The estimation of transmitted symbolŝ is detected in the following wayŝ
where W is a weight matrix calculated using linear (e.g LMMSE) or LRA (e.g. LRA-MMSE) detection based on H and variance of n.
In this paper, taking a 4 × 4 spatial multiplexing or spacetime block coding (STBC) MIMO-OFDMA based WiMAX system as an example, we assume 5MHz channel bandwidth (512 FFT) is used and the working frequency f is 2.4 GHz. If the mobile terminal is moving at a speed v = 60km/h, the maximum Doppler shift f m is 139 Hz. The following formula given in [1] ,
estimates the channel coherence time T c to be 8 ms. In this case, excluding the pilot and null subcarriers, the number of data subcarriers assigned to one user varies. Without loss of generality, we assume the number to be 32 in this paper. Therefore, 32 data channel matrices need to be inverted before the detection can start [1] . Although the channel matrix will not change drastically within the coherence time, the detection can not start before the preprocessing of the matrix W is finished. In the scenarios defined above, the symbol duration is 102.9 µs. Therefore, the time available for the preprocessing of W is determined by the size of memory buffer and the maximally allowed feedback latency. In practical systems, to be able to manage all other things (e.g. channel estimation), the amount of time available for computing W is usually within 0.1 to 0.2 symbol durations (10 to 20 µs). Finding a practical solution that meets this real-time constraint with best detection performance is a challenge in practical systems.
III. MIMO DETECTION METHODS For MIMO systems, there are various detection schemes such as Zero-Forcing (ZF), Minimum Mean-Square-Error (MMSE), Lattice-Reduction Aided MMSE (LRA-MMSE) and Maximum Likelihood (ML). ML is an optimal detection method but its complexity is usually not affordable in practice, thus putting it out of the scope of this paper.
A. Linear Detection
ZF is the most straightforward detection scheme and it is defined as follows
The equation shows that matrix inversion is involved in the detection. For MIMO-multi-carrier systems, this computation needs to be performed on a tone-by-tone basis.
B. Lattice-Reduction Aided Linear Detection
The problem of linear detectors is that the decision regions are very narrow when the basis (in other words, the columns of H) of the lattice are highly correlated, so it is easy to be affected by noise n. In order to improve the detection performance, LLL lattice-reduction aided (LLL-LRA) linear detectors are proposed recently for MIMO receivers [3] , [4] . The principle of LLL Lattice-Reduction (LLL-LR) is to transform the basis H into a new basis
which is roughly orthogonal. Since e H is usually better conditioned than H, the performance of linear detectors can be improved significantly. The LRA-ZF detection is
Note that QR decomposition of H is needed as the preprocessing step of LLL-LR, so that the generated Q and R are passed to LR procedure as input to compute the permutation matrix T. Therefore, LLL-LR usually involves a large number of operations and its complexity increases proportionally to the number of elements in the matrix. On the other hand, the amount of computing power available in embedded systems is always limited which means LLL-LR will be unaffordable in practice.
In [7] , instead of LLL-LR, Seysen's lattice-reduction is adopted to reduce the number of iterations to find the best bases. Although a single iteration involves more operations, the reduction of number of iterations can significantly reduce the computational latency. Therefore, the overall computational latency of Seysen's LR is significantly lower than LLL-LR. In spite of the complexity reduction, LR still poses a burden to the real-time implementation of symbol detection in MIMO-OFDMA.
IV. A PROGRAMMABLE DETECTOR
Software-Defined Radio (SDR) has been a popular area for wireless communications. Owing to the rapid scaling of semiconductor technologies, it is feasible and sometimes even more efficient to handle real-time baseband processing using a programmable baseband processor. In this paper, a baseband processor specifically designed for MIMO symbol processing is presented in this section.
A. Architecture
The architecture of the processor is illustrated in Fig. 2 . This processor consists of two Floating-Point processing cores. Each processing core contains one Floating-Point Complex Multiply-and-ACcumulation (FPCMAC) unit, a real divider, 16 general and 4 accumulation registers which is enough to compute the inverse of matrices not larger than 4 × 4 with high efficiency. The two processing cores are connected to one memory bank. The memory bank contains four memory cells so that four values can be accessed from the memory bank every clock cycle. Processing core A and B access the memory banks in an interleaved manner. 
B. Implementation
The baseband processor is implemented using 65 nm CMOS technologies from ST Microelectronics. The ASIC synthesis is done using the Synopsys design flow. Although the detection performance of linear detectors is inferior compared to lattice-reduction aided (LRA) detectors, they need much less computing power in real-time implementations. Especially for multi-carrier based MIMO systems where the same detection procedure is needed for every subcarrier, with limited amount of time and hardware the LRA detection will probably run out of time. In order to meet the real-time constraints, adaptive detection which can dynamically switch between simple linear detection and more complicated LRA detection is very attractive for practical systems.
A. Simplified Condition Number Thresholding (SCNT-LR)
In [6] , a low-complexity MIMO detection method is proposed based on Condition Number Thresholding (CNT-LR). This method checks the condition number of each subcarrier as depicted in Eq. 6
where σ max is obtained by applying the power method to calculate the largest eigenvalue of
1/σ 2 min can be obtained choosing the largest eigenvalue of
When c 2 H of a subcarrier is larger than a certain threshold, k, LRA detection is applied instead of linear detection. Since W −1 = G −1 is required by ZF detection anyway, it is free if c 2 H < k. However, the power method is an iterative method which involves complex-valued divisions (note that division in hardware is expensive).
In order to reduce this overhead, a Simplified Condition Number Thresholding (SCNT-LR) method is proposed by us in this paper. Since the condition number is just an estimation, the largest eigenvalue can be approximated directly by the closed form expression
As shown in Fig. 5 , this approximation is good enough since the curve of SCNT-LR almost overlaps that of CNT-LR which requires the computation of exact eigenvalues.
B. Seysen Orthogonality Thresholding (SOT-LR)
In this paper, a simplified method namely Seysen Orthogonality Thresholding LR (SOT-LR) is proposed by us to achieve the same performance. Instead of using the condition number computed from the eigenvalues of G and G −1 . Seysen's orthogonality measure [8] is used to judge how well H is conditioned.
where diag{} is a vector consisting of the diagonal elements of a matrix. Since the computation of s H only involves one dot product which is multiplication and addition, it is much cheaper than computing c 2 H from eigenvalues.
C. Interpolated LR (I-LR)
It is usually the case that the number of channel taps is much smaller than the number of subcarriers in multi-carrier systems, and the channel of a subcarrier will be more or less correlated to those of its neighbors. This brings a chance to simplify the computation of LRA detection by reusing results from neighboring subcarriers. We propose in this paper that LR (e.g. SCNT-LR) can be applied to the H of every m(m = 2 . . . M) subcarriers to compute the reduced basiŝ H and the reduction matrix T (it could an identity matrix if no LR is applied). Then the same T is applied to the neighboring subcarriers. Since the neighboring channels are correlated, applying the same T to them will still improve their condition. This is shown later in Sec. VI that the performance loss due to interpolation is small in case the number of taps is small. Interpolated SCNT-LR (I-SCNT-LR) can significantly save the computation needed for LR.
Owning to the relatively large number of subcarriers in multi-carrier systems, methods such as SCNT-LR, SOT-LR and I-SCNT-LR allow more computing power to be allocated for badly conditioned sub-channels to improve the system performance while maintaining relatively low overall computational latency. Based on the ASIC implementation of the baseband processor presented in Sec. IV, the computational latency of the adaptive MIMO-OFDMA detector using different methods are depicted in Table. III. 
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VI. SIMULATION RESULT
Simulation is performed to evaluate the performance of the detection methods proposed in above. Two systems are considered. One is a two-user 2 × 2 space-time block coding (STBC) system and the other is a 4 × 4 spatial multiplexing (SM) system, both use QPSK and 16QAM modulation. Sixtap Rayleigh-fading channels with a Doppler shift of 139Hz are used in the simulations.
The performance (SNR/BER) curves of an STBC two-user system using QPSK modulation are depicted in Fig. 5 . For the same percentage of subcarriers where LR is applied (5%, 20%), the BER/SNR curve of SCNT-LR-MMSE is slightly better than SOT-LR-MMSE. This shows that SCNT-LR is better than SOT-LR in finding the worst subcarriers. However, it has to be noted that SCNT-LR has an overhead computing the condition number for each subcarrier and finding more badly conditioned subcarriers also means it will take longer time to apply LR to them. As shown in Table III , SCNT-LR-MMSE takes 20 − 30% more cycles than SOT-LR-MMSE in call cases of the STBC system (5%, 20%) . Fig. 7 depict the BER/SNR performance of SOT-LR-MMSE with different thresholds in a 4 × 4 SM system (5%, 10%, 20%) and a two-user 2 × 2 STBC system (10%, 30%, 50%). 16QAM modulation is used in the simulation. The computational latency according to different thresholds is depicted in Table III . The latency result shows that around 30% more cycles are needed to performance LR based detection in SM systems than in STBC system to obtain the same performance enhancement. The reason is that though the size of channel matrices in the SM and STBC systems in this paper are the same, half of the elements in channel matrix of the STBC system are the conjugate (or negate) of the other half. So the chance of having ill conditioned channel matrices in SM system is much larger. shows that when the number of channel taps is relatively small, the performance loss due to the interpolation is negligible because of the higher correlation that exists among neighboring subcarriers. As depicted in Table III , the cycle count of I-SCNT-LR-MMSE is 422 cycles/subcarrier which is 37% of the brute-force LR-MMSE (1114 cycles), and only twice that of MMSE detection. As shown by Fig. 8 , the performance of I-SCNT-LR-MMSE is close to LR-MMSE and much better than MMSE. According to Sec. II, 16.9µs is needed for the duo-core processor to compute W for all 32 subcarriers which is within 0.2 symbol duration and 0.2% of the channel coherence time. In comparison, LR-MMSE will take the same processor 45µs which makes it too expensive for real-time implementation.
VII. REAL-TIME SCHEDULING ISSUES
Since LRA symbol detection is mainly a procedure based on H, the complexity and gain of LRA detection is determined by the values of H. On the other hand, in any wireless system, the baseband processing is a hard real-time job which means that in case the deadline is missed, the system will not be able to function properly. Therefore, with a limited amount of hardware resource, the real-time scheduling of the detector (in other words, the value of the threshold k in this paper) are determined by the factors in Table IV. VIII. CONCLUSION In this paper, an area efficient adaptive detector for MIMO-OFDMA is proposed which achieves a good performance/complexity trade-off under resource constraints. According to the best knowledge of the authors, the adaptive detector is the first programmable LR detector for MIMO based multi-carrier systems in literatures, which proves that Factors Description Condition of H It depends on the radio propagation channel and the antenna placement. The more correlation among channels, the less diversity can be exploited (in other words, less gain will come from MIMO). S H will increase in case the sub-channels get worse conditioned, which means LR should be applied to more sub-channel matrices.
Signal-to-Noise Ratio (SNR)
As mentioned in [9] , at low SNR, the gain of applying LR is not significant. Therefore, plain linear detection (e.g. ZF or MMSE) can be used together with simple modulation (e.g. QPSK). Only at high SNR, significant gain will come from thresholding based LRA detection.
Correlation of subcarriers
As proposed in this paper, in case the subcarriers are correlated, interpolation based LR can be applied so that the computational latency can be greatly reduced without significant loss of performance.
Mobility
The mobility of the mobile terminal or obstacles in the radio propagation path decides the channel coherence time. Together with the size of the receiving buffer of the mobile terminal, the deadline for H related channel rate preprocessing can be determined. The higher the mobility, the shorter the processing time. k should be increased since less time is available for the computation. LR detection is feasible for real-time implementation in commercial MIMO and multi-carrier enhanced systems. Furthermore, the architecture of the baseband processor is scalable to accommodate up to 6-8 processing cores, so that the computational latency can be further reduced by 3-4 times at the cost of larger silicon area.
