Counterfactual explanations help users understand why machine learned models make certain decisions, and more specifically, how these decisions can be changed. In this work, we frame the problem of finding counterfactual explanations -the minimal perturbation to an input such that the prediction changes -as an optimization task. Previously, optimization techniques for generating counterfactual examples could only be applied to differentiable models, or alternatively via query access to the model by estimating gradients from randomly sampled perturbations. In order to accommodate non-differentiable models such as tree ensembles, we propose using probabilistic model approximations in the optimization framework. We introduce a novel approximation technique that is effective for finding counterfactual explanations while also closely approximating the original model. Our results show that our method is able to produce counterfactual examples that are closer to the original instance in terms of Euclidean, Cosine, and Manhattan distance compared to other methods specifically designed for tree ensembles.
INTRODUCTION
Model interpretability has become an important problem in machine learning [7] . As machine learned models are prominently applied and their behavior has a substantial effect on the general population, there is an increased demand for understanding what contributes to their predictions. Furthermore, regulations on algorithmic decision making have been introduced, such as the General Data Protection Regulation (GDPR) in Europe, which gives an individual the right to an explanation for algorithmic decisions [9] . Consequently, this makes the interpretability problem crucial for organizations that wish to adopt more data-driven decision-making processes.
Explanations can be provided in a global or local manner. Global explanations give insight into how the model that generated the prediction performs as a whole, while local explanations are specific to individual predictions [13] -in this paper, we focus on the latter. Prominent methods for generating local explanations include feature importances [20, 24] , influential training points [17, 26] , decision sets [12, 18] and counterfactual examples [11, 29, 32] .
The advantage of the latter is that the explanations are actionable: they inform users of what contributed to an individual prediction such that they understand how to change the input in order to change the prediction. For instance, a user may be denied a loan based on the prediction of a machine learning (ML) model used by their bank.
A counterfactual explanation for this user informs them about the changes required in their profile that would result in an approval for the loan (i.e., change the outcome of the ML model). A counterfactual explanation could, e.g., be "Had your income been e1000 higher, you would have been approved for the loan." In this work, we focus on generating optimal counterfactual explanations -the minimal changes required to change the outcome. We do not want to present explanations that suggest the user should change more than what is minimally necessary to change the outcome. Counterfactual explanations naturally provide users with an understanding that is actionable, and therefore can be an effective tool for dealing with algorithmic decision making systems.
Counterfactual explanations are based on counterfactual examples: generated instances that are close to an existing instance but have a different prediction. The difference between the original instance and the counterfactual example is the counterfactual explanation. Previous work on generating counterfactual explanations involves perturbing features based on how much they contribute to the prediction [23] , solving a series of satisfiability problems [15] , framing the problem as an inverse classification task [19] , using mixed integer linear programming [25] or perturbing features along a desired outcome path (for tree ensembles) [29] . Our work differs from these since it casts the problem as an optimization task -we want to find the best feature values for a counterfactual example (from which we obtain a counterfactual explanation) rather than rely on heuristics.
Previous work on generating counterfactual explanations via optimization assumes that the underlying machine learning models are differentiable [11, 32] , which excludes an important class of widely applied and highly effective non-differentiable models: tree ensembles. Our work relaxes this assumption by probabilistically approximating tree ensembles in order to make them differentiable. Given a trained tree-based model M, we probabilistically approximate M by replacing each split in each tree with a sigmoid function centred at the splitting threshold. This results in a differentiable version of M from which we find the feature values required for counterfactual examples via gradient descent. Given an instance x and a trained treebased model M, our approximation allows us to generate a counterfactual examplex based on a minimal perturbation of x such that the prediction changes: yx = yx, where yx, yx are the labels M assigns to x andx, respectively. This leads us to our main research question:
Are counterfactual examples generated by our approximation method closer to the original input instances than those generated by existing methods?
We want to minimize the distance between the counterfactual example and the original input in order to ensure our explanation is the minimal perturbation required in order to change the outcome. The notion of minimality is not uniquely defined and may differ depending on the problem setting and end-user [4] . For some tasks it may be more important to perturb the smallest proportion of features, whereas for other tasks it might be preferable to produce the smallest possible perturbations per feature, regardless of the number of features. In our method, these preferences are made explicit by the choice of distance function in the optimization framework; this flexibility allows us to generate actionable explanations tailored to the end-users' needs. 
METHOD
A counterfactual explanation for an instance x and a model M, ∆x, is the minimal perturbation of x that changes the prediction of M. A perturbed examplex is an alteration of an instance x; if the prediction of M forx is different than for x, thenx is a counterfactual example. We presume that M is a probabilistic classifier, where M(y | x) is the probability of x belonging to class y according to M. The prediction of M for x is the most probable class label yx = arg maxy M(y | x). Thus in order forx to be a counterfactual example, yx = yx, in other words: 
Besides changing the prediction of M,x should be the result of a minimal perturbation to x, meaning that the distance between x and x is minimized. We presume there is an appropriate differentiable distance function d(x,x). The optimal counterfactual examplex * can then be defined as:
The corresponding optimal counterfactual explanation of x, ∆ * x , is:
This definition aligns with previous ML work on counterfactual explanations [15, 19, 29] . It should be noted that it is possible to have more than one optimal counterfactual explanation if the loss space is non-convex. In our work, we assume a convex loss space.
A counterfactual explanation provides users with an example of how an instance can be altered to result in an alternative prediction. Minimizing the distance between x andx should ensure thatx is as close to the decision boundary as possible. Moreover, the distance should indicate the effort it takes to apply the perturbation in practice, therefore the optimal counterfactual explanation shows how a prediction can be changed with the least amount of modification. The optimal explanation provides the user with interpretable and actionable feedback related to understanding the predictions of model M.
In Section 2.1, we propose a method for findingx * if M is differentiable or if a differentiable approximation of M is available. Then, in Section 2.2, we introduce a method for creating such differentiable approximations of tree-based models. Together, these contributions enable us to find counterfactual explanations through optimization for non-differentiable models, specifically tree ensembles.
Optimizable Counterfactual Explanations (OCE)
Wachter et al. [32] recognized that counterfactual examples can be found through gradient descent if the task is cast as a differentiable optimization problem. Specifically, they use a loss consisting of two components: (i) a prediction loss to change the prediction of M: LM(yx,x), and (ii) a distance loss to minimize the distance d:
The complete loss is a linear combination of these two parts, with a weight β ∈ R>0:
The assumption here is thatx * can be found by minimizing the overall loss:x * = arg min
Wachter et al. [32] propose a prediction loss LM based on the meansquared-error. In contrast, we introduce a hinge-loss since we assume a classification task:
Under the assumption that the distance function is differentiable, our choice of the distance loss L d (x,x) is simply:
The weight β should not be too large, otherwisex will not deviate from x and the prediction yx will not change, thus not leading to a valid counterfactual example. However, because LM is a hinge-loss, we expect that the choice of β does not need to be fine-tuned. An obvious limitation of our approach so far is that it is based on the assumption that M is differentiable. This excludes many commonly used ML models, including tree-based models, on which we focus in this paper. We propose a solution through differentiable approximations of these models; an approximation M should match the original model closely: M(y | x) ≈ M(y | x). We define the prediction loss for this approximation as follows:
We note that this loss is both based on the original model M and the approximation M: the loss is active as long as the prediction according to M has not changed, but its gradient is based on the differentiable M. The approximation of the complete loss becomes:
Since we assume that it approximates the complete loss: we also assume that the optimal counterfactual example can be found by minimizing it:x * ≈ arg min
The Optimizable Counterfactual Explanations (OCE) approach we propose performs gradient descent on
The gradient is taken w.r.t. the perturbationx, i.e., for the approximated loss ∇x L(x,x | M, d). Thus, if M closely approximates M and L is convex, then OCE is guaranteed to find the optimal counterfactual examplex * , from which we obtain the optimal counterfactual explanation ∆ * x .
Differentiable Approximations of Tree Ensembles (DATE)
For a non-differentiable model M, OCE requires a differentiable approximation M and minimizes a loss based on both: L (Equation 9).
As an effective choice for M, we introduce Differentiable Approximations of Tree Ensembles (DATE), which can be used in conjunction with OCE to generate counterfactual examples for any tree ensemble. Tree ensembles are based on decision trees; a single decision tree T uses a binary-tree structure to make predictions about an instance x based on its features. Figure 1 shows a simple decision tree consisting of five nodes in a hierarchical structure. A node j is activated if its parent node pj is activated and feature x f j is on the correct side of the threshold θj; which side is the correct side depends on whether j is a left or right child, let tj(x) indicate if node j is activated:
with the exception of the root node, which is always activated. Nodes that have no children are called leaf nodes; an instance x always ends up in a single leaf node. Every leaf node j has its own predicted distribution T (y | j), the prediction of the full tree is given by its activated leaf node. Let T leaf be the set of leaf nodes in T , then:
Alternatively, we can reformulate this as a sum over leaves:
Generally, tree ensembles are deterministic; let M be an ensemble of M many trees with weights ωm ∈ R, then:
This formulation fits adaptive or gradient boosted ensembles, random forests (i.e., ∀m, ωm = 1), or decision trees (i.e., M = 1).
Since M is not differentiable, we are unable to calculate its gradient w.r.t. input x and thus OCE cannot be applied to it. However, the non-differentiable operations in our formulation are (i) the indicator function, and (ii) a maximum operation, both of which can be approximated by differentiable functions. First, we introduce the tj(x) function that approximates the activation of node j: tj(x) ≈ tj(x), using a sigmoid function with parameter σ ∈ R>0:
As σ increases, tj approximates tj more closely. Second, we introduce a tree approximation:
The approximation T uses the same tree structure and thresholds as T . However, its activations are no longer deterministic but instead are dependent on the distance between the feature values x f j and the thresholds θj. Figure 1 displays an example of a decision tree and its approximation, along with the corresponding per node activations. Lastly, we replace the maximum operation of M by a softmax with temperature τ ∈ R>0, and introduce the approximation:
Thus, the output of our DATE method is the approximation M based on an original model M and the parameters σ and τ . DATE is applicable to any tree-based model, and how well M approximates M depends on the choice of σ and τ . Potentially, the approximation is perfect since:
In other words, it is possible for our approximation M to be perfectly faithful to the original model M, since increasing σ eventually leads to exact approximations of the indicator functions, while increasing τ leads to a completely unimodal softmax distribution. In practice, we expect that choosing high values for σ or τ leads to impractical nearzero gradients, and, consequently, that a better model approximation does not necessarily produce better counterfactual examples.
To intuitively illustrate DATE, Figure 2 shows a simple twofeature example ensemble consisting of three trees, each with a single leaf that predicts a positive label. On the left is the decision boundary for a tree ensemble; the middle visualizes the positive leaf nodes that form the decision boundary; on the right is the approximated loss LM and its gradient w.r.t.x. The gradients push features close to thresholds harder and in the direction of the decision boundary if L is convex.
Finally, the approximation of DATE can be used with OCE in order to find counterfactual examples for any tree-based model. In the following sections, we will evaluate whether combining OCE and DATE leads to counterfactual examples that are closer to the original inputs in comparison to existing methods. 
EXPERIMENTAL SETUP
To test OCE, we consider 27 experimental settings to find the best counterfactual explanations (3 datasets × 3 tree-based models × 3 distance functions) by jointly tuning the hyperparameters of OCE (w d , α) and DATE (σ, τ ). We choose the parameters that produce (i) a valid counterfactual example for every instance in the dataset, and (ii) the smallest mean distance between corresponding pairs (x, x). We compare OCE to the FT method by Tolomei et al. [29] and to a Random Perturbation (RP) baseline in terms of (i) mean distance, (ii) mean relative distance, and (iii) proportion of counterfactual examples that are closer to the original input. We found that the Adam optimizer [16] produced the best results for our task, but it should be noted that any optimizer can be used. We also evaluate DATE in terms of fidelity -the agreement between the approximation M and the original model M.
Datasets and Models
We evaluate OCE on three datasets: Wine Quality [30] , HELOC [10] , and COMPAS [22] . The Wine Quality dataset is about predicting the quality of white wine on a 0-10 scale. We adapt this to a binary classification setting by labelling the wine as "high quality" if the quality is ≥ 7. The HELOC set is from the Explainable Machine Learning Challenge at NeurIPS 2017, where the task is to predict whether or not a customer will default on their loan. The COMPAS dataset is widely used for detecting bias in machine learning systems, where the task is predicting whether or not a criminal defendant will reoffend upon release. The Wine Quality set has 4,897 instances and 11 features, the HELOC set has 10,459 instances and 23 features, and the COMPAS dataset has 4,320 instances and 6 features. In all cases, we scale the features such that their values are in the range [0, 1] and remove any categorical features. We split the data into a training (70%) and validation (30%) set, where the validation set was used for hyper-parameter tuning. Since our method is not dependent on the performance of these models, we do not create a test set. Counterfactual explanations were found for the datapoints in the training set since this is larger than the validation set.
We test OCE on three types of tree-based models and use the scikit learn implementation of each: (i) Decision Trees (DTs); (ii) Random Forests (RFs); and (iii) Adaptive Boosting (AB) with DTs as the base learners.
Baselines
We compare OCE against the Feature Tweaking (FT) method by Tolomei et al. [29] . To the best of our knowledge, this is the only existing method for generating counterfactual examples specifically for tree ensembles. FT identifies the leaf nodes where the prediction of the leaf nodes do not match the current prediction yx. In other words, it recognizes the set of leaves that if activated, tj(x) = 1, would change the prediction of a tree T :
For every T in M, FT generates a perturbed example per node in T change so that it is activated with at least an difference per threshold, and then selects the most optimal example. This means that for every feature threshold θj involved, the corresponding feature is perturbed accordingly:x f j = θj ± . The result is a perturbed example that was changed minimally to activate a leaf node in We also compare against a Random Perturbation (RP) baseline where noise is randomly sampled from a Gaussian N (0, 0.5) and added to the original input x. Since we perform 1,000 optimization steps in OCE, RP takes 1,000 samples and selects thex that minimizes the distance to x.
Distance Metrics
We use three distance functions: Euclidean, Cosine, and Manhattan, each covering a different interpretation of what minimal distance is. Euclidean distance measures the geometric displacement:
Cosine distance measures the angle by whichx deviates from xwhetherx preserves the relationship between features in x: 
Evaluation Metrics
We evaluate the counterfactual examples generated by OCE with DATE in terms of (i) distance from the original input, (ii) relative distance from the original input based on the three distance functions, and (iii) the proportion of counterfactual examples that are closer to the original input. We also evaluate the approximations generated by DATE in terms of fidelity: how often the prediction of M agrees with that of M. Let X be the set of N original instances andX be the corresponding set of N generated counterfactual examples. The mean distance is defined as:
To better interpret individual improvements over the baselines, we evaluate in terms of mean relative distance. LetX be the set of counterfactual examples produced by OCE and letX be the set of counterfactual examples produced by a baseline. Then the mean relative distance is defined as:
If dRmean < 1, OCE counterfactual examples are on average closer to the original input compared to the baseline. We also look at the proportion of counterfactual examples that are closer to the original input.
In our experiments, only the FT baseline failed to find valid counterfactual explanations for every instance in the datasets. In these cases, we exclude invalid explanations from the computation of dmean and dRmean for a fair comparison with OCE.
Lastly, we measure the fidelity of DATE: the percentage of instances in X where the prediction of M matches that of M:
EXPERIMENTAL RESULTS
In this section, we evaluate (i) the counterfactual examples produced by OCE and DATE, (ii) the fidelity of the model approximations produced by DATE, and (iii) investigate the effect of different distance functions in a brief case-study.
Evaluating OCE
First, we consider whether OCE provides explanations that are more optimal compared to the FT and RP baselines, based on the distance functions. Table 1 shows the performance of OCE, the baselines and their relative differences. When comparing against RP, OCE counterfactual examples are closer to the original instance in all 27 experimental settings, and the difference in dmean is statistically significant In the remaining 4 settings, the difference in dmean is not significant. In our experimental setup, OCE always significantly outperforms FT in terms of dmean for Cosine distance. OCE also significantly outperforms FT in 5 out of 9 settings for Euclidean distance, while FT is only significantly better in 2 out of 9. The opposite is true for Manhattan distance, that is, FT is significantly better in 5 out of 9 settings while OCE is significantly better in 2 out of 9. This is most likely because in each iteration, OCE perturbs many of the features by a small amount, which is better suited for minimizing Cosine and Euclidean distance, whereas FT perturbs only the features associated with an individual leaf, which better aligns with minimizing Manhattan distance.
Overall, OCE always outperforms the RP baseline, and the FT baseline in the majority of cases. The relative improvements we observe are also quite substantial: in almost half of the cases (13 out of 27), the relative distance between OCE and the baselines is < 0.9.
In most settings, the method with the best dmean also has the best dRmean as well as the larger proportion of counterfactual examples that are closer to the original input. However, this is not always the case, particularly with the COMPAS dataset. For example, although OCE significantly outperforms FT in terms of Euclidean distance for the AB model, it is not better in terms of dRmean or % closer . The results for the DT model in terms of Manhattan distance are similar, but in this case, FT is significantly better in terms of dmean while OCE is better in terms of dRmean or % closer . We speculate this is due to the small number of features in this dataset and plan to investigate this further in future work. Although we use dmean as our main evaluation metric, this highlights the importance of using multiple metrics to evaluate counterfactual examples.
Cases where the FT baseline is unable to generate a counterfactual example for every instance are marked with ⊗ in Table 1 . The results are similar for the COMPAS dataset but we omit these due to space considerations. The trends we see here are indicative of all cases: the mean distance increases until a counterfactual example has been found for every instance, after which the mean distance starts to decrease. This appears to be a result of the hinge-loss OCE uses, which first prioritizes finding a valid counterfactual example and then decreases the distance between x andx.
In conclusion, our results show that OCE in combination with DATE is very efficient at finding counterfactual explanations for treebased models. Unlike the FT baseline, OCE finds valid counterfactual explanations for every instance across all settings, making OCE a much more reliable method. In the majority of tested settings, OCE explanations are substantial improvements in terms of distance to the original inputs. Thus, we conclude that OCE in combination with DATE is a more reliable choice, and often the best choice for generating minimal counterfactual explanations. Table 2 shows the fidelity of the DATE approximations we used in our experiments. All of the approximations are faithful to the original model for the vast majority of predictions. The worst approximation matches M in 74.4% of instances (COMPAS: RF -Manhattan), while the best approximation matches M in 97.0% of instances (Wine Quality: RF -Euclidean). This confirms our expectation that the approximated models that produce the best counterfactual explanations are not necessarily the most exact approximations. 
Evaluating DATE

Case Study: Actionable Explanations
The counterfactual explanations that OCE generates highly depend on the choice of distance function. Figure 4 shows three different explanations generated using different distance functions for the same input instance in the HELOC dataset for the AB model. Each explanation shows an individual who was denied a loan (negative class) and the minimal changes they could make in order to be approved for that loan (positive class). The Manhattan explanation only requires a few changes to the individual's profile, where each change is larger in comparison to the Euclidean explanation where the individual changes are smaller but there are more of them. These explanations are useful when the features in the model are mostly independent, as is usually the case in credit risk modeling [27] . In settings where there are significant dependencies between features, the Cosine explanations may be preferred since they are based on perturbations that try to preserve the relationship between features. For 0.25 0.00 0. 25   feature23  feature22  feature21  feature20  feature19  feature18  feature17  feature16  feature15  feature14  feature13  feature12  feature11  feature10  feature9  feature8  feature7  feature6  feature5  feature4  feature3  feature2 
RELATED WORK
Some previous work on local explanations for tree-based models focuses on finding decision rules [31] , influential training points [26] , or prototypes [28] rather than counterfactual examples, which is the focus of our work. Counterfactual examples have been used in a variety of ML areas, such as reinforcement learning [21] , deep learning [1] , and explainable AI (XAI) [2, 5, 15, 19, 29] . Previous XAI methods for generating counterfactual examples are either model-agnostic [5, 15, 19, 25] or model-specific [2, 29] . Model-agnostic approaches treat the original model as a "black-box" and only assume query access to the model, whereas model-specific approaches typically do not make this assumption and can therefore make use of the inner workings of the model.
Our work is a model-specific approach to tree ensembles for generating counterfactual examples through optimization. Previous model-specific works for generating counterfactual examples through optimization have solely been conducted on differentiable models [5, 11, 32] . Although we focus on tree ensembles, our method can be applied to any non-differentiable model that can be approximated probabilistically. Previous work on generating counterfactual examples for tree ensembles shares our objective of finding minimal perturbations based on the inner workings of the model and therefore we use it as one of our baselines. It involves an extensive search over many possible paths in the ensemble that could lead to an alternative prediction [29] . In our experimental results, this set of proposed possible paths sometimes did not include a valid counterfactual example.
Karimi et al. [15] provide model-agnostic counterfactual explanations based on formal verification, where the task is to solve a series of satisfiability problems that result in a perturbed version of the original input such that the prediction changes. Laugel et al. [19] also provide model-agnostic counterfactual explanations, but frame the problem as an inverse classification task, while Russell [25] uses mixed integer programming to find diverse counterfactual examples. Similar to our work, Dhurandhar et al. [6] learn counterfactual examples through gradient descent, but their work suffers from the same constraints as the previous three -they only assume query access to the model and therefore estimate the gradient through zero-order convex optimization [8] . Although a theoretical upper bound on the error for this estimate is provided, no analysis is conducted to determine how accurate these approximations actually are. Since we do not have this restriction on only having query access to the model, we can generate a probabilistic approximation of the full model to use in the optimization, as opposed to a finite number of gradient estimates.
One of the main components of our method, DATE, involves constructing a differentiable version of a tree ensemble to be used in optimization by replacing each splitting threshold with a sigmoid function. This can be seen as using a (very small) neural network to obtain a smooth approximation of the tree. Other work in a similar vein involves neural decision trees [3, 33] , which use a full neural network instead of a simple sigmoid. However, neural decision tree methods do not optimize for approximating a given (already trained) model. Therefore, unlike DATE method, they are not an obvious choice for finding counterfactual examples for an existing model. Soft decision trees [14] are another example of differentiable tree approximations, which instead approximate a neural network with a decision tree. This can be seen as the inverse of our approximation.
CONCLUSION
We propose a local explanation method for classifiers, OCE, that casts the problem of finding counterfactual examples for individual predictions as an optimization task. Using gradient descent, OCE generates the minimal perturbation to an input instance x which results in an alternative prediction from a model M. Unlike previous methods, which assume M is differentiable, we propose a solution for when M is a non-differentiable tree-based model -DATE -that provides a differentiable approximation of M using which OCE can find counterfactual examples. We find that in the majority of our experimental settings, examples generated by OCE are significantly closer to the input instances both in terms of mean distance and mean realtive distance, in comparison to those generated by the baselines. We also show that the approximations generated by DATE are faithful to the original model in at least 74.4% of predictions.
The OCE method is easily extendable, leading to obvious opportunities for future work. For instance, different distance functions can be optimized or additional criteria for counterfactual examples could be added. Furthermore, an approach similar to DATE could potentially be applied to other non-differentiable models, thus enabling counterfactual explanations for a wider range of models.
While existing research from the cognitive sciences has shown that humans are able to interpret counterfactual explanations, the notion of what constitutes a minimal perturbation is currently not clear [4] . Further research into the interpretability of counterfactual explanations could help the field to better understand the appropriate criteria to optimize for.
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