We revisit the classical result in finite population sampling which states that in equally-likely "simple" random sampling the sample mean is more reliable when we do not replace after each draw. In this paper we investigate if and when the same is true for samples where it may no longer be true that each member of the population has an equal chance of being selected. For a certain class of sampling schemes, we are able to obtain convenient expressions for the variance of the sample mean and surprisingly, we find that for some selection distributions a more reliable estimate of the population mean will happen by replacing after each draw. We show for selection distributions lying in a certain polytope the classical result prevails.
Introduction.
For samples from a finite population it is a well known, elementary, and intuitive fact that the variance of the sample mean for a simple random sample without replacement does not exceed the variance of the sample mean for a sample with replacement. See [11] , chapter 7 for example.
Both [1] and [10] argue that the above comparison is not necessarily the appropriate one since sampling with replacement allows for the possibility of sampling the same element multiple times. They go on to point out that in equal probability sampling with replacement the variance of the sample mean becomes more efficient if replicates are ignored. A short proof of this fact is given in [7] , who also provide an expression for the reduction in variance that is amenable to numerical approximation. A generalization of the above results to general convex loss functions is give by [15] . Unequal probability/biased sampling-based designs have a long history in sample surveys [16] . When probability weights are known, using the inverse-probability weighted sample mean [6] leads to an unbiased estimator of the population mean. The situation gives rise to a natural question, namely, for weighted sampling without replacement is it still the case that the Horvitz-Thompson estimator has a variance that is no greater than the variance of corresponding estimator based on samples with replacement? To address this question we need to be precise about what we mean by weighted sampling without replacement, that is, we need to specify the joint sampling distribution. Many finite population sampling schemes have been devised that achieve weighted sampling. In particular, [3] provide a comprehensive treatment of this subject.
We require that our sampling distribution/scheme satisfy certain natural requirements. First, the one-dimensional marginals for the individuals drawn should be identical, as specified by the probability weights. In addition, since the sample variance is determined from the bivariate marginals we require that all pairwise bivariate marginals be identical as well. Beyond these requirements, there are still potentially many choices of sampling schemes, and investigating the problem at hand remains quite unwieldy without additional restrictions. We choose to study a particularly simple sampling scheme wherein each bivariate marginal probability is a particular affine function of the sum of two marginal probabilities.
In the process of studying sampling schemes satisfying these requirements, we found that we could explicitly prescribe the full joint distribution with marginals of every dimension having an affine form in the marginal probabilities, resulting in exchangeability. There has been considerable focus in the literature on finite population sampling, including references in which sampling schemes are developed for producing sequences with prescribed individual and pairwise inclusion probabilities [14, 9] , as well as interest in finite exchangeable sequences [13, 4] . Despite the simplicity of the sampling schemes we focus on, we have not found any references to our construction. Still, we would not be the least surprised to find that it has been introduced previously. This paper is organized as follows. In Section 2, we introduce some notation and formalize the problem at hand. We focus on sampling without replacement schemes in which the univariate marginals are identical, the bivariate marginals are identical, and we seek results that hold for a given sampling and no matter what numerical values associated with population individuals happen to be. Consequently, we can associate with a sampling scheme a certain quadratic form, and formulate our question in terms nonnegative definiteness of this form. In Section 3 we introduce the assumption of a specific affine form for bivariate marginal distributions, we reexpress the quadratic form for this special case. In Section 4, we give conditions guaranteeing that the quadratic form in question is positive semidefinite, so that the Horvitz-Thompson estimator is guaranteed to perform at least as well for sampling without replacement as for sampling with replacement. In Section 5, we give a class of sampling schemes, which we refer to as affine sampling without replacement schemes in which the univariate marginals can be specified, and the bivariate marginal distributions have the affine form required in the previous sections. We provide conditions stating that if the univariate marginal distribution lies in a certain polytope, then such a sampling scheme exists. We investigate the positive definiteness of the above-mentioned quadratic form at the vertices of this polytope. In Section 6, we describe algorithmically how to sample from an element of this family of distribution, under the condition that the number of distinct marginal probabilities is small. Section 7 provides some concluding remarks.
Finite population sampling preliminaries
We need to introduce a bit of notation. Assume a fixed population of size N with individuals labeled 1, 2, . . . , N. Each individual i has an associated probability p i , so that p i ≥ 0 and
We use p to denote probability vector (p 1 , . . . , p N ). In addition, we assume there is a vector x = (x 1 , . . . , x N ) representing the values of some numerical attribute for each population member.
We will use I 1 , . . . , I n to denote a sample of size n drawn from the population, where each I i has p as its marginal distribution, i.e.
. . , N, and i = 1, . . . , n.
(
This gives rise to a sequence of random variables X 1 , . . . , X n defined by X i = x I i , for i = 1, . . . , n.
Since the sampling procedure is potentially biased, we correct each X j to give the (unbiased) Horvitz-Thompson estimator [6] 
of the population mean µ =
For all of the sampling schemes we consider, it is assumed that the bivariate marginal distributions of the I i are identical, that is, δ uv = P [I i = u, I j = v] does not depend on the choice of i = j. Then, we can express the variance of the estimator in (2) as
Under sampling with replacement, the covariance term in (3) vanishes, so we can express the relationship between the variances under sampling without replacement and sampling with replacement by
Consequently, under a sampling distribution with bivariate marginals given by the δ uv we see that the question of whether sampling with replacement is not better than sampling without replacement for all possible choices of the vector x comes down to the positive semi-definiteness of the N × N matrix
As a special case, under the familiar uniform sampling without replacement scheme, where we have p u = 1/N, for u = 1, . . . , N, and
where J N denotes the N × N matrix all of whose entries are 1. For N ≥ 2, this matrix has eigenvalues of 0 with multiplicity 1 and
with multiplicity N − 1 hence is positive semi-definite. So we conclude that for this case, sampling with replacement is never beats sampling without replacement, for all values of x.
A Class of Sampling Without Replacement Schemes
In addition to assuming (1) holds, we focus on sampling schemes whose bivariate marginals have a specific affine form, namely, where
for some choice of constants A and B.
The following Proposition shows that, for our purposes, the constants A and B are determined in terms of N. Proposition 1. Let I 1 , . . . , I n be random variables taking values in {1, . . . , N}. If (1) and (5) hold for constants A and B, and not all of the p u are equal, then A = −1/((N −1)(N −2)) and B = 1/(N −2). Conversely, if, for some probability vector p = (p 1 , . . . , p N ) the condition (5) holds, where A = −1/((N − 1)(N − 2)), and B = 1/(N − 2), then (1) holds.
and summing over v gives
Subtracting gives
so that B = 1/(N − 2) and it follows that A = −1/((N − 1)(N − 2)).
In the other direction, if (5) holds then we have
Terminology. For a given probability vector p = (p 1 , . . . , p N ) we will use D N,n (p) to denote the set of distributions satisfying the univariate marginal condition (1) and the bivariate marginal condition (5) with the constants A and B given in Proposition 1. We may refer to these as sampling without replacement schemes associated with p. In contrast, we define IID N,n (p) to be the distribution for independent I 1 , . . . , I n satisfying (1) and we may refer this as the sampling with replacement distribution associated with p.
We address the issue of existence of sampling schemes in D N,n (p) in Section 5, but for now, we note that if p (1) , p (2) , . . . , p (n) denote the entries of p taken in nondecreasing order, then by Proposition 1, the condition
guarantees the existence of a sampling distribution in D N,2 (p). In Section 5, we will show that for n ≥ 2 the condition
is sufficient for D N,n (p) to be nonempty.
Having specified a probability vector p = (p 1 , . . . , p N ), we proceed to compare the variance (3) when I 1 , . . . , I n has a distribution in D N,n (p) to the variance obtained when the distribution is IID N,n (p). As indicated above, we can focus on consideration of the nonnegative definiteness of the N × N matrix Ψ N (p). For the class of sampling schemes under consideration, the entries of this matrix take the form
Main results
We proceed to sufficient conditions for nonnegative definiteness of the matrix in (8) . To simplify matters we will make use of the following. 
Proof. Defining y i = x i /p i we can write xΨx t = yΩy t , where Ω = Ω(p) denotes the N × N matrix whose i, j entry is
and Ψ is positive semidefinite if and only if Ω is positive semidefinite.
Observe that if we take x = p the random variable x I /p I is identically 1, so the covariance in (3) vanishes. It follows that the vector (x 1 /p 1 , . . . , x N /p N ) is an eigenvector of Ψ with eigenvalue 0, and consequently the vector y = (1, 1, . . . , 1) is an eigenvector of Ω with eigenvalue 0. Thus, to show that yΩy t ≥ 0 for all y, it suffices to show that
for all choices of y 1 , . . . , y N −1 .
We can rewrite expression (11) as
where
and it is straightforward to check that γ ij is given by (9) . .
is a probability vector with
Proof. Note that p i ≤ 1/2 for i = 1, 2. Using Lemma 1, we need only show that the 2 × 2 matrix
is positive semidefinite, and for this it suffices to show that its trace and determinant are nonnegative. Since p i + p 3 ≥ 1/2 the trace is nonnegative. Substituting Next, we turn to the case when N > 3. Theorem 2. If N > 3 and p = (p 1 , . . . , p N ) is a probability vector satisfying
,
Proof. Without loss of generality, we can assume that
We can write
) is the matrix whose entries are all
with multiplicity 1, and
with multiplicity N − 2.
On the other hand, we have
We proceed to lower bound the minimal eigenvalue of each term.
• R(p) is a rank 1 matrix whose eigenvalues are given by
with multiplicity 1, and 0 with multiplicity N − 2.
) is the constant matrix whose entries are all
, so that the eigenvalues of this matrix are
Since p N is the smallest of the entries of p, the eigenvalue
is non-positive, hence is minimal.
•
) is a diagonal matrix whose i-th diagonal entry is
, so the eigenvalues of this matrix are these diagonal entries and the minimal eigenvalue is
Using the Rayleigh quotient for the minimal eigenvalue of a Hermitian operator [8] , the minimal eigenvalue of (
and the minimal eigenvalue of Γ(p) is then at least
and a sufficient condition for the smallest eigenvalue to be positive is that
This is equivalent to
i.e. the condition is that the sum of the two smallest p i exceeds
is a probability vector satisfying
, then for random variables I 1 , . . . , I n , no matter what the value of the x = (x 1 , . . . , x N ) is, the variance of the Horvitz-Thompson estimator (2) under a sampling without replacement distribution in D N,n (p) is no greater than the variance under sampling with replacement distribution IID N,n (p).
Affine Sampling Without Replacement Schemes
The results of the previous section apply for comparing sampling without replacement schemes in D N,n (p) to those in IID N,n (p) but so far we have not provided results concerning the existence of elements of D N,n (p). In this section, we remedy this situation and introduce a natural generalization of condition (5), and Proposition 1 to higher-order marginals.
For fixed 2 ≤ n < N and a given probability vector p = (p 1 , . . . , p N ), we let A N,n (p) denote the set of joint probability distributions for random variables I 1 , . . . , I n taking values in {1, . . . , N}, and that satisfy (1) together with
for some choice of constants A and B. We refer to such a joint distribution as an affine sampling without replacement scheme.
For the results that follow, we introduce constants
and
for k = 2, . . . , N − 1.
In addition, we define constantsÃ
For what follows, we will need the following identities, each of which is straightforward to verify.Ã
Proposition 2. For any non-constant probability vector p = (p 1 , . . . , p N ), if a joint distribution lies in A N,n (p), so that (13) is satisfied for some choice of constants A and B, then A = A N,n , B = B N,n , and
Proof. To show that the constants A and B have the values claimed, we proceed by induction on n. By Proposition 2, the result holds for n = 2. Assuming the joint distribution of I 1 , . . . , I n is in A N,n (p), for distinct values of u 1 , . . . , u n−1 , we have
and for non-distinct values of u 1 , . . . , u n−1 this probability is zero. We conclude that the joint distribution of I 1 , . . . , I n−1 lies in A N,n−1 (p), so by the induction hypothesis, A(N − (n − 1)) + B = A N,n−1 , and B(N − n) = B N,n−1 . Using (19) and (20), we conclude that A = A N,n and B = B N,n .
To see that (21) holds, observe that for distinct u 1 , . . . , u n we have
For non-constant probability vectors p (the only ones we are really interested in) we need only consider affine sampling without replacement schemes in A N,n (p) with the particular constants in (14) and (15) with k = n.
is a probability vector such that (21) holds, then taking
defines a joint probability distribution in A N,n (p). In addition, random variables I 1 , . . . , I n having such a joint distribution are exchangeable and the distribution of any k-tuple I i 1 , . . . , I i k lies in A N,k (p) for distinct indices i 1 , . . . , i k ∈ {1, . . . , n}.
Taking k = 2 in the Theorem, we obtain as an immediate consequence the following:
Proof of Theorem 3. We use P N (n) to denote the set of subsets of {1, . . . , N} of size n. Define Q :
We proceed to show
Once we have done this, by taking
For (a), using (21) we see that
by (16) .
To verify (c), for fixed i, let
then we have
Using (17) and (18) we conclude that
This proves that (22) defines a sampling distribution in A N,n (p). Exchangeability of this distribution is immediate. Using exchangeability, it suffices to prove by backward induction on k that if the joint distribution of I 1 , . . . , I k is A N,k (p) for some k > 2, then the joint distribution of I 1 , . . . , I k−1 lies in A N,k−1 (p) and To this end, we have
by (19) and (20).
Next, we characterize set of probability vectors satisfying (21). Let
denote the N − 1 simplex and define
In characterizing the sets T N,n we will make use of concepts related to polyhedral convex sets, and related linear programming, as covered in [2] . It is easy to see that T N,n a convex polytope contained in the N − 1 simplex with the uniform probability vector (1/N, . . . , 1/N) in its interior.
Then (23) and (24) gives
which is a contradiction.
We will use properties of the polytopes T N,n below. The following result describes the vertices for these polytopes. 
Proof. See Appendix.
Theorem 5. For 2 ≤ n < N the polytope T N,n has exactly N n facets, with one corresponding to each inequality of the form
For n < N − 1 the facet corresponding to F has, as its vertices, the points p (i,0) , i ∈ F and
Having identified the facets and the vertices in each facet, we are in a position to describe the vertex adjacencies, that is, which pairs of vertices form one-dimensional faces of T N,n . We assume that n < N − 1 since the polytope T N,N −1 forms a simplex, which implies that all vertices are adjacent. In the following, for fixed N and a given F ∈ P N (n) we use the notation F F to denote the set of vertices in the facet corresponding to F, i.e.
Then we have the following.
• For any i ∈ {1, . . . , N} no facet contains both p (i,0) , and p (i,1/n) , and the same must be true of the intersection of any facets, so p (i,0) and p (i,1/n) are not adjacent.
• If n = 2, for indices i = j the only facet containing both p (i,0) , and p (j,0) is F {i,j} , and this facet contains other vertices, so no face (interection of facets) has a vertex set consisting of only these two points. These two vertices are not adjacent.
• If n = N − 2, for indices i = j the only facet containing both p (i,1/n) , and p (j,1/n) is F {i,j} c , and this facet contains other vertices, so no face has a vertex set consisting of only these two points, hence these two vertices are not adjacent.
• If 2 < n < N − 2 and indices i = j, for all k = i, j, there exists a set F ∈ P N (n) such that i, j ∈ F and k / ∈ F so
and hence p (i,0) and p (j,0) are adjacent.
• If 2 < n < N − 2 and indices i = j, for all k = i, j, there exists a set F ∈ P N (n) such that i, j / ∈ F and k ∈ F so
and hence p (i,1/n) and p (j,1/n) are adjacent.
• If 2 ≤ n ≤ N − 2 and indices i = j, for all k = i, j, there exists a set F ∈ P N (n) such that i ∈ F and j, k / ∈ F, and there exists a set F ∈ P N (n) such that i, k ∈ F and j / ∈ F, so
and hence p (i,0) and p (j,1/n) are adjacent.
It follows that T 4,2 has the face incidence structure of a 3-dimensional cube. For N = 5, each facet has the face structure of a double pyramid.
The results presented so far tell us that as long as the probability vector p is lies close enough to the center of the simplex S N the matrix Ψ N (p) is positive definite. It is natural, then, to explore what happens for p on the boundary of T N,2 . On the other hand, for a vertex of the type p (i,1/n) , again, without loss of generality, we take i = N. Then it is easy to check that Ψ is the (N − 1) × (N − 1) matrix Γ whose diagonal entries are all given by d = N 2 +n(n−2) (N −1) 2 n 2 , and whose off-diagonal entries are all o = N 2 (N −2)−n(n−2) (N −2)(N −1) 2 n 2 . It is straightforward to check that the eigenvalues satisfy
So all eigenvalues of Γ are nonnegative.
Armed with the evidence presented above, it is tempting to conjecture that Ψ N (p) is positive semidefinite for all p ∈ T N,2 . However, the following result shows that this is not the case, even for certain choices of p on the boundary of T N,2 .
Theorem 7. For N > 3 taking p = Proof. Here
, . . . ,
.
We use the lemma once again and a straightforward computation shows that the (N − 1) × (N − 1) matrix Γ = Γ(p) has entries N − 1 vector (x, 1, . . . , 1) . Then vΓ takes the form (f, g, · · · , g) where
and v is an eigenvector of Γ with eigenvalue g provided that x satisfies f = gx.
The equation f = gx reduces to the quadratic Ax 2 + Bx + C = 0, where
The discriminant of this equation is given by
which is positive for all n ≥ 4. Substituting the root x = (−B − √ B 2 − 4AC)/(2A) into the expression for g and simplifying we conclude that
is an eigenvalue of Γ. This is negative provided that
which is equivalent to
or in other words
It is easy to verify that this last polynomial is positive for N ≥ 1.
Finally, we are able to give explicit examples in which it is better not to replace than it is to replace. The probability distribution in this Corollary is rather pathological in that
This phenomenon arises due to fact that p lies on the boundary of T N,2 . In addition, we do not give an explicit construction of the vector x. By forming a mixture of this p with the uniform distribution, with sufficiently small weight given to the uniform distribution, by continuity we still obtain a matrix Ψ N (p) having a negative eigenvalue. At the same time, we can force all pairwise joint probabilities to be positive. This leads to constructions of simple examples in which it is better to replace than not to replace. The negative eigenvalue of this matrix is ≈ −.6321. Taking x to be the corresponding eigenvector, i.e. x ≈ (.441, −.536, −.536, 1) we find that for a sample I 1 , I 2 according to the above distribution, then Horvitz-Thompson estimator
we obtain Var(μ w/o rep ) = .485.
On the other hand, if we sample I 1 , I 2 with replacement according to p, the HorvitzThompson estimator has Var(μ with rep ) = .450.
Using the same probability vector p and taking x to be the binary vector (1, 0, 0, 1) we obtain Var(μ w/o rep ) = .341.
On the other hand, if we sample I 1 , I 2 with replacement according to p, the HorvitzThompson estimator has Var(μ with rep ) = .318.
Sampling Issues
The results in previous sections refer to affine sampling without replacement distributions, but without consideration as to how to actually implement sampling from such a distribution. For large values of the population size N, and moderate values of the sample size n, this can be a challenging undertaking for a general choice of the probability vector p = (p 1 , . . . , p N ). On the other hand, under the condition that the population is stratified, with individuals in each stratum assigned the same sampling probability, so that the number of distinct probabilities p i is small, and n ≪ N, this becomes manageable.
Assume we have K distinct values of p i denoted by p (1) , . . . , p (K) , and that p (i) appears N i times in p. We can further assume that the population labels have been reordered so that the vector of probabilities is given by
Define the j-th stratum
Fix a sample size n, and assume n ≤ min{N 1 , . . . , N K }. Now suppose I 1 , . . . , I n has the affine sampling without replacement distribution associated with p, and let M j denote the number of I i falling in G (j) , for j = 1, . . . , K. Then for distinct indices i 1 , . . . , i n from {1, . . . , N} we have
where m j denotes the number of i p falling in G (j) . Furthermore, the number of choices of
where m = (m 1 , . . . , m K ) is a nonnegative integer vector with K j=1 m j = n. In the following, m will always denote such a vector.
By symmetry, conditionally, given M = m the I 1 , . . . , I n are obtained by drawing a simple random sample of size m j from each stratum G (j) , and then randomly permuting the n values obtained. Consequently, a practical sampling scheme becomes available once we are able to sample M. For this purpose, we can use an importance sampling algorithm ( [5] ). Let
denote the Multinomial (N, λ 1 , . . . , λ K ) probability mass function, where λ j = N j /N for j = 1, . . . , K. This distribution is straightforward to sample from when K is small. Let h(m) = f (m)/g(m). We proceed to find an upper bound C for h(m) depending on the choice of n, and p (j) , N j , for j = 1, . . . , K. Then the following algorithm yields a sample M from f M , with expected number of iterations bounded by C:
Theorem 8. The expression
is an upper bound for h(m).
B N,n , we can write
, and
Applying the upper bound in Lemma 2, we have
Using the fact that m j ≤ n we obtain
Using the lower bound in Lemma 2 with s = N − 2 and r = n gives
and using log(1 + x) ≤ x 1+x for x > −1 we see that
and hence
The result then follows.
The bound in Theorem 8 can be used to demonstrate the practicality of the importance sampling algorithm for a host of situations. If we assume the number of strata K is relatively small, that N j /N ≈ K and n ≪ N j for j = 1, . . . , K, then the dominant term in the exponent of the expression for C is the
Consequently, in this situation, an approximate upper bound for the number of iterations required by the algorithm is nωe n 2 N . Thus, and we conclude that the algorithm can be quite practical as long as
is not too large.
Conclusions.
Our aim has been to compare the performance of sampling without and sampling with replacement. In order to make a fair comparison, we assumed that both sampling procedures have the same marginal distributions, and to go any further, we needed to make an assumption that the bivariate joint distributions in our sampling without replacement scheme have an affine structure. For a given sample size n, under the assumption that sum of the smallest marginal probabilities is sufficiently large, we constructed a sampling scheme for sampling without replacement satisfying these conditions, as well as exchangeability, and we demonstrated that it can practical to sample from such a distribution under suitable stratification assumptions.
It is important to ask how one might generalize our results. Specifying an exchangeable sampling distribution for a sample of size n without replacement from a population of size N amounts to specifying N n probabilities, which are constrained to sum to 1. The marginal probability constraint gives N linear equations that these probabilities satisfy. Thus, the set of distributions one could investigate can be viewed as a very high dimensional manifold, while the family of distributions we focus on is but one particularly mathematically convenient one, and ours can be seen as constrained to lie in a neighborhood of the uniform sampling without replacement distribution. It should not be too surprising to show that there are neighborhoods of the uniform sampling scheme in which sampling without replacement beats sampling with replacement, since this follows by a continuity argument. However, finding such neighborhoods explicitly can be a challenging undertaking. Future efforts will focus on finding other families of sampling schemes in which this can be done.
Appendix.
Proof of Theorem 4.
To determine the vertices of T N,n , for n < N for each permutation π = (π 1 , . . . , π N ) of (1, . . . , N) define the polyhedron
Then we write T N,n as a union of N! polytopes
Every vertex of T N,n is a vertex of at least one of the O π ∩ T N,n .
Our strategy for determining all of the vertices of T N,n is to find the vertices of each O π ∩T N,n , then determine which of these remains a vertex of T N,n . By symmetry, to determine the vertices of a particular O π ∩ T N,n , it suffices to consider the case when π = (1, . . . , N). So we focus attention on
Lemma. For 2 ≤ n < N the U N,n is an N − 1-dimensional polytope with N vertices, namely, the points
where defined by the following N + 1 inequality constraints
Let v (j) denote the N − 1-vector, and c j the scalar, so that constraint I j takes the form
x is a vertex of U N,n if and only if J(x) = ∅ and the matrix whose rows are v (j) , j ∈ J(x) is of rank N − 1 ([2]). As a consequence, for x to be a vertex it must be the case that |J(x)| ≥ N − 1.
We proceed to determine necessary conditions that are satisfied for a vertex x on a case by case basis. In the following, x N refers to 1 − N −1 j=1 x j . Case 1. Assume 1 ∈ J(x), i.e. x 1 = 0. Then we have
. On the other hand
which together with
, and, in addition,
Proceeding inductively, we obtain x = (0,
Case 2. 1 / ∈ J(x) and 2 / ∈ J(x) then since |J(x)| ≥ N − 1 we must have j ∈ J(x) for j = 3, 4, . . . , N + 1. Thus, 0
Taking the difference, we see that
, and so x j ≥ Case 3. 1 / ∈ J(x) and k / ∈ J(x) for some 2 < k ≤ n + 1. Again, since |J(x)| ≥ N − 1 we must have j ∈ J(x) for j = 1, k, so
Using (27) and (28) we see that
and from (27) and (29) we have
Solving these two equations leads to
. Since x 1 ≤ x k we conclude that taking
leads to a point satisfying all of the inequalities. It is then straightforward to check the the rank condition so this is a vertex, and this point corresponds to w (k−1) .
Case 4. 1 / ∈ J(x) and k / ∈ J(x) for some n + 1 < k ≤ N. We must have j ∈ J(x) for j = 1, k, so
and in addition, (28), (29) hold. Consequently
. It is straightforward to check that x 1 ≤ x k , so all we conclude that, taking
, leads to a point satisfying all of the inequalities. It is then straightforward to check the the rank condition so gives a vertex point, and it is of the form w (k−1) .
Case 5. 1 / ∈ J(x) and j ∈ J(x) for 1 ≤ j ≤ N. In this case, 0 < x 1 = x j , for j = 2, . . . , N. Thus, x j = 1 N for j = 1, . . . , N. Since n < N it follows easily that inequality I N +1 is strict, so N + 1 / ∈ J The rank condition is easily checked, so we obtain the vertex w (N ) .
Proof of Theorem 4. Given x = (x 1 , . . . , x N ) and a permutation π = (π 1 , . . . , π N ) of (1, . . . , N) we define π(x) = (x π 1 , . . . , x π N ). We will refer to this as a permutation of x. Let E π denote the set of vertices of O π ∩ T N,n , and let E = π E π . Using Theorem 7, E π consists of those points of the form π(w (j) ), for j = 1, . . . , N. Since T N,n is the union of polytopes O π ∩T N,n every vertex of T N,n lies in E. We proceed to identify certain points in E as averages of permutations of the points w (1) and w (N −1) , which shows they cannot be vertices of T N,n .
Define points It follows (see Remark 1) that a = a j and b = b j , so u = w (j) . Thus, w (j) is not a vertex of T N,n . By symmetry, the same is true of π(w (j) ) for all permutations π. Assume (25) and (31) and fix i ∈ {1, . . . , N}. Then summing (25) over subsets F ∈ P N (n) containing i we see that F ∈P N (n) : i∈F j∈F
On the other hand, consider the sum on the left-hand side of (33). In the sum, x i appears in every term, hence
times, while for j = i the number of times x j appears is the number of subsets of {1, . . . , N} of size n − 1 that contain j and do not contain i, which is N −2 n−2 . Thus, the left-hand side takes the form
So we can conclude that
If any of the inequality constraints in (25) fails to define a facet of T N,n then, by symmetry, none of them would define a facet, which is clearly not possible, so each must define a facet.
Next, consider the question of which vertices lie in which facets. The vertices x in the facet defined by (25) for a given F ∈ P N (n), are those for which we have i∈F x i = n − 1 N − 1 .
Clearly, this equality holds for x = p (i,0) if i ∈ F, and fails for i / ∈ F. In addition, for i / ∈ F we have 
Finally, e 
Combining (40), (41) 
