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ABSTRACT 
 
The goal of this study was to determine if radar data assimilation might be able to 
aid in the prediction of flash flood events before the corresponding heavy rain events occur. 
Twelve heavy rainfall events that occurred over the state of Iowa during the warm season 
between 2001 and 2011 were simulated using the Weather Research and Forecasting 
(WRF) model.   Two 24-hour high resolution (4 km) WRF simulations were run for each 
heavy rainfall event, one where radar data was not assimilated (cold start) and one where 
radar data was assimilated at the time of model initialization (hot start).  In order to get a 
measure of the forecast accuracy, equitable threat scores (ETS) and bias were calculated 
for the hot start and the cold start rainfall forecasts for each case.  The ETS and bias were 
calculated for several different rainfall thresholds in order to see if forecasting skill might 
differ between the different rainfall thresholds.  Other statistics such as rainfall volume, 
rate, and areal coverage were analyzed along with plots of the rainfall amounts and post 
processed reflectivity.  The degree of accuracy present in the cold start and hot start model 
quantitative precipitation forecasts (QPFs) was discussed along with some problems that 
were consistently present in the model simulation for all of the heavy rain events.   Then 
Plots of a Flood Severity Index (showing areas where flash flooding would be predicted) 
were created for the heavy rainfall cases using a hydrology model forced with Stage IV 
rainfall (high resolution rainfall analysis), hot start run QPF, and cold start run QPF for 
comparison and analysis.  Additionally, hot start and cold start WRF simulations (these 
were only 12-hours simulations) were run for two more heavy rain cases that occurred in 
the warm season of 2010. A probability matched mean rainfall forecast was also produced 
from a mixed physics model and compared with QPFs from hot start and cold start model 
runs for these two additional heavy rain cases in order to see if one method provided 
greater improvement in forecast skill. 
 Overall, the radar data assimilation resulted in increased accuracy in model QPF for 
the initial 12 heavy rainfall cases simulated.  As a result the rainfall forecasts from the hot 
start runs yielded higher ETSs than for the cold start runs, although the heaviest rainfall 
areas generally saw less of an increase in ETS from cold start to hot start and had fairly low 
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ETSs for most cases.  A couple significant problems were noted in the hot start runs, one 
being that the runs were far too wet in the first hour or two for each case and another being 
that thunderstorms/rain areas created from radar-assimilation and not present in the cold 
start simulation tend to dissipate too soon.  Analyzing the hydrology model-predicted flash 
flooding for all 12 cases revealed that as one might expect the rainfall from the hot start 
runs yielded fairly accurate flash flood predictions (in terms of general placement and 
intensity) for a few of the better forecasted (in terms of rainfall) cases, while placement and 
intensity discrepancies existed for many of the cases when compared with the flash 
flooding produced via the Stage IV rainfall.    One encouraging finding regarding the 
hydrology model runs forced with the hot start rainfall was that they predicted flash 
flooding at some point during the 24-hour simulations in all 12 cases, and this was also true 
when the Stage IV rainfall was used.  Implying that one might be able to say with fairly good 
certainty that a rain event will produce flash flooding (even if location and intensity isn’t 
known) based on the hot start runs, whereas the same can’t be said for the cold start. 
 Comparison of hot start, cold start and PM rainfall forecasts for the additional two 
heavy rain cases revealed that the hot start and PM rainfall forecasts both had a greater 
level of skill and were more accurate than the cold start rainfall forecasts for the two events.  
The hot start rainfall forecasts did a better job of placement and areal coverage (and had 
higher ETSs) for the entire precipitating region (lower rainfall thresholds), while the PM 
forecasts generally was more skillful (higher ETSs) in placement of the heaviest rainfall 
areas (highest rainfall thresholds).   This is an important finding since it implies that the PM 
approach may be better than radar data assimilation alone for forecasting the heavy 
rainfall areas that are usually the most important when it comes to the potential for flash 
flooding.   
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CHAPTER 1.  GENERAL INTRODUCTION 
 
1.1 Background and Overview 
 Numerical weather prediction (NWP) has continued to advance since its inception back 
in 1949 when Jule Charney and his team of researchers completed the first two successful 24-hr 
numerical forecasts of the transient features in the large-scale flow (Charney, 1947).  Charney’s 
model was very simplistic being based on quasigeostrophic principles, and those first two 
forecasted were not particularly good, but it was the start of what would become NWP as we 
know it today (Lewis, 2005).   
 Since those early days increased computing capabilities along with improved analysis of 
the atmospheric state (reduction of initial state error) and more accurate model physics have 
allowed for tremendous improvements in deterministic NWP.  However models remain 
imperfect and still struggle in regards to error growth with time.  Warm season convective 
rainfall is often especially poorly forecasted in numerical models (Olson et al. 1995; Stensrud et 
al. 2000).  This rainfall is very important for agriculture in the Upper Midwest and in other areas 
of the world; however it often occurs with very high rates that can lead to flooding if the 
duration of the event is sufficiently long.  Flooding can result in result in loss of life and 
destruction of property and crops.  Annual flood losses in the United States increased from 
about $1 billion in the 1940s to about $5 billion in the 1990s (Pielke and Downton, 2000).  In 
recent years the Upper Midwest has experienced several major flood events.  For instance 
estimated losses in the 1993 and 2008 Midwest floods (including both river flooding and flash 
flooding) were $21 billion and $15 billion respectively (www.ncdc.noaa.gov/billions/).  
 The idea of using high resolution QPFs (Quantitative Precipitation Forecasts) from 
mesoscale weather models seems to be getting more attention for its possible use in real-time 
flood forecasting.  Using QPF instead of rainfall estimates after the rain has already fallen would 
provide the obvious advantage of increasing the lead-time for flood warnings as flooding would 
be able to be predicted further ahead-of-time.  However, QPF skill has traditionally been so 
poor that these forecasts are not used in hydrologic modeling for stream flow. For this reason 
now-casting (short-range and case specific forecasting for periods less than a few hours) and 
2 
 
 
not model QPF has traditionally been used to provide short-lead time rainfall forecasts in 
operational flood forecasting.  For the most part these now-casting methods involve an 
extrapolation of radar echoes (e.g. Dixon and Weiner, 1993; Mueller et al. 2003).  The success 
of now-casting methods appears limited in that they do not allow for development of new 
storms/rain areas and often lose their accuracy as lead time increases (Ebert et al. 2004).  For 
these reasons it appears high resolution QPF from numerical weather models may hold more 
promise since they are capable of developing detailed precipitation fields and producing 
forecasts with longer-lasting reliability.  Thus a continued focus in the meteorological 
community has been on increasing the forecasting accuracy of warm season convective rainfall.  
 The accuracy of mesoscale numerical weather models in the first 3-6 hours has been 
shown to suffer from the spin-up effect (Daley, 1991).  In fact it has been shown that rainfall 
forecasts from a mesoscale numerical model over the first 3-6 hours are less accurate than 
predictions based on the advection of radar echoes (Austin et al. 1987).  Additionally, the 
performance of numerical weather models depends on the accuracy of the initial conditions 
and the errors present in the model, both in the discretization of equations and in the physical 
parameterizations.  Several studies have shown the ability of radar data assimilation to improve 
precipitation forecasts, especially in the short-term (first 6 hours or so) in part by reducing the 
spin-up effect and by improving initial and lateral boundary condfitions.  For instance 
Macpherson (1999) along with Davolio and Buzzi (2004) found that assimilation of radar data 
via nudging techniques yielded improved rainfall forecasts in the first 6 hours.   Other studies 
such as Sugimoto et al. (2009) have focused on the use of 3-dimensional variational (3DVAR) 
data assimilation techniques and have found that the assimilation of all possible Doppler radar 
data (radial velocity and reflectivity data) results in the best performance regarding short-range 
precipitation forecasting.  The use of radar data assimilation in the Center for the Analysis and 
Prediction of Storms (CAPS) ensemble has also been found to noticeably improve forecasts, 
especially over the first 6 hours or so (Kain et al. 2010; Berenguer et al. 2012). 
 This study makes use of a 3DVAR data assimilation system (known as ARPS 3DVAR) 
that is developed within the Advanced Regional Prediction System (ARPS) model 
framework (Xue et al. 1995, 2000, 2001) in order to assimilate the radial velocity data and 
3 
 
 
a cloud analysis procedure that is a component of both the ARPS 3DVAR system and the 
ARPS Data Analysis System (ADAS; Brewster 1996) to adjust the hydrometeor and cloud 
fields based off of reflectivity data.   Simulations of heavy rain cases were then run using 
the WRF (Weather Research and Forecasting) model.   Two simulations were run for each 
heavy rainfall case, one where radar data was not assimilated (cold start) and one where 
radar data was assimilated at the time of model initialization (hot start).  The simulated 
rainfall and post-processed radar data were analyzed in order to get an idea of the degree 
to which the accuracy of the convective rainfall simulations can be increased by improving 
the model initial and lateral boundary conditions using radar data.   
A hydrology model known as the CUENCAS (Spanish word meaning “river basins”) 
model was then used to produce flash flood prediction using the WRF QPF as input in order 
to gage the impact that the improvement in QPF had on the model’s flash flood predictions.  
The focus of this project was on quantifying the impact of radar data assimilation on QPF 
skill in Iowa and then analyzing the impact of the improvement in QPF on the skill of a 
hydrology model’s flash flood predictions in order to give an idea if radar data assimilation 
might be able to aid in the prediction of flash flood events before the corresponding heavy 
rain events occur.  Additionally, a probability matched mean rainfall forecast was produced 
from a mixed physics model and compared with QPFs from hot start and cold start model 
runs for two heavy rain cases in order to see if one method provided greater improvement 
in forecast skill. 
 
1.2 Thesis Organization 
 
This thesis follows the journal paper format. Chapter 1 includes the general introduction to 
the thesis. Chapter 2 contains a literature review regarding radar data assimilation and the 
potential for using high resolution NWP QPF in hydrology models to predict flash flooding.  
Chapter 3 is the paper that will be submitted to Weather and Forecasting. Chapter 4 
includes additional results from two extra case studies where a PM rainfall forecast is 
analyzed along with hot start and cold start WRF run QPF. Chapter 5 comprises general 
conclusions from the journal paper and the additional results. The final two sections entail 
acknowledgments and references. 
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CHAPTER 2.  LITERATURE REVIEW 
 
Doppler radar has become an important data source for mesoscale weather analysis 
and forecasting.  The reason for this is Doppler radar can provide data coverage that in-situ 
instruments simply cannot. The assimilation of radar data into numerical weather models 
has been shown to increase the accuracy of the model forecasts at least in the short-term 
by significantly reducing the spin-up effect and improving the initial and lateral boundary 
conditions of the model (Liu et al. 2012).  The ability to obtain useful analysis from Doppler 
radar is thanks to work done primarily in the 1980’s on radar rainfall analysis which led to 
the Z-R relationship (Jorgenson and Willis 1982; Fujiyoshi et al. 1990) and the discovery 
that velocity could be estimated by the radar (Ray et al. 1980, 1981).  Then in the 1990’s 
several techniques were created to allow the assimilation of Doppler radar reflectivity and 
radial velocity into high resolution numerical models (Sun and Crook 1997, 1998; Gao 
1999).  In a study by Gao et al. (1999) a new Doppler radar wind analysis based on a three-
dimensional variational (3DVAR) data assimilation method was proposed.  This method 
improved upon some of the deficiencies in early methods such as the setting of arbitrary 
vertical velocity boundary conditions as it reduced the severe error accumulation in the 
vertical velocity by applying the mass conservation equation as a weak constraint rather 
than a strong one.  The method also avoids an interpolation step which is often a source of 
error by using the radar data at observation locations. Essentially this new variational 
method of data assimilation proposed by Gao et al. (1999) was much more flexible in its 
use of observational data and various constraints than previous assimilation methods.   
Improving upon the 3DVAR data assimilation method developed in Gao et al. (1999) 
was a study by Gao et al (2004).  In this study a 3DVAR data assimilation approach is again 
proposed, a key difference in this new approach was that a background error covariance 
matrix was modeled by a recursive filter in order to spread the effect of each radar 
observation to the analyzed grid points.  Compared to the smoothness constraint used in 
Gao et al. (1999) the recursive filter adopted in Gao et al. (2004) was more effective in 
spreading the radar observations to the appropriate grid points.  Both the Gao et al. (1999) 
data assimilation approach and later the Gao et al. (2004) approach were developed within 
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the Advanced Regional Prediction System (ARPS) model framework (Xue et al. 1995, 2000, 
2001) along with a cloud analysis procedure that is part of the ARPS Data Analysis System 
(ADAS) that is described in Brewster (1996).  The ARPS was an important step in 
numerical weather model research as it was the first system available for easy use on a 
wide range of computing platforms with a self-contained data analysis, radar retrieval and 
assimilation system. 
 A study by Sugimoto et al. (2008) looked into the performance of 3DVAR radar data 
assimilation in retrieving convective fields and its impact on a model’s quantitative 
precipitation forecast (QPF).  The performance was tested using Observation System 
Simulation Experiments (OSSEs) and simulated observations.  The tests show that radar 
data assimilation worked fairly well in recovering key features of convection as the 
assimilation of radial velocity and reflectivity yielded the partial retrieval of the 
information on wind, thermodynamics, and microphysics (Sugimoto et al. 2008).  The 
improved initial conditions due to the radar data assimilation were also shown to result in 
better QPF with most of the experiments showing a positive impact on precipitation 
forecasts up to 6 hours after assimilation.  Some issues with the 3DVAR data assimilation 
were also noted.  One such problem noted in the study was that the cloud water and water 
vapor were difficult to retrieve even with the cloud analysis scheme, and for that reason 
additional observing platforms such as satellite and GPS ground station would be needed to 
improve the water vapor and cloud water analysis in 3DVAR.  Another major issue that is 
true for all variational data assimilation systems involves the estimation of the background 
error statistics and the need to come up with a way to estimate them so as to yield a better 
performance.  The experiments conducted in Sugimoto et al. (2008) indicated that case 
specific statistics result in a better performance compared with the use of National 
Meteorological Center [(NMC) now known as NCEP] based statistics. 
 More recently the ability of high resolution mesoscale models that assimilate radar 
data to provide high resolution rainfall forecasts at the catchment scale have been studied 
in order to gage their possible usefulness in improving flash flood forecasting.  A study by 
Liu et al. (2013) conducted several high-resolution WRF model simulations for a single 
storm event in the Brue catchment located in southwest England.  The WRF simulations 
each assimilated different data from different sources with one assimilating traditional 
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meteorological data, a second radar reflectivity data, a third rainfall gauge corrected radar 
reflectivity data, a fourth a combination of the original reflectivity and traditional 
meteorological data, and finally a fifth a combination of the corrected reflectivity and 
traditional meteorological data.   
 The goal of the Liu et al. (2013) study was to see how the different simulations 
performed in terms of accuracy of placement of rainfall quantity at the catchment scale and 
its temporal variations.  Both of which are important to hydrological models as they impact 
forecast discharge and timing of peak flows through the rainfall-runoff process in the 
models.  The best forecast in the study was achieved when both traditional meteorological 
data (NCAR observations) and radar reflectivity were assimilated.  Significant 
improvement in both the cumulative rainfall curve and the 24-hour rainfall total were 
shown within the catchment area for the simulation that used the NCAR observations and 
the simulation that used the radar reflectivity data and NCAR observations. Much smaller 
improvement was shown in the simulations that just assimilated the radar reflectivity data.  
It should be noted that radial velocity data that has been proven to be important in radar 
data assimilation was not assimilated in the Liu et al. (2013) study since Doppler radar data 
wasn’t available) and could have resulted in an improved forecast for those simulations 
that just used the radar reflectivity data.  Another potential issue with the model runs in Liu 
et al. (2013) is the very course horizontal resolution (10 Km) that was used which makes it 
necessary to use a cumulus parameterization scheme which may not work well with the 
radar data assimilation in the models.  Overall it is an interesting study since it looks at the 
accuracy of the rainfall characteristics simulated at the catchment scale which is important 
to hydrological models, although the scope of the study appears to be fairly limited in that 
it is only looking at one case and there does appear to be some potential issues with how 
the model runs are set up. 
 The pieces of literature analyzed in this section help give an understanding of the 
development of radar data assimilation methods, especially the 3DVAR approach.  The 
creation and implementation of data assimilation approaches like the 3DVAR data 
assimilation approach described in Gao (2004) into forecasting systems like the ARPS has 
allowed for widespread use of data assimilation by researchers who continue to test their 
ability to improve numerical weather forecasts and make improvements to the data 
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assimilation methods.  Recently, the use of high resolution models that use radar data 
assimilation to provide rainfall forecasts for use in hydrological applications has been 
tested.  Overall these studies are very important in understanding how radar data 
assimilation has become an important part of NWP and how it may in the future play an 
important role in the ability of high resolution rainfall forecasts to be used for hydrological 
applications. 
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CHAPTER 3. THE IMPACT OF RADAR DATA ASSIMILATION ON WARM SEASON 
RAINFALL FORECASTS FOR USE IN HYDROLOGIC MODELS: EXAMPLES FROM 
EXTREME RAIN EVENTS IN IOWA 
 
A paper to be submitted to Weather and Forecasting 
 
Ben A. Moser, William A. Gallus, Jr., and Ricardo Mantilla 
 
3.1. Abstract 
The ability of radar data assimilation to improve high resolution rainfall forecasts to 
be used in a hydrology model for flash flood forecasting is examined via the simulation of 
extreme heavy rainfall events over the state of Iowa using the WRF (Weather Research and 
Forecasting) model. Two 24-hour simulations were run for each heavy rainfall case, one 
where radar data was not assimilated (cold start) and one where radar data was 
assimilated at the time of model initialization (hot start).  In order to get a measure of the 
forecast accuracy, equitable threat scores (ETS) and bias were calculated for the hot start 
and the cold start run quantitative precipitation forecasts (QPFs) for each case.  Other 
statistics such as rainfall volume, rate, and areal coverage were analyzed along with plots of 
the rainfall amounts and post processed reflectivity.  Then Plots of a Flood Severity Index 
(showing areas where flash flooding would be predicted) were created for the heavy 
rainfall cases using a hydrology model forced with Stage IV rainfall (high resolution rainfall 
analysis), hot start run QPF, and cold start run QPF for comparison and analysis.  The goal 
of this study was to determine if radar data assimilation might be able to aid in the 
prediction of flash flood events before the corresponding heavy rain events occur. 
 In general the hot start runs displayed better accuracy in placement and areal 
coverage of rainfall.  As a result the rainfall forecasts from the hot start runs yielded higher 
ETSs than for the cold start runs, although the heaviest rainfall areas generally saw less of 
an increase in ETS from cold start to hot start and had fairly low ETSs for most cases.  A 
couple significant problems were noted in the hot start runs, one being that the runs were 
far too wet in the first hour or two for each case and another being that 
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thunderstorms/rain areas created from radar-assimilation and not present in the cold start 
simulation tended to dissipate too soon in many cases.  Analyzing the hydrology model-
predicted flash flooding for all 12 cases revealed that as one might expect the rainfall from 
the hot start runs yielded fairly accurate flash flood predictions (in terms of general 
placement and intensity) for a few of the better forecasted (in terms of rainfall) cases, while 
placement and intensity discrepancies exist for many of the cases when compared with the 
flash flooding produced via the Stage IV rainfall.    One encouraging finding in regards to the 
hydrology model runs forced with the hot start QPF was that flash flooding was predicted 
during the 24-hour simulations in all 12 cases, which was also true when the Stage IV 
rainfall was used to force the hydrology model.  Implying that one might be able to say with 
fairly good certainty that a rain event will produce flash flooding (even if location  and 
intensity isn’t known) based on the hot start runs, whereas the same can’t be said for the 
cold start runs. 
 
3.2 Introduction 
 Warm Season convective rainfall is one of the most poorly forecasted parameters in 
numerical models. Yet it is also one of the most important, because in many areas of the world 
including the Upper Midwest it often accounts for a large percentage of the annual rainfall. In 
addition, this rainfall often occurs with very high rates, which can lead to flooding if the 
duration of the event is sufficiently long. Flooding can result in loss of life and destruction of 
property and crops.  Annual flood losses in the United States increased from about $1 billion in 
the 1940s to about $5 billion in the 1990s (Pielke and Downton, 2000).  In recent years the 
Upper Midwest has experienced several major flood events.  For instance estimated losses in 
the 1993 and 2008 Midwest floods (that included both flash flooding and river flooding) were 
$21 billion and $15 billion respectively (www.ncdc.noaa.gov/billions/). Unfortunately, 
quantitative precipitation forecasting (QPF) skill has traditionally been so poor that these 
forecasts are not used in hydrologic modeling for stream flow. Instead, stream flow forecasts 
are made using estimates of precipitation that has fallen, reducing the amount of lead-time for 
flood warnings from what could exist if forecasts were used. Thus a continued focus in the 
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meteorological community has been on increasing the forecasting accuracy of warm season 
convective rainfall.  
Predictability in numerical weather models depends on the accuracy of the initial 
conditions and the errors present in the model, both in the discretization of equations and in 
the physical parameterizations.  Numerical weather forecasting has always suffered from the 
inability to accurately observe the state of the atmosphere; thus, model initial conditions 
cannot accurately portray the true state of the atmosphere.  These initial observations (being 
inaccurate to a certain degree) result in growth of error in the model through time.  This study 
focuses on the impact of adjusted initial conditions in the Weather Research and Forecasting 
(WRF) model through the assimilation of radar data to increase the accuracy of the initial 
conditions. 
 Several studies have shown the ability of radar data assimilation to improve 
precipitation forecasts, especially in the short-term (first 6 hours or so).  For instance 
Macpherson (1999) along with Davolio and Buzzi (2004) found that assimilation of radar data 
via nudging techniques yielded improved precipitation forecasts in the first 6 hours.   Other 
studies such as Sugimoto et al. (2009) have focused on the use of three-dimensional variational 
(3DVAR) data assimilation techniques and have found that the assimilation of all possible 
Doppler radar data (radial velocity and reflectivity data) results in the best performance 
regarding short-range precipitation forecasting.  The use of radar data assimilation in the 
Center for the Analysis and Prediction of Storms (CAPS) ensemble has also been found to 
noticeably improve forecasts, especially over the first 6 hours or so (Kain et al. 2010; Berenguer 
etal. 2010). 
 The present study makes use of a 3DVAR data assimilation system (known as ARPS 
3DVAR) that was developed within the Advanced Regional Prediction System (ARPS) model 
framework (Xue et al. 1995, 2000, 2001) in order to assimilate the radial velocity data and a 
cloud analysis procedure that is a component of both the ARPS 3DVAR system and the ARPS 
Data Analysis System (ADAS; Brewster 1996) to adjust the hydrometeor and cloud fields based 
off of reflectivity data.   Simulations of heavy rain cases were then run using the Weather 
Research and Forecasting (WRF) model.   Two simulations were run for each heavy rainfall 
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case, one where radar data was not assimilated (cold start) and one where radar data was 
assimilated at the time of model initialization (hot start).  The simulated rainfall and post-
processed radar data were analyzed in order to get an idea of the degree to which the 
accuracy of the convective rainfall simulations can be increased by improving the model 
initial and lateral boundary conditions using radar data.  A hydrology model known as the 
CUENCAS model was then used to produce flash flood prediction using the WRF QPF as 
input in order to gage the impact that the improvement in QPF has on a hydrology models 
flash flood forecasts.  The focus of this project is on quantifying the impact of radar data 
assimilation on QPF skill in Iowa and then analyzing the impact of the improvement in QPF 
on the skill of a hydrology model’s flash flood prediction in order to give an idea if radar 
data assimilation might be able to aid in the prediction of flash flood events before the 
corresponding heavy rain events occur. 
 
3.3  Methodology 
 Model simulations were run for 12 heavy rainfall cases that occurred in and around the 
state of Iowa.  For each case there were two simulations, one where radar data was used (hot 
start) to produce the initial conditions (analysis) and one where the initial conditions were 
produced by interpolating the NAM data to the WRF grid (cold start).  The hourly simulated 
rainfall amounts and post-processed reflectivity were analyzed and compared between the 
different simulations, and then compared with Stage IV rainfall analyses and NEXRAD 
reflectivity for the cases.   
 
3.3.1  Case Selection and WRF Set-Up 
The 12 cases chosen for this study were those where extreme rainfall events occurred 
within the state of Iowa.  A rainfall event was determined to be extreme if the 24-hr rainfall 
total (NWS 24-hr COOP reports) exceeded 5 inches for at least two stations in the state of Iowa.  
Events were chosen during the period from May 1, 2001 to September 1, 2011 since this is 
when NAM analyses were available for use in model initialization. Observed rainfall plots 
created from STAGEIV rainfall data were then used as additional verification of a large-scale 
heavy rain event within the state of Iowa for the chosen dates.  The dates (black) and 
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initialization times of the WRF runs (red) for the 12 heavy rainfall events chosen to be simulated 
are shown in Table 1.   
For the simulations in this project the WRF version 3.3.1 ARW (Advanced Research WRF)  
core was used, which encompasses the ARW dynamics solver (Eulerian mass dynamics solver) 
along with the compatible components (e.g. physics schemes, dynamics options, etc.) of WRF 
with that solver.  The external data used to create the initial and lateral boundary conditions 
came from the NAM (North American regional model) and was stored on NCEP grid #218, which 
is a 12 km grid on a Lambert Conformal map projection. The domain size for the simulations 
was roughly 800 x 800 km centered over Iowa.  A high-resolution 4 km spaced grid in the 
horizontal with 40 grid levels in the vertical was used. At a 4 km grid resolution it can be 
assumed that deep convective clouds can be explicitly resolved to a good degree, so a cumulus 
parameterization scheme was not used in the model (Davis et al. 2004; Done et al. 2004). The 
Mellor-Yamada-Janjic (MYJ; Janjic, 1994) planetary boundary layer (PBL) scheme was used with 
microphysics being parameterized with the Thompson scheme (Thompson et al. 2008).  The 
simulations were 24 hours long and were initialized at the closest possible time (depending on 
when initial conditions were available from the NAM) to when showers/thunderstorms 
associated with the heavy rain event either began to develop or entered the domain. 
 
3.3.2  ARPS 3DVAR 
The 3DVAR Analysis System developed as a part of the ARPS along with a cloud analysis 
procedure that is a component of both ARPS 3DVAR and ADAS was used in this study to 
produce initial conditions (analysis) for the WRF model simulations.  The simulation runs that 
make use of the radar data assimilation are termed hot start runs since the simulation was 
started with the cloud and precipitation fields already in place.  While simulations that don’t 
use the radar data are termed cold start runs in this paper since the precipitating fields were 
not yet spun-up at the time of initialization.   
The ARPS 3DVAR system is designed especially for storm-scale data assimilation making 
it a good candidate to use for the warm season heavy rain events that were simulated.  
Multiple analysis iterations are performed by the system each having different spatial scales in 
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order to accurately represent the discontinuous or sporadic nature of convective storms 
(Gao et al. 2013).  In order to carry out the data assimilation using the radial wind data, the 
ARPS 3DVAR uses an incremental form of a cost function that includes the background, 
observation, and equation constraint terms (Hu et al. 2006).  The cloud analysis was carried out 
using radar reflectivity data to construct three-dimensional cloud and precipitating fields.  NAM 
analysis at the time of initialization (either 18 UTC or 00 UTC depending on the case) was 
interpolated to the ARPS gird and used as the background (or first-guess) field for the 3DVAR 
data assimilation procedure for both wind analysis and the cloud analysis.  In order to perform 
the data assimilation the radar data (reflectivity and wind) were first interpolated to the 
analysis grid using a local least squares procedure.  In order to create the three-dimensional 
cloud and precipitating fields the cloud analysis package must produce three dimensional cloud 
cover, cloud liquid and ice mixing ratios, cloud and precipitating types, icing severity index, and 
rain, snow, and hail mixing ratios.  A latent heat adjustment to temperature based on added 
adiabatic liquid water content also occurs in order to make the in-cloud temperature consistent 
with the cloud fields (Hue et al. 2006). 
  The level II radar data came from NEXRAD WSR-88D radar sites located within the 
model domain; most of the radar sites located within the model domain were used so that the 
areal data coverage provided by the radars was adequate. The nine radar sites that fall within 
the domain and were used in the assimilation are located at KMPX (Minneapolis, MN), KDMX 
(Des Moines, IA), KOAX (Omaha, NE), KDVN (Davenport, IA), KFSD (Sioux Falls, SD), KABR 
(Aberdeen, SD), KARX (Lacrosse, WI), KEAX (Kansas City, MO), and KLSX (St. Louis, MO).  The 
WRF model domain along with radar site locations is plotted below (Fig. 1).  Two radar sites 
that are located near the boundary of the domain were not used in the assimilation; they are 
identified as KTWX (Topeka, KS) and KILX (Lincoln, IL).  It was assumed that the radars used 
provided adequate areal data coverage so that KTWX and KILX need not be included in the 
assimilation. 
 
3.3.3 Hydrology Model and Flash Flood Forecasts 
 A distributed rainfall-runoff hillslope model known as the CUENCAS model (Mantilla 
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and Gupta, 2005) was used to forecast stream flow for rivers and streams within the state 
of Iowa and some areas immediately adjacent to the state (Fig 2).  The model consists of a 
large number of river links (portion of river channel between two junctions of a river 
network) and hillslopes (adjacent areas that drain into the links), each link and hillslope 
has a system of differential equations assigned to it in order to solve for water fluxes and 
storages (Mantilla and Gupta, 2005).  This rainfall-runoff model takes into account the 
routing of water through the channels of the river network, hillslope runoff generation due 
to surface ponding (i.e. rainfall rate overcoming infiltration rate), and soil water storage 
dynamics (Small et al., 2013).  A schematic diagram showing the model components is 
given (Fig. 3) along with the corresponding system of differential equations (1a)-(1c) that 
govern the rainfall runoff, infiltration, and movement of infiltrated water.  
 
 
 
 
 
 
 
in the model.  The variables that make up the system of differential equations (1a)-(1c) 
represent the precipitation input (P(t)); the water storage for the surface (sp), top soil (sl), 
and lower soil (ss); and the flux or flow of water across the land surface into the channel 
(qpc, overland flow), from the surface into the top soil (qpl, infiltration), from the top soil 
into the soil beneath (qls, deep soil infiltration), and from those lower soil levels into 
channel (qsc, groundwater flow).  The recession constant (K; 1/hr.) varies for overland 
water flow (k2), water infiltration into the top soil (kl), water infiltration from the top soil to 
the soil beneath (ki), and groundwater flow (k3) in this model.  The hillslope area or 
drainage area in this model is roughly 0.052 km², while 30 m Digital Elevation Model 
(DEM) topography data is used to construct the river basins.  High resolution observed 
STAGEIV rainfall and WRF model forecasted rainfall were used to force the model and solve 
for stream flow in every channel within the model domain (Fig 2).   
        
   
  
                 
        
   
   
            
        
   
  
            
 
 
         
         
 
         
         
 
          
  
  
   
Fluxes between Control Volumes Mass Conservation Equations 
15 
 
 
The hydrology model was run for every year over an 11 year period from 2002-
2012.  The model was forced using STAGEIV rainfall on April 1st and run through 
September.  For the heavy rainfall case dates three hydrology model runs were carried out:  
one run that was forced with the STAGEIV rainfall, a second that was forced with the hot-
start forecasted rainfall, and a third that was forced with the cold start forecasted rainfall.  
The initial state conditions for the hydrology model runs on these dates came from the 
hydrology model run using the STAGEIV rainfall data as input that was initiated on April 
1st.  Therefore three stream flow forecasts for the channels within the model domain were 
created for the heavy rain case dates.  The goal of the study is to determine whether the use 
of radar data results in a significant improvement in the skill of the hydrology model’s flash 
flood predictions.  In order to determine where the hydrology model would predict flash 
flooding a Flood Severity Index was used and was calculated as the Peak Stream flow for a 
link over the mean Annual Maximum stream flow for that same link.  The Mean Annual 
Maximum stream flow for each channel link in the model domain was obtained from an 11 
year (2002-2012) hydrological simulation using Stage IV rainfall as input.  Regarding the 
Flood Severity Index; a 1 or above indicates flooding and above a 3 major flooding.  Plots of 
the Flood severity Index were created for the heavy rainfall cases using the hydrology 
model with forcing via the   Stage IV rainfall, hot start forecasted rainfall, and cold start 
forecasted rainfall for comparison and analysis.  
 
3.3.4  Analysis Methods 
The hourly simulated rainfall amounts and post-processed reflectivity were 
analyzed and compared between the hot start and cold start model simulations, and then 
compared with observed rainfall (Stage IV) and NEXRAD reflectivity for all cases.  In order 
to get a measure of the forecast skill, equitable threat scores (ETS) and bias were calculated 
for the hot start and the cold start runs for each case.  For the ETS and bias to be calculated 
the observed rainfall was needed, and Stage IV rainfall data (high resolution rainfall 
analysis) were chosen for this purpose.  Stage IV hourly rainfall analyses are created using 
regional multi-sensor precipitation analyses produced at the River Flood Centers (RFCs) 
across the U.S., these analyses are then mosaicked /quilted into a national product at NCEP.  
The STAGE IV data comes on a polar stereographic grid with a resolution of 4 km.  In order 
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for the STAGE IV data to be used in calculation of ETS (and other measures) the data was 
re-gridded to match the WRF model grid (4 km grid and lambert Conformal map 
projection). 
 ETS and bias were calculated for the hot start and cold start model QPF for 
comparison. The ETS used in this study can be found in Schaefer (1990) and is given below 
(eq. 2) along with the bias equation (3). In equations (2) and (3) each variable indicates the 
number of grid points 
 
                 
         
             
              (2) 
 
          
 
 
                               (3) 
where (i) rainfall is correctly forecasted to exceed the specified threshold (CFA), (ii) rainfall 
is forecast to exceed the threshold (F), (iii) rainfall is observed to exceed the threshold (O), 
(iv) and a correct forecast would occur by chance (CHA); where CHA was calculated by 
multiplying the number of grid points where rainfall was forecasted to exceed the 
threshold (F) by the number of grid points where rainfall was observed to exceed the 
threshold (O) and then dividing by the total number of evaluated grid points.   So that as 
stated in Schaefer (1990) “the score is the number of correctly forecasted points in excess 
of those that would verify by chance, divided by the number of cases when there was a 
threat that would not be foreseen by chance”.  A perfect forecast would result in an ETS 
score of 1 with lower values showing a less accurate forecast.  Bias values greater than 1 
indicate that the model over predicted areal coverage while values less than 1 indicate the 
model under predicted areal coverage of rainfall.  The ETS and bias were calculated for five 
different 6-hour rainfall thresholds and three different 1-hour rainfall thresholds in order 
to look at not just the skill of the forecast for the entire rainfall region, but to isolate the 
skill of the forecasted heavier rainfall regions as well.  The thresholds chosen were (in 
inches) .01 (.254 mm.), .10 (2.54 mm.), 0.50 (12.7 mm.), 1.0 (25.4 mm.), 2.0 (50.8 mm.), and 
3.0 (76.2 mm.) for the 6-hour rainfall forecast periods, while rainfall thresholds of (in 
inches) .01 (.254 mm.), .25 (6.35 mm.), and .50 (12.7mm) were used when calculating the 
ETS and bias for the 1-hour rainfall forecasts.  It should be noted that in cases where less 
17 
 
 
than 10 grid points exceeded the rainfall threshold for the Stage IV rainfall (observed 
rainfall) the bias was not used in the case average calculations as these cases can 
sometimes produce extremely high bias that would have an unreasonably large impact on 
the case average. 
  In addition to the ETS and bias, the number of grid points with 6-hour rainfall above 
exceeding the five  thresholds (areal coverage), along with the 6-hour rainfall volume and 
rain rate for those points was also produced and examined for the observed Stage IV and 
forecast rainfall over the entire model domain for each case.  These three measures help to 
better characterize the forecasted rainfall, since two runs may have a similar rain volume 
with one achieving it through lighter rain over a large area and the other through heavy 
rainfall over a smaller area.  These measures will facilitate analysis and comparison of the 
characteristics between the observed rainfall (Stage IV) and the hot start runs, the 
observed rainfall and the cold start, and the hot start and cold start runs. Hourly rainfall 
characteristics statistics (1-hour rainfall volume, areal coverage, and rain rate) over the 
entire model domain were also produced and plotted (except for rain rate) for easy 
analysis for the cold start and hot start run QPF for each case and for the case average.  The 
rainfall statistics were calculated for the same rainfall thresholds as the 1-hour ETS and 
bias (.254 mm, 6.35 mm., and 12.7 mm.). The hourly rainfall characteristics statistics were 
calculated in order to better pinpoint the times when the model runs might be having 
performance issues. 
 
3.4 Results 
 WRF model simulated (both cold and hot start) and the Stage IV (observed) 6-hour 
rainfall accumulations for the 12 warm season heavy rainfall events (Figures 4 and 5 have 
these plots for two individual cases) generally show an improvement in placement and 
areal coverage of the precipitating regions in the hot-start runs compared to the cold-start.  
However, from viewing the 6-hour rainfall plots for the cases one can see that there were 
still deficiencies in the hot start runs.  First, the first 6-hours in the hot start model were 
generally too wet.  Second, it appears that in some of the cases the improvements in 
placement and areal coverage decreased significantly from the first 6-hour period to the 
second while in other cases the improvement carried over into the second period.  Post-
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processed composite reflectivity from the hot-start runs compared with the composite 
reflectivity from the cold start runs showed that thunderstorm/rain areas created from the 
radar assimilation and were not present in the cold start tend to dissipate too soon in 
several of the cases.  A good example of this is found in the June 25, 2005 event  where 
thunderstorms were present over northern Iowa in the hot start run shortly after time of 
initialization (01 UTC), but then dissipated rapidly by 03 UTC as shown by the simulated 
reflectivity (Fig. 6).  The dissipation in the thunderstorms over northern Iowa in the hot 
start WRF simulation coincided with thunderstorms developing further south in central 
Iowa (in the vicinity of a cold front as shown by surface analysis at the time) in the 
simulation.  In reality thunderstorm activity remained focused over northern Iowa as 
shown by the NEXRAD reflectivity at 03 UTC and 06 UTC from June 25, 2005 (Fig. 6). 
 One case where the radar data assimilation appeared to have the greatest impact 
and result in a generally good forecast was for the heavy rainfall event on August 26, 2009, 
while a case that appeared to have performed among the worst was for the event on July 23, 
2010.  The 6-hour rainfall for the August 26, 2009 case (Fig. 4) was placed better and had 
better spatial coverage in the hot start run for the first 6-hour period (although the rainfall 
was too intense especially over eastern Iowa), while the cold start run failed to produce 
much of any rainfall over west-central Iowa where the Stage IV analysis had the heaviest 
rainfall amounts.  The hot start run QPF continued to outperform the cold start throughout 
the last three 6-hour periods as well, with rainfall placement, coverage, and intensity all 
closer to what was observed (Stage IV analysis).   
The 6-hour rainfall for the July 23, 2010 event (Fig. 5) shows a different story form 
that of the August 26, 2009 event as the first 6-hour QPF was in the same general location 
and of similar intensity for the hot start and cold start runs and Stage IV analysis, however 
the QPF for the next 6-hour period was much less accurate.  For this period the hot start 
run failed to produce much of any heavy rainfall (heaviest rainfall around 38.5 mm.), while 
the Stage IV analysis showed heavy rainfall (101.6-127+ mm. over northeast Iowa) 
occurring in an arching band across northern Iowa and into northern Illinois.  The cold 
start run may actually have performed slightly better in this second 6-hour period as it at 
least had somewhat heavy rainfall in a band from northeast Iowa into northern Illinois.  
The simulated reflectivity for the July 23, 2010 event (Fig. 7) shows that the hot start WRF 
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run had the location of the intense reflectivity echoes fairly accurate initially (01 UTC), but 
by 06 UTC the intense reflectivity echoes had moved too far south in the hot start run while 
the cold start had them positioned further north more in line with NEXRAD reflectivity at 
the time.  Neither the cold start nor hot start runs were able to accurately simulate the 
development of thunderstorms further west (over western Iowa and eastern Nebraska) 
starting around 06 UTC as shown by the NEXRAD reflectivity (Fig. 7).  As a result neither 
model simulation produces the widespread thunderstorm activity over Iowa shown by the 
NEXRAD reflectivity around 09 UTC (Fig. 7), although the hot start simulation at least has 
activity over the eastern third of Iowa whereas the cold start has little activity anywhere in 
the state.  The simulations for the August 26, 2009 and July 23, 2010 heavy rain events 
were chosen as examples (over the other individual cases) because they seemed to do a 
good job of showing the range of improvement from the cold start to the hot start runs, 
with most of the rest of the cases falling somewhere between these two. 
 
3.4.1 6-Hour ETS and Rainfall Characteristics Analysis 
The average (Table 2) and case specific ETSs (Table 3 shows ETSs for two individual 
cases; the rest are not shown) for the WRF simulated rainfall over four 6-hour periods 
showed a noticeable improvement in forecast skill in the hot start runs over the cold start 
simulated rainfall during the first two 6-hour periods in the model runs.  This was 
especially true for rainfall thresholds up to 1 inch (25.4 mm); above that (2 and 3 inch 
thresholds) the ETSs were generally fairly low and only a minor increase in score is noted 
in the hot start runs.  The lack of skill for the highest thresholds was probably in large part 
due to the fact that there were simply fewer grid points that had rainfall at or above the 
threshold value, and thus incorrectly forecasted rainfall for a grid point or two can have a 
greater impact on ETS than it would for the lower thresholds.  Both the improvement in 
average ETS and the magnitude of the ETSs themselves decreased during the 3rd and 4th 6-
hour periods.  One would expect the forecast skill to decrease since model error grows with 
time, and it isn’t a surprise that the impact from the radar data assimilation would diminish 
either as studies like Sugimoto (2009) have shown that most of the improvement from the 
assimilation of radar data only lasts through the first six hours or so.  The case average bias 
values (Table 4) generally indicate the hot start runs over forecasted the rainfall coverage 
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for all thresholds (albeit just slightly for the lower thresholds) for the hot start runs during 
the first 6-hour forecast period, then under forecasted the rainfall coverage for all rainfall 
thresholds but the 2 inch (50.8 mm.) and 3 inch (76.2 mm.) thresholds during the second 6-
hour period, before once again over forecasting the rainfall coverage for final two 6-hour 
periods for all thresholds. 
The ETS and bias (Tables 3 and 5 respectively) for the two individual cases (August 
26, 2009 and July 23, 2010) agree with the analysis of the 6-hour rainfall plots.  The August 
26, 2009 hot start run yielded higher ETSs than the cold start for all four 6-hour periods for 
the rainfall thresholds (although the higher thresholds only had slightly higher ETSs) and 
the bias showed that the rainfall was over-predicted for all thresholds during the first 6-
hour period as was observed in the 6-hour rainfall plots.  Also, as expected the July 23, 
2010 event hot start runs yielded higher ETSs than the cold start for the first 6-hour period, 
but then actually had lower ETSs for the second 6-hour period for the 0.5 inch (12.7 mm.) 
and 1 inch (25.4 mm.) rainfall thresholds. 
From the case average domain rainfall characteristics data for the (Table 6) one can 
see that the hot start rainfall was generally overpredicted in terms of areal coverage, 
especially for the higher rainfall thresholds (25.4 mm. >) and during the first 6-hour model 
period.  Also, the rainfall was too intense for the higher thresholds with the system rain 
rates for the hot start forecasts generally exceeding the observed system rain rates; this 
was again especially true during that first 6-hour period.  In terms of performance, based 
off the rainfall characteristics the hot start runs performed best during the second 6-hour 
period in the simulations as average areal coverage (grid points), rain rate, and rain volume 
for the rainfall thresholds shown in Table 6 (.01, 1, and 3) tended to be closer to that 
observed for this period when compared with others.  This agrees with the finding that hot 
start rainfall in the first 6-hour period was too wet for most of the cases, and rainfall in the 
second 6-hour period was more in line with the observed rainfall.   
 
3.4.2 1-Hour ETS and Rainfall Characteristics Analysis 
To better pinpoint the times at which the model runs may be having performance 
issues it was necessary to increase the temporal resolution of some of the performance 
measures.  For this reason ETSs (Fig. 8) and biases (Fig. 9) for three rainfall thresholds (.01 
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in. (.254 mm.), .25 in. (6.35 mm.), and .50 in. (12.7 mm.)) were calculated using simulated 
1-hour rainfall for the hot and cold start simulations for all 12 cases, with the values 
averaged over all 12 cases.  Rainfall characteristics (volume, intensity, and areal coverage) 
were also calculated using the 1-hour rainfall for the three rainfall thresholds.  ETSs for all 
three thresholds and for all cases (not shown) reveal that the cold start runs generally had 
very little skill during the first few hours of the simulations while the hot-start runs showed 
a significant increase in skill during those first few hours.  This appears to be largely due to 
spin-up issues in the cold-start runs as they are far too dry in the first 2-3 simulation hours 
as evidenced when looking at the case average 1-hr Domain rainfall volumes for all 
thresholds (Fig. 10) as they show absolute error of around -0.44 (.254 mm threshold), -.28 
(6.35 mm threshold), and -.19 (12.7 mm threshold) mm per grid point of rainfall for the 
first hour in the cold start runs.  The hot start runs generally started out with fairly high 
ETSs in the first 1-2 simulation hours and then decreased in the 3-6 hour range before 
rising again and achieving a second peak in the 7-12 hour range.  The decrease in ETSs 
after the first hour or two would seem to support the findings from the post-processed 
composite radar plots (shown in Figures 6 and 7 for two cases) that the 
thunderstorms/rain areas produced from the reflectivity analysis and not present in the 
cold-start simulations tend to dissipate too soon.   
The 1-hour case average domain rainfall volume (Fig. 10) shows that the first hour 
of the hot-start simulations is far too wet with average absolute errors of around 0.5 (.254 
and 6.35 mm thresholds) and 0.38 (12.7 mm threshold) mm per grid point of rainfall.  After 
the first hour the case average absolute errors decreased substantially down to around 
0.12 mm per grid point (.254 mm and 6.35 mm. thresholds) and 0.10 mm. per grid point 
(12.7 mm. threshold) in the second hour of the hot start runs.  Therefore, the overly intense 
rainfall in the first hour of the runs appears to be the greatest contributor to the overly wet 
conditions noted in the 6-hour performance measures.  Also note that the bulk of the 
rainfall in the 12 cases occured during the first 14 or so hours of the 24-hour forecast 
periods since all of the heavy rain events occurred in the evening through the early 
morning of the case dates.  Thus, the fact that in many cases there was very little rainfall 
occurring may be partly responsible for some of the very low ETSs and high bias values in 
the latter parts of the model runs. 
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In terms of the case average areal coverage (Fig. 11), one can see that the hot start 
runs were much closer to the Stage IV analysis early (especially for the .254 mm. rainfall 
threshold) on as the cold start runs had very little in the way of rainfall coverage during the 
first few hours of the simulations.  Looking specifically at the areal coverage for the .254 
mm threshold (which could be thought of as the entire precipitating region) it is clear that 
the hot start runs began with a bit too large of a precipitating region, but over the first few 
hours the areal coverage (in grid points) got closer to that of the Stage IV rainfall analysis 
and then was passed by and had a smaller precipitating area than the Stage IV analysis 
from around hour 4 out to around hour 12.  This period (model hour 4 to 12) also coincides 
fairly well with the Stage IV analysis becoming a little bit wetter than the hot start as shown 
by the 1-hour domain rainfall volumes for the .254 mm. rainfall threshold (Fig. 10), 
although the 1-hour Stage IV rainfall volume doesn’t exceed the hot start until around hour 
7, meaning the rainfall intensity must be greater in the hot start .   
ETS, bias, and domain rainfall volume for the 0.254 mm. rainfall threshold were 
given for the two individual cases chosen for analysis (plots for August 26, 2009 are given 
in Fig. 12a and plots for July 23, 2010 in Fig. 13a).  The ETSs showed that the hot start 
forecast for the August 26, 2009 event displayed a greater amount of skill throughout the 
24-hour period than the hot start forecast for the July 23, 2010 event. The ETS for the 
August 26, 2009 forecast started out around 0.6 for the first hour and then gradually fell off 
to just under 0.3 by hour five and then stayed between 0.25 and 0.40 after that.  In contrast 
the ETS for the July 23, 2010 event started off around 0.55 for the first hour of the hot start 
simulation and then fell to around 0.3 by the third hour and to around 0.15 by hour seven.  
After that time it eventually bottomed out close to zero by hour 13 (although by that time 
there was little observed rainfall or simulated rainfall in the model runs which could 
partially explain the very low ETS).  For the August 26, 2009 event the hot start ETS 
remained higher than that for the cold start throughout the 24-hour simulations, but for 
the July 23, 2010 case the cold start ETS exceeded the hot start ETS around simulation hour 
five.  At hour five there was heavy rainfall occurring within the model domain (with around 
0.4 mm. of rainfall per grid point over the entire domain; Fig. 13c) making the fact that the 
cold start had a higher ETS all the more concerning.   
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The bias values for both cases (Fig. 12b for August 26, 2009 and Fig. 13b for July 23, 
2010) showed that the hot start runs over predicted the areal coverage of the rainfall 
through the first 6-hours for the July 23, 2010 event and throughout the first 8-hours for 
the August 26, 2009 event.  After that, the bias values droped rapidly for the July 23, 2010 
forecast (greatly underpredicting the areal rain coverage) while they stayed fairly constant 
between 1.2 and 0.7 for the August 26, 2009 forecast.   
The 1-hour domain rainfall volumes for the two cases (Fig. 12c for August 26, 2009 
and Fig. 13c for July 23, 2010)  show that there was far too much rainfall forecast in the hot 
start runs for both cases early on (especially for the first hour).  The 1-hour domain rainfall 
volume was largest between forecast hours 7 and 13 for the July 23, 2010 event, and 
neither the hot start nor cold start simulations were able to produce near the rainfall 
observed (Stage IV analysis) during this period.  For example, at its heaviest around model  
hour 10 the Stage IV rainfall (for the entire domain) was around 0.71 mm. per grid point, 
while the hot start rainfall forecast was around 0.14 mm per gridpoint and the cold start 
was near 0.06 mm per grid point. For the August 26, 2009 event, the heaviest observed 
(Stage IV) rainfall occurred between model hours 9 and 16, and while the hot start also 
under-forecasted the rainfall during this period, the forecasted rainfall amounts where 
closer to the Stage IV rainfall amounts for this case compared with the July 23, 2010 case.   
 
3.4.3 Hydrology Model Flash Flood Predictions 
Based on the analysis of the simulated rainfall via performance measures in 
previous sub-sections it is clear that there is improvement in the hot start runs over the 
cold start.  However the hot start forecasts were far from perfect and still exhibited error in 
timing, placement, and intensity of rainfall (to all of which a hydrology model is sensitive).  
Analyzing the hydrology model-predicted flash flooding for all 12 cases (Fig. 14) reveals 
that as one might expect the rainfall from the hot start runs yielded fairly accurate flash 
flood predictions (in terms of general placement and intensity) for a few of the better 
forecasted cases, while placement, intensity, and timing discrepancies existed for many of 
the cases when compared with the flash flooding produced via the Stage IV rainfall.  The 
rainfall produced via the cold start runs failed to produce substantial flash flooding in 
multiple cases where flash flooding was produced using the Stage IV rainfall, while also 
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underpredicting the coverage and intensity of the flash flooding in nearly all of the other 
cases.   
One case where substantial improvement in the hydrology model-predicted flash 
flooding is seen using the hot start rainfall over the cold start is in the August 26, 2009 
heavy rain event.  In this event the hot start run is much more accurate in predicting the 
placement and areal coverage of the rainfall than the cold start, especially during the first 
18 hours of the simulation (Fig. 4).  The biggest problem in the hot start run for this case is 
the rainfall being too intense during the first hour or so of the simulation.  When comparing 
the predicted flash flooding for this event between the hydrology model runs forced with 
the hot start, cold start, and Stage IV rainfall (Fig. 14) one can see that the hot start rainfall 
would result in flash flooding (mostly minor, flood severity index less than 3) over the 
same general area of east central Iowa as the Stage IV rainfall while the cold start would 
yield no significant flash flooding for this event.  However, even though it does a good job of 
getting the general placement down for this event, there are smaller scale discrepancies in 
intensity within the general area of flash flooding.   
On the other end of the performance spectrum are cases like June 5, 2008 (Fig. 14) 
where the hot start rainfall resulted in significantly overpredicted flash flooding in terms of 
coverage and intensity.  Looking at the predicted flash flood plots one can see that a large 
area of west-central Iowa would experience major flash flooding (flood severity index of 
over 3) with the rainfall predicted in the hot start run, while the Stage IV rainfall would 
produce only minor flooding (flood severity index of over 1 but less than 3).  The cold start 
rainfall doesn’t result in as large an area of overly intense flooding as with the hot start 
rainfall, but it does result in flash flooding that is too intense in northeast Nebraska and 
fails to predict the minor flash flooding further east into west-central and central Iowa like 
the Stage IV rainfall does.  Opposite of the June 5, 2008 case is the case on July 23, 2010 (Fig. 
14) where the Stage IV rainfall resulted in the prediction of major flash flooding over 
southern Fayette County in northeast Iowa, while the hot start rainfall failed to result in the 
prediction of any major flash flooding, yielding only scattered areas of minor flash flooding.  
The cold start rainfall failed to produce any significant flash flooding for this case when 
input into the hydrology model. 
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Despite the obvious inconsistencies in performance (in terms of intensity, location, 
and coverage of flash flooding predicted) for the hot start rainfall between the cases, the 
hot start rainfall did correctly yield at least some flash flooding in each of the 12 cases.  In 
contrast the cold start failed to predict any flash flooding in some of the cases, when flash 
flooding was predicted using the Stage IV rainfall analysis in all cases.  Although the 
location, intensity, and exact timing of the flash flooding may not be able to be predicted 
from the hot start runs, the fact that flash flooding is predicted alone may be of value. 
 
 
3.5 Conclusions 
 The present study looked into the ability of radar data to improve high resolution 
model QPF for the type of extreme heavy rainfall events that often result in significant flash 
flooding.  It also examined whether the improvement in the hot start runs would be 
significant enough to improve a hydrology model’s flash flood forecasts to a point where 
they might be used as a flood forecasting tool.  Twelve extreme rainfall cases were chosen 
to be simulated via high resolution 24-hr WRF model runs where two runs were completed 
for each case (hot and cold start).  In general, performance analysis measures (ETS and 
rainfall characteristics) indicated the hot start runs had a higher level of forecast skill than 
the cold start runs, especially during the first 12 hours or so of the simulations as shown by 
the 6-hr and 1-hr rainfall ETS analyses.  The greatest increase in skill was noted for the 
lower rainfall thresholds, but the higher thresholds (which represent heavier rainfall 
areas) that are of most importance for flash flooding also saw an increase in skill as noted 
by increases in ETSs.  However, issues remained with the hot start simulated rainfall as 
there were still placement, coverage, and timing errors.  Also, rainfall was too intense in the 
first hour or two of the simulations making the runs too wet early on, and 
thunderstorms/rain areas created from the radar data assimilation and not present in the 
cold start runs tended to dissipate too soon. 
 A Flood Severity Index was devised in order to determine where a hydrology model 
would predict flash flooding when forced with the Stage IV rainfall, hot start QPF, and cold 
start QPF.  The Flood Severity Index would indicate flash flooding (value greater than 1) if 
the peak stream flow for a given river/stream link reached the mean annual maximum 
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stream flow (obtained from 11 year (2002-2012) hydrologic simulation using Stage IV 
rainfall) for that same link during the 24-hour simulation period.  The hot start rainfall 
yielded flash flooding in each of the 12 cases as did the Stage IV rainfall, whereas the cold 
start rainfall failed to result in any substantial flash flooding for several of the cases and 
underpredicted the flash flooding in the other cases.   Even though flash flooding was 
predicted by the hydrology model runs for each of the cases when using the hot start 
rainfall, discrepancies in placement, coverage, and intensity of the flooding existed in 
varying degrees for each of the cases between the flash flood predictions produced from 
the hydrology model runs that were forced with the hot start QPF and Stage IV rainfall.  
There were a few cases such as the August 26, 2009 case that predicted the general 
location and intensity of the flash flooding fairly accurately, but others like the June 5, 2008 
case had large discrepancies in placement and intensity of the flash flooding predicted 
using the hot start rainfall compared with the flash flooding predicted from the Stage IV 
rainfall. 
 Overall the use of radar data yielded a noticeable albeit a varying degree of 
improvement in the high resolution model rainfall simulations for the 12 cases.  This 
improvement also carries over into the hydrology model’s flash flood prediction, where the 
performance of the predictions once again varied by case for the hot start rainfall.  The one 
consistency between the hydrology model runs using the hot start rainfall as input is that 
flash flooding was predicted during the 24-hour simulations in all 12 cases, which is also 
true when the Stage IV rainfall is used.   This is an encouraging result as one might be able 
to say with fairly good certainty that a rain event will produce flash flooding (even if 
location and intensity are not known) based on the hot start runs, whereas the same can’t 
be said for the cold start.  Even with this encouraging result some important issues are 
noted with the hot start runs that need to be studied for improvement in the future.  For 
instance, slight changes may need to be made to some of the parameters in the ARPS 
3DVAR radar data assimilation program to alleviate the issue with the rainfall intensity 
early on.  Also the assimilation of radar data at more than one time along with the 
assimilation of meteorological data from other sources may need to be looked at in order to 
facilitate further improvement in these high resolution WRF model runs used for rainfall 
prediction 
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3.8  Figures 
 
 
Figure 1: WRF Domain (red shaded area) and WSR-88D Doppler radar sites used in the 
radar data assimilation 
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Figure 2: Hydrology model domain (upper left) and hill slope with river links (upper right) 
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Figure 3: Schematic diagram showing hydrology model components 
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Figure 4: Plots for August 26, 2009 of rainfall accumulations (in mm.) over four 6-hour 
periods for the Stage IV rainfall analysis (top), hot start WRF run QPF (middle), and  cold 
start WRF run QPF (bottom). 
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Figure 5: Plots for July 23, 2010 of rainfall accumulations (in mm.) over four 6-hour periods 
for the Stage IV rainfall analysis (top), hot start WRF run QPF (middle), and  cold start WRF 
run QPF (bottom). 
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Fig. 6: Plots for June 25, 2005 of 2 km NEXRAD reflectivity (left), hot start run (middle), and  
cold start run (right) simulated reflectivity (4 km resolution) at 01 UTC (top), 03 UTC 
(middle), and 06 UTC (bottom) 
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Fig. 7: Plots for July 23, 2010 of 2 km NEXRAD reflectivity (left), hot start run (middle), and  
cold start run (right) simulated reflectivity (4 km resolution) at 01 UTC (top), 06 UTC 
(middle), and 09 UTC (bottom) 
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Figure 8: plots of case average ETS for 1-hour model QPF from both hot start and cold start 
model runs and for three different rainfall thresholds (.254 mm (.01 in.), 6.35 mm(.25 in.), 
and 12.7 mm (.50 in.).  
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Figure 9: plots of case average bias for 1-hour model QPF from both hot start and cold start 
model runs and for three different rainfall thresholds (.254 mm (.01 in.), 6.35 mm(.25 in.), 
and 12.7 mm (.50 in.).  
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Figure 10: plots of case average areal rainfall coverage (grid points in thousands) for 1-
hour model QPF from both hot start and cold start model runs and for three different 
rainfall thresholds (.254 mm (.01 in.), 6.35 mm(.25 in.), and 12.7 mm (.50 in.).  
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Figure 11: plots of case average 1-hour rainfall volume (mm/ grid point) for 1-hour model 
QPF from both hot start and cold start model runs and for three different rainfall 
thresholds (.254 mm (.01 in.), 6.35 mm(.25 in.), and 12.7 mm (.50 in.). 
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Figure 12: plots of (a) ETS,  (b) bias, and (c) domain rainfall volume (mm/grid point) for 1-
hour model QPF for the August 26, 2009 heavy rainfall event from both hot start and cold 
start model runs for the 0.254 mm. rainfall threshold. 
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Figure 13: plots (a) ETS, (b) bias, and (c) domain rainfall volume (mm/grid point) for 1-
hour model QPF for the July 23, 2010 heavy rainfall event from both hot start and cold start 
model runs for the 0.254 mm. rainfall threshold. 
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Figure 14: Plots of Flood Severity Index produced from a hydrology models stream flow 
forecasts for Stage IV rainfall analysis (left), hot start WRF QPF (middle), and cold start 
WRF QPF (right) for all 12 heavy rainfall cases.  The Flood Severity Index is calculated as 
the Peak Stream flow for a link (portion of river channel between to junctions) over the 
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mean Annual Maximum stream flow for that same link.  A Flood Severity Index value of 1 or 
above indicates flooding and above 3 indicates major flooding. 
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Figure 14 continued 
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Figure 14 continued 
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3.9 Tables 
 
      Case Dates     
2005 2006 2007 2008 2009 2010 2011 
June 24-25 
6/25 00UTC 
August 1-2 
8/2 00UTC 
August 19-20 
8/19 18UTC 
May 29-30 
5/30 00UTC 
Aug. 26-27 
8/26 18UTC 
June 4-5 
6/5 00UTC 
June 9-10 
6/10 00UTC 
   
  
   
  
 
August 23-24 
8/24 00UTC 
June 4-5 
6/5 00UTC   
July 21-22 
7/22 00UTC   
  
   
  
 
  
  
 
  
June 7-8 
6/8 00UTC   
July 22-23 
7/23 00UTC   
     
 
  
 
  
Table 1: Dates (black) and WRF model initialization times (red) for the 12 heavy rainfall 
events. 
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ETS Avg.     All Cases         
  Period (hours)   Threshhold (mm.)     
    0.254 2.54 12.7 25.4 50.8 76.2 
Cold Start 00-06 0.211 0.177 0.129 0.094 0.054 0.011 
Hot Start   0.391 0.356 0.242 0.159 0.070 0.063 
Cold Start 06-12 0.327 0.301 0.179 0.105 0.050 0.010 
Hot Start   0.378 0.374 0.266 0.139 0.036 0.014 
Cold Start 12-18 0.258 0.175 0.063 0.027     
Hot Start   0.268 0.204 0.085 0.063     
Cold Start  18-24 0.178 0.137 0.081 0.042 0.013   
Hot Start   0.190 0.169 0.095 0.039 0.014   
Table 2: Case Average ETS (for 6-hour QPF) for both hot start and cold start runs and six 
different rainfall thresholds 
 
bias Avg. Hot Start (All Cases)     
Period (model hr.)   Threshhold (mm.)     
  0.254 2.54 12.7 25.4 50.8 76.2 
00-06  1.078 1.076 1.333 1.785 3.339 3.754 
06-12 0.911 0.876 0.853 0.943 1.563 1.111 
12-18 1.213 1.317 2.581 2.67     
18-24 1.936 2.152 3.629 6.261 5.205   
Table 3: Case Average bias values (for 6-hour QPF) for both hot start and cold start runs 
and six different rainfall thresholds 
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ETS   July 23, 2010 (00 UTC)     
  Period (hours)   Threshold (mm.)     
    0.254 2.54 12.7 25.4 50.8 76.2 
Cold Start 00-06 0.306 0.384 0.387 0.21 0.103 0.015 
Hot Start   0.314 0.469 0.503 0.384 0.141 0.036 
Cold Start 06-12 0.166 0.147 0.171 0.134 0.029 0 
Hot Start   0.245 0.212 0.119 0.046 0 0 
Cold Start 12-18 0.162 0.086 -0.002 0 NA NA 
Hot Start   0.03 -0.015 -0.001 0 NA NA 
Cold Start 18-24 -0.01 -0.019 -0.008 0 0 0 
Hot Start   -0.014 -0.023 -0.008 0 0 0 
 
Table 4: ETS (for 6-hour QPF) from simulation of a rainfall event from August 26, 2009 
(top) and another from July 23, 2010 (bottom) for both hot start and cold start runs 
initialized 18 UTC and 00 UTC respectively and six different rainfall thresholds.  Red 
highlighting indicates values that were not used in the case average calculations due to 
their not being enough grid points with rainfall exceeding the threshold 
 
 
 
 
 
ETS   August 26, 2009 (18 UTC)      
  Period (hours)   Threshold (mm.)     
    0.254 2.54 12.7 25.4 50.8 76.2 
Cold Start 00-06 0.388 0.202 0.003 -0.001 0 NA 
Hot Start   0.586 0.469 0.141 0.036 0.023 0 
Cold Start 06-12 0.339 0.219 0.05 0.004 -0.003 -0.001 
Hot Start   0.491 0.372 0.171 0.06 0.006 0 
Cold Start 12-18 0.353 0.254 0.04 0.002 0 NA 
Hot Start   0.482 0.467 0.274 0.137 0 NA 
Cold Start 18-24 0.23 0.098 -0.005 -0.003 0 0 
Hot Start   0.374 0.344 0.17 -0.002 0 0 
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Table 5: Bias values (for 6-hour QPF) from simulation of a rainfall event from August 26, 
2009 (top) and another from July 23, 2010 (bottom) for both hot start and cold start runs 
initialized at 18 UTC and 00 UTC respectively and six different rainfall thresholds.  Red 
highlighting indicates values that were not used in the case average calculations due to 
their not being enough grid points with rainfall exceeding the threshold 
 
 
 
 
 
Bias-hot start 
  August 26, 2009 (18 UTC)     
Period (model hr.)   Threshhold (mm.)     
  0.254 2.54 12.7 25.4 50.8 76.2 
00-06  1.27 1.58 3.84 7.05 10.20 NA 
06-12 1.01 1.02 0.85 0.46 0.29 0.01 
12-18 0.93 0.69 0.52 0.79 6.28 NA 
18-24 1.49 0.92 0.52 0.33 0.05 0.00 
Bias-hot start 
  July 23, 2010 (00 UTC)     
Period (model hr.)   Threshhold (in.)     
  0.01 0.1 0.5 1 2 3 
00-06  1.513 1.214 1.349 1.442 1.236 1.931 
06-12 0.668 0.539 0.273 0.08 0 0 
12-18  0.433 0.221 0.06 0 NA NA 
18-24 2.303 2.777 6.788 54.714 NA NA 
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Table 6: rainfall characteristics data (areal coverage (grid points), rain rate (mm.), domain 
rain volume (mm x 16 km2)) averages for all 12 rainfall cases for 6-hour rainfall forecasts 
and three rainfall thresholds (0.254 mm (.01 in.), 25.4 mm (1 in.), and 76.2 mm (3 in.)). 
 
 
Rainfall Characteristics
Case Averages
Threshold(mm.)           Parameters 00-06 06-12 12-18 18-24
System rain-rate characteristics
0.254 observed areal coverage (points) 13948 16943 11475 9638
Observed rain rate (mm.) 11.1 12.4 6.5 7.0
Hot Start areal coverage (points) 14565 15547 13574 14624
Hot Start rain rate (mm.) 12.8 11.7 8.2 8.3
Cold Start areal coverage (points) 8375 14283 13209 15706
Cold Start rain rate (mm.) 9.5 12.5 8.2 9.1
25.4 observed areal coverage (points) 1629 2613 701 565
Observed rain rate (mm.) 41.1 40.6 32.1 33.4
Hot Start areal coverage (points) 2210 2214 1248 1538
Hot Start rain rate (mm.) 45.9 42.4 37.9 41.9
Cold Start areal coverage (points) 965 2196 1402 1807
Cold Start rain rate (mm.) 42.7 43.4 38.2 42.5
76.2 observed areal coverage (points) 80 102 0 1
Observed rain rate (mm.) 89.1 86.4 83.6 83.2
Hot Start areal coverage (points) 221 145 50 100
Hot Start rain rate (mm.) 93.3 93.3 88.1 89.4
Cold Start areal coverage (points) 75 124 69 139
Cold Start rain rate (mm.) 96.6 91.8 85.8 91.5
Domain rain volume (mm. X 16 km^2)
0.254 observed rain volume 150988.3 209391.4 80192.7 71392.0
Hot Start rain volume 188381.6 181951.5 122960.1 131507.8
Cold Start rain volume 85056.5 175892.1 126540.8 151223.6
25.4 observed rain volume 67656.1 105886.3 23559.0 20037.5
Hot Start rain volume 106084.2 95800.2 52018.4 67790.6
cold Start rain volume 43780.7 95036.9 57170.1 80959.8
76.2 observed rain volume 7329.3 8985.7 34.8 63.0
Hot Start rain volume 23753.9 14963.2 4787.3 9175.9
cold Start rain volume 7900.7 12097.8 6129.4 13144.2
Forecast Period (model hours)
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CHAPTER 4.  ADDITIONAL RESULTS: RADAR DATA ASSIMILATION VS. 
PROBABILITY-MATCHED RAINFALL FORECAST 
 
4.1 Introduction 
 Rainfall forecasts for two additional cases involving heavy rain producing MCS 
events over the state of Iowa were produced from WRF model runs that use radar data 
assimilation at the time of initialization (hot-start) and from a mixed physics ensemble via 
a probability-matching (PM) method. In order to implement the PM method it was assumed 
that the most accurate spatial representation of the rain field is given by the ensemble 
mean and that the best frequency distribution of rain rates is given by the ensemble of 
individual members QPFs (Ebert, 2001).  Thus, the PM rainfall forecast was created by 
pooling the forecast rain rates for all members (and all grid points) and arranging them in 
order from largest to smallest and keeping every 8th value (since we have 8 members).  
Next, the rain rates in the simple ensemble mean were pooled and arranged in the same 
order with the location of each value also being stored.  The grid point with the highest rain rate 
in the simple ensemble mean rain field was then replaced with the highest value from the 
ensemble member rain rate distribution, and so on.  This method was used since it preserves the 
mean and maximum rainfall intensity predicted by individual ensemble members and prevents 
the smearing or smoothing effect taking the simple mean has on the predicted rain area The PM 
rainfall forecast was included in order to give an idea of how another method for improving 
rainfall forecasts would fare for these two cases.   
The probability-matched method (PM) was used to produce a rainfall forecast for an 
8 member mixed-physics model ensemble.  Initial and lateral boundary conditions for the 
ensemble members came from the 12 km NAM (in 4 members) and the 40 km GFS (in the 
other 4 members).  The Thompson, Ferrier and WSM-6 microphysics and the YSU and MYJ 
PBL parameterization schemes were also varied between the 8 members (Table 7).   
The WRF model set-up remained the same for these two cases as in the 12 heavy 
rainfall cases analyzed in the previous chapter of this paper, except the simulations were 
only 12 hours in length.  Two MCS events were simulated; both occurring in the early 
morning so the model was initialized at 00z (using 00z initialized NAM data) and ran for a 
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duration of 24 hours with boundary conditions being ingested every 3 hours.  This study 
focused on the first 12 hours of the model runs since radar data often doesn’t result in 
much improvement after that.  The radar data assimilation procedure and set-up also 
remained the same for the model runs for these two cases with the ARPS 3DVAR Data 
assimilation system being used. 
 
 
4.2 Results 
 
4.2.1 June 22, 2010 
The first heavy rainfall case examined occured during the evening and overnight of 
June 21, 2010 into the morning hours of June 22 over parts of southern Iowa into 
northwestern Illinois.  The focal point of this activity was initially a shortwave trough that 
moved across northern Iowa into southern Wisconsin and northern Illinois.  As the activity 
with this was moving off to the east, thunderstorms then began to develop along the 
southern periphery of this activity near a stalled out frontal boundary. This development 
appeared to be partially in response to a strengthening LLJ oriented perpendicular to the 
front, it was this activity that was responsible for the heavy rainfall that occurred over 
southern Iowa into northern Illinois.  
From the reflectivity plots (Fig. 15) it is evident that the radar data assimilation 
worked well for the first few hours of the simulation in this case, as it correctly simulated 
thunderstorms along the frontal boundary in southern Iowa that were not present in the 
cold-start run.  However by 06z these had diminished and moved off to the east leaving 
little activity in that area, while in reality as noted from the NEXRAD image at 06z (Fig. 15) 
storms continued to back-build and train over that area. 
Comparing the characteristics between the simulated rainfall and the observed 
rainfall (Table 8) it is apparent that the radar assimilated run did a fairly good job of 
simulating the rainfall in the first 6 hours of the model run (00z-06z), although the areal 
extent and intensity of the rainfall for the points exceeding the 1 inch (25.4 mm.) threshold 
was a bit overdone.  In contrast the areal coverage for the .01 inch (.254 mm threshold) 
threshold was actually too small; this means that overall the simulated rainfall was more 
intense and occurred over a smaller area than the observed rainfall.  The rainfall 
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characteristics were not simulated well for the following 6 hour period (06z-12z) as very 
little rainfall was produced by the simulation. The PM rainfall forecasts appears to perform 
better than the hot start in terms of rainfall intensity, coverage, and volume for the heavy 
rain areas (25.4 mm threshold) in this case with values closer to the Stage IV rainfall 
analysis.     
ETSs (Table 9) show that the hot start run displayed the best forecasting skill 
overall with it having much higher ETSs for the lighter thresholds than the PM forecast.  
However, the PM forecast did exhibit slightly higher ETSs for the higher thresholds, 
implying this approach may be better than assimilating radar data alone for heavy rainfall 
amounts.  This is a significant observation as the heavy rainfall areas are usually most 
important when it come to the potential of flooding.  As would be expected from the 
reflectivity plots little to no forecasting skill was present for any of the forecasts (cold start, 
hot start, or PM) after the first six hours with ETSs around zero for each of the thresholds.  
The bias values (Table 10) show the heavier rainfall was over-predicted, while the areal 
extent of the lighter rainfall thresholds was under-predicted.  There were fairly low bias 
(values near 1) values for the first 6 hour period (00z-06), but after that the forecast was so 
poor that bias values were near zero for each of the rainfall thresholds. 
 
4.2.2 June 26, 2010 
 The second heavy rainfall case examined in this study occurred during the evening 
of June 25, 2010 through the early morning hours of June 26th, with the heaviest rainfall 
occurring over south-central Minnesota into north-central and north-western Iowa.  At the 
surface a favorable synoptic set-up for precipitation was present in the area of 
southwestern Minnesota and eastern South Dakota where the convective system 
developed (not shown).  This area is just north of a warm front that was extending 
eastward from a low pressure system with noticeably warmer and higher dew point air 
just to the south of the front (fairly strong boundary). Further south hot and humid 
conditions were found over the southern plains with temperatures well into the 90’s and 
dew points in the 70’s over many areas of Kansas, Oklahoma, and Texas. Also it should be 
noted that this set-up was very favorable for strong nocturnal LLJ development as there 
was a good chance the pressure gradient in the warm sector may be superimposed on the 
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mesoscale pressure gradient associated with daytime differential heating due to the sloped 
terrain of the plains.  In fact a strong southerly LLJ (low-level jet) did develop and played an 
important role in maintaining and allowing for back-building of this MCS to the southwest 
in the overnight hours. 
From the plots of NEXRAD, cold-start run, and radar data assimilated run reflectivity 
(Fig. 16) it is clear that the radar data assimilation resulted in a more intense MCS that was 
positioned further west than in the cold-start run.  This further west and more intense MCS 
is in agreement with the NEXRAD reflectivity and STAGE IV observed rainfall (not shown).   
Unlike in the June 22nd case the radar data assimilation had a positive impact on the 
simulation through at least the first 12 hours with the convection building further west and 
remaining more intense than in the cold-start run through that time.  Hourly rainfall 
amounts (not shown) show that although the radar data assimilated run matched the 
location of the observed (Stage IV) rainfall fairly well it produceed too much rainfall in the 
heaviest precipitating regions. 
Rainfall characteristics (Table 11) for this case show that the radar data assimilated 
run is much more skillful with rainfall prediction over the first 12 hours compared to the 
cold-start run; however, like in the June 22 case the simulation produces too large an area 
of rainfall exceeding the 1 inch (25.4 mm.) threshold with the intensity of this rainfall also 
being a bit high.  Unlike the June 22nd case the areal coverage for the rainfall exceeding .01 
inch (.254 mm., which could be considered the entire precipitating region) for the radar 
data assimilated run was very close to that observed throughout the first 12 hours of the 
simulation.  Also, the intensity (only being a bit too high) was fairly accurate as well 
through that time.  The volume of the rainfall for all grid points exceeding the .01 inch 
threshold (.254 mm.) in the model domain was nearly 3,000 (mm. x 16 km^2) too high 
through the first 6 hours of the simulation, then was fairly accurate for the following 6 hour 
period (06UTC-12UTC).  Overall, the rainfall characteristics show that the radar data 
assimilated run gave a fairly accurate forecast through the first 12 hours, with only some 
minor discrepancies between the forecast and the observed rainfall.  The PM forecast 
rainfall characteristics were more accurate than the hot start for the heavy rain areas (25.4 
mm. threshold) again. 
55 
 
 
ETSs (Table 12) show that the radar data assimilated run was more skillful than the 
PM forecast for the lighter thresholds, but as in the other case, the PM forecast was slightly 
better for the heaviest thresholds.  The bias values (Table 13) were generally pretty good 
for the radar data assimilated run, with values near 1 for the lower rainfall thresholds (.01 
in. (.254 mm.), .1 (2.54 mm.), .5 (12.7 mm.)), but larger than 1 for the higher thresholds.   
The larger bias values make sense for the higher rainfall thresholds as it was already noted 
from the rainfall characteristics data that the radar data assimilated run over predicted the 
number of grid points exceeding 1 inch (25.4 mm.) of rainfall. 
 
4.3 Conclusions 
The two main goals of this project are to quantify the impact of radar data 
assimilation on the two summertime heavy rainfall events chosen to be simulated, and to 
compare the skill of the hot start runs with that of the PM rainfall forecasts to determine if 
one method might have an advantage over the other.  In the two events examined here the 
accuracy of placement and areal coverage of precipitating regions increased in both the hot 
start and PM forecasts over the cold-start forecast.  This was true for the regions of heavier 
rainfall (threshold greater than 1 inch (25.4 mm.)) that are of importance for flooding, 
although it appears the heavy rainfall was actually a little too intense in the hot start runs.  
The PM rainfall forecasts appears to perform better than the hot start in terms of forecast 
skill (since it had higher ETSs), rainfall intensity, and volume for the heavy rain areas 
(threshold > 1 in. (25.4 mm.)) for both cases. The rainfall volume over the model domain in 
both cases was also much closer to the observed (Stage IV) for the hot start runs compared 
to the cold start runs. However, the PM rainfall forecast appears to do better than the hot 
start forecast in terms of rainfall volume (except for .01 (.254 mm.) and 0.5 (12.7 mm.) 
thresholds in June 22nd case, although this was due to the fact that the areal coverage was 
under-forecast for both PM and hot start forecasts) as well due to the intensity issues with 
the hot start.   
The improvements in QPF are evident throughout the first 12 hours of the 
simulation for the June 26th case.  For the June 22nd case the radar data assimilation 
improved the accuracy initially, but not beyond six hours due to the poor NAM forecast 
(errors in placement and intensity of large-scale features noted) used for the first-guess 
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field and boundary conditions.  The same is true for the PM forecast for the June 22nd case 
as little to no improvement over the cold start was found beyond the first 6-hours.  Thus, 
despite this improvement in the simulated rainfall the accuracy of the external forecast 
data (NAM) used is very important as errors in it can greatly hinder the impact of the radar 
data assimilation on the model simulation.  There may be ways to overcome the impact 
from poor external model data such as using a more intense method of radar data 
assimilation.  For instance assimilating the radar data at more times than just the model 
initialization (e.g. every 15 minutes over the first hour of the simulation) in order to further 
adjust the model conditions toward the radar data could be a possibility.   
Overall, analysis of the simulated rainfall shows that a significant improvement in 
QPF skill is achieved through radar data assimilation via ARPS 3DVAR, especially in the 
first 6 hours of the model simulation.  The PM rainfall forecast is also a significant 
improvement over the cold start for both cases.  It appears that for theses two cases the PM 
forecast did a better job of capturing the characteristics of the rainfall, while the hot start 
did a better job with placement and areal coverage of the rainfall as noted by the higher 
ETSs (except for the high rainfall thresholds). The study demonstrates that the extent of the 
improvement from radar data assimilation along with how far out in time it might last is 
case dependent and likely a function of the accuracy of the external model data used as a 
first guess and for lateral boundary conditions.  It also shows that the skill of a PM rainfall 
forecast generated from a mixed-physics ensemble is highly dependent on the accuracy of 
the ensemble members. In a case like the June 22nd when several of the members are 
plagued by a high degree of error (due to a poor NAM analysis and forecast) the forecast is 
quite poor.  It would seem that combining the two approaches would likely lead to an even 
better and possibly more consistent rainfall forecast, since the radar data assimilation 
obviously improves a single determinist model simulation, and the PM forecast should give 
a consistently better forecast than any single deterministic ensemble member.  Future 
work will look into whether or not the improvement in QPF achieved via a mixed physics 
ensemble PM forecast where the ensemble members used radar data assimilation is great 
enough to result in a statistically significant increase in the skill of a hydrology model's 
stream flow predictions. 
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4.4 Figures 
 
 
 
 
 
 
 
Fig. 15: Plots for June 22, 2010 of 2 km NEXRAD reflectivity (left), hot start run (middle), 
and  cold start run (right) simulated reflectivity (4 km resolution) at 01 UTC (top) and 06 
UTC (bottom) 
 
 
 
 
 
 
 
 
 
 
DBZ 
June 22, 2010 Reflectivity 
Actual Hot Start Cold Start 
01 UTC 
06 UTC 
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Fig. 16: Plots for June 26, 2010 of 2 km NEXRAD reflectivity (left), hot start run (middle), 
and  cold start run (right) simulated reflectivity (4 km resolution) at 01 UTC (top) and 06 
UTC (bottom) 
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4.5 Tables 
 
 
 
 
 
 
 
 
 Ensemble Members  
NAM-MYJ-Thompson GFS-MYJ-Thompson 
NAM-MYJ-Ferrier GFS-MYJ-Ferrier 
NAM-YSU-Thompson GFS-YSU-Thompson 
NAM-YSU-WSM6 GFS-YSU-WSM6 
Table 7: Mixed physics ensemble members 
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Table 8: Observed, hot start, and PM forecast rainfall areal coverage, rate and volume for 
grid points that exceeded three different rainfall thresholds for a heavy rain event on June 
22, 2010 (WRF runs initialized at 00 UTC). 
 
 
 
Rainfall Characteristics
                   June 22, 2010 (00 UTC)
Threshold(mm.)          Parameters 00-06 06-12 00-12
System rain-rate characteristics
0.254 observed areal coverage (points) 9246 10824 17590
Observed rain rate (mm.) 10.41 8.38 10.67
Hot Start areal coverage (points) 6852 42 7156
Hot Start rain rate (mm.) 13.21 0.25 12.70
PM Forecast Areal Coverage 3397 998 4318
PM Forecast Rain Rate (mm.) 12.96 1.12 10.53
12.7 observed areal coverage (points) 3051 2462 5608
Observed rain rate (mm.) 21.34 22.35 22.86
Hot Start areal coverage (points) 2309 0 2318
Hot Start rain rate (mm.) 31.24 0.00 31.24
PM Forecast Areal Coverage 1171 7 1186
PM Forecast Rain Rate (mm.) 29.99 16.16 29.91
25.4 observed areal coverage (points) 672 642 1543
Observed rain rate (mm.) 34.80 35.05 36.83
Hot Start areal coverage (points) 1154 0 1155
Hot Start rain rate (mm.) 44.20 0.00 44.20
PM Forecast Areal Coverage 562 0 564
PM Forecast Rain Rate (mm.) 42.75 0.00 42.78
Domain rain volume (mm. X 16 km^2)
0.254 observed rain volume 96220.5 89681.6 185964.3
Hot Start Rain volume 90031.3 13.7 90567.5
PM Forecast Rain Volume 44032.1 1119.1 45472.3
12.7 observed rain volume 65240.4 55240.2 128870.5
Hot Start Rain volume 72078.1 0.0 72331.6
PM Forecast Rain Volume 35121.0 113.1 35472.9
25.4 observed rain volume 23468.6 22476.7 56758.3
Hot Start Rain volume 50988.0 0.0 51081.4
PM Forecast Rain Volume 24023.9 0.0 24128.8
Forecast Period (UTC)
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Table 9:  ETSs for a hot start run, a cold start run, and a PM forecast of a heavy rain event 
on June 22, 2010 for rainfall exceeding five different thresholds  
 
 
 
 
 
 
Table 10: bias for the hot start WRF rainfall forecast of a heavy rain event on June 22, 2010 
for rainfall exceeding five different thresholds  
 
 
ETS     June 22, 2010     
Method Period (UTC)   Threshhold (mm.)   
 
 
0.254 2.54 12.7 25.4 38.1 
Cold start 00-06 0.149 0.104 0.039 0.005 0 
PM   0.245 0.222 0.211 0.174 0.13 
Hot Start   0.551 0.395 0.183 0.121 0.073 
Cold start 06-12 -0.001 0 0 0 0 
PM   0.002 -0.002 0 0 0 
Hot Start    0.001 0 0 0 0 
 
bias    June 22, 2010                              Hot Start 
Period (UTC)   Threshhold (mm.)   
 
0.254 2.54 12.7 25.4 38.1 
00-06  0.741 0.664 0.757 1.717 3.099 
06-12 0.004 0 0 0 0 
Avg. 0.3725 0.332 0.3785 0.8585 1.5495 
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Table 11: Observed, hot start, and PM forecast rainfall areal coverage, rate and volume for 
grid points that exceeded three different rainfall thresholds for a heavy rain event on June 
22, 2010 (WRF runs initialized at 00 UTC). 
 
 
 
Rainfall Characteristics
                   June 26, 2010 (00 UTC)
Threshold(mm.)          Parameters 00-06 06-12 00-12
System rain-rate characteristics
0.254 observed areal coverage (points) 12903 10645 18775
Observed rain rate (mm.) 14.99 10.16 16.00
Hot Start areal coverage (points) 12152 10352 17989
Hot Start rain rate (mm.) 21.34 11.68 21.34
PM Forecast Areal Coverage 8608 10261 14909
PM Forecast Rain Rate (mm.) 15.56 12.01 17.272
12.7 observed areal coverage (points) 5851 3156 9441
Observed rain rate (mm.) 25.65 20.57 25.65
Hot Start areal coverage (points) 7966 2370 10547
Hot Start rain rate (mm.) 28.96 38.35 32.26
PM Forecast Areal Coverage 3978 3578 7606
PM Forecast Rain Rate (mm.) 28.05 26.60 29.21
25.4 observed areal coverage (points) 2183 642 3286
Observed rain rate (mm.) 38.35 34.54 40.39
Hot Start areal coverage (points) 3471 969 4546
Hot Start rain rate (mm.) 42.93 69.34 51.05
PM Forecast Areal Coverage 1902 1397 3778
PM Forecast Rain Rate (mm.) 38.45 39.91 39.878
Domain rain volume (mm. X 16 km^2)
0.254 observed rain volume 193444.1 107347.0 300874.9
Hot Start Rain volume 259454.4 121919.7 381833.1
PM Forecast Rain Volume 133904.8 123276.6 6532407.6
12.7 observed rain volume 149672.8 65116.5 243372.9
Hot Start Rain volume 230543.4 91138.2 340203.8
PM Forecast Rain Volume 111593.9 95186.5 5252222.2
25.4 observed rain volume 83712.3 22227.3 132670.0
Hot Start Rain volume 149065.0 67178.9 232315.0
PM Forecast Rain Volume 73134.3 55756.3 3273821.2
Forecast Period (UTC)
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Table 12:  ETSs for a hot start run, a cold start run, and a PM forecast of a heavy rain event 
on June 26, 2010 for rainfall exceeding five different thresholds.  
 
 
 
 
 
 
 
Table 13: bias for the hot start WRF rainfall forecast of a heavy rain event on June 26, 2010 
for rainfall exceeding five different thresholds  
 
 
 
 
 
 
 
 
 
 
 
 
ETS     June 26, 2010      
Method Period (UTC)   Threshhold (mm.)   
 
 
0.254 2.54 12.7 25.4 38.1 
Cold start 00-06 0.436 0.331 0.132 0.053 0.058 
PM   0.516 0.412 0.193 0.168 0.182 
Hot Start   0.736 0.658 0.37 0.327 0.15 
Cold start 06-12 0.275 0.224 0.014 -0.011 -0.004 
PM 
 
0.447 0.407 .l63 0.143 0.159 
Hot Start 
 
0.433 0.477 0.225 0.053 0.034 
 
bias   June 26, 2010  Hot Start 
Period (UTC)   Threshold (mm.)   
 
0.254 2.54 12.7 25.4 38.1 
00-06  0.942 1.001 1.361 1.59 2.095 
06-12 0.972 0.749 0.751 1.509 3.81 
Avg. 0.957 0.875 1.056 1.5495 2.9525 
 
64 
 
 
CHAPTER 5. GENERAL CONCLUSIONS 
 
 The goal of the present study was to quantify the improvement realized when 
assimilating radar data for use in short-range (24-hr) high resolution WRF model runs and 
to then determine whether the improvement is enough so that the forecast rainfall might 
be used for flash flood forecasting purposes.  In order to quantify the improvement an ETS 
was calculated for different rainfall thresholds for both 6-hr and 1-hr rainfall over the 
entire model domain.  Rainfall characteristics (volume, rain rate, and areal coverage) were 
also calculated and analyzed in order to more completely gage the improvement in the 
rainfall forecast.  To determine the applicability to flash flood forecasting a hydrology 
model was used to create flash flood predictions based off the rainfall from the cold start 
and hot start runs, and the Stage IV rainfall analysis.  Additionally, two more heavy rain 
cases were chosen for study (in chapter 4) with a mixed physics ensemble being used to 
create a probability-matched-mean rainfall forecast as outlined in Ebert (2001) for each 
case.  The probability matched mean forecast was then compared with a rainfall forecast 
from a hot start model run for each case to determine if one method might have an 
advantage over the other. 
 In the initial study that involved the 12 extreme heavy rainfall cases the hot start 
model runs tended to perform better than the cold start in terms of QPF as the hot start 
runs generally had higher ETSs than the cold start for both the 6-hr and 1-hr forecasted 
rainfall, and especially for rainfall thresholds up to 1 inch (25.4 mm.) for the 6-hour rainfall 
and through model hour 12 or so.  Although higher ETSs were generally still observed in 
the hot start runs for the higher rainfall thresholds and out beyond hour 12 in the models, 
the improvement was usually not as large.  The drop off in ETS after 12 hours is likely 
partly due to the fact that much of the rainfall had already moved out of the model domain 
or dissipated by that time or shortly after.  Rainfall characteristic data showed that the hot 
start runs were too wet early on in the simulation (especially the 1st hour) and again 
toward the end of the 24-hour runs.  The Rainfall characteristic data also showed a period 
(after hour 5 or 6 to around hour 12 for the case average 1-hour domain rainfall) where the 
hot start runs were a bit too dry often coinciding with the period of heaviest observed 
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rainfall (the cold start runs were even drier for this period).  In contrast the cold start runs 
were too dry early on (having a lower case average domain rainfall volume than observed) 
and then gradually got wetter as the simulations progressed and eventually end up slightly 
too wet as well.  The cold start runs being too dry early on can most likely be attributed to 
spin-up issues that have been documented in the first 3-5 hours of high resolution WRF 
model runs (Weisman et al. 2004).   
 The three flash Flood forecasts produced by the CUENCAS hydrology model for each 
of the 12 heavy rainfall cases using the cold start, hot start, and Stage IV rainfall appeared 
to show some improvement (for many of the cases) when the hydrology model used the 
hot start rainfall as input as opposed to when the cold start QPF was used.  The flash flood 
predictions for the August 26, 2009 event exhibited the most improvement when using the 
hot start rainfall, as the hot start rainfall resulted in flash flooding being predicted in the 
same general area and intensity as for the Stage IV rainfall over the 24-hour prediction 
period.   The flash flood predictions for the hot start rainfall showed varying degrees of 
error in placement and intensity of the predicted flooding between the 12 cases.  As one 
would expect the cases with the least skillful flash flood predictions were those that the 
rainfall data and performance measures showed a less skillful (lower ETSs, bias much less 
or greater than 1, and large error in rainfall volume) rainfall forecast.  The one positive 
thing regarding the flash flood predictions for the hot start rainfall in all 12 individual cases 
is that at least some flash flooding was predicted somewhere within the model domain in 
each case, which was also true when the STAGE IV rainfall was used to force the hydrology 
model (but was not the case using the cold start rainfall).  One can say with certainty that 
the short range hot start rainfall forecasts (for the 12 individual cases) and corresponding 
flash flood predictions in this study were not consistently accurate enough and thus could 
not be used in predicting time and location of flash flooding (increasing lead time).  
However, it is at least somewhat encouraging that the hot start run QPS correctly yielded 
some flash flooding for each event (when used to force the hydrology model), implying that 
one might be able to say with fairly good certainty that a rain event will produce flash 
flooding (even if location and intensity are not known) based on the hot start runs. 
 Radar data assimilation is only one of many methods that researchers and 
operational forecasters can use in to try to create a better forecast.  Another commonly 
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used method that accounts for model error instead of error in initial and lateral boundary 
conditions (which is what radar data assimilation attempts to do) is the use of a mixed 
physics ensemble to create a rainfall forecast, in this study a PM method is used to create 
the forecast.  The comparison of rainfall forecasts for two heavy rain events from hot start 
and cold start model runs, and from a PM rainfall forecast in Chapter 4 of this paper show 
that both the PM and hot start rainfall forecasts were more accurate than the rainfall 
forecast from the cold start runs.  Another interesting finding was that the PM rainfall 
forecasts yielded higher ETSs than the hot start rainfall forecasts for the higher rainfall 
thresholds (38.1 mm threshold for the June 26, 2010 case and 12.7 mm., 25.4 mm., and 38.1 
mm thresholds for the June 22, 2010 case) in both cases.  This is an important finding since 
it implies that the PM approach may be better than radar data assimilation alone for 
forecasting the heavy rainfall areas that are usually the most important when it comes to 
the potential for flash flooding.  The rainfall forecasts from the hot start runs showed that 
the radar data assimilation did result in forecasts that are more accurate than the PM 
rainfall forecasts in terms of placement of the entire precipitating region as evident by the 
much higher ETSs for the 0.254 mm. rainfall threshold in both cases. 
 Overall, the results from the initial study of the 12 heavy rainfall cases (chapter 3) 
and the additional results from the two events simulated in chapter 4 show that the rainfall 
forecast from the hot start WRF model rainfall forecasts were generally more accurate than 
the cold start rainfall forecasts for all rainfall thresholds and forecast periods.  However 
issues were also noted in the hot start runs that are concerning, the issue that really stands 
out is that the first hour or two in the hot start runs were far too wet for all of the simulated 
heavy rain events.  Another issue evident in the hot start runs was that the 
thunderstorms/rain areas created from radar data assimilation and not present in the cold 
start simulation tend to dissipate too soon.  The hydrology model flash flood predictions 
achieved by using the QPF from the WRF hot start runs for the 12 heavy rain cases (chapter 
3) show that the predicted flash flooding is fairly accurate for a few cases, while significant 
placement and severity discrepancies exist for many cases.  The hot start QPF did however 
result in the prediction of at least some flash flooding in each case (whereas the cold start 
QPF did not), which can be viewed as a positive since flash flooding was observed in Iowa 
for all 12 cases.  Despite some of the deficiencies in the hot start rainfall forecasts noted 
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throughout this paper these forecasts were an overall improvement over the cold start 
rainfall forecasts in nearly every case.  Future work may look into making a few changes to 
parameters in the ARPS 3DVAR settings (to try to correct the hot start runs being too wet 
early on) and then using radar data assimilation in the members of a mixed physics 
ensemble to hopefully create rainfall forecasts (for the same 12 heavy rain events) that are 
more accurate than the forecasts achieved from the hot start WRF runs in this study. 
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