Pluto’s Haze Abundance and Size Distribution from Limb Scatter Observations by MVIC by Kutsop, N. W. et al.
Pluto’s Haze Abundance and Size Distribution from Limb Scatter Observations
by MVIC
N. W. Kutsop1 , A. G. Hayes1,2 , B. J. Buratti3 , P. M. Corlies4 , K. Ennico5, S. Fan6 , R. Gladstone7 , P. Helfenstein2 ,
J. D. Hofgartner3 , M. Hicks3, M. Lemmon8 , J. I. Lunine1 , J. Moore5, C. B. Olkin9 , A. H. Parker9 , S. A. Stern9 ,
H. A. Weaver10 , and L. A. Young9
The New Horizons Science Team9
1 Astronomy Department, Cornell University, 404 Space Sciences Building, Ithaca, NY 14853, USA; nwk25@cornell.edu
2 Cornell Center for Astrophysics & Planetary Science, 104 Space Sciences Building, Ithaca, NY 14853, USA
3 Jet Propulsion Laboratory, 4800 Oak Grove Drive, Pasadena, CA 91109, USA
4 Massachusetts Institute of Technology, Department of Earth, Atmospheric and Planetary Sciences, 77 Massachusetts Avenue, 54-918, Cambridge, MA 02139, USA
5 NASA Ames Research Center, Moffett Field, CA 94035-0001, USA
6 Caltech, Division of Geological and Planetary Sciences, 1200 E California Boulevard, Pasadena, CA 91125, USA
7 Southwest Research Institute, San Antonio, TX 78228-0510, USA
8 Space Science Institute, 4765 Walnut Street, Suite B, Boulder, CO 80301, USA
9 Southwest Research Institute, Boulder Office, 1050 Walnut Street, Suite 300, Boulder, CO 80302, USA
10 Johns Hopkins University Applied Physics Laboratory, 11100 Johns Hopkins Road, Laurel, MD 20723, USA
Received 2020 July 28; revised 2021 January 11; accepted 2021 January 11; published 2021 May 7
Abstract
The New Horizons spacecraft observed Pluto and Charon at solar-phase angles between 16° and 169°. In this
work, we use the Multispectral Visible Imaging Camera (MVIC) observations to construct multiwavelength phase
curves of Pluto’s atmosphere, using the limb scatter technique. Observational artifacts and biases were removed
using Charon as a representative airless body. The size and distribution of the haze particles were constrained using
a Titan fractal aggregate phase function. We find that monodispersed and log-normal populations cannot
simultaneously describe the observed steep forward scattering, indicative of wavelength-scale particles, and the
non-negligible backscattering indicative of particles much smaller than the wavelength. Instead, we find it
necessary to use bimodal or power-law distributions, especially below ∼200 km, to properly describe the MVIC
observations. Above 200 km, where the atmosphere is isotropically scattering, a monodisperse, log-normal, or a
bimodal/power law approximating a monodispersed population is able to fit the phase curves well. As compared to
the results of previously published articles, we find that Pluto’s atmosphere must contain haze particle number
densities an order of magnitude greater for small (∼10 nm) and large (∼1 μm) radii, and relatively fewer
intermediate sizes (∼100 nm). These conclusions support a lower aggregate aerosol growth rate than that found by
Gao et al., indicating a higher charge-to-radius ratio, upwards of 60e− μm−1. In order to generate large particles
with a lower growth rate, the atmosphere must also have a lower sedimentation velocity (<∼0.01 m s−1 at
200 km), which is possible with a fractal dimension of less than 2.
Unified Astronomy Thesaurus concepts: Pluto (1267); Planetary atmospheres (1244); Atmospheric composition
(2120); Planetary science (1255); Phase angle (1217); Radiative transfer equation (1336)
1. Introduction
Pluto has long been known to have a seasonally varying
atmosphere (Elliot et al. 2003; Sicardy et al. 2003). On 2015
July 14, the New Horizons spacecraft flew within 12,500 km of
Pluto’s surface, revealing the extent of its unique haze. (Stern
et al. 2015; Gladstone et al. 2016). Pluto’s haze is optically
thin, globally distributed, and extends to altitudes of >200 km,
with a scale height between 30 and 50 km (Gladstone et al.
2016). Below 80 km, up to 20 distinct layers of between 1 and
10 km thickness are observed over vast expanses of the globe
(Cheng et al. 2017). Unfortunately, observational constraints
force us to bin our data into 20 km wide altitude bins, such that
individual haze layers are not resolved in our analysis. Pluto
has been mapped using the Hubble Space Telescope, but only
at a single phase angle (<1°), and with a spatial resolution of
600 km (Stern et al. 1997; Buie et al. 2010), whereas the New
Horizons flyby has provided the first observations of Pluto over
a range of phase angles (15°–170°), and at spatial resolutions of
less than <1 km/pixel. In this work we use images acquired by
New Horizon’s Multispectral Visual and Infrared Camera
(MVIC; Reuter et al. 2008) to generate calibrated phase curves
of Pluto’s atmosphere. We then use these phase curves to
constrain the size and distribution of Pluto’s haze particles,
using a fractal aggregate phase function.
High phase angle images indicate that the atmosphere is
strongly forward scattering. This indicates particles with a size
parameter of x 1, where x= 2πa/λ, a is the effective radius
of the haze particle, and λ is the wavelength of the incident
light (for visible light in the range of 400–700 nm, this would
necessitate a radius of, a>∼100 nm). MVIC color composite
images, however, reveal that the atmosphere is also very blue




at a phase angle of 18°, see Figure 4),
indicative of particles where x= 1 (for visible light, this
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would require a radius of, a≈ 10 nm) (Gladstone & Young
2019). This suggests that the particles are fractal aggregates,
similar to those formed on Titan (Gladstone et al. 2016). UV
solar occultation observations by the Alice instrument (Young
et al. 2018) show that the gaseous part of Pluto’s atmosphere
bears some similarities, in terms of composition, to those of
Titan and Triton, with N2, CH4, C2H2, C2H4, and C2H6 all
found to be present. In addition, ground-based observations
acquired by the Atacama Large Millimeter/submillimeter
Array confirm the presence of CO and HCN (Lara et al.
1997; Summers et al. 1997; Krasnopolsky & Cruikshank 1999;
Wong et al. 2015; Lellouch et al. 2017). Far and extreme
ultraviolet photons drive photodissociation and photoionization
of these constituents. With regard to Titan, photolysis produces
monomers and other precursors, which then combine and grow
as they descend through the atmosphere (Lavvas et al. 2013).
The same process is expected to happen on Pluto, albeit with
a different charged particle environment, due to the lack of a
thermosphere, exposure to the bare solar wind, and the lack of a
strong magnetospheric radiation component from a nearby
giant planet. Previous works, based on photolysis models, have
suggested that aggregates in Pluto’s atmosphere have a fractal
dimension, Df, of 1.5–2.75, and are composed of 10–20 nm
monomers (Lavvas et al. 2013; Gao et al. 2017). Monomer
abundance is bounded by the photolysis rates of CH4 and N2,
which represent the primary limiting factors in haze production.
The vertical haze scattering optical depth is currently only
∼0.004 (Bertrand & Forget 2017). Assuming an average
radius of ∼0.2 μm, the haze density near Pluto’s surface is
∼0.8 particles cm−3, or a column mass of 8× 10−8 g cm−2.
We use the limb scatter technique, employed extensively for
remote sensing of Earth’s atmosphere (Cunnold et al. 1973;
Flittner et al. 2000; McPeters et al. 2000; Murtagh et al. 2002;
Rault 2005; Degenstein et al. 2009; McLinden et al. 2012;
Normand et al. 2013) to perform the radiative transfer necessary to
model the phase curves of Pluto’s atmosphere, as the more
familiar bidirectional reflection equations (Hapke 1981; Liou
2002) are inappropriate for our viewing geometries. As shown in
Figure 1(a), limb scattering occurs when sunlight enters Pluto’s
atmosphere, undergoes one or more scattering events between the
atmosphere and the surface, then enters the line of sight (LOS)
vector between the MVIC and Pluto (McLinden et al. 2012). The
tangent altitude is the height measured at the point along the LOS
vector which is closest to the surface. The line between the
tangent point and the subtangent point on the surface is parallel to
the surface normal. Scattering into the LOS vector occurs
throughout the atmosphere. For an optically thin atmosphere
(τ= 1, where τ is the optical depth), scattering into the LOS
vector is dominated by the single scattering contribution from the
tangent point (Normand et al. 2013).
The phase curve describes the brightness of a scattering target
subject relative to a known illumination geometry, denoted by the
phase angle, θ. The phase angle is the angle formed between the
incident vector and the emission vector. The incident vector starts
at the illumination source, in our case the Sun, and ends at the
target, i.e., Pluto’s haze, while the emission vector starts at the
observer, MVIC, and New Horizons, and ends at the target. The
phase angle, θ, is defined as
( ( ) ( ) ( ) ( ) ( ) ) ( )q y= +- i e i ecos cos cos sin sin cos 11
where i is the incidence angle, formed between the incident
vector and the normal vector of the target, e is the emission
angle, and ψ is the azimuthal angle, which is the angle between
the projection of the incidence and emission vectors onto the
horizontal plane, defined by the normal vector. Depending on
the field, the scattering angle α is sometimes used in place of θ,
where α= 180°–θ. In this work, we use the phase angle, θ.
The scattering phase function is the first element of the
scattering phase matrix, P11. In order to be consistent with
other works utilizing multiple components of the phase matrix,
we will use the notation, P11 to describe our phase functions.
The phase function is normalized, such that










The phase function represents the probability that the radiation
propagating in a given direction is scattered into an elementary
solid angle, making an angle θ with the incident direction
(Sharma 2018). It is typical to assume that a particle scatters
symmetrically in the azimuthal direction (Sharma 2018), leaving




The MVIC uses one of the two feeds of the Ralph telescope,
a 75 mm aperture f/8.7 system, with an effective focal length of
Figure 1. (A, Top) Schematic of the limb scatter technique relevant to
observations of Pluto. Single scattering occurs all along the LOS path, s, but is
dominated by scattering at the tangent point; the extent of the red area indicates
where the scattering signal originates along the LOS. (B, Bottom) Illustration
of photon paths (yellow) as they experience scattering events up to the second
order (red). The MVIC pixel field of view is depicted in blue. New Horizons
wireframe credit: NASA.
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∼658 mm (Reuter et al. 2008). The MVIC itself consists of
seven independent Charged-Couple Device (CCD) arrays,
bonded to a single substrate. Six of the 5024× 32 pixel CCD
arrays are operated in time delay integration (TDI) mode. In
this mode, the parallel transfer rate of each row is synced to the
relative motion of the image across the detector’s surface. TDI
increases the effective integration time by 32X, substantially
increasing the image’s signal-to-noise ratio (S/N). Of the six
TDI arrays, there are two panchromatic/unfiltered (MP1, MP2)
arrays for broadband high S/N imaging, and four arrays with
color filters in the red, blue, near-infrared, and methane
windows (MC0, MC1, MC2, MC3). The seventh CCD is a
panchromatic frame transfer array, measuring 5024× 128
pixels (MPF), primarily provided for optical navigation. In all
seven frames, the first and last 12 pixels in each row are not
optically active. The raw and calibrated data are available via
the PDS (Stern et al. 2007). A detailed explanation of our data
processing is provided in Appendix A.
We use data only from the Red, Blue, and NIR filters, which
have pivot wavelengths of 620 nm, 475 nm, and 878 nm,
respectively. We ignore the panchromatic filters, as we are
investigating the spectral characteristics of Pluto’s haze. We
ignore the CH4 filter (pivot wavelength of 885 nm) because it is a
narrow wavelength filter with low S/N, which is encompassed by
the wavelength range of the broader NIR filter. Furthermore, we
only use images taken with an average pixel scale across Pluto’s
disk of less than 15 km/pixel. This produces the data set in
Table 1, acquired within ∼30 hr of closest approach. Images
outside this range cover a redundant range of phase angles but
have pixels that are too large to permit probing distinct altitudes in
Pluto’s atmosphere.
These lower-resolution images are also more susceptible to
“off-disk glow”. This off-disk glow is an instrument effect, similar
to the stray light present in the Long Range Reconnaissance
Imager (LORRI) (Cheng et al. 2017). This effect can be seen
more than 100 pixels away from the disk, equating to more than
500 km in some images (Figure 2). To account for this glow, we
follow a similar strategy to that of Cheng et al. (2017), whereby
we use the airless (i.e., presumably hazeless) body of Charon
(Stern et al. 2017) to model and remove the effect. Figure 3
highlights our fit to the data, and provides a comparison with
Pluto’s off-disk profile. Our technique is detailed in Appendix B.
We present the uncertainty in I/F as the bounds occurring at
the 15th and 85th percentile of the pixels in each bin
(Appendix B, Figure 18). The 15th and 85th percentile range
is equivalent to the bounds at one standard deviation, σ, greater
or less than the mean or median for a normal distribution. The
variance in our data in a single bin is typically not normally
distributed, such that standard deviation is not appropriate for
describing out variance. This variability in our binned data, i.e.,
∼25%, and filter-dependent (see Appendix B, Figures 17 and
18), is substantially greater than the 3% propagated error
described in Appendix C. As such, we do not consider the
propagated error, but present our determination of the
propagated error above for the sake of completeness in
Appendix C.
2.2. Phase Curves
We have produced phase curves for Pluto from 0 to 500 km,
in 20 km wide altitude bins, at eight solar-phase angles of 16°,
Table 1
List of MVIC Observations of Pluto Used in This Study
Image Title Time Targets Distance Phase Res SSC SSC
in FOV (1000 km) (km) Lon Lat
299127622 2015 Jul 13 T21:08:41 PL/CH 726.68 16°. 15 14.31 −178°. 15 42°. 78
299147977 2015 Jul 14 T02:47:54 PL/CH 446.19 16°. 82 8.8 169°. 36 41°. 89
299162512 2015 Jul 14 T06:50:12 PL/CH 246.05 18°. 24 4.85 161°. 4 41°. 23
299176432 2015 Jul 14 T10:42:29 CH 72.19* 38°. 63* 1.44* −12°. 38* 25°. 17*
299178092 2015 Jul 14 T11:10:52 PL 33.08 38°. 85 0.66 168°. 05 25°. 98
299193157 2015 Jul 14 T15:20:58 PL 175.3 169°. 36 3.47 −46°. 7 −45°. 96
299206942 2015 Jul 14 T19:10:41 PL/CH 364.82 167°. 06 7.19 −53°. 13 −44°. 78
299235612 2015 Jul 15 T03:08:33 PL/CH 759.41 165°. 96 14.94 −70°. 67 −43°. 98
Note. Each of the images were captured in the 4 color CCDs. As each CCD is stored in an independent file, each file has a preface relating to the file extensions in
Table 1, i.e., XXX_sci.fit would be mc0_XXX_sci.fit, mc1_XXX_sci.fit, etc. All data, i.e., phase, resolution, etc., are given for Pluto, except for those marked with an
asterisk, which are given for Charon.
Figure 2. RGB images of Charon (Left) recreated from observations taken
during 0299147977, and Pluto (Right) created from observations taken during
0299127622, where the red, green, and blue channels refer to MVIC NIR,
MVIC RED, and MVIC BLUE, respectively. In each image, the green circle
denotes the actual limb of Charon or Pluto. (Top) Channels linearly scaled,
independently from min = median(I/F Space) to max = max(I/F Pluto).
(Bottom) Channels linearly scaled, independently from min = median(I/F
Space) to max = min(I/F Charon).
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17°, 18°, 39°, 40°, 166°, 167°, and 170°, in three colors: MVIC
Blue, MVIC Red, and MVIC NIR. Representative values for
the phase curves can be found in Appendix B, Figures 17 and
18. Figure 4 shows an example of our phase curve at 20–40 km
in all three wavelengths. Figure 5 shows the relative changes in
the high-phase and low-phase components of the phase curves
as a function of altitude.
The phase curves in the lower atmosphere are strongly
forward scattering in all three filters. At 0–20 km, the forward-
scattered component is an order of magnitude higher than the
back-scattered component in all three filters. A convenient
parameter for describing phase curves and phase functions is
the asymmetry parameter, often denoted as g (Henyey &
Greenstein 1941); g is defined as the first moment of the phase
function and quantizes the degree of anisotropy in the
scattering from −1 to 1, where g= 1 is fully forward scattering
(typified by Mie scattering), g= 0 is isotropic (typified by
Rayleigh scattering), and g=−1 is fully backscattering
(typified by geometric scattering). We approximate g by fitting
a simple monodisperse phase function (3.4.1 Monodisperse
and Log-Normal) to the phase curves, and finding the first
moment (Liou 2002, Equation 3.4.9(b)). From 0 to 40 km, we
find the atmosphere to have a range of g from ∼.6 in the NIR
filter to ∼0.7 in the Blue filter. Regardless of scatterer type or
distribution, this suggests that the haze is characterized by
particles scattering in the Mie regime, where the size parameter
x 1. Given the wavelength range of the three MVIC filters,
the haze in the lower atmosphere must be characterized by
particles on the order of 100 nm, consistent with other forward-
scattering measurements (Gladstone & Young 2019; Gao et al.
2017).
As altitude increases, the I/F at all phase angles for the three
filters decreases, and they become less forward scattering
(Figure 5). From 0 to 60 km, g decreases slowly, while the total
intensity decreases mostly uniformly across the eight phase
angles, suggesting that the characteristic particle size is not
changing very much, while the total abundance decreases
uniformly. This implies that, from 0 to 60 km, aerosol growth
has largely ceased, preferential destruction or fallout of
particular particles is not occurring, and all scatterer popula-
tions are uniformly increasing as they descend to the surface.
From 60 to 200 km, g decreases rapidly, as the intensity at
Figure 3. MVIC Red limb scatter profiles of Charon, taken from sequence
0299147977, and of Pluto, taken from sequence 0299127622. These observations
were chosen such that they have nearly equal phase angles of, 16°.82, and 16°.15,
and the targets have similar angular diameters of 0°.15, and 0°.19, respectively. The
limb profiles were chosen such that the incidence angle of the subtangent points
were nearly identical, at 79°.80, and 79°.85, and the weighted average limb
brightness values were nearly identical, at I/F= 0.1513 and 0.151 5, respectively.
The fit, given by the red dotted line, was generated for Pluto’s limb scatter profile
using Equation (6), and the values for MVIC Red in Table 2.
Figure 4. Median phase curve, observed between 20 and 40 km. Error bars
represent the 15th and 85th percentile of the distribution of values within the
altitude and phase bins. The diamonds denote the upper limit of the amount of
secondary scattering, J2, from Sun→ Surface → Atmosphere → MVIC.
Figure 5. Approximate high-phase angle (∼165°–170°) and low-phase angle
(∼16°–18°) components of MVIC Red, Blue, and NIR phase curves for each
altitude bin.
4
The Planetary Science Journal, 2:91 (27pp), 2021 June Kutsop et al.
θ= 40°, 41°, 166°, 167°, and 169° decreases much faster than
the intensity at θ= 16°, 17°, and 18°. This is consistent with
the characteristic particle size decreasing rapidly from 60 to
200 km. The difference in the rate of change for the scattering
anisotropy from 0 to 60 km, and from 60 to 200 km is shown in
Figure 5, in terms of the linear decrease in the low-phase angle
component, and the roughly exponential decrease in the high-
phase component.
The phase curves for the three filters all approach isotropic
scattering in the upper atmosphere. The NIR and Red filter turn
isotropic at 150 km, while the Blue filter becomes isotropic just
below 200 km. This is consistent with the characteristic particle
size entering the Rayleigh scattering regime for the NIR and
Red filters at 150 km, while the particles are large enough
compared to the wavelength range for the Blue filter (475 nm)
that they remain in the Mie scattering regime until 200 km. If
we take the transition from Rayleigh to Mie Scattering to be
X= 0.2, (Wiacek et al. 2013), this would suggest that the
characteristic particle size is ∼30 nm at 150 km, and ∼15 nm at
200 km. This is about as small as the fractal aggregate haze
particles can be, if they are composed of monomers with
spherical radii of 5–10 nm (Gao et al. 2017). In light of this,
and the constant mild decrease in I/F for the phase curves in all
three filters, it is likely that minimal aerosol growth occurs




A full radiative transfer description of scattering from Pluto’s
limb would include ray tracing through spherical shells, and
would account for multiple scattering (Bourassa et al. 2008).
These multiple scattering events are illustrated in Figure 1(b).
Since none of our observations intersect the surface of Pluto,
we ignore all scattering between the surface and the
MVIC (Sun→ surface→MVIC, Figure 1(b) A and Sun→
atmosphere→ surface→MVIC, Figure 1(b) D). The results of
Fan et al. (in preparation) indicate that the upper limit of the
contribution from secondary scattering initiated by the ground
(Sun→ surface→ atmosphere→MVIC, Figure 1(b) E)
accounts for less than 10% of the observed radiance at the
wavelength of the three MVIC filters used in our work
(Figure 4). For this reason, we ignore secondary scattering
initiated by the ground, together with higher-order multiple
scattering. We also ignore secondary (and multiple) scattering
initiated by the atmosphere, (Sun→ atmosphere→ atmosphere
→MVIC, Figure 1(b) C).
We determined the magnitude of the scattering due to Pluto’s
primary gaseous components, N2 and CH4, using the particle
number density described in Young et al. (2018), and the
Rayleigh scattering phase function. At 370 nm, where laboratory
data for N2 and CH4 cross-sections exists, we find that the
Rayleigh scattering at the surface (0 km) due to N2 is I/F≈ 10
−3,
while Rayleigh scattering due to CH4 is I/F≈ 10
−7. Given that
Rayleigh scattering intensity approximates to I∝ 1/λ4, the
intensity at 370 nm is three times stronger than for our Blue filter
pivot wavelength of 492 nm. This also means that Rayleigh
scattering is even further reduced in the Red and NIR filters.
As described in detail in Appendix D, we ignore all
scattering from Pluto except for single scattering from Pluto’s
haze, which gives us
( ) ( ) ( )













3.2. Grid Search and Statistics
Our goal is to find a phase function that matches the
observed limb scatter phase curves at all three wavelengths
simultaneously at each altitude bin, for all altitude bins.
Between these, we are looking to match the phase angle
dependence, relative brightness difference between high and
low phase, and slope d(I/F(λ))/dθ. To do this we used an R2
grid search, where each element of the grid is
( )= -R 1 SSE
SST
42
Here, SSE is the sum of squared error (sometimes called the
sum of squares of residuals) and SST is the total sum of
squares, each given by
( ( ) ( ) ( ) ( ))
( )
å l q s l l q= -
=
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where C is the total number of phase angles in our phase
curves, and k is each point in both the observed phase curve
I/Fobs(θ), and the phase function, P11(θ). Our objective is the
distribution and abundance of the scattering population, which
are the driving aspects of the shape of the modeled phase curve.
Given that ( ) ( )s lN s s ,T T are independent of phase angle,
under the assumption that the aerosols are randomly oriented,
we replace them in Equation (5) with a scaling factor, defined
as
( ) ( ) ( )
( )
( )ås l l ql q= = =














R2 ideally has a range of 0–1, with a value closer to 1,
indicating that a greater proportion of variance is accounted for
by the model, and that the model more accurately predicts the
data. Here, R2 0 indicates that the mean of the data, i.e., a
horizontal line, provides a better fit to the data than the model.
Negative R2 values are possible, but typically occur for
equations that do not contain a constant term.
We plot our data using the median, and report the variation
for the 15th and 85th percentile values. However, we conduct
our fitting routines using a Monte Carlo (MC) simulation, with
at least 320 runs, to draw our phase curve values for each
wavelength from the distribution of pixels in each of the
altitude and phase bins. For each MC run, we redo our grid
search, and locate the best-fit parameters. At the end, we
determine our best-fit parameters by taking the average of the
MC runs, and report our uncertainty with the 15th and 85th
percentile values for each fit parameter.
3.3. Size Distribution
Background information about the phase functions and the
choices we made is provided in Appendix E. Phase functions
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produced by a distribution of particle sizes, characterized by the
differential particle radius number density distribution, n(r), are
found by integrating the phase function over all particle sizes
(Grainger 2020):
( ) ( )
( ) ( ) ( )




P s a r s P













( ) ( ) ( ) ( )òb l s l=s a r s n r s dr, , , , 9s e T r
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where Np(r) is the number of particles with radii between r and
r+ dr, σs and σe are the scattering and extinction cross-section
of the particle, and r is the effective particle radius; aUV is the
normalization constant necessary to find the total number of
particles N0, and to match the extinction coefficient observa-
tions made by the New Horizons Alice UV spectrometer,
determined by
( )

















where ( )b sTeYoung18 is the extinction coefficient of the haze
observed by Alice during the solar occultation of Pluto at the
tangent altitude of sT (Young et al. 2018, Appendix B). In order
to do this, we needed to extrapolate the complex index of
refraction from Ramirez et al. (2002), from 200 nm to 165 nm
(the wavelength of the Alice occultation observations); we did
so linearly. Note that from here on, P11 will refer to the phase
function produced by a distribution of scatters, while
P11,Individual will refer to the phase function produced by a
single scatter of characteristic size between r and r+ dr.
The total number of particles per unit volume, N0, is given
by





The scattering cross-sections are (Gao et al. 2017)
( )s p= Q r 13s e s e m, , 2
for spheres, and
( ) ( )s p= Q r N 14s e s e m m, , 1 3 2
for fractal aggregates. Here, Qs,e denotes the scattering and
extinction efficiencies, respectively. The effective particle
radius for a spherical particle is simply the radius of the
sphere, whereas for a fractal aggregate, the effective radius, Rf,
is given by
( )=R r N 15f m m D1 f
where rm is the radius of a monomer, Nm is the number of
monomers in a fractal aggregate, andDf is the fractal dimen-
sion. For fractal aggregate distributions, we assumed a particle
size range between 2 monomers (Rmin= rm2
1/Df) to
Rmax= 1 μm. The minimum size ensures that the particle is
actually an aggregate, and not a single monomer. The
maximum size was initially chosen based on the upper range
used by Gao et al. (2017). Testing of larger Rmax, up to 1 mm,
revealed that the particular slope of the high-phase component
of the phase curves necessitates that there be a dramatic lack of
particles larger than 1 μm (Figure 8). This will be discussed in
greater detail in 3.4., Population Types.
We also assume that the fractal dimension is Df= 2. This is
because only the fractal dimension of Df= 2, has been
rigorously tested, by Tomasko et al. (2008). Unpublished
results from further testing suggest that the code can produce
accurate phase function for 1.5<Df< 2.5. However, these
may also produce physically irrelevant albedos, and/or
polarization values (Email communications with M. Lemmon
2020). As will be discussed in 3.4. Population Types, we
investigated this range of Df as the fractal dimension, as an
important parameter, controlling the fallout time of the haze.
We assume that monomers maintain a constant size after
formation, and through fractal aggregation; as such, we fix rm
as a constant for all altitude bins. The final P11 must fit the
phase curves of all three MVIC filters. Throughout our tests,
we found that modeled phase functions with different rm values
matched the observed phase curves equally well for
all rm 10 nm, while the quality of the fits diminished
as rm increased, for rm> 10 nm. As will be discussed below,
we found that the 10 nm monomer fractal aggregate distribu-
tion reported by Gao et al. (2017) produced phase functions
which matched our phase curve better than the 5 nm monomer
fractal aggregate, the 10 nm spherical, or the 5 nm spherical
distributions given in Gao et al. (2017). Given this observation,
together with our other test, we assumed that rm= 10 nm. In
Section 4.1 we will discuss the fractal dimension for different
monomer sizes, with specific reference to the fractal dimension,
Df.
3.4. Population Types
We tested several particle population types, including
monodisperse, log-normal, bimodal, and power law; these are
each defined in their relevant sections. For each population
type, we tested the phase function produced by every pertinent
variation of size and distribution of particles (Equation (7),
( )l qS P s, ,F T k11 ) against the observed I/F phase (Equation (7),
( )l qI F , kobs ). At each altitude bin, and for each population
type, we identified the specific combination of size and
distribution required to produce phase functions which best
matched the observed phase curves, by determining which had
the highest R2 value (3.2Grid Search and Statistics), verifying
each via graphic interpretation. We then compared the different
populations against one another to determine which were
relevant to Pluto’s atmosphere.
We will refer to three distributions as small, intermediate, and
large-size scatterers. This loose distinction is useful for referencing
the distributions in terms of which population category is
responsible for a particular aspect of the phase curve. While not
strictly in the traditional parameter-size cutoff (Wiacek et al. 2013)
we define these groups as Rayleigh-size scatterers, ( )R Rayf ≈
10–100 nm, intermediate-size scatterers, ( )R Intf ≈ 100–500 nm,
and Mie-size scatterers, ( )R Mief ≈ 500 nm–1μm.
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3.4.1. Monodisperse and Log-normal
A monodispersed population is characterized by a single
particle size. A log-normal distribution is given by
( ) ( )= m s+n R e 16LN f RRf Rf f
Where mRf is the mean, andsRf is the standard deviation of the
natural logarithm of the effective radius, Rf. Gao et al. (2017)
determined n(r) as functions of altitude and particle radius for
spherical and fractal aggregate particles, composed of monomers
with rm values of 5 and 10 nm, respectively, using the 1D
community aerosol and radiation model for atmospheres
(CARMA). We found that the log-normal distributions produced
by Gao et al. (2017) were unable to simultaneously fit the steep
forward-scattering component, and the non-negligible back-scatter
component present in Pluto’s atmosphere from 0 to 200 km
(Figure 7). As expected, a monodisperse population of scatterers
was similarly unable to match the shape and slope of the phase
curves (Figure 7).
Of the distributions modeled by Gao et al. (2017), we found
that the 10 nm fractal aggregate population best matched our
phase curves, being able to match the difference in magnitude
between high phase and low phase. This is likely to be because
below 150 km, the 10 nm distribution has the widest particle
size standard deviation, sRf , where the appropriate ( )R Mief and
( )R Rayf occur in sufficient abundance to produce phase
functions with the right order of magnitude difference between
high phase and low phase. Since the 10 nm fractal aggregate
fits better than any other distribution, and because our many
tests on all the other population types revealed that rm 10 nm
produce phase functions with a nearly identical quality of fits,
we use rm= 10 nm for all populations going forward.
The problem remains, however, that there is not the correct
disparity in abundance between ( )R Mief and ( )R Rayf to
produce the appropriate slope at high-phase angles. These
distributions fail because the uniquely steep forward-scattering
component necessitates large fractal aggregate scatterers. Large
( )R Mief , with the appropriate slope, have low-phase angle
components with at least two orders of magnitude lower I/F,
which is not what we observe (Figure 4). Conversely, to
produce the low-phase component, which at most is only one
order of magnitude lower than the high-phase component
(0–60 km, Figure 5), requires smaller sized ( )R Rayf scatterers.
These ( )R Rayf , however, scatter more isotropically, and are
unable to produce steep slopes at high phase. To demonstrate
this, we found best-fit phase functions for only the high-phase
component of our phase curves, θ> 90, and low-phase
component of our phase curve, θ< 90. Figure 6 demonstrates
the need for a population of diverse particles, by showing the
best-fit results for the Blue filter. While not depicted in
Figure 6, the same is true for the MVIC Red, and MVIC NIR
filters. Figure 6 shows that the best fit, using monodisperse
aerosols, is unable to reproduce the observations in the three
MVIC filters.
We also investigated other log-normal distribution by
modifying the mean effective radius, mRf , and the standard
deviation, sRf , of the Gao et al. (2017) distribution. No amount
of manipulation was able to produce a size distribution with a
phase function to match the shape of our phase curves
appreciably better than the unmodified distributions of Gao
et al. (2017).
3.4.2. Bimodal
The bimodal distribution is a population characterized by
two scatterers, ( )R Bigf , and Rf(Small), with arbitrary weights—
w(Big) and w(Small)—that summed to one. We utilize the
conversions from Grainger (2020) for the integration of discrete
particle sizes to a summation of weights. We found that the
bimodal population was able to match the shape and slope of
the phase curves very well at all altitude bins (Figures 7(a)–(c)).
From 0 to 180 km, the ( )R Bigf value is between 500 nm and
1 μm ( ( )R Mief ), while Rf(Small) is between 20 and 100 nm
(∼ ( )R Rayf ). From 0 to 200 km, the small particles are at least
three orders of magnitude more heavily weighted than the large
scatterers ( ( ) ( ) )= =w wSmall 0.99, Big 0.01 .
Above 200 km, the weights start to deviate randomly, varying
from a uniform distribution ( ( ) ( ) )= =w wSmall 0.5, Big 0.5 to
Rf(Small) being weighted four orders of magnitude more than
Rf(Big) ( ( ) ( ) )= =w wSmall 0.999, Big 0.001 . At this altitude
range, however, the size of ( )R Bigf and Rf(Small) are very
close to one another, and both are in the Rf(Ray) size range. This
indicates that above 200 km, the population is very similar
to a monodisperse population, characterized by particles small
enough to scatter isotropically at all wavelengths, as shown in
Figure 5.
In Tables 3–6 we include the best-fit parameters for the size
of the particles, the weights, and the approximation of the total
number of particles the weights suggest, given the scattering















Figure 6. Phase functions produced by a best-fit distribution of monodisperse
scatters, with rm = 10 nm, and Df = 2 for the 20–40 km altitude bin for the
MVIC Blue filter. The dashed line denotes best-fit phase function for brightness
at phase angles of 16°, 17°, 18°, 39°, 40°, 166°, 167°, and 170°. The shaded
blue area around the dashed line indicates the 15th and 85th percentile of phase
functions which fit the distribution of I/F in each phase bin, based on the
Monte Carlo run. The dotted line denotes the best-fit phase function for
brightness at high-phase angles of 166°, 167°, and 170°. The dotted dashed line
refers to the best-fit phase function for brightness at low-phase angles of 16°,
17°, 18°, 39°, and 40°.
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Figure 7. (a) LEFT) Best-fit phase functions are produced for the power-law, bimodal, trimodal, and monodisperse distributions, and compared against the phase functions produced by the distribution given in Gao et al.
(2017). Our observations from MVIC Red, Blue, and NIR filters are presented as filled circles, with 15th and 85th percentile error bars representing the variation in the data bins. All populations are generated with
rm = 10 nm and Df = 2 for the 20–40 km altitude bin. The dashed lines are the median (i.e., best fit) of the modeled phase functions, while the shaded area around the dashed lines indicates their 15th and 85th
percentiles. The phase functions we modeled fit the observed phase curves well, while the log normal from Gao does not fit well. RIGHT) R2 values, showing the how well the models (lines) fit the data (circles) in the
figures to the left, at each altitude bin, from 0 to 100 km, where 1 is the best score. Error bars show the 15th and 85th percentiles of the score. The R2 shows that the log normal has the same difficulty in fitting as a


























Figure 7. (b) LEFT) Best-fit phase functions are produced for the power-law, bimodal, trimodal, and monodisperse distributions, and compared against the phase functions produced by the distribution given in Gao
et al. (2017). Our observations from MVIC Red, Blue, and NIR filters are presented as filled circles, with 15th and 85th percentile error bars representing the variation in the data bins. All populations are generated with
rm = 10 nm and Df = 2 for the 140–160 km altitude bin. The dashed lines are the median (i.e., best fit) of the modeled phase functions, while the shaded area around the dashed lines indicates their 15th and 85th
percentiles. As the altitude increases, it becomes more difficult for the power law to match the steep high-phase component. The bimodal and trimodal distributions do not share this problem. RIGHT) R2 values,
showing how well the models (lines) fit the data (circles) in the figures to the left, for each altitude bin from 0 to 100 km, where 1 is the best score. Error bars show the 15th and 85th percentiles of the score. As the


























Figure 7. (c) LEFT) Best-fit phase functions are produced for the power-law, bimodal, trimodal, and monodisperse distributions, and compared against the phase functions produced by the distribution given in Gao et al.
(2017). Our observations from MVIC Red, Blue, and NIR filters are presented as filled circles, with 15th and 85th percentile error bars representing the variation in the data bins. All populations are generated with
rm = 10 nm and Df = 2 for the 340–360 km altitude bin. The dashed lines are the median (i.e., best fit) of the modeled phase functions, while the shaded area around the dashed lines indicates their 15th and 85th
percentiles. All of the modeled phase functions appear to fit the observations equally well. RIGHT) R2 values, showing the how well the models (lines) fit the data (circles) in the figures to the left, for each altitude bin
from 0 to 100 km, where 1 is the best score. Error bars show the 15th and 85th percentiles of the score. The R2 for all the populations modeled in this study are nearly identical, suggesting that at this altitude, all of the



























We describe ( )n Rf using a power-law distribution, where
( ) ( )= -n R a R 18PL f f bUV
and b is the power-law exponent.
As can be seen in Figures 7(a)–(c), the power law matches
the shape and slope of the phase curves nearly as well as the
bimodal distribution. In fact, a deep dive into the data reveals
that, more often than not, the size and abundance of the
bimodal distribution will intersect the two points on the power
law. The key difference between the two types is the presence
of Rf(Int) in the power-law distribution, while the bimodal
distribution essentially sets this abundance to zero. This
indicates that Rf(Int) values are not a defining factor of our
phase curves.
The power-law exponent is at its lowest at 20–40 km, where
b= 3.5. This is the most equally distributed of the power-law
populations, and still there are five orders of magnitude more
scatterers with size Rf(Ray) than Rf(Mie). As we move to higher
altitudes, b steadily increases, indicating a greater disparity
between Rf(Ray) and Rf(Mie). The power law becomes
steepest, b≈ 6, at 200 km, where the atmosphere transitions
to an isotropically scattering form. This is the same altitude at
which we saw the bimodal population begin to approximate a
monodisperse population. This again suggests that, above
200 km, the atmosphere is dominated almost entirely by small,
isotropically scattering particles.
As a side note, the very steep and dramatic change in the
power-law exponent at 180 and 200 km, is likely to be the
originate from low signal and low S/N observations, which
were not removed, as they were not yet negative. These skewed
the grid searches to try and fit such implausibly dim
observations. Further investigation revealed that power-law
exponents of b≈ 5.5 (the approximate mean of b at 160 and
220 km) produced phase functions with similar R2 values, and
matched the shape of the phase curves equally well upon
inspection.
3.4.4. Trimodal
The bimodal and power-law distributions suggest the same
story for the relative abundance of Rf(Ray) and ( )R Mief . They
imply a different story for Rf(Int), however, where the bimodal
imposes a complete absence, and the power law imposes that
Rf(Int) is at the average of the logarithmic abundances for
Rf(Ray) and ( )R Mief . To try and determine the importance of
Rf(Int), we investigated a trimodal distribution. Similarly to the
bimodal distribution, the trimodal distribution is characterized
by three scatterers, ( )R Bigf , Rf(Med), and Rf(Small), with
arbitrary weights, w(Big), ( ) ( )w wMed , Small that summed to
one. These weights are converted to physical abundances using
Equation (18). Altogether, the trimodal distribution resulted in
a six dimensional grid search, with 214305 unique combina-
tions and corresponding phase functions. Unlike the other
distributions, we investigated all of them by sorting them using
their R2 value to determine whether a pattern emerged to
suggest any principal components or important characteristic.
This resulted in a distribution of R2, with a discernible mean
and deviation. We defined our “best-fit” parameter and phase
functions as those with an R2 above the 99.7th percentile.
The best-fit trimodal parameters all had an Rf(Int) abundance
consistent with either a bimodal distribution, or a power law.
This means that it is not possible to immediately remove the
degeneracy between power-law and bimodal distributions. As
can be seen in the difference between the bimodal and power-
law phase curves in Figure 7, Rf(Int) controls the shape of the
phase function in the range where we lack color observations
(40° < θ< 165°). This does reveal, however, that Rf(Int) must
have a relative abundance as compared to Rf(Ray), i.e., less
than the abundance predicted by a power law. As with the
power-law and bimodal distributions, we also note that, for all
altitude bins, the most abundant populations of scatterers must
lie in Rf(Ray). This is not found in the monodisperse or log-
normal distributions, which have a μRf at ( )R Intf in the lowest
altitude bins. Here, they can match the difference between the
low- and high-phase angle brightness, but not simultaneously
with the high-phase angle slope (Figures 6 and 7).
As can be seen based on the values given in Table 5, the
Rf(Med) in all altitude bins was very close in value to either
Rf(Small) or Rf(Big); in fact, they represented the next available
value, being as close to either Rf(Small) or Rf(Big) as the grid
search would allow. This would seem to indicate that the
trimodal distribution is trying to approximate bimodal, rather
than power-law distribution. While this is plausible, it should
be viewed with skepticism, as we do not have phase coverage
such that Rf(Med) being distinctly set apart from Rf(Small) or
Rf(Big) would make a difference in the fits.
The trimodal investigation also revealed that while the size
and abundance of the scatterer at Rf(Ray) was mostly
consistent, there was some variability and multiple combination
of size or abundance that would fit the phase curves well. This
was not the case for the scatterers at Rf(Mie), however, where
every single one of our best fits had the same size and
abundance. For example, at 20–40 km, it was crucial that the
trimodal fit contain a scatterer, with Rf≈ 750 nm and w= 0.01
(N= 491,972). Whether this particle was represented by
Rf(Med) or Rf(Big) was not critical, so long as one of them
had this particle size at this particular abundance. We saw the
same behavior for the rest of the altitude bins. This is likely to
be due to the slope at high-phase angles, which is strongly
controlled by the size of particles at Rf(Mie), while the
difference between the high- and low-phase components
requires a finely controlled abundance of particles at Rf(Mie).
As noted above, occasionally Rf(Med) would occupy this
crucial particle size at Rf(Mie). In these cases, ( )R Bigf always
diverged from a power law in size and abundance, so that
( )R Bigf was less abundant than a power law would predict. Of
these best fits where Rf(Med) occupied the crucial spot, the best
of the best saw ( )R Bigf occupying a size and abundance close
to Rf(Med), indicating more strongly that there is a dramatic
decrease in the abundance of scatterers larger than the crucial
particle size. This means that while we cannot definitively say
whether or not the distributions follow a bimodal or a power-
law distribution at ( )R Intf , we can say that for scatterers larger
than the scatterer size responsible for producing the slope at
high-phase angles, there must be a precipitous decline in
abundance. This can be further confirmed by adjusting the
particle range tested for power-law distribution. We initially set
RfMax= 1 μm to be consistent with the modeling preformed by
Gao et al. (2017). By adjusting RfMax for the power-law
distribution, which, unlike the bimodal and trimodal varieties,
is a continuous distribution, we saw that the phase functions
dramatically change in the shape of their slope at high-phase
angles and/or the difference in brightness between high- and
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low-phase angles (Figure 8). All of this means that it is
necessary to have a specific maximum particle size at the right
abundance, and then to have an extreme paucity of larger
particles, even if this involves a discontinuity in the particle
abundance distribution. An in-depth exploration of maximum
particle size actually reveals that the best maximum particle
size is RfMax= 1.4 μm. We did not use this value in our
analysis, however, because the increase in goodness of fit was
minor, and RfMax= 1 μm is easier to compare across the other
distribution types.
4. Results
4.1. Three Regimes of Populations
The results of our population investigation support the
empirical analysis of the high- and low-phase angle brightness
performed in 2.2., Phase Curves. From 500 to 200 km, the
atmosphere can be characterized by a tightly distributed
population of scatterers at Rf(Ray). In this altitude range,
photolysis is still taking place (Bertrand & Forget 2017).
From 200 to 60 km, the atmosphere is characterized by two
dominant populations of scatterers. The first is a population
at Rf (Ray), several orders of magnitude more abundant than
any other population. The second is a population at Rf(Mie),
which is far less abundant, but still crucial, as it is required to
produce the appropriate phase functions. As can be seen in the
first few columns of Tables 4 and 5, the size of the fractal
aggregates remains roughly the same for this altitude range.
Here, the minimum particle size is about 30—50 nm, and the
maximum particle size, referred to as the crucial particle in
Section 3.4.4 Trimodal, is about 500–750 nm. While the
particle sizes remain the same, the abundances for both increase
inversely with altitude, in line with the occultation measure-
ments made by Alice (Young et al. 2018). In order for the
lower 200 km to be characterized by a bimodal distribution
following this pattern, the scatterers at Rf(Mie) would need to
grow in abundance independently of Rf(Int). It is difficult to
imagine a mechanism that would preferentially produce only
Rf(Mie) scatterers at all altitude bins. That being said, the phase
curves and R2 value in Figure 7 clearly show that bimodal and
trimodal populations, with their paucity of Rf(Int), are better
able to fit the phase curves, and especially the steep slope at
high phase angles.
As can be seen in Figure 9, the power-law exponent steadily
decreases until 60 km, where it begins to turn over, then
increases in the lowest altitude bin at 0–20 km. A similar trend
is seen in the parameters for the bimodal and trimodal
distributions, and indicates that the abundance disparity
between Rf(Ray) and Rf(Mie) steadily decreases from 200 to
60 km; however, starting at 60 km, this disparity stops
decreasing, and briefly shows signs of increasing. This is the
same altitude range where a dramatic change in temperature
was observed by the REX instrument and ground-based stellar
occultations (Sicardy et al. 2016; Hinson et al. 2017).
These three regions of aerosol growth (0–60 km, 60–200 km,
and 200–500 km) seem to occur at roughly the same altitudes
where the number density of acetylene (C2H2), ethylene
(C2H4), ethane (C2H6), and hydrogen cyanide (HCN), as well
as the temperature, all experience dramatic slope changes
(Lellouch et al. 2017; Young et al. 2018). This indicates either
that the processes controlling the abundance of these gases also
controls the growth rate of the aerosols, or that these gaseous
components are directly responsible for aerosol growth via
condensation. These regions also coincide with the termination
of photolysis at ∼200 km (Bertrand & Forget 2017), and a
dramatic shift in the abundance of haze precursor material and
haze (Figure 9).
4.2. Fractal Dimensions
We have until now assumed a fractal dimension of Df= 2 for
all distributions, for the sake of consistency with Tomasko et al.
(2008), and Gao et al. (2017). However, Df plays an important
role in determining the porosity of the fractal aggregate, which
in turn dictates the sedimentation velocity, cross-sectional area,
and coagulation rate. For all the distribution types discussed in
Figure 8. Phase functions produced by a best-fit distribution of power-law scatterers, with rm = 10 nm and Df = 2 for the 20–40 km altitude bin for the MVIC Blue
filter. For each fit, we vary the maximum Rf, meaning that no larger particles are considered in the fits, essentially setting their abundance to zero. Each phase function
has a different power-law exponent, b, which produces the best possible fit (highest R2 value) for the range of Rf. The minimum size is set at two monomers, i.e.,
=R r 2f m D1 f = 14.14 nm (Left) Full phase range, showing the relative change in high- and low-phase components. (Right) Zoom-in of the high phase, showing the
change in slope from variable Rf.
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Section 3.4 , Population Types, we investigated Df= 1.5, 2,
2.5, while keeping all other parameters as originally described.
A lower Df results in lower sedimentation speed (Figure 10),
increasing the time particles have to interact with one another
and potentially grow, either by condensation or agglomeration.
Although the model is not rigorously tested for a fractal
dimension other than 2, as noted above, it will accurately show
the difference between the monomer phase function and the
aggregate. That is, a lower Df will lead to a less compact
aggregate, which will show in the forward scattering.
While the model does account for interference effects within
the fractal aggregate, it is also partially parameterized, and may
therefore fail to accurately predict polarization and albedo
values for aggregates with large numbers of monomers,
especially when Df> 2. Given that we focus exclusively on
the shape of the phase function in this work, these short-
comings are not important. However, work should be done in
the future to ensure that any phase functions with Df≠ 2 that fit
the observed phase curves are physically possible (Email
communications with M. Lemmon 2020).
Changing the fractal dimension did not affect the quality of
the fits or the R2 value in any appreciable way. For the bimodal
and trimodal distributions, the best-fit sizes for Rf also remained
the same. As can be seen in Figure 11 for the power-law
distribution at 20–40 km, however, changing the fractal
dimension resulted in a change in the relative abundance
disparity between ( )R Rayf and Rf(Mie), and the total
abundance ( )n Rf . This is because the fractal dimension directly
affects the extinction cross-section, σe, where a larger Df results
in a larger σe. As we normalize our size distribution equations,
using Equation (11), and the Alice UV extinction coefficient,
βYoung, we require that a decrease in σe must be compensated
for by an increase in the particle abundance, and vice versa.
The biggest compensation occurred for the Rf(Mie) scatterers,
Figure 9. Best-fit power-law exponents as a function of altitude for Df = 2.0,
rm = 10 nm (Blue).The upper x-axis shows the asymmetry parameter, g, for a
phase function produced at MVIC Blue wavelengths by a fractal aggregate
with the aforementioned fractal dimension and monomer size. (Green) The
mass density of precursor material produced by photolysis, as predicted by
Bertrand & Forget (2017). (Orange) The mass density of haze produced
through aerosol growth of photolyzed material, as predicted by Bertrand &
Forget (2017).
Figure 10. Sedimentation velocities of aerosols in Pluto’s atmosphere for
varying fractal dimension (Df), and particle size (Rf).
Figure 11. Comparison of cross-section of fractal aggregate number densities
for the 20–40 km altitude bin, from Gao et al. (2017) (Black), together with the
power-law distributions (Purple) (Dotted) Df = 1.5, b = 1.703 (Solid)
Df = 2.0, b = 3.687 (Dashed) Df = 2.5, b = 4.830.
13
The Planetary Science Journal, 2:91 (27pp), 2021 June Kutsop et al.
where, at 20–40 km, we observed an abundance difference of
four orders of magnitude between Df= 1.5, and Df= 2.5.
Meanwhile the Rf(Ray) abundance only changed by about one
order of magnitude over the fractal dimensions. This is likely to
be due to a more significant change occurring in σe for larger
scatterers than for smaller ones. For all Df tested, we noticed
the same transitions at the same altitude as discussed in
Section 4.1, Three Regimes of Population, for all population
types.
4.3. Growth Mechanics and Implications
The abundance of Rf(Ray) observed in the bimodal and
power-law distributions suggests that the coagulation rate is
lower than that predicted by Gao et al. (2017). This may be due
to the haze having a higher charge-to-particle radius ratio,
e−/Rf. Figure 5 (top) of Gao et al. (2017) shows variations in
the particle size distribution 1.6 km above the surface of Pluto,
together with changes in the particle charge-to-radius ratio,
given in e− μm−1. They report a charge-to-particle radius ratio
of 30e− μm−1, which produces a distribution of fractal
aggregate in agreement with the retrieved mean particle size
(∼0.1–0.2 μm) based on the forward-scattering measurements
(Gladstone et al. 2016), which is 2–4 times that obtained from
observations of Titan aerosols (Lavvas et al. 2013; Larson et al.
2014). Following the pattern shown in their Figure 5, and
drawing a correlation to the high Rf(Ray) abundances in our
power-law and bimodal distributions, we suggest that the haze
has an e−/Rf 60e− μm−1. This is further supported by
Figure 5 (bottom) of Gao et al. (2017), which shows profiles
of extinction coefficients, βe (Gao et al. 2017 uses α),
corresponding to the particle charge-to-radius ratios of Figure 5
(top). While this reveals that βe is not significantly perturbed
when the charge-to-radius ratio is varied, it is also obvious that
a higher e−/Rf results in a lower extinction coefficient below
150 km. While the profiles of βe nearly match the observed βe
from the Alice UV solar occultations, they overestimate βe
below 150 km, even for the largest charge-to-particles radius
ratio tested by Gao et al. (2017), e−/Rf= 60e
− μm−1. Figure 5
(bottom) suggests that in order to matchβe below 150 km,
e−/Rf must be greater than or equal to 60e
− μm−1.
In Gao et al. (2017) Figure 5 (top), population distributions
with a high e−/Rf have a high abundance of scatterers at
Rf(Ray), but a complete absence of Rf(Mie) scatterers. As we
have shown in Figures 7, 11, and 12, it is necessary have an
abundance of Rf(Mie) scatterers greater than the abundance
predicted by Gao et al. (2017) in order to simultaneously match
the difference in brightness between high and low phase, the
slope at high phase, and βe observed using Alice. This means
that while a lower coagulation rate is necessary (possibly
through an increased e−/Rf), there must also be a mechanism
which allows the aerosol to grow in size to Rf(Mie), and to a
sufficient abundance to match the shape of βe. One possibility
is to decrease the sedimentation velocity of the haze by
decreasing the fractal dimension. Using the sedimentation
velocity equations from Gao et al. (2017) we show in Figure 10
that aerosols of Rf 100 nm andDf= 1.5, descend through the
atmosphere an order of magnitude slower than aerosols
withDf= 2. This decrease in velocity gives the aerosols more
time to coagulate and form larger particles, even with the larger
e−/Rf.
In order to describe the observed phase curves, ( )R Rayf must
be present throughout the entire atmosphere in high abundance,
and there must be Rf(Mie) particles orders of magnitude more
abundant than determined by Gao et al. (2017) (Figures 11 and
12). Without a more complete phase curve, we are unable to
determine the necessary amount of Rf(Int), although we can
place upper and lower limits on the abundance. We were able
to determine that the abundance of ( )R Int ,f must be less than, or
about equal to, what would originate from a power-law
distribution. Without a mechanism that preferentially destroys
or removes ( )R Int ,f we can also assume that the abundance
of Rf(Int)must be greater than, or about equal to, the abundance
of ( )R Mief emanating from a bimodal distribution. It is,
however, possible that a mechanism does exist to preferentially
remove ( )R Int ,f which point to our distribution being bimodal
rather than a power law. This will require further modeling
outside the scope of this paper.
The distribution and growth pattern of the aerosols could be
indicative of three regimes of aerosol growth, controlled
respectively by condensation, UV photolysis, and temperature.
Figures 5, 10 and 12 all demonstrate areas where the growth
rate and primary population type changes; at ∼60 km, and at
∼200 km. These transitions are highlighted in Figure 13, which
shows the logarithmic change in abundance as altitude
decreases for three particle sizes at the characteristic sizes
of ( ) ( )R RRay , Int ,f f and Rf(Mie). From 500 to 200 km, all
three particle sizes experience little increase in abundance, with
the smallest particles experiencing the greatest abundance
increase, and the largest experiencing the least. This indicates
that there is little aerosol growth. From 200 to 60 km, the large
particles begin to rapidly increase in abundance, while the
small particles stop increasing in abundance, reaching stagna-
tion at ∼150 km. This indicates that larger particles are starting
to grow from the smaller particles, utilizing the small particles
as fast as they can be delivered from above. From 60 to 0 km,
all three particle sizes then converge, and increase in abundance
at the same rate. This, along with the return to small particles
increasing in abundance, suggests that aerosol growth has
largely ceased. 200 km in Pluto’s atmosphere has been shown
to be the altitude of peak condensation of acetylene (C2H2),
ethylene (C2H4), and ethane (C2H6) by means of heterogeneous
nucleation (Wong et al. 2017). As Wong et al. (2017) state,
Figure 12. Number densities of particles as a function of altitude. Both denote
fractal aggregates with Df = 2, and, rm = 10 nm. (Left) Best-fit power-law
distribution. (Right) Distribution from Gao et al. (2017).
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above 400 km, there are too few aerosols for condensation to be
important, and below 200 km, the temperature is too high to
permit condensation. We point out that Wong et al. (2017)
show that condensation occurs from 500 to 200 km, and
abruptly terminates at 200 km. A similar trend at these altitudes
occurs with the peak and termination of CH4 photolysis
(Bertrand & Forget 2017 Figures 2–4). Bertrand & Forget
(2017) attribute CH4 photolysis to the production of haze
precursor material, which steadily increases from 500 km,
accelerating as it peaks at 200 km, before completely terminat-
ing at just below 200 km. In addition to, and as a consequence
of, “C2Hx” condensation and the UV photolysis of CH4 to
make precursors, the temperature in Pluto’s atmosphere
experiences several transitions of its own, as observed by
REX and Alice (Hinson et al. 2017, Young et al. 2018).
These three aspects of Pluto’s atmosphere follow the same
path as the population distributions. It begins with a mostly
monodisperse population, giving rise to isotropic scattering,
before rapidly evolving into disparate populations, with an
abundance of Rf(Ray), and the a maximum particle size of
500–750 nm. On this basis, we suggest that aerosol growth is
limited above 200 km, and produces mostly precursor material
at Rf(Ray). Where this haze nucleation and condensation is
occurring, the temperature in Pluto’s atmosphere is roughly
constant at around 70 K. At 200 km, the spike in precursor
production and condensation should lead to the formation of an
abundance of aerosols, mostly at Rf(Ray), but at other sizes as
well. Below 200 km, where condensation and photolysis has
ceased, the temperature begins to increase from ∼70 K at
∼300 km to ∼110 K at ∼40 km. In this more kinetically active
environment, free from condensation, the haze particles rapidly
interact to form larger particles by means of fractal coagulation.
The coagulation rate is such that Rf(Mie) increase in abundance
by about five orders of magnitude between 200 and 50 km. In
this same range, the Rf(Ray) particles barely increase by one
order of magnitude, showing that the coagulation rate of
particles is slightly less than the production rate of precursor
material (Figure 13). This temperature-controlled coagulation is
further supported by the observation in Figure 13 that at 60 km,
the coagulation rate starts to diminish, and all populations
uniformly increase just before the surface. This is consistent
with the temperature inversion observed by REX and Alice at
the boundary surface layer (Young et al. 2018). Here, the
temperature first approaches an inflection at ∼110 K, before
rapidly cooling to ∼40 K at the surface. In this kinetically less
active environment, we would expect the aerosols to cease
interactions and proceed to fallout.
These hypotheses suggest possible formation mechanisms
for the bimodal or power-law distributions that must be present
to produce the phase curves observed by the MVIC. However,
further microphysical haze and general circulation modeling
will need to be conducted to test these assertions. In addition,
more complete radiative transfer limb scatter analyses, which
could include multiple instruments that are able to fill the phase
coverage gap, will be needed to break the degeneracy of a
bimodal or power-law distribution. Breaking this degeneracy
will favor one formation mechanism over another.
5. Summary and Conclusions
The main results of this work are:
1. We have characterized and removed an instrumental bias,
which added spurious brightness far off the disks of
Charon and Pluto. This off-disk glow accounts for up to
30% of the observed brightness in the lower atmosphere,
and greatly distorts the shape of the phase curves,
particularly in the back-scatter regime.
2. We have produced phase curves of Pluto’s atmosphere,
based on the MVIC observations, using the limb scatter
technique. These observations were corrected for the
above described off-disk glow. The phase curves were
produced for the MVIC RED (pivot wavelength of
620 μnm), MVIC BLUE (475 nm), and MVIC NIR
(878 nm) filters. Our data set covered an altitude range of
0–500 km, as well as low and high solar-phase angles of
16°.15 to 18°.24, 38°.85, and 165°.96 to 169°.36. For this
work, we binned all the data which matched our sub-
selection criteria, as described in Section 2.2, Data
Processing, into 20 km wide altitude bins, and one-
degree width phase bins. This produced the data sets
given in Appendix B, Figures 17 and 18.
3. The phase curves show that Pluto’s lower atmosphere
(<200 km) is strongly forward scattering, indicative of a
population of scattering particles in the Mie regime,
meaning that the size of the particles is approximately
equal to the wavelength of light. In the lower atmosphere,
there is a non-negligible amount of back-scatter. This
indicates that there must be a distribution of particles, as
the phase functions produced by only the aforementioned
Mie particles have almost no back-scatter component. As
such, there must be an additional population of small size
scatterers, which occupy the Rayleigh regime, and are
much smaller than the wavelength of light. In the upper
atmosphere (>200 km), scattering becomes nearly iso-
tropic. This suggests that between the upper atmosphere
Figure 13. Log abundance gradient for characteristic particle sizes of the best-
fit power-law distribution in Figure 12. We omit the 200–220, and 220–240
altitude bins for Rf(Int) and ( )R Mief , as their solutions are unconstrained. The
yellow, orange, and purple regions denote the three regimes of aerosol growth.
Yellow: 500–200 km. Here, photolysis is active, and little aerosol growth
occurs. Orange: photolysis has ceased, and aerosols grow rapidly, and increase
in abundance. Purple: the temperature drops, and aerosol growth decreases
precipitously, all sizes increase in abundance at the same rate.
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and the lower atmosphere, there is a rapid accumulation
or growth of large-size scatterers.
4. We modeled the phase functions produced by a
monodisperse, bimodal, trimodal, log-normal, and
power-law distribution of particles. Our results confirmed
the empirical analysis of the phase curves, i.e., that a
distribution of particles, characterized by an abundance of
small size scatterers Rf< 50 nm(99%), and a non-negli-
gible amount of large scatterers (100 nm< RF< 1 μm)
(1%), which specifically include a crucial particle size of
500–700 nm, are able to fit the phase curves observed
below 200 km. Above 200 km, these populations all
approximated a monodisperse population, with a char-
acteristic particle size, where Rayleigh scattering dom-
inates ( ( ) – )»R Ray 10 100 nmf . Without color
observations over the complete range of phase angles,
we cannot determine the abundance of intermediate-sized
scatterers ( ( ) – )»R Int 100 500 nmf , although it must be
less than or equal to the abundance of Rf(Int) from the
perspective of a power-law distribution, and greater than
or equal to the abundance of large aerosols scattering in
the Mie regime ( ( ) – )m»R Mie 500 nm 1 mf from a bimo-
dal-distribution perspective.
5. In order to achieve aerosol population distributions with
great abundance disparities between Rayleigh-sized
scatterers ( ( )R Rayf ≈ 10–100 nm) and Mie-sized scat-
terers ( ( )R Mief ≈ 500 nm–1 μm), the atmosphere needs
to produce large Rf(Mie) scatterers, while not eliminating
the smaller ( )R Rayf type. This can be accomplished by
increasing the charge-to-radius ratio to prevent the
removal of smaller scatterers, while reducing the
sedimentation velocity to allow these more coagulation-
resistant particles an opportunity to form large scatterers.
The sedimentation velocity can be reduced for larger and
larger particles with a fractal dimension of less than two.
This work provides constraints from New Horizons data on
the population type, abundances, and some physical properties
of Pluto’s aerosols. A number of avenues for followup are
possible, including the following:
1. A full-phase curve from 0° to 180° is needed to determine
the abundance of ( ( ) – )»R Int 100 500 nmf , and to break
the degeneracy between a power-law, bimodal, and
trimodal distribution. This could be accomplished with
the inclusion of images from the panchromatic filters or
other instruments (i.e., LORRI), or more flyby missions,
but an orbiter would provide a more comprehensive and
definitive data set.
2. Microphysical models, such as CARMA, will need to
consider these phase curves and distributions in future
work. Results from rigorous modeling will help us to
better understand the processes leading to a bimodal or
power-law distribution. Future modeling will also explore
the total charge that can build up on these particles, and
how they pass their charge on to other aerosol or gaseous
components.
3. Tests of the Tomasko et al. (2008) fractal aggregate phase
function for a fractal dimension not equal to two have not
been verified or reviewed. Validation of other fractal
dimensions should be conducted so as to increase
confidence in these results.
The raw and calibrated New Horizon data are available via
the PDS (Stern et al. 2007). The entire data set can be made
available upon request to the corresponding author. The
MATLAB implementation of the phase function employed
by Tomasko et al. (2008) to determine scattering from fractal




All of the images are rendered in Flexible Image Transport
System (FITS) format, and are readable using standard FITS
viewers and software libraries. (Stern 2018). For this work, the
raw data is processed into level 2 calibrated products by
removing the bias and flat-field pattern to convert pixel values
from raw data number (DN) to calibrated DN (Peterson et al.
2017). Level 2 calibrated products were provided directly from
coauthor Buratti, and were produced in September of 2017.
Radiometric calibration coefficients, stored as keywords in the
FITS header, are used to convert raw DN to physical
reflectance values. Error estimates for each pixel are calculated
assuming shot noise and measured detector parameters (e.g.,
reading noise and Poisson noise from dark current), and an
error array is constructed in a new extension of the FITS file.
Finally, the SOC pipeline adds a data quality extension, based
on both scene complexity and instrumental factors. The data
quality flag is set to zero if the data are clean, and a nonzero
value that represents potential issues. These include defects in
reference calibration files, such as dead pixels, missing data,
zero-value pixels, DN not linear in the detector regime, or an
unidentified error (Peterson et al. 2017).
We convert from the calibrated DN to physical reflectance
units following the procedures described in C.J. Howett et al.
(2017). Navigation files were generated for each image, using
the Jet Propulsion Laboratory Navigation and Ancillary
Information Facility’s SPICE system/routines (Acton et al.
2018). The SPICE system combines kernel files containing
information on the spacecraft, camera orientation, planetary
ephemerides, etc., with keywords in each image’s FITS files,
such as time of observation, image size, and scan rate. Using
the SPICE API, we determined which pixels should be on the
disk, as well as characteristics of the pixels on and off the disk,
such as geographic coordinates, tangential altitude, and view-
ing geometry (i, e, θ, ψ). For pixels off the disk, we also
determined the viewing geometry and geographic location of
the subtangent point.
Due to pointing and absolute timing uncertainties, the
location of our disks, as predicted by SPICE, and the actual
location of Pluto’s disk seen in the images were shifted by 1–10
pixels in line and/or sample. The same shift was observed for
both Charon and Pluto in images observing both simulta-
neously, suggesting that there is no internal timing error or
rotational offset. To account for these random shifts, we
manually adjusted the navigation files until the disk predicted
by SPICE matched the disk in the image to within 1 pixel radii.
Appendix B
Off-disk Glow Correction
There is an instrument effect, similar to the stray light seen in
the LORRI (Cheng et al. 2017), which causes spurious
16
The Planetary Science Journal, 2:91 (27pp), 2021 June Kutsop et al.
brightness far from the limb of the disk of Pluto. This effect can
be seen more than 100 pixels away from the disk, equating to
more than 500 km in some images. To account for this glow,
we follow a similar strategy as that employed by Cheng et al.
(2017), whereby we use the airless (i.e., presumably hazeless)
body of Charon (Stern et al. 2017) to model the effect. For each
observation of Charon in the time frame of our investigation
(Table 1), we locate each pixel on the solid limb, and find
which pixels off the disk are closest to each of those limb
pixels, as shown in Figure 14. Around the disk, we now have
brightness profiles, dependent on solid-limb brightness and
distance. The solid-limb brightness, I/FL, is taken to be the
weighted average of the nearest on-disk pixels to the solid-limb
pixel within a radius of four pixels. These weights are
determined based on the Gaussian profile of the point-spread
function (Reuter et al. 2008). The distances of the pixels from
the solid limb, DL, is determined by the altitude of the center of
the pixel, divided by the difference in altitude between the
highest altitude corner of the pixel, and the lowest altitude
corner of the pixel. Both Pluto and Charon cast shadows at
photometric longitudes, Λ, for |Λ|> 90°. This means that
pixels with a subtangent point of i> 90°, will have a LOS
through the atmosphere that is only partially illuminated. To
ensure that we are only using pixels whose LOS is totally
illuminated, we limit ourselves to those with a subtangent point
where i< 90°.
We fit the Charon off-disk brightness profile to be a two-
dimensional function of the form:
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Figure 3 highlights our fit to the data, and provides a
comparison with Pluto’s off-disk profile. Best-fit coefficients,
and their associated errors, can be found in Table 2. We find
that the magnitude of the removed off-disk glow is on the order
of the variability we see in I/F, constituting a substantial
fraction of the observed signal.
We limit our data for generating phase curves to observations of
Pluto where Pluto’s weighted limb brightness, I/FL, is within the
range of Charon’s I/FL. This procedure maximizes the efficacy of
our fits, although our functional form of Charon’s off-disk profiles
allows us to apply this correction to any limb brightness value. We
were not able to limit the data in this way for the blue filter, because
Pluto is much brighter in the blue than Charon. We also found that
variations in the geographic location of the subtangent point
coincided with brightness variations at all altitudes, ranging from a
factor of two to an order of magnitude (Figure 15). To limit the
variation in the brightness profiles, we constrained our data to
subtangent points with an incidence angle of 75°–85°, and in the
region of 35°–50°N latitude and 80°W–40°E longitude (Figure 16).
Phase curves were generated by binning the data into altitude
bins 20km high. This ensures that we have at least several pixels in
each altitude bin, even at our lowest spatial resolution. We only use
pixels that have all four corners within the defined altitude bins. We
choose our upper limit to be 500 km, as this is the height where
photolysis of methane takes place (Gladstone et al. 2019), and
below this altitude, aerosol growth begins (Gladstone & Young
2019). Due to the nature of our Mie scattering code (Mätzler 2002)
we must round the phase angle of each pixel to the nearest whole
integer. At closest approach, this results in two phase angles, at 40°
and 41°, so that each of our phase curves have a total of eight
points. In the figures presented here, the I/F is presented by the
median of the I/F values of the pixels within the altitude bins, and
at the same phase angle. For our fitting routines, however, we use a
Monte Carlo simulation, with at least 320 runs, to draw our phase
curve values from the distribution of pixels in each of the altitude
and phase bins.
Negative pixel values arise from level 1 calibrations (i.e., flat-
field corrections and dark current subtractions), and the Charon off-
disk subtraction. This means that some points in our phase curves
have median I/F values below zero, particularly in the NIR
channel, which has lowest S/N of our t filters. We excluded these
observations from our phase curves, as their inclusion interfered
with our fitting routines. Values that were excluded are noted in
red in Figures 17 and 18. Recall, however, that this is for the phase
curve figures; for our fitting routines we use a 320-run Monte
Carlo simulation, in order to draw our phase curve values from the
distribution of pixels in each of the altitude and phase bins.
Figure 14. An example of how the limb scatter profiles are acquired. The
colored pixels off the disk all share the same nearest-limb pixel. These produce
the limb scatter profiles and phase curves. The colored pixels on the disk are
those that fall within a 3 pixel radius of the limb pixel. These and the limb pixel
define the weighted average limb brightness.
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Figure 15. Variation in I/F, 5 pixel radii away from the limb of Pluto. The maximum brightness variation for each MVIC sequence is labeled at the top. (Left) Pixels
taken from MVIC sequence 0299178092 (See Table 1). (Right) Pixels taken from MVIC sequence 0299193157 (See Table 1). (Top) Variation in brightness as a
function of geographic location of the subtangent point. (Bottom) Variation in brightness as a function of viewing geometry.
Figure 16. Location of subtangent points for our limb scatter profiles. The orthographic view is centered on the middle latitude and longitude of all the subtangent
points, at 60°. 45N and −32°. 12E.
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Table 2
Best-Fit Coefficients for the Charon Off-disk Profile, Equation (B1), and the Associated 95% Confidence Bounds
MVIC Red 95% Confidence Bounds MVIC Blue 95% Confidence Bounds
Coefficients Best Fit Lower Upper Coefficients Best Fit Lower Upper
p 0.00137 0.001353 0.001387 p 0.005522 0.00534 0.005704
a1 −0.9675 −2563 2561 a1 0.7243 −1.62E+04 1.62E+04
b1 −3.886 −567.5 559.7 b1 0.3689 −265.6 266.3
c1 1.02 −2561 2563 c1 −0.6917 −1.62E+04 1.62E+04
d1 −3.886 −538.6 530.8 d1 0.3692 −278 278.7
a2 10.46 −1.99E+05 1.99E+05 a2 1.76E−05 −3.18E−06 3.84E−05
b2 −18.98 −79.25 41.3 b2 27.19 23.37 31.01
c2 −4.794 −1.99E+05 1.99E+05 c2 1.934 1.784 2.084
d2 −18.97 −144.8 106.8 d2 −10.84 −11.24 −10.43
MVIC NIR 95% Confidence Bounds MVIC CH4 95% Confidence Bounds
Coefficients Best Fit Lower Upper Coefficients Best Fit Lower Upper
p −0.00096 −0.00097 −0.00095 p −0.00181 −0.00183 −0.00178
a1 0.08538 0.08469 0.08607 a1 0.7961 −6695 6697
b1 −17.66 −17.76 −17.56 b1 −3.81 −141.6 134
c1 0.004379 0.004346 0.004411 c1 −0.6812 −6697 6695
d1 9.286 9.257 9.315 d1 −3.81 −165 157.3
a2 17.16 17.02 17.3 a2 5.861 5.82 5.902
b2 −34 −34.07 −33.93 b2 −13.33 −13.37 −13.29
c2 0.05112 0.05081 0.05144 c2 −4.56E−07 −9.13E−07 3.19E−10
d2 6.595 6.57 6.62 d2 36.83 33.33 40.33
Table 3
Parameters to Produce the Phase Functions which Best Fit the MVIC Phase Curves for a Monodisperse Population
Monodisperse
Altitude [km] Rf [m] SF(Red) SF(Blue) SF(NIR) N R
2
0–20 1.52E-07 0.036009 0.072786 0.015108 2.74E+08 0.865475
20–40 1.52E-07 0.028623 0.055318 0.009785 2.01E+08 0.922079
40–60 1.46E-07 0.021802 0.041302 0.007731 1.59E+08 0.924416
60–80 1.34E-07 0.016537 0.031749 0.005944 1.5E+08 0.918738
80–100 1.22E-07 0.012712 0.024462 0.005011 1.41E+08 0.904564
100–120 1.07E-07 0.009609 0.018049 0.004372 1.44E+08 0.870422
120–140 8.99E-08 0.007206 0.014575 0.003304 1.82E+08 0.784031
140–160 6.60E-08 0.005203 0.012029 0.00313 3.08E+08 0.583708
160–180 4.85E-08 0.003771 0.008536 0.002592 5.69E+08 0.217304
180–200 2.99E-08 0.002836 0.00632 0.002355 1.69E+09 0.025136
200–220 1.41E-08 0.00275 0.005583 0.002191 1.1E+10 0.025143
220–240 4.64E-08 0.002757 0.006506 0.002098 2.94E+08 0.193508
240–260 4.25E-08 0.002524 0.005881 0.001984 2.37E+08 0.180628
260–280 5.30E-08 0.00246 0.00582 0.001977 1.03E+08 0.201255
280–300 4.64E-08 0.002202 0.005145 0.001932 1.23E+08 0.176891
300–320 5.79E-08 0.002114 0.00505 0.001805 37617981 0.223527
320–340 5.79E-08 0.002007 0.004677 0.001788 37001751 0.207765
340–360 6.60E-08 0.002058 0.004389 0.001706 26888536 0.194362
360–380 5.07E-08 0.001775 0.005177 0.001673 28232173 0.212574
380–400 6.90E-08 0.002052 0.005483 0.001637 9800958 0.216517
400–420 6.05E-08 0.002151 0.004869 0.001553 10364015 0.23234
420–440 6.32E-08 0.002477 0.004797 0.001541 7039408 0.256974
440–460 5.54E-08 0.001614 0.004302 0.001533 7470849 0.20137
460–480 5.07E-08 0.001344 0.003901 0.001473 7113140 0.190098
480–500 7.88E-08 0.001442 0.00422 0.001403 1781873 0.181047
Note.
Rf: fractal aggregate the effective radius, Equation (15);
Sf: scaling factor, Equation (7);
N: the particle number density Equation (D8); and
R2: goodness of fit metric, Equation (4).
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Table 4
Parameters to Produce the Phase Functions which Best Fit the MVIC Phase Curves for a Bimodal Population
Bimodal
Altitude [km] Rf (Big) [m] Rf (Small) [m] w(Big) w(Small) SF(Red) SF(Blue) SF(NIR) N(Big) N(Small) R
2
0–20 5.87E-07 3.14E-08 0.01 0.99 0.014665 0.038995 0.007094 2396096 1.18E+10 0.970199
20–40 5.87E-07 3.14E-08 0.01 0.99 0.011658 0.031447 0.005614 1761078 8.65E+09 0.982934
40–60 5.87E-07 1.41E-08 0.001 0.999 0.008936 0.025567 0.004195 486252.3 6.98E+10 0.97895
60–80 5.87E-07 4.10E-08 0.01 0.99 0.007399 0.020903 0.003308 705113.8 2.43E+09 0.977037
80–100 7.66E-07 6.98E-08 0.01 0.99 0.007092 0.020629 0.002947 206005.9 4.97E+08 0.963088
100–120 5.87E-07 5.35E-08 0.01 0.99 0.004538 0.012833 0.001946 297976.8 7.19E+08 0.935362
120–140 5.87E-07 2.41E-08 0.001 0.999 0.003693 0.011139 0.001459 80074.61 5.66E+09 0.863065
140–160 1.00E-06 4.10E-08 0.001 0.999 0.003331 0.010305 0.001621 14561.47 1.03E+09 0.696982
160–180 7.66E-07 4.10E-08 0.001 0.999 0.002358 0.006774 0.001564 17548.33 8.69E+08 0.305135
180–200 1.85E-08 1.41E-08 0.001 0.999 0.002803 0.006339 0.00236 10244769 1.46E+10 0.028246
200–220 3.14E-08 2.41E-08 0.5 0.5 0.002831 0.005553 0.00223 6.62E+08 9.44E+08 0.01608
220–240 5.35E-08 4.10E-08 0.5 0.5 0.002557 0.006879 0.002199 1.19E+08 1.7E+08 0.225045
240–260 5.35E-08 4.10E-08 0.5 0.5 0.002376 0.006417 0.002071 75948261 1.08E+08 0.209769
260–280 5.35E-08 4.10E-08 0.5 0.5 0.002214 0.006112 0.002042 58600469 83565082 0.219741
280–300 2.64E-07 4.10E-08 0.001 0.999 0.00201 0.005419 0.001962 14104.42 1.69E+08 0.203182
300–320 6.98E-08 5.35E-08 0.5 0.5 0.001865 0.005235 0.001942 13574660 19357653 0.256475
320–340 4.50E-07 4.10E-08 0.001 0.999 0.001567 0.004398 0.001699 3679.63 89636184 0.284104
340–360 2.64E-07 6.98E-08 0.001 0.999 0.001668 0.004569 0.001822 3956.358 23306650 0.281346
360–380 3.45E-07 4.10E-08 0.001 0.999 0.001609 0.005013 0.001689 2859.75 48852129 0.259635
380–400 1.55E-07 2.41E-08 0.01 0.99 0.001974 0.004097 0.001727 126341.7 1.5E+08 0.352209
400–420 2.03E-07 5.35E-08 0.01 0.99 0.002115 0.004417 0.001744 23280.34 13590742 0.387014
420–440 2.03E-07 3.14E-08 0.01 0.99 0.001916 0.003592 0.001566 34572.32 41042138 0.37244
440–460 5.87E-07 4.10E-08 0.001 0.999 0.001175 0.003554 0.001324 464.1657 16124122 0.327138
460–480 4.50E-07 3.14E-08 0.001 0.999 0.00108 0.003594 0.00129 725.9001 25216212 0.380154
480–500 1.00E-06 6.98E-08 0.001 0.999 0.001122 0.00358 0.001336 68.19479 2368941 0.368415
Note.
Rf, fractal aggregate the effective radius, Equation (15);
w: relative weight of aerosol population, Equation (16);
SF: scaling factor, Equation (7);
N: the particle number density Equation (D8);
R2: goodness of fit metric, Equation (4).
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Table 5
Parameters to Produce the Phase Functions which Best Fit the MVIC Phase Curves for a Trimodal, Population
Trimodal
Altitude [km] Rf (Big) [m] Rf (Med) [m] Rf (Small) [m] w(Big) w(Med) w(Small) SF(Red) SF(Blue) SF(NIR) N(Big) N(Med) N(Small) R
2
0–20 7.38E-07 5.44E-07 4.77E-08 0.003162 0.02846 0.968377 0.014487 0.03705 0.007165 284007.5 3834545 3.35E+09 0.971118
20–40 7.38E-07 5.44E-07 6.47E-08 0.01 0.021623 0.968377 0.013793 0.036613 0.006511 491971.6 1595853 1.22E+09 0.983568
40–60 1.00E-06 5.44E-07 6.47E-08 0.001 0.030623 0.968377 0.01039 0.027322 0.005062 23808.93 1640844 8.87E+08 0.980958
60–80 7.38E-07 8.77E-08 1.92E-08 0.003162 0.096838 0.9 0.008341 0.023634 0.003572 318289.9 1.67E+08 1.18E+10 0.977289
80–100 7.38E-07 8.77E-08 3.52E-08 0.01 0.683772 0.306228 0.007464 0.019963 0.003252 213129.6 2.49E+08 3.77E+08 0.965165
100–120 7.38E-07 6.47E-08 1.41E-08 0.003162 0.313065 0.683772 0.004675 0.013982 0.001881 143157.1 3.64E+08 6.03E+09 0.936028
120–140 7.38E-07 4.77E-08 1.41E-08 0.003162 0.9 0.096838 0.003773 0.011395 0.001429 75771.35 8.3E+08 4.52E+08 0.874405
140–160 1.00E-06 4.77E-08 3.52E-08 0.001 0.315228 0.683772 0.003242 0.010099 0.001553 15453.53 2.81E+08 9.15E+08 0.716832
160–180 1.00E-06 1.92E-08 1.41E-08 6.84E-05 3.16E-05 0.9999 0.002221 0.006979 0.00121 4217.254 380151.7 1.8E+10 0.352303
180–200 1.00E-06 1.92E-08 1.41E-08 2.16E-05 1.00E-05 0.999968 0.002353 0.005816 0.001801 1078.118 97183.68 1.46E+10 0.082479
200–220 7.38E-07 1.92E-08 1.41E-08 2.85E-05 3.16E-06 0.999968 0.002408 0.005113 0.001788 1598.359 23074.33 1.09E+10 0.048872
220–240 1.00E-06 4.77E-08 3.52E-08 1.00E-05 0.683772 0.316218 0.002585 0.006974 0.002117 52.9123 2.09E+08 1.45E+08 0.22099
240–260 6.47E-08 4.77E-08 3.52E-08 0 0.9 0.1 0.002367 0.006372 0.002114 0 1.63E+08 27091177 0.19855
260–280 1.00E-06 4.77E-08 2.60E-08 0.0001 0.316128 0.683772 0.002066 0.005718 0.001834 382.7242 69849429 3.4E+08 0.235189
280–300 7.38E-07 6.47E-08 4.77E-08 0.000316 0.315912 0.683772 0.001893 0.005188 0.001831 816.4107 20922115 67934907 0.226059
300–320 7.38E-07 4.01E-07 6.47E-08 0.000684 0.000316 0.999 0.001607 0.00453 0.001696 749.8482 780.4494 28103396 0.222952
320–340 7.38E-07 4.77E-08 3.52E-08 0.000684 0.999 0.000316 0.001493 0.004435 0.001547 1068.926 60100021 28539.78 0.276822
340–360 7.38E-07 6.47E-08 4.77E-08 0.000684 0.999 0.000316 0.001546 0.004368 0.001665 749.3151 28083418 13336.01 0.304334
360–380 5.44E-07 6.47E-08 4.77E-08 0.001 0.099 0.9 0.001457 0.004547 0.001603 1219.61 2064649 28157551 0.226554
380–400 4.01E-07 2.96E-07 1.41E-08 0 0.000316 0.999684 0.001791 0.004172 0.001528 0 4154.839 7.58E+08 0.373723
400–420 2.96E-07 3.52E-08 1.41E-08 0.003162 0.9 0.096838 0.001835 0.003737 0.001491 8283.566 40313440 14644556 0.352354
420–440 1.61E-07 4.77E-08 3.52E-08 0.031623 0.9 0.068377 0.002151 0.003838 0.001718 84524.74 12184061 1388681 0.331279
440–460 7.38E-07 6.47E-08 4.77E-08 0.001 0.099 0.9 0.001193 0.003714 0.001367 268.96 683052.9 9315434 0.323804
460–480 5.44E-07 1.92E-08 1.41E-08 0.000316 0.683772 0.315912 0.000832 0.002778 0.000947 433.5225 81185568 56269660 0.35653
480–500 5.44E-07 4.77E-08 3.52E-08 0.0009 0.0001 0.999 0.001032 0.003377 0.001283 327.6183 933.807 13994714 0.334011
Note.
Rf: fractal aggregate the effective radius, Equation (15);
w: relative weight of aerosol population, Equation (16);
SF: scaling factor, Equation (7);
N: the particle number density Equation (D8);



























Parameters to Produce the Phase Functions which Best Fit the MVIC Phase Curves for a Power-Law Population
Power Law
Altitude










0–20 3.466934 0.016823 0.04117 0.008827 6.91817E+11 4.97082E+14 5.37E+17 0.963392
20–40 3.587174 0.014669 0.034874 0.007572 3.87151E+11 3.4945E+14 4.81E+17 0.98194
40–60 3.727455 0.011275 0.027459 0.005818 1.967E+11 2.31679E+14 4.23E+17 0.980278
60–80 3.807615 0.008306 0.020624 0.004175 1.22414E+11 1.67865E+14 3.60E+17 0.973282
80–100 4.008016 0.006664 0.016797 0.003267 54308378030 1.0892E+14 3.50E+17 0.96144
100–120 4.188377 0.005135 0.01317 0.002476 25271747507 6.87012E+13 3.05E+17 0.92517
120–140 4.488978 0.004348 0.011197 0.002019 7644424271 3.81815E+13 3.24E+17 0.846872
140–160 4.92986 0.0039 0.009948 0.002668 1353525568 1.56035E+13 3.21E+17 0.632401
160–180 5.571142 0.003325 0.008044 0.002532 148875526 4.97613E+12 3.18E+17 0.230534
180–200 6.472946 0.002751 0.006194 0.002364 1892664.504 4.92886E+11 2.78E+17 0.020131
200–220 6.352705 0.002811 0.00541 0.002192 131735.5651 1.07328E+11 2.04E+17 0.00439
220–240 5.611222 0.002392 0.006347 0.002048 23933249.89 1.36215E+12 1.53E+17 0.210957
240–260 5.511022 0.00216 0.005863 0.001966 22314450.88 1.05016E+12 9.64E+16 0.200411
260–280 5.551102 0.00205 0.005551 0.001927 21579137 9.06086E+11 7.37E+16 0.203209
280–300 5.450902 0.001887 0.005145 0.001881 41452521.47 1.14568E+12 5.97E+16 0.213684
300–320 5.230461 0.001639 0.004564 0.001732 34915845.81 7.68188E+11 3.14E+16 0.260886
320–340 5.130261 0.00149 0.004282 0.001697 57114140.77 9.62964E+11 2.97E+16 0.26324
340–360 5.190381 0.001511 0.004061 0.001652 43351634.9 8.50975E+11 3.09E+16 0.265182
360–380 5.450902 0.001598 0.0049 0.001753 13919520.93 3.56545E+11 1.72E+16 0.265825
380–400 5.150301 0.00192 0.00431 0.001609 20394183.22 3.71018E+11 1.24E+16 0.370224
400–420 5.130261 0.001969 0.004113 0.001556 13387976.11 2.62801E+11 9.53E+15 0.364456
420–440 5.03006 0.001963 0.003742 0.001483 11749872.2 2.13758E+11 7.15E+15 0.379081
440–460 5.07014 0.001228 0.003596 0.001526 8294692.629 1.56747E+11 5.46E+15 0.295896
460–480 4.9499 0.001087 0.003334 0.001338 8407436.282 1.36464E+11 4.04E+15 0.333832
480–500 4.92986 0.001051 0.003214 0.001376 11293481.8 1.35236E+11 2.90E+15 0.332972
Note.
b: power law exponent; SF: scaling factor, Equation (7);
n: the differential particle radius number density distribution, Equation (10);
R2: goodness of fit metric, Equation (4).
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Figure 17. Median level 1 calibrated products, converted from calibrated DN to physical reflectance units, I/F, following the keyword procedure detailed in Howett
et al. (2017), Binned by altitude and phase angle. Left: data without correction applied from the Charon profile. Right: data with correction applied from the Charon
profile applied. Red data is neglected.
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Figure 18. Fifteenth (left) and 85th (right) percentile bounds for median binned data, with corrections applied from the Charon profile. Red data is neglected.
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Appendix C
Error
In addition to the primary data, each FITS files contains two
extensions. The first extension is the 1σ standard deviation of
each pixel in DN. The second extension is the data quality
flags. These contain the error array, and the data quality array
for the primary data. A full explanation of the various flags and
error calculation is detailed in New Horizons SOC to
Instrument Pipeline ICD. Throughout this work, we only
include pixels where the data are flagged as good (Peterson
et al. 2017).
Along with the random pixel error, a 1%–3% error exists in
the adjustment factor required to correct the observed count
rates to the predicted count rates (Howett et al. 2017). This
adjustment factor was determined by means of a comparison of
photometry with well-calibrated stars observed in-flight by all 7
MVIC CCDs. To calculate error, we combine the Poisson
photon noise for each pixel (uncertainty from dark current and
bias is negligible) with a systematic multiple offset to account
for each frame’s absolute calibration error. The calibration error
is approximated by a Gaussian distribution, with a standard
deviation of 3%.
We present the uncertainty in I/F as the bounds occurring at
the 15th and 85th percentile of the pixels in each bin
(Figure 18). The 15th and 85th percentile range is equivalent
to the bounds at one standard deviation, σ, greater and less than
the mean or median for a normal distribution. The variance in
our data in a single bin is typically not normally distributed, so
the standard deviation is not appropriate for describing out
variance. This variability in our binned data, ∼25% and
dependent on filter (Figures 17 and 18), is substantially greater
than the 3% propagated error above. As such, we do not
consider the propagated error, but we present our determination
of the propagated error above for the sake of completeness.
Appendix D
Radiative Transfer
A full radiative transfer description of scattering from Pluto’s
limb would include ray tracing through spherical shells, and
account for multiple scattering (Bourassa et al. 2008). This
takes the form of the integral









which specifies the radiance, I, observed at location, r0, in the
propagation direction specified by the unit vector, W, along the
LOS path, s. This is the integral of the scattered source term, J,
plus the radiance at the end of the path, Ĩ , both attenuated along
the path to the observer by the optical depth, τ. Ĩ is total
radiance (direct, single scattered, multiple scattered) from the
end point of the path, which is either space or the ground
(Figure 1 bottom, A and D). As none of our observations
intersect the surface of Pluto or the Sun, this term is zero, and
will not be discussed further.
The source term from scattering is
( ) ( ) ( ) ( ) ( ) òb qW = W¢ W¢pJ s s I s P s d, , , D2s 4 11
where βs is the scattering coefficient, P11 is the scattering phase
function (Equation (2)), and θ is the angle formed between
incident and emergent vectors, specified by the unit vectors W¢
and W, respectively. J is the total scattering source term, where
the final scattering event occurs in the atmosphere. The integral
is evaluated over all solid angles, as multiple scattering can
have its source from any direction, including the Sun
(Figure 1(b), B), the ground (Figure 1(b), E), and from all
other scatterers in the atmosphere (Figure 1(b), C). Because the
solar beam is the only source of light for the first-order
scattering, the integral over all space that is required to evaluate
the source term (Equation (5)) simplifies to
( ) ( ) ( ) ( ) ( )( ) b qW = W t-J s s F e P s, , D3s s1 0 sun, 11
where ( ) WF 0 is the incident solar flux density. Thus the total
contribution to the radiance at any position r0 from a single
scattering event is
( ) ( ) ( ) ( )
( )










Multiple scattering (i> 1) that has its final scattering event in
the atmosphere is
( ) ( ) ( ) ( ) ( )  òb qW = W¢ W¢p -J s s I s P s d, , , . D5i s i4 1 11
We can then rewrite Equation (4) as
( ) ( ) ( )( ) ò åW = Wt-
=
¥








In a dense atmosphere such as Earth, or Titan, multiple scattering
contributes significantly to the total radiance, accounting for nearly
half of the observed radiance at visible wavelength in the
stratosphere, with the other half coming from single scattering
(Bourassa et al. 2008, Figures 3 and 11). On Pluto, however, results
from Fan et al. (in preparation) found that the upper limit of
contribution from secondary scattering initiated by the ground,
J2Surf (Sun→ surface→ atmosphere→MVIC (Figure 1(b) E))
accounts for less than 10% of the observed radiance at the
wavelength of the three MVIC filters used in this work (Figure 4).
Fan et al. determined the amount of secondary scatter for incident
and emergent vectors along the specular plane, at altitudes from 0
to 200 km for all phase angles, using the equations in Hapke (1981)
and assuming isotropic scatters for the surface materials, a
monodispersed population of scatterers, and a single scattering
albedo w̄0 of.9 (Buratti et al. 2017) for all three filters. The amount
of contribution is inversely proportional to the altitude, and reaches
the maximum for a phase angle of 90°. For the representative phase
angle of our data, at 15°, 45°, and 170°, the amount of secondary
scattering predicted is always one to two orders of magnitude less
than the observed I/F, and, in all cases, is less than or equal to the
brightness variability in our phase curves, (σI/F). For this reason,
we ignore J2Surf and higher-order multiple scattering terms. We also
ignore secondary (and multiple) scattering initiated by the
atmosphere, J2Atm (Sun→ atmosphere→ atmosphere→MVIC
(Figure 1(b) C)). We note that J2Surf is maximal at θ= 90° and,
at this geometry, is non-negligible, and cannot be neglected.
The single scattering source term in Equation (4) is
integrated along the path, s, as single scattering occurs at all
points along the LOS. In an optically thin atmosphere such as
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Pluto’s, however, the integral in Equation (4) is largely
dominated by scattering from the tangent point, reducing
Equation (4) to Normand et al. (2013):
( ) ( ) ( ) ( )b q» W DI s F P s s, D7s T T T0 11
where sT, is the tangent point in Pluto’s atmosphere (for our
purposes, sT is the altitude), and ΔsT is the tangent point path
length. Accounting for all components of Pluto’s atmosphere
Equation (10) becomes,
( ) [ ( ) ( ) ( )





I F N s s P s




T T T T
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where λ is the pivot wavelength of our MVIC filters, N(sT) is
the particle number density at sT in units of per volume, and σ
is the scattering cross-section in units of area.
The particle number density for Pluto’s atmosphere is
described in Young et al. (2018), based on a UV solar
occultation from the New Horizons Alice instrument to
measure the abundance of N2, CH4, C2H2, C2H4, C2H6, and
haze, as a function of altitude. They show that abundance in
Pluto’s atmosphere is dominated by N2, with 10
15 cm−3, and
CH4, with 10
12 cm−3 at the surface. We determined the
magnitude of the scattering due to Pluto’s gaseous components
using these abundance altitude profiles, a scattering cross-
section for N2 and CH4 from experimental work (Sneep &
Ubachs 2005; Wilmouth & Sayres 2019), and the Rayleigh
scattering phase function of
( ( )) ( )a= +P 3
4
1 cos . D911 2
We determined the magnitude at 370 nm, where laboratory data
for N2 and CH4 cross-sections exists. This is 122 nm shorter than
our BLUE filter pivot wavelength, and according to the Rayleigh
scattering intensity approximation of I∝ 1/λ4, the intensity at
370 nm is 3 times stronger than at 492 nm. Even at this
wavelength, we find that the Rayleigh scattering at the surface
(0 km) due to N2 is I/F≈ 10
−3, while Rayleigh scattering due to
CH4 is I/F≈ 10
−7. The mean variability for the MVIC Blue filter
at 0–20 km for all phase angles is ≈10−2 Given that these values
for the UV wavelength, and at the surface where n is at its largest,
are at most an order of magnitude lower than the variability we
see with the MVIC Blue Filter, we can ignore the contribution
from the gaseous components. This is even more the case for the
Red and NIR filters, given that I∝ 1/λ4, i.e., the contribution
from the gaseous components, is almost nonexistent. Therefore,
Equation (11) reduces to
( ) ( ) ( )
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Many analytic and numerical techniques have been devel-
oped to solve for the scattering of electromagnetic waves by
arbitrary scatterers (Sharma 2018). These exact solutions,
however, can be complicated to implement, and may have
dubious analytic value when trying to diagnose a scatterer from
a phase curve, especially if the phase curve is discontinuous or
incomplete.
We investigated many relevant phase functions, including Mie
scattering, the Henyey–Greenstein phase function, various
modification of both Mie scattering and Henyey–Greenstein that
more accurately approximate real scatterers, and models that
handle extreme or niche situations (Henyey & Greenstein 1941;
Cornette & Shanks 1992; Liu 1994; Draine 2003; Zhao et al.
2006; BenZvi et al. 2007; Aartsen et al. 2013). Following this
exploration, we decided to use the empirical phase function
described by Tomasko et al. (2008) for scattering by a fractal
aggregate composed of small monomers in Titan’s atmosphere.
Fractal aggregation is consistent with the color images of Pluto,
which exhibit strong forward scattering by a predominantly blue
atmosphere (Gladstone et al. 2016). Titan’s haze seems to be
composed of fractal aggregates, formed as a consequence of
photolysis, and coagulating as they travel through Titan’s
atmosphere (e.g., Lavvas et al. 2013; Gladstone et al. 2016; Cheng
et al. 2017; Young et al. 2018); given the similarities in
atmospheric composition, this suggests that Pluto’s haze may
share a similar composition.
The Tomasko et al. (2008) phase function uses the fractal
dimension, Df, the number of monomers per aggregate, N, the
complex index of refraction as input parameters, mr+ imi, and
the monomer size parameter, Xm, given by Xm= 2πrm/λ,
where rm is the spherical radius of the monomers. The tested
range for these parameters can be found in Table A1 of
Tomasko et al. (2008). As a part of this work, we constructed a
Matlab implementation of the phase function described in the
appendix of Tomasko et al. (2008).
The composition, given by proxy through the complex
index of refraction, does not change the phase angle
brightness dependence, or the shape of our modeled phase
curves. It does, however, change the scattering and extinction
cross-sections, σs and σe, the scattering and extinction
coefficients, βs and βe, and the particle number density for
particles of a radius r, N(r) (Equation (13)), which all dictate
the absolute brightness of our phase curves. As such, we
follow the lead of other authors (Gao et al. 2017; Young et al.
2018) and assume that the haze has the same composition as
Titan’s haze. We use the complex index of refraction for
Titan’s haze from Ramirez et al. (2002). The wavelength
range covered by Ramirez et al. (2002) ends at 200 nm. To
use the abundance measurements made by the Alice
instruments UV solar occultations (Section 3.3. Size distribu-
tion), it was necessary to linearly extrapolate the complex
index of refraction from Ramirez et al. (2002) to 165 nm. We
found the real and imaginary components of the Titan aerosol
at 165 nm to be mr= 1.6839 and mi= 0.0166.
ORCID iDs
N. W. Kutsop https://orcid.org/0000-0001-7188-9044
A. G. Hayes https://orcid.org/0000-0001-6397-2630
B. J. Buratti https://orcid.org/0000-0002-5901-4875




J. D. Hofgartner https://orcid.org/0000-0002-6517-3864
M. Lemmon https://orcid.org/0000-0002-4504-5136
J. I. Lunine https://orcid.org/0000-0003-2279-4131
C. B. Olkin https://orcid.org/0000-0002-5846-716X
26
The Planetary Science Journal, 2:91 (27pp), 2021 June Kutsop et al.
A. H. Parker https://orcid.org/0000-0002-6722-0994
S. A. Stern https://orcid.org/0000-0001-5018-7537
H. A. Weaver https://orcid.org/0000-0003-0951-7762
L. A. Young https://orcid.org/0000-0003-3434-8024
References
Aartsen, M. G., Abbasi, R., Abdou, Y., et al. 2013, NIMPA, 711, 73
Acton, C., Bachman, N., Semenov, B., & Wright, E. 2018, P&SS, 150, 9
BenZvi, S. Y., Connolly, B. M., Matthews, J. A. J., et al. 2007, APh, 28, 312
Bertrand, T., & Forget, F. 2017, Icar, 287, 72
Bourassa, A. E., Degenstein, D. A., & Llewellyn, E. J. 2008, ACP, 8, 6375
Buie, M. W., Grundy, W. M., Young, E. F., Young, L. A., & Stern, S. A. 2010,
AJ, 139, 1128
Buratti, B. J., Hofgartner, J. D., Hicks, M. D., et al. 2017, Icar, 287, 207
Cheng, A. F., Summers, M. E., Gladstone, G. R., et al. 2017, Icar, 290, 112
Cornette, W. M., & Shanks, J. G. 1992, ApOpt, 31, 3152
Cunnold, D. M., Gray, C. R., & Merritt, D. C. 1973, JGR, 78, 920
Degenstein, D. A., Bourassa, A. E., Roth, C. Z., & Llewellyn, E. J. 2009, ACP,
9, 6521
Draine, B. T. 2003, ARA&A, 41, 241
Elliot, J. L., Ates, A., Babcock, B. A., et al. 2003, Natur, 424, 165
Flittner, D. E., Bhartia, P. K., & Herman, B. M. 2000, GeoRL, 27, 2601
Gao, P., Fan, S., Wong, M. L., et al. 2017, Icar, 287, 116
Gladstone, G. R., & Young, L. A. 2019, AREPS, 47, 119
Gladstone, G. R., Stern, S. A., Ennico, K., et al. 2016, Sci, 351, aad8866
Grainger, R. G. 2020, Some Useful Formulae for Aerosol SizeDistributions
and Optical Properties (Oxford: Oxford Univ.) http://eodg.atm.ox.ac.uk/
user/grainger/research/aerosols.pdf
Hapke, B. 1981, JGR, 86, 4571
Henyey, L. G., & Greenstein, J. L. 1941, ApJ, 93, 70
Hinson, D. P., Linscott, I. R., Young, L. A., et al. 2017, Icarus, 290, 96
Howett, C. J. A., Parker, A. H., Olkin, C. B., et al. 2017, Icar, 287, 140
Krasnopolsky, V. A., & Cruikshank, D. P. 1999, JGR, 104, 21979
Lara, L. M., Ip, W.-H., & Rodrigo, R. 1997, Icar, 130, 16
Larson, E. J., Toon, O. B., & Friedson, A. J. 2014, Icar, 243, 400
Lavvas, P., Yelle, R. V., Koskinen, T., et al. 2013, PNAS, 110, 2729
Lellouch, E., Gurwell, M., Butler, B., et al. 2017, Icar, 286, 289
Liou, K.-N. 2002, An Introduction to Atmospheric Radiation (2nd ed.;
Amsterdam: Elsevier)
Liu, P. 1994, PMB, 39, 1025
Mätzler, C. 2002, MATLAB Functions for Mie Scattering and Absorption,
Version 2, Research Rep. No. 2002-11 (Bern: Inst. of Applied Physics,
Univ. Bern) https://boris.unibe.ch/146550/1/199.pdf
McLinden, C. A., Bourassa, A. E., Brohede, S., et al. 2012, BAMS, 93, 1845
McPeters, R. D., Janz, S. J., Hilsenrath, E., et al. 2000, GeoRL, 27, 2597
Murtagh, D., Frisk, U., Merino, F., et al. 2002, CaJPh, 80, 309
Normand, E. N., Wiensz, J. T., Bourassa, A. E., & Degenstein, D. A. 2013,
AMT, 6, 3359
Peterson, J., Carcich, B., & Finley, T. 2017, New Horizons SOC to Instrument
Pipeline ICD SwRI Project 05310, Southwest Research Institute https://
pds-ppi.igpp.ucla.edu/data/NH-P-PEPSSI-2-PLUTO-V3.0/
DOCUMENT/soc_inst_icd.pdf
Ramirez, S. I., Coll, P., da Silva, A., et al. 2002, Icar, 156, 515
Rault, D. F. 2005, JGRD, 110, D09309
Reuter, D. C., Stern, S. A., Scherrer, J., et al. 2008, SSRv, 140, 129
Sharma, S. K. 2018, Elastic Scattering of Electromagnetic Radiation: Analytic
Solutions in Diverse Backgrounds (Boca Raton, FL: CRC Press),
Sicardy, B., Talbot, J., Meza, E., et al. 2016, ApJL, 819, L38
Sicardy, B., Widemann, T., Lellouch, E., et al. 2003, Natur, 424, 168
Sneep, M., & Ubachs, W. 2005, JQSRT, 92, 293
Stern, A. 2018, New Horizons Leisa Pluto Encounter Calibrated V3.0, NASA
https://pds.nasa.gov/ds-view/pds/viewProfile.jsp?dsid=NH-P-LEISA-3-
PLUTO-V3.0
Stern, S. A., Buie, M. W., & Trafton, L. M. 1997, AJ, 113, 827
Stern, S. A., Bagenal, F., Ennico, K., et al. 2015, Sci, 350, aad1815
Stern, S. A., Kammer, J. A., Gladstone, G. R., et al. 2017, Icar, 287, 124
Stern, S. A., Slater, D. C., Scherrer, J., et al. 2007, SSRv, 128, 507
Summers, M. E., Strobel, D. F., & Gladstone, G. R. 1997, in Pluto and Charon,
ed. S. A. Stern & D. J. Tholen (Tucson, AZ: Univ. Arizona Press), 391
Tomasko, M. G., Doose, L., Engel, S., et al. 2008, P&SS, 56, 669
Wiacek, A., Martin, R. V., Bourassa, A. E., Lloyd, N. D., & Degenstein, D. A.
2013, AMT, 6, 2761
Wilmouth, D. M., & Sayres, D. S. 2019, JQSRT, 234, 32
Wong, M. L., Yung, Y. L., & Gladstone, G. R. 2015, Icar, 246, 192
Wong, M. L., Fan, S., Gao, P., et al. 2017, Icar, 287, 110
Young, L. A., Kammer, J. A., Steffl, A. J., et al. 2018, Icar, 300, 174
Zhao, J.-Q., Shi, G., Che, H., & Cheng, G. 2006, AdAtS, 23, 802
27
The Planetary Science Journal, 2:91 (27pp), 2021 June Kutsop et al.
