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COMPLEXITY OF SHORT PRESBURGER ARITHMETIC
DANNY NGUYEN⋆ AND IGOR PAK⋆
Abstract. We study complexity of short sentences in Presburger arithmetic (Short-
PA). Here by “short” we mean sentences with a bounded number of variables, quantifiers,
inequalities and Boolean operations; the input consists only of the integers involved in the
inequalities. We prove that assuming Kannan’s partition can be found in polynomial time,
the satisfiability of Short-PA sentences can be decided in polynomial time. Furthermore,
under the same assumption, we show that the numbers of satisfying assignments of short
Presburger sentences can also be computed in polynomial time.
1. Introduction
1.1. The results. We consider short Presburger sentences defined as follows:
(∗) ∃x1 ∀x2 ∃x3 . . . ∀/∃xk : Φ
(
x1, . . . ,xk
)
,
where the quantifiers alternate, the variables xi ∈ Z
ni have fixed dimensions n = (n1, . . . , nk),
and Φ(x1, . . . ,xk) is a fixed Boolean combination of linear systems of the form:
(∗∗) A1x1 + . . . + Akxk ≤ b.
In other words, everything is fixed in (∗) except for the entries of the matrices Ai and of
the vectors b in (∗∗).
Let Short-PA be the satisfiability problem of sentences (∗). This is one of the few
remaining gaps in complexity of the first order logic problems. If any of the conditions
are weakened (unbounded quantifiers, variables, or linear systems), the problem becomes
NP-complete or even super-exponential (see below).
The Short-PA generalizes Integer Linear Programming in fixed dimension (cf. §4.1),
which can be viewed as satisfiability of sentences
(◦) ∃x : Ax ≤ b
with x ∈ Zn for a fixed n. Satisfiability of (◦) in polynomial time is due to Lenstra [Len83].
Its proof relies on difficult results in geometry of numbers (see the discussion below).
Similarly, Short-PA generalizes Parametric Integer Linear Programming in fixed di-
mension (cf. §4.1), which can be viewed as satisfiability of sentences
(◦◦) ∀y ∈ Q ∃x : Ax + By ≤ b
with x ∈ Zn and y ∈ Zm for fixed n and m. Here Q is another rational polyhedron,
described by another system Cy ≤ d.
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Satisfiability of (◦◦) in polynomial time is due to Kannan [Kan90] (Theorem 3.9). His
proof crucially relies on Kannan’s partition theorem (KPT) (Theorem 3.7), which is some-
what technical and can be described as follows. KPT says that there is a partitioning of
Zm into a polynomially many polyhedral regions Pi, 1 ≤ i ≤ r, such that in order to solve
for an x ∈ Zn satisfying Ax ≤ b with b changing, one only need to preprocess the matrix
A in polynomial time, and from there get the regions Pi. Then, when queried with b ∈ Pi,
one only need to check for a finite number (n4n) of candidate solutions x ∈ Zn, which are
called test points.
In this paper we repeatedly use KPT as a black box, to prove the following general result:
Theorem A. Assuming KPT, problem Short-PA is in P.
The proof of our Theorem A uses quantifier elimination inductively, with each inductive
step applying KPT in the case m = 1.
Let us emphasize that even the following special case of (∗) remained wide open:
(◦◦◦) ∃z ∈ R ∀y ∈ Q ∃x : Ax + By + C z ≤ b.
This case was singled out by Kannan in [Kan92] as the next challenge.
There is a natural geometric way to view these problems. Problem (◦) asks whether a
given rational polyhedron P ⊂ Rd contains an integer point. Problem (◦◦) asks whether
the projection of P contains all integer points in some polyhedron Q. Finally, problem (◦◦◦)
asks whether there is an R-slice of a polyhedron P for which the projection contains all
integer points in some polyhedron Q.
Note that in the above three problems, the restriction in each quantifier can be pushed
inward at the cost of introducing extra Boolean operators. For example:
∀y ∈ Q ∃x : Ax + By ≤ b ⇐⇒ ∀y ∃x : (y /∈ Q) ∨ (Ax + By ≤ b).
Our next result is a counting analogue of Theorem A. By analogy with (∗), define a short
Presburger formula as a set of the form:
(∗′)
{
x1 : ∃x2 ∀x3 . . . ∃/∀xk Φ
(
x1,x2, . . . ,xk
)}
,
where the dimensions and the Boolean combinations are fixed as in (∗). Let #Short-PA
be the counting problem of the number of satisfying assignments x1 of a short Presburger
formula (∗′). The complexity of #Short-PA was stated as an open problem by Barvi-
nok [Bar06, §5], and as a conjecture by Woods [Woo04] (see also [Woo15]).
Theorem B. Assuming KPT, the counting problem #Short-PA is in FP.
This is an extension of Theorem A, as counting easily implies decision. Following an
example above, a special case of Theorem B computes the number of integer points defined
in (◦◦◦). The proof of Theorem B is inductive and again uses KPT for reduction of the
number of quantifiers. We use the Barvinok–Woods theorem (Theorem 3.12) as a base of
induction.
1.2. Historical overview. Presburger arithmetic was introduced by Presburger in [Pre29],
where he proved it is a decidable theory. The general theory allows unbounded numbers
of quantifiers, variables and Boolean operations. A quantifier elimination (deterministic)
algorithm was given by Cooper [Coo72], and was shown to be triply exponential by Op-
pen [Opp78] (see also [RL78]). A nondeterministic doubly exponential complexity lower
bound was obtained by Fischer and Rabin [FR74] for the general theory. This pioneering
result was further refined to simply exponential nondeterministic lower bound for a bounded
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number of quantifier alternations [Fu¨r82] (see also [Sca84]). Of course, in all these cases the
number of variables is unbounded.
In [Sch97], Scho¨ning proves NP-completeness for two quantifiers ∃x∀y : Φ(x, y), where
x, y ∈ Z and Φ(x, y) is a quantifier-free Presburger expression. Here the expression Φ(x, y)
has an unbounded number of inequalities and Boolean combinations. This improved on an
earlier result by [Gra¨87], who also established that similar sentences with k + 1 quantifier
alternations and a bounded number of variables are complete for the k-th level in the
Polynomial Hierarchy.
In a positive direction, the progress has been slow. The first breakthrough was made by
Lenstra [Len83] (see also [Sch86]), who showed that the integer feasibility problem (◦) can
be solved in polynomial time in a fixed dimension (see also [Eis03, FT87] for better bounds).
The next breakthrough was made by Kannan [Kan90] (see also [Kan92]), who showed how
to solve parametric integer linear programs (◦◦) in fixed dimensions. This result was further
strengthened in [ES08] (see also [Eis10]). All of these greatly contrast with the hardness
results from [Sch97] and [Gra¨87], because here only conjunctions of inequalities are allowed.
Barvinok [Bar93] showed that integer points in a convex polytope P ⊂ Rd can be counted
in polynomial time, for a fixed dimension d. He utilized the short generating function
approach pioneered by Brion, Vergne and others (see [Bar08] for details and references).
Barvinok and Pommersheim [BP99] extend this approach to prove that integers points
in a Boolean combination of polytopes can also be counted in polynomial time. This is in
contrast with [EH12], which proves that minimizing the number of integer points x satisfying
(◦) over different b is NP-hard. Barvinok and Woods showed how to count integer points in
projections of (single) polytopes in polynomial time [BW03]. Woods [Woo15] also showed
that Presburger formulas can be characterized by having rational generating functions (see
also [Woo04]). Theorem B can be viewed as algorithmic version of this result, when the
formula is short.
Barvinok’s algorithm has been simplified and improved in [DK97, KV08]; it was also ex-
tended to various integral sums and valuations over convex polyhedra [B+12, Bar08, BV07].
The algorithm has important applications in a number of areas, ranging from polyno-
mial optimization [D+06a, D+06b] to representation theory [CDW12, PP15], to com-
mutative algebra [D+04, MS05] and to random sampling [Pak02]. Both Barvinok’s and
Barvinok–Woods’ algorithms have been implemented and used for practical computation
[DHTY04, Ko¨p07, V+07].
1.3. Proof features and previous obstacles. The proofs of theorems A and B have
some unusual features when compared to other recent work in the area. First, we use
a quantifier elimination technique in the classical style of the formal arithmetic theory.
However, we treat Boolean formulas geometrically, in the style of Barvinok et al., to allow
the applications of KPT. Let us emphasize that having Boolean formulas is crucial for our
proof – without them the inductive argument crumbles, even for sentences like (◦◦◦) above.
We refer to §4.1 for a related phenomenon.
Second, the proof of Theorem B crucially relies on the technology of short generating
functions (GF)
(>) f(t) =
N∑
i=1
ci t
ai
(1− tbi1) · · · (1 − tbiki )
,
where ci ∈ Q, ai, bij ∈ Z
n and ta denotes ta11 · · · t
an
n for a = (a1, . . . , an) ∈ Z
n. We caution
the reader that word “short” in “short GF” only means that the GF is given in the form (>).
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It does not necessarily mean the GF has polynomial size. As we mentioned earlier, short
GFs are a wonderful tool which allows one to take finite unions, intersections, complements
and substitutions. Unfortunately, there is no easy way to take projections on the level of
short GFs; the hardness result was recently proved in [Woo15] (see also [NP17c]).
The reader can be understandably confused at this point since the ability to take pro-
jections is exactly the statement of the Barvinok–Woods theorem. The problem is quite
delicate here: having switched from polytopes to short GFs, the Barvinok–Woods tech-
nique cannot be iterated. Here is a simple way to think about it. The Barvinok–Woods
theorem allows one to efficiently compute short GFs for projections of (single) polytopes
P1, . . . , Pr in polynomial time. Call these projections proj(P1), . . . ,proj(Pr). Earlier tools
by Barvinok and Pommersheim also allow one to compute a short GF for the union
Y = proj(P1)∪ . . .∪proj(Pr) when r is bounded. However, now that the polytopal structure
is lost, there is no easy way to compute in polynomial time another projection of Y when
we are given only a short GF for Y . In fact, we recently prove that this is computationally
hard in [NP17c].
2. Notations
We use N = {0, 1, 2, . . .}.
Unspecified quantifiers are denoted by Q1, Q2, etc.
Unbounded (unrestricted) quantifiers are denoted ∀ and ∃.
Bounded (restricted) quantifiers are denoted ∀b and ∃b.
Unquantified Presburger expressions are denoted by Φ,Ψ,Γ, etc.
We use Λ to denote a linear system.
We use [ ab ] to denote a disjunction (a ∨ b) and
{
a
b
}
to denote a conjunction (a ∧ b).
All constant vectors are denoted n, b, α, ν, etc.
We use 0 to denote both zero and the zero vector.
The L1 norm of a vector n is denoted by |n|.
All matrices are denoted A,B, etc.
All integer variables are denoted x, y, z, etc.
All vectors of integer variables are denoted x,y, z, etc.
If xj ≤ yj for every index j in vectors x and y, we write x ≤ y.
If xj ≤ c for every index j with c a constant, we write x ≤ c.
We use ⌊.⌋ to denote the floor function.
The the vector y with coordinates yi = ⌊xi⌋ is denoted by y = ⌊x⌋.
GF is an abbreviation for “generating function”.
Single-variable GFs are denoted by f(t), g(u), h(v), etc.
Multi-variable GFs are denoted by A(t), B(u), a(v), etc.
The function φ(·) denotes the (binary) length of a formula, GF, matrix, vector, etc.
Half-open intervals are denoted by [α, β), etc.
A polyhedron is an intersection of finitely many closed half-spaces in some euclidean space Rn.
A copolyhedron is a polyhedron with possibly some open facets.
A polytope is a bounded polyhedron.
3. Short Presburger sentences
3.1. Deciding short Presburger sentences. We consider a fixed class of short Pres-
burger sentences in prenex normal form
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(3.1) Pk,n,a =
{
S =
[
Q1x1 Q2x2 . . . ∃xk : Φ(x1, . . . ,xk)
]}
.
Here Q1, . . . , Qk ∈ {∀,∃} are k alternating quantifiers with Qk = ∃, each xi ∈ Z
ni with
fixed dimensions n = (n1, . . . , nk), and Φ is a Boolean combination of at most a rational
inequalities in xi’s. We can also assume each xi ≥ 0, because every integer variable can be
represented as the difference between 2 nonnegative variables, and doing so only increases
each ni by a factor of 2. For a sentence S ∈ Pk,n,a, we denote by φ(S) the binary length
of S. Now Theorem A can be restated as follows:
Theorem 3.1. Assuming KPT, every S ∈ Pk,n,a can be decided in polynomial time with
respect to φ(S). The polynomial degree depends only on k, n and a. In other words, Pk,n,a ∈
P for every k, n, a.
As we mentioned in the introduction, from Kannan’s Theorem 3.2 in [Kan90], every
such class Pk,n,a with k = 2 can be decided in polynomial time with respect to φ(S),
with the polynomial degree depending on n and a. In the literature, the case k = 2 is
called Parametric Integer Linear Programming, because every such problem has the form
∀y ∃x : Φ(y,x), where y varies over the parameter space Zn1 , and for each such y we need
to solve an Integer Linear Programming problem for x ∈ Zn2 .
Proposition 3.2. Pk,n,a ∈ Σ
P
k−2 if k is odd and Pk,n,a ∈ Π
P
k−2 if k is even.
Proof of Proposition 3.2. From a general result in [Gra¨87], we know Pk,n,a ∈ Σ
P
k/Π
P
k when
k is odd/even because there are only a bounded number of quantified variables. In other
words, this says that for every S ∈ Pk,n,a, it suffices to verify S for all xi with coordinates xi,j
less than 2ℓi . Here ℓ1, . . . , ℓk are polynomial in φ(S) and can also be computed in polynomial
time from S. Furthermore, given (x1, . . . ,xk−2), Theorem 3.9 allows us to check whether
∀xk−1∃xk : Φ(x1, . . . ,xk) in polynomial time. Therefore, we get Pk,n,a ∈ Σ
P
k−2/Π
P
k−2 if k is
odd/even. 
By the above proposition, to decide a statement S ∈ Pk,n,a, it is enough restrict the
coordinates xij in xi to an interval [0, 2
ℓi). Here ℓ1, . . . , ℓk are polynomial in φ(S) and also
computable in polynomial time given S. We can change each quantifier Qixi to Q
b
i xi ,
where the superscript “b” means that ∀/∃xi ∈ [0, 2
ℓi)ni . Thus, we can recast each class
Pk,n,a as consisting of polynomial size search problems:
(3.2) Pbk,n,a =
{
S =
[
Qb1x1 Q
b
2x2 . . . ∃
bxk : Φ(x1, . . . ,xk)
]}
.
Lemma 3.3. For a sentence S ∈ Pbk,n,a as in (3.2), we can convert Φ to a short system
(conjunction) of inequalities at the cost of increasing the length φ(S) by a polynomial factor,
and increasing nk and a by some constants.
Proof. First let n = n1 + . . . + nk and x = (x1, . . . ,xk) ∈ Z
n, we can rewrite Φ(x1, . . . ,xk)
as a DNF:
(3.3) Φ(x1, . . . ,xk) = (A1x ≤ b1) ∨ · · · ∨ (Atx ≤ bt).
Here each short system Ajx ≤ bj contains at most a inequalities and defines a polytope
Pj ⊂ R
n (because each xi is bounded). The the total number t of such systems is also at
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most 2a. So Φ defines a union of t polytopes (intersecting Zn). We claim that there exists
a polytope R ⊂ Rm with m = t+ n so that for every x ∈ Zn, we have:
(3.4) x ∈
t⋃
i=1
Pj ⇐⇒ ∃t ∈ Z
t : (t,x) ∈ R.
To see this, we first define
Rj = (0, . . . , 0, 1j , 0, . . . , 0, Pj) ⊂ R
m.
Explicitly, each Rj is Pj augmented with t− 1 coordinates 0, and a coordinate 1 in the j-th
position. Now we can define
(3.5) R = conv{R1, R2, . . . , Rt}.
It is easy to see that every integer point (t,x) in R must be in some Rj , and vice versa.
This establishes (3.4).
The vertices of each Pj can be computed in polynomial time from its facets. The vertices
of Rj come directly from those of Pj . The vertices of R are all vertices of Rj for 1 ≤ j ≤ t.
The facets of R can be computed in polynomial time from its vertices because the total
dimension m = n+ t is bounded. So the polytope R can be presented as
A(t,x) ≤ b
with both A and b computable in polynomial time. The original sentence S can now be
written in an equivalent form:
(3.6) Qb1x1 Q
b
2x2 . . . ∀
bxk−1 ∃
bx˜k : Ax˜ ≤ b,
where x˜k = (xk, t) and x˜ = (x, t). By merging ∃
bxk and ∃
bt to form ∃bx˜k, we get
nk ← nk + t ≤ nk + 2
a.
Note that the system Ax˜ ≤ b is still short. This can be seen as follows. Each system
in (3.3) contains at most a inequalities, so each Pj has at most a
n vertices. Each Rj has
the same number of vertices as Pj. Thus, the polytope R in (3.5) has at most ta
n ≤ 2aan
vertices. Therefore, the number of facets of R ⊂ Rm is at most
(2aan)m ≤ (2aan)n+2
a
,
which is a constant. Each facet of R can be computed in polynomial time, so it also has a
polynomial length description.
We conclude that both nk and a are changed by contants depending only on n, a and k.
The new system of inequalities is short, and has length bounded by a polynomial factor. 
Remark 3.4. The extra dimension for t in the above proof can actually be lowered to a.
Recall that there are at most 2a polytopes Pi. We can pick 2
a points r1, . . . , r2a ∈ {0, 1}
a
and define
Rj = (rj, Pj) ⊂ R
m,
where m is now a+ n. Notice that r1, . . . , r2a are vertices of the a-dimensional unit cube,
which has no interior integer points. Therefore, the convex hull R = conv(R1, . . . , Rt) still
satisfies the property
y ∈ R ∩ Zm ⇐⇒ y ∈ Rj ∩ Z
m for some j.
By the above lemma, at the cost of a polynomial factor, we can restrict our attention to
the subclass of Pbk,n,a for which the Φ is just a short system of inequalities.
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Lemma 3.5. Every short sentence S ∈ Pbk,n,a of the form
Qb1x1 Q
b
2x2 . . . ∀
bxk−1 ∃
bxk : Φ(x1, . . . ,xk)
is equivalent to a short sentence S′ of the form
(3.7) Qb1y1 Q
b
2y2 . . . ∀
byk−1 ∃
byk : Ψ(y1, . . . , yk−1,yk),
where y1, . . . , yk−1 are singletons, yk ∈ Z
m with m ≤ n1+ . . .+nk, and Ψ is a short system
of length polynomial in φ(S) that describes a polytope in Rm+k−1.
Proof. Since all quantifiers are bounded, we can assume 0 ≤ xi,j < 2
ℓi for all coordinates
xi,j in xi, where 1 ≤ i ≤ k, 1 ≤ j ≤ ni. Therefore, we can uniquely represent each vector xi
by a single integer yi, where
yi = xi,1 + 2
ℓixi,2 + . . .+ 2
(ni−1)ℓixi,ni .
Now each variable yi is bounded in the range [0, 2
niℓi), and we can replace xi by yi for all
1 ≤ i ≤ k − 1. However, in order to recover all the coordinates xi,j in the system Φ, we
need to augment xk by (n1 + . . . + nk−1) extra coordinates. So let yk = (yk,1 , . . . , yk,m),
where m = n1 + . . . + nk. We identify the last nk coordinates in yk with those of xk. For
the first m− nk coordinates of yk, we condition

y1 = yk,1 + 2
ℓ1yk,2 + . . .+ 2
(n1−1)ℓ1yk,n1
y2 = yk,n1+1 + 2
ℓ2yk,n1+2 + . . .+ 2
(n2−1)ℓ2yk,n1+n2
...
yk−1 = yk,n1+...+nk−2+1 + . . .+ 2
(nk−1−1)ℓk−1yk,n1+...+nk−1


.
Besides, we require 0 ≤ yk,j < 2
ℓi for each yk,j in the ith row of the above system. Adding all
the above conditions (as linear inequalities) into the new system Φ, where each variable xi,j
is substituted by yk,n1+...+ni−1+j , we obtain an equivalent short system Ψ(y1, . . . , yk−1,yk)
of length poly(φ(S)). 
Next, we disassociate y1, . . . , yk−2 from Ψ(y1, . . . , yk−1,yk) to obtain a system Λ(yk−1,yk)
in only the last two variables yk−1 and yk. The following lemma shows this can be done at
a cost of introducing extra relations R1(y1, y2), . . . , Rk−2(yk−2, yk−1), which are all short.
Lemma 3.6. Every short sentence S′ of the form
Qb1y1 Q
b
2y2 . . . ∀
byk−1 ∃
byk : Ψ(y1, . . . , yk−1,yk)
is equivalent to another short sentence S′′ of the form
(3.8)
∃bz1 ∀
bz2 ¬R1(z1, z2) ∨
[
∃bz3 R2(z2, z3) ∧
[
. . .
. . .¬Rk−2(zk−2, zk−1) ∨ [∃
bzk Λ(zk−1, zk)] . . .
] ]
if k is odd, i.e., Qbk = ∃
b, or
(3.9)
∀bz1 ∃
bz2 R1(z1, z2) ∧
[
∀bz3 ¬R2(z2, z3) ∨
[
. . .
. . .¬Rk−2(zk−2, zk−1) ∨ [∃
bzk Λ(zk−1, zk)] . . .
] ]
if k is even, i.e., Qbk = ∀
b.
Here R1, . . . , Rk−2 and Λ are all short and quantifier free. Also Λ is a short system of
inequalities with length poly(φ(S′)).
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Proof. By the bounded quantifiers, we have yi ∈ [0, 2
ℓi) for 1 ≤ i ≤ k− 1 and yk,j ∈ [0, 2
ℓk)
for 1 ≤ j ≤ nk. We will make new variables z1, . . . , zk−1 and condition them so that each zi
express y1, . . . , yi concatenated in binary. We identify z1 with y1. For z2, we concatenate
y1 and y2. This just means that z2 has ℓ1+ ℓ2 binary digits, with the first (most significant)
ℓ1 digits from y1 (now z1), and the last (least significant) ℓ2 digits from y2. In other words,
we have z1 = ⌊z2/2
ℓ2⌋. So the first condition R1(z1, z2) is:
R1(z1, z2) : z1 = ⌊z2/2
ℓ2⌋ ⇐⇒
{
z1 ≤ z2/2
ℓ2
z1 > z2/2
ℓ2 − 1
.
In general, if tj = ℓ1 + · · ·+ ℓj, then for any 1 ≤ j ≤ k − 2, the variable zj+1 has its first tj
binary digits from zj, and an extra ℓj+1 last digits. This is again guaranteed by enforcing:
Rj(zj , zj+1) : zj = ⌊zj+1/2
ℓj+1⌋ ⇐⇒
{
zj ≤ zj+1/2
ℓj+1
zj > zj+1/2
ℓj+1 − 1
.
So now, if R1(z1, z2), . . . , Rk−2(zk−2, zk−1) are all satisfied, then zk−1 has tk−1 digits corre-
sponding to all digits from y1, . . . , yk−1 concatenated. If yk has nk coordinates, we let zk
have (k−1)+nk coordinates. The last nk coordinates in zk correspond to those in yk. The
first k − 1 coordinates in zk are needed to recover y1, . . . , yk−1 from zk−1. This is achieved
by conditioning:
(3.10) zk−1 = 2
ℓ2+···+ℓk−1zk,1 + 2
ℓ3+ ...+ℓk−1zk,2 + . . . . . . + 2
ℓk−1zk,k−2 + zk,k−1,
and
(3.11)
0 ≤ zk,1 < 2
ℓ1 , . . . , 0 ≤ zk,k−1 < 2
ℓk−1 ,
0 ≤ zk,k , . . . , zk,k−1+nk < 2
ℓk .
The whole system Ψ(y1, . . . , yk−1,yk) can now be expressed in zk−1 and zk. Indeed, we
first rewrite the system Ψ(y1, . . . , yk−1,yk) with
zk,1 , . . . , zk,k−1, zk,k, . . . , zk,k−1+nk
in place of
y1, . . . , yk−1, yk,1, . . . , yk,nk .
Now we let Λ(zk−1, zk) be a new system including (3.10), (3.11) and Ψ. It is clear that
Ψ(y1, . . . , yk−1,yk) holds if and only if Λ(zk−1, zk) holds. It is also clear that the new
sentence S′′ as in (3.8) or (3.9) has length poly(φ(S′)) and is equivalent to the original
sentence S′. Note that z1, . . . , zk−1 now have length bounds t1 < · · · < tk−1, i.e., we require
0 ≤ zj < 2
tj for each of the first k − 1 quantifier. 
Combining lemmas 3.3, 3.5, and 3.6, we conclude that every sentence S ∈ Pbk,n,a is
equivalent to a sentence S′′ of the form (3.8) or (3.9) in some other class Pb
k,n′,a′
. The first
k−1 variables in S′′ are now singletons and the system Λ(zk−1, zk) involves only the last two
variables zk−1 and zk. We say that such short Presburger sentences S
′′ are in disassociated
form.
In order to prove Theorem 3.1, we need Kannan’s Partition Theorem. Adopting the
terminology in [Kan90], we call a polyhedron with possibly some open facets a copolyhedron.
Theorem 3.7 (Kannan’s partition theorem). Fix n and q. Consider a matrix A ∈ Zm×n
of binary length φ and a q-dimensional polyhedron W ⊆ Rm. For every b ∈ W , let Kb =
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{x ∈ Rn : Ax ≤ b}. Assume that Kb is bounded for all b ∈ R
m. Then one can find in
polynomial time a partition
W = P1 ⊔ P2 ⊔ · · · ⊔ Pr,
with r ≤ (mnφ)qn
δn
, δ a universal constant, and each Pi is a rational copolyhedron with the
following properties. For each Pi, 1 ≤ i ≤ r, one can find in polynomial time a finite set
Ti =
{
(Tij , T
′
ij)
}
of pairs of rational affine transformations Tij : R
m → Rn and T ′ij : Z
n →
Zn, such that for every b ∈ Pi, we have:
(3.12) Kb ∩ Z
n 6= ∅ ⇐⇒ ∃(Tij , T
′
ij) ∈ Ti : T
′
ij⌊Tijb⌋ ∈ Kb .
Furthermore, the size
∣∣Ti∣∣ ≤ n4n, for all 1 ≤ i ≤ r.
Remark 3.8. If the number of rows m in A is fixed, each condition T ′ij⌊Tijb⌋ ∈ Kb can be
expressed as a short Boolean combination of linear inequalities, at the cost of introducing
a few extra ∃ or ∀ quantifiers. For example, the condition 12 + ⌊b/5⌋ ≤ 3 for b ∈ R can be
expressed as either
(3.13) ∃t


t ≤ b/5
t > b/5− 1
1
2 + t ≤ 3

 or ∀t

 t > b/5t ≤ b/5− 1
1
2 + t ≤ 3

 .
Here {·} is a conjuction and [·] is a disjunction.
Theorem 3.9 (Kannan). Short sentences ∀y∃x Φ(x,y) in every fixed class P2,n,a can be
decided in polynomial time.
Remark 3.10. The idea of Theorem 3.9’s proof is to first partition the parameter space
Rn1 for y into polynomially many copolyhedra using Theorem 3.7. For each copolyhedron,
we have a finite set of candidates for x, expressible using an extra quantifier ∀t as in (3.13),
which is then combined with the outer ∀y quantifier. For the full proof, see [Kan90]. See
also §4.1 for a related remark.
Proof of Theorem 3.1. Consider a short disassociated Presburger sentence S with variables
z1, . . . , zk−1, zk of the form (3.8) or (3.9). We induct on k, with the base case k = 2 being
Theorem 3.9. Now assume that for a fixed k and every n′, a′, sentences in Pk−1,n′,a′ are
decidable in polynomial time. For convenience, we assume k is odd; the case k even is
analogous. Then S has the form:
(3.14)
∃bz1 ∀
bz2 ¬R1(z1, z2) ∨
[
∃bz3 R2(z2, z3) ∧
[
. . .
. . .∀bzk−1 ¬Rk−2(zk−2, zk−1) ∨ [∃
bzk Λ(zk−1, zk)] . . .
] ]
.
Notice that the last system ∃bzk Λ(zk−1, zk) has fixed dimensions. If the system has m
inequalities, which is at most a constant, we can rewrite it as
∃bzk : Azk ≤ αzk−1 + ν with A ∈ Z
m×nk , α, ν ∈ Zm.
For convenience, let n = nk. For each zk−1, let b = αzk−1 + ν ∈ R
m and
Kzk−1 := {zk ∈ R
n : Λ(zk−1, zk)} = {zk ∈ R
n : Azk ≤ b}.
The set of all such b lies in a 1-dimensional polyhedron in W ⊆ Rm. We apply Theorem 3.7
to the system Azk ≤ b with variables zk and parameters b. Theorem 3.7 gives a polynomial
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size partition W = P1 ⊔ · · · ⊔ Pr, where W is the set of all possible b as zk−1 varies over R.
This in turn induces a partition of R, the parameter space for zk−1, into
(3.15) R = R1 ⊔ · · · ⊔Rr,
where every Ri is a rational interval.
1 Since b = αzk−1 + ν depends affinely on zk−1, by
(3.12), we have for each interval Ri a constant size collection Ti = {(Tij , T
′
ij)} of pairs of
rational affine maps Tij : R→ R
n and T ′ij : Z
n → Zn, so that for every zk−1 ∈ Ri we have:
(3.16)
∃bzk Λ(zk−1, zk) ⇐⇒ ∃(Tij , T
′
ij) ∈ Ti : T
′
ij⌊Tij(zk−1)⌋ ∈ Kzk−1
⇐⇒
∨
j
AT ′ij⌊Tij(αzk−1 + ν)⌋ ≤ αzk−1 + ν
⇐⇒
∨
j
∀tj

tj 6= ⌊Tij(αzk−1 + ν)⌋
AT ′ijtj ≤ αzk−1 + ν

 ,
where the disjunction is over all j such that (Tij , T
′
ij) ∈ Ti.
Here we are expressing the condition tj 6= ⌊Tij(αzk−1 + ν)⌋ using a short disjunction
after ∀t as in (3.13). We have to do this for all coordinates tj,1, . . . , tj,n . The next step
is to bring all the quantifiers ∀tj outside of the short disjunction
∨
j in (3.16). We can
concatenate all tj ’s into another vector u. Thus, for every zk−1 ∈ Ri, we have:
(3.17) ∃bzk Λ(zk−1, zk) ⇐⇒ ∀u
∨
j

uj 6= ⌊Tij(αzk−1 + ν)⌋
AT ′ijuj ≤ αzk−1 + ν

 .
Notice that u still has bounded dimension, because the number of pairs (Tij , T
′
ij) ∈ Ti is at
most n4n. Also, the whole expression after ∀u is still short.
Now comes the benefit of having z1, . . . , zk−2 disassociated from Λ(zk−1, zk). Let us
recall the proof of Lemma 3.6. In there, the variables z1, . . . , zk−1 have length bounds
t1 < · · · < tk−1. For every 1 ≤ j ≤ k − 2, the relation Rj(zj , zj+1) forces zj+1 to
carry all the binary digits of zj as its first (most significant) tj binary digits. So if all
R1(z1, z2), . . . , Rk−2(zk−2, zk−1) are all satisfied, then out of the tk−1 digits of zk−1, the
first t1 digits are from z1. For particular value of z1 in the range [0, 2
t1), every such zk−1 lies
in a contiguous segment of length 2tk−1−t1 . To be precise, for every z1 ∈ [0, 2
t1), we have
zk−1 ∈ Iz1 :=
[
z12
tk−1−t1 , (z1 + 1)2
tk−1−t1
)
.
There are 2t1 such segments Iz1 , one for each z1 ∈ [0, 2
t1). However, by (3.15), the domain
R for zk−1 was partitioned into r (rational) segments R1 ⊔ · · · ⊔Rr , where r is polynomial
in φ(S). Therefore, at most a polynomial number of intervals Iz1 overlap with more than
one interval Ri. We partition the interval [0, 2
t1) of all possible z1 values into two subsets:
(3.18)
F1 =
{
z1 ∈ [0, 2
t1) : Iz1 ⊆ Ri for some 1 ≤ i ≤ r
}
and
F2 =
{
z1 ∈ [0, 2
t1) : Iz1 intersects both Ri and Ri+1 for some i
}
.
In other words, F1 contains every interval Iz1 that lies completely inside some interval Ri,
and F2 contains the rest. Observe that |F2| ≤ r = poly(φ(S)). This is because the intervals
Iz1 are disjoint for different values of z1, and if z1 ∈ F2 then Iz1 must contain the common
end point of Ri and Ri+1 for some 1 ≤ i ≤ r.
1Each Ri can be half open with rational end points. Even though this forms a partition of R, we only
consider integer values in each Ri for zk−1.
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The original sentence S begins with ∃bz1. First, we check over all values z1 ∈ F2. Substi-
tuting any such z1 value into S, we get another short sentence with one quantifier less,
i.e., a sentence in some class Pb
k−1,n′,a′ . By induction, each such sentence is polynomial time
decidable. In summary, we can check whether any z1 ∈ F2 satisfies S, in time poly(φ(S)).
For z1 ∈ F1, recall by Theorem 3.7 that one can find R1, . . . , Rr in polynomial time.
Thus, we can subpartition F1 into r parts:
(3.19) F1 =
r⊔
i=1
F1,i where F1,i =
{
z1 ∈ F1 : Iz1 ⊆ Ri
}
, 1 ≤ i ≤ r.
Note that each F1,i is a contiguous subinterval in [0, 2
t1). For each F1,i, we can iteratively
check if any z1 ∈ F1,i satisfies S as follows. For a fixed i and all z1 ∈ F1,i, we have
zk−1 ∈ Iz1 ⊆ Ri. Therefore, by (3.17), the final quantifier ∃
bzk Λ(zk−1, zk) can be replaced
by ∀bu Γi(zk−1,u). Here Γi as given by the RHS in (3.17) depends on i but is still short.
So now in (3.14) we can combine ∀zk−1 and ∀u together and get
(3.20)
∃b(z1 ∈ F1,i) ∀
bz2 ¬R1(z1, z2) ∨
[
∃bz3 R2(z2, z3) ∧
[
. . .
. . . ∀bzk−1∀
bu ¬Rk−2(zk−2, zk−1) ∨ Γi(zk−1,u) . . .
] ]
.
The quantifiers ∀bzk−1 and ∀
bu can be combined as ∀b(zk−1,u). This results in a short
sentence in some class ¬Pb
k−1,n′′,a′′ (negated because the last quantifier is ∀
b). By the
inductive assumption, we can check this sentence in polynomial time. In summary, we can
check the sentence (3.20) in polynomial time for each 1 ≤ i ≤ r. Since r is polynomial in
φ(S), we can check the whole set F1 in time poly(φ(S)).
The case of even k follows verbatim, with F2 consisting of subproblems in some class
Pb
k−1,n′,a′ and F1 consisting of subproblems in some other class ¬P
b
k−1,n′′,a′′ . 
3.2. Finding short generating functions for short Presburger formulas. A short
Presburger formula is defined as a short Presburger sentence with the first variable x1
unquantified. We again group these formulas into families:
PFk,n,a =
{
F =
[
x1 : Q2x2 Q3x3 . . . ∃xk Φ(x1, . . . ,xk)
] }
.
Here k, n, a have the same meanings as in (3.1). The k − 1 quantifiers Q2, . . . , Qk ∈ {∃,∀}
alternate, with Qk = ∃. First, we prove a restricted version of Theorem B:
Theorem 3.11. Assuming KPT, given a short formula F ∈ PFk,n,a and a number N in
binary, one can find a short GF for{
x1 ∈ Z
n1 ∩ [−N,N ]n1 : F (x1) = true
}
in time polynomial in φ(F ) and logN .
As we mentioned in the introduction, the special case k = 2 of the above theorem follows
from Theorem 1.7 in [BW03] on projection of integer points in a finite dimensional polytope,
which we restate below for convenience.
Theorem 3.12 (Barvinok and Woods). Fix m. Given a rational polytope P ⊂ Rm described
by Ax ≤ b, and a linear transformation T : Zm → Zn represented by a matrix T ∈ Zn×m,
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there is a polynomial time algorithm that computes a short GF for T (P ∩ Zm) as:
g(t) =
∑
z ∈ T (P∩Zm)
tz =
M∑
i=1
ci t
ai
(1− tbi1) . . . (1− tbis)
,
where ci = pi/qi ∈ Q, ai, bij ∈ Z
n, bij 6= 0 for all i, j, and s = s(m) is a constant depending
only on m.
Define the length of the short GF g(t) as in Theorem 3.12 as
(3.21) φ(g) =
∑
i
⌈log2 |pi qi|+ 1⌉ +
∑
i,j
⌈log2 aij + 1⌉++
∑
i,j,r
⌈log2 bij r + 1⌉,
where ai = (ai1, . . . , ain) and bij = (bij 1, . . . , bij n).
Referring back to the proof of Theorem 3.1, we see that Theorem 3.11 can be proved
following the same vein if we assume n1 = 1, i.e., x1 is a singleton x1. If n1 > 1, we can
first convert x1 into a singleton by concatenating its (bounded) coordinates into a single
number x1 as in Lemma 3.5. The cases corresponding to positive and negative coordinates
x1,j can be treated separately. However, doing so would affect the multi-variable generating
function for x1. The following technical result is a GF analogue of Lemma 3.5, which allows
one to convert between multi-variable and single-variable short generating functions.
Lemma 3.13. Fix n. Assume F ⊆ [0, 2ℓ)n has a short GF f(t) which expands into∑
x∈F t
x. Let G ⊆
[
0, 2nℓ
)
be defined as
G :=
{
x1 + 2
ℓx2 + · · · + 2
(n−1)ℓxn : (x1, . . . , xn) ∈ F
}
.
Then G has a short GF g(t) of length poly(φ(f) + ℓ) which expands into
∑
x∈G t
x. Con-
versely, if G has a short GF g(t), then F also has a short GF f(t) of length poly(φ(g)+ ℓ).
Proof of Lemma 3.13. Let N = 2ℓ. Assume the formula F has a short GF f(t) that satisfies
f(t) =
∑
x∈F
tx =
∑
x∈F
tx11 . . . t
xn
n .
Let g(t) be the evaluation of f(t) under the following substitutions:
t1 ← t, t2 ← t
N , . . . , tn ← t
Nn−1 ,
so that
tx = tx1+Nx2+...+N
n−1xn−1 .
Clearly, GF g(t) expands into
∑
x∈G t
x. Thus it is a short generating function for G. By
Theorem 2.6 in [BW03], the above monomial substitutions on f(t) can be performed in
polynomial time, giving g(t) of polynomial length.
For the other direction, assume G has a short GF g(t). Consider the following multi-
variable short GF a(t):
a(t) =
∑
x∈[0,N)n
tx =
1− tN1
1− t1
· · ·
1− tNn
1− tn
.
Since n is fixed, after expanding product in the numerators, we have a(t) a short GF of
length poly(logN).
Define a linear map τ : Zn → Z as:
τ(x) = x1 +Nx2 + . . .+N
n−1xn.
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Given A(t) =
∑
αxt
x a multi-variable short GF and B(t) =
∑
βxt
x a single-variable short
GF, we define their τ -Hadamard product C(t) = A(t) ⋆τ B(t) as follows:
(3.22) A(t) ⋆τ B(t) :=
∑
αxβτ(x)t
x .
From this definition, it is clear that our original set F ∈ [0, N)n has a GF given by:
f(t) = a(t) ⋆τ g(t).
We prove the following claim: The τ -Hadamard product of two short GFs is again a short
GF of polynomial length. The proof is an analogue of Barvinok’s argument in [Bar06] (see
also lemmas 3.4 and 3.6 in [BW03]). First, notice that the τ -Hadamard product is bilinear
in A(t) and B(t). Therefore, it suffices to prove the claim when A(t) and B(t) each has
only one term, i.e.,
(3.23) A(t) =
ta∏p
i=1(1− t
bi)
and B(t) =
tc∏q
j=1(1− t
dj )
.
Consider an (unbounded) polyhedron P ⊂ Rp+q with coordinates (ζ1, . . . , ζp, ξ1, . . . , ξq),
defined as:
(3.24) P :=
{
ζ1, . . . , ζp, ξ1, . . . , ξq ≥ 0
τ(a+ ζ1b1 + · · · + ζpbp) = c+ ξ1d1 + · · · + ξqdq
}
.
By Theorem 2.2 from [Bar93], we can write a short GF for P ∩ Zp+q:
(3.25) D(u,v) :=
∑
(ζ,ξ)∈P
uζvξ =
∑
(ζ,ξ)∈P
uζ11 . . . u
ζp
p v
ξ1
1 . . . v
ξq
q .
By (3.23), the expansions of A(t) and B(t) are:
(3.26) A(t) =
∑
ζ≥0
ta+ζ1b1+···+ζpbp , B(t) =
∑
ξ≥0
tc+ξ1d1+···+ξqdq .
We substitute
u1 ← t
b1 , . . . , up ← t
bp and v1 ← 1, . . . , vq ← 1.
By (3.24), (3.25) and (3.26), we get
taD(tb1 , . . . , tbp , 1, . . . , 1) = A(t) ⋆τ B(t) = C(t).
Since substitutions can be done in polynomial time, we obtain a short GF C(t) of polynomial
length. This completes the proof. 
Proof of Theorem 3.11. First, we make a change of variables from x1 to x
′
1 = x1 +N , i.e.,
x′1,j = x1,j + N . So counting the number of x1 ∈ [−N,N ]
n1 is equivalent to counting
the number of x′1 ∈ [0, 2N ]
n1 . Therefore, we can assume that all coordinates of x1 are
non-negative.
Given a formula in PFk,n,a, we can apply Lemmas 3.3, 3.5 and 3.6 to convert it into an
equivalent formula F in disassociated form as in (3.14) (with ∃bz1 replaced by “z1 :”). The
vector x1 is now a singleton z1 bounded in some interval [0, 2
t1). Applying Lemma 3.13, it
is equivalent to show that the GF f(t) =
∑
z1
tz1 is short. We prove the result by induction
on k. The case k = 2 follows from Theorem 3.12.
Assume that for fixed k and all n′ and a′, every formula in PFk−1,n′,a′ has a short GF
of polynomial length in every finite interval [0, N). Applying the same reasoning as in the
proof of Theorem 3.1, we get a partition for [0, 2t1) into F1 and F2, see (3.18). Recall that
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|F2| is polynomial in φ(F ). Substituting each value z ∈ F2 into F for z1, we get a fully
quantified short Presburger statement Sz in some class P
b
k−1,n′,a′ , with φ(Sz) = poly(φ(F )).
Each such statement Sz can be checked in time poly(φ(Sz)) by Theorem 3.1. Therefore, in
time poly(φ(F )), we obtain a short GF g(t):
g(t) =
∑
z∈F2 : Sz=true
tz.
By (3.19), we have a refinement of F1 into polynomially many intervals F1,i, where
1 ≤ i ≤ r. By (3.20), for z1 ∈ F1,i, the formula F is equivalent to another formula Fi in
some class ¬PFk−1,n′′,a′′ , with φ(Fi) = poly(φ(F )). The GF fi(t) for Fi can be found in
time poly(φ(Fi)) by induction.
In summary, we obtain in time poly(φ(F )), the GF
f(t) =
r∑
i=1
fi(t) + g(t),
which completes the proof. 
We can actually remove the coordinate bounds in Theorem 3.11:
Theorem 3.14. Assuming KPT, given a short formula F ∈ PFk,n,a, we can find a short
GF for {
x1 ∈ Z
n1 : F (x1) = true
}
in time polynomial in φ(F ).
Proof. By Theorem 5.3 in [NP17a], given a Presburger formula F , the full generating func-
tion f(t) for all satisfying x1 can be computed in polynomial time given a partial generating
function fN (t) for satisfying x1 in a large enough box [−N,N ]
n1 . This result also allows us
to compute N in polynomial time given F . With such an N , we can appeal to Theorem 3.11
to compute fN (t) so that φ(fN ) is polynomial in logN and φ(F ). Since logN = poly(φ(F )),
we also have φ(fN ) = poly(φ(F )). By an application of Theorem 5.3 in [NP17a], we recover
the full generating function f , which satisfies φ(f) = poly(φ(fN )) = poly(φ(F )).
2

Remark 3.15. Here we treat the full generating function of x1 as formal power series which
can also be represented as a rational function f(t). In some cases, the power series might
not converge under numerical substitution. For example, if F is a trivial formula then every
x1 ∈ Z
n1 satisfies F . So the power series for x1 is
∑
x1∈Z
n1 t
x1 , which is not convergent for
any non-zero t. However, if x1 is restricted to lie in a pointed cone, for example x1 ∈ N
n1 ,
then the power series converges on a non-empty open domain. For any t in that domain,
the power series converges to the computed rational function f(t).
2Generally speaking, one needs to be careful taking evaluations and Hadamard products for bi-infinite
Laurent power series, to avoid summations of the type
∑
n∈Z t
n. Paper [NP17a] sidesteps this problem
by explicitly disallowing such summations. We refer to [Bar08, BP99] for the theory of valuations in this
context, which allows one to get around this issue.
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4. Final remarks
4.1. Long systems. Recall that both Lenstra and Kannan’s results on deciding sentences
of types (◦) and (◦◦) as in the introduction allow for long systems of inequalities. However,
we can reduce each case to deciding a polynomial numbers of short sentences. Indeed, let
n be fixed and m ≥ 2n be arbitrary. The Doignon–Bell–Scarf theorem [Sch86, §16.5] (see
also [ABDL]) implies that a system Ax ≤ b with A ∈ Zm×n has an integer solution x ∈ Zn
if and only if every short subsystem A′x ≤ b′ has a solution x ∈ Zn. Here A′ is a submatrix
with 2n rows from A, and b′ is the corresponding subvector from b.
For one quantifier ∃, by the Doignon–Bell–Scarf theorem, we have:
∃x : Ax ≤ b ⇐⇒
∧
(A′,b′)
∃x : A′x ≤ b′ .
So it is equivalent to decide each of the
(
m
2n
)
short sentences individually. This number
clearly polynomial in m if n is fixed.
For two quantifiers ∀∃, in the system A′x+B′y ≤ c′ we can proceed in a similar manner,
see [NP17b, §7.1]. However, already for three quantifiers as in (◦◦◦) this approach provably
fails. Roughly, this is because the long conjunction over (A′, B′, c′) no longer commutes
with the outer existential quantifier ∃z ∈ R.
In fact, our most recent result [NP17b] proves that for long systems as in (◦◦◦), the
problems becomes NP-complete, already for n = (1, 2, 3). This negatively resolves an open
problem in [Kan92] and underscores the contrast with Theorem A.
4.2. Bounded affine dimension. In [ES08], Eisenbrand and Shmonin strengthened Kan-
nan’s Partition Theorem (Theorem 3.7) by completely removing the condition that the
parameter space W ⊂ Rm has a bounded affine dimension q. However, in their final result
([ES08, Th. 4.1]), the parameter space W is partitioned into Q1 ⊔ · · · ⊔ Qr, where each
Qi ⊂ R
m is no longer a copolyhedron. Instead, each Qi is now the integer projection of
some higher dimensional rational copolyhedron Q′i ⊂ R
m+k, defined as:
Qi := {b ∈ R
m : ∃y ∈ Zk (b,y) ∈ Q′i}.
Here k is a constant that depends only on n.
Note that having each piece Pi as an actual copolyhedron (interval for m = 1), is crucial
for our proof of Theorem 3.1. For this, see the partition into intervals Ri in (3.15), and a
discussion that follows.
4.3. Validity of Kannan’s Partition Theorem. The proof of KPT given in [Kan90]
is quite technical and relies on an earlier conference paper which was later revised and
published separately [Kan92], which in turn uses the flatness theorem (as did [BW03, ES08]),
and other earlier work. While we have no doubt in the validity of Kannan’s Theorem 3.9,
in part due to its self-contained presentation and generalization in [ES08] (see also [Eis10]),
we were unable to piece together all the details which go into the proof of KPT. However,
at this time we are not ready to establish a clear gap in the proof of KPT, which would
revert its status to a conjecture. We are simply being cautious in citing a theorem whose
proof we do not fully understand, and which is crucially used as a black box in the proof of
both theorems A and B.
In the near future, we intend to bring more clarity into validity of KPT, at least in the
m = 1 case which is used in the paper. In the meantime we intend to treat KPT as an
oracle, a time honored tradition in both computational logic and computational complexity.
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We hope this clarifies the reasoning behind our somewhat nonstandard use of KPT as an
assumption in the statements of the results.
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