This paper presents a framework and methods for the estimation of linear and non-linear state space (SS) models, occasionally subject to restrictions, to construct and estimate several models for style analysis with time varying exposures. The study is conducted by applying these models to an artificial portfolio and to return series of Brazilian investment funds. The results confirm the belief that dynamic allocations in a portfolio are a more realistic assumption for investment funds management.
Introduction
Return-based style analysis -or plainly style analysis - (Sharpe (1988) , Sharpe (1992) , Varga and Valli (1998) , Otten and Bams (2000) , Brown and Goetzmann (2003) and De Roon et al. (2004) ) is basically an investigative process on the composition of an investment fund or portfolio.
1 Its major aim is to identify the allocations -or exposure -to different financial market niches (stock market, fixed-income securities market, exchange rate market and its respective derivatives, commodities market etc.). A remarkable feature of style analysis is that it is an external investigation, since only "easily" obtained information on investment fund returns and on financial market indicators is taken into consideration.
The rationale behind the style analysis lies in determining the exposure of pension funds to the risk of different asset classes through the purchase of quotas of investment funds open to financial resource mobilization. It is crucial to obtain information about these exposures so that new investment strategies can be devised, including also efficient reallocations of the capital invested by the pension fund manager.
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Throughout the years, style analysis has taken on other roles, as acknowledged by capital market participants (general investors, banks, asset managements, brokers, risk analysts, organizations that outsource investment analyses, rating firms, regulating agents, among others). These roles include: categorizing investment funds based on a more solid empirical base (see Varga and Valli (1998) ); assessing the historical performance of a portfolio; checking whether a given manager of a portfolio open to financial resource mobilization complies with the investment policy he/she promised to investors; and establishing benchmarks for a specific funds market see (Sharpe (1992) ).
As observed, style analysis is an important tool in promoting transparency, which is pivotal to the operation and liquidity of the financial market. This paper aims to provide a generalization of this technique, so that portfolio compositions can be dynamically estimated over time, which theoretically allows the identification of possible changes in the management style of the analyzed fund.
The paper is organized as follows. Section 2 revisits the static style analysis. At the end of this section, there are two criticisms, with special attention being given to the lack of dynamic range of the allocations to be estimated. Section 3 describes the major topics related to (linear and non-linear) state space models and their estimation methods. Strategies for the imposition of linear restrictions on the estimation of the state vector are also discussed. Section 4 proposes ways to solve the lack of dynamic range of the original style analysis. These propositions are totally based on the development of space state models for dynamic style analyses. Section 5 assesses the models proposed in the previous section by applying an exercise for the estimation, over time, of an artificial portfolio composition. Section 6 shows applications with real data concerning two Brazilian investment funds. Section 7 concludes and suggests directions for future work.
Static Style Analysis

Asset class factor model
Originally, (static) style analysis is carried out by adjusting the following asset class factor model (Sharpe (1988 (Sharpe ( , 1992 :
In the expression in (1), note that: (i) R c t is the stochastic process that represents a portfolio return at time t; (ii) R t1 , R t2 , . . . , R tm are the stochastic processes that stand for the returns on financial indicators (in Brazil: Ibovespa, CDI (Interbank Deposit Certificate), dollar etc.) associated with m asset classes, which should satisfy the assumptions of exhaustiveness (the model does not lack relevant variables), of mutual exclusiveness and of different behavior (there exists no strong multicollinearity); (iii) β 1 , β 2 , . . . , β m are a priori unknown, but estimable, allocations/exposures; and (iv) ε t is a white noise with variance σ 2 . In this context, the error ε t should be interpreted as part of the return concerning the selection of the manager and imperfections in the attempt of market reproduction by the adopted m asset classes.
Let us consider the following restrictions on exposures β 1 , β 2 , . . . , β m :
Restriction (2) is interpreted as a portfolio constraint. Restriction (3), in its turn, represents the imposition that the portfolio assets are not leveraged or have short positions 2 in their composition. According to the taxonomy described in De Roon et al. (2004) , it is possible to implement three types of style analysis, depending on which restrictions are being imposed:
• Weak Style Analysis: no restriction is imposed;
• Semi-Strong Style Analysis: restriction (2) is imposed;
• Strong Style Analysis: restrictions (2) and (3) are imposed.
Observe that strong style analysis is only appropriate for funds that are not leveraged and/or for investments in sale derivatives, as pointed out by de De Roon et al. (2004) .
Implementation
In static style analysis, estimated allocations should be such that the sum of squares or the sample variance of residuals could be minimized. Considering the sum of squares of the residuals, if no restriction is imposed (i.e., weak style analysis) or if only restriction (2) is adopted (i.e., semi-strong style analysis), then usual methods for the estimation of linear regression models (ordinary least squares and least mean squares, respectively) constitute natural adjustment solutions. However, if both restrictions in (2) and (3) should be imposed simultaneously (i.e., strong style analysis), then more complex optimization methods are necessary. Examples of these methods include the gradient method described in Sharpe (1988) apud Sharpe (1988) , Sharpe (1992) and Varga and Valli (1998) , Kuhn Tucker's method described in detail by Otten and Bams (2000) .
After the estimated allocations β 1 , β 2 , . . . , β m , as well as their respective standard errors for the inference on actual allocations (see Otten and Bams (2000) for the case of strong style analysis), are obtained and properly interpreted, the style analysis will have been implemented.
Limitations of style analysis in its original framework
Static style analysis requires more consistent solutions to two problems that are endogenous to it and which are the major source of criticism. These are, namely:
1. Efficient benchmarks are not always available for the representation of possible asset classes in the financial market.
2. The actual allocations/exposures of a portfolio, even if they are passive, do not always remain the same throughout time, and can be changed by the manager -an idea that is also shared by Swinkels and Van de Sluis (2001) .
Statistically speaking, the first problem translates into lack of relevant explanatory variables for a regression model. In the case of the Brazilian funds market, Varga and Valli (1998) highlight that this occurs mainly in the search of benchmarks for fixed-income investments.
The second problem occurs when the asset class factor model, described in (1), establishes that theoretical allocations β 1 , β 2 , . . . , β m -and consequently, estimated allocations β 1 , β 2 , . . . , β m -must be fixed over time. Therefore, one can plausibly suppose that the original proposition for the style analysis, static by construction, is not appropriate to mathematically represent/approximate what actually happens over time to the allocations made by the manager.
Section 4 presents three solutions to the second problem, one to each type of style analysis (weak, semi-strong and strong), followed by implementation strategies totally based on state space models, which are to be dealt with in the subsequent section. ′ , defined in an appropriate probability space (Ω, ℑ, P ), is described by the following set of equations:
The first equation is known as measurement equation (or, alternatively, as observation equation), whereas the second one is the state equation. The following assumptions and nomenclatures exist: (i) ε t and η t are Gaussian stochastic process with zero mean, p-variate and r-variate, respectively, non-observable and independent of each other over time, with defined non-negative covariance matrices var(ε t ) = H t and var(η t ) = Q t ; (ii) the non-observable m-variate α t process is called state; (iii) Z t , d t , H t , T t , c t , R t and Q t are called system matrices and behave deterministically over time. Detailed examples of SS models can be obtained in Harvey (1989) , Brockwell and Davis (1996) , Tanizaki (1996) , and, more recently, in Durbin and Koopman (2001) . For linear models, Kalman filtering, prediction and smoothing theory, properly combined with (quasi-) maximum likelihood estimation of unknown parameters, provides the most natural, most elegant, most computationally efficient, and according to the minimization of the mean of the squared error, the most efficacious alternative for the estimation of state vector α t over time. Before presenting these recursions, the following basic notation is necessary:
• n is the size of a series extracted from the process Y t ;
• F j is the σ-algebra produced by univariate measurements up to time j, i.e.,
• a t|j ≡ E(α t |F j );
• a t ≡ a t|t−1 and P t ≡ P t|t−1 ;
•α t ≡ a t|n and V t ≡ P t|n ;
is the innovation vector; and
Kalman recursions provide the conditional moments described above for j = t − 1, j = t and j = n. These recursions are presented next. Their derivations can be found, for instance, in Durbin and Koopman (2001) , passim:
• Predicting equations
• Updating or filtering equations (the Kalman Filter)
• Smoothing equationŝ
If, by chance, F t is singular throughout the recursions, a generalized inverse equation may be used, which will not change the fact that conditional moments are singular P -almost surely. Also note that, outside the normality assumption, these equations still make sense and should be understood as orthogonal projections and respective mean squared errors. For further and more general information, see Brockwell and Davis (1996) (updating equations), de De Jong (1989) (smoothing equations) and, for an abridged discussion, see Pizzinga (2004) , chapter 3.
Occasionally, the expression in (4) might not be the best option for a given practical situation. As a matter of fact, the process α t , depending on the problem at hand, may endogenously satisfy restrictions of the type
where A t is a matrix k × m and q t is a vector, probably a random one, with dimension k × 1. Note that the restrictions described in (8) may vary over time, both in terms of type and in terms of number. After this additional information, it would be reasonable to include it in the estimation of the state vector using the previously described Kalman recursions. Actually, this issue was the major focus of the study conducted by Doran (1992) and has been revisited by Pizzinga (2004) and Pizzinga et al. (2006a) , basically including unexplored theoretical aspects. In short, the strategy that guarantees the transfer of restrictions in (8) to Kalman updating and smoothing equations is presented next, as a theorem, whose demonstration can be found in Pizzinga et al. (2006a) . equations applied to this new linear SS model will satisfy the same restrictions in (8), i.e.,
A t a t|t = q t and A tαt = q t (9)
So, an augmented (but still linear) state space model should be adopted and Kalman recursions should be applied in the usual manner. The imposition of linear restrictions is being discussed here, but it will be addressed again in the next section as well.
One should highlight that, in practice, system matrices include the estimation of unknown parameters. By grouping all unknown parameters of the model described in (4) into a vector ψ, and considering that it may take on values in a parametric space Θ, one then builds an exact log-likelihood function -assessed in a particular ψ -using usual amounts of Kalman filter and amounts obtained from the exact initialization:
The appropriate expressions for F ∞,t , F * ,t e υ (0) t , regarding the exact initial Kalman filter, are described in chapter 5 of Durbin and Koopman (2001) . The maximum likelihood estimator of ψ is defined byψ ≡ arg max ψ∈Θ log L(ψ). When the normality assumption is violated, the expression of (10) should be interpreted as a quasi log-likelihood function andψ, in its turn, as a quasi-maximum likelihood estimator.
For recent bibliography on other methods for the adjustment of linear models, see Durbin and Koopman (2001) .
Non-linear models and approximate nonlinear filters
In this subsection, we present the expressions to be adopted in this paper for a Gaussian non-linear SS model:
All previous assumptions about the linear state space model are still valid, except for the fact that Z t and T t , which were matrices representing linear transformations, can now constitute any Borel measurable vector transformations. Detailed examples of non-linear state space models can be obtained in Anderson and Moore (1979) , Harvey (1989) , Fuhrer (1992) , Tanizaki (1996) and Pizzinga (2004) .
As these are non-linear models, there are some new challenges facing their adjustment and the estimation of the state vector: except for some special cases, it is not possible to obtain closed analytical expressions for the conditional moments of α t . This paper will touch upon two approximate methods to estimate such models: the extended Kalman filter and Monte Carlo simulation filter, both combined with the approximate maximum likelihood estimation of unknown parameters. The literature in this field is very extensive and has developed quickly in the past 10 years thanks to the rapid improvement of computational technology. The common element of exact methods for the estimation of non-linear state space models is the use of simulation techniques for the conditional distribution of the state -or of some Borel measurable transformation -given a set of observations, as well as corresponding moments of interest (basic notation in subsection 3.1). By and large, these references can be categorized into four major classes: Markov Chain Monte Carlo (MCMC) -represented by Shephard (1994) , Shephard and Pitt (1997) and Gamerman (1998) ; non-linear filters by Tanizaki and Mariano -Tanizaki and Mariano (1996) ; method of Durbin and Koopman -Durbin and Koopman (2001) ; and particle filters and their extensions -represented by the collection edited by Doucet et al. (2001) .
The extended Kalman filter (Anderson and Moore (1979) , Harvey (1989) , Fuhrer (1992) , Tanizaki (1996) and Pizzinga (2004)) consists of a heuristic procedure, which aims to establish a parallel with the previously described Kalman predicting and updating recursions, for a model linearized by first-order Taylor expansion. To do that, it is necessary that functions Z t and T t be first-order differentiable.
Considering the previous notation, one can describe the technique using the following steps:
• For a given time t, approximate functions Z t and T t in first-order Taylor expansion around a t and a t|t , respectively. The latter have the same meaning as they did before. Then we have
whereŻ t is the Jacobian matrix of function Z t assessed in a t andṪ t is the Jacobian matrix of function T t assessed in a t|t .
• Establish the following linear approximation for the non-linear model, given 
where d t = Z t (a t ) −Ż t a t , c t = T t (a t|t ) −Ṫ t a t|t and the new errorsε t and η t are given by the sum of original errors ε t and R t η t with Taylor expansion residuals, which depend on α t and on past measurements up to time t − 1.
• To the linear approximation given in the previous step, apply the traditional Kalman recursions given in (6) and (5), with the following changes to the filtering and prediction state equations, given by,
Note that: (i) under Gaussian assumption, the quantities computed by the extended Kalman filter can be interpreted as approximations of mean vectors and conditional covariance matrices; (ii) the non-linearity of the original specification is recovered in the definition of pseudo-innovationυ t = Y t − Z t (a t ) and in the prediction state equation; and (iii) quantities d t and c t are never calculated, as relevantly highlighted in Harvey (1989:162) . For further information about this set of recursions, including a discussion on its advantages and disadvantages, see the previously mentioned references.
From an operational standpoint, the main advantage of the extended Kalman filter over the previously mentioned exact methods is that it is computationally easy to implement. On the other hand, as it is an approximation method, its estimations of the state may turn out to be biased. However, Pizzinga et al. (2006b) , after a more extensive investigation into the extended Kalman filter, the Monte Carlo simulation filter and a variant of the method proposed by Durbin and Koopman, concluded that the extended Kalman filter had a similar performance to that of the other two methods, when applied to the non-linear SS model to be discussed in section 4 (see (18) and (21) below).
Monte Carlo simulation filter (Tanizaki (1996) and Pizzinga (2004) ), according to the previously cited method, has the aim to improve the previously mentioned extended Kalman filter, in the sense of better calculating (say "approximate") some conditional expectations through stochastic integration by Monte Carlo simulations. The second advantage of this approximate non-linear filter over the previous one is that the first-order differentiability condition of functions Z t and T t is no longer necessary -neither is the continuity condition. Nevertheless, there is a disadvantage in relation to the extended Kalman filter, characterized by the necessary computational effort, as will be explained further ahead.
Before dealing with this approximate filter, add the following definition to the set of previous notations:
• Y t|t−1 is the conditional expectation of Y t , given the σ-algebra produced by the past measurements up to time t − 1, i.e., Y t|t−1 ≡ E(Y t |F t−1 ); and
• M t|t−1 is the conditional covariance matrix between Y t and α t , given the σ-algebra produced by the past measurements up to time t − 1, i.e.,
The rationale behind Monte Carlo simulation filter is to allow the calculation (say, estimation) of a t|t , P t|t , a t , M t|t−1 , F t , Y t|t−1 and P t with as little bias as possible, which, by construction, cannot be so easily obtained through the extended Kalman filter (see a discussion about this issue in Pizzinga (2004:53-55) ).
The Monte Carlo simulation filter recursions are given by:
where the vectors n(α
where the vectors (α
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In the recursions above, K is a "sufficiently large" 3 natural number such that sample means take on values relatively close to those of theoretical means. According to the Strong Law of Large Numbers, under the integrability of the random vectors involved, the sequences of sample means converge almost surely towards the actual means as K tends to infinity. Therefore, K-asymptotically, the Monte Carlo simulation filter is an "optimal" estimator of the state vector -both in terms of one-step forward prediction and in terms of filtering. For further details about the Monte Carlo simulation filter, also see Tanizaki (1996) and Pizzinga (2004) .
To conclude the discussion about these two approximate non-linear filters, it is necessary to discuss the estimation of unknown parameters. Again, denote ψ as the vector for unknown parameters and Θ as the respective parametric space. Although it is theoretically difficult to establish a "correct" log likelihood for ψ and for the series in question, there exists a mathematically informal alternative for the estimation of ψ. This alternative consists of the approximate maximum likelihood, proposed, for instance, in Fuhrer (1992) , Tanizaki (1996) and Tanizaki and Mariano (1996) . This involves the approximation of actual innovations and their respective conditional covariance matrices by expressions derived from approximate non-linear filters, producing an approximate log likelihood function. For example, if the extended Kalman filter is chosen for the recursive estimation of the state, the approximate log likelihood function will be given by the expression in (10), including the following expressions:
whereŻ t and a t are defined in (12) and in (14). Completely analogous constructions for the Monte Carlo simulation filter may be established. The estimate resulting from the numerical maximization of the approximate log likelihood function is known as approximate maximum likelihood estimate.
State Space Models for Dynamic Style Analyses
State equation
An interesting way to deal with the second problem regarding the traditional style analysis -lack of dynamics of the allocations/exposures to be estimatedwould be the use of state space models.
Initially, one builds the state equation, which, due to its ease of use and appropriateness for practical problems, will have a linear and Gaussian distribution with time-invariant matrices, regardless of the type of style analysis selected. This would then be given by
where Q may be diagonal. With this proposal of a Gaussian vector random walk, parameter estimation becomes much simpler and much more stable. Two are the reasons that can corroborate the specification proposed in (18):
• Parsimony and simplicity, since there are no theoretical signs for the selection of a more complex specification and, consequently, one that is statistically more difficult to be dealt with; and
• Accommodation of exposures that may go through fundamental changes over time, due to nonstationary behavior.
Measurement equations
The measurement equation, which will describe the behavior of portfolio return, will depend upon the type of analysis selected. As there are three possibilities, there are three equations, one for each situation, to be combined with the state equation given in (18). By denoting R t = (R t1 , R t2 , . . . , R tm )
′ , the equations are:
• Weak Style Analysis:
In this case, the resultant state space model is linear and univariate, thus characterizing the nature of a weak style analysis. Evidently,
for all time t (see equations in (4)). This model, with less than one intercept term and with diagonal Q in the state equation in (18), is the same one suggested in expressions (4), (5) and (6) by Swinkels and Van de Sluis (2001).
• Semi-Strong Style Analysis
Now, the resultant state space model is still linear, but bivariate, due to the increase in the measurement vectors such that a linear restriction is imposed on the state vector, which determines that all coefficients must sum 1 (one) for all time t -a restriction that stems from the semi-strong style analysis proposal. According to Theorem 1 in subsection 3.1, the adjustment of this model with all the tools involving Kalman recursions, still combined with the (quasi-) maximum likelihood methods, will guarantee that state vectors satisfy the imposed portfolio restriction for all time t. Note that the system matrices given by the equations in (4) are determined in an obvious manner.
For example, Z t ≡ R t ′ 1...1 , for all t.
• Strong Style Analysis:
where
In this framework, the resultant state space model is non-linear (in the measurement equation only) and univariate, incorporating both restrictions of a strong style analysis, i.e., the allocations (now represented by ω t1 , ω t2 , . . ., ω tm ) sum 1 (one) and are non-negative for all t. To adjust this model, it has been suggested that the approximate non-linear filters discussed in subsection 3.2 (extended Kalman filter and Monte Carlo simulation filter), along with the approximate maximum likelihood method, be used. It should be highlighted that Z t (β t ) = ω t1 R t1 + ω t2 R t2 + . . . + ω tm R tm and T t (β t ) = β t , where Z t and T t are the functions given in the specification in (11), which, as can be directly observed, are in agreement with the differentiability assumption of all orders.
One has therefore three types of Dynamic Style Analysis (DSA), whose associated models can be called asset class dynamic factor models. DSA, just as in its previously discussed traditional static version (SSA), can be weak, semi-strong, or strong. The adjustment of the asset class dynamic factor model depends on which DSA is chosen. Table 1 summarizes the three types of models. 
Analysis of an Artificial Portfolio
This section aims to illustrate the DSA discussed in the previous section by applying it to an artificial portfolio, whose returns and allocations were produced according to some specific and known rule. This exercise provides a satisfactory way to check the efficacy of the technique in a simulated environment and to compare different proposals for DSA (weak, semi-strong and strong). The market indicators analyzed in this study (as well as the ones that will be discussed in the subsequent section, regarding Brazilian fund portfolios), are: CDI, Dollar, IBOVESPA, IGP-M (General Market Price Index), Quantum Cambial and Quantum Fixed Income. The latter two represent the Dollar exchange rate and fixed-income derivative markets, respectively, and can be obtained by the Quantum Axis system.
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All implementations (in this section and in the subsequent ones) were made using Ox 3.0 (Doornick, 2001 ) with occasional use of SsfPack 3.0 (Koopman et al., 2002) . 4 www.quantumfundos.com.br. 5 An Athlon XP 2200 Mhz with 378 MB-RAM was used. 6 This portfolio follows the same type of logic used in the simulations by Swinkels and Van de Sluis (2001) . However, here, a larger number of indicators was used and the changes in actual allocations are much more "aggressive"; thus, the portfolio here is theoretically "more difficult" to be estimated.
• From the third week in April 2002 to the third week in June 2002, the allocations were as follows: 13% CDI, 40% IBOVESPA and 47% Quantum Cambial; and
• From the fourth week in June 2002 to the fourth week in December 2002, the allocations were as follows: 100% Quantum Cambial and 0% for the other indicators.
Weekly allocation series were then constructed and, consequently, a corresponding weekly return series was also built for 2001 and 2002 (total of 104 observations). Based on the return series, of the three indicators used in the distribution of allocations and in another two indicators -Dollar and IGP-M -we adjusted the three models proposed in the previous section. For the first and second models, which are linear, smoothed allocations were calculated using the Kalman filter. The third model, which is non-linear and, as discussed, has the perspective of a strong DSA, was estimated using the extended Kalman filter and the Monte Carlo simulation filter, which produced filtered allocations. Next, we show the graphs on which the estimated allocations (smoothed or filtered, depending on the type of adjustment) were compared with actual allocations for each of the adjustments. Note that 95% confidence intervals are only presented for weak and semi-strong DSAs, since the current formats of the extended Kalman filter and of the Monte Carlo simulation filter do not allow yet for measurements on precision. By carefully examining figures 2, 3, 4 and 5, one can observe that the artificial portfolio was satisfactorily "recovered" by the three possible DSAs, with virtually total pertinence over time of actual allocations to confidence intervals regarding weak and semi-strong style analyses. One can also observe that Dollar and IGP-M, which are nothing but two irrelevant explanatory variables here, had their corresponding allocations estimated close to zero, throughout time. This was more efficiently achieved by weak and semi-strong DSAs, especially at the beginning of the series. Finally, despite the sudden changes in actual allocations, DSAs could "perceive" them in a relatively quick fashion, thus providing estimated allocations that comply with such behaviors.
This type of exercise is important to check the quality of how the proposed state space models (linear and non-linear) "would work" in practical situations in which the management style has to be determined over time; this is relevant, since, very rarely would a real investment fund have such an aggressive behavior as the one presented by artificial portfolios; and, anyway, there was a satisfactory replication of these portfolios over time.
Analysis of Actual Portfolios
In the present section, DSA models will be applied to two Brazilian investment funds: a stock fund and a US Dollar exchange rate fund.
First exercise: stock fund
In the first exercise, we estimate the allocations/exposures for the Index FIA fund, classified by the Brazilian National Association of Investment and Development Banks (ANBID) as an indexed Ibovespa stock exchange fund. We then present the graphs of the behavior of estimated allocations for each type of DSA. The period to be considered goes from the second week in January 2001 to the last week in December 2002; therefore, we have 103 observations for the analysis. Table 2 displays the mean squared error and pseudo-R 2 for each analysis.
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The tables in Appendix A show some aspects on the estimations, such as computational time and some diagnoses based on standardized (pseudo-)innovations, which indicate relatively reasonable adjustments. It should be borne in mind that there are no theoretical guarantees that the normality assumption should be satisfied for the adjustment of the model to a strong DSA -see further details in Pizzinga (2004) .
It should also be pointed out that innovation analysis for such models did not reveal dependency structures in the second conditional moment of the return.
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This justifies the absence of GARCH type error terms on the models proposed here. To understand the reasons for this, we should first note that GARCH effects are either nonexistent or weak for low frequency financial data, such as weekly data. Secondly, the models here entertained, by including return series of asset class indexes as regressors (equations (19) , (20) and (21)), already control for this type of effect. According to figures 6, 7, 8 and 9, and to table 2, one can observe that all four DSAs confirmed the fund-indexed management policy, since allocations to the stock market -effectively represented by IBOVESPA -were extremely close to 1(one) along the whole period of analysis. With some exceptions (see, for instance, allocations to the fixed-income market represented by CDI in weak and semi-strong DSAs), the behavior of the fund indicates that no operations occurred outside the stock market. According to the adherence measures, the semi-strong DSA showed slightly better results than the weak DSA, thus corroborating the validity of portfolio constraint for this fund. In their turn, strong DSAs outperformed semi-strong DSA, which may be seen as a sign that short sales restrictions also seem to be supported by the data.
Second exercise: US Dollar exchange rate fund
We now analyze the performance of DSA models when applied to the HSBC FIF Cambial fund, which, according to ANBID, belongs to the Dollar Referenced Funds category. This category theoretically includes investment funds whose target is to have profitability close to that offered by the Dollar exchange rate market (spot market and/or derivatives market), being subject to the oscillations in the fixed-income market. Therefore, as the same six indicators from the previous studies were used, stronger estimated allocations are a priori expected for the Dollar and/or Quantum Cambial, with occasional movements into CDI and Quantum Fixed Income. The period of analysis goes from the first week of 2001 to the last week of 2002, totaling 104 observations.
The estimated allocations for this exchange rate fund produced by the DSA models are depicted in the next figures. These together with the goodness of fit measures displayed in table 3 and in the tables in Appendix B suggest that, overall, the DSA models perform pretty adequately. As before, we use the same kind of arguments used in the previous exercise to justify the absence of GARCH terms in the DSA models used in the present context. Figures 10, 11, 12 and 13, and table 3 show that all four analyses provide sound evidence that the fund was well-positioned in the exchange derivatives market -represented by the Quantum Cambial -up to the 60 th week (second week of February 2002), after which there were constant oscillations between this market and the spot market -represented by the Dollar. Also note that, according to weak and semi-strong DSAs, there is strong evidence of sold positions in some moments of the fixed-income derivatives market -represented by the preset Quantum -, especially in the last weeks of 2002. Obviously, such perspective cannot be constructed based on the strong DSA, due to the positivity constraints of the estimated allocations. According to adherence measures, semi-strong DSA proved the most appropriate for the fund in question. Moreover, the worst results regarding these measures for strong DSAs can be interpreted alongside the signs of occasional sold positions in weak and semi-strong DSAs, indicating that the non-linear specification given by equations (18) and (21) is not appropriate for analyzing the dynamics of allocations to this fund.
Static style analyses
For the sake of comparison, we present the strong SSAs for the previously analyzed two funds. The analyzed periods were the same as those in DSAs, and the implementation was made using the Quantum-Axis system. The information contained in Tables 3 and 4 provides evidence, by static analysis, that the funds are concentrated in correct markets. However, the same criticism prevails: SSA is unable to spot effective and dynamic changes in the composition of the fund portfolio, over time. This behavior can be observed through the results obtained from DSAs using the HSBC FIF Cambial portfolio (subsection 6.2, figures 10, 11, 12 and 13). The most evident change is the one observed in the allocations in exchange rate markets from the 60 th week, which was described in detail in subsection 6.2.
Conclusions
This article presents a framework for the implementation of dynamic style analysis (DSA) using linear and non-linear state space models with linear restrictions on the state vector. Our examples illustrate some of the ways by which these techniques can improve upon standard static style analysis, but there are other practical situations for which we believe DSA may also be useful. For instance, it may be used by either managers of pension funds or managers of funds of funds in order to estimate the actual allocations of a fund for which the pension fund/fund of funds has acquired quotas, and to check whether these estimates, whenever taken as good proxies for the true exposures, agreed with those written in the contracts between these parties. It is also a helpful device for companies involved in fund rating, since DSA provides an effective way of estimating the actual allocations of a fund of asset management companies, and this is an important input in the process of working out fund ratings. Finally, DSA as proposed in this article can also be used by a fund's head manager for monitoring a subordinated manager's style.
The techniques presented here can be used in different settings from the ones exemplified here. For example, they can consider indicators for funds and foreign markets, and can also deal with other types of data frequencies, such as daily or monthly. On the modeling side, one could propose a stochastic process for the exposures other than the random walk. For instance, it may be adequate to extend the models proposed here to tackle switching regimes in allocations. A useful and revealing exercise that could help to establish the efficacy of our technique and provide information to new specifications of the state equation would be to compare, for a real investment fund, the allocations recovered by DSA with the observed and true allocations. 
