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Abstract
In this paper we study an optimal control problem that is affine in
two-dimensional bounded control. The problem is related to the stabi-
lization of an inverted spherical pendulum in the vicinity of the upper
unstable equilibrium. We find solutions stabilizing the pendulum in
a finite time, wherein the corresponding optimal controls perform an
infinite number of rotations along the circle S1.
1 Introduction
Models of inverted pendulum systems are widely used to study the dy-
namics of different complex nonlinear objects in robotics, mechanics, aerospace
engineering, personal transport systems [1–4]. For pendulums, the upper ver-
tical position is obviously unstable. However, it was proved that it is possible
to turn this position into a stable one, for example, if the suspension point
of a planar pendulum performs vertical oscillations [5, 6] or moves along a
horizontal line (e.g. [7–9]). It turns out that motions of a spherical inverted
pendulum can also be stabilized by choosing an appropriate external control,
e.g. [10–13]. Many methods to control pendulum systems use an optimal
control technique: a stabilizing controller is derived from minimization of
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a quadratic cost functional (LQR controllers). But applied to real physical
systems, such controllers may produce relatively large deviations of pendu-
lum systems from the upper equilibrium position. To improve this, there are
different approaches, i.e., in [14] it was proposed to combine optimal and neu-
ral network techniques. In this paper, we consider the stabilization problem
of the inverted spherical pendulum in terms of minimizing the mean square
deviation of the pendulum from the unstable upright equilibrium point over
an infinite time interval. We assume that the spherical inverted pendulum
is on a movable base which moves in the horizontal plane under the influ-
ence of a planar bounded force. We study the behaviour of solutions for
the linearized model. The corresponding optimal control problem is affine
in two-dimensional bounded control. We show that optimal solutions of this
problem exhibit complicated behaviour. This is due to the fact that the
upright equilibrium is a singular mode for the problem under consideration.
Singular modes are characterized by the fact that over some open inter-
val the Hamiltonian reaches a maximum at more than one point, that is, the
optimal control is not determined directly from the maximality condition of
the Pontryagin maximum principle. Singular solutions appear in many appli-
cations: optimal spacecraft flights (intermediate thrust arcs) or problems of
spacecraft reorientation [15–20], robotics (controlling manipulators [21, 22],
the Dubins car problem [23]), mathematical models in economics [24, 25],
biomedical problems [26, 28–30]. For more details on singular solutions see,
for example, [22, 31,32].
Often optimal trajectories consist of nonsingular and singular arcs and
the concatenation structures of these arcs can be very irregular, for exam-
ple, the chattering or the Fuller phenomenon (an infinite number of control
discontinuities in a finite time interval) [17, 20, 22, 26, 33, 34], iterated Fuller
singularities [35], a chaotic behaviour of bounded pieces of optimal trajec-
tories [36]. Such structure of optimal controls, rather complicated from a
mathematical point of view, is very typical for controlling systems that pos-
sess singular regimes.
In [37] it was proved that for some initial conditions the optimal control
problem for the inverted spherical pendulum is reduced to the problem with
scalar bounded control. In this case there exist optimal chattering solutions.
In the present paper, for initial positions of the pendulum close to upper
equilibrium, we find optimal solutions stabilizing the pendulum in the upper
position in a finite time. For this solutions the corresponding optimal con-
trols perform an infinite number of rotations along the circle S1. Note that
most of the results for problems with singular solutions and bounded multidi-
mensional control were obtained when the control set is a multi-dimensional
rectangle or a polyhedron [38, 39]. The structure of optimal solutions for
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Figure 1: the inverted spherical pendulum
the control set, which is a convex set but not a polyhedron, was studied,
e.g., in [36, 40, 41]. This paper is a extension of the result [22, 40] obtained
for homogeneous problem in which the control set is the unit disc to the
nonhomogeneous case.
2 Problem Formulation
We consider a mathematical model of the spherical inverted pendulum with
a moving support point. The pendulum consists of the point mass B on the
end of the rigid massless rod of length l (Fig. 1). The rod is attached by a
hinge to the moving support point S. We suppose that there is no friction
in the hinge. The support point S can move in the horizontal plane under
the action of an external planar control force u = (u1, u2) ∈ R2. The control
force is assumed to be bounded: |u21 + u22| ≤ 1.
Fix some coordinate system Oξηζ. The position of S is described by
(ξ, η, 0). The position of the pendulum B is described by (x1, x2): x1 =
∠CSB is the angle between SB and Oηζ, x2 = ∠ASB is the angle between
SB and Oξζ. Coordinates (x1, x2) , −pi2 ≤ x1,2 ≤ pi2 are considered locally
in the vicinity of the upper equilibrium position. They are related to the
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standard spherical coordinates as follows:
x1 = arcsin(sin θ sinϕ), x2 = arcsin(sin θ cosϕ)
where θ is a zenith angle, 0 ≤ θ ≤ pi, ϕ is an azimuth angle, 0 ≤ ϕ ≤ 2pi.
We define the generalized coordinates and generalized forces:
q = (ξ, η, x1, x2) , Q = (u1, u2, 0, 0)
Using the Euler-Lagrange equations we obtain nonlinear equations of motion
of the spherical inverted pendulum with a moving support point [37]
(M +m)ξ¨ +mlx¨1 cosx1 −mlx˙21 sinx1 = u1
(M +m)η¨ +mlx¨2 cosx2 −mlx˙22 sinx2 = u2(1)
ξ¨b11 + x¨1b13 + x¨2b14 + x˙
2
1a11 + x˙
2
2a12 + x˙1x˙a13 + c1 = 0
η¨b22 + x¨1b23 + x¨2b24 + x˙
2
1a21 + x˙
2
2a22 + x˙1x˙2a23 + c2 = 0
where g is the acceleration of gravity, m is the mass of B, M is the mass of
S, bij, aij, ci are some functions of cosxk and sinxk.
We assume that the initial state of the system is in a sufficiently small
neighbourhood of the upper unstable equilibrium position
(2) x1 = x˙1 = x2 = x˙2 ≡ 0
We study the minimization problem of the mean square deviation of the
pendulum from (2) over an infinite time interval:
∞ˆ
0
(x21(t) + x
2
2(t)) dt→ min
By linearizing (1) about (2) and eliminating the variables ξ and η we get
(3) x¨1 =
M +m
Ml
gx1 − 1
Ml
u1, x¨2 =
M +m
Ml
gx2 − 1
Ml
u2
We rewrite the linearized system (3) in matrix form x¨ = Kx − (Ml)−1 u,
where K = kE, k = gM+m
Ml
and E is the identity matrix. Without loss of
generality we assume that Ml = 1. Thus we come to the two-input control-
affine problem.
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3 Optimal control problem. Main result
Problem 1 (P1 ).
∞ˆ
0
〈x (t) , x (t)〉 dt→ inf
x˙ = y, y˙ = Kx+ u, ‖u (t)‖ ≤ 1
x(0) = x0, y(0) = y0.
Here x, y, u ∈ R2, K is a 2× 2 diagonal matrix, 〈·, ·〉 and ‖·‖ are the scalar
product and the standard Euclidean norm on R2. Throughout the paper we
assume that the matrix K is an arbitrary non-degenerate diagonal matrix.
The following theorem is our main result for P1.
Theorem 1. There exist a family of optimal solutions of Problem 1 that are
spiral-like
x∗ (t) = kx (T − t)2eiα log |T−t| (1 + gx (T − t)) ,
y∗ (t) = ky (T − t)eiα log |T−t| (1 + gy (T − t)) ,
u∗(t) = ku eiα log |T−t| (1 + gu (T − t)) ,
and all its possible rotations and reflections. They hit the origin in a finite
time T (hitting time) making a countable number rotations. Here
α = ±
√
5, kx, ky, ku ∈ C, i2 = −1,
gx,y,u (T − t) = o (T − t)σ , σ > 0, as t→ T − 0.
Hereinafter we use the complex notation for vectors in R2:
Reiϕ = (R cosϕ,R sinϕ)
In the next section, we give some definitions and results obtained earlier
[22,37,42] for P1 and which we will use to prove the main result.
3.1 Optimal solutions and singular control
It was proved [22] that for any (x0, y0) from a small enough neigbourhood of
the origin, there exists a unique solution in P1. The optimal solutions hit the
origin in finite time T which is a continuous function of (x0, y0) and satisfies
C1 max{
√
|x0|, |y0|} ≤ T (x0, y0) ≤ C2 max{
√
|x0|, |y0|}
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for some positive constant C1 and C2. It turns out that the optimal control
uopt (t) has no limit as t→ T − 0. This irregular control behaviour is due to
the fact that the origin in this problem is a singular point.
To define a singular mode we apply Pontryagin’s maximum principle
to P1. If (x (t) , y (t) , uopt (t)) is an optimal solution, then there exist con-
tinuous R2-valued functions φ (t), ψ (t) and a nonnegative constant λ0 such
that
φ˙ = −∂H
∂x
= λ0x−Kψ, ψ˙ = −∂H
∂y
= −φ,
(4) x˙ =
∂H
∂φ
= y, y˙ =
∂H
∂ψ
= Kx+ uopt
Here H is the Hamiltonian
H(x, y, φ, ψ) = −λ0
2
〈x, x〉+ 〈y, φ〉+ 〈Kx,ψ〉+ 〈u, ψ〉
The optimal control uopt (t) is determined by the maximum condition:
H (x (t) , φ (t) , ψ (t) , uopt (t)) = max‖u(t)‖≤1
H (x (t) , φ (t) , ψ (t) , u) =
(5) = −λ0
2
〈x, x〉+ 〈y, φ〉+ 〈Kx,ψ〉+ max
‖u(t)‖≤1
〈u, ψ〉
It can be shown that λ0 6= 0 for (4)-(5). In what follows we assume λ0 = 1.
From (5), we obtain uopt (t) = ψ (t) / ‖ψ (t)‖ if ψ (t) 6= 0. If ψ = 0, then any
admissible control meets (5).
Denote z1 = ψ, z2 = −φ, z3 = −x, z4 = −y. In the coordinates z =
(z1, z2, z3,z4) ∈ R8 the system (4)–(5) becomes
(6) z˙1 = z2, z˙2 = z3 +Kz1,
z˙3 = z4, z˙4 = −u+Kz3, u = z1/ ‖z1‖
A solution z (t) of (6) is called a singular one on an interval (t1, t2),
if z1 (t) = 0 for all t ∈ (t1, t2). For (6) z (t) = 0 is the unique singular
solution [42].
If x0 and y0 lie in one eigenspace of the matrix K, then P1 is reduced to
the perturbed Fuller problem [37] with a scalar control. In this case the opti-
mal trajectory attains the origin in a finite time, the corresponding optimal
control does not have a limit when time tends to the moment of junction of
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the nonsingular arc with the singular one. And the optimal control has an
infinite number of switchings in a finite time interval (chattering control) [37].
In present paper we prove the existence of optimal spiral-similar solutions
of P1 that attain the singular point z = 0 in a finite time making a countable
number of rotations. We give the main ideas of the proof of this result.
We consider a model problem for which optimal logarithmic spirals were
found [22,40]. We prove that in the neighbourhood of the origin the behaviour
of optimal solutions of P1 is determined by optimal solutions of the model
problem. For this we apply Pontryagin’s maximum principle to Problem 1
and to the model problem and obtain two Hamiltonian systems. Then we use
the blow-up method in the origin. Analyzing the dynamics of both blown-up
Hamiltonian systems, we get that they coincide on the image of the origin.
Moreover we show that there exist periodic trajectories which are solutions
of both systems and we prove that the periodic orbits are hyperbolic and
their stable manifolds are woven in logarithmic spirals. Finally we perform
the blow-down and get the main results for our problem.
3.2 Model problem
Let K = 0. Then Problem 1 takes the form
Problem 2 (P2 ).
∞ˆ
0
〈x (t) , x (t)〉 dt→ inf
x˙ = y, y˙ = u, ‖u (t)‖ ≤ 1
x(0) = x0, y(0) = y0.
The Hamiltonian system for P2 is as follows
(7)
z˙1 = z2, z˙2 = z3
z˙3 = z4, z˙4 = −u, u = z1/ ‖z1‖
For Problem 2, all the results formulated in the previous section hold. And
besides it was found [22,40] that the system (7) has solutions in the form of
logarithmic spirals
z∗mζ(t) = −ζAm−1(T ∗ − t)5−meiα log |T
∗−t|, m = 1, 4,(8)
u∗ζ(t) = −ζeiα log |T
∗−t|, 0 ≤ t < T ∗
Here ζ ∈ SO(2), i2 = −1, α = ±√5, A0 = − 1126 , Am+1 = −Am(4−m+iα),
m = 0, 1, 2. The trajectories (8) hit the origin in a finite time T ∗, and the
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optimal control u∗(t) performs an infinite number of rotations along the circle
S1. We will show that there are similar optimal logarithmic spirals when
K 6= 0.
Theorem 2. In a sufficiently small neighbourhood of the origin there exist
the following solutions of (6):
zm(t) = km (T − t)5−meiα log |T−t| (1 + gm (T − t)) , m = 1, 4,
u(t) = k0 e
iα log |T−t| (1 + g0 (T − t)) ,
where km ∈ C, gm (T − t) = o (T − t)σ , σ > 0, as t→ T − 0.
Theorem 1 is then an obvious corollary of Theorem 2.
3.3 Blowing up the singularity
To prove Theorem 2 we use the procedure of resolution of singularity for the
Hamiltonian system (6) [22, 36]. We use the same scheme as in [36] and the
similar change of coordinates. Consider the blowing up the singularity at the
origin by the map B : z 7→ (µ, z˜):
z˜4 =
z4
µ
, z˜3 =
z3
µ2
, z˜2 =
z2
µ3
, z˜1 =
z1
µ4
,(9)
µ =
(∣∣∣∣ z4A3
∣∣∣∣24 + ∣∣∣∣ z3A2
∣∣∣∣12 + ∣∣∣∣ z2A1
∣∣∣∣8 + ∣∣∣∣ z1A0
∣∣∣∣6
) 1
24
where µ ∈ R+, A0 = −1/126, Aj+1 = −Aj(4 − j + iα), α =
√
5, j = 0, 1, 2,
and z˜ ∈ R8 lies on the manifold
Π =
{∣∣∣∣ z˜4A3
∣∣∣∣24 + ∣∣∣∣ z˜3A2
∣∣∣∣12 + ∣∣∣∣ z˜2A1
∣∣∣∣8 + ∣∣∣∣ z˜1A0
∣∣∣∣6 = 1
}
.
Let Q denote the cylinder Π × {µ ∈ R}, and Q0 = Q ∩ {µ = 0}. It was
proved [36] that B is a diffeomorphism from R8 \ {0} onto Q ∩ {µ > 0}. In
the coordinates (µ, z˜) the system (6) has the form:
µ˙ =M(µ, z˜) u = z˜1/|z˜1|
˙˜z1 =
1
µ
(z˜2 − 4z˜1M) ˙˜z3 = 1
µ
(z˜4 − 2z˜2M)(10)
˙˜z2 =
1
µ
(z˜3 + µ
2z˜1 − 3z˜2M) ˙˜z4 = 1
µ
(u+ µ2Kz˜3 − z˜4M)
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where
M(µ, z˜) =
(
1
|A3|24 |z˜4|
22〈z˜4, z˜1|z˜1|〉+
1
2|A2|12 |z˜3|
10〈z˜3, z˜2〉+
+
1
3|A1|8 |z˜2|
6〈z˜2, z˜3〉+ 1
4|A0|6 |z˜1|
4〈z˜1, z˜2〉+(11)
+ µ2
1
|A3|24 |z˜4|
22〈z˜4, Kz˜3〉+ µ2 1
3|A1|8 |z˜2|
6〈z˜2, Kz˜1〉
)
Denote
M0(z˜) =
(
1
|A3|24 |z˜4|
22〈z˜4, z˜1|z˜1|〉+
1
2|A2|12 |z˜3|
10〈z˜3, z˜2〉+
+
8
|A1|8 |z˜2|
6〈z˜2, z˜3〉+ 6|A0|6 |z˜1|
4〈z˜1, z˜2〉
)
M1(z˜) =
(
1
|A3|24 |z˜4|
22〈z˜4, Kz˜3〉+ 1
3|A1|8 |z˜2|
6〈z˜2, Kz˜1〉
)
thenM(µ, z˜) =M0(z˜) + µ2M1(z˜). For P2 (K = 0) we haveM1(z˜) = 0.
We define a new time parametrization by
(12) ds =
1
µ
dt
After this reparametrization system (10) becomes smooth
µ′ = µM, u = z˜1/|z˜1|
z˜′1 = z˜2 − 4z˜1M, z˜′3 = z˜4 − 2z˜3M,(13)
z˜′2 = z˜3 + µ
2z˜1 − 3z˜2M, z˜′4 = u+ µ2Kz˜3 − z˜4M,
When K = 0, one hasM1(z˜) = 0 and (13) turns into
µ′ = µM0(z˜), u = z˜1/|z˜1|
z˜′1 = z˜2 − 4z˜1M0(z˜), z˜′3 = z˜4 − 2z˜3M0(z˜),(14)
z˜′2 = z˜3 − 3z˜2M0(z˜), z˜′4 = u− z˜4M0(z˜),
Thus, the system (13) is a small perturbation of (14).
3.4 Periodic solution
Consider the particular solution (8) for ζ = E, where E is the identity 2× 2-
matrix
z∗m(t) := z
∗
mE(t) = −Am−1(T ∗ − t)5−meiα log |T
∗−t|, m = 1, 4,(15)
u∗(t) := u∗E(t) = −eiα log |T
∗−t|,
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Rewrite (15) in coordinates (µ, z˜)
µ∗(t) = T ∗ − t, M0 = −1, u˜∗(t) = −eiα log |T ∗−t|,
z˜∗m(t) = −Am−1eiα log |T
∗−t|, m = 1, 4,(16)
Passing in (16) to the parameter s, we get a solution of (14)
µ∗ (s) = T ∗e−s, u˜∗(s) = −e−iαs,
z˜∗m(s) = −Am−1e−iαs, m = 1, 4.
Denote ξ (s) = (µ (s) , z˜(s)) ∈ R9. Consider ξ0 (s) = (0, z˜∗(s)). Since
for µ = 0 the systems (14) and (13) coincide, ξ0 (s) is a periodic solution
(a cycle) for both systems (13) and (14). We will study the behaviour of
solutions of (13) in the neighbourhood of ξ0 (s). We will show that ξ0 (s) is
a hyperbolic cycle.
Lemma 1. The periodic solution ξ0 (s) has exactly one characteristic expo-
nent with negative real part, seven characteristic exponents with positive real
part, and exactly one characteristic exponent equals zero.
Proof. To prove this, we linearize (13) and (14) around ξ0 (s). Since the right
sides of (13) and (14) differ by o¯ (µ) we get the same equations of variation
(17) h′ = Fξ
(
ξ0 (s)
)
h
where F denotes the right side of (14) and Fξ is the Jacobian matrix of F .
Here we will not write Fξ (ξ0 (s)) explicitly, since it is too cumbersome. Since
F does not explicitly depend on s, and ξ0 (s) is a periodic trajectory, then
Fξ (ξ
0 (s)) a continuous periodic matrix. By Floquet theory there exists [43]
a periodic invertible state-space transformation hˆ = P (s)h (which is called
the Lyapunov transformation) such that in the new coordinates the system
(17) has the form hˆ′ = Jhˆ, where J is a constant matrix. Moreover, the
eigenvalues of the matrix J will be characteristic exponents of the cycle ξ0 (s).
It is difficult in general to find P (s) explicitly, however one can guess the
matrix P in our case:
P9×9 =

1 0 0 0 0
0 P1 0 0 0
0 0 P2 0 0
0 0 0 P3 0
0 0 0 0 P4
 , Pj =
(
cosα − sinα
sinα cosα
)
, j = 1, 4
Here 0 are zero matrices of corresponding sizes.
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A straightforward computation yields the matrix J to be
J =

−1 0 0 0 0 0 0 0 0
0 24 −4√5 31663 100
√
5
63 −6763 −73
√
5
63 −5363 47
√
5
63
0
√
5 4 0 −1 0 0 0 0
0 60 −9√5 44221 79
√
5
21 −4621 −73
√
5
21 −5321 47
√
5
21
0 15
√
5 −454 463
√
5
84
188
21 −67
√
5
84 −28184 −53
√
5
84
235
84
0 −70 21
√
5
2 −37918 −50
√
5
9
103
18
55
√
5
18
71
18 −47
√
5
18
0 −70√5 1052 −379
√
5
18 −2509 85
√
5
18
401
18
53
√
5
18 −21718
0 −105 63
√
5
4 −37912 −25
√
5
3
67
12
73
√
5
12
65
12 −59
√
5
12
0 105
√
5 1894
379
√
5
12
125
3 −67
√
5
12 −36512 −41
√
5
12
247
12

The characteristic polynomial of J is
(λ+ 1)λ(λ− 4)(λ− 5)(λ− 93) ((λ− 5)2λ2 + 36(λ− 5)λ+ 630) = 0
Thus
λ1 = −1, λ2 = 0, λ3 = 4, λ4 = 5, λ5 = 93
λ6,7 =
1
2
(
5 +
√
47± 12
√
34i
)
≈ 4.65903± 4.0511i
λ8,9 =
1
2
(
5−
√
47± 12
√
34i
)
≈ 0.340974± 4.0511i
are the eigenvalues of J .
Therefore ξ0(s) is not orbitally stable, and there are the contraction in
the µ-direction and the expansion in the other directions [43]. Applying the
invariant manifolds theorem [44] for ξ0(s) we obtain that there exist solutions
of both (14) and (13) satisfying
(18)
∥∥ξ(s+ s0)− ξ0(s)∥∥ ecs → 0 as s→∞
for some s0 and c > 0. (18) can be written as follows
|µ(s+ s0)|ecs → 0
|z˜m(s+ s0)− z˜∗m(s)|ecs → 0, m = 1, 4.(19)
Thus we construct the two-dimensional stable manifolds of ξ0(s) for (14) and
(13) (Fig. 2). In the next section we prove that these stable manifolds are
woven in logarithmic spirals.
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µQ0
ξ0
ξ
Figure 2: solutions of the blown-up Hamiltonian system that lie on Q and
tend to ξ0
3.5 Proof the main result
Let ξ (s) = (µ (s) , z˜ (s)) be a solution of (13) that satisfies (18). Denote by
T the time to reach the origin along ξ (s).
Lemma 2. µ (s) = κe−s (1 + o¯ (e−cµs)) , s → +∞, where κ, cµ are some
positive constants.
Proof. Let ξ∗ (s) = (µ∗ (s) , z˜∗ (s)) and ξ (0) = ξ∗ (0). Rewrite the first equa-
tions of systems (13) and (14)
(µ(s))−1
d
ds
µ(s) =M(µ(s), z˜(s))
(µ∗(s))−1
d
ds
µ∗(s) =M0(µ∗(s), z˜∗(s))
Note thatM0(µ∗(s), z˜∗(s)) = −1. Consider the difference between the above
equations
(µ(s))−1
d
ds
µ(s)− (µ∗(s))−1 d
ds
µ∗(s) =M(µ(s), z˜(s))−M0(µ∗(s), z˜∗(s))
Hence
(20)
d
ds
log
(
µ(s)
µ∗(s)
)
=M(µ(s), z˜(s))−M0(µ∗(s), z˜∗(s))
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By (11) and (19) we have for some cµ > 0
(21) |M(µ(s), z˜(s))−M0(µ∗(s), z˜∗(s))| ecµs → 0 as s→∞
or
M(µ(s), z˜(s)) =M0(µ∗(s), z˜∗(s)) + o¯
(
e−cµs
)
as s→∞
(21) implies
q∗ =
ˆ ∞
0
(M(µ(v), z˜(v))−M0(µ∗(v), z˜∗(v))) dv <∞
Thence we have
ˆ s
0
(M(µ(v), z˜(v))−M0(µ∗(v), z˜∗(v))) dv =
= q∗ −
ˆ ∞
s
(M(µ(v), z˜(v))−M0(µ∗(v), z˜∗(v))) dv =
= q∗ −
ˆ ∞
s
o¯
(
e−cµv
)
dv = q∗ + o¯
(
e−cµs
)
as s→∞.
Integrating (20) and taking into account log
(
µ(0)
µ∗(0)
)
= 0 we obtain
log
(
µ(s)
µ∗(s)
)
= q∗ + o¯
(
e−cµs
)
, s→∞(22)
By exponentiating (22), we go to
µ(s)
µ∗(s)
= eq∗
(
1 + o¯
(
e−cµs
))
, s→∞
Since µ∗ (s) = T ∗e−s we get
µ (s) = κe−s
(
1 + o¯
(
e−cµs
))
, s→ +∞,
where κ = T ∗eq∗ .
Using the definition (12) of s (t) and Lemma 2 we get
T − t =
ˆ ∞
s(t)
µ (s) ds = κe−s(t)
(
1 + o¯
(
e−cµs(t)
))
, t→ T − 0
Hence
e−s(t) = κ−1 (T − t) (1 + o¯ (e−cµs(t)))−1 =(23)
= κ−1 (T − t) (1 + o¯ (e−cµs(t))) , t→ T − 0
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Denote g1 (t) = κ−1
(
1 + o¯
(
e−cµs(t)
))
. In view of (23) it is seen that
(24) g1 (t) = κ−1 (1 + o¯ ((T − t) cµ)) as t→ T − 0
Using (23)–(24) and taking into account aω = eω log a (a > 0, ω∈ C), we
obtain
e−iαs(t) = eiα log((T−t)g1(t)) =
= eiα log(T−t)eiα log g1(t) =(25)
= eiα log(T−t)e−iα log κ (1 + o¯ ((T − t) cµ)) , t→ T − 0
Consider ξ (s) = (µ (s) , z˜ (s)) satisfying (19). Put
z˜m(s) = Φm (s) e
iθm(s), m = 1, . . . , 4.
Lemma 2 and (19) imply that in the neighbourhood of ξ0(s)
Φm (s) = |Am−1|
(
1 + o¯
(
e−cs
))
,
θm (s) = pi − αs+ β + o¯
(
e−cs
)
, s→∞
where β = αs0 ∈ R, s0 is the same as in (19), Am−1 (m = 1, . . . , 4) are defined
in (8). Hence
(26) z˜m(s) = −Bm−1e−iαs(1 + o¯
(
e−cs
)
), s→∞
where Bm−1 = Am−1eiαs0 ∈ C, m = 1, . . . , 4.
Let s (t) be determined by (12). Setting s = s (t) in (26) and taking into
account (23)–(25) we obtain
(27) z˜m(t) = Dm−1eiα log(T−t)(1 + o¯((T − t)b)),
as t→ T − 0. Here b > 0, Dm−1 = −Bm−1e−iα log κ ∈ C, m = 1, . . . , 4. Using
(9) and (27) we get
zm(t) = Dm−1(T − t)m−1eiα log(T−t)(1 + o¯((T − t)σ)), t→ T − 0
This proves Theorem 2, and therefore Theorem 1.
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