This paper proposes a simple yet effective and efficient method for video object segmentation. Most existing methods take the color image and the optical flow as input for discovering the salient object in terms of appearance and motion. We instead leverage a ResNet backbone as an appearance-characterization encoder for each frame at different scales, and a series of Convolutional Long Short-Term Memory units (ConvLSTMs) as a motion-modeling decoder at each corresponding scale. By imposing supervision over each scale, such modules can well tackle all scales of a moving object with an inevitable scale variance over time. Instead of following a Condition Random Fields based post-processing, we use a more effective and efficient cascade module to refine the model predictions. Most existing video object segmentation datasets have limited sizes because it is expensive and time-consuming to obtain pixel-wise annotations. To overcome the data-insufficiency issue when training the deep network, we propose a semanticallycoherent data synthesis strategy to augment training sequences without any efforts. Extensive experiments and ablation studies on the DAVIS 2016 dataset validate our proposed method. Furthermore, our method without the cascade module achieves a real-time speed of 26 fps on a single GPU.
I. INTRODUCTION
Video object segmentation aims to separate the most salient object within a video sequence, and it has many potential applications such as video editing, activity recognition. Based on whether the mask of the foreground object in the first frame of a testing video is available, video object segmentation can be broadly categorized into two settings [1] , namely semi-supervised and unsupervised. In the semisupervised setting, the first frame comes with the groundtruth mask which highlights specific object guiding the following frames. In the unsupervised setting, no masks would be provided and the algorithm is expected to automatically segment the most salient and prominent object within the video. Thus, the unsupervised setting is much more challenging than the semi-supervised setting. It is also worth The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang.
noting that segmentation masks of all frames in the training set are available for both settings. In this paper, we focus on the unsupervised video object segmentation.
To tackle this problem, some state-of-the-art methods use Convolutional Neural Networks (CNNs) to identify foreground objects based on motion cue such as optical flow [2] , or the combination of motion and appearance cues [3] - [6] . However, the calculation of optical flow with traditional methods is usually time-consuming, especially for high-resolution video frames. Although the recent CNNbased optical flow estimation method FlowNet 2.0 [7] greatly accelerates the calculation, it is inaccurate to estimate optical flow at the boundaries of objects with a large displacement. Therefore, the error would propagate over time which inevitably leads to degraded performance. Further, to boost the performance, Condition Random Fields (CRFs) [8] are usually used for refinement, which is also computationally expensive. Another challenge in video object segmentation is the lack of large-scale densely-annotated data. Several methods [3] , [11] , [12] utilize large-scale static images to benefit the task of video object segmentation. However, the challenges of video processing such as fast-motion, motion blur, occlusion may be absent or seldom happened in static datasets, which leads to a significant gap between image-based models and video-based models.
It is desirable to develop an effective and efficient algorithm for unsupervised video object segmentation. To reduce the expensive computational cost of optical flow and CRFsbased post-processing, and inspired by the effectiveness of ConvLSTMs for characterizing spatiotemporal information [13] in videos, we advocate using ConvLSTMs to replace the optical flow stream [2] - [4] , [6] , which leads to a multiscale encoder-decoder architecture. To begin with, an encoder extracts the spatial feature maps at different scales, then a ConvLSTMs-based decoder propagates the spatial feature maps at different scales to capture the evolution of objects over time. Finally, a cascade module is conducted to refine the predictions using the intermediate feature maps and the probability map from the first stage. Thus, our network can accurately locate the salient and prominent object in videos. To train such the recurrent model, a large-scale and densely-annotated training dataset is desirable, but hard to annotate. To prevent the model from overfitting the small training set, we leverage semantic image segmentation dataset, i.e., the COCO dataset [14] , to augment the training set. In particular, we select a static image that contains an object with the same semantic category as the foreground object in the video sequence, then paste it at a random position of the first frame. Then we warp it to the next frame by the optical flow to simulate the motion of the background regions. To sum up, our proposed cascaded ConvLSTMs using semantically-coherent data synthesis is robust and more efficient than the state-of-the-art optical flow or CRFs based methods.
In summary, our contributions are as follows: i) We customize a network with a ResNet-based encoder to explicitly model spatial information, a ConvLSTMs-based decoder to explicitly model temporal information, and a cascaded module to further refine the predictions for unsupervised video object segmentation, where we also apply supervision at multiple scales for capturing the scale variance caused by motion as well as handling global results and local details. ii) We augment training sequences by a semantically-coherent data synthesis strategy to overcome the data-insufficiency issue.
iii) Extensive experiments including ablation studies validate the effectiveness and efficiency of our proposed method.
II. RELATED WORK A. UNSUPERVISED VIDEO OBJECT SEGMENTATION
Unsupervised video object segmentation targets at automatically segmenting the most salient and primary object without any prior information. Object proposals [15] , [16] , motion analysis [17] , [18] , or trajectory clustering [19] are used to generate consistent object regions through a video sequence. ARP [10] leverages region augmentation and reduction to refine the object proposals to find the primary object. More recent work [2] - [4] , [6] , [10] - [12] uses CNNs to identify foreground object. LMP [2] feeds optical flow directly into the network to separate moving and non-moving object. FSEG [3] proposes to combine motion and appearance cues with a two-stream network. Similarly, LVO [4] uses a two-stream network to encode spatiotemporal information, and a Convolutional Gated Recurrent Unit (ConvGRU) [20] to capture the evolution of the object. PDB [11] uses ConvLSTMs to model extract feature maps only with the color images. IET [12] transfers the instance embedding learned from static images to identify the moving object. MBN [5] integrates background estimated from the bilateral network with IET [12] to reduce the false positive regions. MotAdapt [6] proposes a motion adaptation algorithm under a teacher-student learning paradigm.
B. SEMI-SUPERVISED VIDEO OBJECT SEGMENTATION
Semi-supervised video object segmentation aims at segmenting a single object or multiple objects only given the mask of the first frame. Classical techniques make use of superpixels [21] , patches [22] , [23] , object proposals [24] , or bilateral filter [25] . With the success of Fully Convolutional Networks (FCNs) [26] on semantic segmentation, deep learning based approaches [9] , [27] - [30] have been proposed for this task recently and often yield state-of-the-art performance. CNNs-based approaches can be roughly divided into two categories: template matching and mask propagation. The templates, in the semi-supervised setting, typically can be the ground-truth mask in the first frame. For instance, OSVOS [27] adopts a semantic segmentation network, finetune on the first annotated frame of each testing video individually, and predict the segmentation masks frame by frame. PLM [29] uses a matching network to measure the similarity between object candidates and templates. Different from these template matching approaches, others propagate the FIGURE 1. Network architecture. In the first stage (yellow), the encoder takes an RGB image as input, and outputs multi-scale spatial feature maps. Then ConvLSTMs-based decoder propagates these feature maps at different scales to capture the evolution of objects over time, and predicts the probability map. In the second stage (blue), the decoder uses the coarse probability map from the first stage and intermediate spatial feature maps to further refine the predictions. mask throughout the video sequence. MSK [28] uses the predicted mask from the previous frame as an additional input channel to CNNs. VPN [30] combines training of CNNs with bilateral filtering between consecutive frames. SFL [9] uses CNNs to jointly predict segmentation masks and optical flow in videos. Despite their advantages, these methods rely on fine-tuning on the first frame, which would take seconds to minutes. Therefore, several methods have been proposed to improve the speed of the video object segmentation through part-based tracking [31] , network modulation [32] , metric learning [33] , [34] .
We provide a feature-by-feature comparison of our method with state-of-the-art unsupervised video object segmentation methods in Table 1 . The difference of all methods can depend on: i) whether optical flow is used for motion representation; ii) whether a recurrent module is used for temporal information characterization and which kind of the recurrent module is used; iii) whether any future frames are used for estimation; iv) whether a post-processing is leveraged for segmentation refinement.
III. METHOD
Given a video sequence V = {x 1 , . . . , x T } with T frames, the goal of unsupervised video object segmentation is to provide pixel-wise binary masks M = {y 1 , . . . , y T } without any prior information of the foreground object. Figure 1 shows the network architecture, including an encoder, a decoder, and a cascade module. To model spatial information, we employ several convolutional blocks in the encoder at different scales. To model the temporal information, we employ a series of recurrent modules at various scales in the decoder to capture the evolution of the object over time. Then, we leverage a cascade module for refinement using the intermediate feature maps and the probability map from the first stage. To handle the data-insufficient issue, we further propose a semanticallycoherent data synthesis strategy to augment the training data.
A. ARCHITECTURE
Our architecture builds upon [35] on semantic instance segmentation task which achieves promising performance as well as introduces some improvements as follows.
1) ENCODER
To balance the model capacity and speed, we use ResNet-101 [36] pretrained on ImageNet [37] for image classification as our encoder. We remove the fully-connected layers for classification. The ResNet-101 has five interval features, denoted by conv1, conv2_3, conv3_4, conv4_23, conv5_3, where 3, 4, 23 and 3 represents the number of residual units in each residual block. We cast these symbols as f 1 , f 2 , f 3 , f 4 , f 5 for simplicity. Specifically, at time step t, the encoder takes a color image x t as input, and outputs multiscale feature maps f t,l from each convolutional block:
These feature maps are with the sizes of 1/2, 1/4, 1/8, 1/16, and 1/32 of the input image size, respectively.
2) DECODER
The decoder takes multi-scale feature maps f t as input, and outputs a binary mask prediction y t . Our decoder consists of a series of recurrent modules. We adopt ConvLSTM as the recurrent module. Each ConvLSTM unit takes the singlescale spatial feature map f t,l as input, and stores the temporal information in the hidden status h t :
More specifically, the ConvLSTM unit consists of a memory cell status c t , input gate i t , remember (or forget) gate r t , and output gate o t . The detail of ConvLSTM is formulated as follows:
where • denotes the element-wise product, f t denotes the input at this moment and h t−1 denotes the output at the last time. We omit the bias terms for simplicity. A serial of ConvLSTMs use multi-scale feature maps from the encoder and store the temporal information in the hidden states. Before applying ConvLSTMS, we accumulate different feature maps in terms of spatial and temporal dimensions for the input of ConvLSTMs. Specifically, for the input of ConvLSTM at layer l and time t, it consists of i) the feature h t−1,l at the same scale and the last time; ii) the feature h t,l+1 at the same time and the last coarse scale, where it should be up-sampled (i.e., bilinear interpolation Up( * ) by a factor of 2) for aligning spatial resolutions; iii) lateral feature f t,l from the encoder, where a 3 × 3 convolutional layer is applied for reducing the number of channels of multi-scale spatial feature maps:
Then, we apply a ConvLSTM for each aggregated feature at each scale:
where g t,l has the same resolution as Up(h t,l+1 ), and Concat( * ) denotes the concatenation operation along the channel dimension. The probability map p t is computed by hidden state h t,1 of the first ConvLSTM via a single kernel 1 × 1 convolutional, followed by a sigmoid activation layer:
The binary segmentation mask y t is obtained via a simple threshold strategy (= 0.5).
3) CASCADE MODULE
Inspired by [38] , [39] , we use a cascade module with two parameter-sharing stages to further refine the mask predictions. These two stages share the same spatial feature maps f t,l from the encoder, but the later stage relies on the output of earlier stage. More specifically, we mask the feature map f t,l by the probability map p 1 t produced by the first stage:
where Down( * ) is a average pooling operation. Then the masked feature map g 2 t,l is fed into the second-stage decoder. The final binary mask y t can be obtained by element-wise product of the predictions from two stages:
where • denotes element-wise product.
B. SEMANTICALLY-COHERENT DATA SYNTHESIS Data augmentation (e.g., flipping, cropping, scaling, rotation) is a common technique to prevent deep networks from overfitting, which has been widely leveraged in image classification [36] , object detection [40] . Besides these, Khoreva et al. [41] propose a data generating strategy from provided annotation frames (the first frame of a video) for semi-supervised video object segmentation, achieving promising results with less training data. Further, Dvornik et al. [42] have proven that pasting some semantically relevant objects rather random ones in an image would effectively boost the performance of detection.
Since the size of the existing video object segmentation dataset is small, the network tends to overfit the appearance of the foreground objects. Inspired by [41] , [42] , we propose to use more semantically-coherent objects from static image dataset to augment the training sequences. By doing so, the appearance of background regions is similar to the foreground object, but the motion is different from the foreground object. This data synthesis strategy prevents the model from only memorizing the appearance of the foreground object, and enforce the model to distinguish foreground object from background regions by the motion. The semantically-coherent data synthesis strategy takes a video sequence and extra static images containing semantic instance segmentation as input, and output an augmented video sequence. Figure 2 shows an example of synthetic video sequence. More specifically, given a training video sequence from a video object segmentation dataset, we first sample a object with the same semantic category as the foreground object from an extra static image segmentation dataset, i.e., the COCO dataset [14] . After that, we simulate the motion of the synthetic object by applying non-rigid deformations (i.e., rotation ±40 degrees and scaling ±15%), and paste it on the first frame of the given training sequence. Finally, we wrap this synthetic object by the optical flow of background for the rest of the frames of the video sequence. VOLUME 7, 2019 In addition to that, the ground-truth object in the given sequence will be pasted at the same position to prevent them from being occluded by the synthetic object. The experimental result shows that the model trained with extra synthetic data improves 2.1% in J Mean and 2.2 in F Mean compared to the one without any synthetic data. Thus the semanticallycoherent synthetic data may prevent the deep network from overfitting the appearance of the foreground object.
C. TRAINING AND INFERENCE
Similar to existing work [9] , [27] , [32] , we use weighted binary cross-entropy loss to tackle the imbalanced problem between foreground and background:
where F and B are the set of foreground and background pixels, respectively. p i is the probability that i-th pixel belongs to the foreground, w is the foreground/background pixelnumber ratio.
To capture the scale variance caused by motion as well as accelerate the training process, we add some middle-layer supervisions, which is commonly used in semantic segmentation task [26] . More specifically, we use the hidden state h t,l of each ConvLSTM to generate an auxiliary mask probability map p t,l via a 1 × 1 convolutional layer and a sigmoid activation layer. During training, we gradually decrease the weight of middle-layer losses to balance these losses. Following the training process of the advanced detection framework Faster RCNN [43] , we first train the network with the first stage, then we fine-tune the network with both two stages, namely greedy training.
In the testing phase, we do not use any predictions from the middle layers to accelerate inference speed. The pseudocode of the network forward is provided in Algorithm 1.
IV. EXPERIMENT
In this section, we first provide the dataset, evaluation metrics, and implementation details. Then we show quantitative and qualitative results of our method. Finally, we run a number of ablation studies to validate our proposed method.
A. DATASETS AND EVALUATION METRICS
We evaluate the proposed method on the DAVIS 2016 dataset [1] . The dataset consists of 30 training and 20 validation videos, 50 full-HD videos (3455 frames) in total. In addition, this dataset is much challenging due to fast-motion, occlusions, etc. To evaluate the performance of segmentation, we use the region similarity J , the boundary accuracy F and temporal stability T as used in [1] .
B. IMPLEMENTATION DETAILS
Our models are implemented by PyTorch [44] . We use Adam optimizer [45] with a learning rate of 10 −6 for all layers in the encoder, 10 −3 for all layers in the decoder, and the weight decay of 10 −6 for all layers in the network. For each iteration, Algorithm 1 Forward Pass of Our Network 1: Input: T frames {x 1 , . . . , x T }, number of blocks L = 5 in Encoder, threshold = 0.5 2: h 0,l ← 0 initialize the hidden state 3: for t = 1 to T do 4: f t,1 , . . . , f t,L = Encoder(x t ) extract feature maps 5: for s = 1 to 2 do 6: for l = L to 1 do 7: if s = 1 then 8: g t,l = Conv(f t,l ) 9: else 10:
end for 14: p s t = Sigmoid(Conv(h t,1 )) 15: y s t = p s t ≥ threshold 16: end for 17 :
Final prediction 18: end for 19 : Output: segmentation masks {y 1 , . . . , y T } we randomly sample N = 16 sequences, each sequence contains T = 3 consecutive frames. We train our model on 4 NVIDIA Tesla P40 GPUs (i.e., 4 sequences per GPU). We train our model on the DAVIS 2016 training set for 300k iterations. During training, we apply data augmentation with mirroring, rotating (±40 degrees) and scaling (±25%) the images and masks.
C. COMPARISON TO THE STATE-OF-THE-ART
We compare our method with state-of-the-art unsupervised methods, including SFL [9] , LMP [4] , FSEG [3] , LVO [4] , ARP [10] , PDB [11] , MotAdapt [6] , IET [12] , and MBN [5] on the DAVIS 2016 dataset. To be noticed, MBN, PDB, IET, LVO, and LMP leverage post-processing with CRFs, and MBN, IET, LVO, FSEG, and LMP use optical flow as input. Table 2 shows the performance of all methods on the DAVIS 2016 validation set. Our method outperforms the state-of-the-art method by 4.0% in the F Mean, and is comparable in the J Mean. Figure 3 shows qualitative results of our method against the three top-performing methods (FSEG, ARP, and LVO) on the DAVIS 2016 dataset. All methods can locate the foreground object. However, in the first example (''dance-twirl''), both FSEG and LVO miss arms of the person, but our method locates the arms precisely. In the second example (''motocross-jump''), all three methods segment the middle of the tire as foreground mistakenly, but our method can segment finer parts and preserve more details. In the third example (''dog''), our predicted segmentation preserves more details than others. In the fourth example (''car-roundabout''), ARP and LVO segment the blue car in the background as foreground mistakenly. This may due to TABLE 2. The quantitative evaluation on the DAVIS 2016 validation set. We also report the recall and decay of performance over time for J and F measure. For rows with an upward pointing arrow higher numbers are better (e.g., mean), and vice versa for rows with downward pointing arrows (e.g., decay and stability). * denotes the model with CRFs post-processing. that our method leverages the feature maps from different scales, which enable our method to combine low-level boundary information and the high-level semantic information.
D. ABLATION STUDIES
We run a number of ablations to analyze our method. Subsequently, we discuss motion modeling, architecture, the effect of mini-batch size, the effect of sequence length, the effect of semantically-coherent data synthesis strategy, and the effect of the cascade module. We report J Mean and F Mean measurement on the DAVIS 2016 validation set. Unless otherwise indicated, we train all models for 300k iterations.
1) MOTION MODELING
The unsupervised video object segmentation aims to locate the most salient object in terms of appearance and motion in the video sequence. To characterize motion information in two consecutive frames, optical flow is widely adopted [2] - [5] , [12] . However, the procedure of calculating optical flow is time-consuming. Thus, we replace optical flow by ConvLSTMs, one of the popular ways to model motion while it is faster than optical flow. To evaluate the effectiveness of ConvLSTMs, we compare it with networks that take any motion modalities as input. More specifically, we use image difference (difference of consecutive frames), colorcoded flow image, flow vector field (flow in x and y axes), flow angle field (flow vector angle concatenated with flow magnitude), and flow gradient (gradient of the flow vector field) to represent motion. We generate optical flow by FlowNet 2.0 [7] . For the flow vector, flow angle, and flow gradient, we normalize each channel to [0, 255] . In this experiment, we train our model without ConvLSTMs and middlelayer supervision. The mini-batch size N is set to 48. The results are shown in Table 3 . Among the different motion modalities, the model with color-coded flow image as input achieves the best result. Further, we fuse the best motion representation (i.e., color-coded flow image) with color images at the input, middle, and the output of the model. Specifically, we concatenate the motion images and color images at model input or concatenate middle feature maps of two modalities (last feature map of each block in the ResNet-101), or element-wise product the results at model output. The fusion model gets a comparable result in J Mean to our best model, but 3% lower than us in F Mean. This may due to imprecise motion estimation for large displacement in video object segmentation dataset. In contrast, our ConvLSTMs-based network enables us to train it in an endto-end manner. This proves our proposed network with a series of ConvLSTMs is more efficient than any hand-crafted motion modalities.
2) ARCHITECTURE
To further discuss the effectiveness of ConvLSTMs, we replace them with convolutional layers or ConvGRUs. First, we replace the ConvLSTMs with a convolutional layer at each scale and remove the auxiliary loss. The mini-batch size N is set to 48. Second, ConvLSTMs will be replaced by ConvGRUs. The mini-batch size N is set to 16 and the sequence length T is set to 3. As shown in Table 4a , the model with ConvLSTMs leads to 5.7% improvement compared to the one without recurrent module and 1.3% improvement compared to the one with ConvGRUs in J Mean. Thus, we adapt ConvLSTMs as the recurrent module to model motion information. We further use middlesupervision techniques to accelerate the training process. As shown in Table 4b , middle-layer supervision will improve 1.8% and 1.9% in J and F mean, respectively. It should be noticed that middle-layer outputs will not be used in the testing phase, which validates the efficiency of our model. 
3) HYPER-PARAMETERS
We also demonstrate how hyper-parameters affect the performance of our method. We conduct the experiments with sequence length 1, 2, 3, 4, 6, 8, and 10, respectively. 1 For a fair comparison, the batch size is set to 4, i.e., one sequence per GPU. The results in Table 5a show larger sequence length leads to a degraded performance. This is because a low sample rate is present in video object segmentation dataset, where high-quality annotations need heavy human labors. This means the motion between two consecutive frames is large. Besides, the recurrent module can not model the long dependency effectively, which has already demonstrated in other work [46] . Thus, we set the sequence length to 3 for other experiments.
Then we investigate the effect of batch size, shown in Table 5b . The sequence length is set to 3. We conduct the experiments with the batch size 4, 8, 12, and 16, respectively. Within the growth of batch size, the accuracy almost remains at the same level, but the large mini-batch can lead to a shorter training cycle. To accelerate the training process, we use large mini-batch size.
4) SEMANTICALLY-COHERENT DATA SYNTHESIS
The size of the existing video object segmentation dataset is small. To evaluate the effectiveness of big data for unsupervised video object segmentation, we train our model on two public video object segmentation datasets: the DAVIS 2016 dataset [1] and the YouTube-VOS dataset [47] . To make use of the YouTube-VOS dataset, we convert multi-instance annotations to binary ones by merging all the annotated objects to the foreground. Further, we conduct another experiment by pretraining our model on the YouTube-VOS dataset and then fine-tuning on the DAVIS 2016. In all these experiments, the batch size N and sequence length L are set to 16 and 3, respectively. The results are shown in Table 6 . The performance of training on the YouTube-VOS dataset drops by 6.6% since the annotation quality in the YouTube-VOS dataset is lower than the DAVIS dataset and the standard of annotations is quite different. The model trained on a mixture of the YouTube-VOS dataset and the DAVIS dataset achieves the best result. Thus, it can be said that we need more data with high quality and consistent annotation to help video object segmentation in the DAVIS datasets.
As aforementioned, more data with high-quality and consistent annotation will boost the performance for unsupervised video object segmentation. However, high-quality densely annotated masks in videos are costly and timeconsuming. We further investigate the effectiveness of our proposed semantically-coherent data synthesis strategy, without any extra data or with a coarse annotated image segmentation dataset. More specifically, given the foreground object to be segmented in a training sequence from the DAVIS 2016 dataset, we either paste another object with the same category as the foreground object, or another object with different category from the foreground, in this sequence. Then, deploying the above setting, we gather objects from a coarse annotated image segmentation dataset, namely, the COCO dataset [14] .
The results are shown in Table 7 . In the DAVIS 2016 dataset, the model with extra synthetic data by pasting the foreground itself improves 1.6% in J Mean compared to the one without any synthetic data. This is because it enforces the model to locate the most salient object based on motion rather than the appearance. and may prevent the deep networks from overfitting the small dataset. When the choice of pasting objects is relaxed to ones with the same category, it leads to a comparable result. After that, it causes a minor drop when pasting objects from different categories. This means more semantically-coherent synthetic data will help the model to find the most salient objects in terms of appearance and motion to be segmented.
When the model is trained with the synthetic training data from the COCO dataset, it leads to 2.1% in the J Mean and 2.2% in the F Mean improvement for the case that pasting objects in the COCO dataset are from the same category with an object in the DAVIS 2016 dataset. In addition, by pasting a COCO object whose category is different from the foreground object in the DAVIS 2016 dataset, we get a comparable J Mean and a 1.3% improvement in F Mean. It is worth noticing that the annotation quality of the COCO dataset is worst than the DAVIS 2016 dataset, while the amount of training data of the COCO dataset is much larger than the DAVIS 2016 dataset. The experimental results show the big data improves the performance on unsupervised video object segmentation. Overall, our proposed deep network can be effectively trained with the synthetic data which can be gathered from within the domain (video object segmentation dataset) or out of the domain (semantic image segmentation datasets).
5) CASCADE MODULE
As aforementioned, the CRFs-based post-processing can improve the segmentation quality while it costs much time. To further improve the region similarity denoted by J Mean as well as the boundary precision denoted by F Mean, we introduce a cascade module. After training the first-stage, we further fine-tune the second stage with sequence length T = 3, mini-batch size N = 16. The result is shown in Table 8 . Our cascade module by greedy training outperforms the one-stage model by 1.8% and the one-stage model with CRFs by 0.6% in J Mean, which shows our cascade module can replace the post-processing CRFs. We also show some visual examples of these three methods in Figure 4 . In the first example (''horsejump-high''), both cascade module and CRFs-based post-processing can remove the false positive on the background. In the second sample (''kitesurf''), the CRFs-based post-processing can not distinguish the foreground from the background with appearance information, since the CRFs only rely on the low-level information, such as color, location information. 
E. SPEED
Most of existing methods [2] , [4] , [5] , [12] require CRFsbased post-processing to achieve competitive performance while it fails to meet the real-time requirement. We compare our model with LVO [4] and PDB [11] . All timings are measured on the DAVIS 2016 validation set with the 480 × 854 input frame on the same computing platform with Xeon E5-2630 @2.2GHz (20 cores) and a single NVIDIA TITAN XP GPU. Following LVO [4] , we use LDOF [48] for the optical flow estimation, and LDOF takes about 2.4s per frame. Both LVO and PDB use CRFs-based post-processing [8] to refine boundaries, and it takes about 0.7s per frame. Both LVO and PDB can not meet the real-time requirement. In contrast, our proposed approach leverages ConvLSTMs and a cascade module to achieve a promising performance, which is more efficient than those methods. The result is shown in Table 8 . Our model can achieve 81.4% in F Mean while maintaining a speed of 26 fps on a single GPU, which validates the effectiveness and efficiency of our proposed model.
V. CONCLUSION
Most existing methods for unsupervised video object segmentation leverage optical flow for encoding temporal information and utilize CRFs for boundary refinement. Both two strategies will lead to inefficiency. In this paper, we propose a recurrent and cascade network for this task. Specifically, rather than using optical flow, our model only takes the color image as input, pass the feature maps from encoder to decoder at multiple scales. Then we model the temporal information with a series of ConvLSTMs in the decoder. Finally, a cascade module is used to refine the predictions. In this way, we can discover the salient object in terms of motion and appearance. To train our proposed deep network more effectively, we propose a semantically-coherent data synthesis strategy to augment the training sequences. Our proposed approach with more synthetic data not only get comparable performance to CRFs-based methods on the DAVIS 2016 dataset, but also meets the real-time requirement.
