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Einleitung
Das Auftreten von Festko¨rpern spielt eine kardinale Rolle bei der Prozes-
sierung der Materie im Weltall. Nicht nur die zeitliche Entwicklung von
Sternen, die Evolution der interstellaren Materie und die Ausbildung von
Planetensystemen wa¨ren undenkbar ohne das Entstehen zuna¨chst kleiner
Staubko¨rner, sondern auch die meisten chemischen Reaktionen ko¨nnten oh-
ne die durch die Cluster hergestellte, erste physikalische Oberfla¨che im Uni-
versum nicht statthaben, womit die materielle Grundlage von Leben der uns
bekannten Art nicht bestu¨nde.
Nukleation und Wachstum von Staub ist astrophysikalisch insbesondere
in den stellaren Winden von ku¨hlen Riesen und U¨berriesen anzutreffen. In
den vorliegenden Modellen fu¨r die circumstellaren Staubhu¨llen von Asymp-
totic Giant Branch–Sternen, die stellare Winde mit deren Chemie, Hydro-
dynamik, Thermodynamik und Strahlungstransport konsistent im Zusam-
menwirken mit Staubbildung zu beschreiben vermo¨gen, bleibt bislang der
Umstand weitgehend unberu¨cksichtigt, daß Sternatmospha¨ren offenkundig
turbulente physikalische Systeme sind.
Ziel der nachfolgenden Arbeit ist es daher, die Effekte von irregula¨ren
Schwankungen der Temperatur, die entscheidenden Einfluß auf die Vorga¨nge
bei Staubbildung und -wachstum / -verdampfung hat, prototypartig zu un-
tersuchen. Die fu¨r eine statistische Beschreibung der astrophysikalischen
Staubbildung unter dem Einfluß solcher Temperaturfluktuationen verfolg-
te mathematische Zugangsweise einer Formulierung der Physik in stocha-
stischen Prozessen soll dabei gleichzeitig die Verbindung leisten zwischen
der physikalischen Problemsituation, fu¨r die keine befriedigende Turbulenz-
theorie vorliegt, und den in der Mathematik vorhandenen leistungsfa¨higen
stochastischen Methoden. Mit der Allgemeinheit des verwendeten Instru-
mentariums ergeben sich daher Hinweise fu¨r das Vorgehen einer zuku¨nfti-
gen Einbeziehung auch anderer physikalischer bzw. chemischer Gro¨ßen in
die Turbulenzuntersuchungen sowie auf Vera¨nderungsmo¨glichkeiten in der
Statistik der Fluktuation.
Die auf dieser Grundlage entwickelte Modellbildung fu¨hrt zu einem An-
fangs- / Randwertproblem mit einem System von partiellen Differentialglei-
chungen vom Fokker-Planck-Typ, das unter Vorgabe eines geeigneten, stella-
ren Windmodells und bei Variation der die stochastische Fluktuation kenn-
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zeichnenden Gro¨ßen einer numerischen Behandlung zugefu¨hrt wird.
Die erzielten Ergebnisse werden zeigen, daß Temperaturfluktuationen
einen erheblichen Einfluß auf die Nukleation und den weiteren Verlauf der
Staubbildung ausu¨ben. Insbesondere setzt, bei geeigneten Turbulenzbedin-
gungen, die Staubbildung deutlich fru¨her im stellaren Wind ein, und auch
der Bereich innerhalb der Sternatmospha¨re, der fu¨r effektive Staubbildung
relevant ist, zeigt sich bei gleichzeitig sehr charakteristischem Verlauf der
Erwartungswerte der die Staubbildung beschreibenden Momente gegenu¨ber
der bekannten deterministischen Berechnung erheblich verbreitert. In diesem
Sinne ko¨nnen Temperaturfluktuationen als ein die Ausbildung von Staub-
partikeln befo¨rdernder physikalischer Einfluß gewertet werden (– zu den de-
taillierten Ergebnissen s. Kapitel 6).
Mein nachdru¨cklicher Dank gilt dem Betreuer des Projektes und ersten Be-
richter der Dissertationsschrift, Prof. Dr. E. Sedlmayr, der mit seinen wert-
vollen und maßgeblichen Hinweisen sowie seiner umfassenden Unterstu¨tzung
meiner Bemu¨hungen das Entstehen der vorliegenden Arbeit entscheidend
befo¨rdert hat.
Ferner danke ich allen Personen, die beim Entstehen dieser Arbeit mitge-
holfen haben, insbesondere den Mitarbeiterinnen und Mitarbeiten des Insti-
tuts fu¨r Astronomie und Astrophysik der Technischen Universita¨t Berlin, wo
ich in mehrfachen Seminar- und Colloquiumsvortra¨gen meine Untersuchun-
gen zur Diskussion stellen konnte. Namentlich haben sich Arbeitsgespra¨che
mit Dr. J. M. Winters dankenswert als ebenso fo¨rderlich erwiesen, wie der
aufopferungsvolle und ermunternde Einsatz des von mir mitangeleiteten Di-
plomanden Frank Mu¨ller im Zusammenhang mit der rechnergestu¨tzten Um-
setzung des Problems.1 Dr. habil. J.–P. Kaufmann gilt mein Dank fu¨r die
U¨bernahme der Zweitberichterstattung, Prof. Dr. W. Muschik fu¨r den Vor-
sitz des Promotionsausschusses.
Die Niederschrift der vorliegenden Arbeit erfolgte mit LATEX 2εbzw. dessen
Macintosh-Implementierung OzTEX .
1Siehe auch S. 53 Anm. 6, S. 55 Anm. 1 und S. 68 Anm. 4.
Kapitel 1
Staubbildung und
Temperaturfluktuationen
Ku¨hle, kohlenstoffreiche stellare Winde, wie sie bei Roten Riesen und U¨ber-
riesen auftreten, stellen den Grundtypus der astrophysikalischen Systeme
unserer nachfolgenden Untersuchungen dar. Sterne dieser Art im spa¨ten
Stadium der Sternentwicklung, nach ihrer (rechten / oberen) Lage im Hertz-
sprung-Russel-Diagramm AGB-Sterne (‘asymptotic giant branch objects’)
genannt, besitzen insbesondere aufgrund ihrer ausgedehnten, ku¨hlen Hu¨llen
sowie ihrer hohen Massenverlustrate geeignete Voraussetzungen fu¨r die ef-
fektive Bildung von Staub, der in Form von ausgedehnten circumstellaren
Hu¨llen zu beobachten ist.
Avancierte Modelle liegen vor zum Zusammenwirken von Staubbildung,
Chemie, Hydrodynamik, Thermodynamik und Strahlungstransport, die den
stellaren Wind als staubbildendes System konsistent und quantitativ zu be-
schreiben vermo¨gen.1 Gleichwohl bleibt dabei die Frage nach dem Effekt
offen, den der offenkundig turbulente Charakter einer Sternatmospha¨re auf
den Vorgang der Ausbildung einer Staubhu¨lle bei diesen Objekten hat. Be-
obachtungsbefunde wie die ersichtlich wolkenartig ‘klumpige’ Struktur der
Staubverteilung in der Hu¨lle des Kohlenstoffsternes IRC +10 216 lassen eine
dramatische Beeinflussung durch Turbulenzeffekte vermuten.2
Fu¨r den Beitrag zur Untersuchung dieses Problems ist es in der vorlie-
genden Arbeit angezeigt und ausreichend, einen vergleichsweise einfachen
Prototyp sowohl des stellaren Windes als auch des Prozesses von Staubbil-
dung und -wachstum zugrundezulegen, um hieran typische Turbulenzeffekte
deutlich machen zu ko¨nnen bei der systematischen Einbeziehung von Fluk-
tuationen der Temperatur, von welcher die chemische Bildung von Kohlen-
stoffclustern sowie die sich anschließenden Wachstums- und Vernichtungs-
1S. [Sedlmayr, Winters 97] und [Sedlmayr, Dominik 95] mit jeweils den dortigen Refe-
renzen.
2S. [Weigelt et al. 98].
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prozesse empfindlich abha¨ngen.
In einem ersten Schritt (Abschnitt 1.1) ist daher kurz auf ein Gleichungs-
system einzugehen, daß in hinreichender Na¨herung Bildung und Wachstum
von Staub bei nicht-stochastischen Temperatursituationen beschreibt. So-
dann sind in Abschnitt 1.2 Bemerkungen zu einfachen Formen von Windmo-
dellen, die in unserer Modellrechnung herangezogen werden, anzuschließen,
um schließlich in Abschnitt 1.3 das Auftreten von Temperaturfluktuationen
zu diskutieren.
1.1 Staubbildung und -wachstum in ku¨hlen Stern-
atmospha¨ren
Beginnend mit [Gail et al. 84] sowie insbesondere [Gail, Sedlmayr 88] liegt
durch Gail und Sedlmayr (et al.) ein entwickeltes physikalisches Modell zu
Bildung und Wachstum von Staub in stellaren Winden vor.3 Das Vorhan-
densein von Staubko¨rnen, z. B. Kohlenstoffclustern, im stellaren Wind kann
beschrieben werden durch eine Verteilungsfunktion f(N, t) , welche die An-
zahldichte von Ko¨rnern der Gro¨ße N zur Zeit t angibt. Es wird definiert
(mit d als der geometrischen Dimension der Teilchen)
Kj(t) :=
Nmax∑
N=Nl
N j/d f(N, t) (j = 0, 1, 2, . . . ) .
Dabei ist Nl die untere Grenze, ab der man die Staubko¨rner als makro-
skopische Teilchen betrachten kann (also etwa Nl ≈ 1000 ).
Es ergeben sich fu¨r diese Momente folgende physikalische Interpretatio-
nen:
K0 Teilchenzahldichte der Staubko¨rner,
r0
K1
K0
mittlerer Kornradius (mit hypothetischem Monomerradius r0 ),
4pir20
K2
K0
mittlere Oberfla¨che,
K3 Anzahldichte der zu Ko¨rnern kondensierten Materie,
K3
K0
mittlere Teilchengro¨ße der Ko¨rner (d = 3) .
3Fu¨r einen U¨berblick s. hierzu z. B. die Darstellungen [Sedlmayr, Winters 97] und
[Gail, Sedlmayr 87].
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Staubbildung und Wachstum der Cluster zu berechnen, besteht nunmehr
im Kern darin, folgendes System von Momentengleichungen zu lo¨sen:
dK0
dt
= JNl
dKj
dt
=
j
d
1
τgr
Kj−1 +N
j/d
l JNl fu¨r j = 1, 2, 3 .
4 (1.1)
Dabei ist τgr als Zeitskala der Reaktionskinetik die charakteristische Zeit
fu¨r das Anwachsen eines Staubteilchens zu einer spezifischen Gro¨ße, in-
sofern im ‘Clustergro¨ßenraum’ die Zahl der Monomere, die pro Sekunde,
Staubteilchen und Monomeroberfla¨che auf dem Staubteilchen aufwachsen,
durch τgr−1 gegeben wird. JNl beschreibt als Nukleationsrate die Bildung
von Staubko¨rnern der Grenzgro¨ße makroskopischer Partikel pro Volumen-
und Zeiteinheit. Beide Gro¨ßen, τgr und JNl , sind Resultate von Theorien der
Staubnukleation.5 Zu betonen ist ihre kardinale Abha¨ngigkeit von der Tem-
peratur, so daß bei beiden Gro¨ßen Effekte durch Temperaturfluktuationen
zu erwarten sind.
Vereinfachend setzen wir im Prototypmodell eine Situation thermodyna-
mischen Gleichgewichtes voraus, bei der nicht unterschieden wird zwischen
der Temperatur der Staubko¨rner und der des umgebenden Gases.
Ferner gehen wir vereinfachend von einer stationa¨ren Nukleationsrate
aus und schreiben fu¨r diese J? .6
Im Sinne unserer Prototyp-Untersuchung ist nachfolgende Approximati-
on von (1.1) ausreichend:7
dK0
dt
= J?
dKj
dt
=
j
d
1
τgr
Kj−1 fu¨r j = 1, 2, 3 . (1.2)
Die Momentengleichungen sind zu erga¨nzen durch eine die Chemie des
Modells mit dem Verbrauch des staubbildenden Ausgangsmaterials koppeln-
de Gleichung; fu¨r die Bestimmung des Verbrauchs kann offensichtlich K3
herangezogen werden. Beispielsweise gilt im einfachsten Falle einer homo-
molekularen, homogenen Kohlenstoffkondensation
dn<C>
dt
= − dK3
dt
,
4S. [Gail, Sedlmayr 88] Gleichungen (32) und (73).
5S. insbesondere [Gail, Sedlmayr 88] und den U¨berblick in [Sedlmayr, Winters 97] 3.2 .
6Insbesondere die Zeitskalenvergleiche in [Gail, Sedlmayr 88] und [Gauger et al. 90] er-
geben, daß die Bildung der kritischen Cluster (Nl) und mithin die Berechnung der Nu-
kleationsrate als stationa¨res Problem behandelt werden ko¨nnen.
7Beispielsweise betonen [Sedlmayr, Winters 97] 3.2 und [Gail, Sedlmayr 88] 5.3 die da-
mit erhaltene gute Approximation fu¨r die meisten astrophysikalischen Situationen.
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mit Anzahldichte n<C> des Kohlenstoffs.8
Mit [Gauger et al. 90] liegt ferner eine Untersuchung vor, die neben der
Bildung und dem Wachstum von Staub auch die Vernichtung von Staub
durch Verdampfung beru¨cksichtigt. Dies fu¨hrt in (1.1) bzw. (in der hier ge-
gebenen Vereinfachung) (1.2) entsprechend zu einer die Staubentwicklung
beschreibenden Rate J , die sich ergibt aus der Bildungsrate (pro Zeiteinheit
und Volumen) von makroskopischen Teilchenclustern und der Rate fu¨r die
Zersto¨rung makroskopischer Staubteilchen, sowie zu einer Zeitskala 1/τ , die
als Differenz zwischen Wachstums- und Verdampfungszeitskala eine Netto-
rate fu¨r Teilchenwachstum und -verdampfung darstellt.9
In dem von uns untersuchten Fall wird die Bildung von reinen Kohlen-
stoffclustern im stellaren Wind betrachtet, fu¨r den Elementu¨berha¨ufigkeiten
von Kohlenstoff zu Sauerstoff im Bereich εC : εO = 1,5 . . . 10 angenommen
werden ko¨nnen. Nach [Gail, Sedlmayr 88] figuriert (bei nicht zu geringen
Teilchenzahlen) als wichtigster Wachstumsprozeß fu¨r Graphit-Staub hete-
romolekulares Wachstum in Form von chemischen Reaktionen10 zwischen
Kohlenstoffclustern und auftreffenden Moleku¨len aus der Gasphase der Art
CN−i + CjAkBl · · · → CN + Cj−iAkBl · · · .
Die Klasse dieser Reaktionen wird ihrerseits dominiert von der Reaktion
reiner Kohlenstoffcluster mit Acetylen,
CN−2 + C2H2 → CN + H2 ,
sowie nachfolgend von der Reaktion
CN−2 + C2H→ CN + H .
Ferner sei das Momentengleichungssystem fu¨r spa¨tere Zwecke in Matrix-
form
d
dt
K = AK + b
dargestellt, a¨quivalent (bei d = 3 ) fu¨r:
d
dt

K0
K1
K2
K3
 =

0 0 0 0
1
3 τ
−1 0 0 0
0 23 τ
−1 0 0
0 0 τ−1 0


K0
K1
K2
K3
+

J?
0
0
0
 . (1.3)
8Vgl. allgemeiner [Gail et al. 84].
9Fu¨r die Details s. [Gauger et al. 90], insb. Kap. 2 .
10Hinsichtlich unserer ‘Wahl’ der Temperatur als vorrangig zu behandelnder Gro¨ße bei
der Untersuchung von Turbulenzeffekten gilt es zu betonen, daß der Verlauf chemischer
Reaktionen sensibel von der Temperatur abha¨ngt, wie es etwa im Arrhenius-Gesetz fu¨r
Reaktionsgeschwindigkeiten exponentiell zum Ausdruck kommt.
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1.2 Deterministisches Windmodell
Die Methodik des weiteren Vorgehens wird sein, Fluktuationseffekte der
Temperatur im stellaren Wind ausgehend von einer deterministisch beschrie-
benen Situation statistisch in die Betrachtungen einzubeziehen. Da das Mo-
dell – vereinfachend – mithin (a) nicht eine etwa aus einer Physik der Turbu-
lenz errechnete Sternatmospha¨re zugrundelegt11 und (b) entsprechend auch
keine Ru¨ckwirkung von Staubbildung auf die Turbulenz des Windes, folglich
auch nicht (vollsta¨ndig) auf den Antriebsmechanismus des Windes selbstkon-
sistent beru¨cksichtigen kann (vgl. u. Abschnitt 1.3), ist ein geeignetes Stern-
bzw. Windmodell vorzugeben. Da es auf eine Auswertung der charakteristi-
schen Effekte der Temperaturfluktuationen im Unterschied zu einem deter-
ministisch gerechneten Modell ankommt, kann das Windmodell als Prototyp
vergleichsweise einfach gehalten werden.
Es gilt, in einer astrophysikalisch sinnvollen Wahl einen geeigneten Stern
zu spezifizieren durch Vorgabe von Masse Ms , Massenverlustrate M˙ , Radius
Rs , Effektivtemperatur Teff (bzw. Leuchtkraft Ls = 4piR2sσT
4
eff).
Bei gleichzeitiger Vorgabe eines Geschwindigkeitsprofils, z. B. radial v(r)
bei spha¨risch symmetrischer Atmospha¨re, sind u¨bliche Beispiele fu¨r (de-
terministisch konzipierte) Modellannahmen der Verha¨ltnisse im stellaren
Wind:12
ρ(r) =
M˙
4pir2v
,
T¯ (r) = Ts
(
Rs
r
)α
, (1.4)
mit einer vorgegebenen Oberfla¨chentemperatur Ts des Sterns. Der Druck
ergibt sich dabei etwa aus dem idealen Gasgesetz.
1.3 Auftreten von Temperaturfluktuationen
Annahmen wie (1.4) u¨ber einen deterministischen Temperaturverlauf beru¨ck-
sichtigen nicht, daß Sternatmospha¨ren offenkundig physikalische Systeme
sind, in denen das raum-zeitliche Temperaturfeld fluktuierenden Charakter
hat, d. h. irregula¨ren Schwankungen unterliegt:
11Eine solche Mo¨glichkeit liegt in der hier beno¨tigten Spezifikation in der Tat derzeit
nicht vor.
12Vgl. etwa [Gail et al. 84]. Im angegebenen Beispiel sind offensichtlich z. B. auch kei-
ne Aspekte des Strahlungstransportes oder einer Geschwindigkeitsstratifikation nach un-
terschiedlichen Staubteilchengro¨ßen einbezogen; dies wird im Sinne der Zielsetzung der
vorliegenden Arbeit auch bei den nachfolgenden Untersuchungen keine Beru¨cksichtigung
finden. Gleichwohl gibt es keine grundsa¨tzlichen methodischen Unterschiede bei der un-
serem Vorgehen entsprechenden Einarbeitung von Fluktuationseffekten in avanciertere
Windmodelle.
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Schallwellen – Die a¨ußeren Schichten von Sternen sind Zonen, in de-
nen turbulente hydrodynamische Vorga¨nge stattfinden. Aufsteigende Tur-
bulenzelemente (‘Materieballen’) aus tieferen Konvektionsschichten, wie sie
bei Riesen und U¨berriesen als ausgedehnte Wasserstoff- und Heliumkonvek-
tionszonen auftreten, stoßen an die Photospha¨re. Solche Turbulenzen sind
fu¨r Schallanregung verantwortlich zu machen,13 so daß man mit den durch
die Photospha¨re laufenden Schallwellen auch in den a¨ußeren Schichten der
Atmospha¨re von einem akustischen Rauschen auszugehen hat, das mit den
sich solchermaßen zufa¨llig u¨berlagernden Druckschwankungen auch zu Tem-
peraturfluktuationen am Ort der Staubentstehung und des Staubwachstums
im stellaren Wind fu¨hrt.
Magnetohydrodynamische Wellen – Das System magnetohydrodynami-
scher Gleichungen fu¨r eine Sternatmospha¨re als kompressibles Plasma liefert
fu¨r die Ausbreitung kleiner Sto¨rungen, z. B. von Magnetfeldschwankungen,
u. a. magnetohydrodynamische Kompressionswellen als Lo¨sung,14 so daß das
solchermaßen hervorgerufene Schallwellenfeld fu¨r Temperaturschwankungen
sorgt, die im nachfolgenden Ansatz miterfaßt sind, obwohl keine explizite
Einbeziehung der Wirkung von Magnetfeldern in Staubentstehungsrechnun-
gen erfolgt.
Stoßwellen – Verdichtungssto¨ße durch Pulsationen von Sternen, das Auf-
steilen von Schallwellen wie auch der U¨bergang magnetohydrodynamischer
Kompressionswellen zu (magnetoakustischen) Stoßwellen fu¨hren in den ho¨-
heren, du¨nneren Atmospha¨renschichten zu Stoßwellen, als fortschreitende
Sprungstellen in Dichte und Druck, und damit u¨ber rasche Druckschwan-
kungen zu stochastischen Fluktuationen der Temperatur.15
Ein solchermaßen vorliegendes Pha¨nomen der Turbulenz von Feldgro¨ßen
im stellaren Wind als Folge der Gesamtheit aller statistischen Einflu¨sse, wie
das sich zufa¨llig u¨berlagernde Schall- und Stoßwellenfeld, erfordert offen-
sichtlich einen Ansatz, der Fluktuationen genuin beru¨cksichtigt. Im Sinne
des in der vorliegenden Arbeit zu entwickelnden Prototyps einer Einbezie-
hung solcher Einflu¨sse auf Staubbildung in ku¨hlen stellaren Winden wird die
Untersuchung entlang der fu¨r den Prozeß der Kohlenstoffnukleation und des
Aufwachsens und Verdampfens weiteren Materials auf die Ko¨rner wichtig-
sten physikalischen Gro¨ße durchgefu¨hrt, der Temperatur. Der zu entwickeln-
de Ansatz wird dabei (bis in die Programmierung des Problems hinein) ei-
ne Kla¨rung leisten, wie in analoger Vorgehensweise zusa¨tzlich in an dieses
Projekt anschließbaren Schritten ein fluktuierender Dichteparameter einzu-
beziehen ist und in der zugrundeliegenden – ebenfalls auf einem System
von gewo¨hnlichen Differentialgleichungen 1. Ordnung beruhenden – Chemie
Fluktuationen zu behandeln sind.
13Vgl. [Landau, Lifschitz 91a] § 75.
14S. [Kippenhahn et al. 75] Kap. IV und [Landau, Lifschitz 91b] §§ 69 ff.
15S. [Landau, Lifschitz 91a] Kap. IX und [Landau, Lifschitz 91b] §§ 72 f.
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Aufgrund des Fehlens einer befriedigenden Turbulenztheorie fu¨r Stern-
atmospha¨ren sowie aufgrund des Mangels von auf Beobachtungsmaterial
gestu¨tztem quantitativen Wissen u¨ber solche Fluktuationen wird das Pro-
blem im nachfolgenden Ansatz einer stochastischen Beschreibung zugefu¨hrt,
die in ihrem statistischen Vorgehen nicht auf die physikalischen Ursachen
der Fluktuationen eingeht. Mithin ist das im Folgenden entwickelte Mo-
dell insbesondere insofern nicht ‘selbst-konsistent’, als keine systematische
Wechselwirkung zwischen der Staubentstehung und den physikalischen Me-
chanismen der Turbulenz des stellaren Windes entwickelt wird.16
16Die so gefaßte Situation zeigt eine Verwandtschaft zur physikalischen Ausgangslage bei
dem Problem der Linienbildung in turbulenten Geschwindigkeitsfeldern. Als Forschungs-
beitra¨ge, die insbesondere in ihrer physikalischen Problemkonstituierung als hilfreich und
richtungsweisend fu¨r den hier vorgestellten Ansatz anzusprechen sind, sind aus diesem
Bereich zu nennen: [Gail et al. 74], [Gail, Sedlmayr 74] und [Gail et al. 80].
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Kapitel 2
Staubbildung als
stochastischer Prozeß
Unser Vorgehen, die Temperaturfluktuationen im stellaren Wind einer sta-
tistischen Beschreibung zuzufu¨hren, bedeutet in der theoretischen Formu-
lierung im Kern, Staubbildung unter Temperaturturbulenzen als stochasti-
schen Prozeß zu begreifen. Das nachfolgende Kapitel hat daher die Zielset-
zung, die probabilistische Modellierung des Problemzuganges zu leisten.
Fu¨r den in unserer physikalischen Problemlage anzusetzenden stochasti-
schen Prozeß kann begru¨ndet die Markov-Eigenschaft angenommen werden
(Abschnitt 2.2). Diese ero¨ffnet den Weg, fu¨r die Ein-Punkt-Wahrscheinlich-
keitsdichte des Prozesses eine Fokker-Planck-Gleichung aufzustellen (Ab-
schnitt 2.3). Als Vorbemerkung stellt Abschnitt 2.1 die notwendigen mathe-
matischen Grundlagen bereit.1
2.1 Mathematische Grundlagen
Nachfolgend wird in drei kurzen Schritten das fu¨r unseren Ansatz wesentli-
che mathematische Instrumentarium bereitgestellt: Zuna¨chst ist der Begriff
des stochastischen Prozesses darzulegen, mithilfe dessen Temperatur- und
Staubbildungsverlauf probabilistisch formuliert werden (s. Abschnitt 2.2);
sodann gibt der Fundamentalsatz von Kolmogorov (2.5) die Mo¨glichkeit
frei, stochastische Prozesse aus vorgegebenen, sog. endlich-dimensionalen
Verteilungen zu konstruieren; schließlich wird das Konzept bedingter Wahr-
scheinlichkeiten skizziert, das fu¨r die physikalisch wichtige Gro¨ße der ‘U¨ber-
gangswahrscheinlichkeit’ tragend ist.
1Wichtige mathematische Begriffe, im Text mit dem Symbol * bei der erstmaligen
Verwendung gekennzeichnet, werden in der Reihenfolge ihres Auftretens in Anhang A
erla¨utert. S. ferner [Dirks 93].
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Durch Transport eines W-Maßes* P von einem W-Raum* (Ω,A, P ) in
ihren Zustandsraum (Rn,Bn) induziert eine Zufallsgro¨ße* X auf dem Bild-
Meßraum* ein Wahrscheinlichkeitsmaß PX , das die stochastisch relevanten
Informationen u¨ber X entha¨lt:
PX(B) := P
(
X−1(B)
)
= P ({ω ∈ Ω |X(ω) ∈ B}) fu¨r alle B ∈ Bn.
PX heißt Verteilung der Zufallsgro¨ße X; die Verteilungsfunktion ist gegeben
durch die Abbildung FP : Rn → [0,1] mit
x = (x1, . . . , xn) 7→ FP (x) := P (X ≤ x) :=
P ({ω ∈ Ω |X1(ω) ≤ x1, . . . , Xn(ω) ≤ xn}) .
Im spa¨teren physikalischen Modell werden die Zufallsgro¨ßen als abso-
lut stetig* vorausgesetzt werden ko¨nnen, so daß eine Dichte* f : Rn → R+0
existiert mit2
∫
· · ·
∫
f(y1, . . . , yn) dy1 · · · dyn = 1 und
F (x1, . . . , xn) =
xn∫
−∞
· · ·
x1∫
−∞
f(y1, . . . , yn) dy1 · · · dyn .
Fu¨r die Zufallsgro¨ße X ist mithin die gemeinsame Wahrscheinlichkeit
dafu¨r, daß X1 einen Wert in [x1,x1+∆x1] und X2 einen Wert in [x2,x2+∆x2]
usw. annehmen, fu¨r hinreichend kleine ∆xi gegeben durch
f(x1, . . . , xn)∆x1 · · ·∆xn .
Von besonderem physikalischen Interesse sind stets die Momente* von
Zufallsgro¨ßen; dabei bezeichne E(X) den Erwartungswert*, Var(X) die Vari-
anz*, Cov(X,Y ) die Covarianzmatrix* und E(Xk11 · · ·Xknn ) das (k1, . . . , kn)-
te gemischte Moment* der Ordnung k1 + · · ·+ kn. Fu¨r den Erwartungswert
einer n-dimensionalen, absolut stetigen Zufallsgro¨ße X mit Dichte f ergibt
2Verwendet ist hierbei die u¨bliche Schreibweise fu¨r Lebesgue-Integrale.
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sich
E(X) =
∫
Rn
xf(x) dx =

∫
Rn
x1f(x1, . . . , xn) dx1 · · · dxn
...∫
Rn
xnf(x1, . . . , xn) dx1 · · · dxn

=

∫
R
x1f1(x1) dx1
...∫
R
xnfn(xn) dxn

, (2.1)
mit fi Dichte von Xi.
Jedes System von Teilmengen einer Menge Ω erzeugt eine kleinste dieses
System enthaltende σ-Algebra auf Ω.3 Als A(Xi ; i ∈ I) sei die von einer Fa-
milie (Xi)i∈I von Zufallsgro¨ßen mit Zustandsra¨umen (Ωi,Ai)i∈I auf einem
W-Raum (Ω,A, P ) durch ⋃i∈I X−1i (Ai) erzeugte σ-Algebra bezeichnet. Fu¨r
endlich viele meßbare Ra¨ume (Ωi,Ai) (i = 1, . . . , n) erzeugen die Projekti-
onsabbildungen
pi : Ω→ Ωi , ω = (ω1, . . . , ωn) 7→ pi(ω) := ωi ,
mit Ω :=
∏n
i=1 Ωi = Ω1 × · · · × Ωn , eine σ-Algebra, die als das Produkt⊗n
i=1Ai der σ-Algebren A1, . . . ,An bezeichnet wird.
⊗n
i=1Ai wird dabei
erzeugt von den Zylindermengen, d. h. von der Gesamtheit aller Mengen der
Form A1 × · · · ×An mit Ai ∈ Ai.4
Fu¨r beliebige Indexmengen I ist Ωi :=
∏
i∈I Ωi die Menge aller Abbil-
dungen
ω : I →
⋃
i∈I
Ωi mit ω(i) ∈ Ωi (i ∈ I) .
Die von den Projektionsabbildungen pi erzeugte σ-Algebra wird als Pro-
dukt
⊗
i∈I Ai der Familie (Ai)i∈I von σ-Algebren bezeichnet. Es sei H(I)
das System aller nichtleeren endlichen Teilmengen von I; dann ist⊗
i∈I
Ai = A(pJ ;J ∈ H(I)) , (2.2)
3[Bauer 92] Folgerung aus Satz 1.2 .
4[Bauer 92] Satz 22.1 .
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wobei die erzeugenden pJ die Restriktionen pJ : ΩI → ΩJ bezeichnen.5 Auch
hier wird die σ-Algebra (2.2) vom System Z aller Zylindermengen
Z =
⋃
J∈H
ZJ mit ZJ := p−1J (AJ)
erzeugt, wobei AJ die von den Mengen
∏
i∈J Ai mit Ai ∈ Ai (i ∈ J) erzeugte
σ-Algebra ist. Die erzeugenden Zylinder A sind dabei darstellbar in der Form
A =
∏
i∈I
Ai , wobei Ai ∈ Ai (i ∈ I) mit Ai 6= Ωi nur endlich oft, (2.3)
d. h. als Menge von Abbildungen ω : I → ⋃i∈I Ai mit ω(k) ∈ Ak (k = 1, . . . ,
n), falls A1, . . . , An diese einschra¨nkenden Mengen bezeichnen.
Definition 2.1 1. Seien Xi : (Ω,A, P ) → (Ωi,Ai), i = 1, . . . , n , Zu-
fallsgro¨ßen. Dann heißt die Verteilung der Zufallsgro¨ße X := (X1, . . . ,
Xn) : Ω→ Ω1× · · · ×Ωn auf dem meßbaren Raum (
∏n
i=1 Ωi,
⊗n
i=1Ai)
gemeinsame Verteilung der Xi.
2. Seien Xi : (Ω,A, P )→ (Ωi,Ai), i ∈ I (beliebige Indexmenge), Zufalls-
gro¨ßen. Die gemeinsame Verteilung der Familie (Xi)i∈I wird definiert
als die Verteilung der Zufallsgro¨ße X auf
(∏
i∈I Ωi,
⊗
i∈I Ai
)
, mit
X :=
⊗
i∈I
Xi : Ω →
∏
i∈I
Ωi ,
ω 7→ X(ω) :=
{
I →
⋃
i∈I
Ωi, i 7→ Xi(ω)
}
.
Definition 2.2 Auf einem W-Raum (Ω,A, P ) heißt eine Familie (Xt)t∈I
von Zufallsvariablen mit Werten in einem gemeinsamen meßbaren Raum
(E,A′) stochastischer Prozeß mit Indexmenge I und Zustandsraum (E,A′).
Fu¨r jedes ω ∈ Ω heißt die Abbildung X(·)(ω) : I → E, t 7→ Xt(ω) Realisie-
rung bzw. Trajektorie bzw. Pfad des stochastischen Prozesses.
Definition 2.3 Sei (Ω,A, P, (Xt)t∈I) ein stochastischer Prozeß mit Zu-
standsraum (E,A′). Dann heißt das System der gemeinsamen Verteilungen
(EJ ,A′J , PJ)J∈H :=
(∏
t∈J
Et,
⊗
t∈J
A′t, PJ
)
J∈H(I)
,
mit Et = E und A′t = A′ f. a. t ∈ J , die Familie der endlich-dimensionalen
Verteilungen des Prozesses.
5S. hierzu und im folgenden [Bauer 92] § 9 .
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Fu¨r den stochastischen Prozeß (Xt)t∈I ist mithin eine Hierarchie endlich-
dimensionaler Verteilungen gegeben:
{Pm(A1 × · · · ×Am) = P (Xt1 ∈ A1, . . . , Xtm ∈ Am)}
fu¨r jedes m ∈ N, alle {t1, . . . , tm} ⊂ I und alle Ai ∈ A′ (i = 1, . . . ,m); bzw.
bei Existenz von Dichten in der Form:
{pm(t1,x1; . . . ; tm,xm)}
fu¨r jedes m ∈ N, alle {t1, . . . , tm} ⊂ I und alle x1, . . . ,xm ∈ Rn.
pm(t1,x1; . . . ; tm,xm)∆x1 · · ·∆xm ist fu¨r hinreichend kleine ∆xi zu in-
terpretieren als die gemeinsame Wahrscheinlichkeit dafu¨r, daßX1 einen Wert
in [x1,x1 + ∆x1] und X2 einen Wert in [x2,x2 + ∆x2] usw. annehmen.
Definition 2.4 Ein stochastischer Prozeß (Ω,A, P, (Xt)t∈I) mit I = [t0,∞)
heißt stationa¨r, wenn seine endlich-dimensionalen Verteilungen invariant
gegenu¨ber Zeitverschiebungen sind, d. h. wenn fu¨r je endlich viele Zeitpunkte
t1 < · · · < tn und jedes t ≥ 0 gilt:
Ft1,... ,tn(x1, . . . ,xn) = Ft1+t,... ,tn+t(x1, . . . ,xn) .
Offensichtlich sind bei einem stationa¨ren Prozeß im Falle von deren Exi-
stenz die Erwartungswertfunktion E(t) := E(X(t)) konstant und die Cova-
rianzfunktion Cov(s,t) := Cov(X(s),X(t)) nur von der Zeitdifferenz t − s
abha¨ngig.
Fu¨r das System der endlich-dimensionalen Verteilungen (PJ)J∈H(I) ei-
nes Prozesses gilt offensichtlich: Sind J und H nichtleere Teilmengen von
I mit J ⊂ H und pHJ : EH → EJ die restringierende Projektionsabbil-
dung von (EH ,A′H) auf (EJ ,A′J), so gilt wegen XJ = pHJ ◦ XH , wobei
XJ :=
⊗
t∈J Xt (J ⊂ I):
PJ = pHJ (PH) . (2.4)
Diese Projektivita¨t der Familie der endlich-dimensionalen Verteilungen
kann u¨berfu¨hrt werden in die Angabe der beiden folgenden Konsistenz -Be-
dingungen:
• Symmetrie:
Pt1,... ,tm(A1 × · · · ×Am) = Ptk1 ,... ,tkm (Ak1 × · · · ×Akm) (2.5)
fu¨r jede Permutation (k1, . . . , km) von (1, . . . ,m), jedes m ∈ N, alle
{t1, . . . , tm} ⊂ I und alle Ai ∈ A′ (i = 1, . . . ,m).
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• Vertra¨glichkeit :
Pt1,... ,tm(A1 × · · · ×Am) = Pt1,... ,tm,tm+1,... ,tm+m˜(A1 × · · · ×Am ×
×E × · · · × E︸ ︷︷ ︸
m˜ Faktoren
) (2.6)
fu¨r jedes m, m˜ ∈ N, alle {t1, . . . , tm+m˜} ⊂ I und alle Ai ∈ A′ (i = 1,
. . . ,m).6
Wesentlich fu¨r den weiteren Verlauf unserer physikalischen Problemmo-
dellierung ist, daß in Umkehrung obiger Situation aus der Vorgabe einer
beliebigen Familie projektiver Maße (2.4) u¨ber einem Meßraum ein stocha-
stischer Prozeß mit diesen endlich-dimensionalen Verteilungen auf einem
geeigneten W-Raum konstruiert werden kann:
Satz 2.5 (Fundamentalsatz von Kolmogorov) Sei I eine nichtleere
Menge und (PJ)J∈H(I) eine Familie von W-Maßen auf (Rn,Bn), welche die
Konsistenzbedingungen (2.5)–(2.6) erfu¨llt. Dann existiert genau ein W-Maß
PI auf
(
(Rn)I ,(Bn)I) mit pJ(PI) = PJ fu¨r alle J ∈ H(I). Ferner existiert
ein W-Raum (Ω,A, P ) und darauf ein stochastischer Prozeß (Xt)t∈I mit
Zustandsraum (Rn,Bn) derart, daß (PJ)J∈H(I) die Familie seiner endlich-
dimensionalen Verteilungen ist.7
Zur Familie (PJ)J∈H(I) kann als zugeho¨riger, bis auf stochastische A¨qui-
valenz* eindeutiger kanonischer Prozeß stets gewa¨hlt werden:
(Ω,A, P, (Xt)t∈I) =
(
(Rn)I , (Bn)I , PI , (ω(t))t∈I
)
; (2.7)
dabei sind: Xt(ω) := p{t}(ω) = ω(t) fu¨r alle t ∈ I und ω ∈ Ω, d. h. die Reali-
sierungen fallen mit den Elementarereignissen zusammen; (Rn)I die Menge
der Rn-wertigen Funktionen ω(·) auf I; (Bn)I die von den Zylindermengen
erzeugte Produkt-σ-Algebra; PI der sog. projektive Limes der Verteilungen
PI(A) := PI ({ω ∈ Ω |ω(t1) ∈ B1, . . . , ω(tm) ∈ Bm})
:= Pt1,... ,tm(B1 × · · · ×Bm) ,
6Entsprechend gilt neben der Symmetriebedingung fu¨r Wahrscheinlichkeitsdichten:∫
pm(. . . ; ti−1,xi−1; ti,xi; ti+1,xi+1; . . . ) dxi = pm−1(. . . ; ti−1,xi−1; ti+1,xi+1; . . . ) .
7Fu¨r den Beweis und die nachfolgenden Bemerkungen s. [Bauer 91] § 35 . Allgemein
gilt der Satz fu¨r Produkte polnischer Ra¨ume E, d. h. topologischer Ra¨ume mit (die Topo-
logie definierender) vollsta¨ndiger Metrik und abza¨hlbarer Basis; in unserem Zusammen-
hang wird lediglich die spezielle Situation E = Rn mit der σ-Algebra seiner Borelmengen
beno¨tigt.
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wobei A die Zylindermenge mit den einschra¨nkenden Mengen B1, . . . , Bm
im Sinne von (2.3) ist. Nach dem Eindeutigkeits- und Fortsetzungssatz fu¨r
Maße8 la¨ßt sich P dann eindeutig fortsetzen auf ganz A.
Auf dem W-Raum (Ω,A, P ) ist fu¨r unsere physikalischen Anforderungen
das Konzept der elementaren bedingten Wahrscheinlichkeit P (A |B) eines
Ereignisses A ∈ A unter der Bedingung B ∈ A,
P (A |B) = P (A ∪B)
P (B)
, mit P (B) > 0 ,
insbesondere fu¨r eine Familie von Bedingungen zu erweitern, von denen jede
einzelne den Wert 0 haben kann. Sind X ∈ L1(Ω,A, P ) eine Rn-wertige Zu-
fallsgro¨ße, d. h. E(|X|) < ∞, und C eine Unter-σ-Algebra von A, (Ω,A, P )
also eine Vergro¨berung des Ausgangsversuches, so ist X i. a. nicht mehr
C-meßbar. Es existiert jedoch eine P -fast sicher eindeutig festgelegte, inte-
grierbare Rn-wertige Zufallsgro¨ße Y auf Ω, welche C-meßbar ist und fu¨r die
gilt: ∫
C
Y dP =
∫
C
X dP fu¨r alle C ∈ C .9
E(X | C) := Y wird als bedingter Erwartungswert* von X unter der Be-
dingung bzw. Hypothese C bezeichnet. Ist C von einer Zufallsgro¨ße Z erzeugt,
so sei E(X |Z) := E(X | C).
Definition 2.6 Seien (Ω,A, P ) ein W-Raum, A ∈ A, C eine Unter-σ-Al-
gebra von A und χ(·) die charakteristische Funktion. Dann heißt P (A | C) :=
E(χA | C) bedingte Wahrscheinlichkeit von A unter der Bedingung C. Fu¨r den
Fall der Erzeugung von C durch eine Zufallsgro¨ße Z auf diesem W-Raum
ist P (A |Z) := P (A | C).
Satz 2.7 Es seien X : (Ω,A, P )→ (Rn,Bn) eine Zufallsvariable, C eine Un-
ter-σ-Algebra von A und P (X ∈ B | C) := P ({ω ;X(ω) ∈ B} | C) (B ∈ Bn).
Dann existiert eine Funktion Pˆ : Ω× Bn → [0,1], fu¨r die gilt:
1. fu¨r jedes ω ∈ Ω ist Pˆ (ω,·) ein W-Maß auf Bn;
2. fu¨r jedes B ∈ Bn ist Pˆ (·,B) eine Version von P (X ∈ B | C), d. h.:
(a) Pˆ (ω,·) ist C-meßbar,
(b) Pˆ (ω,B) = P (X ∈ B | C)(ω) .
8[Bauer 92] § 5 .
9Zum Beweis s. [Bauer 91] Satz 15.1 .
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Pˆ ist bis auf eine von B abha¨ngige Nullmenge in C eindeutig bestimmt.10
Pˆ heißt bedingte Wahrscheinlichkeitsverteilung von X bei gegebenem C.
Lemma 2.8 Der bedingte Erwartungswert E(X |Y ) von X bzgl. einer Zu-
fallsgro¨ße Y : (Ω,A, P ) → (Rn,Bn) ist eine Bn-meßbare Funktion von Y ,
d. h. es existiert eine Bn-meßbare Abbildung g : (Rn,Bn)→ Rn, fu¨r die gilt:
E(X |Y )(·) = g(Y (·)) .
g ist dabei bis auf eine Nullmenge von Bildwerten von Y eindeutig be-
stimmt.11
Man setzt daher:
E(X |Y = y) := g(y) .
Definition 2.9 Seien (Ω,A, P ) ein W-Raum, Y : (Ω,A, P )→ (Rn,Bn) Zu-
fallsgro¨ße und A ∈ A; dann heißt
P (A |Y = y) := E(χA |Y = y)
bedingte Wahrscheinlichkeit von A unter der Hypothese Y = y.
Fu¨r eine bedingte Wahrscheinlichkeit P (X ∈ B |Y ) und eine zugeho¨rige
bedingte Verteilung Pˆ (ω,B) existiert eine fast sicher eindeutig bestimmte
Bn-meßbare Abbildung Q¯ : (Rn,Bn)× Bn → [0,1] mit
Q¯(Y (ω),B) = Pˆ (ω,B) .
Ferner erhalten wir Q¯(y,B) = P (X ∈ B |Y = y) und interpretieren, daß
Q¯(y,B) die bedingte Wahrscheinlichkeit des Ereignisses {ω ∈ Ω ;X(ω) ∈ B}
unter der Bedingung Y = y ist.
Definition 2.10 Hat Q¯(y,·) = P (X ∈ · |Y = y) eine Dichte q¯(x,y) in Rn,
so heißt q¯ bedingte Dichte von X unter der Bedingung Y = y.
Lemma 2.11 Seien X eine Rn-wertige und Y eine Rm-wertige Zufalls-
gro¨ße, deren gemeinsame Verteilung auf (Rn+m,Bn+m) eine Dichte f2(x,y)
besitze, und sei f1(y) die Dichte der Verteilung von Y , mit f1 > 0 fast u¨ber-
all (bzgl. des Verteilungsmaßes von X). Dann besitzt P (X ∈ B |Y = y) eine
bedingte Dichte q¯(x,y) der Gestalt
q¯(x,y) =

f2(x,y)
f1(y)
fu¨r alle y mit f1(y) > 0
beliebige Dichte sonst
 .12
10Beweis s. [Bellach et al. 78] Kap. 3.7 .
11Beweis s. [Bellach et al. 78] Kap. 3.3 , Satz 2 .
12Beweis s. [Bellach et al. 78] Kap. 3.4 .
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Mithilfe bedingter Dichten lassen sich stochastische Gro¨ßen direkt be-
rechnen; insbesondere gilt (fast sicher):13
E(X |Y ) =
∫
xq¯(x,Y ) dx =
1
f1(Y )
∫
xf2(x,Y ) dx ,
E(X |Y = y) =
∫
xq¯(x,y) dx =
1
f1(y)
∫
xf2(x,y) dx ,
P (A |Y = y) =
∫
χA q¯(x,y) dx =
1
f1(y)
∫
A
f2(x,y) dx ,
mit
f1(y) =
∫
f2(x,y) dx .
2.2 Formulierung der Physik in stochastischen Pro-
zessen
Ein zum Zeitpunkt t0 = 0 am Orte r = Rs befindliches Gasvolumenelement
des stellaren Windes bewegt sich im vorausgesetzten Windmodell mit der
Geschwindigkeit v in radialer Richtung. Im mitbewegten System, in dessen
Ursprung der Mittelpunkt des Gaselementes ruht, wird jede Feldgro¨ße X –
im externen ortsfesten Beobachtersystem: X = X(r,t) – beschrieben durch
X(t) := X(Rs,t) ,
was den X-Zustand zum Zeitpunkt t eines Gaselementes bezeichnet, das sich
zum Zeitpunkt t0 = 0 am Orte Rs befand. ddt ist dementsprechend die totale
Ableitung entlang des Flusses.
Aufgrund der turbulenten Verha¨ltnisse der Sternatmospha¨re gilt fu¨r die
Temperatur nicht mehr ein deterministischer Zusammenhang, wie z. B. (1.4).
Vielmehr ist davon auszugehen, daß der deterministische Verlauf von einem
turbulenten Anteil T (t) gesto¨rt ist, der die aktuelle ‘Temperaturabweichung’
durch Fluktuation beschreibt:
T¯ (t) + T (t) . (2.8)
Mithin ist bei Betrachtung einer Vielzahl physikalisch gleichartiger Gasele-
mente des stellaren Windes eine statistische Ha¨ufigkeitsverteilung von Tem-
peratur(abweichungs)werten gegeben.
13Beweis s. [Bauer 91] § 15 ; [Bellach et al. 78] Kap. 3.4 .
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Demnach wird eine wahrscheinlichkeitstheoretische Problemformulierung
nahegelegt, in der eine Temperaturabweichungsbestimmung Θ zum Zeit-
punkt tˆ an einem Gaselement, welches zu tˆ die zufa¨llige Temperaturabwei-
chung Tˆ besitzt, gerade (unter Absehung aller Meßfehler) Tˆ ergibt:
Θtˆ(Tˆ ) = Tˆ .
Θtˆ hat also den Charakter einer Zufallsvariablen. Da in unserer Situation
die Temperaturverteilungen zu jedem Zeitpunkt t ≥ t0 relevant sind, erhal-
ten wir auf diese Weise anstelle eines deterministischen Temperaturverlaufes
nunmehr einen stochastischen Fluktuationstemperaturprozeß: {Θt ; t ∈ R+0 }.
Da Staubbildung- und -wachstum im stellaren Wind signifikant tempe-
raturabha¨ngig sind, haben auch die Momente K0, . . . ,K3 keinen determi-
nistischen zeitlichen Verlauf, sondern probabilistischen Charakter. Sind die
endlich-dimensionalen Verteilungen bekannt, so ist durch den Fundamental-
satz von Kolmogorov (2.5) der stochastische Prozeß – kanonisch wie in (2.7)
konstruiert – konkret gegeben:
(Ω,A, P,Xt) =
((
R5
)[0,∞)
,
(B5)[0,∞) , P, (Θ,K)t) , (2.9)
wobei der stochastische Prozeß {(Θ,K)t ; t ∈ R+0 }mit seinen Pfaden mo¨gliche
gemeinsame Verla¨ufe von Temperatur und Staubbildung beschreibt:
(Θ,K)t(T ,K) = (T ,K)(t) = (T,K0,K1,K2,K3)(t) .
Im Weiteren gilt es, die endlich-dimensionalen Verteilungen, die die Kon-
struktion von (Θ,K)t ermo¨glichen, fu¨r die gegebene astrophysikalische Situa-
tion auf theoretischem Wege zu bestimmen.
In einem ersten Schritt werden wir den stochastischen Prozeß (Θ,K)t
spezieller qualifizieren und betrachten dazu vorbereitend:
Definition 2.12 Ein stochastischer Prozeß {Xt ; t ∈ R+0 } mit Zustands-
raum (Rn,Bn) auf einem W-Raum (Ω,A, P ) heißt Markov-Prozeß, wenn
fu¨r alle t1, t2 ∈ R+0 mit t1 ≤ t2 und alle B ∈ Bn P -fast sicher gilt:
P (Xt2 ∈ B | A([0,t1])) = P (Xt2 ∈ B |Xt1) . (2.10)
Da eine Unter-σ-Algebra A([t1,t2]) = A(Xt , t1 ≤ t ≤ t2) diejenigen Er-
eignisse entha¨lt, die ausschließlich durch Bedingungen an den Prozeßverlauf
im Zeitintervall [t1,t2] festgelegt sind, charakterisiert A([t1,t2]) die Geschich-
te des Prozesses wa¨hrend [t1,t2]. Die Markoveigenschaft (2.10) besagt daher,
daß fu¨r den Prozeßzustand eines Systems zum Zeitpunkt t2 die Information
u¨ber die vergangene Entwicklung des Prozesses bis zur Zeit t1 gleichwer-
tig ist mit der Information u¨ber den Zustand des Systems zum Zeitpunkt
t1. Der physikalische Prozeß ist in diesem Sinne “ohne Geda¨chtnis”,14 i. e.
14Vgl. Satz (A.9).
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bei bekannter Gegenwart t1 sind Vergangenheit und Zukunft bei Markov-
Prozessen statistisch unabha¨ngig* voneinander. Wir treffen nun fu¨r unser
physikalisches Problem die
Voraussetzung: Der stochastische Prozeß {(Θ,K)t; t ∈ R+0 } ist ein Markov-
Prozeß.
Diese Voraussetzung und die damit gegebene erhebliche konzeptionelle,
mathematische Vereinfachung in der weiteren Behandlung ist physikalisch
gerechtfertigt, insofern die Unabha¨ngigkeit der Temperaturfluktuation und
des Staubwachstums von fru¨heren Temperaturfluktuationen und der bishe-
rigen Genese des Staubkorns plausibel ist: In der Tat werden die spa¨teren
Betrachtungen des Temperaturanteils des Prozesses die Markoveigenschaft
in Hinsicht auf die Temperaturfluktuationen liefern (s. S. 36). Ferner folgt
der deterministische Fall von Staubbildung und -wachstum einem Differen-
tialgleichungssystem erster Ordnung (vgl. (1.1)); Markov-Prozesse stellen
jedoch gerade die stochastische Verallgemeinerung gewo¨hnlicher Differenti-
algleichungen erster Ordnung
x˙(t) = f(t,x(t))
dar, bei denen die Vera¨nderung des beschriebenen Systems zur Zeit t offen-
sichtlich nur vom Zustand x(t) zur Zeit t und nicht von fru¨heren Zusta¨nden
x(s), s < t abha¨ngt.
Die Markoveigenschaft des stochastischen Prozesses (Θ,K)t ero¨ffnet einen
Weg zur Konstruktion dieses Prozesses in unserem physikalischen Problem-
zusammenhang, da bei Markov-Prozessen die endlich-dimensionalen Vertei-
lungen durch Angabe von Start- und U¨bergangswahrscheinlichkeit festgelegt
sind. Insbesondere na¨mlich gilt die Chapman-Kolmogorov-Gleichung (bzw.
Einstein-Smoluchowski-Gleichung):
Lemma 2.13 Ist {Xt ; t ∈ R+0 } mit Zustandsraum (Rn,Bn) ein Markov-
Prozeß auf dem W-Raum (Ω,A, P ), so existiert zur bedingten Wahrschein-
lichkeit P (Xt2 ∈ B |Xt1) eine bedingte Verteilung Q(Xt1 ,B). Mit P (t1, Xt1 ,
t2, B) := Q(Xt1 ,B) gilt fu¨r die Abbildung P (t1,x, t2, B) (, wobei t1, t2 ∈ R+0
mit t1 ≤ t2, x ∈ Rn und B ∈ Bn):15
a. fu¨r gegebenes t1 (mit t1 ≤ t2) und gegebenes B ∈ Bn ist P (t1,x, t2, B) =
P (Xt2 ∈ B |Xt1) fast sicher;
b. P (t1,x, t2, ·) ist ein W-Maß auf Bn;
c. P (t1, ·, t2, B) ist Bn-meßbar;
15Beweis s. [Arnold 73] Kap. 2.2 .
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d. fu¨r alle 0 ≤ t1 ≤ t ≤ t2, B ∈ Bn und x ∈ Rn gilt bis auf eine Menge
N ⊂ Rn mit P (ω ∈ Ω;Xt1(ω) ∈ N) die Chapman-Kolmogorov-Glei-
chung:
P (t1,x, t2, B) =
∫
Rn
P (t,y, t2, B)P (t1,x, t, dy) . (2.11)
Im weiteren sei o. B. d. A. P (t1,x, t2, B) stets so gewa¨hlt, daß (2.11) fu¨r
alle x ∈ Rn gilt sowie
e. P (t1,x, t2, B) = χB =
{
1, x ∈ B
0, x /∈ B fu¨r alle t1 ∈ R
+
0 .
Definition 2.14 Eine Abbildung P (t1,x, t2, B) mit den o.a. Eigenschaften
(a)–(e) heißt U¨bergangswahrscheinlichkeit des Markov-Prozesses {Xt; t ∈
R+0 }. Sie heißt stationa¨r, wenn fu¨r alle t ≥ 0 gilt:
P (t1,x, t2, B) = P (t1 + t,x, t2 + t, B) =: P (t2 − t1,x, B) .
P (t1,x, t2, B) =: P (Xt2 ∈ B |Xt1 = x) gibt die Wahrscheinlichkeit dafu¨r
an, daß sich der Prozeß zur Zeit t2 in B befindet, wenn er zur fru¨heren Zeit
t1 im Zustand x war. Bei gegebener Anfangsverteilung Pt0=0 von X0 liefert
nun die U¨bergangswahrscheinlichkeit die endlich-dimensionalen Verteilun-
gen, mithin die stochastischen Informationen u¨ber den Markov-Prozeß:
Satz 2.15 Sei P (t1,x, t2, B) eine Abbildung mit den Eigenschaften (a)–(e).
Dann existiert zu jeder Verteilung Pt0=0 auf Bn ein W-Raum (Ω,A, P ) und
darauf ein Markov-Prozeß {Xt; t ∈ R+0 } mit Zustandsraum (Rn,Bn), dessen
U¨bergangswahrscheinlichkeit P (t1,x, t2, B) ist und der die Startverteilung
Pt0=0 besitzt.
16
Fu¨r den stochastischen Prozeß von Staubbildung und -wachstum bei
fluktuierenden Temperaturen wird daher aufgrund physikalischer U¨berle-
gungen zum Ansatz der U¨bergangswahrscheinlichkeit die Verteilung P1 bzw.
deren Dichte zu berechnen sein, woraus sich insbesondere die Erwartungwer-
te der Staubbildung ergeben.
Besitzt die U¨bergangswahrscheinlichkeit eine Dichte p(t1,x, t2,y), so
geht mit der Markoveigenschaft (A.9), formuliert mit den Dichten der endlich-
dimensionalen Verteilungen
pm(t1,x1; . . . ; tm,xm)
pm−1(t1,x1; . . . ; tm−1,xm−1)
= p(tm,xm | t1,x1; . . . ; tm−1,xm−1)
= p(tm−1,xm−1, tm,xm) ,
16S. auch Anhang A, Konstruktion eines Markov-Prozesses*.
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die Chapman-Kolomogorov-Gleichung (2.11) u¨ber in
p(t1,x, t2,y) =
∫
Rn
p(t1,x, t, z)p(t, z, t2,y) dz ,
fu¨r alle 0 ≤ t1 < t < t2, x,y,z ∈ Rn. Durch Multiplikation mit p1(t1,x) und
Integration bezu¨glich x ergibt sich
p1(t2,y) =
∫
p1(t,z)p(t, z, t2,y) dz . (2.12)
2.3 Fokker-Planck-Gleichung
Die gesuchten Erwartungswerte der Staubbildungsmomente in dem stellaren
Wind ko¨nnen berechnet werden, wenn die probabilistische Formulierung der
physikalischen Problemsituation zu einer Gleichung fu¨hrt, als deren Lo¨sung
sich die Wahrscheinlichkeitsdichte p1(t, T,K) ergibt, zu einer Zeit t die Tem-
peraturabweichung T und die Staubbildung Kanzutreffen.
Fu¨r die Dichte p(t, T,K, t+ ∆t, T + ∆T,K + ∆K) der U¨bergangswahr-
scheinlichkeit des Markov-Prozesses Xt = (Θ,K)t setzen wir physikalisch im
Temperaturturbulenzfeld begru¨ndet voraus, daß in kleinsten Zeitspannen
beliebig große Fluktuationen der stochastischen Gro¨ßen unwahrscheinlich
sind; genauer gelte fu¨r jedes δ > 0 bei gegebenem Zustand (T ,K):
lim
∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖>δ
p(t, T,K, t+ ∆t, T + ∆T,
K + ∆K) d∆T d4∆K = 0 . (2.13)
Es seien die folgenden Schreibweisen fu¨r die infinitesimalen, z. T. ge-
mischten Erwartungswerte und Varianzen der Vera¨nderung vonXt fu¨r µ, ν =
0, . . . , 3 und δ > 0 definiert:
BT (t, T,K) := lim
∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖<δ
∆T p(t, T,K,
t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K (2.14)
BµK(t, T,K) := lim∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖<δ
∆Kµ p(t, T,K,
t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K (2.15)
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AT (t, T,K) := lim
∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖<δ
(∆T )2 p(t, T,K,
t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K (2.16)
AµνK (t, T,K) := lim∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖<δ
∆KµKν p(t, T,K,
t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K (2.17)
AµTK(t, T,K) := lim∆t→0
1
∆t
∫∫
‖(∆T ,∆K)‖<δ
∆Kµ∆T p(t, T,K,
t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K (2.18)
Wir setzen nunmehr voraus , daß die abgeschnittenen Momente (2.14)–
(2.18) existieren und unabha¨ngig von δ sind.
Unter der Regularita¨tsannahme der Existenz und Stetigkeit der unten
in (2.19) auftretenden partiellen Ableitungen kann damit ausgehend von
der Chapman-Kolmogorov-Gleichung (2.12) fu¨r die Wahrscheinlichkeitsdich-
te p1(t, T,K) eine sog. Fokker-Planck-Gleichung hergeleitet werden:17
∂ p1(t, T,K)
∂t
=
− ∂ (p1(t, T,K)BT (t, T,K))
∂T
− ∂ (p1(t, T,K)B
µ
K(t, T,K))
∂Kµ
+
1
2
∂2 (p1(t, T,K)AT (t, T,K))
∂T 2
+
1
2
∂2 (p1(t, T,K)A
µν
K (t, T,K))
∂Kµ ∂Kν
+
∂2 (p1(t, T,K)A
µ
TK(t, T,K))
∂Kµ ∂T
.
Dabei gilt als Summenkonvention, daß u¨ber zwei gleiche griechische Indizes
17Zur Herleitung s. die auf der Publikation [Kolmogorov 31] basierende Darstellung
[Bharucha-Reid 60]. Vgl. auch die umfassende Untersuchung [Risken 89]. Insbesondere im
Kontext von Diffusionsproblemen wird (2.19) oft auch Vorwa¨rts-Kolmogorov-Gleichung
genannt.
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summiert wird (0, . . . , 3); kurz:
∂ p1
∂t
= −∂ (p1BT )
∂T
− ∂ (p1B
µ
K)
∂Kµ
+
1
2
∂2 (p1AT )
∂T 2
+
1
2
∂2 (p1A
µν
K )
∂Kµ ∂Kν
+
∂2 (p1A
µ
TK)
∂Kµ ∂T
. (2.19)
Mit Erhalt der Fokker-Planck-Gleichung ist zuna¨chst das mathemati-
sche Teilziel erreicht, eine Gleichung zur Bestimmung der Ein-Punkt-Wahr-
scheinlichkeitsdichte p1 aufzustellen. Im weiteren Verlauf gilt es nun, durch
geeignete physikalische U¨berlegungen die Koeffizientenfunktionen konkret
zu bestimmen, d. h. die U¨bergangswahrscheinlichkeitsdichte des stochasti-
schen Prozesses fu¨r unsere physikalische Problemsituation der Staubbildung
unter turbulenten Temperaturbedingungen zu ermitteln.
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Kapitel 3
U¨bergangswahrscheinlichkei-
ten
Fu¨r die weitere Behandlung des Problems gilt es, einen physikalisch be-
gru¨ndeten Ansatz der U¨bergangswahrscheinlichkeitsdichte des zugrundelie-
genden stochastischen Prozesses vorzunehmen. Hierzu sei in einem ersten
Schritt die vereinfachende Annahme getroffen, daß Bildung und Wachstum
von Staub nicht auf die Physik der Temperaturfluktuationen zuru¨ckwirkt.
Wa¨hrend einerseits Staubbildung und -wachstum offensichtlich auch in der
stochastischen Situation genuin temperaturabha¨ngig bleiben, wird also in
unserem Modell andererseits vorausgesetzt, daß die Statistik der Tempera-
turfluktuationen nicht beeinflußt wird durch das Vorhandensein der Koh-
lenstoffcluster. Dies ist in erster Na¨herung insofern gerechtfertigt, als die
Ursache der Turbulenz in den Wellenfeldern des stellaren Windes gesehen
werden kann, die zuna¨chst unabha¨ngig vom Staub auftreten. Deren Modu-
lation bleibt dann jedoch unberu¨cksichtigt. Wir treffen daher die
Voraussetzung: Die U¨bergangswahrscheinlichkeitsdichte des stochasti-
schen Prozesses Xt = {(Θ,K)t ; t ∈ R+0 } la¨ßt sich zu jeder Zeit t darstellen
in der Form
p(t, T,K, t+ ∆t, T + ∆T,K + ∆K) =
pT (t, T, t+ ∆t, T + ∆T ) · pK(t, T,K, t+ ∆t,K + ∆K) , (3.1)
mit geeigneten U¨bergangswahrscheinlichkeitsdichten pT und pK .
Hierbei ist festzuhalten, daß (i) pT aufgrund unserer Separationsannah-
me unabha¨ngig von K ist; daß (ii) die Wahrscheinlichkeitsdichte pK fu¨r den
U¨bergang von K nach K + ∆K von der Fluktuationstemperatur T zum
Ausgangszeitpunkt t, gema¨ß des Differentialgleichungssystems (1.2) und der
daraus resultierenden Voraussetzung der Markoveigenschaft jedoch nicht
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von der Temperatur beim erreichten Zustand zur Zeit t+ ∆t abha¨ngt; und
daß (iii) die Produktbildung die angenommene stochastische Unabha¨ngig-
keit voneinander formuliert.1
Im na¨chsten Schritt (Kap. 3.1 & 3.2) sind nunmehr die separierten U¨ber-
gangswahrscheinlichkeitsdichten pT und pK anzusetzen.
3.1 Stochastik der Temperaturfluktuation
Die radiale Temperaturverteilung des stellaren Windes wird in unserem Mo-
dell, wie in Turbulenztheorien oft u¨blich (‘Reynolds-Aufspaltung’) angesetzt
als Summe zweier Komponenten: (i) erster Anteil ist der deterministische
Temperaturverlauf T¯ , wie im nicht-turbulenten Windmodell z. B. durch (1.4)
oder andere physikalisch begru¨ndete Verla¨ufe2 gegeben; (ii) hinzu kommt ein
fluktuierender Temperaturanteil Θ(t), der eine stochastische Abweichung
vom deterministischen Wert beschreibt.
Die Komponente der fluktuierenden Temperaturabweichung, gema¨ß der
Faktorisierungsvoraussetzung (3.1) von der Staubbildung unabha¨ngig, kann
in unserem stochastischen Prozeß interpretiert werden als Resultat zweier
Einflu¨sse:
• Auf ein kleines Gasvolumen mit der Fluktuationstemperatur Θ wirkt
durch Stoßwechselwirkung der Partikel mit der Umgebung eine Kraft
systematisch auf einen Temperaturausgleich, d. h. auf ein Verschwin-
den von Θ hin, beschrieben durch einen Term der Form
− 1
λ
Θ (λ > 0 geeignet). (3.2)
Wird die Temperatur des Gaselementes etwa durch Einwirkung ei-
ner Stoßwelle (adiabatisch) vera¨ndert, so findet hiernach ein Relaxa-
tionsprozeß hin zum Zustand des Gleichgewichtes mit der Umgebung
statt, bei dem die Geschwindigkeit fu¨r die A¨nderung von Θ(t) = T (t)
nur als abha¨ngig von T angenommen wird mit Θ˙(0) = 0. Der Term
(3.2) kann dann verstanden werden als Ergebnis einer Entwicklung und
Linearisierung der entsprechenden (makroskopischen) ‘Bewegungsglei-
chung’ fu¨r das Temperaturverhalten. Die Proportionalita¨tskonstante λ
ist demzufolge interpretierbar als derjenige Parameter, der die Gro¨ßen-
ordnung der Relaxationszeit bestimmt.3
1Bereits [Gail et al. 74] zeigt die konzeptionellen Vereinfachungen, zu denen die Vor-
aussetzung fu¨hrt.
2Beispielsweise kann zumindest in diesem Mittelwert eine Anpassung angestrebt werden
an den Umstand, daß es durch die gebildeten Kohlenstoffcluster zu Strahlungsabschat-
tungseffekten kommt.
3Zu diesem bei Fluktuationsproblemen u¨blichen Vorgehen vgl. [Landau, Lifschitz 87]
§ 118 .
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• Neben dem deterministischen Anteil (3.2) ist von einer zusa¨tzlichen
Komponente auszugehen, die die turbulente Temperaturfluktuation
entha¨lt. Dieser Einfluß werde beschrieben als eine stochastisch wirken-
de Fluktuationskraft, die als unabha¨ngig von Θ angenommen wird,
da bei uns insb. das die Fluktuation bedingende probabilistische Wel-
lenfeld physikalisch nicht verursacht oder bedingt gedacht wird durch
die am Orte der Staubbildung herrschende aktuelle Temperaturabwei-
chung T ; diese Fluktuationskraft werde zuna¨chst formuliert als ein
Term der Form
σ˜Γ(t) (σ˜ > 0 geeignet). (3.3)
Zusammen erha¨lt man somit:
Θ˙(t) = − 1
λ
Θ(t) + σ˜Γ(t) , (3.4)
mithin eine Gleichung vom Langevin’schen Typus.4
Die Bedingungen der physikalischen Situation sind nunmehr in den sto-
chastischen Term (3.3) einzubringen. Dabei gehen wir von folgenden Cha-
rakteristika der Temperaturfluktuation aus:
a. Bezogen auf das zugrundeliegende statistische Ensemble sei
E(Γ(t)) = 0 ,
da erstens kein Grund fu¨r die Annahme eines resultierenden systema-
tischen Einflusses von Γ besteht und zweitens nur bei dieser Annahme
das Verhalten des Mittelwertes mit der deterministischen Beziehung
u¨bereinstimmt:
E
(
Θ˙(t)
)
= − 1
λ
E(Θ(t)) .
b. Aufgrund der turbulenten physikalischen Situation einer Vielzahl von-
einander unabha¨ngiger, sich zufa¨llig u¨berlagernder Schall- und Stoß-
wellen am betrachteten Orte kann die durch die Covarianz beschrie-
bene Korrelation zweier Zufallsgro¨ßen Γ(t1) und Γ(t2) fu¨r Zeitspannen
|t2 − t1|, die gro¨ßer sind als die fu¨r eine individuelle zufa¨llige Tem-
peratura¨nderung charakteristische Zeitdauer ∆τ , gleich Null gesetzt
werden. Daru¨berhinaus ko¨nnen wir in den betrachteten physikalischen
4Die Langevin-Gleichung ist insbesondere als Gleichung fu¨r die Geschwindigkeiten von
Teilchen bei der Brownschen Bewegung gut bekannt, wobei (3.2) in Form des Stokes’schen
Reibungsgesetzes auftritt und σ˜ ein Vielfaches der Diffusionskonstanten ist.
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Systemen von einer Relaxationszeit λ ausgehen, die sehr groß ist ver-
glichen mit ∆τ .5
Im Sinne eines thermischen Rauschens am Ort der Staubbildung er-
zeuge die Fluktuationskraft σ˜Γ(t) mithin einen rein zufa¨lligen* Pro-
zeßablauf. Die sehr schnell fluktuierenden Einflu¨sse werden daher ma-
thematisch idealisiert mithilfe einer Deltadistribution dargestellt:
Cov (σ˜Γ(t1),σ˜Γ(t2)) = σ˜2δ(t1 − t2) (fu¨r alle t1, t2 ∈ R+0 ).
c. Behandeln wir Γ(t) formal als stochastischen Prozeß, so fordern wir
zu dessen Spezifizierung von den Zufallsgro¨ßen Γ(ti) (i ∈ N belie-
big), in den endlich-dimensionalen Verteilungen jeweils einer Gauß-
schen Verteilung* mit Erwartungswert Null zu gehorchen ( – wegen
der geforderten reinen Zufa¨lligkeit und der Gaußeigenschaft reicht es,
diese Bedingung an die Ein-Punkt-Verteilungen zu stellen). Diese An-
nahme fu¨hrt nicht nur zu mathematischen Vorteilen, sondern stimmt
auch sehr gut mit dem physikalischen Modell u¨berein, demzufolge am
betrachteten Ort eine U¨berlagerung vieler unabha¨ngiger Einflu¨sse von
Zufallsgro¨ßen stattfindet, deren Wirkung in ihrer Summe gema¨ß dem
Zentralen Grenzwertsatz na¨herungsweise normalverteilt ist.6
Offensichtlich kann es jedoch keinen stochastischen Prozeß im gewo¨hn-
lichen Sinne geben, der die gestellten Anforderungen erfu¨llt – so wa¨re etwa
fu¨r einen solchen Gauß-Prozeß Cov(Γ(t),Γ(t)) = ∞. Wir gehen daher zu
verallgemeinerten stochastischen Prozessen u¨ber und betrachten zuna¨chst
deren mathematische Konzeption; in einem zweiten Schritt wird dann eine
Spezifikation fu¨r unsere vorliegenden Bedingungen erfolgen.
Es bezeichne D(G) (G Gebiet in R) den Raum C∞0 (G) der beliebig
oft differenzierbaren Funktionen mit kompaktem Tra¨ger (supp) in G als
vollsta¨ndigen Raum, d. h. topologisiert mit der Festlegung, daß eine Folge
(ϕk) in C∞0 (G) genau dann gegen ein ϕ ∈ C∞0 (G) konvergiert, wenn es ein
Kompaktum K in G gibt mit suppϕk ⊂ K (k ∈ N) und
sup
x∈G
|Dαϕk(x)−Dαϕ(x)| k→∞−→ 0 fu¨r alle α ∈ N0 .
Mit den stetigen linearen Funktionalen D(G) → C , d. h. den Distribu-
tionen bzw. generalisierten Funktionen auf D(G) , verallgemeinert man nun
das Konzept der stochastischen Prozesse:7
5Ferner ko¨nnen wir von einer Korrelation gleichzeitiger Fluktuationen an verschiedenen
Raumpunkten (also in verschiedenen Gaselementen) und mithin von einer Einbeziehung ei-
ner ra¨umlichen Koordinate in diesem System absehen, da wegen einer Wa¨rmeu¨bertragung
durch Stoßvorga¨nge eine solche Korrelationsla¨nge in der Gro¨ßenordnung zwischenatoma-
rer bzw. -molekularer Absta¨nde la¨ge, die wir in typisch hydrodynamischer Na¨hrung als
vernachla¨ssigbar klein ansehen. Gleichzeitige Fluktuationen in verschiedenen Gasvolumina
sind statistisch unabha¨ngig; vgl. auch [Landau, Lifschitz 92] § 88 .
6S. [Bauer 91] § 28 .
7Grundlegend ist hier [Gel’fand, Vilenkin 64] chapter III .
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Definition 3.1 1. Ein verallgemeinerter stochastischer Prozeß (bzw. ei-
ne generalisierte Zufallsfunktion bzw. eine zufa¨llige Distribution) ist
eine Abbildung ϕ → Φ(ϕ) von D(R) in die Familie der Zufallsvaria-
blen auf einem W-Raum (Ω,A, P ), wobei gilt:
(a) Das Funktional Φ(·)(ω) ist fu¨r P -fast jedes ω ∈ Ω linear, d. h. fu¨r
beliebige ϕ,ψ ∈ D(R) und α, β ∈ R gilt mit Wahrscheinlichkeit
1:
Φ(αϕ+ βψ) = αΦ(ϕ) + βΦ(ψ) ;
(b) Φ ist stetig in folgendem Sinne: Sind
(
ϕkj
)
(k = 1, . . . , n) kon-
vergente Folgen in D mit ϕkj → ϕk (j →∞), so konvergiert auch
die Verteilung des Zufallsvektors
(
Φ
(
ϕ1j
)
, . . . ,Φ
(
ϕnj
))
gegen
die Verteilung von (Φ (ϕ1) , . . . ,Φ (ϕn)), d. h. sind Fj und F die
zugeho¨rigen Verteilungsfunktionen, so gilt fu¨r jede reelle, stetige
und beschra¨nkte Funktion g auf Rn:
lim
j→∞
∫
Rn
g(x) dFj(x) =
∫
Rn
g(x) dF (x) .
2. Fu¨r einen verallgemeinerten stochastischen Prozeß Φ heißen, sofern
existent,
m(ϕ) := E(Φ(ϕ)) (ϕ ∈ D)
Mittelwertfunktional und
Cov(ϕ,ψ) := E((Φ(ϕ)−m(ϕ))(Φ(ψ)−m(ψ))) (ϕ,ψ ∈ D)
Covarianzfunktional von Φ.
3. Ein verallgemeinerter stochastischer Prozeß Φ heißt Gaußsch, wenn
fu¨r jede Wahl von linear unabha¨ngigen Funktionen ϕ1, . . . , ϕn ∈ D
(n ∈ N beliebig) die Zufallsgro¨ße (Φ (ϕ1) , . . . ,Φ (ϕn)) normal verteilt
ist.
Definition 3.2 Ein verallgemeinerter Gaußscher stochastischer Prozeß Γ(ϕ)
(ϕ ∈ D(R) ;ϕ = ϕ(t)) heißt weißes Rauschen, wenn fu¨r Mittelwert- und Co-
varianzfunktional gilt:
i. m(·)|D= 0 ,
ii. CΓ(ϕ,ψ) =
∞∫
−∞
ϕ(t)ψ(t) dt (ϕ,ψ ∈ D) .
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Das so gewonnene mathematische Werkzeug kann offenbar die gestellten
Anforderungen einlo¨sen: Neben dem offensichtlichen Zutreffen von (a) und
(c) ist auch Bedingung (b) erfu¨llt:
CΓ(ϕ,ψ) =
∞∫
−∞
ϕ(t)ψ(t) dt
=
∞∫
−∞
∞∫
−∞
δ(t− s)ϕ(t)ψ(t) dt ds = δ(t− s)[ϕ(t)ψ(t)] (t, s ∈ R).
Man erha¨lt einen verallgemeinerten Gaußschen Prozeß, wenn man den
Wiener-Prozeß* Wt als verallgemeinerten stochastischen Prozeß darstellt:
W(ϕ) =
∞∫
−∞
ϕ(t)Wt dt (ϕ ∈ D),
mit Wt = 0 fu¨r t < 0 ; mit (A.3) berechnet sich fu¨r Mittelwert- und Covari-
anzfunktional:
m˙W(ϕ) = −mW(ϕ˙) ≡ 0 ,
C˙W(ϕ,ψ) = CW(ϕ˙,ψ˙) =
∞∫
0
ϕ(t)ψ(t) dt .
Auch im verallgemeinerten Fall sind Gaußsche Prozesse durch Mittelwert
und Covarianz eindeutig bestimmt,8 so daß sich das Gaußsche Weiße Rau-
schen als Distributionen-Ableitung des Modells der Brownschen Bewegung
eines freien Teilchens erkennen la¨ßt; in diesem Sinne ist die urspru¨ngliche
Schreibweise als ’Γ(t)’ motiviert, und formal wird u¨blicherweise symboli-
siert: Γ(t) = W˙t . Kurz sei die in diesem Ansatz involvierte Physik durch
drei weitere Punkte charakterisiert:
• Das Gaußsche Rauschen ist in der Tat weiß, da es das Lebesgue-Maß
als Spektralmaß und mithin eine auf R konstante Spektraldichte* be-
sitzt, d. h. ein Auftreten aller Frequenzen mit derselben Intensita¨t vor-
liegt.9
8[Gel’fand, Vilenkin 64] chap. III, § 2 .
9Mit dem Satz von Wiener-Khintchine (s. [Risken 89] 2.4.3), demgema¨ß sich die Spek-
traldichte stationa¨rer Prozesse als Fouriertransformierte der Korrelation ergibt, erha¨lt man
S(ω) = 2
∞∫
−∞
e− iωτ δ(τ) dτ = 2 .
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• Das Weiße Rauschen ist ein stationa¨rer verallgemeinerter Prozeß, da
fu¨r eine beliebige Familie ϕ1, . . . , ϕn ∈ D die Zufallsgro¨ße (Γ(ϕ1(t+h)),
. . . ,Γ(ϕn(t + h))) fu¨r jedes h ∈ R wegen (ii) in Def. (3.2) dieselbe
Verteilung besitzt.
• Beim Weißen Rauschen sind in jedem Punkt die Werte unabha¨ngig,
genauer: die Meßergebnisse der Zufallsgro¨ße Γ ha¨ngen in disjunkten
Zeitintervallen nicht voneinander ab, da
ϕ(t)ψ(t) ≡ 0 ⇒ CΓ(ϕ,ψ) ≡ 0 (ϕ,ψ ∈ D).
Mit den so getroffenen Spezifizierungen ist die Langevin-Gleichung (3.4)
offensichtlich keine gewo¨hnliche Differentialgleichung im u¨blichen Sinne. Die
differentielle Formulierung
dΘ(t) = − 1
λ
Θ(t) dt+ σ˜Γ(t) dt
= − 1
λ
Θ(t) dt+ σ˜ dW (t) , (3.5)
mit W˙ = Γ im Distributionensinne, stellt aufgrund der Variation von Γ bzw.
W innerhalb des statistischen Ensembles eine Konstruktionsvorschrift dar,
mit der man bei gegebenen Anfangswerten aus den Trajektorien des Wiener-
Prozesses die Trajektorien der Zufallsgro¨ße Θ(t) ermittelt. Es handelt sich
um eine stochastische Differentialgleichung, die in integraler Form fu¨r jedes
Element T des Ereignisraumes lautet:
Θt(T ) = Θt0(T )−
1
λ
t∫
t0
Θs(T ) ds+
t∫
t0
σ˜ dWs(T ) . (3.6)
Dabei fassen wir das zweite Integral als gewo¨hnliches Riemann-Stieltjes-
Integral auf, berechnet fu¨r die einzelnen, fast alle stetigen Realisierungen
von Wt :
t∫
t0
dWs(T ) = Wt(T )−Wt0(T ) .
Ein Vorteil des von uns verfolgten Zuganges besteht offensichtlich in
seiner Verallgemeinerbarkeit. Andere physikalische Annahmen u¨ber die
Temperaturfluktuation fu¨hren dabei zu generalisierten Formen der Lan-
gevin-Gleichung. Der wie in (3.6) entsprechend auftretende zweite In-
tegralterm ist dabei zu verallgemeinern, da wegen der in keinem Zeitin-
tervall beschra¨nkten Schwankungen des Wiener-Prozesses der Wert der
approximierenden Summen im Gegensatz zum Riemann-Stieltjes-Inte-
gral i. a. von der Wahl der Zwischenstellen abha¨ngt. Es kann jedoch auf
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das mathematische Konzept der stochastischen Integrale, insb. nach
Itoˆ, u¨bergegangen werden. Dieses Vorgehen gibt damit den Weg frei,
den Temperaturprozeß allgemein als Lo¨sung einer (Itoˆschen) stocha-
stischen Differentialgleichung zu konzipieren.10 In der Tat ist dabei
ein Prozeß, der sich als Lo¨sung einer stochastischen Differentialglei-
chung vom Typ (A.4) ergibt, ein Markov-Prozeß11, was im Kern damit
verbunden ist, daß im physikalischen Modell mit weißem Rauschen ge-
arbeitet wurde.12 Der damit entstehende, im Anhang durch Gleichung
(A.5) aufgezeigte, fundamentale Zusammenhang zwischen stochasti-
schen gewo¨hnlichen und “klassischen” partiellen Differentialgleichun-
gen – das Erfu¨llen na¨mlich einer Fokker-Planck-Gleichung durch die
U¨bergangswahrscheinlichkeit des Lo¨sungsprozesses der stochastischen
Differentialgleichung – kann wegen Satz (A.13) nachfolgend hilfreich
fu¨r die weiteren Bestimmungen in unserer Modellbildung ausgenutzt
werden.
Die aufgestellte Langevin-Gleichung (3.5), mit kanonischer Wahl des
(eindimensionalen) Wiener-Prozesses13, ist eine stochastische Differential-
gleichung (A.4) mit den Eigenschaften:
i. linear : die Funktionen f(t,Θt) = − 1λΘt und G(t,Θt) ≡ σ˜ sind linear
im zweiten Argument;
ii. linear im engeren Sinne: G(t,Θt) ≡ σ˜ ist unabha¨ngig von Θt;
iii. autonom: f(t,Θt) = f(Θt) und G(t,Θt) = G(Θt) .
Unter Vorgabe eines Anfangswertes c ergibt sich daher als Lo¨sung un-
mittelbar (s. [Arnold 73], Korollar 8.2.4):
Θt = e−
t
λ c+ σ˜
t∫
0
e−
t
λ
(t−s) dWs . (3.7)
Ein solcher Prozeß heißt Ornstein-Uhlenbeck-Prozeß14. In der gegebe-
nen Situation einer Temperaturabweichung von einem Temperaturmittel-
wert (Θ = 0) ist es naheliegend, als Anfangsbedingung Θ0 fu¨r den Orn-
stein-Uhlenbeck-Prozeß eine normalverteilte Zufallsgro¨ße mit Erwartungs-
wert Null zu setzen; dabei skalieren wir die Varianz dieser Normalvertei-
lung durch Var(Θ0) = 12λσ˜
2 =: σ2. Damit erha¨lt man fu¨r (3.7) (f. a. t,s ∈
10Zu den mathematischen Pra¨zisierungen dieses Ansatzes s. z. B. [Arnold 73].
11Beweis s. [Arnold 73] Satz 9.2.3 .
12Vgl. [Risken 89] Kap. 3.5 .
13S. [Bauer 91] Kap. VIII.
14S. [Uhlenbeck, Ornstein 30] und [Wang, Uhlenbeck 45].
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[0,∞) ):15
E(Θt) = 0 ; (3.8)
Var(Θt) =
1
2
λσ˜2 = σ2 ; (3.9)
Cov(Θs,Θt) =
1
2
λσ˜2 e−
1
λ
|t−s| = σ2 e−
1
λ
|t−s| . (3.10)
Mithin ergibt sich die Interpretation:
• Der Parameter σ ist wegen (3.9) diejenige Temperaturspanne, welche
die Standardabweichung vom deterministischen Temperaturverlauf bei
der Temperaturfluktuation angibt, σ2 die quadrat-mittlere ‘Turbulenz-
temperatur’.
• Wegen (3.9) und (3.10) folgt fu¨r die sog. Korrelationsfunktion ρ zwi-
schen je zwei Zufallsgro¨ßen Θs und Θt des Prozesses:
ρ(s,t) =
Cov(Θs,Θt)√
Var(Θs) Var(Θt)
= e−
1
λ
|t−s| ; (3.11)
mithin ist wegen dieses charakteristischen Maßes der stochastischen
Korrelation der Parameter λ als die jede Turbulenz kennzeichnende
Korrelationsla¨nge zu deuten. Dieser aus dem angenommenen Relaxa-
tionsverhalten (3.2) resultierende einfache Fall einer konstanten Kor-
relation bedeutet physikalisch, daß bei einer ’Temperaturauslenkung’
durch Fluktuation die Werte des Temperaturparameters im Gasele-
ment nur innerhalb solcher Zeitspannen korreliert sind, die von der
Gro¨ßenordnung der Einstellung des Temperaturgleichgewichtes sind.
Der so erhaltene markovsche Ornstein-Uhlenbeck-Prozeß Θt ist ein sta-
tiona¨rer Gaußscher Prozeß.16 Da pΘ die Vorwa¨rts-Kolmogorov-Gleichung
(A.5) erfu¨llt, ko¨nnen wir vorgreifend fu¨r die spa¨tere Spezifizierung der Fokker-
Planck-Gleichung (2.19) analog zu den Momenten (2.14) und (2.16) mit den
15Beweis s. [Arnold 73] Kap. 8.2 .
16Die stationa¨re U¨bergangswahrscheinlichkeitsdichte ist fu¨r t2 > t1 gegeben durch
pΘ(x1, x2, t2 − t1) =
(
2piσ2
(
1− e− 2λ (t2−t1)
))− 12
exp
−
(
x2 − x1 e− 1λ (t2−t1)
)2
2σ2
(
1− e− 2λ (t2−t1)
)
 .
(S. [Todorovic 92] proposition 3.7.3). Aufgrund des von uns gewa¨hlten Zugangs braucht die
Temperaturu¨bergangswahrscheinlichkeitsdichte zur weiteren Berechnung (s. (3.12)–(3.13))
jedoch nicht explizit verwendet zu werden.
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hier gegebenen Funktionen f und G sofort angeben:
lim
∆t↓0
1
∆t
∫
∆x pΘ(t, x, t+ ∆t, x+ ∆x) d∆x = − 1
λ
x , (3.12)
lim
∆t↓0
1
∆t
∫
(∆x)2 pΘ(t, x, t+ ∆t, x+ ∆x) d∆x = σ˜2 = 2
σ2
λ
. (3.13)
3.2 Prozeßkomponente der Staubbildung
Im folgenden Schritt ist ein Ansatz fu¨r die U¨bergangswahrscheinlichkeit der-
jenigen Prozeßkomponente vorzunehmen, die Staubbildung und -wachstum
probabilistisch beschreibt, um damit den Faktor pK(t, T,K, t+∆t,K+∆K)
in der Darstellung (3.1) der U¨bergangswahrscheinlichkeitsdichte zu erhalten.
Nach den Ausfu¨hrungen in Kapitel 1.1 kann Staubbildung und -wachstum
unter deterministischen Bedingungen im stellaren Wind beschrieben werden
durch das Differentialgleichungssystem
d
dt
K = AK + b . (3.14)
Da sich der stochastische Charakter des Staubbildungsverlaufes nach un-
seren Voraussetzungen einzig aus der Temperaturabha¨ngigkeit der physika-
lischen Parameter in diesem Gleichungssystem rekrutiert, kann ausgenutzt
werden, daß die Lo¨sung Kt(t1,K
1), mit Anfangswert Kt1 = K
1 (t1 ∈ R+0
und gegebenem K1 geeignet), den Zustand K1 zur Zeit t1 in der Zeitspanne
t − t1 in den Zustand Kt zur Zeit t transportiert.17 Bei kanonischer Wahl
na¨mlich (s. (2.9)) der Zufallsvariablen Kt(K) = Kt, f. a. t, setzen wir den
Wert der Zufallsvariablen gleich mit dem durch die deterministische – und
die durch Fluktuation gegebene Temperaturabweichung T1 im Ausgangs-
punkt beru¨cksichtigende – Rechnung gelieferten Wert: Kt = Kt(t1,K
1)|T1
fu¨r kleine Zeitschritte ∆t = t− t1.
Die Wahrscheinlichkeit PK des U¨berganges vom Prozeßzustand K1 zur
Zeit t1 in einen Zustand innerhalb B zur Zeit t sei daher unter Beachtung
von (3.1) fu¨r hinreichend kleine Zeitschritte unmittelbar angesetzt als:
PK(t1, T1,K1, t, B) = χKt(t1,K1)(B)
:=
{
1 , fu¨r Kt(t1,K
1)|T1 ∈ B
0 , fu¨r Kt(t1,K
1)|T1 /∈ B
. (3.15)
Resultierend aus der ersten Ordnung der Staubbildungsdifferentialglei-
chungen handelt es sich hierbei in der Tat um eine Markov -U¨bergangswahr-
scheinlichkeit (gema¨ß Definition 2.14).
17Zu diesem u¨blichen Vorgehen vgl. z. B. [Arnold 73] Kap. 2.3 .
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Fu¨r die Formulierung in U¨bergangswahrscheinlichkeitsdichten verwen-
den wir zuna¨chst fu¨r das deterministische System (3.14) als Na¨herung fu¨r
hinreichend kleine ∆t :
∆K =
(
AK + b
)
∆t .
Unter Heranziehung der Distribution δ(·−y) (mit den u¨blichen Schreib-
weisen) erha¨lt man als Dichte pK der U¨bergangswahrscheinlichkeit PK fu¨r
∆t > 0 :
pK(t, T,K, t+ ∆t,K + ∆K) = δ (∆K − (AK + b)T ∆t) . (3.16)
Hierbei wurde verwendet, mit charakteristischer Funktion χB(·) und be-
liebigem Anfangswert (t1,K1) = (t−∆t,K −∆K) :∫
B
δ
(
∆K − (AK + b)T1 ∆t
)
d4∆K
=
∫
χB(∆K) δ
(
∆K − (AK + b)T1 ∆t
)
d4∆K
= χB(∆K = (AK + b)T1 ∆t)
∆t↓0−→
{
1 , fu¨r Kt(t1,K
1)|T1 ∈ B
0 , fu¨r Kt(t1,K
1)|T1 /∈ B
}
= χKt(t1,K1)(B)
= PK(t1, T1,K1, t, B) .
In konzeptioneller Hinsicht ist zu betonen, daß durch unseren Zugang die
analytische Abha¨ngigkeit der Staubbildungsmomente Ki(t), wie sie durch
das deterministische System der Differentialgleichungen (3.14) gegeben wird,
nunmehr transformiert ist in die stochastische Abha¨ngigkeit der Zufallsva-
riablen (Ki)t , beschrieben durch deren U¨bergangswahrscheinlichkeitsdichte
(3.16).
Hinsichtlich der Eigenschaften von pK merken wir ferner an, daß in der
Tat gilt: ∫
pK d
4∆K =
∫
δ (∆K − (AK + b)T ∆t) d4∆K = 1 ,
und daß die Chapman-Kolmogorov-Beziehung fu¨r die Dichte mit der allge-
meinen δ-Distributionseigenschaft∫
δ(x− y)δ(y − a) dy = δ(x− a)
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korrespondiert. Schließlich berechnen wir vorgreifend:∫
∆Kµ pK d4∆K =
∫
∆Kµ δ (∆K − (AK + b) ∆t) d4∆K
=
∫
∆Kµ
3∏
ν=0
δ ((∆K − (AK + b) ∆t)ν) d4∆K
=
∫
∆Kµ δ (∆Kµ − (AK + b)µ ∆t) d∆Kµ
=
3∑
ν=0
(AµνKν + bµ) ∆t
=: (AµνKν + bµ) ∆t (µ, ν = 0, . . . , 3) ; (3.17)
und ∫
∆Kµ ∆Kν pK d4∆K (3.18)
=
∫
∆Kµ ∆Kν
3∏
λ=0
δ ((∆K − (AK + b) ∆t)λ) d4∆K
=
3∑
λ,ρ=0
(AµλKλ + bµ) (AνρKρ + bν) (∆t)2
=: (AµλKλ + bµ) (AνρKρ + bν) (∆t)2 (µ, ν = 0, . . . , 3) .
3.3 Koeffizientenfunktionen
Mit den vorgenommenen Ansa¨tzen zu den Temperatur- und Staubbildungs-
komponenten der U¨bergangswahrscheinlichkeit des stochastischen Prozes-
ses (Θ,K)t kann nun durch Berechnung der in den Koeffizientenfunktionen
enthaltenen Momente die Fokker-Planck-Gleichung im Folgenden konkret
formuliert werden. Zuvor gilt es, sich zu vergewissern, daß die getroffenen
Setzungen die eingangs verwendeten Voraussetzungen bei Aufstellung der
Fokker-Planck-Gleichung erfu¨llen.
U¨berpru¨fung der Voraussetzungen
Bei der Produktbildung p = pT pK gema¨ß (3.1) u¨bertragen sich in offen-
sichtlicher Weise die nachgewiesenen Eigenschaften von pT und (fu¨r kleine
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∆t) von pK auf p, (a) eine U¨bergangswahrscheinlichkeitsdichte und (b) mar-
kovsch zu sein; somit handelt es sich bei dem zugeho¨rigen, kanonisch gewa¨hl-
ten stochastischen Prozeß (Θ,K) um einen Markov-Prozeß.
Auch die bei der Herleitung der Fokker-Planck-Gleichung beno¨tigten
Voraussetzungen (s. Kapitel 2.3) sind erfu¨llt: Zuna¨chst gilt fu¨r δ > 0 be-
liebig die Voraussetzung (2.13):
0 ≤ lim
∆t↓0
1
∆t
∫∫
‖(∆T ,∆K)‖>δ
p(t, T,K, t+ ∆t, T + ∆T,K + ∆K) d∆T d4∆K
= lim
∆t↓0
1
∆t
∫∫
‖(∆T ,∆K)‖>δ
pT (t, T, t+ ∆t, T + ∆T ) pK(t, T,K, t+ ∆t,
K + ∆K) d∆T d4∆K
≤ lim
∆t↓0
1
∆t
∫
‖∆T‖>δ
pT (t, T, t+ ∆t, T + ∆T ) d∆T
∫
‖∆K‖>δ
pK(t, T,K,
t+ ∆t,K + ∆K) d4∆K
≤ lim
∆t↓0
1
∆t
∫
‖∆T‖>δ
pT (t, T, t+ ∆t, T + ∆T ) d∆T
∫
pK(t, T,K, t+ ∆t,
K + ∆K) d4∆K
= lim
∆t↓0
1
∆t
∫
‖∆T‖>δ
pT (t, T, t+ ∆t, T + ∆T ) d∆T = 0 ,
wobei sich im letzten Schritt die Grenzwertbestimmung mit der Darstellung
der U¨bergangswahrscheinlichkeitsdichte der Temperatur aus Anmerkung 16
auf S. 33 schnell mit den Bernoulli–l’Hoˆpitalschen Regeln ergibt.
Daru¨berhinaus zeigen die nachfolgenden Momentenberechungen, daß die
Momente (2.14)–(2.18) (sogar ‘unabgeschnitten’) existieren und mit den er-
haltenen pT und pK die Regularita¨tsannahmen erfu¨llt sind (vgl. S. 22).
Berechnung der Momente
Mit den physikalischen Ansa¨tzen (3.7) und (3.16) fu¨r die Dichte der U¨ber-
gangswahrscheinlichkeit p = pT pK des stochastischen Prozesses (Θ,K)t er-
geben sich nunmehr die Koeffizientenfunktionen in der Fokker-Planck-Glei-
chung (2.19) durch Berechnung der Momente (2.14)–(2.18) wie folgt:
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Mit (3.12) und (3.13) erha¨lt man:
BT = lim
∆t→0
1
∆t
∫∫
∆T pTpK d∆T d4∆K
= lim
∆t→0
1
∆t
∫
∆T pT d∆T
= − 1
λ
T ; (3.19)
AT = lim
∆t→0
1
∆t
∫∫
(∆T )2 pTpK d∆T d4∆K
= lim
∆t→0
1
∆t
∫
(∆T )2 pT d∆T
= 2
σ2
λ
; (3.20)
mit (3.17) und (3.19) folgt:
BµK = lim∆t→0
1
∆t
∫∫
∆Kµ pTpK d∆T d4∆K
= lim
∆t→0
1
∆t
∫
∆Kµ pK d4∆K
= AµνKν + bµ (µ = 0, . . . , 3) ; (3.21)
AµνK = lim∆t→0
1
∆t
∫∫
∆Kµ ∆Kν pTpK d∆T d4∆K
= lim
∆t→0
1
∆t
∫
∆Kµ ∆Kν pK d4∆K
= lim
∆t→0
((AµλKλ + bµ) (AνρKρ + bν) ∆t)
= 0 (µ, ν = 0, . . . , 3) ; (3.22)
ferner:
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AµTK = lim∆t→0
1
∆t
∫∫
∆Kµ ∆T pTpK d∆T d4∆K
= lim
∆t→0
{(
1
∆t
∫
∆T pT d∆T
)
∆t
(
1
∆t
∫
∆Kµ pK d4∆K
)}
= lim
∆t→0
(
1
∆t
∫
∆T pT d∆T
)
lim
∆t→0
(∆t) (AµνKν + bµ)
= 0 (µ = 0, . . . , 3) . (3.23)
Fokker-Planck-Gleichung
Mit den oben berechneten Momenten (3.19)–(3.23) ergibt sich somit fu¨r das
Fokker-Planck-Gleichungssystem (2.19):
∂ p1
∂t
=
1
λ
∂
∂T
(T p1) +
σ2
λ
∂2 p1
∂T 2
− ∂
∂Kµ
(p1 (AµνKν + bµ))
=
1
λ
(
∂
∂T
T + σ2
∂2
∂T 2
)
p1 − ∂
∂Kµ
(p1 (AµνKν + bµ)) . (3.24)
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Kapitel 4
Anfangs- / Randwertproblem
In den beiden folgenden Abschnitten werden zuna¨chst zum Zwecke einer
gu¨nstigeren physikalischen und mathematisch-numerischen Weiterbehand-
lung Transformationen der Fokker-Planck-Gleichungen vorgenommen und
im zweiten Schritt physikalisch begru¨ndete Anfangs- und Randbedingungen
aufgestellt, die zusammen mit dem Fokker-Planck’schen System partieller
Differentialgleichungen ein vollsta¨ndig gestelltes Problem bilden.
4.1 Transformationen des Fokker-Planck-Systems
Im spha¨risch mit der Geschwindigkeit v expandierenden stellaren Wind be-
zeichnete bislang die Angabe A(t) den A-Zustand zur Zeit t des radial nach
außen fliegenden Gaselementes, welches sich zum Zeitpunkt t0 = 0 am
Orte Rs befand (‘Lagrange-Beschreibung’). Beschreiben wir den Fluß des
stro¨menden Gases andererseits durch Angabe von A = A(x(t),t) bezogen
auf einen festen Raumpunkt x = (x, y, z) in einem kartesischen Koordi-
natensystem mit Ursprung im Sternmittelpunkt (‘Euler-Beschreibung’), so
transformiert sich der Zeitoperator d/dt der totalen Ableitung entlang der
Stromlinien im mitbewegten System beim U¨bergang in das ortsfeste karte-
sische System gema¨ß1:
d
dt
A → ∂
∂t
A+ v · ∇A+A∇ · v = ∂
∂t
A+∇ · (Av) , (4.1)
d. h. die durch die zeitliche Bewegung des Gaselementes hervorgerufene A¨nde-
rung setzt sich zusammen aus der lokalen A¨nderung von A in der Zeit (an
einem festen Raumpunkt), der durch die Konvektion des Gaselementes be-
dingten Vera¨nderung v · ∇A zwischen zwei Raumpunkten (zum selben Zeit-
punkt) sowie der Vera¨nderung durch Volumenexpansion des betrachteten
Gaselementes beim radialen Wegstro¨men.
1S. [Mihalas, Mihalas 84] Kap. 2.1 .
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In der spha¨risch symmetrischen Situation des stellaren Windes, wo in
Kugelkoordinaten allgemein
div v =
1
r2
∂
∂r
(r2vr) +
1
r sinϑ
∂
∂ϑ
(vϑ sinϑ) +
1
r sinϑ
∂vϕ
∂ϕ
gilt, erhalten wir daher die deterministischen Staubmomentengleichungen
mit v = (v, 0, 0) in der Form:
∂
∂t
K +
1
r2
∂
∂r
(r2vK) = AK + b .
Physikalisch vorausgesetzt wird eine stationa¨re Situation im stellaren
Wind, d. h. alle auftretenden partiellen Ableitungen bezu¨glich der Zeit wer-
den identisch Null; mithin ergibt sich:
1
r2
∂
∂r
(r2vK) = AK + b . (4.2)
Demzufolge figuriert nunmehr die radiale Koordinate r als Parameter
des stochastischen Prozesses (Θ,K), und das Fokker-Planck-System lautet:
1
r2
∂
∂r
(r2vp1) =
1
λ
∂
∂T
(T p1) +
σ2
λ
∂2 p1
∂T 2
− ∂
∂Kµ
(p1 (AµνKν + bµ)) . (4.3)
In der physikalischen Beobachtungssituation von Sternen haben wir es
im Sinne der Mittelung u¨ber das statistische Ensemble von Gaselementen
der Sternatmospha¨re offensichtlich mit der Messung von Erwartungswerten
zu tun, so daß sich eine weitere Transformation des Fokker-Planck-Systems
anbietet. Definieren wir bezu¨glich der Zufallsvariable Kρ das erste Moment
Qρ :=
∫
Kρ p1(r, T,K) d4K (ρ = 0, . . . , 3) , (4.4)
so erha¨lt man durch Anwendung des Operators
∫
d4KKρ auf Gleichung
(4.3) fu¨r alle ρ = 1, . . . , 3 :
1
r2
∂
∂r
r2v
∫
Kρ p1 d
4K =
1
λ
∂
∂T
{
T
∫
Kρ p1 d
4K
}
+
σ2
λ
∂2
∂T 2
∫
Kρ p1 d
4K
−
∫
∂
∂Kµ
(p1 (Aµν Kν + bµ))Kρ d4K ,
bzw. a¨quivalent:
1
r2
∂
∂r
(
r2vQρ
)
=
1
λ
∂
∂T
(TQρ) +
σ2
λ
∂2Qρ
∂T 2
−
∫
∂
∂Kµ
(p1 (Aµν Kν + bµ))Kρ d4K . (4.5)
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Fu¨r den letzten Term der rechten Seite von Gleichung (4.5) berechnet
man:∫
∂
∂Kµ
(p1 (Aµν Kν + bµ))Kρ d4K =
∫
∂
∂Kµ
(p1 (Aµν Kν + bµ)Kρ) d4K
−
∫
p1 (Aµν Kν + bµ)
∂
∂Kµ
Kρ d
4K ;
dabei ist (unter Beachtung der konzeptionellen Bemerkung auf S. 35) :∫
p1 (Aµν Kν + bµ)
∂
∂Kµ
Kρ d
4K =
∫
p1 (Aµν Kν + bµ) δµρ d4K
= Aρν
∫
p1 Kν d
4K + bρ
∫
p1 d
4K
= AρνQν + bρ
∫
p1 d
4K ;
unter Verwendung des Satzes von Gauß ergibt sich ferner (mit F als Ober-
fla¨che des Zustandsraumes):∫
∂
∂Kµ
(p1 (Aµν Kν + bµ)Kρ) d4K =
∫
F
p1 (Aµν Kν + bµ)Kρ dF = 0 ,
da auf F die Verteilung p1 wegen der Wahrscheinlichkeitsnormierung auf 1
u¨ber dem gesamten Raum verschwindet und gleichzeitig die Zufallsgro¨ße K
wegen ihres endlichen zweiten Momentes quadratintegrabel ist.2
Zusammen erha¨lt man mithin:∫
∂
∂Kµ
(p1 (Aµν Kν + bµ))Kρ d4K = −
(
AρνQν + bρ
∫
p1 d
4K
)
.
Die Integration der Dichte der Wahrscheinlichkeit p1 , bei r die Tem-
peraturabweichung T und die Staubbildung K anzutreffen, u¨ber den K-
Zustandsraum liefert die Temperaturverteilungsdichte pT1 bei r, welche als
Gaußdichte (A.2) des Ornstein-Uhlenbeck-Prozesses gegeben ist:
pT1 (r,T ) = (2piσ
2)−
1
2 e−
T2
2σ2 . (4.6)
Damit geht nunmehr (4.3) u¨ber in das folgende System partieller Diffe-
rentialgleichungen:
1
r2
∂
∂r
(r2vQρ) =
1
λ
∂
∂T
(T Qρ) +
σ2
λ
∂2Qρ
∂T 2
+AρνQν + bρ pT1 . (4.7)
2S. [Bauer 91] § 25, Beispiel 2 .
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Fu¨r ρ = 0, . . . , 3 liefern die Lo¨sungen Qρ gema¨ß∫
Qρ(r,T ) dT =
∫∫
Kρ p1(r, T,K) d4K dT = E (Kρ) (r) (4.8)
gerade die gesuchten lokalen Erwartungswerte der Zufallsvariablen K0, . . . ,
K3 , welche Staubbildung und -wachstum in unserem Zugang probabilistisch
beschreiben.
In einem letzten Schritt schließlich fu¨hren wir zwei Transformationen
durch, die sich fu¨r eine numerische Integration des Problems als gu¨nstig er-
weisen werden. Zuna¨chst ‘gla¨tten’ wir die Momente Qρ bezu¨glich der lokalen
gaußschen Temperaturverteilungen und definieren fu¨r ρ = 0, . . . , 3 :
qρ(r,T ) :=
Qρ(r,T )
pT1 (r,T )
. (4.9)
Offensichtlich folgt aus (4.6):
∂pT1
∂T
= − 1
σ2
TpT1
∂2pT1
∂T 2
= − 1
σ2
pT1 +
1
σ4
T 2pT1
∂pT1
∂r
= 0 ,
so daß man fu¨r das Fokker-Planck-System (4.7) bei Einsetzen und anschlie-
ßender Division durch pT1 > 0 berechnet:
1
r2
∂
∂r
(r2vqρ) = − 1
λ
T
∂qρ
∂T
+
σ2
λ
∂2qρ
∂T 2
+Aρνqν + bρ . (4.10)
Wir definieren ferner fu¨r ρ = 0, . . . , 3:
q˜ρ := r2vqρ
b˜ρ := r2vbρ (4.11)
und transformieren mit der vorgegebenen Geschwindigkeit v auf eine Zeit-
koordinate y, die gegeben werde durch:
y(r) =
r∫
rmin
1
v(r˜)
dr˜ , (4.12)
wobei rmin nahe an der Sternoberfla¨che der Anfang des Integrationsgebietes
ist, wo zum Zeitpunkt y(rmin) = 0 die Betrachtung der Gasvolumenelemente
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beginnt. Fu¨r den speziellen Fall etwa einer konstanten Geschwindigkeit v =
const 6= 0 ist offensichtlich r = vy + rmin .
Mit dy/dr = v−1 schließlich ergibt sich als Ausgangspunkt der nume-
rischen Bearbeitung fu¨r das Fokker-Planck-System (4.10) bei gleichzeitiger
Multiplikation mit vr2:
∂q˜ρ
∂y
= − 1
λ
T
∂q˜ρ
∂T
+
σ2
λ
∂2q˜ρ
∂T 2
+Aρν q˜ρ + b˜ρ (ρ = 0, . . . , 3) . (4.13)
4.2 Anfangs- und Randbedingungen
Beim hergeleiteten Fokker-Planck-System (4.7) bzw. (4.13) handelt es sich
um ein gekoppeltes System linearer partieller Differentialgleichungen zweiter
Ordnung vom parabolischen Typ, das innerhalb eines physikalisch sinnvollen
Gebietes zu integrieren ist. Bei den Ra¨ndern der gro¨ßten Fluktuationstem-
peratur sowie am Beginn des Staubbildungsgebietes sind zur Lo¨sung dieses
Systems physikalisch geeignete Bedingungen zu stellen.
Anfangsbedingung
Wie schon die deterministischen Rechnungen in U¨bereinstimmung mit den
Beobachtungen zeigen,3 sind nahe an der Sternoberfla¨che die Temperaturen
in der Sternatmospha¨re zu hoch fu¨r eine Entstehung von Staub. Ausgehend
von einem mittleren Temperaturverlauf, wie z. B. in (1.4), und einer durch
die jeweils in dem Turbulenzmodell gesetzte maximale Fluktuationstempe-
ratur vorgegebenen Abweichung hiervon (insb. hin zu tiefen Temperaturen)
ist es daher ein geeignetes Vorgehen, den Beginn des Integrationsgebietes bei
r = rmin (bzw. y(rmin) = 0) so weit nach innen in die Atmospha¨re zu legen,
daß als Anfangsbedingung das Fehlen von Staub auf dem ganzen Tempera-
turbereich angenommen werden kann:
Qρ(rmin,T ) = 0 (ρ = 0, . . . , 3) (4.14)
bzw. mit dem so gewa¨hlten Gebiet:
q˜ρ(0,T ) = 0 (ρ = 0, . . . , 3) . (4.15)
Der Integrationsvorgang kann dann bei der numerischen Lo¨sung abgebro-
chen werden bei soweit vom Stern entfernten Orten im stellaren Wind, daß
das staubbildende Material (im Erwartungswert) schon nahezu vollsta¨ndig
kondensiert ist. Ferner ist darauf zu achten, daß im Integrationsgebiet keine
Fluktuationen auftreten, die physikalisch sinnlose (insb. negative) Tempe-
raturwerte erzeugen wu¨rden.
3Vgl. [Gail, Sedlmayr 88].
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Randbedingungen
Gema¨ß den U¨berlegungen bei der Festlegung des Ornstein-Uhlenbeck-Pro-
zesses gehen wir von einer an jedem Ort r bzw. zu jedem y-Zeitpunkt symme-
trischen probabilistischen Temperaturfluktuation als Abweichung vom Mit-
telwert T¯ aus, d. h. die Ra¨nder des Integrationsgebietes sind bei geeigneter
Ansetzung der Varianz der Temperaturturbulenz f. a. y festzulegen durch:
Tmin(y) = −Tmax(y) = const .
Fu¨r das Aufstellen der Randbedingungen sind folgende Aspekte leitend:
(i) Am unteren Rand liegt aufgrund der Abweichung hin zu tiefen Tem-
peraturen die Situation vor, daß dort a¨ußerst rasch ein hoher Anteil des
kondensierbaren Materials Staub bildet bzw. auf die schon vorhandenen
Kohlenstoffnukleide aufwa¨chst, so daß auf der unteren Trajektorie bei der
Staubbildung die turbulente Situation den vergleichsweise geringsten Ein-
fluß hat. (ii) Am oberen Rand ist aufgrund der dortigen hohen Temperatu-
ren von geringster Staubbildung und insbesondere durch Verdampfung am
sta¨rksten behindertem Staubwachstum auszugehen im Vergleich zur Mit-
telkurve. (iii) Betrachtet man den Prozeß, bei gegebenem Gaußprofil das
Integrationsgebiet dadurch einzuschra¨nken, daß man nur noch immer ge-
ringere Temperaturabweichungen beru¨cksichtigt, so muß in diesem Grenz-
verhalten eine Konsistenz des Randverhaltens zur deterministischen Lo¨sung
auf der (stochastisch am sta¨rksten gewichteten) Mitteltrajektorie gegeben
sein. Grundsa¨tzlich ist es (auch bei variierenden Gaußprofilen) physikalisch
unplausibel, bei sehr kleinen Temperaturabweichungen als Intergrationsge-
bietsgrenzen auf den Ra¨ndern ein stark von der deterministisch gerechneten
Mittelkurve abweichendes Verhalten zu erwarten.
Die angefu¨hrten Charakteristika werden insbesondere dann erfu¨llt, wenn
die Randbedingungen auf dem oberen und unteren Rand unter Beru¨cksich-
tigung der Wahrscheinlichkeitsgewichtung gewonnen werden als Lo¨sungs-
kurven des deterministischen Systems der Gail-Sedlmayr-Gleichungen auf
diesen Randpfaden:
Qρ(r,Tmin) = Kρ(r,Tmin) pT1 (r,Tmin) ,
Qρ(r,Tmax) = Kρ(r,Tmax) pT1 (r,Tmax) ,
mit Kρ (ρ = 0, . . . , 3) als Lo¨sung von
1
r2
d
dr
(r2vKρ) = (Aρν Kν + bρ)|T¯ (r)±Tmax , (4.16)
bzw.
d
dy
q˜ρ = (Aρν q˜ν + b˜ρ)
∣∣∣
T¯ (y)±Tmax
, (4.17)
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unter der Anfangsbedingung fehlenden Staubes.
Bezu¨glich des Gewichtes dieser Randbedingungswahl ist ferner auf den
Umstand zu verweisen, daß aufgrund der angenommenen Fluktuationstem-
peraturverteilung die Temperaturwerte auf den Ra¨ndern und damit auch die
dort auf dem y /T -Gitter situierten Staubbildungsanteile des Erwartungs-
wertes (4.8) mit der gro¨ßten Unwahrscheinlichkeit belegt sind. Dementspre-
chend gilt es, die konkrete Ausdehnung des Integrationsgebietes in T -Rich-
tung bei den Computer-Berechnungen geeignet zu variieren. Dabei kann
dann insbesondere numerisch getestet werden, wie sensitiv das Lo¨sungsver-
halten des Erwartungswertes von dem Wert der Randbedingungen abha¨ngt,
indem man σ sowie den von der Gaußverteilung durch Einziehen der Ra¨nder
‘abgeschnittenen’ Anteil variiert und so die probabilistische Gewichtung der
Randwerte in der Rechnung vera¨ndert. (In der Tat wird sich das System
gegenu¨ber der Gro¨ße der Randwerte als nicht sehr stark beeinflußt erweisen,
s. u. Kapitel 6.3 .)
Damit Vertra¨glichkeit zwischen Anfangs- und Randbedingungen gesichert
ist, wird der Beginn des Gitters (im Idealfall) so tief in die Sternatmo-
spha¨re gelegt, daß auf den Ra¨ndern noch keine Staubbildung in den ersten
y-Schritten einsetzt.
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Kapitel 5
Numerische Behandlung
Das so erhaltene Anfangsrandwertproblem ist einer numerischen Integration
zuzufu¨hren. In einem ersten Schritt (Kapitel 5.1) wird daher eine hierfu¨r
geeignete Diskretisierung des Problems vorgenommen. Im zweiten Schritt
(Kapitel 5.2) werden einige Erla¨uterungen gegeben zur Umsetzung dieses
numerischen Lo¨sungsweges am Computer, was dann zu den in Kapitel 6
dargestellten Ergebnissen fu¨hrt.
5.1 Diskretisierung
Die Abbildung q˜ρ(y,T ) (ρ = 0, . . . , 3) wird bei der numerischen Behandlung
auf einem diskreten Gitter ausgewertet: y ∈ {. . . , yk−1, yk, yk+1, . . . } und
T ∈ {. . . , Tj−1, Tj , Tj+1, . . . } fu¨r k, j ∈ N ; wir schreiben kurz: q˜ρ(yk,Tj) =:
q˜ρ(k,j) .
Mit dem Fokker-Planck-Gleichungssystem (4.13) ist ein parabolisches
Anfangsrandwertproblem gegeben. Es liegt daher nahe, numerisch nach der
impliziten Methode von Crank-Nicolson vorzugehen:1
Zuna¨chst approximieren wir die erste Ableitung auf der linken Seite von
(4.13) durch den Vorwa¨rtsdifferenzenquotienten am Punkte (yk,Tj) :
∂q˜ρ
∂y
(k,j) ≈ q˜ρ(k + 1,j)− q˜ρ(k,j)
yk+1 − yk .
Sodann wird mit Crank-Nicolson eine Approximation f der rechten Seite
von (4.13) an jeweils zwei aufeinanderfolgenden Zeitschichten k + 1 und k
gebildet sowie mit einem geeigneten 0 < ϑ < 1 gemittelt; man setzt mithin:
q˜ρ(k + 1,j)− q˜ρ(k,j)
yk+1 − yk = ϑfk+1 + (1− ϑ)fk . (5.1)
1S. z. B. [Schwarz 86] Kap. 10.2 und [Morton, Mayers 94].
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Der Parameter ϑ ist bei Durchfu¨hrung der numerischen Integration am
Computer zur Erreichung bester numerischer Stabilita¨t fu¨r das gegebene
Problem geeignet zu variieren.
Fu¨r den Erhalt einer approximierenden Diskretisierung der rechten Seite
sei zuna¨chst eine Taylor-Entwicklung um Tj durchgefu¨hrt; diese liefert bei
Einsetzen der Stellen T = Tj+1 und T = Tj−1 (mit ∂q˜ρ/∂T =: q˜′ρ):
q˜ρ(k,j + 1) ≈ q˜ρ(k,j) + q˜′ρ(k,j)hj +
1
2
q˜′′ρ (k,j)h
2
j , (5.2)
q˜ρ(k,j − 1) ≈ q˜ρ(k,j)− q˜′ρ(k,j)hj−1 +
1
2
q˜′′ρ (k,j)h
2
j−1 , (5.3)
wobei definiert ist:
hj := Tj+1 − Tj .
Durch Multiplikation von (5.2) mit h2j−1 und von (5.3) mit h
2
j ergibt sich
bei anschließender Differenzbildung zwischen den Gleichungen als Na¨herung
der ersten Ableitung:
q˜′ρ(k,j) ≈ Hj
[
h2j−1q˜ρ(k,j + 1) +
(
h2j − h2j−1
)
q˜ρ(k,j)− h2j q˜ρ(k,j − 1)
]
,
(5.4)
wobei definiert ist:
Hj := (hjh2j−1 + h
2
jhj−1)
−1 .
Entsprechend liefert die Multiplikation von (5.2) mit hj−1 und von (5.3)
mit hj bei anschließender Addition der Gleichungen als Na¨herung fu¨r die
zweite Ableitung:
q˜′′ρ (k,j) ≈ 2Hj [hj−1q˜ρ(k,j + 1)− (hj−1 + hj) q˜ρ(k,j) + hj q˜ρ(k,j − 1)] .
(5.5)
Somit ergibt sich durch Einsetzen in (5.1) fu¨r innere Punkte des Diskre-
tisierungsnetzes:
2ϑq˜ρ(k + 1,j − 1)ak+1,j−1 + 2ϑq˜ρ(k + 1,j)bk+1,j +
2ϑq˜ρ(k + 1,j + 1)ck+1,j+1 + ϑ
(
Aρν q˜ν + b˜ρ
)
(k+1,j)
= −2(1− ϑ)q˜ρ(k,j − 1)ak,j−1 + 2(1− ϑ)q˜ρ(k,j)dk,j −
2(1− ϑ)q˜ρ(k,j + 1)ck,j+1 − (1− ϑ)
(
Aρν q˜ν + b˜ρ
)
(k,j)
, (5.6)
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wobei
ak,j−1 :=
1
λ
(
1
2
TjHjh
2
j + σ
2Hjhj
)
,
bk,j := − 1
λ
(
1
2
TjHj(h2j − h2j−1) + σ2Hj(hj−1 + hj)
)
− 1
2ϑ(yk − yk−1) ,
ck,j+1 :=
1
λ
(
−1
2
TjHjh
2
j−1 + σ
2Hjhj−1
)
,
dk,j := −bk,j − 12ϑ(yk − yk−1) −
1
2(1− ϑ)(yk+1 − yk) .
Die Werte der q˜ρ auf den a¨ußeren Punkte des Gitters sind gegeben durch
die Anfangs- und Randbedingungen (4.15) bzw. (4.17), d. h., gehen wir von
einem Gitter der Art
(k,j) ∈ {1, . . . , kmax} × {1, . . . , n}
aus, so sind aus den Anfangs- und Randbedingungen
q˜ρ(1,j), q˜ρ(k,1) und q˜ρ(k,n)
fu¨r alle j und k bekannt, womit sich mittels des gekoppelten Differenzen-
gleichungssystems (5.6) die Werte der q˜ρ(k + 1,j) im Schritt k + 1 aus den
zuvor ermittelten Werten des Schrittes k berechnen lassen. In Matrixform
schreiben wir:
2ϑ

bk+1,2 ck+1,3 0
ak+1,2 bk+1,3 ck+1,4
. . .
. . .
. . .
ak+1,n−3 bk+1,n−2 ck+1,n−1
0 ak+1,n−2 bk+1,n−1


q˜ρ(k + 1,2)
q˜ρ(k + 1,3)
...
q˜ρ(k + 1,n− 2)
q˜ρ(k + 1,n− 1)

=
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= 2(1− ϑ)

dk,2 −ck,3 0
−ak,2 dk,3 −ck,4
. . .
. . .
. . .
−ak+1,n−3 dk,n−2 −ck,n−1
0 −ak,n−2 dk,n−1


q˜ρ(k,2)
q˜ρ(k,3)
...
q˜ρ(k,n− 2)
q˜ρ(k,n− 1)

+ 2ϑ

−ak+1,1q˜ρ(k + 1,1)
0
...
0
−ck+1,nq˜ρ(k + 1,n)

+ 2(1− ϑ)

−ak,1q˜ρ(k,1)
0
...
0
−ck,nq˜ρ(k,n)

− 1
2
~Cρ , (5.7)
mit
~Cρ =

2ϑJ˜?(k + 1,2) + 2(1− ϑ)J˜?(k,2)
...
2ϑJ˜?(k + 1,n− 1) + 2(1− ϑ)J˜?(k,n− 1)

fu¨r ρ = 0 ,
~Cρ =

ρ
3
1
τ
(q˜ρ−1(k + 1,2) + 2(1− ϑ)q˜ρ−1(k,2))
...
ρ
3
1
τ
(q˜ρ−1(k + 1,n− 1) + 2(1− ϑ)q˜ρ−1(k,n− 1))

fu¨r ρ = 1, . . . , 3 .
Zu lo¨sen ist also pro Schritt sukzessive fu¨r jedes ρ ein lineares Glei-
chungssystem (5.7) mit tridiagonaler Koeffizientenmatrix. Der (globale) Dis-
kretisierungsfehler des Crank-Nicolson-Verfahrens, die Abweichung also der
Na¨herung von der exakten Lo¨sung nach mehreren Integrationsschritten, ist
von zweiter Ordnung in den Zeitschritten und von zweiter Ordnung in den
Temperaturschritten:
O
(
(∆yk)2
)
+O
(
h2j
)
.2
2S. [Schwarz 86] Kap. 10.2.2 .
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5.2 Bemerkung zur Computerbearbeitung
Die prinzipielle algorithmische Umsetzung der so getroffenen numerischen
Vorbereitungen kann durch nachfolgende Aspekte charakterisiert werden,
womit gleichzeitig einige Erla¨uterungen zu der konkreten Durchfu¨hrung der
Computerberechnung gegeben sind, auf der die Ergebnisse in Kapitel 6 be-
ruhen.
• Das lineare Gleichungssystem wird numerisch durch einen Gauß-Al-
gorithmus mit Zeilenvertauschung u¨ber eine relative Kolumnenmaxi-
mumsstrategie gelo¨st (‘Pivot-Suche’); eine LR-Zerlegung fu¨hrt dabei
zu bidiagonalen Linksdreieckmatrizen. Fu¨r jeweils einen Wert von ρ
sind in jedem k-Schritt bei (n−2) Unbekannten 9 (n−3) Rechenschritte
notwendig.3
Die Integrationen bei den Erwartungswertbildungen (und Transforma-
tionen wie (4.12) ) werden durch numerische Quadratur gema¨ß sum-
mierter Simpson-Regel vollzogen.4
• Die beschriebene Diskretisierung geht nicht von einem insgesamt a¨qui-
distanten Gitter aus. Vielmehr sind die Schrittweiten in der Compu-
ter-Rechnung gerade den Vera¨nderungen der zu ermittelnden Gro¨ßen
anzupassen. So wird etwa im Bereich des erheblichen Anstiegs der Nu-
kleationsrate innerhalb sehr kurzer Zeit eine Verdichtung der Zeitstu¨tz-
stellen vorgenommen.5
• Die durchgefu¨hrte numerische Integration am Computer hat fu¨r das
gegebene Problem durch Tests mit variierenden Crank-Nicolson-Para-
metern gerade fu¨r das arithmetische Mittel ϑ = 0,5 die beste numeri-
sche Stabilita¨t ergeben.
• Zur Berechnung des Systems (5.7) auf dem Gitter sind zuna¨chst in
jedem Schritt k + 1 unter den aktuellen thermodynamischen Bedin-
gungen (Temperaturstelle, Dichtewert) die Nukleationsrate J? und die
Nettowachstumszeit τ zu berechnen; diese Bestimmung beruht auf
[Gail et al. 84] und [Gauger et al. 90], vgl. o. Abschnitt 1.1, bei einer
auf die wichtigsten Reaktionspartner (in einer Gaskastenanordnung)
und die Hauptreaktionen konzentrierten Chemie (mit den Wachstums-
partnern C ,C2 ,C2H ,C2H2 ; vgl. S. 4). 6
3S. [Schwarz 86] Kap. 1.3.3 .
4Vgl. z. B. [Schwarz 86] Kap. 1.3 .
5Stabile numerische Ergebnisse waren – bei geeigneter Lage – durch einige 10 000 Zeit-
stu¨tzstellen und einige 100 Temperaturstu¨tzstellen gegeben.
6Verf. dankt ausdru¨cklich fu¨r die Zurverfu¨gungstellung dieser bereits entwickelten Rou-
tinen zur Chemie und Staubbildung (A. Gauger, A. Fleischer, J. M. Winters et al.) durch
das Institut fu¨r Astronomie und Astrophysik der TU Berlin; Dr. Jan Martin Winters sei
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• Die Berechnung der Randbedingungen und vergleichsweise herangezo-
genen Mittelkurve (als Lo¨sungen des deterministischen Systems) er-
folgt ebenfalls mittels der im vorangehenden Punkt erwa¨hnten Routi-
nen.
• Wesentlich geht in die Berechnungen der u¨ber das Moment K3 zu
ermittelnde Verbrauch des kondensierbaren Materials im bisherigen
Prozeßverlauf ein. Aufgrund der stochastischen, markovschen Situa-
tion wird dieser Verbrauch (insb. in Hinblick auf die Gaußverteilung
der Temperaturwerte) im Mittel u¨ber alle mo¨glichen und im Fokker-
Planck-System beschriebenen Pfade im Sinne einer Fehlerkompensati-
on am besten geliefert durch den Erwartungswert dieses Momentes im
vorangegangenen Schritt k.
gedankt fu¨r seine computertechnischen Hilfen bei der Einbindung dieser Programme in
die hier entwickelte ‘Fluktuationsroutine’.
Kapitel 6
Ergebnisse
In den folgenden Abschnitten werden die auf den in den bisherigen Kapiteln
dargelegten Grundlagen des Modells basierenden Ergebnisse der numeri-
schen Integration des Fokker-Planck-Systems dargestellt. Zu den einzelnen
Graphiken1 in diesem Kapitel befinden sich jeweils erga¨nzende Abbildungen
in Anhang B. Sofern nicht anders angegeben, liegen dabei den Berechnungen
folgende Parameter des stellaren Windes als Standardmodell zugrunde:
T¯ = Ts
(
Rs
r
)1/2
, also α = 0,5
Rs = 3,7·1013 cm
Ts = 2500 K bzw.:
Ls = 104 L
v = 20 km/s
Ms = 1 M
M˙ = 2 · 10−5 M/yr
ρ(r) = M˙
4pir2v
εC : εO = 3
Diese Werte sind astrophysikalisch als typisch fu¨r staubbildende, ku¨hle,
kohlenstoffreiche Sterne, d. h. C–Sterne des spa¨ten Typs, rote Riesen bzw.
U¨berriesen, anzusehen.2 Ebenso ist immer dann, wenn nicht explizit anders
vermerkt, eine Korrelationsla¨nge gewa¨hlt, bei der der von diesem Parameter
bedingte Turbulenzeffektanteil voll ausgepra¨gt ist (i. d. R. λ = 10−3 s). Der
den erfaßten Anteil der Normalverteilungen beschreibende sog. Gaußfaktor
ist i. a. als γ = 3,29 gewa¨hlt, was einem beru¨cksichtigten Fla¨chenanteil von
99,9 % der Werte der Temperaturwahrscheinlichkeitsverteilung entspricht.
1Die Abbildungen wurden mit dem Graphikprogramm Supermongo erstellt. Fu¨r seine
Hilfen bei der Verwendung dieses Programmes dankt Verf. cand. phys. Frank Mu¨ller (am
Institut fu¨r Astronomie und Astrophysik, TU Berlin).
2Vgl. zur Charakterisierung solcher asymptotic giant branch (AGB-) Objekte z. B.
[Sedlmayr, Winters 97].
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6.1 Turbulenzeffekte
Die entscheidenden Kenngro¨ßen fu¨r die Temperaturturbulenz der Sternat-
mospha¨re sind die Korrelationsla¨nge λ , die u¨ber die Streuung der Tempera-
turverteilung gelieferte quadratmittlere Temperaturabweichung σ2 aufgrund
der Temperaturfluktuationen sowie die angenommene maximale Tempera-
turschwankung; die hiermit festgelegte Breite 2σγ des ‘Temperaturfluktua-
tionsschlauches’ um die Mittelkurve wird durch den Gaußfaktor γ geliefert.
Durch systematische Variation dieser Parameter in den numerischen
Tests ist ihr Einfluß auf Staubbildung und -wachstum in dem vorausge-
setzten ku¨hlen, kohlenstoffreichen stellaren Wind zu untersuchen. Das dies-
bezu¨gliche Lo¨sungsverhalten des Fokker-Planck-Systems wird in den Abbil-
dungen 6.1–6.3 sowie erga¨nzend und erweiternd in den Anhangsabbildun-
gen B.1–B.3 dargestellt. Ausgehend von diesen Ergebnisgraphiken halten
wir fest:
Fu¨r eine gegebene Temperaturfluktuation (s. Abbildungen 6.1 und B.1) ent-
stehen fu¨r λ→∞ und λ→ 0 die Grenzfa¨lle der Makro- und Mikroturbulenz.
Im Fokker-Planck-System 4.7 bzw. 4.13 ist offensichtlich gerade der Ope-
rator
1
λ
(
∂
∂T
T + σ2
∂2
∂T 2
)
(6.1)
fu¨r die charakteristischen Turbulenzeffekte verantwortlich zu machen. Be-
schreibt Qρ(r,T ) die Staubbildung gerade unter der Bedingung, daß die
Temperaturabweichung im Intervall [T ,T + dT ) lokalisiert ist, so bewirkt
der Fokker-Planck-Operator die Wechselwirkung zwischen diesen Tempera-
turkana¨len bzw. -moden als U¨berga¨nge zwischen ihnen bei der Turbulenz.
Im Falle der Makroturbulenz λ → ∞ verschwindet der Einfluß dieses
Operators. Die numerischen Tests ergeben in der Tat fu¨r große λ, (in der
Gro¨ßenordnung ab 108 s) als Grenzwertverhalten eine Anna¨herung an die
(deterministisch als Lo¨sung der Gail-Sedlmayr-Gleichungen ermittelte) klas-
sische Lo¨sung fu¨r fehlende Fluktuationen. Durch eine beliebig große Rela-
xationszeit bei Temperaturauslenkungen – einem Verbleib im ausgelenkten
Zustand wie es etwa wa¨hrend einer sehr ausgedehnten durchlaufenden homo-
genen Temperatur-Sto¨rung der Fall ist – kommt es aufgrund dieser Moden-
Trennung zu einem quasi-deterministischen Verhalten der Erwartungswerte;
einzig bleibt der Einfluß durch die stochastische Verteilung der Fluktuati-
onstemperaturen als Wahrscheinlichkeitsgewicht fu¨r das Auftreten bzw. die
Besetzung der Moden. Diese Interpretation wird gestu¨tzt, wenn in (4.7)
λ→∞ strebt:
1
r2
∂
∂r
(r2vQρ) = AρνQν + bρ pT1 ;
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mithin erha¨lt man durch Integration u¨ber den T -Raum unter Beachtung
von (4.8):
1
r2
∂
∂r
r2vE (Kρ) =
∫
AρνQνdT +
∫
bρ p
T
1 dT .
Insbesondere fu¨r kleine Standardabweichungen σ (vgl. Abbildung B.1),
also hohem Gewicht auf dem mittleren Temperaturkanal, sind es mithin
approximativ die Erwartungswerte der Zufallsgro¨ßen, die in diesem Fall
die deterministische Staubbildungsphysik erfu¨llen; fu¨r hinreichend kleine σ
na¨mlich gilt (s. u. (6.2)):∫
Aρν(T )Qν dT ≈ Aρν(T¯ )
∫
Qν dT
∫
bρ(T ) pT1 dT ≈ bρ(T¯ ) .
Im Falle der Mikroturbulenz λ→ 0 kommt es zur Ausbildung der Turbu-
lenz. Bei mittleren σ und gegebenen stellaren Parametern zeigt sich gema¨ß
der numerischen Ergebnisse die Turbulenz voll ausgepra¨gt (und sich dann
kaum mehr vera¨ndernd) ab Korrelationszeiten der Gro¨ßenordnung 103 s . In
Hinblick auf die Korrelationsfunktion (3.11) herrscht fu¨r kleine λ eine stark
unkorrelierte Fluktuation vor, was auf schnelle Relaxationsmo¨glichkeit, also
kurzfristige Sto¨rungen, bzw. ein Turbulenzverhalten zuru¨ckzufu¨hren ist, das
aus einer Vielzahl sich zufa¨llig u¨berlagernder, wechselnder Einflu¨sse entsteht.
Dementsprechend gibt es eine hohe Zahl von U¨berga¨ngen zwischen den von
σ vorgegebenen Fluktuationstemperaturmoden. Ergebnisgraphik 6.1 zeigt
den Einfluß solcher nahezu rein zufa¨lligen Temperaturfluktuationen, wie sie
nachfolgend bei der σ-Variation na¨her zu besprechen sind.
Zwischen diesen beiden Grenzfa¨llen entsteht fu¨r variierendes λ ein U¨ber-
gangsgebiet, in dem sich die Turbulenzeffekte auspra¨gen und Temperatur-
moden mischen. Die Lage dieses λ-Intervalles ha¨ngt neben den physikali-
schen Parametern des stellaren Windes von der Streuung σ ab (vgl. Ab-
bildung B.1); in U¨bereinstimmung mit (6.1) verschiebt sich die Lage dieses
mittleren Bereiches mit wachsender Fluktuation hin zu gro¨ßeren Korrelati-
onsla¨ngen.
Die durch die Korrelationsla¨nge λ gegebenen Relaxationszeiten bei Tem-
peratursto¨rungen lassen im Bereich sich voll auspra¨gender Turbulenz die auf
ku¨rzeren Zeitskalen ablaufende chemische Reaktionskinetik hinsichtlich der
Ru¨ckkehr ins Gleichgewicht unberu¨hrt.
Fu¨r den Fall nun einer festen Korrelationsla¨nge, bei der jedoch nicht die
Turbulenz unterdru¨ckt ist, gilt es, den Einfluß der Standardabweichung σ
zu untersuchen (s. hierzu die Abbildungen 6.2 und B.2).
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Im Vergleich zur deterministischen Mittelkurve als Lo¨sung des Momen-
ten-Gleichungssystems von Gail und Sedlmayr, die mit der Kennzeichnung
σ = 0 in den Graphiken enthalten ist, stellen wir zuna¨chst fest, daß fu¨r
kleiner werdende σ eine Anna¨herung der Fluktuationskurven an diesen nicht-
stochastischen Fall aus der ‘klassischen’ Theorie gegeben ist. Da bekanntlich
fu¨r n→∞ die Folge
δn = n e−pin
2x2
eine Darstellung der δ-Distribution liefert, gilt mit der Dichtedarstellung
(4.6) des Ornstein-Uhlenbeck-Prozesses:
pT1 → δ(T ) fu¨r σ → 0 . (6.2)
Mithin erhalten wir aus (4.7)–(4.9) in der Tat im Grenzfall σ → 0 , daß
die Erwartungswerte der Zufallsvariablen das Momentengleichungssystem
der deterministischen Theorie erfu¨llen; Integration u¨ber den T -Raum liefert
fu¨r alle ρ, ν = 0, . . . , 3 :
1
r2
∂
∂r
r2vE (Kρ) = Aρν(T¯ (r)) E (Kν) + bρ(T¯ (r)) ;
dabei wurde verwendet:
E (Kρ) =
∫
qρ(r,T ) pT1 (r,T ) dT = qρ(r,0)
sowie:3∫
∂
∂T
TQρ dT =
∫
qρ(r,T )δ(T ) dT +
∫
Tδ(T )
∂
∂T
qρ(r,T ) dT
+
∫
qρ(r,T )T δ′(T ) dT
= qρ(r,0)−
∫
qρ(r,T )δ(T ) dT
= 0 .
Bei ansteigenden Temperaturfluktuationen durch wachsendes σ bilden
sich, insofern der λ-Wert dies zula¨ßt, charakteristische Temperaturfluktua-
tionseffekte beim Verlauf der Lo¨sungen heraus:
Zuna¨chst ist ein deutlich fru¨heres Einsetzen von effektiver Nukleati-
on und Wachstum der Ko¨rner im Vergleich zur deterministischen Lo¨sung
3Zu beachten ist dabei mit der Produktregel fu¨r Distributionenableitungen als Eigen-
schaft der Delta-Distribution: ∂(Tδ(T )) = 0 = Tδ′ + δ , also Tδ′(T ) = −δ(T ) .
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(σ = 0 K) zu verzeichnen. Offensichtlich auf das bereits eher im stella-
ren Wind gegebene Vorherrschen gu¨nstiger Temperatur-Dichte-Bedingun-
gen zuru¨ckzufu¨hren, setzt die Staubbildung im berechneten Modell effektiv
um ca. 0,75 Sternradien weiter innen in der Atmospha¨re ein als bei der
Lo¨sung ohne Temperaturschwankungen.
Sodann pra¨gt sich nach diesem ‘turbulenz-beschleunigten’ Anstieg der
Staubbildung ein fu¨r die Fluktuationslo¨sungen typischer Bereich heraus. Die
Zone, innerhalb derer noch nicht der (u¨ber das dritte Staubmoment) gelie-
ferte maximale Kondensationsgrad fcond des kondensierfa¨higen Materials
erreicht ist (untere Graphik), verbreitert sich mit wachsenden Streuungen
der Temperatur.
Wa¨hrend sich ferner die Kurve der Nukleationsrate als Mittelwert der
(nicht-stochastisch) berechneten Werte auf dem Temperaturgitter ergibt,
zeigen die im Fokker-Planck-System berechneten Gro¨ßen in ihren Erwar-
tungswerten charakteristische Verla¨ufe: (i) Bei zunehmend wachsenden σ
kommt es rasch zur Bildung sehr großer Ko¨rner; (ii) wa¨hrend sich fu¨r kleine
und mittlere Standardabweichungen in der fluktuations-gepra¨gten Staub-
bildungszone offensichtlich durch die herrschenden Bedingungen ein Wen-
depunkt-artiger Verlauf in der Entwicklung der durschnittlichen Kornradi-
usgro¨ße (2. Graphik von unten; vgl. Abschnitt 1.1) ergibt – von zuna¨chst
hauptsa¨chlich gro¨ßeren, dann aber durch das Vorherrschen zunehmend klei-
ner Partikel hin zu kleineren durchschnittlichen Radien abfallend, um dann
wieder anzusteigen – bildet sich bei sehr großen Fluktuationen offensicht-
lich ein Gebiet heraus, in dem sich im Mittel Anzahl (mittlere Graphik,
gegeben u¨ber das 0-te Moment) und Gro¨ße der Partikel netto kaum a¨ndern;
(iii) bei einer durch große Korrelationsla¨ngen gegebenen Modenentkopplung
entstehen insgesamt gro¨ßere Staubko¨rner als bei fehlender Fluktuation (s.
Abbildung B.2) .
Schließlich ist insgesamt festzuhalten, daß (auch bei beru¨cksichtigter Ver-
dampfung von Staubpartikeln) die Temperaturfluktuation sich als ein Ein-
fluß zeigt, der den Staubentstehungprozeß in stellaren Winden erheblich
fo¨rdert und nicht behindert oder gar unmo¨glich macht.
Der Einfluß der Gaußfaktoren γ der Fluktuationstemperaturverteilungen
wird in den Abbildungen 6.3 und B.3 bei jeweiligen Standardabweichungen
σ verdeutlicht.
Die numerischen Lo¨sungen (s. insbesondere Abbildung 6.3) belegen, daß
die durch hohe Gaußfaktoren gegebene Beru¨cksichtigung großer Tempera-
turabweichungen zumindest bei starken Fluktuationen einen deutlichen Ein-
fluß auf die Kurven hat, wa¨hrend kleine Gaußfaktoren hier durch das – phy-
sikalisch offenbar unbegru¨ndete – Abschneiden erheblicher Anteile der Fluk-
tuationstemperaturverteilungen turbulenzeffektunterdru¨ckend in der mittle-
ren Zone der Atmospha¨re wirken: Insbesondere setzt die Nukleation spa¨ter
ein und fu¨hrt zu deutlich geringeren Werten, z. B. Kondensationsgraden, im
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betrachten Bereich des stellaren Windes, was mit dem offensichtlich stark
eingeschra¨nkten Integrationsgebiet bei der Erwartungswertbildung korre-
spondiert.
Die zugrundeliegenden Gaußfaktoren γ = 0,5 ; 1,0 ; 1,5 ; 2,58 ; 3,89 ent-
sprechen dabei folgenden Anteilen der Gaußverteilung: 38 % ; 68 % ; 87 % ;
99 % ; 99,9999 % .
Entsprechend (s. Abbildung B.3) lassen fu¨r anwachsende Streuungen σ
kleine Gaußfaktoren γ kaum Turbulenzeffekte auftreten, wa¨hrend sie sich bei
gro¨ßeren Gaußfaktoren deutlich herauspra¨gen. Wie die numerischen Tests er-
geben, treten ab Gaußfaktor-bedingten Temperaturschlauchbreiten, die bei
der Fluktuation ca. 95 % der wahrscheinlichkeitsgewichteten Temperaturab-
weichungen umfassen, dann jedoch selbst bei großen σ nahezu keine Vera¨nde-
rungen im charakteristischen Turbulenzverlauf mehr auf (bis auf ein gewisse,
aus dem Verhalten der gemittelten Nukleationsrate auf dem Temperaturgit-
ter sich rekrutierenden Verbreiterung des mittleren Staubbildungsgebietes).
Offensichtlich sind hier jedoch aus physikalischen Gru¨nden Beschra¨nkungen
an den Wert der maximalen Temperaturfluktuation gegeben, da keine belie-
big niedrigen oder gar negative Temperaturwerte entstehen du¨rfen; ebenso
ist grundsa¨tzlich darauf zu verweisen, daß die zugrundegelegten chemischen
Reaktionen bei sehr tiefen Temperaturen nicht mehr bestimmend fu¨r den
Prozeß des Staubwachstums sind.
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λ = 103 s
λ = 104 s
λ = 105 s
λ = 106 s
λ = 108 s
Abbildung 6.1: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei σ = 60 K und variierenden Korrelationsla¨ngen.
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σ = 0 K
σ = 20 K
σ = 40 K
σ = 60 K
σ = 80 K
Abbildung 6.2: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei variierenden Standardabweichungen σ der Fluktuationstemperatur-
verteilungen bei der Korrelationsla¨nge λ = 103 s .
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γ = 0,5
γ = 1,0
γ = 1,5
γ = 2,58
γ = 3,89
Abbildung 6.3: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei σ = 80 K und variierenden Gaußfaktoren.
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6.2 Variation des Windmodells
Nachfolgend soll kurz untersucht werden, wie sich das Lo¨sungsverhalten des
Fokker-Planck-Systems vera¨ndert, wenn die physikalischen Modellparame-
ter des stellaren Windes variiert werden. Dabei steht hier nicht zur Dis-
kussion das Verhalten der klassisch berechneten Staubbildung, wie sie sich
an der deterministisch ermittelten, zum Vergleich hinzugezogenen Mittel-
kurve (σ = 0) bei unterschiedlichen Windmodellen zeigt. Das Augenmerk
gilt vielmehr der Frage, bei welchen Voraussetzungen sich in Abweichung
zur jeweiligen deterministischen Vergleichskurve die Turbulenzeffekte gera-
de besonders deutlich auspra¨gen.
Die Ergebnisse dieser Computerberechnungen sind in den Abbildungen
6.4–6.6 sowie in den Anhangsabbildungen B.4–B.6 dargestellt. Wir halten
fest:
Windgeschwindigkeit, Mittlerer Temperaturverlauf, Massen-
verlustrate
Zusammenfassend kann aus dem Verhalten der Lo¨sungskurven festgehalten
werden:
Einen besonders starken Einfluß haben die Temperaturfluktuationen in
folgenden Fa¨llen:
• langsam abfallende mittlere Temperatur (vgl. (1.4)) – hierdurch wird
v. a. die fluktuations-dominierte Zone noch verbreitert;
• sehr geringe Windgeschwindigkeiten – hier wird v. a. das turbulenzge-
triebene fru¨hzeitige rasche Entstehen von Staub zusa¨tzlich befo¨rdert;
• bei geringen Massenverlustraten kommt es mit dem dadurch gegebenen
Dichteverlauf (vgl. (1.4)) zu einer Verbreiterung der Staubentstehungs-
zone durch die Fluktuationen; bei ho¨heren Massenverlustraten ist (bei
mehr kondensierbarem Material) v. a. der fluktuations-typische Effekt
auf den Verlauf der Lo¨sungen in dieser Zone sta¨rker ausgepra¨gt.
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v = 5 km s−1
v = 15 km s−1
v = 25 km s−1
Abbildung 6.4: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei variierenden Windgeschwindigkeiten: oben links fu¨r σ = 0 K; oben
rechts fu¨r σ = 40 K; unten links fu¨r σ = 80 K .
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α = 0,6
α = 0,5
α = 0,4
Abbildung 6.5: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei σ = 40 K und variierenden Temperaturmittelwertkurven.
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M˙ = 9·10−6 M
yr
M˙ = 2·10−5 M
yr
M˙ = 5·10−5 M
yr
Abbildung 6.6: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei σ = 40 K und variierenden Massenverlustraten.
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Windprofil mit ortsabha¨ngiger Geschwindigkeit
Den in Abbildung 6.7 dargestellten Verla¨ufen liegt ein von den u¨brigen Un-
tersuchungen verschiedenes Windmodell zugrunde, dessen Kerncharakteri-
stikum eine ortsabha¨ngige Windgeschwindigkeit ist. In der Tat wurde hier
ein Windprofil bzgl. Temperatur T¯ (r), Dichte ρ(r) und Geschwindigkeit v(r)
vorgegeben, das sich als typisches Ergebnis eines deterministischen, selbst-
konsistent gerechneten stellaren Windes (Chemie, Hydrodynamik, Strah-
lungstransport) unter Staubbildung ergibt.4
Die Parameter dieses Windmodells sind:
Teff = 2346 K
Rs = 7,29·1013 cm
Ts = 2112 K bzw.:
Ls = 3 · 104 L
Ms = 0,7 M
M˙ = 5 · 10−6 M/yr
εC : εO = 1,4
Offensichtlich erfa¨hrt die Fluktuationsuntersuchung bei diesem Wind-
profil bei gro¨ßeren als den hier getesteten Standardabweichungen σ schnell
seine physikalischen (und numerischen) Grenzen, da es sich bei dem Wind-
profil um ein urspru¨nglich selbst-konsistent gerechnetes Modell handelt,
d. h., daß die Entstehung von Staub als Antriebsmechanismus fu¨r den Wind
auftritt. Aufgrund der Temperaturabweichungen wird in unserem Ansatz
jedoch schon in Bereichen Staub gebildet, in denen a¨ußerst geringe Windge-
schwindigkeiten vorgegeben sind, so daß bei quasi ruhenden Staubko¨rnern
ein erhebliches Wachstum auftritt.
Gleichwohl kann festgehalten werden, daß gerade auch bei nicht-kon-
stanten Windgeschwindigkeiten bereits kleine Temperaturfluktuationen mit
steigender Streuung erheblichen Einfluß auf den Verlauf von Staubbildung
und -wachstum zeigen. Vergleichsweise fru¨h und a¨ußerst sprungartig setzt
das Anwachsen der Staubteilchen ein. Der Kondensationsgrad steigt eben-
falls rasch an und zeigt dabei (unabha¨ngig von der Dichte des Diskretisie-
rungsnetzes) bei großen Standardabweichungen auf der La¨nge von ca. 0,5
Sternradien ein ‘oszillierendes’ Verhalten, das auf Temperatur- und Dichte-
bedingungen schließen la¨ßt, die in ihrem Verlauf einen sehr sensitiven Bereich
bzgl. der Neubildung kleiner Teilchen einerseits und der Assoziation mit vor-
handenen zu gro¨ßeren Partikeln andererseits ausbilden. Bei Beschleunigung
des Windes kommt es, wie zu erwarten, im Mittel zu keinem weiteren Wach-
sen hin zu immer gro¨ßeren Ko¨rnern, sondern zur vermehrten Neubildung
4Fu¨r das Zurverfu¨gungstellen einer solchermaßen berechneten Ergebnisdatei – auf der
Basis des Modells in [Winters et al. 94] – mit den Verla¨ufen von Temperatur, Dichte und
Geschwindigkeit des stellaren Windes dankt Verf. nachdru¨cklich Dr. Jan Martin Winters
(Institut fu¨r Astronomie und Astrophysik, TU Berlin).
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kleinerer Cluster. Ferner ist festzuhalten, daß bei gro¨ßeren Fluktuationen
( σ = 25 K ) die Zahl der Staubteilchen im Verha¨ltnis zum Wasserstoff im
Vergleich zu derjenigen bei den kleineren Fluktuationen (σ = 5 K ) in den
a¨ußeren Bereichen um ca. das Fu¨nffache gro¨ßer ist.
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σ = 5 K
σ = 10 K
σ = 25 K
Abbildung 6.7: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei einem Windmodell mit ortsabha¨ngigem Geschwindigkeitsverlauf des
stellaren Windes.
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6.3 Einfluß der Randbedingungen
Abbildung 6.8 zeigt zuna¨chst den Verlauf der Mittelkurve, d. h. das Ergebnis
der klassisch berechneten Gail-Sedlmayr-Gleichungen (1.3) fu¨r die determi-
nistischen Staubbildungsmomente, die ebenfalls solchermaßen berechneten
Vorgaben der oberen und unteren Randbedingung sowie die sich fu¨r diese
Situation (σ = 80 K) ergebende Lo¨sungskurve des fluktuierenden Systems,
die sich offensichtlich in dem ihr eigenen Verlauf zumindest nicht als etwaige
bloße Superposition der Randkurven erkennen la¨ßt.
Bei der Lo¨sung des Fokker-Planck-Anfangsrandwertproblems ist nun-
mehr der Test aufschlußreich, ob die im Vergleich mit der deterministischen
Rechnung auftretenden typischen Effekte der Staubbildungsverla¨ufe unter
Fluktuation in ihrer Auspra¨gungsform wesentlich lediglich abha¨ngen von
der Vorgabe der Randbedingungen.
Abbildung 6.9 zeigt, daß die numerischen Tests eine solche Annahme
nicht stu¨tzen; vielmehr ist als Ergebnis ein vergleichsweise geringer Einfluß
der Wertevorgaben durch die Randbedingungskurven festzuhalten. Gerech-
net werden unterschiedliche Szenarien, bei denen die Spanne der maximalen
Temperaturabweichungen konstant gelassen wird (hier: ±132 K). Innerhalb
dieses ‘Fluktuationstemperaturschlauches’ jedoch wird das Profil der Gauß-
verteilung u¨ber Variation der Streuung σ vera¨ndert und somit die Wahr-
scheinlichkeitsverteilung der Temperaturwerteannahme und mithin der u¨ber
den Gaußfaktor γ beschriebene Anteil der in der Normalverteilung erfaßten,
mit ihren Wahrscheinlichkeiten des Auftretens gewichteten Ereignisse ent-
sprechend verschoben. Damit vera¨ndert sich die Wahrscheinlichkeit, mit der
große Temperaturabweichungen auftreten und mit der folglich ein Fluktua-
tionstemperaturwert auf dem Rand angenommen wird, (was entsprechend
die Wahrscheinlichkeit ist, mit der die Randkurven in die Erwartungswert-
bildung eingehen).
Die hier verwendeten Gaußfaktoren entsprechen dabei folgenden, als Pro-
zentualanteil der durch die maximale Temperaturfluktuation abgeschnitte-
nen Fla¨che unter der Normalverteilung im Verha¨ltnis zur Gesamtfla¨che unter
der Verteilung ausgedru¨ckten Wahrscheinlichkeiten:5
γ = 1,65 : 90,1%
γ = 2,19 : 97,1%
γ = 3,29 : 99,9%
γ = 6,58 : > 99,99995%
5S. Tabellierung des sog. Wahrscheinlichkeitsintegrals in [Bronstein et al. 81] Kap.
1.1.2 .
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In dieser um Zehnerpotenzen sich vera¨ndernden Gewichtung der Rand-
bedingungen tritt auch bei extremster Unwahrscheinlichkeit eines Ereignis-
ses von Temperaturfluktuation zu einem auf den Ra¨ndern liegenden Tem-
peraturwert kaum eine wesentliche Vera¨nderung des Erwartungswertes der
Staubildung und -wachstum beschreibenden stochastischen Gro¨ßen auf, wie
in Abbildung 6.9 ersichtlich. Hingegen zeigen die numerischen Tests, daß erst
bei erheblichen Wahrscheinlichkeitsgewichtungen der Randkurven deutliche
Vera¨nderungen der Lo¨sungskurven eintreten. Weder jedoch ist es physika-
lisch sinnvoll noch mathematisch angezeigt, in den Berechnungen von sol-
chen im Verha¨ltnis zur Streuung engen Abschnitten der Temperaturfluktua-
tionsverteilung auszugehen.
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Mittelkurve,
obere Rand-
bedingung,
untere Rand-
bedingung,
Fluktuations-
kurve
Abbildung 6.8: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei σ = 80 K , λ = 10−3 s sowie γ = 3,29 im Vergleich zu den Kur-
ven der Randbedingungen und der deterministisch berechneten Mittelkurve
(σ = 0) .
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γ ·σ = 6,58×20 K
γ ·σ = 3,29×40 K
γ ·σ = 2,19×60 K
γ ·σ = 1,65×80 K
Abbildung 6.9: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei konstanter maximaler Temperaturfluktuation von ±132 K , aber un-
terschiedlichen Gaußkurvenprofilen.
Kapitel 7
Zusammenfassung
Die systematische Beru¨cksichtigung einer aufgrund turbulenter Atmospha¨-
renverha¨ltnisse fluktuierenden Temperatur bei der Untersuchung von Staub-
kondensation sowie Anlagerungs- und Verdampfungsprozessen beim Wachs-
tum von Graphitko¨rnern in ku¨hlen, kohlenstoffreichen stellaren Winden fu¨hrt
zu dem Ansatz, den gemeinsamen Verlauf der Temperaturentwicklung und
der Bildung von Kohlenstoffclustern als einen stochastischen Prozeß zu for-
mulieren.
Unter der begru¨ndeten physikalischen Annahme der Markov-Eigenschaft
dieses Prozesses la¨ßt sich ein System von Fokker-Planck-Gleichungen herlei-
ten, als dessen Lo¨sung sich die Wahrscheinlichkeit ergibt, zu einem gege-
benen Zeitpunkt bestimmte Werte der Temperatur und der Staubbildung
anzutreffen. Fu¨r eine auf die untersuchte Situation bezogene konkrete For-
mulierung dieses Gleichungssystems ist die U¨bergangswahrscheinlichkeit des
Markov-Prozesses physikalisch begru¨ndet anzusetzen. Unter der Annahme
einer Separierbarkeit der U¨bergangswahrscheinlichkeit aufgrund des Ver-
nachla¨ssigens der Ru¨ckwirkung der Staubbildung auf die Ursachen der Fluk-
tuationen wird einerseits die Temperaturkomponente durch Lo¨sung einer
die Fluktuation statistisch beschreibenden stochastischen Differentialglei-
chung als Ornstein-Uhlenbeck-Prozeß bestimmt; andererseits ergibt sich die
Prozeßkomponente der Staubentwicklung mithilfe des deterministischen Sy-
stems der Momentengleichungen fu¨r Staubbildung.
Unter Setzung geeigneter Anfangs- und Randbedingungen kann das Pro-
blem bei Vorgabe eines Windmodelles einer numerischen Behandlung zu-
gefu¨hrt werden. Die so erhaltenen Lo¨sungen liefern fu¨r die Erwartungswerte
der Zufallsvariablen als Ergebnis insbesondere (fu¨r voll ausgepra¨gte Turbu-
lenzverha¨ltnisse): (a) Bedingt durch die Temperaturfluktuationen setzt die
effektive Bildung von Staub deutlich fru¨her, ‘turbulenzgetrieben’ im stella-
ren Wind ein. (b) Der Bereich der Sternatmospha¨re, innerhalb dessen sich
Staubbildung und -wachstum / -verdampfung vollziehen, ist bei zunehmen-
der Fluktuation deutlich ausgedehnter als im nicht-stochastischen Fall. In-
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nerhalb dieser ‘fluktuations-gepra¨gten’ Zone ha¨ngt der Verlauf der Lo¨sun-
gen von der Gro¨ße der Temperaturstandardabweichung ebenso ab wie von
der Korrelationsla¨nge; insbesondere entstehen u¨berwiegend durchschnittlich
rasch große Ko¨rner, deren weiteres Wachstum dann von den spezifischen
Turbulenzbedingungen abha¨ngt. (c) Wa¨hrend der makroturbulente Grenz-
fall in ein quasideterministisches Verhalten u¨bergeht, pra¨gen sich im Falle
der Mikroturbulenz die charakteristischen Fluktuationseffekte in Abha¨ngig-
keit von der Temperaturstreuung voll aus.
Die Untersuchungen zur astrophysikalischen Staubbildung unter fluktuie-
renden Temperaturbedingungen haben mithin ergeben, daß irregula¨re Tem-
peraturschwankungen einen erheblichen Einfluß auf Bildung und Wachs-
tum von Staub in stellaren Winden ausu¨ben. Es ist daher fu¨r zuku¨nftige
Forschungsschritte angezeigt, weitere Einflu¨sse der Turbulenzbedingungen
in einer Sternatmospha¨re in die Modelle fu¨r Staubbildung und -wachstum
einzubeziehen. Neben dem Weggang von den in unserem Prototyp gege-
benen Vereinfachungen (unter Aspekten der Chemie, Hydrodynamik und
des Strahlungstransportes) ist v. a. zu denken an eine ebenfalls stochasti-
sche Behandlung auch anderer Parameter des stellaren Windes (Dichte etc.)
sowie an eine Berechnung der involvierten Chemie unter Fluktuationsbedin-
gungen. Beides ist methodisch in der Linie des in dieser Arbeit entfalteten
Zuganges mo¨glich.
Anhang A
Mathematische Begriffe
Wahrscheinlichkeitsmaß, Wahrscheinlichkeitsraum1
Definition A.1 Ein System A von Teilmengen einer Menge Ω heißt σ-Algebra in
Ω, wenn gilt:
i. Ω ∈ A ;
ii. A ∈ A ⇒ {A ∈ A ;
iii.
∞⋃
n=1
An ∈ A fu¨r jede Folge (An)n∈N von Mengen aus A.
Definition A.2 Eine Funktion P : A → [0,1] heißt ein Wahrscheinlichkeitsmaß
(W-Maß) auf einer σ-Algebra A in Ω, wenn gilt:
i. P (∅) = 0 ;
ii. P (
∞⋃
n=1
An) =
∞∑
n=1
P (An) fu¨r jede Folge (An)n∈N paarweise disjunkter Mengen
aus A ;
iii. P (Ω) = 1 .
Definition A.3 1. Ein Paar (Ω,A) einer Menge Ω und einer σ-Algebra A in
Ω heißt meßbarer Raum, die Elemente von A meßbare Mengen.
2. Seien (Ω1,A1), (Ω2,A2) meßbare Ra¨ume. Eine Abbildung f : Ω1 → Ω2 heißt
meßbar, wenn fu¨r alle A2 ∈ A2 gilt: f−1(A2) ∈ A1 .
3. Ein Tripel (Ω,A, P ) heißt Wahrscheinlichkeitsraum (W-Raum), wenn Ω 6= ∅,
(Ω,A) ein meßbarer Raum und P ein Wahrscheinlichkeitsmaß auf A sind.
Die Elemente von A heißen Ereignisse.
1Vgl. hierzu und zu den folgenden Begriffen dieses Anhangs z. B. [Bauer 91], [Bauer 92]
und [Arnold 73].
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Zufallsvariable
Definition A.4 Eine meßbare Abbildung X : (Ω,A, P ) → (Rn,Bn) von einem
W-Raum in den meßbaren Raum (Zustandsraum) (Rn,Bn) heißt Zufallsvariable.2
Wahrscheinlichkeitsdichte
Definition A.5 1. Ein Wahrscheinlichkeitsmaß P auf einem meßbaren Raum
(Ω,A) heißt absolut stetig bezu¨glich eines Maßes µ auf (Ω,A), falls alle µ-
Nullmengen aus A auch P -Nullmengen sind.
2. Lemma: Ein W-Maß P auf (Rn,Bn) ist genau dann absolut stetig bezu¨glich
des Lebesgue-Maßes λn, wenn eine Lebesgue-integrierbare nicht-negative Funk-
tion f : Rn → R+0 existiert, so daß P gegeben ist durch
P (A) =
∫
χAf dλ
n
(
=:
∫
χAf(x) dxn
)
.
f ist bis auf λn-Nullmengen eindeutig bestimmt.3
f heißt (Lebesgue-)Dichte bzw. Wahrscheinlichkeitsdichte von P .
3. Eine Zufallsgro¨ße X auf einem W-Raum (Ω,A, P ) mit Zustandsraum (Rn,Bn)
heißt absolut stetig, wenn seine Verteilung PX absolut stetig ist bezu¨glich λn.
Momente von Zufallsvariablen
Definition A.6 X = (X1, . . . , Xn) und Y = (Y1, . . . , Yn) seien Rn-wertige Zu-
fallsgro¨ßen auf (Ω,A, P ).
1. X1, . . . , Xn seien P -integrierbar; dann heißt
E(X1) :=
∫
X1 dP :=
∫
Ω
X1 dP
Erwartungswert von X1. Ferner sei
E(X) =
∫
X dP =
 EX1...
EXn
 .
2. Ist E(X21 ) < ∞, so heißt Var(X1) := E
(
(X1 − E(X1))2
)
Varianz von X1,√
Var(X1) Streuung bzw. Standardabweichung.
3. Ist E
(
X21
)
, E
(
X22
)
<∞, so heißt
Cov(X1,X2) := E((X1 − E(X1))(X2 − E(X2)))
= E(X1X2)− E(X1) E(X2)
2Hierbei bezeichne Bn die von den offenen Mengen des Rn erzeugte σ-Algebra der
Borelschen Mengen. S. [Bauer 92] § 6.
3Der Beweis ergibt sich als Spezialfall des Satzes von Radon-Nikodym; s. [Bauer 92]
§17.
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Covarianz von X1 und X2. Ist Cov(X1,X2) = 0, nennt man X1 und X2
unkorreliert.
Die symmetrische und nicht-negativ definite n × n-Matrix Cov(X,Y ) :=
(Cov(Xi,Yj)) heißt Covarianzmatrix von X und Y , wobei speziell CovX :=
Cov(X,X).
4. Ist die Zufallsgro¨ße Xk11 · · ·Xknn (k1, . . . , kn ∈ N0 geeignet) P -integrierbar,
so heißt E(Xk11 · · ·Xknn ) das (k1, . . . , kn)-te gemischte Moment von X bzw.
X1, . . . , Xn der Ordnung k1 + · · · + kn; das n-te Moment von Xi − E(Xi)
heißt n-tes zentrales Moment von Xi.
Statistische Unabha¨ngigkeit
Definition A.7 (Ω,A, P ) W-Raum.
1. Ereignisse A1, . . . , An ∈ A heißen statistisch unabha¨ngig, wenn gilt:
P (A1 ∪ · · · ∪An) = P (A1) · · ·P (An) . (A.1)
2. Unter-σ-Algebren A1, . . . ,An von A heißen unabha¨ngig, wenn fu¨r jede mo¨gli-
che Wahl von Ereignissen Ai ∈ Ai (i = 1, . . . , n) (A.1) gilt.
3. Zufallsgro¨ßen Xi : (Ω,A, P ) → (Ωi,Ai) (i = 1, . . . , n) heißen unabha¨ngig,
wenn die von ihnen erzeugten σ-Algebren Ai = A(Xi) in A unabha¨ngig sind.
4. Beliebige Familien (Ai)i∈I , (Ai)i∈I bzw. (Xi)i∈I heißen unabha¨ngig, wenn
fu¨r jede Wahl je endlich viele Ereignisse, σ-Algebren bzw. Zufallsgro¨ßen aus
der Familie unabha¨ngig sind.
Bedingter Erwartungswert
Der bedingte Erwartungswert ist charakterisiert durch:
1. Fu¨r gegebenes X und C ist E(X | C) eine Rn-wertige Funktion von ω ∈ Ω .
2. E (E(X | C)) = E(X) .
3. Im Falle der sta¨rksten Vergro¨berung, C := {∅,Ω}, gilt f. s. E(X | C) = E(X).
4. Sind X und C unabha¨ngig, folgt E(X | C) = E(X) .
A¨quivalenz stochastischer Prozesse
Definition A.8 Zwei stochastische Prozesse (Xt)t∈I und (X˜t)t∈I auf einem W-
Raum (Ω,A, P ) mit derselben Parametermenge und gleichem Zustandsraum heißen
a¨quivalent, wenn gilt:
P ({ω ;Xt(ω) = X˜t(ω)}) = 1 fu¨r jedes t ∈ I .
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Markov-Prozeß
Satz A.9 Fu¨r einen Markov-Prozeß (Xt)t∈R+0 mit Zustandsraum (R
n,Bn) auf ei-
nem W-Raum (Ω,A, P ) gelten folgende zur Markoveigenschaft (2.10) a¨quivalenten
Bedingungen fast sicher:
i. P (A | A([0,t1]) = P (A |Xt1) fu¨r alle 0 ≤ t1 ≤ t2 und A ∈ A([t2,∞)) ;
ii. E(Y | A([0,t1]) = E(Y |Xt1) fu¨r alle 0 ≤ t1 ≤ t2 sowie A([t2,∞))-meßbaren
und integrablen Y ;
iii. P (A1 ∩ A2 |Xt) = P (A1 |Xt)P (A2 |Xt) fu¨r alle 0 ≤ t1 ≤ t ≤ t2, A1 ∈
A([0,t1]) und A2 ∈ A([t2,∞)) ;
iv. P (Xt ∈ B |Xt1 , . . . , Xtn) = P (Xt ∈ B |Xtn) fu¨r alle n ≥ 1, 0 ≤ t1 < · · · <
tn < t und B ∈ Bn .4
Konstruktion eines Markov-Prozesses
Zur Durchfu¨hrung der Bildung eines Markov-Prozesses gema¨ß Satz (2.15) sei in-
nerhalb einer (etwa entlang der physikalischen Zeitfolge) totalgeordneten Parame-
termenge: 0 ≤ t1 ≤ t2 ≤ · · · ≤ tm (m ∈ N); sei ferner
νt1,... ,tm(B1 × · · · ×Bm) :=∫
Rn
∫
B1
· · ·
∫
Bm
P (tm−1,xm−1, tm, Bm)P (tm−2,xm−2, tm−1, dxm−1) · · ·
· · ·P (0,x0, t1, dx1)Pt0(dx)
mit B1, . . . , Bm ∈ Bn. Fu¨r eine beliebige endliche Parameterfamilie tσ(1), . . . ,
tσ(m) ∈ R+0 , σ Permutation auf {1, . . . ,m}, sei durch ordnende Ru¨ckpermutati-
on σ−1:
νtσ(1),... ,tσ(m)(B1 × · · · ×Bm) :=
νt1,... ,tm(Bσ−1(1) × · · · ×Bσ−1(m)) (fu¨r alle m ∈ N) .
Man erha¨lt damit offensichtlich konsistente endlich-dimensionale Verteilungen,
aus denen sich mit dem Fundamentalsatz von Kolmogorov ein bis auf stochastische
A¨quivalenz eindeutiger stochastischer Prozeß ergibt, der ein Markov-Prozeß mit
den geforderten Eigenschaften ist.5
Rein zufa¨llige Prozesse
Definition A.10 Ein stochastischer Prozeß heißt rein zufa¨llig, wenn fu¨r seine end-
lich-dimensionalen Verteilungen gilt:
pn(t1,x1; . . . ; tn,xn) =
n∏
i=1
p1(ti,xi) (n ∈ N).
4Beweis s. [Doob 60] chap. II, § 6 .
5S. [Arnold 73] Satz 2.2.5 und [Bauer 91] Satz 42.9 .
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Gaußverteilung, Gauß-Prozeß
Definition A.11 i. Fu¨r Konstanten a ∈ R und σ > 0 heißt ein W-Maß
N(a,σ2) auf (R,B) eine Normal- bzw. Gaußverteilung, wenn es die Wahr-
scheinlichkeitsdichte
ga,σ2 := (2piσ2)−
1
2 e−
(x−a)2
2σ2 (A.2)
besitzt.
ii. Ist das von einer reellen Zufallsgro¨ße X induzierte W-Maß eine Gaußvertei-
lung N(a,σ2), so heißt X eine Gauß-verteilte Zufallsgro¨ße.6
iii. Ein W-Maß Nn(m, C) auf (Rn,Bn) mit m ∈ Rn und einer symmetrischen,
positiv definiten n×n-Matrix C heißt Gauß-Maß mit Dichte g, wenn fu¨r alle
x ∈ Rn gilt:
Nn(m, C) = gλn , mit
g(x) =
(
1
2pi
)n/2
(detC)−
1
2 exp
(
−1
2
(x−m)tC−1(x−m)
)
.7
iv. Ein reeller stochastischer Prozeß (Xt)t∈I heißt Gauß-Prozeß, wenn jede sei-
ner endlich-dimensionalen Verteilungen ein Gauß-Maß ist.
v. Fu¨r einen Gauß-Prozeß (Xt)t∈I heißen die Funktionen m : I → R , m(t) :=
E(Xt) bzw. ρˆ : I × I → R , ρˆ(s,t) := Cov(Xs,Xt) die Erwartungs- bzw. Co-
varianzfunktion des Prozesses.
Ein Gauß-Prozeß ist durch seine Erwartungs- und Covarianzfunktion bis auf
A¨quivalenz eindeutig festgelegt.8
Wiener-Prozeß
Definition A.12 Ein n-dimensionaler homogener Markov-Prozeß (Wt)t∈[0,∞)
heißt Wiener-Prozeß, wenn fu¨r seine (stationa¨re) U¨bergangswahrscheinlichkeit P
gilt:
P (t,x, ·) =
{
Nn(x, tEn×n) fu¨r t > 0
χx(·) fu¨r t = 0 .
Wt ist das mathematische Modell der standardisierten Brownschen Bewegung
eines freien Partikels und kann a¨quivalent so gewa¨hlt werden, daß die Realisierungen
fast sicher stetig sind. Wt ist Gaußsch mit:
E(Wt) = 0 und
Cov(Ws,Wt) = min(s,t)En×n . (A.3)
6Es gilt dann: E(X) = a und Var(X) = σ2 .
7Eine dieses Maß induzierende Zufallsgro¨ße X ist dann Gauß-verteilt, mit E(X) = m
und CovX = C ; s. [Bauer 91] § 30 .
8S. [Bauer 91] § 43 .
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Der Wiener-Prozeß hat unabha¨ngige Zuwa¨chse, d. h. fu¨r je endlich viele Zeit-
punkte 0 = t0 < t1 < · · · < ti sind die Zufallsgro¨ßen W0,Wt1 −W0,Wt2 −Wt1 , . . . ,
Wti −Wti−1 unabha¨ngig. Fu¨r alle s < t haben die Zuwa¨chse Wt −Ws die nur von
t− s abha¨ngigen Verteilungen Nn(0, (t− s) En×n).9
Spektraldarstellung
Fu¨r einen stationa¨ren stochastischen Prozeß (Xt)t∈R , mit Xt ∈ L2 (f. a. t ∈ R) und
Quadratmittel-Stetigkeit lim
t→sE
(|Xt −Xs|2) = 0 , existiert eine n × n-Matrix-wer-
tige Abbildung F mit den Eigenschaften
i. F (u2)− F (u1) nicht-negativ definit (u1 < u2 beliebig),
ii. spur(F (∞)− F (−∞)) <∞ ,
so daß die Covarianzmatrix des Prozesses die Darstellung
C(t) =
∞∫
−∞
ei tu dF (u) , −∞ < t <∞
besitzt. F gibt die Frequenzen der am ‘Aufbau’ von Xt beteiligten harmonischen
Schwingungen an. Existiert eine Dichte von F , so heißt sie Spektraldichte von Xt.
Diffusionsprozeß
Satz A.13 Ist die stochastische Differentialgleichung10
dXt = f(t,Xt) dt+G(t,Xt) dWt
Xt0 = c , (A.4)
mit t0 ≤ t ≤ te, f(t,x) ∈ Rn meßbar, Wt ∈ Rm, G(t,x) n × m-matrixwertige
meßbare Funktion, c eine Rn-wertige Zufallsgro¨ße, eindeutig lo¨sbar11 und sind f
und G stetig in t, so gilt:
1. Die Lo¨sung Xt ist ein sog. n-dimensionaler ‘Diffusionsprozeß’ in [t0,te], d. h.
fu¨r die U¨bergangswahrscheinlichkeit dieses Markov-Prozesses (mit fast sicher
stetigen Realisierungen) gilt fu¨r jedes s ∈ [t0,te), x ∈ Rn und ε > 0:
(a) lim
t↓s
1
t− s
∫
|y−x|>ε
P (s,x, t, dy) = 0 ;
(b) es gibt eine Rn-wertige Funktion f˜(s,x) (‘Driftvektor’) mit
lim
t↓s
1
t− s
∫
|y−x|≤ε
(y − x)P (s,x, t, dy) = f˜(s,x) ;
9Vgl. [Bauer 91] § 40 und [Arnold 73] Kap. 3.1 .
10Zu den Konzepten des Itoˆ-Integrals und der stochastischen Differentialgleichungen s.
z. B. [Arnold 73].
11S. die Voraussetzungen hierfu¨r in [Arnold 73] Satz 6.2.2 .
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(c) es gibt eine n × n-matrixwertige Funktion B(s,x) (‘Diffusionsmatrix’)
mit
lim
t↓s
1
t− s
∫
|y−x|≤ε
(y − x)(y − x)tP (s,x, t, dy) = B(s,x) .
2. Fu¨r Xt sind f˜(·,·) = f(·,·) und B(·,·) = G(·,·)Gt(·,·) .12
Ist p(s,x, t,y) die U¨bergangswahrscheinlichkeitsdichte des so erhaltenen Diffusi-
onsprozesses und sind die Regularita¨tsvoraussetzungen wie in Abschnitt 2.3 erfu¨llt,
so ergibt sich unmittelbar, daß p(s,x, t,y) fu¨r s < t (s und t fest) Fundamen-
tallo¨sung der Fokker-Planck-Gleichung (bzw. Vorwa¨rts-Kolmogorov-Gleichung) ist,
d. h. es gilt:
∂p
∂t
+
n∑
i=1
∂
∂yi
(fi(t,y) p)− 12
n∑
i=1
n∑
j=1
∂2
∂yi∂yj
(Bij(t,y) p) = 0 , (A.5)
lim
t↓s
p(s,x, t,y) = δ(y − x) .
12Zum Beweis des Satzes s. [Arnold 73] Kap. 9.3 .
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Anhang B
Weitere Abbildungen
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λ = 103 s
λ = 104 s
λ = 105 s
λ = 106 s
λ = 108 s
Abbildung B.1: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei variierenden Korrelationsla¨ngen und verschiedenen σ: oben links
σ = 20K; oben rechts σ = 40K; unten links σ = 80K; unten rechts σ = 100K .
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σ = 0 K
σ = 20 K
σ = 40 K
σ = 60 K
σ = 80 K
Abbildung B.2: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei variierenden Standardabweichungen σ der Fluktuationstemperatur-
verteilungen und verschiedenen Korrelationsla¨ngen: oben links λ = 104 s ;
oben rechts λ = 105 s ; unten links λ = 106 s ; unten rechts λ = 108 s .
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σ = 0 K
σ = 40 K
σ = 80 K
Abbildung B.3: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei verschiedenen Gaußfaktoren und variierendem σ : oben links γ = 1,0 ;
oben rechts γ = 1,5 ; unten links γ = 2,58 ; unten rechts γ = 3,89 .
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σ = 0 K
σ = 40 K
σ = 80 K
Abbildung B.4: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei verschiedenen Windgeschwindigkeiten und variierendem σ : oben
links v = 5 km/s ; oben rechts v = 15 km/s ; unten links v = 25 km/s .
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σ = 0 K
σ = 40 K
σ = 80 K
Abbildung B.5: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei verschiedenen Temperaturmittelwertkurven (vgl. (1.4) ) und variie-
rendem σ : oben links α = 0,4 ; oben rechts α = 0,5 ; unten links α = 0,6 .
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σ = 0 K
σ = 40 K
σ = 80 K
Abbildung B.6: Staubbildung und -wachstum unter Temperaturfluktuatio-
nen bei verschiedenen Massenverlustraten und variierendem σ: oben links
M˙ = 2 · 10−5 M/yr ; oben rechts M˙ = 5 · 10−5 M/yr ; unten links
M˙ = 9 · 10−6 M/yr .
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