 -applications require real-time communication. One of the most important and challenging issues in real-time applications of resource-constrained WSNs is providing end-to-end delay requirement. To address such an issue a few QoS routing protocols have been proposed. Also, in many applications, the delay level required by the data packets is different. In this paper, we focus on building a real-time routing protocol called DRTR which routes packets towards the destination node by classifying data into differentiated classes. DRTR improves real-time performance by means of reducing the packet dropping in routing decisions. It is a power-aware routing protocol which takes into account both power transmission costs and residual energy of routers to achieve power efficiency. Moreover, DRTR employs a new policy called re-routing policy which allows the packets of a specific class to be routed as the packets of a lower/higher real-time class in particular situations.
packets belong to, they are routed through different paths being able to provide the demanded real-time level by that class.
Considering both required energy to forward a packet and the remaining energy of intermediate nodes in addition to real-time level required by the packets, DRTR tries to find the best satisfying nodes in order to forward packets to them as the next nodes of paths towards the sink.
Also, in order to improve the delivery ratio in the whole of the network in absence of a suitable next node, DRTR employs a new policy called re-routing policy which allows the packets of a specific class to be routed as the packets of a lower/higher real-time class. The remainder of the paper is organized as follows. Section II explains the network model and assumption. Protocol description are presented and discussed in Section III. Section IV describes performance analysis. Finally, Section V concludes our work, and discusses some future directions.
II. NETWORK MODEL AND ASSUMPTION

III. PROTOCOL DESCRIPTION
As mentioned earlier, DRTR running on each node in a distributed manner, determines next nodes of the paths from a source node to the sink based on a modular approach along with a re-routing policy for special situations.
A. Real-Time Module
Depending on the application, it is possible to define n This module uses the packet velocity approach given in [10] that has the advantage of not requiring any synchronization between nodes. The main difference from [10] , however, is the use of a simple but memory and timeefficient estimation method (EWMA) instead of Jacobson's algorithm, and particularly the consideration of waiting time at the next hop's queue. Assume a delay sensitive packet has a delivery deadline, dd, specified by the upper layers and indicating the time the packet should be delivered to the sink node. We define two velocities to be used; required velocity (speed), S req , and offered (actual) velocity, S off (v j ) , for every node v j in N prog (v i ). Upon receiving a packet the recipient node stamps the corresponding reception event locally. To account for all the possible delays in the node, i.e., queuing, contention, retransmission, etc., it updates the deadline prior to each transmission in the MAC layer to account for the delay from receiving the packet until it reaches its final transmission. If the reception time is denoted, t rec , the time of last transmission, t tr , the bandwidth, bw, and the packet size, size, then the time remaining to the deadline, rt, is updated at node, v i , as:
rt rt t t size bw (1) where rt req is the value of, rt, at time of reception, and (t trt rec + size/bw) gives the entire delay from the reception of the packet at v i until the transmission of the last bit. It includes both queuing delay (t tr − t rec ) and data transfer delay (size/bw). Propagation delay can smoothly be added but it is omitted since it can be negligible. Upon reception of the packet at v i , the required speed is calculated using both the remaining time to the deadline (stamped in the packet either by the previous node or the upper layer) and the remaining distance to the destination as given:
This way we propose a solution to handling the end to-end deadline as local problem of satisfying the required velocity at each hop. Furthermore, no global time stamping is used but only relative time, which does not require clock synchronization.
To achieve the required velocity, the real-time module at node, v i , calculates the velocity offered by every candidate, using EWMA-based estimations provided by the neighbor manager. These estimations include waiting time at the queue of node v i , say wt(v i ), transmission time to the next node, dtr(v j ), and waiting time at the queue of the latter, wt(v j ). Many of the previous solutions in the literature haven't considered the waiting time at next node's queue. Note that delay due to transmission, dtr(v j ), includes estimation of the 
Also, DRTR uses the progressive value between two nodes v i and v j denoted by prog(v i , v j ) , which is the distance from one node to the other node in the direction of the vector from the source to the sink. Like all geographic routing protocols, each node needs to know about the positions of its neighboring nodes as well as the destination node (sink). A HELLO protocol is executed between neighboring nodes allowing mutual update of the neighboring nodes' list and several parameters, as in [9] , [10] . For localized routing to be effective, nodes are supposed to be stationary. Node density is supposed to be high enough to prevent void situation, in which a router cannot find a closer node to the destination amongst its neighboring nodes. differentiated real-time classes denoted by RTC k (1≤ k ≤ n), each one is requested by some packets. A set of neighboring nodes of node v i which can support a specific real-time class
time interval from the packet becomes head of v i 's transmission queue until its reception at v j . This includes all delays due to contention (channel sensing, RTS/CTS if any, slots, etc. depending on the used MAC protocol) and data transfer delay. It is updated after each packet transmission with EWMA, using its delay ω as a sample, given by: ω = t ACK − -size(ACK)/bw -t 0 ; where t 0 denotes the time the packet is ready for transmission (becoming the head of transmission queue), t ACK the time of ACK reception, bw the bandwidth and size(ACK) the size of the ACK packet. The estimated velocity for node, v j , is given by:
After computing velocities of all candidate nodes, the realtime module calculates the set of nodes supposed to meet the required deadline,
Nv as,
This set is then transferred to the power-efficiency module to extract the most power-efficient node.
B. Power-Efficiency Module
In this module, DRTR tries to find the most energyefficient next node from the qualified candidates selected by the real-time module. Both power transmission costs and residual energy of routers should be considered to achieve power efficiency. So, DRTR uses a new metric called cost function as a key means to make decision during routing in this module. The energy consumed by the physical layer in transmitting and receiving one bit of data over a distance d can be formulated as follows:
where E elec is the energy consumed by the electronics [Joules/bit], E amp is the energy used in transmitting 1 bit over 1 meter [Joules/bit/n] and d is the distance between the nodes. Upon receiving a packet at a node v i , it must calculate the value of cost function for all candidates in its vicinity chosen by the real-time module as follows:
where RE(V j ) is the residual energy of the potential next node v j in the vicinity of v i . DRTR at node v i selects the node v j which provides the lowest value of cost function.
C. Re-Routing Policy
Normally, if there is not any node which can provide the favorite real-time class, the packets must be dropped [5] [7] ; but as mentioned earlier, in order to improve the delivery ratio in the whole of the network, we employ a new policy called re-routing policy which makes possible the packets of a specific class to be routed as a lower/upper real-time class's packets through another neighboring node supporting that class.
If a packet inevitably must be re-routed as a lower class packet, the total latency would be increased. In order to prevent from this increase in total latency, in remaining of the path, the packet will be treated as a packet of higher classes and consequently routed through lower latency nodes. Each time a packet needs to be re-routed as a packet of lower/higher classes, DRTR determines the possibility of re-routing and also the suitable new class for the packet so that the original total latency can be provided in the remainder of the path. In order to achieve these goals, DRTR acts in the following way.
At first, suppose that a packet generated at source node v s travels the entire path towards the sink in its original realtime class like RTC x . Therefore, the total delay (D total ) experienced through the path which is equal to sum of each hop delay, has to meet the following condition:
is the delay of each single hop of the path. Since DRTR routes the packets hop by hop, until a packet reaches the sink by traversing all nodes on the path, the real value of total latency is not available in the middle of the path. In practice, we use the maximum permissible value for D total in the calculations related to re-routing policy. Now, suppose that during the routing, an intermediate node of the path, v j fails to find a satisfactory next node in its vicinity to which it forwards the packet; in other words, a packet requesting the real-time class, RTC x , can proceed its way towards the sink until it stops at node v j for which ()
Nv is empty.
In such a situation, some protocols drop the packet [9] [10], but DRTR tries to continue routing by means of rerouting policy in order to prevent a reduction in total delivery ratio in the network. Let D gain (v j ) be the acquired latency of a packet originating from v s until reaching v j (until now that it has reached).
Also D rem (v j ) is the remaining delay which totally can be tolerated by the packet in the rest of path from v j to the sink so that the expected total latency is visited finally. D rem is calculable using the following equation:
Nv is empty, v j is allowed to select a next node from N prog (v j ) denoted by v j+1 which provides a lower or higher real-time level belonging to a real-time class other than RTC x . If the real-time class supported by v j+1 is lower than RTC x , the packet will be sent to it and then in the rest of path from v j+1 to the sink it can shift to its original class RTC x again. On the other hand, if DRTR is permitted to choose a node providing a real-time class lower than RTC x , then it has to check to which class the packet may be shifted so that the where D i increase of total latency is compensated in the remaining path from v j+1 which at least v j+1 must support denoted by λ, is needed to meet the following condition:
where HC(v i ) is the estimated number of required hops for routing the data to the sink. If node v i chooses its neighbor v j as the next node to transfer data to it, then v i can estimate the total hop count needed to route the data to the sink as follows: (9) We use the average value of latency for a link in the network denoted by D min for D i s in the mentioned relation. Thus, it is applicable as:
D. Neighbor Manager
The neighbor manager runs the HELLO protocol, manages neighbor table, and implements EWMA-based estimations described before. This enables it to provide the decision-making modules with the required information for routing. Neighbor table assigns an entry for each neighbor node, which includes all information related to the node such as position, residual energy, estimated hop count to sink, required transmission energy towards it and etc. The HELLO protocol consists of periodical broadcast of HELLO packets. These packets are used to update existing entries, and delete entries when neighboring nodes break down, which can be detected in case of not receiving HELLO packets after a defined period of time (timeout). Neighbor manager is the first module that receives the packet from the higher layers. It provides the routing modules with all information it needs such as the set of nodes ensuring positive progress (N prog ) and current values of its required parameters.
IV. PERFORMANCE ANALYSIS
In this section, we evaluate the performance of our algorithm via simulation. We implemented a simulation framework using MATLAB and C++.The goal of the simulation is to show that DRTR can provide an improved performance in a differentiated data model. The results are compared with three real-time routing protocols for WSNs named SPEED [5] , THVR [7] , and PATH [8] .
A. Simulation Model
The same network setup is used to compare the four routing protocols. Table I summarizes the network characteristics. Each node is equipped with a total amount of energy 5J at the beginning of the simulation. We apply the same radio model introduced in [11] and used by several papers. In this radio model, the energy consumed in transmitting and receiving k bits of data over a distance d can be formulated as follows.
where E elec = 50nj/bit and E amp = 100pj/bit/m^2. We used a traffic scenario, where four source nodes at the left side of the terrain send periodic data to the sink at the right side. Normally, each source node generates data units with the rate of 40packets/s. Three real-time classes denoted by regular data, soft real-time data and hard real-time data were assigned to the data packets. Real-time packet rate was varied from 0.1 to 1, and the remaining rate to 1 was allocated to regular packets, i.e. the overall traffic load is fixed for all scenarios.
B. Simulation Results
We ran the simulation with several parameters, including real-time packet rate and time. Simulation results are obtained from multiple runs and results are averaged over the runs. In order to investigate the effect of re-routing policy, we implemented a base-line model of DRTR without re-routing policy called Normal Routing comparing with DRTR. Fig. 1 shows the relation of the end-to-end delay over the time for different packet types. From this figure, we can find that the latency is approximately fixed over the time in DRTR. In two other scenarios, we used only two types of packet. In Fig. 2 , end-to-end delay over the time has been showed for the case we have only regular packets and soft real-time packets. Until 40s, there is no real-time packets in the network so both Normal Routing and DRTR are the same while after 40s when source nodes start generating real-time packets the latency decrease remarkably in DRTR. Fig. 3 also shows the relation of the end-to-end delay over the time but there are only regular packets and hard real-time packets. After 40s, the real-time packets are injected in the network, so the end-to-end delay decreases in DRTR in comparison with Normal Routing. Here, the latency is even less than the previous scenario because DRTR forwards the hard real-time packets through the least latency paths. Fig. 4 compares the percentage of packets delivered within the deadline in our scheme with SPEED, THVR and PATH over different real-time packet rates. PATH is relatively less affected buts its performance is less than DRTR, whose performance even increases with the real-time packets' rate, and thus a tremendous improvement. This improvement results mainly from rerouting policy utilized in DRTR instead of dropping packets used in other protocols. to sink. The lowest possible level of real-time V. CONCLUSION In this paper, we focused on designing a general energy efficient, and differentiated real-time routing protocol named DRTR which routes packets by classifying data into differentiated classes. In DRTR, the routing decision is made through a double module scheme. Also, in order to improve the delivery ratio in the whole of the network in absence of a suitable next node, DRTR employs a new policy called re-routing policy which allows the packets of a specific class to be routed as the packets of a lower/higher real-time class. We evaluated the performance of our proposed protocol through simulation under different scenarios. DRTR was compared with SPEED, THVR, and PATH protocols by investigating the effects of real-time packet rate and time which exhibits a better performance than others. As a future work, we intend to implement our new re-routing policy for optimization of tree-based routing protocols. 
