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To circumvent some technical difficulties faced by the geometric Lagrangian approach
to the physical degree of freedom count presented in the work of Dı´az, Higuita, and
Montesinos [J. Math. Phys. 55, 122901 (2014)] that prevent its direct implementa-
tion to field theory, in this paper, we slightly modify the geometric Lagrangian ap-
proach in such a way that its resulting version works perfectly for field theory (and
for particle systems, of course). As in previous work, the current approach also al-
lows us to directly get the Lagrangian constraints, a new Lagrangian formula for the
counting of the number of physical degrees of freedom, the gauge transformations,
and the number of first- and second-class constraints for any action principle based
on a Lagrangian depending on the fields and their first derivatives without perform-
ing any Dirac’s canonical analysis. An advantage of this approach over the previous
work is that it also allows us to handle the reducibility of the constraints and to
get the off-shell gauge transformations. The theoretical framework is illustrated in
3-dimensional generalized general relativity (Palatini and Witten’s exotic actions),
Chern-Simons theory, 4-dimensional BF theory, and 4-dimensional general relativity
given by Palatini’s action with cosmological constant.
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I. INTRODUCTION
Lagrangian and Hamiltonian methods are powerful tools to reveal the geometric struc-
ture behind the action principle for a given physical theory. Among the main theoretical
approaches we find Dirac’s canonical formalism1,2 and the covariant canonical formalism
(CCF)3–5 from the physicists viewpoint, and the geometric formalism (GF) from the math-
ematicians viewpoint.6,8,9
Dirac’s canonical formalism allows us to get the classification of the Hamiltonian con-
straints, the gauge transformations, the handling of the reducibility of the constraints, and
the number of the physical degrees of freedom. In spite of its relevant properties, sometimes
we physicists require to analyze a theory from the Lagrangian viewpoint without having
to perform a detailed Dirac’s canonical analysis. For that purpose, we might use the two
Lagrangian approaches available in literature, CCF and GF, to get the wanted information.
Nevertheless, none of these two Lagrangian approaches allows us to count the number of
physical degrees of freedom, which is one of the goals when analyzing a physical theory. To
fill out this gap, a Lagrangian method to count the number of physical degrees of freedom
was presented in Ref. 10. Such a method was developed for particle systems and involves
two approaches to make the counting: one geometric and the other non-geometric.
The non-geometric approach of Ref. 10 also works for field theory (in the same sense
that the Hamiltonian analysis developed by Dirac works for both particle systems and field
theory). Nonetheless, the geometric approach developed in Ref. 10 faces some technical
difficulties described in Section II that prevent its direct implementation to field theory.
To circumvent these difficulties, in this paper we report a modification of such a geometric
Lagrangian approach in such a way that its resulting version works perfectly for both particle
systems and field theory. Furthermore, its intrinsic geometric character makes this approach
suitable to analyze geometric theories such as generally covariant theories.
This paper is organized as follows: Sec. II contains the theoretical framework of the cur-
rent approach, which is completely general and allows us to get the Lagrangian constraints,
the number of physical degrees of freedom, the gauge transformations, and the number of
first- and second-class constraints without performing any Dirac’s canonical analysis. We
have also included a detailed discussion about the role of the reducibility of the constraints
and a procedure to obtain also the off-shell gauge transformations, which were not ana-
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lyzed in Ref. 10. Section III contains the implementation of the general theory to relevant
physical field theories: 3-dimensional generalized general relativity (Palatini and Witten’s
exotic actions), Chern-Simons theory, 4-dimensional BF theory, and 4-dimensional general
relativity written as Palatini’s action with a cosmological constant. Section IV contains our
concluding remarks. Also, for the sake of completeness and for the benefit of readers, in
Appendix A we have included a toy model that additionally illustrates the general theory of
Sect. II and allows us to display the differences of the current approach with that of Ref. 10.
Finally, in Appendix B we present the differences between the geometry considered along
this paper and that of the CCF.
II. THE GEOMETRIC LAGRANGIAN APPROACH
We begin by recalling the map between the Lagrangian and Hamiltonian parameters re-
ported in Ref. 10. If N = number of configuration variables, l = number of Lagrangian
constraints, g = number of Noether identities (which coincides with the number of indepen-
dent gauge parameters in the gauge transformations), and e = number of gauge parameters
plus its successive time derivatives, then we have that the number of first-class and second-
class constraints in Dirac’s canonical formalism is given by
N1 = e, N2 = l + g − e, (1)
respectively. It is remarkable that we can count N1 and N2 using the Lagrangian formalism
only. This knowledge leads to
number of physical degrees of freedom = N −
1
2
(l + g + e) , (2)
which is a Lagrangian formula to make the physical degree of freedom count (this formula was
recently used to analyze certain higher derivative Lagrangian systems11,12). Furthermore, it
was also shown in Ref. 10 that the Lagrangian formula can be cast in geometric terms such
as
N −
1
2
(l + g + e) =
1
2
Rank (ι∗Ω) , (3)
where ι denotes the inclusion over the Lagrangian constraint surface defined by all the
Lagrangian constraints and Ω is the symplectic structure defined on the tangent space.
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Therefore, to make the counting of physical degrees of freedom, either we compute the right-
hand side of (2) (non-geometric approach) or we directly compute 1
2
Rank (ι∗Ω) (geometric
approach). Both approaches lead to the same result.
Regarding the non-geometric approach, the formula (2) also holds for any classical field
theory in the same sense that the formula for the physical degree of freedom count in
Dirac’s canonical formalism holds for both particle systems and field theory. Furthermore,
this formula also works in the reducible case, in which case we must consider in (2) only
independent quantities. Along this work, we will explain how this can be done. On the other
hand, for point particles the constraints depend on (q, q˙) only, and so it is always possible
to obtain ι∗Ω and then calculate its rank in the geometric approach. But, in field theory the
constraints can also depend on the spatial derivatives of the field variables. Due to this fact,
it is impossible to calculate ι∗Ω for field theory unless we can explicitly solve the Lagrangian
constraints. Because of this, we provide a new way to calculate the right-hand side of (3)
without explicitly solving the constraints. This new formula is given by Eq. (16) of this
paper.
It is worth mentioning that following the geometric approach reported below, at the end,
it is also possible to obtain e, g, and l, from which we could use (2) for the counting if we
wished. Even so, we want to mention that one advantage of calculating Rank (ι∗Ω) using
the general theory reported in this paper is that it does not require to know the gauge
transformations (equivalently, the parameters e and g). The new formula (16) keeps this
feature and, of course, it also works for point particle systems.
To continue, let us recall some general facts about the Lagrangian formulation for field
theory, which also helps us to fix the notation used throughout this paper. Let C be the
configuration space of a field theory, which is usually assumed to be a differentiable Banach
manifold whose points are labeled by N field variables φA, where A denotes all possible
indices that the field variables, which are functions, have. Thus, for instance, if the theory
depends on differential forms then φA denotes their components. TC denotes the tangent
space of C, also called velocity phase space. We discuss Lagrangians that depend on φA and
its first derivatives only, as is usually the case (if the theory depends on higher derivatives it
is possible to introduce auxiliary fields so that it becomes the mentioned type). The action
5
principle is given by
S[φA] =
∫
M
dnxL(φA, ∂µφ
A), (4)
with M being the n-dimensional spacetime. Next, we assume spacetimes M of the form
M = R× Σ, and so
S[φA] =
∫ t2
t1
dt
∫
Σ
dn−1xL =:
∫ t2
t1
dt L, (5)
where L is the Lagrangian density, L is called the Lagrangian of the theory, and ∂µ :=
∂
∂xµ
,
where (xµ) := (t, x1, . . . , xn−1) ≡ (x0, xa) are spacetime local coordinates naturally adapted
to the foliation R × Σ. Boundary terms are relevant in many aspects of the classic and
quantum theory13 and, if they are present, a careful analysis must be done in order to have
a well-defined action principle, for instance. However, boundary terms do not modify the
equations of motion and so they do not change the number of physical degrees of freedom.
Then, we can avoid boundary terms either by taking Σ without boundary or by imposing
suitable boundary conditions on the fields (usually, that the fields vanish at spatial infinity).
In what follows we restrict the analysis when Σ has no boundary. In L we only write the
variables that are dynamical, even when it can also depend upon non-dynamical background
fields, such as the spacetime metric in special relativistic theories. Also, as usual, we only
write φA in place of φA(xµ). The equations of motion coming from this action principle are
δS
δφA
:=
∂L
∂φA
− ∂µ
(
∂L
∂φAµ
)
= 0, (6)
where φAµ := ∂µφ
A, and from now on we adopt Einstein’s convention. In (6) we have also
defined the variational derivative δ
δφA
. With the help of L, it is possible to define a preferred
symplectic two-form on TC14 written in local coordinates φA and φ˙A := ∂0φ
A as
Ω =
∫
dn−1x
[
∂2L
∂φA∂φ˙B
dφA ∧ dφB +
∂2L
∂φAa ∂φ˙
B
(
∂a dφ
A
)
∧ dφB
+
∂2L
∂φ˙A∂φ˙B
dφ˙A ∧ dφB
]
, (7)
where we use d and ∧ to denote the infinite-dimensional exterior derivative and infinite-
dimensional wedge product of forms on TC, respectively (they are to be distinguished from
d and ∧ that are the finite-dimensional exterior derivative and finite-dimensional wedge
product of forms on the spacetime, respectively). Since ∂µ and d act on different spaces,
we have ∂µ (dφ
A) = d(∂µφ
A). Also, the notation
∫
Σt′
instead of
∫
dn−1x is sometimes used
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in literature. Notice that (7) is evaluated over a Σt surface, this is the first difference from
point particle systems: in that case, the symplectic structure is a sum, therefore it is not
necessary to consider any particular surface. In this case, it seems natural to consider this
surface because we speak of evolution of the fields (from one of these surfaces to another
one) with respect to the parameter t, which is not necessarily a physical time. Also, this is
in full analogy to Dirac’s approach, where the Poisson bracket of two functions is calculated
evaluating them at the same t. Note that this symplectic structure is different from the one
used in the CCF (see Appendix B for details).
The Lagrangian L is said to be regular if Ω is non-degenerate, otherwise L is singular or
irregular. Notice that Ω is non-degenerate iff the Hessian WAB =
∂2L
∂φ˙A∂φ˙B
is invertible (some-
times in the literature, when Ω is degenerate it is called presymplectic and not symplectic
structure to emphasize its degeneracy; we will call it symplectic even in the degenerate case).
Besides, in the singular case the Legendre map FL : TC 7→ T ∗C, is no longer invertible, i.e.,
there are functions on TC that cannot be projected to functions on the phase space T ∗C.
In Subsections IIA-II E we develop the necessary tools to analyze singular field theories
from the Lagrangian viewpoint. We start by giving a brief summary of the GF based
on Refs. 6 and 8. It allows us to obtain the Lagrangian constraints of the theory under
study using the constraint algorithm and the second-order equation problem which are
conceptually equal to the case for point particles.
A. Algorithm to obtain the Lagrangian constraints (constraint algorithm)
If Ω is non-degenerate, we can write the Lagrangian equations of motion (6) as
X · Ω = − dE, (8)
where X · Ω stands for the contraction of X with Ω and
E(φA, φ˙A) =
∫
dn−1x
(
φ˙A
δL
δφ˙A
−L
)
(9)
is called the “energy” (even though it does not need to correspond to a notion of physical
energy) and X is completely determined by these equations. [Notice that the sign in (8)
is different with respect to the one used in Ref. 10. This is because therein the symplectic
structure was chosen as the negative of the analog of (7) in point particles. Therefore, the
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difference of the global sign is just a matter of convention]. The differential of any function
f defined in TC is given by df =
∫
dn−1x
(
δf
δφA
dφA + δf
δφ˙A
dφ˙A
)
, which is frequently written
as δf =
∫
dn−1x
(
δf
δφA
δφA + δf
δφ˙A
δφ˙A
)
. From this perspective, the Lagrange equations (6)
correspond to the integral curves of the vector field X . Moreover, when Ω is degenerate, we
can still try to write the Lagrange equations (6) as the integral curves of a (to be determined)
vector field X =
∫
dn−1x
(
αA δ
δφA
+ βA δ
δφ˙A
)
on TC like in (8). In this case, Eqs. (8) become
the Lagrange equations once we use αA = φ˙A and βA = φ¨A because this choice corresponds
to the integral curves of X . However, in the singular case if X satisfies (8) then X +Z also
does, where Z is an arbitrary null vector of Ω, and therefore X is not unique. In addition,
notice that there are points on the tangent bundle where Z · dE 6= 0, which is inconsistent
with (8). The inconsistency is solved by using the constraint algorithm described below.6
The constraint algorithm generates a sequence of sub-manifolds TC =: P1 ⊇ P2 ⊇ P3 ⊇
· · · which are defined by the Lagrangian constraints ϕ′s (many of them are actually part of
the equations of motion).6,10 The algorithm must end (if the theory is well–defined) at some
final constraint submanifold P := Ps 6= ∅, 1 ≤ s < ∞. Thereby, on P , we have completely
consistent Lagrange’s equations of motion
(X · Ω + dE) |P= 0, (10)
and at least one solution X ∈ TP exists. However, the solutions may not be unique, and
they are determined only up to the vector fields in ker Ω ∩ TP .
Let us explain how to find the Lagrangian constraints. Consider the ker Ω, if Z ∈ ker Ω
then Z · (X · Ω) = Ω(X,Z) = 0, and (8) requires that Z · dE = 0. Then, the points of TC
where the equations (8) are inconsistent are those for which Z · dE 6= 0 for any Z ∈ ker Ω.
Then P2 is given by the points in TC, which satisfy∫
dn−1xϕ1’s := ker Ω · dE ≈ 0. (11)
Now, we can try to solve
(X · Ω + dE) |P2= 0. (12)
This equation can be solved for X , but also, physically, we must demand that X be tangent
to P2, i.e., we demand that the motion of the system takes place on P2; this requirement
is not always automatically accomplished, generating more Lagrangian constraints. This is
the origin of P3, P4, etc. Namely, X is tangent to P2 iff X
(∫
dn−1xϕ1’s
)
≈ 0, where we
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must use that X satisfies Eq. (8) and the constraints. This requirement could give rise to
some constraints ϕ2’s which define P3, and we must also require X to be tangent to P3, and
so on. Notice that some of the α’s of X are not fixed by Eq. (8) (because of the degeneracy
of Ω). Therefore, demanding that it be tangent to the Lagrangian constraint surface might
yield new relationships involving these unknown components. If it is possible to eliminate
them, by combining these relations, then we get a new set of Lagrangian constraints. We
must demand X be tangent to these new constraints, and so on. If it is not possible to
eliminate the unknown components, those relations will also be Lagrangian constraints,
once we use αA = φ˙A therein (see Subsection IIB). This issue also arises in some of the
point particle examples studied on Ref. 10 and for fields see the toy model in the Appendix
A of the present work. Finally, the constraint algorithm ends when the requirement that X
be tangent to the constraint surface does not give new Lagrangian constraints and/or only
gives relations that involve the unknown components.
In this way, before we use αA = φ˙A, we obtain N1 + N2 − N
(p) Lagrangian constraints
(N (p) is the number of primary constraints of the Hamiltonian analysis) that corresponds to
the projectable ones, i.e., FL(ϕ’s) are all the secondary Hamiltonian constraints6 (see also
Ref. 7).
B. The second-order equation problem
Variational considerations require that the Lagrange equations (8) be a set of second-order
differential equations.15 This requirement means
X(φA) = φ˙A ⇐⇒ αA = φ˙A. (13)
This condition and (8) generate more Lagrangian constraints [in the regular case, Eq. (8)
always implies αA = φ˙A, see Ref. 8] Also, as previously mentioned, this condition could be
necessary in order to interpret the relations that could arise when we demand the vector
X be tangent to the constraint surface, giving more Lagrangian constraints (see appendix
A). The new Lagrangian constraints are the (N (p) − N
(p)
1 ) non-projectable ones.
16 Notice
that we do not need to ask these constraints to be preserved over time. Actually, their time
evolution give relations that involve accelerations, which are not Lagrangian constraints.16,17
Summarizing, it is possible to obtain all the Lagrangian constraints l = N1 +N2 −N
(p)
1 .
Furthermore, we know which constraints are projectable and which are non-projectable.
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Also, in order to treat the constraints as functions in the tangent bundle, we need to smear
them. So, we will work with ϕ[Ms] :=
∫
dn−1xMsϕ
s, where the index s represents all the
possible indices that the constraint could have, and Ms =Ms(x
µ) are test functions.
We recall that the non-geometrical approach to count the physical degrees of freedom of
Ref. 10 requires knowing e, g and l. At this stage, we have l only. On the other hand, e
and g can be determined from the knowledge of the gauge transformations which can be
obtained following different approaches; for instance the one described in Subsection II E of
this paper. Despite this, as we already mentioned, we find the geometric approach –which
does not require to know the gauge transformations and so it does not require to know e
and g– the natural way to deal with field theory. This geometric and Lagrangian approach
is explained in Subsection IIC.
C. Counting of the physical degrees of freedom
So far, we have identified the mathematical structure for field theory involved on the
right-hand side of (3) and we have shown how we can obtain all the Lagrangian constraints,
the question now is, how to calculate the rank of ι∗Ω. As we previously mentioned, it is not
always possible to explicitly calculate ι∗Ω. This is the second difference that arises in this
context, compared to the point particle case (it can be possible to use some of the constraints,
only that in this case it will be necessary to recalculate the null vectors of the symplectic
structure, and use those constraints in the expression for the energy E to recalculate the
new constraints. Therefore, it seems preferable not to use those constraints, unless all the
projectable ones can be used). Now, we are going to explain the general procedure and then
we show that, since we are working in the tangent space, we can take a shortcut for this
calculation. As a side remark, a similar development can be done in the Hamiltonian side.18
To compute the rank of ι∗Ω we have to look for vector fields that satisfy (modulo surface
terms)
Z · Ω =
∑
dϕ[Ms], (14)
where
∑
means that this equation must be established for all possible linear combinations of
the constraints (when this equation is established in the cotangent space, the corresponding
vector fields are called Hamiltonian vector fields). So, first, we must establish Eq. (14) for
each constraint, then to take two of them in a linear combination, and so on. Notice that if
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Z satisfies (14) then Z+Z ′ also does, where Z ′ is an arbitrary null vector of Ω, and therefore
Z is not unique, i.e., it is determined up to the null vectors of Ω. Also, from Eq. (14), we
have that the vector fields will depend on the parameters used to smear the constraints,
i.e., Z = Z[Ms]. We call these vectors associated vectors because they are associated with
the constraint(s) that appear in the right hand side of (14). Under the inclusion map, they
are candidates to be null vectors of the induced symplectic structure because the right-hand
side of this equation vanishes, but not all of them are defined on the Lagrangian constraint
surface. The vectors we are looking for are those tangent to the Lagrangian constraint
surface. This means that they should override all the Lagrangian constraints, where we
must take into account that these vectors are defined up to the null vectors of Ω; i.e., they
must satisfy
(Z + ker Ω) (ϕ[Ms]) ≈ 0, (15)
for all the Lagrangian constraints. Not all vector fields that come from (14) satisfy this
condition. We call null associated vector fields to those that do it.19 Notice that in the linear
combination Z + ker Ω, the vector fields of ker Ω have their respective parameters, i.e., we
“smear” them (for example, if ZA =
∫
dn−1x δ
δφA
belongs to ker Ω; the corresponding linear
combination will be ZA[M
A] :=
∫
dn−1xMA δ
δφA
, where MA is a smearing function), and the
requirement that this vector field be tangent to the Lagrangian constraint surface fixes some
of the parameters introduced in the vectors of ker Ω to be functions of the parameters that
appear in Z. In fact, the condition (15) gives a system of equations for the parameters of
the vectors of ker Ω, whose solution, if it exists, can be obtained guided by covariance for
covariance field theories, for instance. The parameters that are not fixed are those that smear
vectors that are already tangent to the Lagrangian constraint surface. This means that the
null associated vector fields are defined up to this kind of vector fields. Furthermore, in order
to count the null associated vector fields, we will count how many independent parameters
appear in their expressions. To calculate the rank of ι∗Ω, we must also take into account
the independent constraints (or combinations of them) that appear on the right-hand side
of (14), i.e., how many independent times we can establish Eq. (14). This is because
these constraints reduce the rank of Ω (under the inclusion map).20 Notice that this number
coincides with the number of independent associated vector fields.
Before we calculate the rank of ι∗Ω with the information we already have, two cases must
be distinguished: the case where the constraints are independent and where they are not.
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They are called irreducible and reducible systems, respectively. For the irreducible case, the
counting of the physical degrees of freedom is given by
1
2
Rank ( ι∗Ω) = N −
1
2
(B + C) , (16)
where B represents the number of independent null vectors (the original null vectors of Ω
plus the null associated vector fields) and C is the number of independent combinations of
constraints involved in (14) (which is the same as the number of associated vector fields).
As the reader can suspect, in the reducible case, one must consider in (16) independent
quantities only. We will explain in detail in Subsection IID how this can be done. Notice
that we do not need to know the gauge transformations for the counting.
The procedure to count the null associated vector fields can be simplified thanks to the
fact that we are working in the tangent space. We will use the following two facts: i) The
first one is that Ω and the symplectic structure in the Hamiltonian formalism are related
by the Legendre transformation. Actually, under the Legendre transformation, Ω becomes
the standard symplectic structure on the cotangent space once it is restricted to the pri-
mary constraints.6 Therefore, it only remains to restrict it to the secondary ones, which
correspond to the projectable constraints in the Lagrangian formalism. Thus, only the pro-
jectable constraints can appear in the right-hand side of Eq. (14). This means that for the
non-projectable constraints there are no associated vectors. ii) The second fact, as we will
see below, is that the null associated vector fields are essential in the construction of the
gauge transformations. This fact is related with the second result, which is provided by the
CCF. The mentioned result is that the gauge transformations are degenerate directions of
the symplectic structure of the CCF on-shell.5 This means that the action of the symplectic
structure of the CCF over those vectors is proportional to the equations of motion. Fur-
thermore, we have shown in Appendix B that the symplectic structure of the CCF looks
like (7) if we consider a constant t surface in that formalism, except that they both are
defined on different manifolds and are endowed with different properties. Therefore, only
the vector fields associated with the Lagrangian constraints that are part of the equations
of motion will generate null associated vector fields. This is an easier way to identify (and
count) them. Even so, these simplifications are useful if we only are interested in the count-
ing of the degrees of freedom. If we want to compute the off-shell gauge transformations,
the explicit form of the null associated vectors is needed. In the examples, we will apply
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the general procedure and show how it could be simplified by the considerations mentioned
above.
D. Reducibility
Now, let us explain how we must deal with reducible systems. The separation between
irreducible and reducible constraints is not always possible. Nonetheless, if the theory has
reducibility this means that there are some ZrK such that Z
r
Kϕr = 0, where ϕr are the
reducible constraints and K = 1, 2, ..., k, k represents how many reducibility conditions exist
(it can happen that ZrK are differential operators, for example in the BF theory analyzed in
Section III). Then, if the ZrKϕr are irreducible, the number of irreducible constraints is r−k.
This is the first stage of reducibility. However, the ZrKϕr could also be reducible; in such a
case, they obey ZKK1Z
r
Kϕr = 0 for some Z
K
K1
with K1 = 1, ...., k1, k1 being the number of these
relations. This is called the second stage of reducibility; if ZKK1Z
r
Kϕr are irreducible, then we
have k− k1 independent reducibility conditions, and so r− (k− k1) = r− k+ k1 irreducible
constraints. The ZKK1Z
r
Kϕr relations of the second stage could also be reducible, giving rise
to a third stage of reducibility, and so on. That is to say, for some theories there exist a
finite number of stages of reducibility; for example, the n-dimensional BF theory possesses
n − 3 stages of reducibility in its Hamiltonian formulation25,26 (see also Refs. 27 and 28).
Our approach perfectly works in the case when there is a finite number of reducibility stages.
There are other theories that have an infinite number of stages of reducibility;23,24 this is
not covered in our approach. In summary, if there are reducible constraints, we must count
just the independent ones (like in Dirac’s canonical formalism).
However, in the Lagrangian approach, we not only count the Lagrangian constraints
that appear in (14), but also the null associated vector fields. Then, we need to know if
the reducibility of the constraints has some implications on them. The answer is given by
Eq. (14). As we have already smeared the constraints, we can choose in (14) the smeared
functions to be proportional to the ZrK . In that case, the right-hand side vanishes. Since
the vectors that appear there are assumed to be different from the null vectors of Ω they
must vanish too, at least over the Lagrangian constraint surface. This means that not all
the parameters in the vector fields are irreducibly, and we must count just the irreducibly
ones. Notice that if we have stages of reducibility in the constraints to which the vectors
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fields are associated we will have stages in the choice of the parameters.
Therefore, the procedure on the associated and null associated vector fields consists of
searching for a choice of the parameters such that some of the associated vector fields vanish
over the Lagrangian constraint surface. This is not a brute force procedure, because the
reducibility conditions in the constraints determine the form of the parameters that override
the associated vector fields. In summary, if there is reducibility, we have to count just
independent quantities in (16).
By using (3) and (16), we have e + g (= B + C − l). In spite of this, in order to finally
identify the parameters e, and then g, we need the gauge transformations. In Subsection
II E, using the current information, we explain the steps that we must follow to obtain it.
This show that the current geometric Lagrangian approach is robust enough to allow us to
obtain this information too.
E. Gauge transformations
As is well known, the gauge transformations can be obtained following different ap-
proaches; for example, using the converse of Noether’s second theorem21,22 (see Ref. 29
where this approach was used to reveal the gauge symmetries of first-order general rela-
tivity. The same approach can be applied to theories analyzed in Sec. III). It is worth
mentioning that we can also obtain the gauge transformations with the information we al-
ready have. In Ref. 10 it was shown that the geometric Lagrangian approach allows us to
obtain the on-shell gauge transformations. In this subsection, we extend this result and
show how to construct the off-shell gauge transformations by following two steps:
i) First, we need the null associated vector fields and the vector fields of ker Ω that are
tangent to the Lagrangian constraint surface (those whose parameters have not been fixed
when we search for the null associated vectors), which we have already found to make the
counting of the physical degrees of freedom. With them, we form a unique vector X˜ as a
linear combination. Notice that the smeared functions that appear in this vector field are
actually the gauge parameters of the gauge transformations.
ii) Second, in order for this vector to represent a vector field whose components are the
gauge transformations, it must be of the form X˜ =
∫
dn−1x
[
δεφ
A δ
δφA
+ ∂0(δεφ
A) δ
δφ˙A
]
, which
implies that δεφ˙
A = ∂0(δεφ
A). This is because, as is well known, even when we consider
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φA and φ˙A as independent variables, their variations are not. This gives some relations
between the gauge parameters, which completely determine the gauge transformations [we
emphasize that in the geometric approach followed in Ref. 10 we explicitly calculated ι∗(X˜ ·
Ω), which gives the gauge transformations on-shell. We recall that off-shell and on-shell
gauge transformations do not always coincide].
Once we have the gauge transformations we can count e, and g. If there is reducibility,
we must be careful in the counting of the parameters because as we have already shown
reducibility is also reflected in the gauge parameters, and if some of them are not inde-
pendent, their time derivatives are also not independent. With this information, we can
use the map (1) and calculate–if we wished–how many independent first- and second-class
constraints follow from Dirac’s canonical analysis of the theory without having to perform
any canonical analysis.
On the other hand, as we previously mentioned, at the end we have obtained all the
Lagrangian parameters e, g, and l, and we could use the formula (3) for the counting if we
want. Despite that, as we have remarked, the use of the formula (16) has the advantage
that can be used without knowing the gauge transformations.
To summarize, in this section, we have shown that it is possible to obtain all the La-
grangian constraints, and the off-shell gauge transformations (if any) for arbitrary singular
field theories in a geometric way. We have also presented the steps that we must follow to
make the counting of the physical degrees of freedom, which is the main result of this paper.
III. EXAMPLES
In this section, we illustrate the theoretical framework developed in Sec. II in several phys-
ical field theories. In particular, we analyze the three-dimensional Palatini action with and
without a cosmological constant, Witten’s exotic action, three-dimensional Chern-Simons
action, and BF theory in four dimensions (which possesses reducibility conditions). In all
these theories the internal gauge group is an arbitrary Lie group. We also study the first-
order general relativity in four dimensions described by Palatini’s action with a cosmological
constant.
Let us establish here some notation used in this section. We denote by G the semi-
simple Lie group of the theory. We call g the Lie algebra of G, we denote its structure
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constants by f ijk, and by kij its non-degenerate Killing form, which is used to raise and
lower the internal indices i, j, k, . . . , which run from 1 to dim g. We use µ, ν, ρ, ..., which
run from 0 to n − 1 for spacetime indices and a, b, c, . . . = 1, . . . , (n − 1) for space. For
ǫµ0µ1···µ(n−1) we take ǫ012···(n−1) = 1. Remember we use ∂µ :=
∂
∂xµ
, where xµ := {t, xa} are the
spacetime coordinates, and the dot over the variable means the action of ∂0 thereon. Finally,
symmetrization and antisymmetrization of indices are denoted by brackets, according to
A(µν) := 1
2
(Aµν + Aνµ), and A[µν] := 1
2
(Aµν −Aνµ), respectively.
A. Three-dimensional generalized Palatini theory with Λ 6= 0
Let us consider a generalized three-dimensional Palatini action based on G with cosmo-
logical constant Λ. The term “generalized” means that we are considering an arbitrary
Lie group.30 This action is also known as the action for a three-dimensional BF theory
with cosmological constant Λ.31 For the particular Lie groups SO(2, 1) and SO(3), this
theory is three-dimensional general relativity with a cosmological constant for Lorentzian
and Euclidean signatures, respectively. We assume, as in Ref. 30, that G admits a totally
anti-symmetric invariant tensor ǫijk, which satisfies ǫi[jkf l]im = 0 (a possible choice for ǫ
ijk
is given by ǫijk = f ilmk
ljkmk, this is not the only one30). The action is given by
S[e, A] =
∫
M
(
ei ∧ F
i −
Λ
6
ǫijkei ∧ ej ∧ ek
)
, (17)
where ei = eiµdx
µ is a g-valued 1-form, Ai = Aiµdx
µ is a g-valued connection 1-form and
F i = dAi+ 1
2
f i jkA
j∧Ak = 1
2
F iµνdx
µ∧dxν its the curvature, F iµν = 2∂[µA
i
ν]+f
i
jkA
j
µA
k
ν . Note
that both the Lie algebra index i and the spacetime index µ correspond to the index A of
the general theory in Sec. II. Therefore, we have N = (3+3)×dim g configuration variables
in eiµ and A
i
µ. The variation of the action principle (17) with respect to the independent
variables yields the variational derivatives E i and E ′i
δei : E i := F i −
Λ
2
ǫijkej ∧ ek,
δAi : E ′i := Dei, (18)
where Dvi := dvi+ f ijkA
j ∧ vk is the covariant derivative of the g-valued p-form vi. So, the
equations of motion are
E i = 0, E ′i = 0. (19)
16
By performing the 2 + 1 decomposition of the fields, the action (17) acquires the form
S[e, A] =
∫
M
d3x ǫ0ab
[
−eiaA˙
i
b + eiaDbA
i
0 +
ei0
2
(
F iab − Λǫ
ijkejaekb
)]
. (20)
Lagrangian constraints. The points of the tangent bundle TC are locally labeled with 12×
dim g variables given by (eiµ, A
i
µ, e˙
i
µ, A˙
i
µ). From (20)–modulo surface terms–the corresponding
symplectic structure (7), energy (9), and differential of the energy are
Ω = −
∫
d2x ǫ0abdeia ∧ dA
i
b,
E =
∫
d2x ǫ0ab
[
Ai0Dbe
i
a −
ei0
2
(
F iab − Λǫ
ijkejaekb
)]
,
dE =
∫
d2x ǫ0ab
[
Dbe
i
a dAi0 +
(
Dae
i
0 − f
i
jkA
j
0e
k
a
)
dAib
−
1
2
(
F iab − Λǫ
ijkejaekb
)
dei0 +
(
DaA
i
0 +Λǫ
ijkej0eka
)
deib
]
. (21)
Using this information, we look for the vector field X in (8),
X :=
∫
d2x
(
αiµ
δ
δeiµ
+ α′iµ
δ
δAiµ
+ βiµ
δ
δe˙iµ
+ β ′iµ
δ
δA˙iµ
)
, (22)
and we get
ǫ0abαia = ǫ
0ab
(
Dae
i
0 − f
i
jkA
j
0e
k
a
)
,
ǫ0abα′ia = ǫ
0ab
(
DaA
i
0 + Λǫ
ijkej0eka
)
,
0 = ǫ0ab
(
F iab − Λǫ
ijkejaekb
)
,
0 = −ǫ0abDbe
i
a, (23)
which agree with (18) once we substitute αia = e˙
i
a and α
′i
a = A˙
i
a in the LHS of the first two
lines of (23).
It follows that RankΩ = 4 × dim g and that a basis of ker Ω is given by the 8 × dim g
vector fields {Z1i, Z2i, Z
µ
3i, Z
µ
4i},
Z1i :=
∫
d2x
δ
δei0
, Z2i :=
∫
d2x
δ
δAi0
,
Z
µ
3i :=
∫
d2x
δ
δe˙iµ
, Z
µ
4i :=
∫
d2x
δ
δA˙iµ
. (24)
Nevertheless, among the elements of this set, only Z1i and Z2i generate Lagrangian con-
straints, given by∫
d2xϕ1i := Z1i · dE = −
1
2
∫
d2x ǫ0ab
(
Fiab − Λǫijke
j
ae
k
b
)
≈ 0,∫
d2xϕ2i := Z2i · dE =
∫
d2x ǫ0abDbeia ≈ 0. (25)
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Notice that these (1 + 1) × dim g = 2 × dim g constraints are part of the equations of
motion (18). Continuing with the approach, we must demand that X
(∫
d2xϕ1i
)
≈ 0 ≈
X
(∫
d2xϕ2i
)
. Since X satisfies (23), and using the Lagrangian constraints (25), this is
automatically fulfilled. Therefore, the constraint algorithm gives us 2 × dim g projectable
Lagrangian constraints (applying the Legendre transformation to them yields the usual
secondary constraints in Dirac’s canonical analysis30).
Next, we look for non-projectable Lagrangian constraints. The requirements αia = e˙
i
a
and α′ia = A˙
i
a in (23) imply that the fields must satisfy the (2 + 2) × dim g = 4 × dim g
non-projectable Lagrangian constraints,
ϕia1 := ǫ
aµν
(
F iµν − Λǫ
i
jke
j
µe
k
ν
)
≈ 0,
ϕia2 := ǫ
aµνDµe
i
ν ≈ 0. (26)
Therefore, the total number of (projectable and non-projectable) Lagrangian constraints is
l = (2 + 4)× dim g = 6× dim g.
1. Degree of freedom count
Associated vector fields. Due to the fact the variables Ai0 and e
i
0 appear in the non-
projectable constraints (26), and that they do not appear in the symplectic structure Ω
in (21), it follows from (14) that there are no associated vector fields linked to the non-
projectable constraints (26), in full agreement with the general theory of Sec. II. With
respect to the projectable constraints (25), we smear them with test fields N i and M i
ϕ1[N
i] :=
∫
d2xN iϕ1i, ϕ2[M
i] :=
∫
d2xM iϕ2i, (27)
and from (14) it can readily be seen that their associated vector fields–modulo the null vector
fields (24)–are
Z5[N
i] = −
∫
d2x
(
DaN
i δ
δeia
− Λǫijke
j
aN
k δ
δAia
)
,
Z6[M
i] = −
∫
d2x
(
f ijke
j
aM
k δ
δeia
+DaM
i δ
δAia
)
. (28)
In fact, modulo a surface integral, they satisfy Z5[N
i]·Ω = dϕ1[N
i] and Z6[M
i]·Ω = dϕ2[M
i].
As we mentioned in Sec. II, these vectors depend on the parameters used to smear the
constraints and there are 2× dim g of them.
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Null associated vector fields. Notice that the associated vector fields (28) are associated
with Lagrangian constraints that are part of the equations of motion (18), therefore we
expect that they are indeed null associated vector fields. If we used that criterion, we could
make the counting of the physical degrees of freedom right now. Nonetheless, instead of
that, we continue with the general procedure and we have to show that they are indeed null
associated vector fields, i.e., we have to check if there are some linear combinations of these
vectors and (24) such that they are tangent to the Lagrangian constraint surface defined
by (25) and (26). Thus, we add to each of the associated vector fields (28) an arbitrary
linear combination of the original null vectors (24) (the adopted convention is, for example,
Z1i[P
1i] :=
∫
d2xP 1i δ
δei0
. We recall that Z1i =
∫
d2x δ
δei0
),
Z7 := Z5
[
N i
]
+ Z1i
[
P 1i
]
+ Z2i
[
P 2i
]
+ Zµ3i
[
P 3iµ
]
+ Zµ4i
[
P 4iµ
]
,
Z8 := Z6
[
M i
]
+ Z1i
[
Q1i
]
+ Z2i
[
Q2i
]
+ Zµ3i
[
Q3iµ
]
+ Zµ4i
[
Q4iµ
]
, (29)
and we demand the vector fields Z7 and Z8 to be tangent to the Lagrangian constraint surface
ϕ1i ≈ 0, ϕ2i ≈ 0, ϕ
a
1i ≈ 0, and ϕ
ia
2 ≈ 0. They are indeed tangent vectors iff they acting on
all the smeared (projectable and non-projectable) Lagrangian constraints ϕ[smearing fields]
satisfy
Z7 (ϕ[smearing fields]) ≈ 0, Z8 (ϕ[smearing fields]) ≈ 0. (30)
[cf. (15)]. Therefore, computing the action of Z7 and Z8 on the smeared Lagrangian con-
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straints we have
Z7
(
ϕ1[N
i]
)
= 0, (31)
Z7
(
ϕ2[M
i]
)
=
∫
d2x
[
−f ijkN
iM jϕk1
]
≈ 0, (32)
Z7 (ϕ1[Nia]) = Z7
(∫
d2xNia ϕ
ia
1
)
=
∫
d2x 2Niaǫ
0ab
[
DbP
2i − P 4ib + f
i
jk
(
Λǫj lme
l
bN
m
)
Ak0
−Λǫijk
(
e
j
bP
1k − ek0DbN
j
)]
=
∫
d2x 2Nia
(
ǫ0ab
{
Db
[
P 2i − Λǫijke
j
0N
k
]
− Λǫijke
j
b
[
P 1k +D0N
k
]
−
[
P 4ib − ∂0
(
Λǫijke
j
bN
k
)]}
+ Λǫijkϕ
ja
2 N
k
)
, (33)
Z7 (ϕ2[Mia]) = Z7
(∫
d2xMia ϕ
ia
2
)
=
∫
d2xMiaǫ
0ab
[
DbP
1i − P 3ib + f
i
jk
(
Λek0ǫ
j
lme
l
bN
m − P 2jekb + A
j
0DbN
k
)]
=
∫
d2xMia
(
ǫ0ab
{
Db
[
P 1i +D0N
i
]
− f ijke
j
b
[
P 2k − Λǫklme
l
0N
m
]
−
[
P 3ib + ∂0(DbN
i)
]}
+
1
2
f ijkϕ
aj
1 N
k
)
, (34)
Z8
(
ϕ1[N
i]
)
=
∫
d2x
[
f ijkN
iM jϕk1
]
≈ 0, (35)
Z8
(
ϕ2[M
i]
)
= 0, (36)
Z8 (ϕ1[Nia]) =
∫
d2x 2Niaǫ
0ab
[
DbQ
2i −Q4ib − f
i
jkA
k
0DbM
j
−Λǫijk
(
e
j
bQ
1k − f j lme
l
bM
mek0
)]
=
∫
d2xNia
(
2ǫ0ab
{
Db
[
Q2i −D0M
i
]
− Λǫijke
j
b
[
Q1k + fklme
l
0M
m
]
−
[
Q4ib + ∂0
(
DbM
i
)]}
+ f ijkϕ
ja
1 M
k
)
, (37)
Z8 (ϕ2[Mia]) =
∫
d2xMiaǫ
0ab
[
DbQ
1i −Q3ib − f
i
jk
(
ek0DbM
j +Q2jekb −A
j
0f
k
lme
l
bM
m
)]
=
∫
d2xMia
(
ǫ0ab
{
Db
[
Q1i + f ijke
j
0M
k
]
+ f ijke
j
0
[
Q2k +D0M
k
]
−
[
Q3ib + ∂0(f
i
jke
j
bM
k)
]}
+ f ijkϕ
aj
2 M
k
)
. (38)
Notice that (31) and (36) are strongly zero, while (32) and (35) are weakly zero (they vanish
on the Lagrangian constraints). We have also dropped out the surface terms in (33), (34),
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(37), and (38). Requiring (33) and (34) vanish on the Lagrangian constraint surface implies
P 1i ≈ −D0N
i, P 2i ≈ Λǫijke
j
0N
k,
P 3ia ≈ −∂0
(
DaN
i
)
, P 4ia ≈ ∂0
(
Λǫijke
j
aN
k
)
, (39)
while requiring (37) and (38) vanish on the Lagrangian constraint surface implies
Q1i ≈ −f ijke
j
0M
k, Q2i ≈ −D0M
i,
Q3ia ≈ −∂0
(
f ijke
j
aM
k
)
, Q4ia ≈ −∂0
(
DaM
i
)
. (40)
The parameters P 3i0 , P
4i
0 , Q
3i
0 , and Q
4i
0 are not fixed and so they are left arbitrary because
they smear the vector fields Z03i and Z
0
4i, which are tangent to the Lagrangian constraint
surface.
The form of the parameters in (39) and (40) is already expected. In fact, the parameters
P 1i, P 2i, Q1i and Q2i could have been obtained by covariance too. For example P 1i are
the components along the vector fields associated with ei0, and from Z5 we know that the
components associated with eia are −DaN
i, and then by covariance it is expected that
P 1i = −D0N
i. On the other hand, as we have explained in the general theory, the null
associated vectors are useful to find the gauge transformations and they have the property
that the form of the components of the vector field along the φ˙A must be the dot of the
components along the φA. For example, if P 3ia are the components along e˙
i
a, then they must
be the dot of the components along eia, and we know form Z5 that they are −DaN
i, then
P 3ia = −∂0(−DaN
i). This is in full agreement with the results that we have obtained from
the system (30). In practice, we can use this reasoning to propose the expression for the
parameters.
Therefore, as we anticipated, the (1 + 1) × dim g = 2 × dim g vectors (28) become null
associated vector fields, and because of (29) and (40) they are given by
Z7[N
i] = −
∫
d2x
[(
DµN
i
) δ
δeiµ
+
(
−Λǫijke
j
µN
k
) δ
δAiµ
+ ∂0
(
DaN
i
) δ
δe˙ia
+∂0
(
−Λǫijke
j
aN
k
) δ
δA˙ia
]
,
Z8[M
i] = −
∫
d2x
[
f ijke
j
µM
k δ
δeiµ
+DµM
i δ
δAiµ
+ ∂0
(
f ijke
j
aM
k
) δ
δe˙ia
+∂0
(
DaM
i
) δ
δA˙ia
]
. (41)
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Degree of freedom count. We are ready to make the counting of the physical degrees of
freedom: the number of field variables eiµ and A
i
µ is N = 6× dim g, the total number of null
vectors, given by (24) and (41), is B = (8 + 2) × dim g = 10 × dim g, and the number of
linearly independent combinations of constraints or, equivalently, the number of associated
vector fields in (28) is C = 2× dim g. Therefore, using (16), the number of physical degrees
of freedom is
1
2
Rank ι∗Ω =
[
6−
1
2
(10 + 2)
]
× dim g = 0. (42)
Furthermore, by substituting this result into the right-hand side of Eq. (3) we get g + e =
2N − l = [2(6)− 6]× g = 6×dim g, which is the number of independent null vectors of ι∗Ω.
2. Off-shell gauge transformations
We now look for the off-shell gauge transformations. Following the steps explained in
II E, first we use only the null associated vectors Z7 and Z8 given in Eq. (41) and the null
vector fields, Z03i and Z
0
4i, that are tangent to the Lagrangian constraint surface. With them,
we form the vector field
X˜ := Z7[−ρ
i] + Z8[−τ
i] + Z03i[ε
i
30] + Z
0
4i[ε
i
40]
=
∫
d2x
[(
Dµρ
i + f ijke
j
aτ
k
) δ
δeiµ
+
(
Dµτ
i − Λǫijke
j
µρ
k
) δ
δAiµ
+∂0
(
Daρ
i + f ijke
j
aτ
k
) δ
δe˙ia
+ ∂0
(
Daτ
i − Λǫijke
j
aρ
k
) δ
δA˙ia
+εi30
δ
δe˙i0
+ εi40
δ
δA˙i0
]
, (43)
where in Z7 and Z8 we have chosen the parameters to be −ρ and −τ , respectively. Notice
that the vector (43) kills the action (17) up to boundary terms. The arbitrariness of the
components of this vector involving εi30 and ε
i
40 just reflects the fact that e˙
i
0 and A˙
i
0 are not
present in the corresponding Lagrangian [see Eq. (20)]. Now, in order to fix εi30 and ε
i
40, we
demand the vector field to be of the form
X˜ =
∫
d2x
[
δεe
i
µ
δ
δeiµ
+ δεA
i
µ
δ
δAiµ
+ ∂0(δεe
i
µ)
δ
δe˙iµ
+ ∂0
(
δεA
i
µ
) δ
δA˙iµ
]
, (44)
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which corresponds to the second step described in Subsection II E. This yields the following
relations between the parameters
εi30 = ∂0
(
D0ρ
i + f ijke
j
0τ
k
)
,
εi40 = ∂0
(
D0τ
i − Λǫijke
j
0ρ
k
)
. (45)
Consequently, the gauge vector field becomes
X˜ =
∫
d2x
[(
Dµρ
i + f ijke
j
µτ
k
) δ
δeiµ
+
(
Dµτ
i − Λǫijke
j
µρ
k
) δ
δAiµ
+∂0
(
Dµρ
i + f ijke
j
µτ
k
) δ
δe˙iµ
+∂0
(
Dµτ
i − Λǫijke
j
µρ
k
) δ
δA˙iµ
]
. (46)
Therefore, the off-shell gauge transformations read δεe
i
µ = Dµρ
i + f ijke
j
µτ
k and δεA
i
µ =
Dµτ
i − Λǫijke
j
µρ
k, which in terms of differential forms can be written as
δεe
i = Dρi + f ijke
jτk,
δεA
i = Dτ i − Λǫijke
jρk. (47)
The Noether identities (from which these gauge transformations can also be read off) are
given by DE i − Λǫi jke
j ∧ E ′k = 0 and DE ′i + f i jke
j ∧ Ek = 0, respectively.29 Moreover,
the action (17) is also manifestly invariant under spacetime diffeomorphisms. Nevertheless,
diffeomorphism invariance of the action is not independent from (47). Indeed, using that the
Lie derivative for any differential form σ along the vector field ξ satisfies Cartan’s formula
£ξσ = ξ · dσ + d (ξ · σ) , (48)
where the dot ‘·’ stands for the contraction of the vector ξ and a differential form, we have
that
£ξe
i = D
(
ξ · ei
)
+ f ijke
j
µ
(
ξ · Ak
)
+ ξ ·
(
Dei
)
,
£ξA
i = D
(
ξ · Ai
)
− Λǫijke
j
(
ξ · ek
)
+ ξ ·
(
F i −
Λ
2
ǫijke
j ∧ ek
)
, (49)
and so an infinitesimal diffeomorphism is a linear combination of the gauge transforma-
tion (47) with field-dependent parameters ρi = ξ · ei and τ i = ξ · Ai plus terms that are
proportional to the variational derivatives (18). Therefore, Eqs. (49) say that the diffeo-
morphism transformation corresponds to the transformations (47) plus a trivial one (gauge
transformations that vanish on-shell are called trivial gauge transformations18).
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On the other hand, from (47) the gauge transformations involve ρi and τ i, which are the
independent gauge parameters. Therefore, g = 2×dim g. Also, from (47) we have that they
also involve their first time derivative, then we have e = 4 × dim g. Furthermore, the map
(1) allows us to know the number of first- and second-class constraints
N1 = e = 4× dim g,
N2 = l + g − e = (6 + 2− 4)× dim g
= 4× dim g, (50)
which must appear in its Dirac’s canonical analysis.
3. Three-dimensional generalized Palatini theory with Λ = 0
Consider now the case without cosmological constant. The analysis can be obtained by
setting Λ = 0 in Subsections IIIA 1 and IIIA 2. Then, we only quote the results. The points
of the tangent bundle TC are locally labeled with the same variables (eiµ, A
i
µ, e˙
i
µ, A˙
i
µ), and
the symplectic structure in this case is the same as in (21). Therefore, it has the same null
vectors (24). As a consequence of the fact that the energy terms containing Λ in (21) do
not appear anymore, the projectable constraints (25) reduce to
ϕ1i := ǫ
0abFiab ≈ 0, ϕ2i := ǫ
0abDaeib ≈ 0. (51)
The vectors associated with these constraints that are tangent to the Lagrangian constraint
surface, i.e., the null associated vector fields, are
Z7[N
i] = −
∫
d2x
[(
DµN
i
) δ
δeiµ
+ ∂0
(
DaN
i
) δ
δe˙ia
]
,
Z8[M
i] = −
∫
d2x
[
f ijke
j
µM
k δ
δeiµ
+DµM
i δ
δAiµ
+ ∂0
(
f ijke
j
aM
k
) δ
δe˙ia
+∂0
(
DaM
i
) δ
δA˙ia
]
, (52)
respectively. Also, the non-projectable constraints (26) are now
ϕia1 := ǫ
aµνF iµν ≈ 0, ϕ
ia
2 := ǫ
aµνDµe
i
ν ≈ 0. (53)
Degree of freedom count. Notice that the number of the total null vectors and Lagrangian
constraints do not change. Therefore, the counting of the physical degrees of freedom is
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the same as in the case for Λ 6= 0. Furthermore, the gauge transformations now read (the
corresponding Noether identities are DE i = 0 and DE ′i + f i jke
j ∧ Ek = 029)
δεe
i = Dρi + f ijke
jτk, δεA
i = Dτ i. (54)
The discussion of the diffeomorphism symmetry is along the same lines as in Subsection
IIIA 2 just by setting Λ = 0 there.
Finally, it follows that the map (50) also holds for Λ = 0, i.e., the number of first- and
second-class constraints that appear in Dirac’s canonical analysis of the generalized Palatini
theory (or simply BF theory) is the same for Λ = 0 and Λ 6= 0.
B. Witten’s exotic action
Now, we present Witten’s exotic action32 but based on G, so we are considering a gener-
alized action. As we will see, this theory is classically equivalent to the generalized Palatini
theory, in the sense that both actions yield the same equations of motion if we choose
ǫijk = f ilmk
ljkmk in (18). The action is given by
S[e, A] =
∫
M
(
Ai ∧ dA
i +
1
3
f ijkAi ∧Aj ∧ Ak − Λ ei ∧ De
i
)
, (55)
where ei = eiµdx
µ is a g-valued 1-form, Ai = Aiµdx
µ is a g-valued connection 1-form, and
Dvi := dvi+f ijkA
j ∧vk (as in Subsection IIIA). Notice that this action and the generalized
Palatini action (17) are functionals of the same field variables. Thus, we have N = 6 ×
dim g configuration variables. The variation of the action principle (55) with respect to the
independent variables yields the variational derivatives E ′i and E i given by
δei : E ′i := −2ΛDei,
δAi : E i := 2F i − Λf i jke
j ∧ ek. (56)
where F i = dAi+ 1
2
f i jkA
j∧Ak = 1
2
F iµνdx
µ∧dxν is the curvature of Ai. Then, the equations
of motion are
E ′i = 0, E i = 0. (57)
These equations of motion, up to global constant factors, coincide with those given in Eq.
(19) if we take ǫijk = f ilmk
ljkmk there. Hence, under this choice, both actions describe the
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same theory at classical level. Notice that we could have defined a similar action to (55) but
with some tensor ǫijk (instead of f ijk) and that such an action would not be equivalent in
general to Palatini’s action (17). Here, we follow the standard approach to Witten’s action.
By performing the 2 + 1 decomposition of the fields, the action (55) acquires the form
S[e, A] =
∫
M
d3x ǫ0ab
[
Λeiae˙
i
b − AiaA˙
i
b − 2Λei0Dae
i
b + Ai0
(
F iab − Λf
ijkejaekb
)]
. (58)
Lagrangian constraints. The points of the tangent bundle TC are locally labeled with 12×
dim g variables given by (eiµ, A
i
µ, e˙
i
µ, A˙
i
µ), as in the preceding example. The corresponding
symplectic structure (7), energy (9), and the differential of the energy are
Ω =
∫
d2x ǫ0ab
(
Λdeia ∧ de
i
b − dAia ∧ dA
i
b
)
,
E =
∫
d2x ǫ0ab
[
−Ai0
(
F iab − Λf
ijkejaekb
)
+ 2Λei0Dae
i
b
]
,
dE =
∫
d2x ǫ0ab
[
−
(
F iab − Λf
ijkejaekb
)
dAi0 + 2
(
DaA
i
0 + Λf
ijkej0eka
)
dAib
+2ΛDae
i
b dei0 − 2Λ
(
Dae
i
0 − f
i
jkA
j
0e
k
a
)
deib
]
. (59)
Continuing with the formalism, we look for the vector field X in (8)
X :=
∫
d2x
(
αiµ
δ
δeiµ
+ α′iµ
δ
δAiµ
+ βiµ
δ
δe˙iµ
+ β ′iµ
δ
δA˙iµ
)
, (60)
and we obtain
ǫ0abαia = ǫ
0ab
(
Dae
i
0 − f
i
jkA
j
0e
k
a
)
,
ǫ0abα′ia = ǫ
0ab
(
DaA
i
0 + Λf
ijkej0eka
)
,
0 = ǫ0ab
(
F iab − Λf
ijkejaekb
)
,
0 = −2Λǫ0abDae
i
b, (61)
which agree with (56) once we substitute αia = e˙ia and α
′
ia = A˙ia in the LHS of the first
two lines of (61). In spite of the fact that the symplectic structure (59) is different from the
symplectic structure (21) of the Palatini theory, they have the same rank, 4 × dim g, and
share the same basis of 8×dim g null vectors given by (24). Furthermore, among them, only
Z1a and Z2a generate 2× dim g projectable Lagrangian constraints, given by∫
d2xϕ1i := Z1i · dE =
∫
d2x 2Λǫ0abDaeib ≈ 0,∫
d2xϕ2i := Z2i · dE = −
∫
d2x ǫ0ab
(
Fiab − Λfijke
j
ae
k
b
)
≈ 0. (62)
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These constraints are, up to global constant factors, those found for the generalized Palatini
theory (25) (if we therein use ǫijk = f ilmk
ljkmk). Notice that the constraint generated by
Z1i corresponds to the constraint generated by Z2i in the generalized Palatini theory (and
viceversa). As in Subsection IIIA, for this theory, there are no more projectable Lagrangian
constraints.
Now, we search for the non-projectable Lagrangian constraints. The requirement αia =
e˙ia and α
′
ia = A˙ia in (61) implies the new 4× dim g non-projectable Lagrangian constraints,
ϕia1 := ǫ
aµν
(
F iµν − Λf
i
jke
j
µe
k
ν
)
≈ 0,
ϕia2 := ǫ
aµνDµe
i
ν ≈ 0. (63)
Notice that these are the same non-projectable constraints (26) of the generalized Palatini
theory if we use ǫijk = f ilmk
ljkmk there. Therefore, we have l = (2+ 4)× dim g = 6× dim g
Lagrangian constraints.
1. Degree of freedom count
Associated vector fields. Using the test fields N i and M i, we smear the projectable
constraints,
ϕ1[N
i] :=
∫
d2xN iϕ1i, ϕ2[M
i] :=
∫
d2xM iϕ2i. (64)
Therefore, the associated vectors to these constraints, modulo the null vectors (24), are
Z5[N
i] = −
∫
d2x
(
DaN
i δ
δeia
− Λf ijke
j
aN
k δ
δAia
)
,
Z6[M
i] = −
∫
d2x
(
f ijke
j
aM
k δ
δeia
+DaM
i δ
δAia
)
. (65)
Notice that these associated vectors coincide with (28) of the Palatini theory if we choose
ǫijk = f ilmk
ljkmk there. Notice that the constraint associated with Z5[N
i] corresponds to the
constraint associated with Z6[M
i] in the generalized Palatini theory (and viceversa) because
they satisfy Z5[N
i] · Ω = dϕ1[N
i] and Z6[M
i] · Ω = dϕ2[M
i] (modulo a surface term).
Null associated vector fields. Now we check that they generate null associated vector
fields, i.e., that there are linear combinations of them and the original null vectors (24) that
are tangent to the Lagrangian constraint surface. Nevertheless, as the reader can realize,
this calculation is already done because all the information (constraints, null vectors, and
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associated vectors) found for this theory coincides with that found in the analysis of Palatini’s
action (with ǫijk = f ilmk
ljkmk). Therefore, the null associated vectors are
Z7[N
i] = −
∫
d2x
[(
DµN
i
) δ
δeiµ
+
(
−Λf ijke
j
µN
k
) δ
δAiµ
+ ∂0
(
DaN
i
) δ
δe˙ia
+∂0
(
−Λf ijke
j
aN
k
) δ
δA˙ia
]
,
Z8[M
i] = −
∫
d2x
[
f ijke
j
µM
k δ
δeiµ
+DµM
i δ
δAiµ
+ ∂0
(
f ijke
j
aM
k
) δ
δe˙ia
+∂0
(
DaM
i
) δ
δA˙ia
]
. (66)
Degree of freedom count. Now, we can make the counting of the physical degrees of
freedom: the number of field variables eiµ and A
i
µ is N = 6× dim g, the total number of null
vectors, given by (24) and (66), is B = (8 + 2) × dim g = 10 × dim g, and the number of
linearly independent combinations of constraints [to get the associated vector fields (65)] is
C = 2× dim g. Therefore, using (16), the number of physical degrees of freedom is
1
2
Rank ι∗Ω =
[
6−
1
2
(10 + 2)
]
× dim g = 0. (67)
Furthermore, by substituting this result into the right-hand side of Eq. (3) we get g + e =
2N − l = (2(6) − 6)× dim g = 6 × dim g, which is the number of independent null vectors
of ι∗Ω.
2. Off-shell gauge transformations
In order to find the gauge transformations we must form a vector field with the null
associated vector fields (66) and the null vector fields, Z03i and Z
0
4i, which are tangent to
the Lagrangian constraint surface. However, we have seen that these vectors coincide with
those found in the analysis of the Palatini action with ǫijk = f ilmk
ljkmk. Then, the analysis
follows the same steps, and then the vector field X˜ is given by
X˜ =
∫
d2x
[(
Dµρ
i + f ijke
j
µτ
k
) δ
δeiµ
+
(
Dµτ
i − Λf ijke
j
µρ
k
) δ
δAiµ
+∂0
(
Dµρ
i + f ijke
j
µτ
k
) δ
δe˙iµ
+∂0
(
Dµτ
i − Λf ijke
j
µρ
k
) δ
δA˙iµ
]
. (68)
Therefore, the gauge transformations in terms of differential forms read
δεe
i = Dρi + f ijke
jτk,
δεA
i = Dτ i − Λf ijke
jρk. (69)
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These gauge transformations coincide with (47) (with ǫijk = f ilmk
ljkmk there). As a result,
under this identification, Palatini and Witten’s exotic actions also share the same gauge
transformations. The Noether identities (from which the gauge transformations can be read
off) are given by DE ′i − Λf i jke
j ∧ Ek = 0, and DE i + f i jke
j ∧ E ′k = 0 (cf. with the case
of Palatini’s action). Diffeomorphism invariance of Witten’s exotic action (55) can also be
analyzed along the same lines that the case of the generalized Palatini action discussed
in Subsection IIIA. Furthermore, the fact that both action principles (17) and (55) yield
the same equations of motion and share the gauge transformations allows us to consider a
linear combination of both action principles to get a new action principle, which has been
analyzed in Ref. 33 and has been related to the presence of an Immirzi-like parameter in
three dimensions.
Finally, as a consequence that both actions share the gauge transformations and the
number of Lagrangian constraints, their Lagrangian parameters coincide. Therefore, using
the map (1) we have that the generalized Witten action involves
N1 = e = 4× dim g,
N2 = l + g − e = (6 + 2− 4)× dim g
= 4× dim g, (70)
first- and second-class constraints, respectively, if its Dirac’s canonical analysis is performed.
On the other hand, we have shown that generalized Palatini and Witten’s actions, given
by (17) and (55), yield the same equations of motion for Λ 6= 0 and the identification
ǫijk = f ilmk
ljkmk, but this is not true if we set the cosmological constant equal to zero in
both action principles. In fact, by setting Λ = 0 in the generalized Palatini action (17)
we get an action that depends on the same field variables ei and Ai and still describes the
same theory just without cosmological constant. On the other hand, if we set Λ = 0 in
generalized Witten’s action (55), we obtain a theory that only depends on the connection
Ai: Chern-Simons theory34–36 (for the relationship between the Palatini and Chern-Simons
actions, see Refs. 30 and 32). Chern-Simons theory is relevant in different contexts and we
analyze it in Subsection IIIC.
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C. Chern-Simons theory
In this subsection, we analyze Chern-Simons theory, which is defined by the action prin-
ciple
S[A] =
∫
M
Ai ∧
(
dAi +
1
3
f ijkAj ∧ Ak
)
, (71)
which is a functional of N = 3 × dim g configuration variables contained in the g-valued
connection 1-form Ai. Its variation with respect to Ai yields the variational derivative E i
δAi : E i := 2F i, (72)
where F i is the curvature F i = dAi+ 1
2
f i jkA
j ∧Ak. So, the equations of motion are E i = 0.
We begin the analysis by making the spacetime decomposition of the connection so that
the action (72) acquires the form
S[A] =
∫
M
d3x ǫ0ab
(
−AiaA˙
i
b + Ai0F
i
ab
)
. (73)
Lagrangian constraints. In this case, the points of the tangent bundle TC are locally labeled
with 6 × dim g variables given by (Aiµ, A˙
i
µ). The corresponding symplectic structure (7),
energy (9), and the differential of the energy are
Ω = −
∫
d2x ǫ0abdAia ∧ dA
i
b,
E = −
∫
d2x ǫ0abAi0F
i
ab,
dE =
∫
d2x ǫ0ab
(
−F iab dAi0 + 2DaA
i
0 dAib
)
, (74)
where Da are the components of the covariant derivative associated with A
i. We look for
the vector field X :=
∫
d2x
(
αiµ
δ
δAiµ
+ βiµ
δ
δA˙iµ
)
in (8), and we get
ǫ0abαia = ǫ
0abDaA
i
0,
0 = ǫ0abF iab, (75)
which of course coincide with (72), once we substitute αia = A˙ia in the LHS of the first
one. We will come back to these equations below when we search for the non-projectable
constraints. On the other hand, a basis of ker Ω is given by the 4× dim g vector fields,
Zi :=
∫
d2x
δ
δAi0
, Z
µ
i :=
∫
d2x
δ
δA˙iµ
. (76)
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However, only Zi generates 1× dim g projectable Lagrangian constraints given by∫
d2xϕi := Zi · dE = −
∫
d2x ǫ0abFiab ≈ 0. (77)
For this theory, there are no more projectable Lagrangian constraints.
Now, we search for the non-projectable Lagrangian constraints. The requirement αia =
A˙ia in (75) implies that the fields must satisfy the 2 × dim g non-projectable Lagrangian
constraint
ϕia := ǫaµνF iµν ≈ 0. (78)
Thus, this theory has l = (1 + 2)× dim g = 3× dim g Lagrangian constraints.
1. Degree of freedom count
Associated vector fields. We use the test fields N i to define the smeared projectable
constraints,
ϕ[N i] :=
∫
d2xN iϕi. (79)
Its associated vectors, modulo the null vectors (76), are
Z1[N
i] =
∫
d2xDaN
i δ
δAia
(80)
because, they satisfy Z1[N
i] · Ω = − dϕ[N i] modulo a surface term.
Null associated vector fields. The associated vector fields (80) are associated to Lagrangian
constraints that are part of the equations of motion (72); therefore, we expect that they are
indeed null associated vector fields. Therefore, if we used that criterion, we could make
the counting of the physical degrees of freedom right now. Continuing with the general
procedure, we form with Z1 and the original null vectors (76) the vector field
Z2 := Z1[N
i] + Zi[M
i] + Zµi [M
i
µ], (81)
where M i and M iµ are smearing functions. Now, we demand the vector fields (81) to be
tangent to the Lagrangian constraint surface, i.e., Z2 have to override all the Lagrangian
constraints (79) and the smeared version of (78). This requirement yields
M i ≈ −D0N
i, M ia ≈ −∂0
(
DaN
i
)
, (82)
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and the parameter M i0 is left arbitrary (M
i
0 is not fixed because it smears a vector field
Z0i , which is tangent to the Lagrangian constraint surface). Thus, we have 1 × dim g null
associated vectors given by
Z2[N
i] = −
∫
d2x
[
DµN
i δ
δAiµ
+ ∂0
(
DaN
i
) δ
δA˙ia
]
. (83)
Degree of freedom count. We can now make the counting of the physical degrees of
freedom. In summary, the number of field variables Aiµ is N = 3 × dim g, we have B =
5 × dim g null vectors [4 × dim g original ones (76) and 1 × dim g null associated vectors
(83)], and we have C = 1 × dim g associated vector fields (80). Therefore, the counting of
the physical degrees of freedom given by (16) is
1
2
Rank ι∗Ω =
[
3−
1
2
(5 + 1)
]
× dim g = 0. (84)
As a consequence of Eq. (3), we have that g + e = 3× dim g.
2. Off-shell gauge transformations
The reader must follow the two steps explained in Subsection II E to obtain the gauge
transformations. First, we use only the original null vector fields Z0i that are tangent to the
Lagrangian constraint surface and the null associated vectors (83) to form the vector field,
X˜ := Z0i [M
i
0] + Z2[−ε
i]
:=
∫
d2x
[
M i0
δ
δA˙i0
+Dµε
i δ
δAiµ
+ ∂0
(
Daε
i
) δ
δA˙ia
]
, (85)
where we have used −εi as smearing functions, in order to agree with the standard notation.
Continuing with the procedure, in the second step of Sec. II E, we demand the vector field
X˜ to be of the form
X˜ =
∫
d2x
[
δεA
i
µ
δ
δAiµ
+ ∂0
(
δεA
i
µ
) δ
δA˙iµ
]
, (86)
which yields M i0 = ∂0 (D0ε
i). Therefore, the gauge transformations read
δεA
i = Dεi. (87)
The Noether identity from which this gauge transformation can be read off is DE i = 0.
Besides, the action (71) is also invariant under spacetime diffeomorphisms. As in the previous
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examples, diffeomorphism invariance is not an independent gauge transformation. In fact,
using Cartan’s formula (48), we have that
£ξA
i = D
(
ξ · Ai
)
+ ξ · F i. (88)
Therefore, an infinitesimal diffeomorphism can be identified with the gauge transformations
(87) with the (field-dependent) parameters εi = ξ · Ai plus a trivial transformation.
On the other hand, notice that the gauge transformations (87) involve the parameters
εi, then g = 1 × dim g. Furthermore, they also involve their first time derivative and then
e = 2 × dim g. Using this information, l = 3 × dim g, and the map (1), we have that the
Chern-Simons theory possesses
N1 = e = 2× dim g,
N2 = l + g − e = (3 + 1− 2)× dim g
= 2× dim g (89)
first- and second-class constraints in its Hamiltonian analysis, respectively. This is in agree-
ment with Dirac’s canonical analysis reported in Ref. 36.
D. BF theory in four dimensions
Now, we discuss BF theory in four dimensions based on G. As is well known, this is a
reducible system in the context of Dirac’s canonical formalism.27,28 Therefore, this system
allows us to illustrate how the approach of this paper works in practice when there is
reducibility. Furthermore, this theory is relevant because of its relation with Einstein’s
general relativity.31 The theory is given by
S[B,A] =
∫
M
Bi ∧ F
i, (90)
where F i[A] = dAi + 1
2
f i jkA
j ∧ Ak ≡ 1
2
F iµνdx
µ ∧ dxν is the curvature of the g-valued
connection 1-form Ai and Bi = 1
2
Biµνdx
µ ∧ dxν is a set of g-valued 2-forms. The theory has
N = (4 + 6) × dim g = 10 × dim g field variables Aiµ and B
i
µν . The variation of the action
principle yields the following variational derivatives E i and E ′i
δBi : E i := F i,
δAi : E ′i := −DBi, (91)
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where DBi = dBi + f ijkA
j ∧ Bk. Then, the equations of motion are
E i = 0, E ′i = 0. (92)
On the other hand, performing the spacetime decomposition of the fields, we get (modulo
surface terms)
S[B,A] =
1
2
∫
M
d4x ǫ0abc
(
Bi0aF
i
bc +BiabA˙
i
c + A
i
0DcBiab
)
. (93)
Lagrangian constraints. The points of the tangent bundle TC are locally labeled with 20×
dim g variables given by (Aiµ, B
i
µν , A˙
i
µ, B˙
i
µν). The corresponding symplectic structure (7),
energy (9), and the differential of the energy are
Ω =
1
2
∫
d3x ǫ0abcdBiab ∧ dAic,
E = −
1
2
∫
d3x ǫ0abc
(
Bi0aF
i
bc + A
i
0DcBiab
)
,
dE = −
1
2
∫
d3x ǫ0abc
[
DcBiab dA
i
0 −
(
fijkA
i
0B
k
ab + 2DcB
i
0b
)
dAjc
+F ibc dBi0a −DcA
i
0 dBiab
]
. (94)
A basis of ker Ω is formed by the following (1 + 3 + 4 + 6) × dim g = 14 × dim g null
vectors {Z1i, Z
a
2i, Z
µ
3i, Z
µν
4i }:
Z1i =
∫
d3x
δ
δAi0
, Za2i =
∫
dn−1x
δ
δBi0a
,
Z
µ
3i =
∫
d3x
δ
δA˙iµ
, Z
µν
4i =
∫
d3x
δ
δB˙iµν
, (95)
but only Z1i and Z
a
2i generate (1+3)×dimg = 4×dim g projectable Lagrangian constraints,
given by ∫
d3xϕi := Z1i · dE = −
1
2
∫
d3x ǫ0abcDaBibc ≈ 0,∫
d3xϕai := Z
a
2i · dE = −
1
2
∫
d3x ǫ0abcFibc ≈ 0. (96)
There are no more projectable constraints. However, the constraints ϕai are not independent
among themselves because they satisfy Daϕ
a
i = 0 due to Bianchi identities. These are
1×dim g reducibility conditions of the constraints and so there are only (3−1)×dim g = 2×
dim g independent constraints among ϕai . Then, this theory possesses 3×dim g independent
projectable constraints.
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Continuing with the theoretical framework of Sec. II, one set of equations in Eq. (8)
acquires the form
ǫ0abcαic = ǫ
0abcDcA
i
0,
ǫ0abcαibc = ǫ
0abc
(
2DbB
i
0c + f
i
jkA
k
0B
j
bc
)
. (97)
Now, we substitute αia = A˙
i
a and α
i
ab = B˙
i
ab into (97). This implies that the field variables
must satisfy the following (3+3)×dim g = 6×dim g non-projectable Lagrangian constraints
ϕabi := ǫ
abc0F ic0 ≈ 0, ϕ
a
2i := ǫ
µνγaDγB
i
µν ≈ 0. (98)
In summary, we have l = (10− 1)× dim g = 9× dim g independent constraints, because
of the 1 × dim g reducibility conditions Daϕ
a
i = 0. Reducibility of the constraints must be
taken into account in the counting of physical degrees of freedom, as was explained in the
general theory, this is illustrated in what follows.
1. Degree of freedom count
Associated vector fields. It can be verified that the following 4 × dim g vector fields,
modulo the null vectors (95),
Z5[N
i] = −
∫
d3x
(
DaN
i δ
δAia
+ f ijkB
j
abN
k δ
δBiab
)
,
Z6[M
i
a] = −2
∫
d3xD[aM
i
b]
δ
δBiab
, (99)
are the associated vectors to the projectable constraints ϕi and ϕ
a
i , respectively. Actually,
they satisfy Z5[N
i] ·Ω = dϕ1[N
i] and Z6[M
i
a] ·Ω = dϕ2[M
i
a], where ϕ1[N
i] =
∫
d3xN iϕi and
ϕ2[M
i
a] =
∫
d3xM iaϕ
a
i .
On the other hand, we have shown in the general theory of Sec. II that reducibility is
also reflected in the associated vectors. Let us illustrate this fact in this theory. Notice that
Z6, which is associated with the reducible constraints ϕ
a
i , has 3× dim g parameters M
i
a, but
taking into account the reducibility of the constraints (Daϕ
a
i = 0), we observe that, if we
choose M ia = DaP
i the vector field becomes
Z6[DaP
i] = −2
∫
d3xD[aDb]P
i δ
δBiab
= 2
∫
d3x f ijkF
k
abP
j δ
δBiab
, (100)
which vanishes under the inclusion, because of ϕai . This means that we have 1 × dim g
reducibility conditions in the vector fields (we have 1× dim g choices of the parameters P i).
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Therefore, not all the parameters involved in Z6 are independent, only (3 − 1) × dim g =
2× dim g of them are.
Null associated vector fields. Now, taking into account the original null vectors (95) and
the associated ones (99), we form the vector fields
Z7 = Z1i[Q
i] + Za2i[Q
i
2a] + Z
µ
3i[Q
i
3µ] + Z
µν
4i [Q
i
µν ] + Z5[N
i],
Z8 = Z1i[R
i] + Za2i[R
i
2a] + Z
µ
3i[R
i
3µ] + Z
µν
4i [R
i
µν ] + Z6[M
i
a]. (101)
Demanding them to be tangent to the Lagrangian constraint surface fixes the following
parameters
Qi ≈ −D0N
i, Qi2a ≈ −f
i
jkB
j
0aN
k,
Qi3a ≈ −∂0
(
DaN
i
)
, Qiab ≈ −∂0
(
f ijkB
j
abN
k
)
,
Ri ≈ 0, Ri2a ≈ −2D[0M
i
a],
Ri3a ≈ 0, R
i
ab ≈ −2∂0
(
D[aM
i
b]
)
, (102)
where we have introduced the new parameters M i0 because of B
i
0a = −B
i
a0. Notice that the
parameters Qi30, Q
i
0a, R
i
30, and R
i
0a are left arbitrary because they smear the vector fields
Z03i, and Z
0a
4i , which are tangent to the Lagrangian constraint surface. Therefore, we find
that the null associated vector fields are
Z7[N
i] = −
∫
d3x
[
DµN
i δ
δAiµ
+ f ijkB
j
µνN
k δ
δBiµν
+ ∂0
(
DaN
i
) δ
δA˙ia
+∂0
(
f ijkB
j
abN
k
) δ
δB˙iab
]
,
Z8[M
i
µ] = −2
∫
d3x
[
D[µM
i
ν]
δ
δBiµν
+ ∂0
(
D[aM
i
b]
) δ
δBiab
]
. (103)
Notice that the part that containsM i0 is not a new vector, it is of the form−2
∫
d3xD[aM
i
0]
δ
δBi0a
which is generated by Za2i. Therefore, there are only (3−1)×dim g = 2×dim g independent
vectors in Z8.
Degree of freedom count. In sum, there are B = (14 + 1 + 2) × dim g = 17 × dim g
independent null vector fields (95) and (103), and we have that there are C = (1+2)×dim g =
3 × dim g independent associated vectors in Eq. (99) (or, equivalently, 3 × dim g linearly
combinations of independent constraints used in the construction of the associated vector
fields). Therefore, the number of physical degrees of freedom is locally
1
2
Rank ι∗Ω = 10× dim g−
(17 + 3)
2
× dim g = 0. (104)
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as expected.27,37,38 Finally, using this result and Eq. (3), we get that ι∗Ω has e + g =
(2× 10− 9)× dim g = 11× dim g null vectors.
2. Off-shell gauge transformations
The gauge transformations are obtained as follows. First, we form the gauge vector
X˜ := Z03i[P
i
0] + Z
0a
4i [P
i
0a] + Z7[−ε
i] + Z8
[
−εiµ
]
:=
∫
d3x
[
P i0
δ
δA˙i0
+ P i0a
δ
δB˙i0a
+Dµε
i δ
δAiµ
+ ∂0
(
Daε
i
) δ
δA˙ia
+
(
2Dµε
i
ν + f
i
jkB
j
µνε
k
) δ
δBiµν
+∂0
(
2Daε
i
b + f
i
jkB
j
abε
k
) δ
δB˙iab
]
, (105)
where we have used −εi, and −εiµ as smearing functions. Continuing with the procedure,
the second step of Sec. II E yields
P i0 = ∂0
(
D0ε
i
)
, P i0a = ∂0
(
2D[0ε
i
a] + f
i
jkB
j
0aε
k
)
. (106)
Hence, the gauge vector field acquires the form
X˜ =
∫
d3x
[
Dµε
i δ
δAiµ
+ ∂0
(
Dµε
i
) δ
δA˙iµ
+
(
2D[µε
i
ν] + f
i
jkB
j
µνε
k
) δ
δBiµν
+∂0
(
2D[µε
i
ν] + f
i
jkB
j
µνε
k
) δ
δB˙iµν
]
. (107)
Therefore, the gauge transformations are δεA
i
µ = Dµε
i and δεB
i
µν = 2D[µε
i
ν] + f
i
jkB
j
µνε
k,
which in terms of differential forms are
δεA
i = Dεi, δεB
i = Dε′i + f ijkB
jεk, (108)
where we have defined ε′i := εiµdx
µ. The Noether identities (from which these gauge transfor-
mations can also be read off) are given by DE ′i−f i jkB
j∧Ek = 0 and DE i = 0. Furthermore,
as is well-known the action (90) is invariant under spacetime diffeomorphisms, only that dif-
feomorphism invariance is not independent from (108). Indeed, using Cartan’s formula (48),
we have
£ξB
i = D
(
ξ · Bi
)
+ f ijkB
j
(
ξ ·Ak
)
+ ξ · DBi,
£ξA
i = D
(
ξ · Ai
)
+ ξ · F i, (109)
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which are the transformations (108) with field-dependent parameters εi = ξ·Ai and ε′i = ξ·Bi
plus a trivial gauge transformation.
From (108) we can count the number of effective independent gauge parameters e involved
in the gauge transformations. Since it involves εi, ε˙i, εi0, ε
i
a, and ε˙
i
a, but we have the
reducibility condition on the gauge parameters εia, then the count is as follows: e = (1 ×
dim g) + (1× dim g) + (1× dim g) + (2× dim g) + (2× dim g), respectively. Hence, we have
g = 4× dim g. Therefore, according to the map (1), the BF theory must have
N1 = e = 7× dim g,
N2 = l + g − e = (9 + 4− 7)× dim g
= 6× dim g (110)
first- and second-class constraints, respectively, if its Dirac’s canonical analysis is performed.
E. General relativity
Finally, in this subsection, we present the Lagrangian analysis for first-order general
relativity. Our starting point is the Palatini action with cosmological constant Λ given by
S[e, ω] = α
∫
M
[
eI ∧ eJ ∧ ∗RIJ [ω]−
Λ
6
eI ∧ eJ ∧ ∗ (eI ∧ eJ)
]
, (111)
where eI is an orthonormal frame of 1-forms; the Lorentz indices I, J = 0, 1, 2, 3 are raised
and lowered with the Minkowski metric (ηIJ) = diag(−1,+1,+1,+1), ω
I
J is a Lorentz
connection 1-form, ωIJ = −ωJI , and R
I
J = dω
I
J + ω
I
K ∧ ω
K
J (=
1
2
RI JKLe
K ∧ eL) is
its curvature. The definition of the (internal) dual operator is ∗vIJ = 1
2
ǫIJKLvKL with
ǫ0123 = 1. The constant α in front of the action is introduced for units. Notice that there
are N = 16 + 24 field variables in eIµ and ω
IJ
µ, respectively.
The variation of the action (111) is
δS[e, ω] =
∫
M
[
EI ∧ δe
I + EIJ ∧ δω
IJ
]
+
∫
∂M
α ∗ (eI ∧ eJ) ∧ δω
IJ , (112)
where EI and EIJ are the variational derivatives, given by
EI := −2αe
J ∧ ∗
(
RIJ −
Λ
3
eI ∧ eJ
)
,
EIJ := −αD ∗ (eI ∧ eJ ) , (113)
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and D∗(eI ∧ eJ) = d∗(eI ∧ eJ)−ω
K
I ∧∗ (eK ∧ eJ)−ω
K
J ∧∗ (eI ∧ eK) and so the equations
of motion are
EI = 0, EIJ = 0. (114)
Now, we start our Lagrangian analysis by performing the spacetime decomposition of the
fields. The Palatini action acquires the form (modulo surface terms)
S[e, ω] = α
∫
d4x ǫ0abc
[
eI0e
J
a ∗RIJbc + ∗ (eIaeJb) ω˙
IJ
c + ω
IJ
0Dc ∗ (eIaeJb)
−
2Λ
3
eI0e
J
a ∗ (eIbeJc)
]
. (115)
Lagrangian constraints. In this case, the points of the tangent bundle TC are locally labeled
with 80 variables given by (eIµ, ω
IJ
µ, e˙
I
µ, ω˙
IJ
µ). The corresponding symplectic structure (7),
energy (9), and the differential of the energy are
Ω = α
∫
d3x ǫIJKLǫ
0abceIade
J
b ∧ dω
KL
c,
E = −α
∫
d3x ǫ0abc
[
eI0e
J
a ∗RIJbc + ωIJ0Dc ∗
(
eIae
J
b
)
−
2Λ
3
eI0e
J
a ∗ (eIbeJc)
]
,
dE = −α
∫
d3x ǫ0abc
{
−
[
eJ0 ∗RIJbc + ǫIJKLe
J
bDcω
KL
0 + 2Λe
J
0 ∗ (eIbeJc)
]
deIa
+
[
2Dc ∗ (eI0eJb) + ωIK0 ∗
(
eJbe
K
c
)
− ωJK0 ∗
(
eIbe
K
c
)]
dωIJa
+
[
eJa ∗RIJbc −
2Λ
3
eJa ∗ (eIbeJc)
]
deI0 +Dc ∗ (eIaeJb) dω
IJ
0
}
. (116)
A basis of ker Ω is given by the 4+6+6+16+24 = 56 null vector fields {ZI , ZIJ , Z
(bc), Z
µ
I , Z
µ
IJ},
ZI =
∫
d3x
δ
δeI0
, ZIJ =
∫
d3x
δ
δωIJ0
,
Z(bc) =
∫
d3x δ(ba ǫ
c)0deeIde
J
e
δ
δωIJa
, Z
µ
I =
∫
d3x
δ
δe˙Iµ
,
Z
µ
IJ =
∫
d3x
δ
δω˙IJµ
. (117)
However, from this set, only {ZI , ZIJ , Z
(bc)} generate, respectively, the following 4+6+6 = 16
projectable Lagrangian constraints:
ϕI := −αǫ
0abc
[
eJa ∗RIJbc −
2Λ
3
eJa ∗ (eIbeJc)
]
≈ 0,
ϕIJ := −αǫ
0abcDc ∗ (eIaeJb) ≈ 0,
ϕ(bc) := δ(ba ǫ
c)0deeIde
J
eC
a
IJ ≈ 0, (118)
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where
CaIJ = αǫ
0abc
[
2Dc ∗ (eI0eJb) + ωIS0 ∗
(
eJbe
S
c
)
− ωJS0 ∗
(
eIbe
S
c
)]
. (119)
There are no additional constraints. Notice that the constraints ϕI and ϕIJ are part of the
equations of motion, and that the constraints ϕ(bc) are not.
Now, we search for the non-projectable constraints. Equation (8) becomes
−αǫ0abcǫIJKLe
J
b α
KL
c = −αǫ
0abc
[
eJ0 ∗RIJbc + ǫIJKLe
J
bDcω
KL
0 + 2Λe
J
0 ∗ (eIbeJc)
]
,
αǫ0abcǫIJKLe
K
b α
L
c = C
a
IJ ,
0 = ϕI ,
0 = ϕIJ . (120)
By substituting αIa = e˙
I
a and α
IJ
a = ω˙
IJ
a, in these equations we get the following 12+18 = 30
non-projectable constraints:
ϕaI := ǫ
aβγδ
[
αeJβ ∗RIJγδ −
2Λ
3
eJβ ∗ (eIγeJδ)
]
≈ 0,
ϕaIJ := αǫ
aβγδDδ ∗ (eIβeJγ) ≈ 0. (121)
Therefore, the total number of Lagrangian constraints is l = 16 + 30 = 46.
1. Degree of freedom count
Associated vector fields. Here, we only write the smeared projectable constraints that
generate associated vector fields,
ϕ[N I ] =
∫
d3xN IϕI , ϕ[M
IJ ] =
∫
d3xM IJϕIJ . (122)
Their corresponding associated vector fields, modulo the null vector fields (117), are
Z1[N
I ] = −
∫
d3x
[(
DaN
I +ΘJKb
I
aǫ
0bcdǫJKLMN
LDde
M
c
) δ
δeIa
+
(
ǫIJKL
2
∗RMKLNN
MeNa −
∗R ∗MN
IJ
2
NMeNa + ΛN
[IeJ ]a
)
δ
δωIJa
]
,
Z2[M
IJ ] =
∫
d3x
(
M I Je
J
a
δ
δeIa
−DaM
IJ δ
δωIJa
)
, (123)
with ΘJKb
I
a being the right inverse of Ω
a
I
b
JK = ǫIJKLǫ
0abceLc , i.e., it satisfies Ω
a
I
b
JKΘ
JK
b
L
c =
δac δ
L
I (see Refs. 39 and 40 for details). Notice that the term that involves Θ
JK
b
I
a is proportional
40
to Dde
P
c , which vanishes because of the constraints (118). This term vanishes when we
construct the null associated vector fields and for this reason the explicit form of ΘJKb
I
a is
irrelevant in the computation.
Null associated vector fields. Now, we need to check if the vectors (123) together with
the original null vectors (117) of the symplectic structure are tangent to the Lagrangian
constraint surface. Therefore, we form the following vectors:
Z3 = Z1[N
I ] + ZI [P
I ] + ZIJ [P
IJ ] + Z(bc)[Pbc] + Z
µ
I [P
I
µ ] + Z
µ
IJ [P
IJ
µ ],
Z4 = Z2[M
IJ ] + ZI [Q
I ] + ZIJ [Q
IJ ] + Z(bc)[Qbc] + Z
µ
I [Q
I
µ] + Z
µ
IJ [Q
IJ
µ ]. (124)
Next, we demand them to be tangent to the Lagrangian constraint surface, i.e., they have
to override all the Lagrangian constraints. This requirement yields
P IJ ≈
1
2
(
−ǫIJKL ∗RMKLN + ∗R ∗MN
IJ
)
NMeN0 − ΛN
[Ie
J ]
0 ,
P IJa ≈ −∂0
[
1
2
(
ǫIJKL ∗RMKLN − ∗R ∗MN
IJ
)
NMeNa + ΛN
[IeJ ]a
]
,
0 ≈ ΘJKb
I
aǫ
0bcdǫJKLMN
LDde
M
c ,
P I ≈ −D0N
I , P Ia ≈ −∂0
(
DaN
I
)
,
Pbc ≈ 0, Qbc ≈ 0,
QI ≈M I Je
J
0 , Q
IJ ≈ −D0M
IJ ,
QIa ≈ ∂0
(
M I Je
J
a
)
, QIJa ≈ −∂0
(
DaM
IJ
)
. (125)
Notice that in the equation 0 ≈ ΘJKb
I
aǫ
0bcdǫJKLMN
LDde
M
c there is nothing new. Actually, it
is just consequence of the constraints (118). Therefore, the null associated vector fields are
Z3[N
I ] = −
∫
d3x
[
DµN
I δ
δeIµ
+ ∂0
(
DaN
I
) δ
δe˙Ia
+
(
ǫIJKL
2
∗RMKLNN
MeNµ −
∗R ∗MN
IJ
2
NMeNµ + ΛN
[IeJ ]µ
)
δ
δωIJµ
+∂0
(
ǫIJKL
2
∗RMKLNN
MeNa −
∗R ∗MN
IJ
2
NMeNa + ΛN
[IeJ ]a
)
δ
δω˙IJa
]
,
Z4[M
IJ ] =
∫
d3x
[
M I Je
J
µ
δ
δeIµ
−DµM
IJ δ
δωIJµ
+ ∂0
(
M IJe
J
a
) δ
δe˙Ia
− ∂0
(
DaM
IJ
) δ
δω˙IJa
]
.
(126)
Notice that the parameters P IJ0 , P
I
0 , Q
I
0, and Q
IJ
0 are left arbitrary. This is so because the
vector fields Z0IJ and Z
0
I are tangent to the Lagrangian constraint surface.
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Degree of freedom count. We are ready to make the counting of the physical degrees of
freedom. There are N = 40 field variables in eIµ and ω
IJ
µ, there are B = 56 + 10 = 66 null
vectors given by (117) and (126), and the number of linearly independent combinations of
constraints (122) [to get the associated vector fields (123)] is C = 10. Therefore, the number
of the physical degrees of freedom is locally
1
2
Rank ι∗Ω = 40−
1
2
(66 + 10) = 2, (127)
as expected.
From this result (and the fact that N = 40 and l = 46), Eq. (7) implies g + e = 30 null
vectors for ι∗Ω.
2. Off-shell gauge transformations
Now, we look for the gauge transformations, which we have split into two parts in order
to enhance the exposition. We begin with local Lorentz transformations. Following the
steps explained in Sec. II E, first, we use the null associated vector Z4[ε
IJ ], Z0IJ and Z
0
I and
we form the vector field (εIJ = −εJI)
X˜1 := Z4[ε
IJ ] + Z0IJ [Q
IJ
0 ] + Z
0
I [Q
I
0]. (128)
Second, we demand X˜1 to be of the form
X˜ =
∫
d3x
[
δεe
I
µ
δ
δeIµ
+ δεω
IJ
µ
δ
δωIJµ
+ ∂0(δεe
I
µ)
δ
δe˙Iµ
+ ∂0
(
δεω
IJ
µ
) δ
δω˙IJµ
]
, (129)
which gives the following relations between the parameters QIJ0 = ∂0
(
D0ε
IJ
)
and QI0 =
∂0
(
M I Je
J
0
)
. Consequently, the gauge vector field reduces to
X˜1 =
∫
d3x
[
εIJe
J
µ
δ
δeIµ
−Dµε
IJ δ
δωIJµ
+ ∂0
(
εIJe
J
µ
) δ
δe˙Iµ
− ∂0
(
Dµε
IJ
) δ
δω˙IJµ
]
. (130)
From this, we can read off the local Lorentz transformations
δεe
I = εI Je
J , δεω
IJ = −DεIJ . (131)
On the other hand, using the vectors Z3[−ε
I ], Z0IJ , and Z
0
I , we form the vector X˜2 :=
Z3[−ε
I ] + Z0IJ [P
IJ
0 ] + Z
0
I [P
I
0 ], and demanding it to be of the form (129) gives
P IJ0 = ∂0
[
1
2
(
ǫIJKL ∗RMKLN − ∗R ∗MN
IJ
)
εMeN0 + Λε
[Ie
J ]
0
]
,
P I0 = ∂0
(
D0ε
I
)
, (132)
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and therefore
X˜2 =
∫
d3x
{
Dµε
I δ
δeIµ
+ ∂0
(
Dµε
I
) δ
δe˙Iµ
+
[
1
2
(
ǫIJKL ∗RMKLN − ∗R ∗MN
IJ
)
εMeNµ + Λε
[IeJ ]µ
]
δ
δωIJµ
+∂0
[
1
2
(
ǫIJKL ∗RMKLN − ∗R ∗MN
IJ
)
εMeNµ + Λε
[IeJ ]µ
]
δ
δω˙IJµ
}
. (133)
From this we can read off the gauge transformations29
δεe
I = DεI ,
δεω
IJ =
1
2
(ǫIJKL ∗RMKLN − ∗R ∗ MN
IJ)εMeN +
Λ
2
(
εIeJ − εJeI
)
. (134)
A detailed analysis of Noether’s identities (from which these gauge transformations come
from) is reported in Ref. 29. Furthermore, the relationship between the local gauge transfor-
mations (134) and the diffeomorphism transformation of eI and ωIJ , using the Lie derivative
as in previous examples, has also been explained in Ref. 29.
There is an alternative way of showing this relationship based on the current approach,
which we explain now. First, let us replace the Lorentz index in ϕI by a spacetime index by
defining ϕµ := e
I
µϕI . With ϕµ and the constraints ϕIJ , we define the new constraints
Hµ := ϕµ − ω
IJ
µϕIJ . (135)
In order to identify the vector field associated with these constraints it is convenient to
analyze them separately. We start by analyzing the constraint Ha, and then H := H0.
Notice that the constrains ϕa can be written as ϕa = −2ǫ
0bcdǫIJKLe
I
be
J
cR
KL
ad where the
identity ǫαβγδǫIJKLe
K
γ e
L
δ = 4ee
[α
I e
β]
J was used twice. Therefore, we have that
Ha = ϕa − ω
IJ
aϕIJ
= ∂d
[
αǫ0bcd ∗ (eIbeJc)ω
IJ
a
]
− αǫ0bcd ∗ (eIbeJc) ∂aω
IJ
d. (136)
Defining the smeared constraints H[ξa] =
∫
d3x ξaHa, it can be proved that it generates the
associated vector field
Z5[ξ
a] =
∫
d3x
[(
ξb∂be
I
a + e
I
b∂aξ
b
) δ
δeIa
+
(
ξb∂bω
IJ
a + ω
IJ
b∂aξ
b
) δ
δωIJa
]
. (137)
Notice that the contribution of this vector to the gauge transformations is the so-called
spatial diffeomorphism. In this sense, we can identify ϕa as the Lagrangian version of the
vector constraint.
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On the other hand, from Dirac’s canonical analysis, it is known that the symmetry cor-
responding to the projection on the cotangent bundle of the constraint H, can be associated
on-shell with diffeomorphisms that are normal to the spatial surface of the foliation. Let us
show that this is also true in the current Lagrangian theoretical framework. We define the
smeared constraint
H[ξ0] =
∫
d3x ξ0H. (138)
We calculate its differential, and we obtain
dH[ξ0] =
∫
d3x
{
ξ0
(
ϕI de
I
0 − ϕIJ dω
IJ
0 + ϕ
a
I de
I
a + ϕ
a
IJ dω
IJ
a
)
+αǫ0abcǫIJKLe
I
a
[(
ξ0∂0e
J
b + e
J
0∂bξ
0
)
dωKLc
−
(
ξ0∂0ω
KL
c +ω
KL
0∂cξ
0
)
deJb
]}
, (139)
which does not possess an associated vector field, because it has components along deI0 and
dωIJ0 . However, if we restrict ourselves to the Lagrangian constraint surface, the differential
is reduced to
ι∗
(
dH[ξ0]
)
=
∫
d3xαǫ0abcǫIJKLe
I
a
[(
ξ0∂0e
J
b + e
J
0∂bξ
0
)
dωKLc
−
(
ξ0∂0ω
KL
c +ω
KL
0∂cξ
0
)
deJb
]
, (140)
and in that case, its associated vector field is
Z6[ξ
0] =
∫
d3x
[(
ξ0∂0e
I
a + e
I
0∂aξ
0
) δ
δeIa
+
(
ξ0∂0ω
IJ
a + ω
IJ
0∂aξ
0
) δ
δωIJa
]
. (141)
Therefore, Z5 and Z6 can be combined and give rise to the vector field
Z7[ξ
µ] =
∫
d3x
(
£ξe
I
a
δ
δeIa
+£ξω
IJ
a
δ
δωIJa
)
, (142)
where £ξe
I
a = ξ
µ∂µe
I
a + e
I
µ∂aξ
µ and £ξω
IJ
a = ξ
µ∂µω
IJ
a + ω
IJ
µ∂aξ
µ. Then, we have the dif-
feomorphism transformations of eIa and ω
IJ
a . To obtain the diffeomorphism transformations
of eI0 and ω
IJ
0, we need to follow the steps described in the general theory of Sec. II. That
is, first we must form a new vector using Z7 and the original null vectors (117), and we must
demand this new vector to be tangent to the Lagrangian constraint surface, which gives us
the null associated vector field. Second, following the two steps described in Subsection II E
to form the vector field X˜ we obtain
X˜ =
∫
d3x
[
£ξe
I
ν
δ
δeIν
+£ξω
IJ
ν
δ
δωIJν
+ ∂0
(
£ξe
I
ν
) δ
δe˙Iν
+ ∂0
(
£ξω
IJ
ν
) δ
δω˙IJν
]
, (143)
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from which we can read the diffeomorphism transformations
δξe
I = £ξe
I , δξω
IJ = £ξω
IJ . (144)
Finally, in order to use the map (1), we have that the full gauge transformations involve
the gauge parameters εIJ , εI and their first (time) derivatives, so g = 10 and e = 20.
Therefore, the number of first- and second-class constraints that should appear in Dirac’s
canonical analysis is
N1 = e = 20,
N2 = l + g − e = 46 + 10− 20 = 36. (145)
IV. CONCLUDING REMARKS
We have generalized to field theory the geometric Lagrangian approach to the physical
degree of freedom count reported in Ref. 10 for point particle systems. We conclude this
paper by making some comments:
(a) We emphasize that in order to count the physical degrees of freedom of any La-
grangian theory under study using the current geometric Lagrangian approach we require
only knowing the Lagrangian constraints and the number of null vector fields of the sym-
plectic structure (the original null vectors plus the null associated ones). This is essentially
the result expressed in Eq. (16). Therefore, this approach does not require knowing the
gauge transformations for the counting.
(b) Regarding the gauge transformations, we have taken one step forward from Ref. 10.
We have shown that off-shell gauge transformations can be obtained using the current geo-
metric Lagrangian approach, generalizing the previous results, where the gauge transforma-
tions were considered on-shell only. Furthermore, from the knowledge of the off-shell gauge
transformations, we can determine the Lagrangian parameters e and g.
(c) Because of item (b) and thanks to the map (1), we can know the number of first- and
second-class constraints of the corresponding Dirac’s canonical analysis without having to
do it. This is an important fact because the classification of the Hamiltonian constraints is
usually a non-trivial task in the canonical analysis.
(d) We have given a detailed explanation of how we must deal with reducible systems,
showing that the reducibility of the constraints is also reflected in their associated vector
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fields. Reducibility has to be taken into account by considering independent quantities in
the counting only. This fact is also important when using the map between the Lagrangian
and the Hamiltonian parameters.
(e) In order to illustrate the approach, we have analyzed some relevant physical theories,
which include BF theory and general relativity, showing that our geometric Lagrangian
approach gives the correct information of these theories and that it is in agreement with the
information we get from the corresponding Hamiltonian analyses.
(f) Although we have focused on the geometric Lagrangian approach, it is worth mention-
ing that once we have shown how reducibility must be taken into account, the non-geometric
approach reported in Ref. 10 can also be used. In fact, we must just follow the steps de-
scribed therein, but we must be careful if there are reducibility constraints. Basically, what
we have to do is to check if for some election of the gauge parameters, the gauge transforma-
tions of the field variables vanish on-shell (they become then trivial gauge transformations),
which means that the parameters are not independent among themselves. This fact has to
be taken into account in the counting of the gauge parameters e. If this were the case, we
must also count independent constraints only, of course.
(g) It might happen that for some theories we have some information relevant for the
counting from the very beginning. For example, sometimes we already know from outset
the gauge symmetries of a given theory. In that case, in order to use the formula (3), we are
only missing the number of Lagrangian constraints, which can be found by the algorithm
reported here, or the non-geometric one reported in Ref. 10. Of course, in that case, we
have to be sure that we have all the independent gauge transformations.
Finally, further work is needed to see how the Lagrangian approach works with fermions
(in both point particle systems and field theory) and to compare it with the case of bosonic
variables developed in Ref. 10 and in this paper.
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Appendix A: TOY MODEL
In this appendix, we present a simple toy model, which allows us to illustrate some
technicalities of the general theory that are not present in the physical examples analyzed in
Sect. III of this paper. In particular, it is displayed why in some cases linear combinations
of the constraints in Eq. (14) must be considered. The model is defined by the action
S[φa] =
∫
M
dnx


(
φ˙2
)2
2
+
(
φ˙3
)2
2
+ φ4
(
φ1 − φ2
)
+ φ5
(
φ1 − φ3
) , (A1)
where a = 1, 2, 3, 4, 5. Notice that we could have considered the corresponding point me-
chanical system, but we want to keep for consistency the field theory formalism along all
the work (we remind the reader that the approach reported in this paper works perfectly
for both field theory and point particle systems). The variation of (A1) with respect to the
configuration variables yields the equations of motion
δφ1 : φ4 + φ5 = 0,
δφ2 : φ¨2 + φ4 = 0,
δφ3 : φ¨3 + φ5 = 0,
δφ4 : φ1 − φ2 = 0,
δφ5 : φ1 − φ3 = 0. (A2)
Lagrangian constraints. The points of the 10-dimensional velocity phase space are labeled
by (φa, φ˙a). From (A1), it follows that the corresponding symplectic structure (7), energy
(9), and the differential of the energy are
Ω =
∫
dn−1x
(
dφ˙2 ∧ dφ2 + dφ˙3 ∧ dφ3
)
,
E =
∫
dn−1x


(
φ˙2
)2
2
+
(
φ˙3
)2
2
− φ4
(
φ1 − φ2
)
− φ5
(
φ1 − φ3
) ,
dE =
∫
dn−1x
[
φ˙2dφ˙2 + φ˙3dφ˙3 + φ4dφ2 + φ5dφ3 −
(
φ4 + φ5
)
dφ1
−
(
φ1 − φ2
)
dφ4 −
(
φ1 − φ3
)
dφ5
]
. (A3)
Therefore, if we write the vector field X as
X :=
∫
dn−1x
(
αa
δ
δφa
+ βa
δ
δφ˙a
)
, (A4)
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then Eq. (8) becomes
α2 = φ˙2, 0 = φ4 + φ5,
α3 = φ˙3, 0 = φ1 − φ2,
β2 = −φ4, 0 = φ1 − φ3,
β3 = −φ5, (A5)
which of course coincide with (A2), once we substitute αa = φ˙a and βa = φ¨a therein.
On the other hand, the rank of the symplectic structure (A3) is four. In fact, a basis of
ker Ω is given by
Z1i :=
∫
dn−1x
δ
δφi
, Z2i :=
∫
dn−1x
δ
δφ˙i
, (A6)
where i = 1, 4, 5. Nevertheless, only Z1i generates the Lagrangian constraints given by∫
dn−1xϕ1 := Z
1
1 · dE =
∫
dn−1x
(
φ4 + φ5
)
≈ 0,∫
dn−1xϕ2 := Z
1
4 · dE =
∫
dn−1x
(
φ1 − φ2
)
≈ 0,∫
dn−1xϕ3 := Z
1
5 · dE =
∫
dn−1x
(
φ1 − φ3
)
≈ 0. (A7)
Continuing with the approach, we must demand that X
(∫
dn−1xϕi
)
≈ 0. Since X satisfies
(A5), we have
0 ≈ X
(∫
dn−1xϕ1
)
=
∫
dn−1x
(
α4 + α5
)
,
0 ≈ X
(∫
dn−1xϕ2
)
=
∫
dn−1x
(
α1 − φ˙2
)
,
0 ≈ X
(∫
dn−1xϕ3
)
=
∫
dn−1x
(
α1 − φ˙3
)
. (A8)
Notice that these expressions involve components of X that are not fixed by (A5). These
are the relations predicted by the general theory of Sec. II, and at this stage, they are not
Lagrangian constraints because they are not functions of
(
φa, φ˙a
)
(they depend on α1, α4,
and α5 too). So, we have to handle relations (A8) in order to get rid of the α’s and get more
Lagrangian constraints.
We find that if we use the second and the third equations of (A8) we can eliminate the
variable α1, obtaining a relation between the field variables only. In fact, we have
0 ≈
∫
dn−1x
[
α1 − φ˙2 −
(
α1 − φ˙3
)]
=
∫
dn−1x
(
φ˙3 − φ˙2
)
=:
∫
dn−1xϕ4, (A9)
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which is a new Lagrangian constraint. Now, we also must demand that X overrides this
constraint, i.e.,
0 ≈ X
(∫
dn−1xϕ4
)
=
∫
dn−1x
(
φ4 − φ5
)
=:
∫
dn−1xϕ5, (A10)
which implies the new Lagrangian constraint ϕ5. Finally, we demand X to be tangent to
this constraint, and we obtain
0 ≈ X
(∫
dn−1xϕ5
)
=
∫
dn−1x
(
α4 − α5
)
. (A11)
Notice that this relation also contains components of the vector field X that were not fixed
by the equations of motion. This is the end of the constraint algorithm. Therefore, we
have 5 projectable Lagrangian constraints ϕ1, ϕ2, ϕ3, ϕ4, and ϕ5 and the relations (A8) and
(A11).
To continue our analysis, we must use the requirement αa = φ˙a (that arises by the second-
order equation problem) in (A5) and in the relations (A8) and (A11). Notice that from (A5)
we do not obtain any constraint, and using it in (A8) and (A11) gives
ϕ6 :=
∫
dn−1x
(
φ˙4 + φ˙5
)
, ϕ7 :=
∫
dn−1x
(
φ˙1 − φ˙2
)
,
ϕ8 :=
∫
dn−1x
(
φ˙1 − φ˙3
)
, ϕ9 :=
∫
dn−1x
(
φ˙4 − φ˙5
)
. (A12)
respectively. These are non-projectable constraints. Notice that because of ϕ4 we have that
ϕ7 and ϕ8 are not new independent constraints. Indeed, ϕ7 − ϕ8 = ϕ4. Therefore, we have
only 3 independent non-projectable constraints. Therefore, the toy model has l = 5+ 3 = 8
independent Lagrangian constraints.
1. Degree of freedom count
Associated vector fields. It is clear, as predicted by the general theory, that the non-
projectable constraints (A12) do not have associated vector fields because of the variables
φ˙4, φ˙5 and φ˙1 therein contained. Note that these variables do not appear in the symplectic
structure (A3) and they cannot be eliminated by combining the constraints (A12). For the
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projectable constraints we define the following smeared constraints
ϕ1[N1] =
∫
dn−1xN1
(
φ4 + φ5
)
, ϕ2[N2] =
∫
dn−1xN2
(
φ1 − φ2
)
,
ϕ3[N3] =
∫
dn−1xN3
(
φ1 − φ3
)
, ϕ4[N4] =
∫
dn−1xN4
(
φ˙3 − φ˙2
)
,
ϕ5[N5] =
∫
dn−1xN5
(
φ4 − φ5
)
. (A13)
Now, we must establish Eq. (14). First, we establish it for each projectable constraint.
However, for the constraints ϕ1, ϕ2, ϕ3, and ϕ5, there does not exist any vector field that
satisfies Eq. (14) because of the presence of φ1, φ4, and φ5 therein. For the constraint ϕ4,
the associated vector field is
Z4[N4] =
∫
dn−1xN4
(
δ
δφ2
−
δ
δφ3
)
. (A14)
Now, we establish Eq. (14) by taking two constraints. A key observation is that although
the constraints ϕ2 and ϕ3 do not possess associated vector fields because of the presence of
φ1, this variable can be eliminated by combining them. We have that
ϕ10[M ] := ϕ2[M ] + ϕ3[−M ]
=
∫
dn−1x
[
M
(
φ1 − φ2
)
+ (−M)
(
φ1 − φ3
)]
=
∫
dn−1xM
(
φ3 − φ2
)
, (A15)
where we have taken M and −M as smearing functions in the constraints. Now, we observe
that all variables that appear in ϕ10[M ] are present in the symplectic structure (A3), and it
can readily be seen that its associated vector field is
Z10[M ] =
∫
dn−1xM
(
−
δ
δφ˙2
+
δ
δφ˙3
)
. (A16)
Now, we can try to establish Eq. (14) by taking other combinations that involve other
two, three, or the four constraints. However, no other combination gives an independent
associated vector field. Therefore, Eq. (14) gives two associated vector fields. Notice, that
if we had considered each constraint separately we would have concluded that Eq. (14) only
could be established once. This information is vital in the counting of the physical degrees
of freedom. Notice that this is the procedure that we can follow in practice and we must
verify if the variables that prevent the constraints from having associated vector fields can
be eliminated by combining them.
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Null associated vector fields. Now, using the associated vector fields Z4, Z10 and the null
vectors (A6), we must check if we can form vector fields that are tangent to the Lagrangian
constraint surface. Therefore, we form the vector fields
Z = Z4[N4] + Z
1
i [P
i] + Z2i [Q
i],
Z ′ = Z10[M ] + Z
1
i [R
i] + Z2i [S
i]. (A17)
The requirement of being tangent to the Lagrangian constraint surface yields
P 1 ≈ 0, N4 ≈ 0, P
4 ≈ 0,
P 5 ≈ 0, Q1 ≈ 0, Q5 ≈ −Q4,
R1 ≈ 0, M ≈ 0, R4 ≈ 0,
R5 ≈ 0, S1 ≈ 0, S5 ≈ −S4, (A18)
where Q4 and S4 are left arbitrary. We only obtain a relation between parameters that smear
the original null vectors. As a consequence, the unique tangent null vector is a combination
of two of the original null vector, for example, Z14 [Q
4] + Z15 [−Q
4]. Therefore, the vectors Z4
and Z10 do not generate null associated vector fields. This is in agreement with the general
theory that says that only the vectors that are associated with constraints that are part of
the equations of motion generate any null associated vectors fields. Then, we do not have
any null associated vector field.
Degree of freedom count. We are ready to make the counting of the physical degrees of
freedom: the number of field variables φa is N = 5, the total number of null vectors, given
by (A6), is B = 6, and the number of linearly independent combinations of constraints to
get the associated vector fields is C = 2. Therefore, using (16), the number of physical
degrees of freedom is
1
2
Rank ι∗Ω = 5−
1
2
(6 + 2) = 1. (A19)
Then, this model has locally 1 degree of freedom.
Furthermore, by substituting this result into the right-hand side of Eq. (3), we get
g + e = 2(N − 1) − l = 2(5 − 1) − 8 = 0. Therefore, ι∗Ω does not have null vector fields.
Notice that because g + e = 0, then g = 0 = e. This means that the model has no gauge
freedom. In Appendix A2, we will see how the current Lagrangian approach to find the
gauge symmetries is in agreement with this result.
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On the other hand, notice that in this example it is actually possible to calculate ι∗Ω.
In fact, we have ι∗Ω ≈ 2
∫
dn−1x dφ˙2 ∧ dφ2, from which we directly have 1
2
Rank ι∗Ω = 1.
Therefore, in this case we could have calculated the physical degrees of freedom without
looking for the associated vector fields, etc. As we explained in the general theory, this fact
(that is always possible for point particles) is only possible for some particular field theories.
2. Off-shell gauge transformations
Following the steps explained in Sec. II E, first we use only the null vector field that is
tangent to the Lagrangian constraint surface Z14 [ε]+Z
1
5 [−ε], where ε is a smearing function.
We form the vector field
X˜ :=
∫
dn−1x ε
(
δ
δφ˙4
−
δ
δφ˙5
)
. (A20)
Second, we demand the vector to be casted in the form
X˜ =
∫
dn−1x
[
δεφ
a δ
δφa
+ ∂0(δεφ
a)
δ
δφ˙a
]
, (A21)
which yields ε = 0. Consequently, the gauge vector field reduces to zero. Therefore, the
model does not have any gauge symmetry. This is in agreement with the already mentioned
fact that e = 0 = g.
Finally, the map (1) allows us to know the number of first- and second-class constraints
N1 = e = 0, and N2 = l + g − e = 8 + 0 − 0 = 8, which should appear if Dirac’s canonical
analysis of the toy model is performed.
Appendix B: RELATION WITH THE COVARIANT CANONICAL
FORMALISM
In this appendix, we show the relationship between the symplectic structure reported in
this paper (7) and that of the CCF. The main difference is conceptual. While our symplectic
structure (7) is defined on TC, that of the CCF is defined on the space of field configurations
F and it is given by3–5
ω =
∫
Σ
dσµ
[
∂2L
∂φA∂φBµ
dφA ∧ dφB +
∂2L
∂φAν ∂φ
B
µ
(
∂ν dφ
A
)
∧ dφB
]
, (B1)
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where Σ is a space-like surface, dσµ = nµdσ with dσ being the volume element of Σ and
nµ being the unit normal. Note that its action on two vectors in the tangent space to F ,
X1 =
∫
Σ
dσ δ1φ
A δ
δφA
and X =
∫
Σ
dσ δ2φ
B δ
δφB
, is
ω(X1, X2) =
∫
Σ
dσµ ω
µ, (B2)
with
ωµ =
∂2L
∂φA∂φBµ
[
δ1φ
Aδ2φ
B − δ1φ
Bδ2φ
A
]
+
∂2L
∂φAν ∂φ
B
µ
[(
∂νδ1φ
A
)
δ2φ
B − δ1φ
B
(
∂νδ2φ
A
)]
. (B3)
To make this calculation, we have used that dφB(x′µ)
(
δ
δφA(xµ)
)
= δ
δφA(xµ)
(
φB(x′µ)
)
:=
δφB(x′µ)
δφA(xµ)
:= δBAδ(x
′µ−xµ),3 where we have restored the spacetime dependence. The definition
of ω depends on Σ generically. Only in the case when the vector fields X1 and X2 are
solutions to the linearized equations of motion, ω is independent of Σ provided that either
Σ is compact or the fields satisfy suitable asymptotic conditions to ensure that no spatial
boundary terms arise from applying Gauss theorem.5,14 It is usual in the CCF to restrict the
analysis to the space of solutions F¯ ⊂ F and act their symplectic structure only on vector
fields that are solution to the linearized equations of motion.
By comparing (B1) and (7), we conclude that (B1), with a different interpretation, reduces
to (7) if we choose Σ in (B1) to be a Σt of the foliation of spacetime because with this
choice we have nµ = (1, 0, . . . , 0) and so dσ = d
n−1x. Due to the fact that ω and Ω are
defined on two different spaces, the tangent vectors to these spaces are also different from
each other. For instance, the symplectic structure (7) can act over arbitrary vector fields
X =
∫
dn−1x
(
αA δ
δφA
+ βA δ
δφ˙A
)
that are tangent to the velocity phase space.14
Let us consider the three dimensional generalized Palatini action (17) to illustrate the
differences between the symplectic structure considered in this paper (7) and that of the
CCF. For this theory we have that the symplectic structure is given by (21)
Ω = −
∫
d2x ǫ0abdeia ∧ dA
i
b, (B4)
which is defined on a velocity phase space of dimension 12 × dim g and has 8 × dim g null
vectors given by (24), as we already mentioned.
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On the other hand, the corresponding symplectic structure of the CCF, given by (B1),
acquires the form
ω = −
∫
Σ
dσµ ǫ
µνρdeiν ∧ dA
i
ρ, (B5)
which is defined on a (6 × dim g)-dimensional field configuration space F . The degeneracy
directions of Ω consist of those field variations for which δeiν and δA
i
ρ vanish on Σ.
As a side comment, if we restrict ourselves as is usually done to the space of solutions F¯ ,
the symplectic structure (B5) possesses the following null vector fields:
X˜ =
∫
Σ
dσ
[(
Dµρ
i + f ijke
j
µτ
k
) δ
δeiµ
+
(
Dµτ
i − Λǫijke
j
µρ
k
) δ
δAiµ
]
. (B6)
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