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Abstract 
In descriptive studies of prey preference, relative abundances of prey often are calculated 
from a series of replicated subsamples and total sample sizes are estimated rather than counted. 
When this is done, the apparent statistical power of the linear index of food selection (L• = ri - 
where ri and pi are proportions of prey taxon i in the gut and habitat, respectively) isartificially 
inflated. Additional biological variability, due either to environmental heterogeneity or to dif- 
ferences in feeding behavior among individual predators, will inflate further the apparent power 
of the index and also will produce underestimates of the degree of feeding selectivity. To correct 
for these problems, expressions that allow for subsampling designs and biological heterogeneity 
are provided for the standard error of the linear index and the associated degrees of freedom. 
The ratio of observed sampling variance in relative abundance to that expected for random 
sampling allows measurement of heterogeneity and statistical testing of the null hypothesis of 
homogeneity. 
Several measures of prey selection have been 
proposed to compare the food eaten by pred- 
ators and grazers with that potentially available 
(for example, Ivlev 1961; Frame 1974; Jacobs 
1974; Chesson 1978; Cock 1978; Paloheimo 
1979; Vanderploeg and Scavia 1979; Donaghay 
1980). As with descriptive indices in general, 
each measure has its own sensitivities, biases, 
underlying assumptions, and technical inade- 
quacies, each of which may vary in importance 
depending upon the particular experimental 
design. 
Recently I proposed a generalized, linearly 
differential measure of food selection that is 
based on no specific model of behavior or eco- 
logical relationships but that possesses simple, 
interpretable mathematical properties and well- 
defined statistical behavior (Strauss 1979). The 
index was intended to supplant several similar 
but less reliable indices of preference common- 
ly used in descriptive autecological studies. It 
is defined simply as 
Lt = ri - pt (1) 
where r• is the relative abundance (proportion) 
of prey taxon i in the gut of the predator, and 
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pt is the relative abundance of the same taxon 
in the environment. Relative abundance may be 
estimated by number, weight, or volume (Hys- 
lop 1980). 
Central to the interpretation of prey-selec- 
tion data is a knowledge of the amount of sam- 
pling error to be expected. Point estimates of 
an index can be evaluated reasonably only in 
relation to associated confidence intervals, which 
reflect the degree of uncertainty of the esti- 
mates in relation to their range of possible val- 
ues. Most indices of prey selection are compli- 
cated mathematical functions, and standard 
errors for them cannot be derived analytically. 
Estimates of the sampling variance, if evaluated 
at all, must be based on approximate variance 
expressions or on Monte Carlo simulations 
(Strauss 1979; Murtaugh 1981a). Such esti- 
mates indicate a general lack of precision, par- 
ticularly within the range of sample sizes typical 
of most field studies. However, under a null 
hypothesis of random feeding in a homoge- 
neous environment (and if the errors of mea- 
surement of r• and p• are statistically indepen- 
dent), the linear index is characterized by a 
small, predictable estimated sampling variance, 
S2exv(Lt) = S2exv(ri) + S"xv(pt) 
_ rt(1 - rt) + p•(1 -PO , (2) 
where the binomial sample size nr is the total 
number of organisms of all taxa recovered from 
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the guts of all predators examined, and nv is 
the total number of potential prey organisms 
collected from the habitat. Equation (2) can be 
used either to provide confidence intervals for 
an index value or to test whether or not two 
point estimates, or a point estimate and a null- 
hypothesis value, differ significantly with some 
assigned level of probability (for example, Han- 
sen and Wahl 1981; Teska and Behmer 1981). 
Adjustment for Subsampling 
For prey samples of moderate size, Equation 
(2) provides an appropriate estimate of the ex- 
pected sampling error. But when the numbers 
of prey organisms involved are very large, on 
the order of several thousand, sample sizes and 
relative abundances usually are estimated from 
replicated subsamples (Hutchinson 1971; Mur- 
taugh 1981a). The intrinsic size variability 
among subsamples can increase the actual sam- 
pling error of the index over that estimated by 
Equation (2). When spurious degrees of free- 
dom based on large estimated sample sizes then 
are applied to the standard error, the statistic 
can become so powerful that virtually any index 
value calculated will differ significantly from the 
null-hypothesis value for random feeding. 
The apparent power of the linear index is 
artificially inflated for large sample sizes esti- 
mated from subsample counts. This results in 
part from the large associated egrees of free- 
dom, and in part from use of ri, pi, n,., and np 
in the variance expression; these are estimates 
with associated sampling errors, rather than 
actual parameters of the populations. When the 
parameters of a population cannot be deter- 
mined exactly, we face the compound problem 
of estimating the parameters from a sample or 
subsamples, assigning confidence limits to them, 
and then using the estimates to obtain a stan- 
dard error for the index. Thus, the standard 
error itself has a variance component that is a 
function of the second and fourth moments of 
the component estimates (Kendall and Stuart 
1977). 
Normally, the error component of the stan- 
dard error is small and can be ignored. But 
when the proportion of a prey item in the diet 
or habitat is estimated from a series of repli- 
cated subsamples, the second-order variance can 
be sizable and may lead to spurious conclusions 
about the significance of calculated index val- 
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lowing relationship: for m subsamples of dif- 
ferent sizes drawn from a common population 
in which the actual proportion of individuals of 
taxon i is T• (estimated as 6), the expected vari- 
ance of the mean proportion of taxon i in the 
subsamples is 
S•x,,(iO _ •gl - m]• (3) 
(Kendall and Stuart 1977). Here, it is the 
weighted mean proportion of taxon i (weighted 
by subsample size and averaged across ubsam- 
pies), and /• is the harmonic mean subsample 
size. The harmonic mean is calculated as the 
reciprocal of the arithmetic mean of the recip- 
rocals of the subsample sizes. 
Use of the harmonic mean in Equation (3) in 
place of a single composite sample size increases 
the total variance of the expression so as to ac- 
count exactly for the variance among the sub- 
sample sizes. If all subsamples contain the same 
number of prey items, use of Equation (3) will 
not change the standard error of the index over 
that estimated by Equation (2) because m]• then 
equals n, the total sample size. However, if there 
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exists variability among the subsample sizes, the 
harmonic mean will be proportionately less than 
the arithmetic mean (Fig. 1) and the standard 
error of the index will be correspondingly in- 
creased to reflect the influence of unequal sub- 
sampling on the reliability of the index value. 
Application of Equation (3) to the expression 
for the sampling variance of L• is straightfor- 
ward: it may be used to replace either the first 
or second term of Equation (2), or both. In the 
examination of gut contents, the gut of each 
predator (or collection of predators) would rep- 
resent one of mr random subsamples, and hr 
would be the harmonic mean of the numbers 
of prey organisms collected from the mr pred- 
ators examined. The resulting variance of the 
mean proportion of prey taxon i [S2exr(//)] then 
would replace the first term [S2exr(ri)] in Equa- 
tion (2). In the case of my habitat subsamples, 
/•v is the harmonic mean number of potential 
prey organisms in each subsample and Saexv(gi) 
replaces the second term [S2exv(pi)] of Equation 
(2). 
The resulting estimate of the standard error 
of the index (the square root of the sampling 
variance) and the associated degrees of free- 
dom together determine the statistical signifi- 
cance of a particular index value. Total degrees 
of freedom are the number of terms contrib- 
uting to the variance minus the number of con- 
stants required to calculate the expected value 
of Li. When nr and nv are counts from which 
ri and pi are derived (Equation 2), there are 
n• + nv terms contributing to the variance and 
two constants (nr and nv) required for the ex- 
pected value; total degrees of freedom are thus 
nr + nv - 2 (Strauss 1979). However, when m,. 
(from the predators' guts) or m v (from the hab- 
itat) subsamples are collected and used to esti- 
mate fi or Pi (by means of Equation 3), there 
are mrir terms (where ir is the arithmetic mean 
of the sizes of the subsamples taken from the 
predators' guts) contributing to the estimated 
variance of f•, and mviv terms to that of•i. The 
associated egrees of freedom for the compo- 
nents of s(Li) are thus mr•r- 1 and m• - 1 
when both the diet and habitat are subsampled. 
Total degrees of freedom are m•ir + m•i v - 2. 
With a mixed experimental design in which 
either the diet or the habitat is subsampled, but 
not both, the appropriate degrees of freedom 
for s(Li) would be either m•r + nv - 2 or nr + 
mviv - 2 respectively. 
Measurement and Adjustment 
for Heterogeneity 
The standard error adjusted for subsampling 
accounts only for the additional uncertainty in 
the index resulting from random variability in 
a homogeneous environment. If additional un- 
recognized variability is present, due either to 
systematic variation in predator behavior (as 
among different sexes, sizes, or age classes) or 
to heterogeneity in the environment, then a 
composite index value will tend to underesti- 
mate the degree of prey selection by individual 
predators or in particular habitats. Systematic 
variation also will cause index values to be less 
reliable than expected. A well-designed study 
of prey selection will take into account the 
known heterogeneity in the predator or habitat 
(Murtaugh 1981b). However, the observed 
variance in relative abundances among subsam- 
pies may be used both to test for unrecognized 
heterogeneity and to compensate for it by sys- 
tematically increasing the widths of confidence 
intervals. 
Systematic variation will tend to increase the 
observed variance in relative abundance over 
that expected from random sampling in a ho- 
mogeneous environment. This suggests use of 
the ratios of the two variances (S•o•/S2•xv) as 
measures of heterogeneity: 
Hr- S2øbs(ri) -- S2øbs(ri)'mrhr' (4) 
S•exr(ri) •i(1 -- •i) 
- - 
where H• is the estimated heterogeneity among 
individual predators, s•o•(ri) is the observed 
weighted variance (weighted by subsample size) 
among the m• predators, H v and s"•(pi) are 
corresponding estimates for habitat subsam- 
pies, and the other variables are as defined 
above. The expected values of both ratios are 
1.0 for a homogeneous ystem. Although the 
ratios H• and H v may be regarded simply as 
descriptive measures, they also may be used as 
test statistics; when the "population" variances 
(•r%•, (r•x,) are equal, the ratio of the two 
sample variances follows an F-distribution with 
2 and (m•- 1) df, allowing a direct test of 
the null hypothesis of homogeneity. Calculated 
ratio values may vary from zero to infinity. 
Values greater than 3 allow rejection of the 
null hypothesis of homogeneity at a signif- 
icance level of approximately P = 0.05. 
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T^BLE 1 .--Hypothetical data for the relative occurrences and corresponding selection-index values for a single prey taxon, 
in six (=mr random habitat subsamples and six (=mr) randomly selected predators representing two age classes. Given 
are the total number of prey collected per habitat subsample (nr•) and proportions ofprey taxon 1 (pi•) in each; the total 
number of prey collected per predator (nri) and the proportions of taxon 1 in each (r•); and the selection-index values 
(Lij) and associated standard errors for each predator. 
Habitat 
subsample Predator 
(k) npk plk (j) Age class nrj ruLu-+ SEexv (L•j) 
1 55 0.43 1 I 25 0.30 -0.15 _+ 0.10 
2 74 0.46 2 I 28 0.34 -0.11 _+ 0.10 
3 60 0.37 3 I 34 0.32 -0.13 _+ 0.09 
4 66 0.52 4 II 16 0.71 0.26 +_ 0.12 
5 60 0.44 5 II 20 0.75 0.30 + 0.11 
6 64 0.48 6 II 21 0.73 0.28 _+ 0.11 
As an example, consider a case in which the 
gut contents of six individual fishes, represent- 
ing two age classes with very different food 
preferences, are to be compared with six ran- 
dom subsamples of prey (such as Surber sam- 
pies) taken from a slightly heterogeneous hab- 
itat. The gut contents of each fish represent 
one of six (=mr) subsamples of the diet, while 
each habitat subsample represents one of six 
(=my) subsamples of the environment (Table 1). 
In this example the observed weighted variance 
of relative prey proportions among the habitat 
subsamples i  somewhat greater than that ex- 
pected from a homogeneous environment, re- 
suiting in a marginally significant heterogeneity 
estimate of H v = 3.2 (P = 0.04; Table 2). The 
corresponding estimate of Hr = 27.6 among the 
six predators reveals a highly significant vari- 
ability in feeding selectivity (P • 0.0001) which 
in this case is directly attributable to age-class 
differences. The separate heterogeneity esti- 
mates for the two age classes are both near zero 
(He = 0.097 and Hv = 0.073, respectively), and 
selection-index values for the two groups are 
significantly different (L• = -0.14 ñ 0.06 and 
L• = 0.28 ñ 0.06). 
This example is simplistic. Such age-specific 
differences in feeding behavior should be rec- 
ognized, or at least suspected, long before the 
calculations are performed. However, effects of 
behavioral or environmental heterogeneity may 
be much more subtle and may not be attribut- 
able to any obvious biological phenomenon. In 
such cases average selection-index values may 
have to be reported and additional unreliability 
due to heterogeneity must be represented by 
increased confidence-interval widths. The ad- 
justed standard error should reflect both the 
observed variability in relative abundances 
among subsamples and the average uncertainty 
of any particular relative-abundance stimate. 
It may be calculated as follows. 
(1) Estimate the relative occurrence, and its 
sampling variance, of prey taxon i in the envi- 
TABLE 2.--Sampling-variance and heterogeneity calculations, based on relative-occurrence data of Table 1 ,for the habitat 
subsamples and for gut contents of the predators, both pooled and considered separately b age class. oa is "population" 
Parameter 
Description Notation 
Gut- Predator age classes 
Habitat content 
subsamples samples I II 
Number of subsamples rnp or rn• 6 6 3 3 
Total sample size nv or n• 379 144 87 57 
Mean subsample size '•v or ,• 63.2 24.0 29.0 19.0 
Harmonic mean subsample size h v or h• 62.6 22.6 28.5 18.7 
Mean relative occurrence • or pl 0.452 0.483 0.320 0.731 
Expected sampling variance s•xv 0.0007 0.0018 0.0025 0.0035 
Observed sampling variance S%•s 0.0021 0.0409 0.0003 0.0003 
Heterogeneity H v or H• 3.202 27.58 0.097 0.073 
Probability of homogeneity P (•Y•ob• = •Y•xv) 0.04 •0.0001 0.99 0.93 
CORRECTION OF FEEDING INDEX FOR SAMPLE HETEROGENEITY 521 
ronment. For a single habitat sample, these 
are simply pi and S2exv(pi) from Equations (1) 
and (2). For subsamples, the best estimate of 
relative abundance is the weighted mean 
(Equation 3) and a reasonable estimate of the 
sampling variance is the observed variance 
among subsamples plus the mean expected 
variance of the individual subsample stimates: 
S2(•i) = S2obs(pi ) + 1• pitt(1--pik) 
T•p k= 1 Ttpk 
(2) In •hc same wa•, estimate rhc relative oc- 
currence and associated sampling variance for 
prc• i in •hc dic• of prcda•or j. These arc r• 
and S•x0(r•) for a single sample or, for subsam- 
plcs arc •hc weighted mcan • and 
1 m• rv(1--rv) 
s2(•i) = s20•s(ri) + • --- ' = •rj 
(3) The composite preference index and its 
sampling variance are then simply 
and 
s:(L•) = s:(•) + s•(•). 
The adjusted standard error [the square root 
of s•(Li)] accounts in an approximate way for 
the effects of both subsampling and estimated 
heterogeneity. Because the data used to esti- 
mate heterogeneity are the same as those ac- 
counting for the effects of subsampling, no in- 
formation has been lost or gained and degrees 
of freedom are unaffected. 
Discussion 
The general utility of the linear index is due 
to its simple mathematical structure and statis- 
tical reliability, which should reflect the chosen 
sampling design. The assignment of confidence 
limits to this or any other index is important in 
view of the biological inferences that often are 
drawn from differences in their values. Strauss 
(1979) discussed the calculation of a standard 
error for the prey-preference index Li when the 
prey populations and numbers eaten are small 
enough to be directly counted. The present 
per provides modified expressions for the stan- 
dard error given the need for subsampling and 
the likely presence of some biological hetero- 
geneity in the system. 
The adjusted standard error will account for 
the additional uncertainty in the index value 
resulting from variation among individual 
predators or among different subsamples of the 
predator's habitat. This is true whether the 
variability results from random fluctuations in 
sampled prey abundances or from systematic 
variation in predator behavior or spatial distri- 
bution of prey. Thus, unlike most other indices, 
the corrected linear index and its standard error 
do not assume a homogeneous environment, 
and in fact assume no particular spatial distri- 
bution. Although a well-designed study of prey 
selection will take account of known systematic 
variability in the environment or predator, the 
adjusted standard error will compensate for any 
unrecognized heterogeneity by increasing the 
vidths of confidence intervals. In addition, 
Equations (4) and (5) allow estimates of, and 
statistical tests for, such heterogeneity. 
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