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Abstract
Unmeasured or latent variables are often the cause of correlations between multivariate
measurements and are studied in a variety of fields such as psychology, ecology, and
medicine. For Gaussian measurements, there are classical tools such as factor analy-
sis or principal component analysis with a well-established theory and fast algorithms.
Generalized Linear Latent Variable models (GLLVM) generalize such factor models to
non-Gaussian responses. However, current algorithms for estimating model parameters in
GLLVMs require intensive computation and do not scale to large datasets with thousands
of observational units or responses. In this article, we propose a new approach for fitting
GLLVMs to such high-volume, high-dimensional datasets. We approximate the likelihood
using penalized quasi-likelihood and use a Newton method and Fisher scoring to learn the
model parameters. Our method greatly reduces the computation time and can be easily
parallelized, enabling factorization at unprecedented scale using commodity hardware. We
illustrate application of our method on a dataset of 48,000 observational units with over
2,000 observed species in each unit, finding that most of the variability can be explained
with a handful of factors.
Keywords: Matrix Factorization, Generalized Linear Latent Variable Models, General-
ized Linear Models, Generalized Linear Mixed-effect Models
1. Introduction
Latent factors underlying multivariate observations are of great interest in many applied
disciplines. For example, in psychology or sociology researchers measure multiple correlated
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test items to quantify certain constructs. They assume that responses can be described in
terms of a small set of latent variables and that these latent variables can be interpreted as
psychological or sociological traits (Bartholomew et al., 2011; Skrondal and Rabe-Hesketh,
2004; Spearman, 1904). In genetics, researchers measure gene expression in patients and
expect that they correlate with intrinsic patient’s features, often not measurable directly
(Stegle et al., 2012). In ecology, researchers observe sets of species in independent obser-
vational units (e.g., sites) and assume the existence of latent features associated with the
abundance of species (e.g., representing a low-dimensional community composition space
Warton et al., 2015, 2016; Ovaskainen et al., 2017).
Data from such experiments or observational studies can typically be expressed as a
matrix of responses Y = [yij ], where rows i ∈ {1, 2, ..., n} correspond to observational units
(locations), subjects, etc. and columns j ∈ {1, 2, ...,m} correspond to different responses
such as species, genes, etc. Linear latent factors are then incorporated as means of obtain-
ing a low-rank approximation to the covariance structure of the rows in Y . Specifically,
we assume that conditional on a set of latent variable ui, responses yij· are independent
observations and that ui ∈ Rp with p min(m,n) (See Section 2 for more detailed notation
and the model).
If all the responses are Gaussian in distribution, then we can find linear latent patterns
with classical tools such as principal component analysis, singular value decomposition, or
factor analytic models and solutions can be computed very quickly, even at scale. Many
algorithms for fitting such large scale models have been suggested in the last two decades
(Zou et al., 2006; Witten et al., 2009; Halko et al., 2011; Hirose and Yamamoto, 2015;
Hirose and Imada, 2018). These algorithms are fast and scale well, since in this case there
are known closed-form solutions leveraging the Gaussian structure. However, the theory
and computation for Gaussian responses does not generalize easily to non-Gaussian cases.
Generalized Linear Latent Variable Models (GLLVMs, Moustaki and Knott, 2000; Niku
et al., 2017) are a class of models which generalizes factor analysis to non-Gaussian re-
sponses. Specifically, they assume that responses follow distributions in the exponential
family and that the mean for each response varies as a function of observed covariates and
the aforementioned set of latent features via a known link function.
In GLLVMs, model parameters are usually estimated using Bayesian or maximum like-
lihood methods. Among a wide variety of Bayesian tools, practitioners use general purpose
modeling software such as Stan (Carpenter et al., 2017), integrated nested Laplace approxi-
mations (INLA, Rue et al., 2009), as well as Bayesian Markov Chain Monte Carlo estimation
with more specific software designed for GLLVMs (Blanchet et al., 2018; Hui, 2020).
In this work we focus on likelihood-based methods. First, we observe that, given the
latent variable ui for an observational unit i, all the responses yij are conditionally inde-
pendent. Thus, the likelihood can be expressed as a product of m individual conditional
likelihoods, after which we marginalize out the latent variables ui. The key problem in this
approach is that the integral over ui does not have a closed form and must be estimated
or approximated by some means. To solve this problem, a number of methods have been
proposed, including the Laplace method or some variation thereof (Huber et al., 2004; Bian-
concini and Cagnone, 2012; Niku et al., 2017; Robin, 2019), numerical integration methods
using adaptive quadrature (Rabe-Hesketh et al., 2002), and variational approximations (Hui
et al., 2017b; Niku et al., 2019a).
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While these approaches lead to very accurate solutions, they are computationally expen-
sive for high-volume or high-dimensional problems and are difficult to parallelize, making
them infeasible for solving large-scale problems. An alternative is to look for approximate
solutions. Pichler and Hartig (2020) proposed to model the multivariate joint likelihood
using a deep neural network, substantially improving computational performance thanks
to the use of Graphical Processing Units (GPUs). However, their method has currently
only been developed for binary responses. Huber et al. (2004) observed that if the latent
scores are treated as fixed parameters, then estimates of them obtained through the Laplace
method coincide with variables derived using Penalized Quasi-Likelihood estimation, known
from Generalized Linear Mixed Models (GLMMs, Breslow and Clayton, 1993; Green, 1987;
Nie, 2007).
In this article, we propose an approximation to the GLLVM problem, along with two
fast algorithms for solving it. We present its application on a large ecological dataset on
coexistence of species across 48,000 observational units with over 2000 responses in each unit.
We build on ideas from GLMMs for estimating parameters of GLLVMs. In particular, we
develop an alternating algorithm which leverages the idea that a solution to a GLLVM can
be approximated using penalized quasi-likelihood estimation. We propose two algorithms: a
direct Newton method with a simplified Hessian and an Alternating Iteratively Reweighted
Least Squares (AIRWLS) algorithm. As the name suggests, the AIRWLS algorithm uses
classical Iteratively Reweighted Least Squares iterations, by applying them alternately to
rows and columns of Y . Computationally, we demonstrate that our algorithms are orders
of magnitude faster than existing methods. Moreover, the AIRWLS algorithm can be easily
distributed across many machines enabling large-scale analysis. Finally, our approach also
allows for some of the yij to be missing at random and produces predictions for these as
part of the estimation procedure.
2. Model
We now provide a more precise mathematical formulation of the GLLVM. For observational
unit 1 ≤ i ≤ n and response 1 ≤ j ≤ m, we assume
yij |µij ∼ F(µij , φj)
g(µij) = ηij = β0j + x
′
iβj + u
′
iλj , (1)
where β0j is an intercept for each response, xi ∈ Rd are observed covariates for the i-th
observational unit with βj ∈ Rd the corresponding response-specific regression coefficients,
ui ∈ Rp are the latent variables (also referred to as factor scores) for observational unit
i with λj ∈ Rp the corresponding response-specific factor loadings, F(µij , φj) denotes a
distribution from the exponential family with mean µij and response-specific dispersion
parameter φj , and g is a known link function, e.g., the logit link for binary responses.
We assume that: (A1) ui ∼ N (0, Ip) where Ip is p × p identity matrix, (A2) Λ =
[λ1, λ2, ..., λm] is a p × m upper triangular with positive elements on the diagonal, and
(A3) all observational units are independent and, conditioned on ui, all m in site i are
also independent. In other words, conditional on ui the model as defined by Model (1)
specifies a GLM (McCullagh and Nelder, 1983) for each response j with mean µij and
dispersion parameter φj . Let Ψ denote all the model parameters, i.e. β0,i, φj , βj , λj for
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all i and j. Assumption (A1) is typically made in the context of GLLVMs to ensure that
the model is not location and scale invariant. Assumption (A2) is also set for parameter
identifiability reasons, since without this assumption we could rotate the vectors ui and λj
without changing the value of ηij in (1) (Huber et al., 2004). Moreover, the independence
of observational units as in Assumption (A3) is common in many formulations of GLLVMs
(e.g., Hirose and Yamamoto, 2015; Hui et al., 2017b; Niku et al., 2017).
We use matrix notation whenever it is convenient and suitable. In particular, apart from
Λ already defined, we use B = [β1, β2, ..., βm], X
′ = [x1, u2, ..., xn] and U ′ = [u1, u2, ..., un] to
define matrices corresponding to the regression coefficients, observed covariates, and factor
loadings, respectively. We denote the matrix of responses as Y = [yij ] and the matrix
of means M = [µij ]. Finally, f(yij |ui,Ψ) is the density function of yij given ui and Ψ,
corresponding to the distribution F(µij ,Ψ) as defined (1). We define f(yi|uiΨ) as the
multivariate density function of the vector yi = (yi1, ..., yim)
′.
The usual factor analytic model can be expressed in terms of Model (1) if we take F to
be a Gaussian distribution and set xi to only involve an intercept term. The methods intro-
duced in this paper for solving Model (1) in the general form rely on matrix factorization
concepts and, in turn, we refer to them as generalized matrix factorization.
3. Likelihood estimation
By the independence of components of yi conditional on ui we have f(yi|ui,Ψ) =
∏
j f(yij |ui,Ψ).
We integrate out the random effects and write the marginal log-likelihood in (1) as:
`(Ψ) =
n∑
i=1
`i(Ψ)
=
n∑
i=1
log
∫ m∏
j=1
f(yij |ui,Ψ)f(ui)dui
 , (2)
where f(ui) ∼ N (0, Ip) and `i is the log-likelihood of the i-th row.
Except for the special case where all the responses are Gaussian and the identity link
function is used, the integration in (2) can not be expressed in closed form, and has thus
led to an extensive amount of research into overcoming this computational burden. For
example, it can be directly computed using numerical integration methods, including Gauss-
Hermite quadrature, adaptive quadrature, or Monte-Carlo integration. In brief, quadrature
approaches aim at approximating the integral as a (2R − 1) polynomial by evaluating the
function atR quadrature points. Adaptive quadrature shifts and scales locations of sampling
points at each step to minimize the error (Rabe-Hesketh et al., 2002). Monte-Carlo methods
sample the function within its domain and average the values. Importance sampling, a
more sample-efficient method, was introduced for linear mixed models by Kuk (1999) and
Skaug (2002) and can also be used here. While these methods can yield solutions close to
exact, they are very expensive computationally and scale poorly with the number of latent
variables.
Alternatively, we can approximate the value of the integral (2) using a variational ap-
proximation or Taylor expansion (better known as the Laplace method). In the variational
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approximation, recently introduced in the context of GLLVMs by Hui et al. (2017b); Niku
et al. (2019a), Jensen’s inequality is applied to obtain a lower bound for the log-likelihood
that is computationally manageable. Maximizing this lower bound gives an approximate
solution for (2). While the method is more efficient, it is still computationally expensive
and difficult to apply on large datasets, especially because the number of parameters to
estimate is increased considerably due to the introduction of the parameters characterizing
the variational distributions.
The Laplace method is derived by taking a Taylor expansion of (2) around its mode.
While a standard Laplace approximation is based on a second order expansion, and indeed
we can view the Laplace method as a special case of adaptive quadrature with R = 1
quadrature point, higher-order approximations have also been analyzed (Bianconcini and
Cagnone, 2012; Bianconcini et al., 2014). Although estimates from Laplace approximations
may exhibit a non-negligible finite sample bias relative to aforementioned methods such
as Monte-Carlo methods, they are consistent to order O(m−1) (Kass and Raftery, 1995;
Vonesh, 1996). Despite solving a simplified problem, the Laplace approximation still tends
to be slow for large matrices. To further optimize computational efficiency, one can drop
slowly varying terms, leading to class of the penalized quasi-likelihood methods (Breslow
and Clayton, 1993; McGilchrist, 1994; Vonesh et al., 2002) which motivate the approach
presented in this paper and which we describe in detail in Section 4.
All of the aforementioned methods are computationally prohibitive for problems with
thousands of rows and/or columns and may require days, weeks, or more time to converge
(see Pichler and Hartig 2020 and an example empirical study in Section 6.2 and Figure 5). In
this article, we leverage the structure of (1) in two ways: (i) we show that by approximating
the problem with a penalized log-likelihood we can efficiently estimate all the required
gradients and Hessians necessary for estimation of model parameters; (ii) we show that
thanks to this approximation, the problem can be decomposed to a set of smaller and
relatively simple estimation problems based on individual rows and individual columns of
the response matrix, and thus treated in an alternating fashion. Therefore, the algorithm
can be parallelized enabling further performance optimization.
4. Penalized log-likelihood
In the pursuit of an efficient algorithm for estimating the model parameters in (1), we borrow
ideas from Huber et al. (2004). They showed that, in the setting of GLLVMs, the maximum
likelihood estimators of the latent variables derived from applying the Laplace method to
the marginal likelihood in (2) are equivalent to those based on maximizing the Penalized
Quasi-Likelihood (PQL) approach of Green (1987). On the other hand, the estimates of β
and ui are not equivalent and are indeed more biased for the PQL approach relative to the
Laplace method. However, it has nevertheless been proven that they remain asymptotically
consistent (Nie, 2007; Hui et al., 2017a) provided the size of each observational unit, which
in this case corresponds to the number of responses, grows with the number of units. This
insight is particularly promising in the context of our work since we focus on large-scale
problems. In this section, we build on the derivation from PQL and Laplace methods
proposed by Breslow and Clayton (1993) and Huber et al. (2004).
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4.1 Derivation
We start by computing the log-likelihood `i(Ψ) for the i-th row. For ease of notation, we
assume distributions in the exponential family with some known cumulant function b(·) and
that the canonical link function is used. The developments can be extended to the case of
a non-canonical link function, at the expense of added tedious algebra. We have
exp(`i(Ψ)) =
∫ m∏
j
h(yij , φ) exp
(
yijηij − b(ηij)
φj
)
exp
(
−u
′
iui
2
)
dui
∝
∫
exp
 m∑
j=1
yijηij − b(ηij)
φj
− u
′
iui
2
 dui, (3)
where g(µij) = ηij as defined in Model 1.
We express the integral (3) in the form
∫
exp(−κ(ui))dui in order to apply the Laplace
method. Let κ′ and κ′′ denote first- and second-order partial derivatives of κ with respect
to ui, respectively. Then the Laplace approximation yields
`i(Ψ) ≈ −1
2
log |κ′′(u˜i)| − κ(u˜i),
where |κ| is the determinant of κ and u˜i is the solution to κ′(u) = 0, i.e. the minimum of
κ(u). Note that
κ′(ui) = −
m∑
j=1
λj(yij − µij)
φj
+ ui (4)
and
κ′′(ui) =
m∑
j=1
λjλ
′
jv(µij)
φj
+ Ip, (5)
where v(µij) = 1/g
′(µij) is the variance function associated with the exponential family
of distribution when the canonical link function is used e.g., for the Bernoulli distribution
with the canonical logit link, we have v(µ) = µ(1− µ).
From equation (5), κ′′ can be rewritten as ΛWΛ′ + Ip where Λ = [λ1, ..., λm] is the
p × m matrix of factor loadings and W is a m × m diagonal matrix with elements wj =
v(µij)/φj for j ∈ {1, 2, ...,m}. Note that in the case of GLLVMs, the elements {wj}mj=1
correspond precisely to iterative weights coming from a GLM (McCullagh and Nelder, 1983,
Chapter 2.5).
For the i-th observational unit, we can now write
`i(Ψ) ≈ −1
2
log |ΛWΛ′ + Ip|+ 1
φj
m∑
j=1
(yij ηˆij − b(ηˆij))− 1
2
u˜′iu˜i, (6)
where η˜ij = β0j + x
′
iβj + u˜i
′λj .
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Breslow and Clayton (1993) suggested that since W varies slowly as a function of the
model parameters and for fixed Λ, the first term in (6) could be ignored. In the setting of
GLLVMs, Λ is not fixed, but if we consider the normalized log-likelihood 1mn
∑
i `i then we
observe that for fixed m, this first term is asymptotically negligible as n gets large. Moreover
if both m and n are growing, then the first term in (6) is asymptotically dominated by the
second term; see also (Demidenko, 2013; Hui et al., 2017a). Hence for large sample sizes,
we chose also to (conveniently) ignore this term in our approximation so as to facilitate
computation.
We thus conclude that for approximate maximum likelihood estimation, we can use the
following approximation
log
∫ m∏
j=1
f(yij |ui,Ψ)f(ui)dui ≈ C +
m∑
j=1
(yij η˜ij − b(η˜ij))− 1
2
u˜′iu˜i, (7)
where u˜i maximizes (4) and C is some constant as a function of the model parameters. Note
that (7) has the form of a penalized quasi-likelihood. This result implies that, provided m
is sufficiently large, instead of integrating the left-hand side of (3), we can obtain a good
approximation by minimizing
L(Ψ) = −
n∑
i=1
m∑
j=1
(yij η˜ij − b(η˜ij)) + 1
2
n∑
i=1
u′iui. (8)
Importantly, we can solve (8) very efficiently using a Newton algorithm as we demon-
strate in Section 4.2. First, we discuss an approach inspired by iteratively reweighted least
squares, where we alternate between the estimation of U and Λ (Section 4.2.1). In Sec-
tion 4.2.2 we introduce heuristics for estimating Hessians which allows for a direct Newton
algorithm on all the parameters, and substantially reduces the computations in each itera-
tion of the Newton algorithm.
4.2 Newton algorithms
One approach to optimizing (8) is via alternating minimization (Robin, 2019) with respect
to U and Λ. For ease of notation assume φj = 1 is known e.g., in the case of Poisson
and Bernoulli distributed responses. In our proposed iterative algorithms, estimates of
dispersion parameters can be updated after each iteration of the Newton algorithm, if
required. Specifically for estimating φj we can use a method of moments or maximum
likelihood after each iteration of our proposed algorithms (Nelder and Wedderburn, 1972).
The gradient of L in (8) with respect to the latent variables ui is given by
∂L
∂ui
= −
m∑
j=1
(yij − µij)µ′ij(ηij)
v(µij)
λj + ui
= −
m∑
j=1
(yij − µij)λj + ui
where v(µij) is the variance function of F and the second line follows from the assumption
of a canonical link. In the case of a non-canonical link, a similar expression can be written
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involving additional weights. Likewise
∂2L
∂ui∂u′i
=
m∑
j=1
µ′ij(ηij)
2
v(µij)
λjλ
′
j + Ip
=
m∑
j=1
v(µij)λjλ
′
j + Ip, (9)
and noting that
∂2L
∂ui∂u′k
= 0 for k 6= i.
Hence the Hessian has the block diagonal form d2L = diag (H1, H2, . . . ,Hn) with Hi =
∂ui∂u
′
i/∂
2L.
Similarly, we can also straightforwardly calculate gradients and Hessians of L in (8) with
respect to λj and βj ,
∂L
∂λj
= −
n∑
i=1
(yij − µij)ui,
∂L
∂βj
= −
n∑
i=1
(yij − µij)xi
and
∂2L
∂λj∂λ′j
=
n∑
i=1
v(µij)uiu
′
i
∂2L
∂βj∂β′j
=
n∑
i=1
v(µij)xix
′
i
∂2L
∂βj∂λ′j
=
n∑
i=1
v(µij)xiu
′
i.
Furthermore,
∂2L
∂λi∂λ′k
=
∂2L
∂βi∂β′k
=
∂2L
∂βi∂λ′k
= 0 for k 6= i.
Note that for fixed ui, we can view (x
′
i, u
′
i)
′ as an enlarged covariate vector, with response-
specific parameters (β′j , λ
′
j)
′. In turn, the update step for each parameter θ ∈ {ui, λj , βj}
takes the form
θt+1 = θt + s[−d2L(θt)]−1∇L(θt), (10)
where θt is the estimator of θ in t-th iteration, ∇L is the gradient of L with respect to θ,
d2L(θ) is the corresponding Hessian of L at θ, and s > 0 is an arbitrary step size.
We now proceed to discuss two iterative algorithms for computing the update step in
(10) efficiently. The first approach uses Fisher scoring and gives an exact update, leveraging
the fact that d2L(θ) can be approximated by the Fisher information matrix (plus an identity
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matrix) and this substitution is exact in the case where a canonical link is used. The second
approach uses only the diagonal of the Hessian d2L(θ), which can be computed very quickly.
In both approaches, after each update, we rotate the matrices U and Λ so as to satisfy the
identifiability assumptions in (A1) and (A2).
4.2.1 Fisher scoring and Alternating Iteratively Reweighted Least Squares
For optimizing (8) we leverage the fact that when we use the canonical link, Hessians as
defined in Section 4.2 are equal to the Fisher information (Nelder and Wedderburn, 1972)
of the likelihood (8). We showed in Section 4.1 that the approximation to the negative
log-likelihood takes the form
`(Ψ) =
n∑
i=1
`i(Ψ) ≈ −
n∑
i=1
1
2
u′iui +
m∑
j=1
(yijηij − b(ηij))

= −1
2
n∑
i=1
u′iui −
n∑
i=1
m∑
j=1
(yijηij − b(ηij)). (11)
For (βj , λj)
m
j=1 known, we can obtain each of the ui, i = 1, . . . , n in (11) by solving n
separate penalized GLMs (Green, 1987; Breslow and Clayton, 1993), where in each the
m responses are treated as the “observations”. Conversely, with (ui)
n
i=1 known, we can
obtain (βj , λj), j = 1, . . . ,m by solving m separate GLMs in (11) (not penalized, and with
predictors (x′i, u
′
i)).
Maximum likelihood for a single GLM is typically performed using the Newton algorithm
implemented via iteratively reweighted least squares (IRWLS), or penalized least squares
when there is a penalty. Hence minimizing (11) can be achieved by alternating and parallel
IRWLS algorithms applied to the rows and columns of the response matrix.
We illustrate the derivation of the t-th IRWLS update step for ui. Let u
(t)
i be the estimate
of ui in the t-th iteration, I(u
(t)
i ) be the (penalized) Fisher information matrix, and Wt be
the iterative weight m-vector in the t-th iteration as defined in (6). Let M
(t)
i = [µi,·]
′ be
the i-th row of the matrix of means estimated in the t-th iteration, and Yi = [yi,·]′ be the
ith row of the response matrix (both written in column-vector form). We first derive the
update step (10) with step size s = 1.
u
(t+1)
i = u
(t)
i + [I(u
(t)
i )]
−1∇L(u(t)i ),
= u
(t)
i + [ΛWtΛ
′ + Ip]−1[Λ(Yi −M (t)i )− u(t)i ],
= [ΛWtΛ
′ + Ip]−1ΛWt[Λ′u
(t)
i +W
−1
t (Yi −M (t)i )]
= [ΛWtΛ
′ + Ip]−1ΛWtZt,
where
Zt = Λ
′u(t)i +W
−1
t (Yi −M (t)i )
is a working response. Hence we obtain u
(t+1)
i by a ridge regression of Zt on Λ
′ with weights
Wt. When the step size s 6= 1, our update is instead u(t)i + s(u(t+1)i − u(t)i ). Note that
9
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although the (fixed) (βj)
m
j=1 do not appear explicitly in these equations, the jth element of
M
(t)
i includes x
′
iβj as part of its linear predictor—an offset in GLM parlance.
We use a similar procedure for finding λj and βj when the ui are known. The problem
of finding λj and βj in
g(µ·,j) = Xβj + Uλj ,
where U ′ = [u1, ..., un], can be rewritten as
g(µ·,j) = (X,U)γ,
where (·, ·) stands for horizontal concatenation of matrices and γ′ = (β′j , λ′j). Again we can
solve it using IRWLS, this time without the penalty term, and with (X,U) in place of Λ. At
the end of each iteration we rotate U and Λ to fulfill the identifiability assumptions (A1)-
(A2). For the full summary of our alternating two-step procedure, we refer to Algorithm 1.
Algorithm 1: Alternating Iteratively Reweighted Least Squares
1. Initialize U,B,Λ randomly, where B = [β1, β2, ..., βm].
2. Repeat until the convergence condition:
(a) Perform one step of IRWLS to regress rows of Y on Λ. Store regression
coefficients as U .
(b) Perform one step of IRWLS to regress columns of Y on (X,U). Store regression
parameters as (B′,Λ′)′.
(c) Transform data to comply with assumptions (A1)-(A2):
i. Find a rotation Θ such that Cov(UΘ) = Ip, using, for example, principal
component analysis,
ii. Compute U0 = UΘ and Λ0 = Θ
−1Λ,
iii. Find a QR decomposition of Λ0 = QR,
iv. Return R and U0Q as new estimates of Λ and U respectively.
For the convergence condition in Algorithm 1, in our implementation we take the change
in log-likelihood relative to the new log-likelihood, i.e. we stop when |Lk−1 − Lk|/|Lk| < ε,
where Lk is the log-likelihood in k-th iteration and ε is a sufficiently small value.
Note that, for each i ∈ {1, ..., n} in (11) the optimization problem can be decoupled
and solved independently, allowing for parallelization of computation. Similarly for each
j ∈ {1, ...,m} in (11) optimization problems can be decoupled.
4.2.2 Quasi-Newton with diagonal Hessians
Another approach is to derive an updated step directly from (10) by computing and inverting
the Hessian explicitly. For each of the parameters u, λ, and β, Hessians are block diagonal
and computing a Newton step requires inverting all blocks, which would be computationally
expensive for large n, since the Hessians are np × np or mp ×mp matrices. To speed up
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computations, we propose a quasi-Newton method where we only use the diagonals of blocks
in Hessians. These diagonals and their inverses in (10) can be computed quickly at the
expense of slowing down convergence in terms of the number of steps. Our empirical study
shows that this approximation reduces computation time, despite increasing the number of
steps.
Note that the diagonal elements of (9) can be computed by taking
diag
(
∂2L
∂ui∂u′i
)
= diag
 m∑
j=1
v(µij)λjλ
′
j + Ip

= (Λ ◦ Λ)v(µi,·)′ + 1p, (12)
where ◦ denotes the element-wise multiplication (Hadamard product), diag(·) denotes the
diagonal of the given matrix, v(µi,·) is the i-th row of variances, and 1p = [1, 1, ..., 1]′. The
diagonal elements of Hessians of λj and βj are derived analogously. Therefore we obtain
diag
(
∂2L
∂βj∂β′j
)
= (X ′ ◦X ′)v(µ·,j),
diag
(
∂2L
∂λj∂λ′i
)
= (U ′ ◦ U ′)v(µ·,j). (13)
The full algorithm follows the steps Algorithm 1 except for steps 2(a) and 2(b) where we
replace the AIRWLS update with an explicit implementation of (10) with gradients given
by (12) and Hessians given by (13)
4.3 Regularized Generalized Matrix Factorization
In practice, we do not know the dimension of the latent space and we may need to estimate it
from the data. Methods for selecting the dimension range from cross-validation, information
criteria testing (Bai and Ng, 2002; Hirose and Yamamoto, 2015), a somewhat arbitrary
choice for the threshold of the variance explained (Smith et al., 2015), or L1 penalty added
to the log-likelihood (Hui et al., 2018). We propose another smooth shrinkage parameter,
motivated by regularized matrix factorization (Zou et al., 2006).
Instead of controlling the rank by explicitly choosing the number of latent variables, we
can set a large upper bound on the number of latent variables (e.g.
√
m) and then regularize
the latent variables with an extra term 12‖Λ‖22 added to the PQL criterion. If we control
penalties with a scaling parameter γ, this leads to the regularized objective function
L2(Ψ) =
n∑
i=1
m∑
j=1
(yij ηˆij − b(ηˆij)) + γ
2
‖U‖22 +
γ
2
‖Λ‖22, (14)
where ‖ · ‖2 is the Frobenius norm. Srebro et al. (2005) show that solving (14) with U and
Λ of sufficiently high rank is equivalent to solving
L∗(Ψ) =
n∑
i=1
m∑
j=1
(yij ηˆij − b(ηˆij)) + γ‖M‖∗, (15)
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where ‖ · ‖∗ denotes the nuclear norm and M = UΛ′.
Equation (15) can be interpreted as a relaxed version of a rank constraint on M . To tune
dimensionality we can control the penalty parameter γ in (14). In particular, for sufficiently
large γ some singular values of M vanish, effectively reducing dimensionality of the latent
space (See Figure 6 for an illustrative example).
We illustrate empirical properties of this method of dimensionality selection in a simu-
lation study in Section 7.3.
5. Evaluation
The baseline method for comparing the proposed algorithms is the R package gllvm (Niku
et al., 2019b), applied with default settings. This is a state-of-the-art method using a
variational approximation (Hui et al., 2017b) and automatic differentiation (Niku et al.,
2019a) to improve computationally efficiency of maximum likelihood approaches to GLLVM
estimation. Since other approaches to estimation of parameters in GLLVM are comparable
or worse in terms of speed, we only use the gllvm package for comparison.
We use a series of metrics and techniques to evaluate the quality of the fit of the models
proposed in this article. For example, although the above algorithms minimize a version
of penalized deviance, in certain applications practitioners might instead be interested in
properties of the latent space, estimates of the fixed effect parameters, or predictive perfor-
mance of the model. In this section, we review key metrics and methods used for comparing
the performance of estimation approaches for GLLVMs.
Deviance for evaluating fit to responses. Following Nelder and Wedderburn (1972)
we define deviance as
D(Y, Mˆ) = 2
n∑
i=1
m∑
j=1
(
log
(
p(yij | ηˆij)
)− log (p(yij | ηˆ0,ij))),
where Mˆ = [ηˆij ]ij are the parameters predicted from the model, ηˆ0,ij are the linear predictors
from the saturated model, and p is the density of the distribution assumed in (1).
The absolute value of the deviance is usually hard to interpret. Therefore, we choose
to calculate the ratio of deviances between either two fitted models or between the fitted
model and the null model. The latter ratio is interpreted as unexplained deviance.
Procrustes error for evaluating fit of the latent space. In certain applications we
are interested in how much variance the latent space explains. Since vectors spanning latent
spaces are not identifiable, we use a metric that rotates them before comparison. We follow
Niku et al. (2019a) and for the purpose of this work we define Procrustes as
P (Λ0, Λˆ) = min
Ω
‖Λ0 − ΩΛˆ‖F , subject to Ω′Ω = I,
where ‖ · ‖F is the Frobenius norm, Λ0 stands for ground truth latent loadings, Λˆ are
predicted loadings, and Ω is a rotation matrix.
This metric is only available in simulations, where we have access to the ground-truth
factor loadings. See Section 7 for examples.
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Mean squared errors for evaluating fixed effect coefficients. Researchers may also
be interested in the accuracy of estimates of the fixed effects, i.e. βj in (1). A natural
way to evaluate the fit is to compute the Euclidean distance between true and predicted
parameters
F (β, βˆ) = ‖B − Bˆ‖22,
where B = [β1, β2, ..., βm].
As with Procrustes error, evaluation of F requires access to the true β and as such the
metric is also only available in simulations.
Predictive performance In certain situations some responses may not be observed and
need to be predicted. The AIRWLS algorithm introduced in Section 4.2.1 can be used in
such missing data settings since in each regression step we can use only a subset of rows
or columns as long as there are enough observations. That is, our method can be used for
sparsely observed data.
For the Newton method (Section 4.2), in order to compute gradients we need the fully
observed matrix. However, following ideas from the Soft-Impute method (Mazumder
et al., 2010), in each iteration, we can use predictions from the previous step to impute
missing values and then compute gradients.
The above feature of our proposed algorithms also enables us to straightforwardly employ
cross-validation for assessing the fit and choosing model tuning parameters. To assess overall
out-of-sample goodness-of-fit we can randomly sample elements of the observed response
matrix Y , hold them out, and compute the out-of sample deviance of the predictions.
Depending on the objective, multiple techniques for sampling can be used, including uniform
sampling of matrix entries, sampling based on response values, or sampling based on values
of predictors. We use this method for evaluating models on real datasets (Section 6.2) and
in simulations for choosing the optimal shrinkage parameter (Section 7.3).
6. Data studies
We report two applications from Ecology, with two distributions of responses: Poisson
(Section 6.1) and Bernoulli (Section 6.2). In Section 6.2 we describe a study on a 48,737
× 4841 matrix (plant species at many locations). We compare three methods: AIRWLS,
Newton, and variational approximation (Niku et al., 2019a). We implement the AIRWLS
method as described in Section 4.2.1. We implement the Newton method using formulas
for gradients and Hessians as obtained in Section 4.2.2 and we refer to it as Newton. We
compare these methods with the implementation of variational approximation estimation in
GLLVM provided by Niku et al. (2019b) in the gllvm package and we refer to that method
as gllvm.
6.1 Study 1: Abundance of ants
In order to validate our algorithms, we start by analyzing a small dataset of 41 ant species
measured at 30 study sites in March–April 2008 (Gibb and Cunningham, 2011). Together
with the abundance of ants at these sites, researchers measured environmental variables on
each site (% cover of shrubs, bare ground, coarse woody debris, etc.). For a full report on
the data acquisition methodology and the study design, see Gibb and Cunningham (2011).
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Figure 1: Qualitative validation of our algorithms on a dataset of abundance of 41 ant
species measured at 30 observational sites. In our experiment, we assumed re-
sponses are Poisson-distributed and we fitted models using a baseline gllvm (top
right) and our proposed methods AIRWLS (bottom left) and Newton (bottom
right). We found that all three methods capture qualitatively similar features of
the observed matrix. This observation is confirmed in our quantitative analysis.
Here, we show how GLLVMs can be used for identifying intrinsic environmental factors
that are not expressed in measured habitat structure variables. We denote abundance
data by Y and measured environmental variables by X. We set the number of factors to
p = 2 for ordination purposes. In Figure 1 we present predicted means of all species for all
environments.
To further validate the method, we removed one of the environmental variables and ex-
amined if some of its variability was captured by a latent variable (which could be interpreted
as a missing covariate). That is, we hypothesized that some of variability explained by the
variable can be explained by a latent factor. We arbitrarily chose to remove Shrub.cover.
In Figure 2 we present variability of sites in the factor scores space and the relation between
the second component and Shrub.cover. The Pearson correlation coefficient between the
two was −0.49 and it was statistically significant with p-value equal 0.005 in a two-sided
t-test.
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Figure 2: Validation of the latent decomposition. In the dataset of abundance of ants we
held out a known feature of observational sites (Shrub.cover) and compared it
to estimated latent scores. We used the AIRWLS algorithm for model fitting and
found that the second latent score correlates with the held-out feature (left). We
present the 2-dimensional space spanned by latent scores of observational units
and the corresponding value of Shrub.cover for each unit (right).
Turning to computation time, the gllvm fit converged in 2.3 seconds, Newton in 0.2
seconds, and AIRWLS in 0.5 seconds on 1 CPU and in 0.04 seconds when run in parallel
across 8 CPUs. Results from these methods were comparable in terms of deviance explained:
gllvm 79%, AIRWLS 79%, and Newton 75%.
6.2 Study 2: Large scale coexistence of species
In this study, we analyzed data from systematic flora surveys along the east coast of New
South Wales, using data obtained from the New South Wales Government (NSW Depart-
ment of Planning Industry and Environment). Transects of fixed area were exhaustively
searched and all plant species found in them identified to species, where possible. We were
interested in understanding co-occurrence patterns of different plants.
A total of 48, 737 transects were surveyed over the last two decades, and 4, 841 species
have been recorded as present or absent from each. Each observation yi,j is binary (pres-
ence/absence of species j at location i). For each observational unit, we were provided 9
covariates describing it.
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We first filtered out columns and rows with less than 0.1% positive responses and we
were left with 48,331 observational units and 2,211 species. Next we fitted a model with
p = 20 on the full dataset using the proposed Newton algorithm in Section 4.2.2. We used
that model for sampling missing data. Specifically, we held out 500 elements (i, j) for which
the model predicted 1 with at least 0.5 probability and 500 for which the model predicted 0
with at least 0.5 probability. We then proceeded to fit the model with the resulting matrix
with missing data, as described in Section 5. Based on the scree plot (Figure 3, left panel)
we set p = 3. We evaluated the fit by calculating the out-sample deviance and area under
the receiver operator curve (AUC), and compared predictions from only the fixed effect and
the full model (Figure 3, right panel).
Due to the large scale of the problem, we were unable to use gllvm. We tested only the
Newton algorithm and it converges in 3 hours on commodity hardware. Our model with
only fixed effects had AUC = 0.72 and explained 39% of the out-of-sample deviance in the
held-out dataset. By contrast, the full model containing three latent variables models had
AUC = 0.87 and explained 58% of the out-of-sample deviance (Figure 3, right panel).
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Figure 3: Model selection in the large scale coexistence of species dataset. We used the
Newton algorithm to fit the model. To chose the number of factors, we used a scree
plot, i.e. we plotted singular values of the latent decomposition (left), defined as
the diagonal of Λ. The drop between the third and fourth value motivated the
choice of the dimension of the latent space p = 3. To validate if the latent space
contains meaningful information, we compared ROC curves computed on a held-
out dataset of 500 matrix entries and found a substantial increase of the predictive
power of the full model compared to the model only using fixed effects (right).
Next, we looked at how the size of the dataset influences performance of algorithms.
We sampled rows and columns and built models for the subset of the data. We chose
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ρ ∈ {0.005, 0.01, 0.015, ..., 0.065} and sampled bρ · nc rows and bρ ·mc columns, i.e. from
0.5% to 6.5% of the total number of rows and columns. Based on the scree plot of singular
values of the full model we chose the number of latent factors p = 3 (Figure 3). In order to
use a metric comparable across different samplings, we used mean deviance.
We compare our Newton implementation and AIRWLS model with the baseline gllvm.
The proposed Newton method performed best both in terms of deviance and computation
time (Figure 4). Elementary linear extrapolation suggests that computing a solution for
the full dataset via gllvm would take at least 2 weeks. However, we failed to apply gllvm
to the full dataset due to anticipated memory constraints.
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Figure 4: Accuracy and computation time as a function of the dataset size. We sampled
fractions of columns and rows of the large dataset of coexistence of species and
compared proposed methods on sampled subsets. A fraction ρ ∈ {0.01, ..., 0.065}
corresponded to bρ · 48737c rows and bρ · 2211c columns. We fitted models with
p = 3 latent variables, and found that both AIRWLS and Newton methods out-
perform the baseline gllvm implementation both in terms of explained deviance
(left) and computation time (right).
7. Simulations
We conducted a numerical study to empirically investigate how the number of responses,
the number of latent variables, and the distribution of responses influence the performance
of the proposed algorithms for estimating GLLVMs.
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7.1 Setting
We designed simulations to mimic the setting from the data study described in Section 6.1.
To that end, we started with a GLLVM model fitted to the ant abundance data. We
used sample estimates of the covariance matrix of X and Λ as the basis for sampling new
multivariate Gaussian variables for X and Λ. For U and B, we constructed matrices by
randomly simulating each element independently from a standard Gaussian distribution.
From these quantities, we were able to construct a matrix of linear predictors for each row
[ηi1, ..., ηip] in (1).
Our procedure was parametrized with the number of observational units n, the number
of responses in each unit m, the number of latent variables p, and the distribution of
responses. We assumed a canonical link for each distribution. For each set of parameters,
in each experimental trial we generated a response matrix following (1).
As in Section 6, we estimated model coefficients using the gllvm package, and our
proposed PQL approximation using both Newton and AIRWLS methods. We evaluated
performance using mean deviance for goodness-of-fit, Procrustes error for the fit of the
latent space, and mean squared error for fixed-effect coefficients estimates as described in
Section 5.
We ran simulations with n,m ∈ {200, 400, 600} and p ∈ {2, 3}. For each set of simulation
parameters, we repeated the experiment with 100 generated datasets. For all three methods,
we used the same stopping criterion with a relevant error tolerance equal to 10−3.
7.2 Results
We observed that gllvm and Newton methods achieved similar performance in terms of
deviance explained, Procrustes error, and the MSE of fixed effects, while AIRWLS performs
slightly better (Figure 5). The main gain however comes in computation time. With the
same stopping criteria used in all three methods, computation times differ by orders of
magnitude. On average, the Newton algorithm took 21 seconds to compute, AIRWLS
method took 117 seconds, while gllvm 66 minutes (Figure 5, bottom right).
7.3 Model selection: Unknown p and regularization
Our cross-validation framework introduced in Section 5 allows us to fine-tune the model
parameters, particularly for predictive applications. For illustration, we simulate Poisson
responses using the process described in Section 7.1 with n = m = 100 and p = 2. We hold
out randomly selected 5% of responses and used the AIRWLS algorithm to estimate model
parameters. We set an upper bound for the size of the latent space to 10.
We illustrate two approaches to model selection: regularization introduced in Section 4.3
with a smooth shrinkage parameter γ and regularization by choosing a fixed number of
factors p. For the smooth regularization, in order to choose the best γ we held out 5% of
matrix entries and fitted the model using the Newton method with γ ∈ {0, 1, ..., 60} in (14).
For each γ we computed deviance on the held-out set (Figure 6 left). When we chose a fixed
number of factors, we considered models with p ∈ {1, 2, ..., 50}, and similarly calculated the
out-of-sample deviance on the 5% of observations in the held-out set. As presented in
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Figure 6, we achieved slightly better predictions with a smaller shrunken model compared
to the fixed-dimension model.
We conclude that cross-validation and regularization are promising concepts for appli-
cations of GLLVMs, however a thorough analysis of the theoretical properties of cross-
validation and regularization is beyond the scope of this work.
8. Discussion
Our PQL-based methods are orders of magnitude faster than current state-of-the-art al-
gorithms for estimating model parameters for GLLVMs. While the estimates are biased
(Nie, 2007; Hui et al., 2017a), it has been proven that they generally perform well when
the number of units and/or responses becomes large (Huber et al., 2004; Rabe-Hesketh and
Skrondal, 2004), which was also validated in our simulation and data studies. Our algo-
rithms are elementary to implement using existing GLM routines. Specifically, we provide
an R implementation via the open source package gmf1 enabling integration with existing
workflows and further extension of our algorithms.
Throughout this work we have illustrated an applicability of our methodology in the
context of ecology. However, similar problems can be found in other disciplines, whenever
we are interested in extracting latent factors underlying certain responses. Our methods are
particularly useful when matrices are large, for example in studies of behavior of subjects
online with thousands of individuals and items or web pages they view. Not only are our
methods are fast, but they can also be easily decomposed and parallelized across multi-
ple machine, leveraging modern open parallel computing platforms such as Apache Spark
(Zaharia et al., 2010).
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Figure 5: Comparison of proposed methods with the gllvm package. In this simulation
study, we sampled data such that covariances of X and V matched those of the
sample estimates from the ant abundance data. We varied n,m ∈ {200, 400, 600},
p ∈ {2, 3} and the distribution of responses (Poisson or Binomial). Based on gen-
erating 100 datasets for each combination of simulation parameters, we found
that the AIRWLS slightly outperforms other methods on all metrics (mean de-
viance, Procrustes error, and MSE of fixed effects), while the Newton algorithm
is superior in terms of the computation time.
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Figure 6: Model selection using the cross-validation framework. We present two methods
for choosing the complexity of the model: regularization (left panels) and fixed-
dimension (right panels). Cross-validation allowed us to select optimal parameters
for prediction on a hold-out dataset of 5% of observations (dashed lines). The
number of nonzero singular values for a given γ is the selected rank. As expected
the singular values all shrink when the regularizing parameter increased (bottom
left), while they remain stable when we add more factors, without extra regu-
larization (bottom right). In this example, the best regularized model performs
better than the best fixed-dimension model, despite having a smaller number of
factors fixed to 10.
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