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Applying a fixed point theorem for a concave operator on a cone, this work presents a
sufficient condition for the existence and uniqueness of a positive solution for a second-
order integral boundary value problem with switched nonlinearity. An example is worked
out to illustrate the main results.
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1. Introduction
In this work, we are concerned with the existence and uniqueness of a positive solution for the following integral
boundary value problem (BVP, for short) with switched nonlinearity:
x′′(t)+ fσ(t)(t, x(t)) = 0, t ∈ J = [0, 1],
x(0) = 0, x(1) =
∫ 1
0
a(s)x(s)ds,
(1.1)
where σ(t) : J → M = {1, 2, . . . ,N} is a finite switching signal which is a piecewise constant function depending on
t,R+ = [0,+∞), fi ∈ C[J × R+,R+], i ∈ M , and 0 <
 1
0 a
2(s)ds < 1.
A switched system belongs to a special class of hybrid systems. It consists of a family of subsystems described by
differential or difference equations and a switching law that orchestrates switching between these subsystems. Switched
systems arise as models for phenomena which cannot be described as exclusively continuous or exclusively discrete
processes [1]. Due to their applications in traffic control [2], chemical processing [3], switching power converters [4],
network control [5] and multi-agent consensus [6], etc., switched systems have been studied by many scholars and lots
of excellent results have been built up during the last few decades (see [7–13] and references therein, for instance). As is
known to all, before considering switched systems, we always suppose the solution to be unique. The question is, when is
the solution unique? To the best of our knowledge, there is no paper available to answer this question.
In recent years, the existence of nontrivial or positive solutions of nonlinear boundary value problems with integral
boundary conditions has been extensively studied by many authors. Of course, lots of significant results have been
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established by using upper and lower solution arguments, fixed point indexes, fixed point theorems for cone mappings
and so on (see [14–19] and the references therein). However, it is noticed that the nonlinearity of the existing results is not
switched (we call it normal nonlinearity). In [16], Zhang and Sun studied BVP (1.1) with normal nonlinearity. By employing
fixed point index theory and Leray–Schauder degree theory, they obtained the existence and multiplicity of sign-changing
solutions for BVP (1.1).
Motivated by the above literature, this work is devoted to obtaining sufficient conditions for the uniqueness of a positive
solution for BVP (1.1) with switched nonlinearity. The main tool used in this work is a fixed point theorem for a concave
operator on a cone.
Let E = {x ∈ C1[0, 1] : x(0) = 0}. Then E is a Banach space with norm ‖x‖ = ‖x‖0 + ‖x′‖0, where ‖x‖0 =
maxt∈J |x(t)|, ‖x′‖0 = maxt∈J |x′(t)|. Set
P = {x ∈ E : x(t) ≥ 0, ∀t ∈ [0, 1]}. (1.2)
Then it is easy to check that P is a normal solid cone of E.
In the present work, we will study BVP (1.1) in E with cone P .
The rest of this work is organized as follows. Section 2 provides some necessary preliminaries which will be used to get
the main results. Then the existence and uniqueness result for BVP (1.1) will be given and proved. Meanwhile, an example
will be worked out to illustrate the main results.
2. The main results
For convenience, let us first list some conditions.
(H1) For any i ∈ M, fi : J × (0,+∞)→ (0,+∞).
(H2) For any i ∈ M, fi(t, x) is increasing in x for x ∈ R+.
(H3) For any i ∈ M , there exists a θi ∈ [0, 1), such that
fi(t, kx) ≥ kθi fi(t, x), ∀k ∈ (0, 1), t ∈ J, x ∈ R+.
Corresponding to the switching signal σ(t), we have the following sequence:
{x0; (i0, t0), . . . , (ij, tj), . . . , (ik, tk)|ij ∈ M, j = 0, 1, . . . , k},
which means that the ijth nonlinearity is activated when t ∈ [tj, tj+1) and the ikth nonlinearity is activated when
t ∈ [tk, 1]. Here x0 = 0, t0 = 0.
Define
Fσ (t, x) =

fi0(t, x), t ∈ [0, t1), x ∈ R+;
...
fij(t, x), t ∈ [tj, tj+1), x ∈ R+;
...
fik(t, x), t ∈ [tk, 1], x ∈ R+.
(2.1)
Then conditions (H1)–(H3) imply the following conditions for Fσ (t, x).
(H1′) Fσ (t, x) > 0, ∀t ∈ J, x ∈ (0,+∞).
(H2′) Fσ (t, x) is increasing in x for x ∈ R+.
(H3′) Fσ (t, kx) ≥ kθFσ (t, x), ∀k ∈ (0, 1), t ∈ J, x ∈ R+, where θ = maxi∈M θi.
Now we convert BVP (1.1) into an operator equation similarly to [16].
Define operators K , F and T as follows.
(Kx)(t) =
∫ 1
0
k(t, s)x(s)ds, (2.2)
(Fx)(t) = Fσ (t, x(t)), t ∈ J, ∀x ∈ E, (2.3)
and T = KF , where
k(t, s) = G(t, s)+ t
1− σ1
∫ 1
0
G(τ , s)a(τ )dτ , σ1 =
∫ 1
0
sa(s)ds,
G(t, s) =

t(1− s), 0 ≤ t ≤ s ≤ 1,
s(1− t), 0 ≤ s ≤ t ≤ 1.
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Lemma 2.1 ([16]). For any u ∈ C[0, 1], x ∈ C2[0, 1] is a solution of the following problem:
x′′(t)+ u(t) = 0, 0 ≤ t ≤ 1,
x(0) = 0, x(1) =
∫ 1
0
a(s)x(s)ds,
if and only if x ∈ C[0, 1] is a solution of the integral equation
x(t) =
∫ 1
0
k(t, s)u(s)ds.
Remark 2.1. Lemma 2.1 implies that x(t) is a solution of the BVP (1.1) if and only if x(t) is a solution of the operator equation
x(t) = (Tx)(t).
Next we recall the definition of a θ-concave operator.
Definition 2.1 ([20]). Let P be a normal solid cone in a real Banach space X and P◦ be the interior of P . Suppose that
T : P◦ → P◦ is an operator, and 0 ≤ θ < 1. Then T is called a θ-concave operator if
T (kx) ≥ kθTx, ∀k ∈ (0, 1), x ∈ P◦.
The following lemma is a fixed point theorem for a concave operator on a cone.
Lemma 2.2 ([20]). Assume that P is a normal solid cone in a real Banach space X, 0 ≤ θ < 1, and T : P◦ → P◦ is a θ-concave
increasing operator. Then T has a unique fixed point in P◦.
Lemma 2.3. P◦ = {x ∈ E : x′(0) > 0, x(t) > 0, ∀t ∈ (0, 1]}, where P is defined in (1.2).
Proof. Set Q = {x ∈ E : x′(0) > 0, x(t) > 0, ∀t ∈ (0, 1]}. We divide our proof into two steps.
Firstly, let us show that Q ⊆ P◦.
In fact, for any x ∈ Q , we have x′(0) > 0, x(t) > 0, ∀t ∈ (0, 1]. Thus for a sufficiently small ε > 0, one can choose a
proper δ > 0, such that
x′(t) > δ, ∀t ∈ [0, ε],
x(t) > δ, ∀t ∈ [ε, 1].
Then for any u ∈ E with ‖u− x‖ < δ, we have
u′(t) > x′(t)− δ > 0, ∀t ∈ [0, ε],
u(t) > x(t)− δ > 0, ∀t ∈ [ε, 1].
This together with u(0) = 0 implies that u(t) ≥ 0, t ∈ [0, 1], which means that B(x, δ) = {u ∈ E : ‖u − x‖ < δ} ⊆ P .
Hence, Q ⊆ P◦.
Secondly, we prove P◦ ⊆ Q .
For any x ∈ P◦, it is easy to see that x(t) > 0, ∀t ∈ (0, 1]. Now we show that x′(0) > 0. As a matter of fact, if it is not
true, then x′(0) ≤ 0.
If x′(0) < 0, then conditions x(0) = 0 and x ∈ C1[0, 1] imply that for a sufficiently small ε > 0, x(t) < 0, t ∈ (0, ε).
This is a contradiction with x(t) > 0, ∀t ∈ (0, 1].
If x′(0) = 0, for a sufficiently small ε′ > 0, there exists a δ > 0 such that
B(x, ε′) = {u ∈ E : ‖u− x‖ < ε′} ⊆ P,
and
0 ≤ x(t) < δε
′
2
, t ∈ [0, δ].
Then v(t) = x(t)− ε′2 t ∈ B(x, ε′). Thus
v(δ) = x(δ)− δε
′
2
< 0,
a contradiction with v ∈ P . Thus P◦ ⊆ Q . 
Lemma 2.4. Assume that (H1) and (H3) hold. Then T : P◦ → P◦ is a θ-concave operator.
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Proof. Let us first show that T : P◦ → P◦.
For any x ∈ P◦, we have x(t) > 0, t ∈ (0, 1]. Then (H1) implies
Tx(t) =
∫ 1
0
k(t, s)Fσ (s, x(s))ds
=
∫ 1
0
G(t, s)Fσ (s, x(s))ds+ t
1− σ1
∫ 1
0
∫ 1
0
G(τ , s)a(τ )Fσ (s, x(s))dτds
> 0, ∀t ∈ (0, 1], (2.4)
and
(Tx)′(0) =
∫ 1
0
(1− s)Fσ (s, x(s))ds+ 1
1− σ1
∫ 1
0
∫ 1
0
G(τ , s)a(τ )Fσ (s, x(s))dτds > 0. (2.5)
Hence (2.4) and (2.5) imply Tx ∈ P◦.
Now we prove that T is a θ-concave operator.
As a matter of fact, for any k ∈ (0, 1), x ∈ P◦, from (H3′) we have
T (kx)(t) =
∫ 1
0
k(t, s)Fσ (s, kx(s))ds
≥ kθ
∫ 1
0
k(t, s)Fσ (s, x(s))ds
≥ kθTx(t).
Therefore, T is a θ-concave operator.
To sum up, the proof of this lemma is complete. 
Now we are ready to give our main results.
Theorem 2.1. Suppose that (H1)–(H3) hold. Then for any finite switching signal σ(t) : J → M, BVP (1.1) has a unique positive
solution.
Proof. From the definition of P , we know it is a normal solid cone.
It is easy to see from Lemma 2.4 that for any finite switching signal σ(t) : J → M, T : P◦ → P◦ is a θ-concave operator.
Moreover, (H2′) guarantees that the operator T is an increasing operator.
Consequently, Lemmas 2.1 and 2.2 imply that the conclusion is valid. 
Example 2.1. Consider the following second-order integral boundary value problem:
x′′(t)+ fσ(t)(t, x(t)) = 0, t ∈ J,
x(0) = 0, x(1) =
∫ 1
0
sx(s)ds,
(2.6)
where σ(t) : J → M = {1, 2, 3} is a finite switching signal, and
f1(t, x) = (1+ t)
√
x, f2(t, x) = (2+ sin t) 3
√
x, f3(t, x) =

t2 + 1
2

x
2
3 .
It is easy to see that
 1
0 t
2dt = 13 ∈ (0, 1), and
fi(t, x) > 0, ∀t ∈ J, x ∈ (0, +∞), i = 1, 2, 3,
so (H1) holds.
We have
∂ f1(t, x)
∂x
= 1+ t
2
√
x
> 0, ∀t ∈ J, x ∈ (0, +∞),
∂ f2(t, x)
∂x
= 2+ sin t
3x
2
3
> 0, ∀t ∈ J, x ∈ (0, +∞),
∂ f3(t, x)
∂x
= 2t
2 + 1
3x
1
3
> 0, ∀t ∈ J, x ∈ (0, +∞),
and thus (H2) is satisfied.
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Now we check (H3). In fact,
f1(t, kx) =
√
k(1+ t)√x ≥ k 23 f1(t, x), ∀k ∈ (0, 1), t ∈ J, x ∈ R+,
f2(t, kx) = 3
√
k(2+ sin t) 3√x ≥ k 23 f2(t, x), ∀k ∈ (0, 1), t ∈ J, x ∈ R+,
f3(t, kx) = k 23

t2 + 1
2

x
2
3 = k 23 f3(t, x), ∀k ∈ (0, 1), t ∈ J, x ∈ R+,
and therefore, (H3) holds.
Hence, Theorem 2.1 shows that for any finite switching signal σ(t) : J → M , BVP (2.6) has a unique positive solution.
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