Semantic analysis is important for compilers. In the APTS program transformation system, semantics is specified by rules in the language RSL. The semantic rules are interpreted by APTS to generate the semantic information of the program, which is then used by the rewriting engine for program translation.
Introduction
RSL is the specification language of the APTS system, an experimental program transformation system on which Robert Paige and the author have been working for several years. Recently, a SETL-to-C translator, written in RSL, has been built in the APTS environment with some success [4] . SETL is a very-high-level language and is convenient to use, but usually much slower than C. With the SETL-to-C translator, we combine the convenience of SETL with the efficiency of C. Each left-term has the form R (p 1,...,pk), where R is either a system defined predicate or a user declared relation, p 1,...,pk are parameters, and k is the arity of R. A left-term can be evaluated only when each of the free variables contained in the parameter list is bound to some constant. In case R is a user declared relation, the left-term 
External relations
In a transcript T, relations declared in the rel declaration are called the local relations of T, or the relations defined in T. One transcript can make reference to relations defined in other transcripts by declaring them to be external. For example, the transcript in Example 1 can be broken into three transcripts using the external declaration, as shown in Fig. 2 .
Relations used in a transcript must be declared as either local or external. A transcript can only modify its local relations.
Each transcript can be parsed separately. Parsed transcripts can be unloaded to a file and loaded back to the system later. When a transcript is executed, the system will first compute its external relations recursively before all the local relations are computed.
Let R 1 and R 2 be two relations declared in a transcript T, and let r be a rule in T.
is a left-term of r, and R 2 (...) is a right-term of r, then we say R 2 depends on R 1 . We define the dependency graph of a set of transcripts V to be G = (V, E), where E = { [x, y]: x, y ∈ V, an external relation of transcript x is defined in the transcript y}. The current implementation requires that G be acyclic. This means that if two relations recursively depend on each other, then they must be defined in the same transcript. 
Tree patterns
To specify semantic properties of a language, we need some way to make reference to syntactic objects. In principle, a parse tree is just a set of relations, and so syntactic objects can be referred to using relational terms. But this approach is both inconvenient to use and inefficient to implement. In RSL, the syntactic objects are referred to as tree patterns and accessed through the built-in predicate match. For example, we can use match (%expr,.x +.y %) to find a node in the parse tree that represents an expression with an operator "+". We use a pair of "%" to delimit the tree pattern and use a "|" to connect the match-term with the rest of the left-hand-side.
Example 2 is a small portion of the transcript type for type analysis, which shows the usage of tree patterns and the match predicate. In this example, the relation type is declared to be a binary relation between trees and strings. A tree is just a subtree of the parse tree.
The first rule says that if .x is any expression in the parse tree, and its lexical type is int, then the type of .x is int. Here, eq is a system predicate that tests the equality of its two arguments, and lextyp is a system function that returns the lexical type of its argument. The information about lexical type is computed by the lexical scanner and stored with the parse tree. The other rules are self-explanatory.
The lines introduced by the "--" signs are comments and are ignored by the system.
When applied to the parse tree x +y +1, the transcript will yield the following information:
Type declaration
We require that the types of the parameters of each user defined relations be declared. Right now, the system only supports a limited number of types. Some most frequently used types are:
string, list, tree and node. We have seen the types string and tree in the previous examples. The type node is also used to represent subtrees in the parse tree. A node represents an occurrence, but a tree represents a common subtree. In other words, different occurrences of the same subtree are represented as different nodes, but the same tree. Internally, trees are represented as value numbers, but nodes are represented as pointers to the root of the subtree. 
Type conversion
The system supports limited run-time conversion between types. Consider the following example: In the first rule, the pattern .x +.y is first instantiated with a node and then converted into a tree when stored into tree_rel. In the second rule, the conversion goes the other way around. In general, tree-to-node conversion is not unique and should be used with caution. In the third rule, a tree is converted to a string by unparsing. But string to tree conversion, as used in the fourth rule, is not allowed. There is no conversion in the last rule.
--9 -Let r be a rule. Let binding_var (r) be the set of variables that have binding occurrences in r. Let all_var (r) be the set of all variables in r. Obviously, if binding_var (r) = all_var (r), then r is safe. Rules satisfying such condition are acceptable. Our system only accepts acceptable rules.
For example, the following rule is acceptable
where living_being is a user defined relation.
Termination
It is easy to write a transcript that does not stop even if all the rules are acceptable: The system is not responsible for the termination.
Fixed point
Even if a transcript terminates, its result may not be unique: In the knowledge-base system theory, it has been proved that the relations defined by a system of DATALOG rules has a least fixed point if the rules are stratified [13] . It is not difficult to see that a system of DATA-LOG rules is stratified only if it can be organized into a set of positive RSL transcripts whose dependency graph is acyclic.
Expressive Power
In 
Implementation
The main difficulty in the implementation of rule based systems is the tremendous search we say that the instance I is ready and the binding B is complete. For correctness, we want pool to be large enough to contain all the active instances ( recall that these are ready instances whose left-hand-sides evaluate to true ). For the efficiency, however, we want pool to be as small as possible.
Pool is initialized as follows. First, the rules with a leading match predicate are considered.
A tree pattern matching [3] is done in linear time to determine the subset of the patterns occurring in the match predicates that match some of the subtrees of the parse tree. For each rule with a matched pattern, one instance is created for each matching. No instance is created for those rules with unsatisfied match predicates. The rules with no match predicates are added to pool with an empty binding set.
If there is any external relation, then they are used to initialize pool also. Let R be an external relation, and t be a tuple in R. Let I = (r, B) be an instance in pool. Indices are created to speed up the search of lines 1, 2, and 3. Since the indexing method for ready instances is different than that for the non-ready instances, we store the two kinds of 
INDX_ 2 = { [t, I]: t ∈ T, I ∈ P, t is a positive relational left_term of I }
Now suppose a new tuple t is added to the relation R whose arity is k. To find the set of instances in P that can be further instantiated with t, we first use INDX_ 1 to find the R-term in T whose arguments may match t:
where then the number instances generated from r 1 and r 2 will be
good splitting is actually a problem of join optimization [13] , and has been studied extensively in the relational database theory.
Performance
We did several experiments on the inference engine to see the effectiveness of our implementation strategy. In these experiments, we applied two typical transcripts, one for control flow analysis, the other for live code analysis, to different groups of SETL programs to see how the running time depended on the size of the output relations. Fig. 3 shows the result of applying the transcript for control flow analysis to ten real SETL programs. In control flow analysis, the output is linear to the size of the input program. In live code analysis, the output is quadratic. In both cases, the experiments show that the running time is linear to the size of the output, which is the best we can expect.
Comparison with other rule based systems
There are many other implementations of rule based systems. Among those best known are RETE algorithm [6] [7] [8] 12] and TREAT algorithm [9] [10] [11] . The semi-naive algorithm [13] , according to [10] , is a special case of TREAT.
In RETE, the left-hand-sides of rules are compiled into a data flow network, as illustrated in A close look at our implementation and RETE algorithm reveals that the set of instances in our algorithm corresponds to the union of all the tuples in all the α memories and β memories.
Thus the space usage of our implementation is comparable to that of RETE.
The TREAT algorithm saves space by omitting all the β memories. Portions of the β memory elements are computed when needed. Some version of TREAT uses index to speed up Another advantage of our system is that we separate tree patterns and relational patterns.
This allows us not only to write semantic rules more concisely and intuitively, but also to implement the language more efficiently using the linear-time bottom-up multi-pattern tree matching algorithm [3] .
Comparison with attribute grammars
Like RSL, the attribute grammar [1] is also a formal tool of specifying program semantics.
In an attribute grammar, semantics are specified as attributes of syntactic objects. While RSL associates semantic rules with tree patterns, the attribute grammar associates semantic rules with grammar productions. Therefore the attribute grammar is more grammar dependent than RSL.
In the attribute grammar, semantic information is strictly propagated along the parse trees.
Considering the efficiency of implementation, most systems using attribute grammars restrict the order in which the attributes can be evaluated. For example, in order to evaluate the attributes in one pass through the parse tree, a compiler system usually requires that the computation of an attribute at one node of the parse tree should not use information from its right siblings and the --19 -right siblings of its ancestors. With this restriction, it is very difficult to specify the semantic rules in our Example 2 using the attribute grammar. In RSL, however, the parse tree is traversed once only to get the variable bindings, and then the semantic information is computed as database relations. The user do not have to worry about the evaluation order.
Appendix I: Simulation of the Language L L
We show how to use a RSL transcript to simulate a program written in the language L described in [5] , which can express all the partially computable functions.
Language L has three kinds of statements: v := v +1, v := v −1, and if v ≠ 0 goto A. 
end;
The transcript body contains the following. 
