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Introduction générale
Un thème soulevé par l’étude des systèmes dynamiques est leurs comporte-
ments au cours du temps. On distingue dans ce cadre deux types de systèmes :
ceux dont l’évolution est continue et décrite par des équations diﬀérentielles,
et les systèmes à événements discrets. Ces derniers sont des systèmes conçus
par l’homme, obéissant à des règles opérationnelles sous forme d’algorithmes, et
dont l’état évolue à des instants discrets, en réponse à des événements ponctuels
(typiquement l’arrivée d’un client, d’un signal ou l’achèvement d’une tâche).
Les systèmes de production forment une classe importante de systèmes à évé-
nements discrets. Ils présentent de nombreux phénomènes de synchronisation,
de concurrence et de délai. Les déﬁs actuels liés à une demande d’innovation per-
manente et à des critères environnementaux de plus en plus rigoureux poussent
à un besoin grandissant de maîtrise de ces systèmes. Il est possible d’en réaliser
une étude analytique, en basant les représentations d’état sur un ensemble de
relations entre des données prises à des points de contrôles, où des capteurs
détectent le passage de produits 4, aﬁn de compter ces passages ou leur donner
une date. Il arrive que certains processus nécessitent la présence (synchronisée)
de plusieurs produits. La mise en équations de ces processus fait intervenir na-
turellement les opérations de minimum et de maximum ; par exemple la date
de début d’une réunion est le maximum des dates d’arrivée des participants.
De la même façon, dans un problème d’assemblage, le nombre de produits ﬁnis
qu’il est possible de réaliser est le minimum des nombres de pièces de chaque
type disponibles. L’observation fondamentale est qu’il existe des structures al-
gébriques où ces phénomènes de rendez-vous sont à la base des calculs, ce qui
présente l’intérêt de rendre linéaires les équations dynamiques de comportement
des processus. Ces structures sont des dioïdes, sur lesquels nous allons baser les
contributions de cette thèse.
La théorie des dioïdes a fait l’objet d’un certain nombre de contributions
depuis les années 50 [Shi54, CG60] et ses premières ébauches de formalisa-
tion datent de la ﬁn des années 70 [GM77, GM78, CG79]. Depuis l’introduc-
tion de cette théorie, de nombreux eﬀorts ont été entrepris aﬁn de transpo-
ser ou d’adapter dans cette structure les concepts et résultats de la théorie
des systèmes linéaires 5. Sans être exhaustif, il est possible de citer certains
résultats existants : les problèmes de représentations d’état ont été abordés,
ainsi que le concept de transfert, introduit par l’intermédiaire de transformées
comparables à la transformée en z de la théorie des systèmes en temps dis-
4. nous allons par la suite utiliser le terme générique « produit », qu’il s’agisse d’une pièce
élémentaire, d’un produit fini ou semi-fini, d’un composant, d’un composé ou de matière
première
5. voir à ce propos la section B.1 en annexe
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cret [CMQV84]. Des méthodes d’analyse spectrale ont également été dévelop-
pées. Ces méthodes fournissent des éléments d’évaluation de performance du
système à événements discret modélisé [GM77]. Certains problèmes de com-
mande ont pu être résolus pour ces systèmes. On peut par exemple mentionner
la commande en juste-à-temps [CHBF99], ainsi que la commande avec modèle
de référence [CHBF01, AMHSMC03]. Plus récemment, nous pouvons citer la
déﬁnition du dioïde d’intervalles, qui permet d’intégrer la notion d’incertitude
de valeurs, c’est-à-dire des approximations (garanties), et sur lequel nos contri-
butions sont essentiellement basées [LS01, LHCJ04].
Le travail présenté dans cette thèse se situe dans la continuité de ces travaux.
Il est à constater que certains systèmes de production ne sont pas aisément ana-
lysables par cette théorie. En particulier, les systèmes comportant des conﬂits
nécessitent de prendre des décisions, de manière statique ou dynamique.
La contribution de cette thèse est de proposer une modélisation approchée
de ces systèmes en les considérant dans des intervalles dont les bornes déﬁnissent
des modèles établis sur un dioïde approprié. Cette approche est basée sur des
dioïdes d’intervalles dont les bornes décrivent les comportements extrémaux
des parties ou sections du système contenant un conﬂit, l’un plus rapide et
l’autre plus lent. Moyennant l’utilisation de règles d’aﬀectation des ressources
partagées et de politiques de routage appropriées, nous verrons qu’il est possible
de modéliser formellement ces sections, à une approximation près. Ceci permet
l’encadrement du comportement entrée-sortie d’un système global comportant
plusieurs sous-systèmes en conﬂit, contenant tous les comportements possibles
du système étudié (en termes de nombre de palettes évoluant dans le système, de
délais et de cadences) quand la politique de gestion des conﬂits est périodique.
On peut donc proposer, grâce à cette technique, un modèle approché de ces
systèmes complexes sur un dioïde d’intervalles et avoir le bénéﬁce d’utiliser
les contributions théoriques des structures algébriques de dioïde, en vue, entre
autres, d’aborder des problèmes comme la synthèse de lois de commande.
Cette thèse est structurée en quatre chapitres et deux annexes comme suit :
– Dans un premier chapitre, nous ferons les rappels nécessaires qui concernent
les propriétés des demi-anneaux idempotents, ou dioïdes. Il s’agira donc
tout d’abord de présenter la théorie des treillis, aboutissant à la notion
de structure ordonnée, sur laquelle sont basés les dioïdes. Nous mention-
nons également les méthodes pour résoudre des équations à valeurs dans
un dioïde, qui nous permettront d’obtenir des modèles de systèmes sous
forme canonique. La dernière partie de ce chapitre est dédiée aux diﬀé-
rentes extensions possibles à un dioïde dit « de scalaires », à savoir le dioïde
de séries formelles et le dioïde d’intervalles. Tous ces résultats théoriques
fourniront des outils importants pour le reste de cette thèse.
– L’objectif du chapitre 2 est de présenter la modélisation graphique et ana-
lytique de systèmes à événements discrets et, plus précisément, de systèmes
de production. La dynamique de ces systèmes est capturée par le décompte
ou la datation d’événements ayant lieu dans le système. Sous forme de ré-
seau de Petri, cette considération consiste en des applications compteur
ou dateur liées aux diﬀérentes transitions de ce graphe et qui permettront
de déﬁnir les états du système modélisé. Nous insistons particulièrement
sur le formalisme des graphes d’événements temporisés, qui est le seul à
fournir un cadre déterministe pour une représentation analytique linéaire
d’un système dans un dioïde. Les graphes d’événements temporisés avec
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incertitudes temporelles sont des cas particuliers intéressants où les tem-
porisations sont encadrées dans des intervalles, ce qui permet d’intégrer
la notion d’incertitude de comportement, notamment à cause d’un conﬂit
structurel. Une contribution apportée par cette thèse est la formalisation
de la sémantique de ce cas particulier de réseaux de Petri. Nous verrons
aussi, à la ﬁn de ce chapitre d’état de l’art, par quels moyens peuvent être
composés des systèmes, aﬁn d’en former un plus complexe.
– Le chapitre 3 a pour but l’élaboration d’un modèle analytique pour des
systèmes présentant un routage périodique. Nous contournerons ce pro-
blème en proposant un encadrement du comportement de tels systèmes.
Ceci consiste donc en un modèle approché, par l’utilisation d’un dioïde
d’intervalles. La borne inférieure de ces intervalles, qui est indépendante
des politiques de routages utilisées, sera caractérisée, à l’aide d’un opé-
rateur peu habituel : le produit de Hadamard. Contrairement au produit
(de Cauchy) dont est muni un dioïde et qui consiste en une convolution
de fonctions, le produit de Hadamard eﬀectue le produit terme à terme de
ces fonctions. Par la suite, l’étude de l’inﬂuence des politiques de routage
utilisées nous permettra de caractériser un majorant du comportement de
ces systèmes. Nous verrons subséquemment qu’il est possible dans certains
cas de déﬁnir un routage optimal, permettant de réduire au maximum la
taille de l’intervalle de modélisation, et par la même occasion de garantir
la cadence du système de production global. Pour ﬁnir, cette contribution
sera éprouvée sur un cas d’application.
– La quatrième chapitre proposera quant à lui un modèle analytique pour
les systèmes présentant des partages de ressources. Nous présenterons une
politique d’aﬀectation « pseudo-périodique » des ressources, car elle est
un compromis entre une aﬀectation périodique des ressources aux pro-
cessus concurrents et une gestion de type « premier produit arrivé, pre-
mier servi » (quelle que soit sa gamme). Pour cette politique bien précise,
nous montrerons qu’un problème de ressource partagée entre deux sous-
systèmes parallèles peut être transformé en un problème comportant des
délais incertains et des GET désynchronisés, au prix d’incertitudes tem-
porelles quant à l’accès à la ressource et sur sa durée d’indisponibilité.
Nous aborderons 3 cas d’étude, de complexité croissante : tout d’abord, le
cas du partage d’une ressource unique entre deux postes de travail, puis
le cas du partage de plusieurs ressources et enﬁn le cas de sous-systèmes
complexes entiers partageant un certain nombre de ressources. Ce dernier
cas, plus complexe, nécessite de faire un rappel concernant le théorie du
« second ordre », permettant de réaliser des opérations entre fonctions, et
non entre scalaires. Pour ﬁnir, nous étudierons deux cas d’application de
notre approche. Le premier consistera en une convergence de convoyeurs
où les palettes ne doivent pas se chevaucher, et le second en des bassins
regroupés en ateliers et réalisant des traitements chimiques par immersion
des produits.
– Une première annexe aura pour intérêt de présenter certains aspects de
la théorie des systèmes linéaires qui ne méritaient pas d’être présentés
de manière détaillée dans le chapitre 2. Nous exposerons en premier lieu
les hypothèses sur lesquelles nous nous sommes basées pour formuler une
modélisation des systèmes que nous étudions. Par la suite, nous consa-
crons une section à l’application de la théorie des signaux aux structures
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algébriques de dioïdes. Pour ﬁnir, nous verrons que l’analyse spectrale de
matrices à coeﬃcients dans un dioïde permet, entre autres, de déterminer
la cadence de production des systèmes représentés par ces matrices.
– Une seconde annexe présentera certains aspects bibliographiques ayant
retenu notre attention. Nous présenterons en particulier par quelle suite
de contributions théoriques nous en sommes arrivés à la théorie actuelle
des dioïdes. Un état de l’art sur les diﬀérents algorithmes permettant de
calculer la valeur propre d’une matrice à coeﬃcients dans un dioïde a aussi
été intégré à cette annexe.
Une conclusion, située entre ces chapitres et ces annexes, nous permettra de
revenir sur le travail réalisé et d’ouvrir la voie sur de nouvelles perspectives de
recherche.
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Chapitre 1
Préliminaires algébriques
Les systèmes linéaires sont connus pour leur relative simplicité, par opposi-
tion aux systèmes dits non linéaires. Les résolutions de problèmes linéaires sont
généralement plus simples et plus rapides, car bénéﬁciant des outils de l’algèbre
linéaire. Les systèmes dynamiques à événements discrets que nous étudions pré-
sentent des synchronisations, qui sont par nature des opérations non linéaires,
au moins au sens des représentations habituelles. Cependant, en utilisant une
autre structure algébrique, les dioïdes, ces systèmes acquièrent une représenta-
tion linéaire. Nous présentons dans ce chapitre les fondements théoriques liés
aux dioïdes. L’application de cette théorie aux systèmes non linéaires que nous
étudions fera l’objet du deuxième chapitre de cette thèse.
Les dioïdes sont des structures algébriques diﬀérentes des corps ; ils pos-
sèdent des propriétés algébriques plus faibles, en particulier les opérations ne
sont pas inversibles, mais ils oﬀrent néanmoins un pouvoir de modélisation sus-
ceptible d’être très utile. Ce premier chapitre a pour but de proposer au lecteur
néophyte tous les éléments nécessaires à la bonne compréhension des approches
et contributions de la théorie des dioïdes, que nous utilisons dans les chapitres
suivants. Il ne s’agit pas cependant d’un rappel exhaustif sur cette théorie. Pour
cela, nous proposons la lecture d’ouvrages tels que [GM79, BCOQ92, MS92], et
des références qui y sont citées.
La première section de ce chapitre passe en revue les diﬀérentes théories
sur lesquelles nous nous reposons dans le cadre de cette thèse. Les dioïdes, qui
sont par déﬁnition des demi-anneaux idempotents, ont la particularité d’être
ordonnés et peuvent de ce fait être vus comme des treillis. C’est pourquoi nous
eﬀectuons en premier lieu un rappel sur les ensembles ordonnés et la théorie des
treillis, dont un ouvrage introductif de référence est [Bir40]. Puis nous indiquons
dans quelle mesure les propriétés des treillis s’appliquent aux dioïdes. Il est à
noter que certains dioïdes ont la particularité de pouvoir représenter les mêmes
classes de systèmes, mais d’une manière diﬀérente.
La section suivante présente les techniques propres aux dioïdes permettant
de résoudre des équations et caractériser les systèmes que nous étudions. Les
équations que nous cherchons à résoudre sont de deux types. Le premier concerne
les équations au point ﬁxe, dont les solutions sont basées sur la notion de séries
inﬁnies, reposant sur l’utilisation de l’étoile de Kleene [Kle56], très étudiée dans
la théorie des langages réguliers. Le deuxième type permet de savoir pour quelles
valeurs en entrée un système possède une sortie donnée (ce qui servira pour la
Page 16
maîtrise des systèmes, aﬁn de les amener à poursuivre une trajectoire désirée).
Ce type d’équations est classiquement résolu en utilisant des inverses, or cette
approche n’est pas permise dans un dioïde, où les éléments ne possèdent à priori
pas d’inverse. Nous aborderons donc la théorie de la résiduation, déﬁnie pour des
applications croissantes (ou isotones) et qui permet de trouver les plus grandes
sous-solutions ou les plus petites sur-solutions à ce type d’équations [BJ72].
Enﬁn, nous décrivons dans la section 1.3 deux manières plus élaborées de
considérer les systèmes dans un dioïde. La première correspond à la notion de
transformée, que l’on retrouve typiquement en automatique classique. Elle per-
met entre autre de changer le domaine de variation des inconnues, aﬁn d’obtenir
des systèmes plus facilement abordables [Gau92]. La deuxième concerne l’appli-
cation de l’analyse par intervalles aux structures algébriques de dioïdes. L’ana-
lyse par intervalles a été développée par des mathématiciens depuis les années 50
et 60 (voir par exemple [Moo66]) comme une approche pour encadrer les erreurs
dans les calculateurs mathématiques, dans le but d’obtenir des résultats ﬁables.
Notre intérêt pour cette approche réside dans le fait qu’elle permet la manipu-
lation d’approximations dans les dioïdes, aﬁn de modéliser des incertitudes liées
au caractère complexe des systèmes que l’on étudie [LS01, LHCJ04].
1.1 Outils algébriques
Nous présentons dans cette section les liens qui existent entre les treillis et
les dioïdes, suite à un rappel concernant chacune de ces deux structures.
1.1.1 Structures ordonnées et treillis
Cette partie présente les points essentiels concernant les structures ordon-
nées, dont les treillis sont un cas particulier très important. Pour de plus amples
informations au sujet de la théorie des treillis, nous recommandons la lecture
de [Bir40], ouvrage toujours de référence. D’autres rappels à propos de cette
théorie sont également proposés dans [BJ72] et [BCOQ92].
Structures ordonnées
Prenons deux exemples. On peut déﬁnir sur l’ensemble des entiers naturels
les deux relations binaires suivantes :
a ≤ b : la relation d’ordre habituelle.
adiv b : a divise b (ou b est un multiple de a).
Ces deux relations possèdent des propriétés communes. Elles sont à la fois :
– Réﬂexives : ∀a ∈ N, a ≤ a et adiv a.
– Antisymétriques :
a ≤ b et b ≤ a ⇒ a = b
adiv b et bdiv a ⇒ a = b ,∀a, b ∈ N.
– Transitives :
a ≤ b et b ≤ c ⇒ a ≤ c
adiv b et bdiv c ⇒ adiv c ,∀a, b, c ∈ N.
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On dit alors que ce sont des relations d’ordre.
Définition 1 (Ensemble ordonné). Un ensemble ordonné est un ensemble E
muni d’une relation d’ordre. On notera cette relation , et un ensemble ordonné
sera noté (E ,).
Définition 2 (Ordre total). Un ensemble E est dit totalement ordonné si deux
éléments quelconques de cet ensemble sont toujours comparables. C’est-à-dire si
∀e1, e2 ∈ E, on a e1  e2 ou e2  e1.
Notation 1 (Ordre strict). Une relation d’ordre strict sera notée ≺. Ainsi, si
e1 ≺ e2 alors e1  e2 et e1 6= e2.
Notation 2. Pour ôter toute ambiguïté, on pourra préciser que la relation 
porte sur les éléments de E par la notation E .
Définition 3 (Ordre restreint). Tout sous-ensemble S d’un ensemble ordonné
(E ,) peut également être ordonné par la restriction de l’ordre de E aux éléments
de S, notée S . Cet ordre restreint est simplement défini par :
∀s1, s2 ∈ S ⊂ E , s1 S s2 ⇐⇒ s1  s2.
Un ensemble ordonné ﬁni (E ,) peut être représenté par un graphe appelé
diagramme de Hasse, d’après le nom du mathématicien Allemand du 20e siècle
Helmut Hasse, réputé pour ses nombreuses contributions à la théorie des treillis.
Cette représentation est utilisée pour faciliter la compréhension des relations
entre les éléments de cet ensemble ordonné. Chaque élément de E est représenté
par un sommet et deux sommets sont reliés par un arc si les éléments représentés
par ces sommets sont comparables. Par convention, l’ordre est croissant du bas
vers le haut du diagramme, il n’y a donc pas besoin d’orienter les arcs avec
des ﬂèches. Par ailleurs, pour ne pas surcharger le diagramme, on ne représente
pas toute la relation d’ordre, mais seulement sa réduction réﬂexive transitive (on
omet donc les boucles et les relations entre deux éléments donnés si un troisième
élément se situe « entre eux »).
La ﬁgure 1.1 décrit le cas d’un ensemble ordonné ({a, b, c, d},) avec a et b
incomparables et les relations a  c, b  c et c  d. L’ensemble {a, b, c, d} est
partiellement ordonné (car a et b sont incomparables). Par ailleurs, a  d et
b  d, par transitivité de l’ordre . Pour ﬁnir, le sous-ensemble {a, c} est un
ensemble ordonné par la restriction de  à ce sous-ensemble.
d
c
a b

Fig. 1.1 – Diagramme de Hasse de l’ensemble ordonné ({a, b, c, d},)
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Exemple 1.
– (N,≤), (Z,≤), (Q,≤) et (R,≤), où ≤ est l’ordre naturel, sont totalement
ordonnés.
– Soit (E ,) un ensemble ordonné. L’ensemble des vecteurs
(
e1
e2
)
de E2 est
ordonné par la relation suivante, pour tous α, β, a, b ∈ E :(
α
β
)

(
a
b
)
⇐⇒ (α  a et β  b).
Même si  est total sur E, l’ordre qu’il induit sur E2 n’est que partiel.
Définition 4 (Minorant, majorant). Soit un ensemble ordonné (E ,) et S un
sous-ensemble non vide de E. On appelle minorant de S tout élément e de E tel
que ∀s ∈ S, e  s. De même, un élément e′ de E est appelé majorant de S si et
seulement si ∀s ∈ S, s  e′.
Définition 5 (Bornes d’un ensemble). Un sous-ensemble S ⊂ E est dit borné s’il
admet à la fois un majorant et un minorant. Lorsque l’ensemble des majorants
de S a un plus petit élément, il est appelé borne supérieure de S et il est noté
sup(S) ou ∨S. De même lorsque l’ensemble des minorants de S a un plus grand
élément, ce dernier est appelé borne inférieure de S et il est noté inf(S) ou ∧S.
Lorsque ces bornes sont définies, tout majorant de S est plus grand que ou égal
à sup(S) et tout minorant de S est plus petit que ou égal à inf(S).
Exemple 2. Soit l’ensemble E = {a, c, d, e, f, h, i, j} partiellement ordonné
pour l’ordre  décrit par le diagramme de la figure 1.2. Soit le sous-ensemble
S = {d, e, f, h}. L’ensemble des majorants Emaj = {a, d} et l’ensemble des mi-
norants Emin = {h, i, j} de S sont représentés. Remarquons que sup(S) = d et
inf(S) = h. On constate qu’un minorant (ou un majorant) de S n’appartient
pas forcément à S.
Demi-treillis et treillis
Définition 6 (Inf- et sup-demis-treillis). Un sup-demi-treillis est un ensemble
ordonné dans lequel tout couple d’éléments (e1, e2) admet une borne supérieure
(le plus petit majorant) notée sup(e1, e2) ou e1 ∨ e2. De même, un inf-demi-
treillis est un ensemble ordonné dans lequel tout couple d’éléments (e1, e2) admet
une borne inférieure (le plus grand minorant) notée inf(e1, e2) ou e1 ∧ e2.
Remarque 1 (Principe de dualité). Notons  l’inverse de la relation d’ordre
. Si (E ,) est un sup-demi-treillis, alors (E ,) est un inf-demi-treillis et vice-
versa. Par conséquent, une relation impliquant , ∨ et ∧ reste vraie en rempla-
çant  par  et en permutant ∨ et ∧. Il s’agit du principe de dualité.
Définition 7 (Treillis). Un treillis est un ensemble ordonné qui est à la fois
un sup-demi-treillis et un inf-demi-treillis. Autrement dit, un treillis est un en-
semble ordonné dans lequel tout couple d’éléments admet à la fois un plus petit
majorant et un plus grand minorant.
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h
i j
e f
c d
a
S
Emaj
Emin
Fig. 1.2 – Représentation de l’ensemble des majorants et minorants du sous-
ensemble S ⊂ E
Exemple 3. (N\{0},div), où \ est la soustraction ensembliste et adiv b équi-
vaut à la relation « a divise b » déjà présentée, est un treillis. Les lois de treillis
de cet ensemble ordonné sont a∨ b et a∧ b, respectivement le plus petit multiple
commun et le plus grand diviseur commun de a et de b.
Définition 8 (Complétude). Un sup-demi-treillis (respectivement un inf-demi-
treillis) T est dit sup-complet (resp. inf-complet) si tout sous-ensemble, fini ou
infini, de T admet un plus petit majorant (resp. un plus grand minorant) dans
T . Un treillis est dit complet s’il est à la fois inf-complet et sup-complet.
Remarque 2. Pour un sup-demi-treillis sup-complet noté (T ,∨), la borne su-
périeure de tout sous-ensemble de T est définie, y compris pour T . Un sup-
demi-treillis sup-complet (T ,∨) a donc nécessairement un plus grand élément
noté ⊤T =
∨
t∈T t. Pour la même raison, un inf-demi-treillis inf-complet (T ,∧)
a toujours un plus petit élément noté εT =
∧
t∈T t.
Exemple 4.
– En ajoutant l’élément +∞ à Z, l’ensemble (Z ∪ {+∞},≤) est totalement
ordonné sup-complet.
– En revanche, (Q∪{+∞},≤) est un ensemble totalement ordonné qui n’est
ni sup-complet, ni inf-complet. Par exemple, le sous-ensemble {q ∈ Q | x ≤√
2} de Q n’a pas de plus petit majorant dans Q.
Théorème 1. Un sup-demi-treillis complet (T ,) est un treillis complet si, et
seulement si, il a un plus petit élément εT .
Démonstration :
(⇒) Si T est un treillis complet alors il admet un plus petit élément εT (cf.
déﬁnition 8 et remarque 2).
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(⇐) Supposons que (T ,) est un sup-demi-treillis complet et possède un plus
petit élément εT . Soient A et B deux ensembles d’indices (c’est-à-dire des
sous-ensembles ﬁnis de N) et S = {sα}α∈A un sous-ensemble non vide de
T et M = {mβ}β∈B l’ensemble des minorants de S. L’ensemble M est
non vide puisque εT ∈ M. Posons m =
∨
β∈Bmβ ; l’élément m est déﬁni
dans T puisque T est complet.
Par déﬁnition de l’ensemble M,
∀sα ∈ S,∀mβ ∈M,mβ  sα,
ou encore
∀sα ∈ S,m  sα.
Donc m est minorant de S et par conséquent, le plus grand des mino-
rants de S. Tout sous-ensemble non vide de T admettant un plus grand
minorant, T est donc un inf-demi-treillis complet et également un treillis
complet.

Remarque 3. En conséquence du principe de dualité présenté dans la re-
marque 1, on peut énoncer le théorème suivant : un inf-demi-treillis complet
est un treillis complet si, et seulement si, il a un plus grand élément ⊤T .
1.1.2 Éléments de la théorie des dioïdes
Le concept de dioïde, ou demi-anneau idempotent, a été formalisé dans les
années 70 et a depuis suscité des études et des applications de plus en plus
poussées 1. Ces structures algébriques présentent la particularité de permettre
la représentation linéaire de phénomènes de rendez-vous. Les systèmes que nous
étudions présentant de nombreuses synchronisations, nous avons choisi d’utiliser
ce formalisme. Dans cette section, nous allons présenter les éléments de la théorie
des dioïdes dont nous nous servirons dans la suite de cette thèse. Pour des
présentations plus détaillées sur cette théorie, nous recommandons la lecture
d’ouvrages de référence tels que [CG79], [BCOQ92], [MS92], [Gun98] ou [GM02].
Définition 9 (Monoïde). Un monoïde (M, ∗) est une structure algébrique basée
sur un ensemble d’éléments M et munie d’une loi de composition interne ∗
portant sur ses éléments, telle que :
– M est fermé par rapport à ∗ : [a, b ∈M et a ∗ b = c]⇒ c ∈M.
– La loi ∗ est associative : ∀a, b, c ∈M, (a ∗ b) ∗ c = a ∗ (b ∗ c).
– M possède un élément neutre : ∃ε tel que ∀a ∈M, ε ∗ a = a ∗ ε = a.
On fera parfois abusivement référence à un monoïde par son seul ensemble
de valeurs.
Définition 10 (Monoïde commutatif). Un monoïde commutatif (M, ∗) est un
monoïde tel que la loi ∗ est commutative. En somme, ∀a, b ∈M, a ∗ b = b ∗ a.
Définition 11 (Monoïde idempotent). Un monoïde commutatif (M, ∗) est dit
idempotent si la loi ∗ est idempotente, c’est-à-dire si elle vérifie :
∀a ∈M, a ∗ a = a.
1. voir l’historique des dioïdes proposé dans l’annexe B.1
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Définition 12 (Demi-anneau). Un demi-anneau (S,⊕,⊗) est une structure
algébrique basée sur un ensemble S muni de deux lois de composition internes
notées ⊕ (la somme) et ⊗ (le produit) 2 telles que :
– (S,⊕) est un monoïde commutatif dont l’élément neutre est ε.
– (S,⊗) est un monoïde ayant pour élément neutre e.
– ε est absorbant pour le produit, c’est-à-dire :
∀a ∈ D, ε⊗ a = a⊗ ε = ε.
– Le produit est distributif sur la somme à gauche et à droite :
∀a, b, c ∈ D, a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c) et (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c).
Définition 13 (Dioïde). Un dioïde (D,⊕,⊗) est un demi-anneau pour lequel le
monoïde (D,⊕) est également idempotent. On se permettra donc d’utiliser aussi
l’appellation « demi-anneau idempotent », pour parler d’une structure algébrique
de type dioïde.
Remarque 4. À l’instar des simplifications d’écritures habituelles, le symbole
⊗ pourra être omis quand aucune confusion ne sera possible avec la multiplica-
tion traditionnelle. Par ailleurs, la référence à un dioïde pourra elle aussi être
restreinte à son seul ensemble de valeurs pour plus de lisibilité.
Définition 14 (Sous-dioïde). Soit (D,⊕,⊗) un dioïde et C ⊂ D. (C,⊕,⊗) est
dit sous-dioïde de D si ε, e ∈ C et si C est fermé pour les lois ⊕ et ⊗.
Exemple 5. (Z,max,+) est un sous-dioïde de (R,max,+).
Définition 15 (Commutativité). Un dioïde D est dit commutatif si son produit
est commutatif aussi, pour tous les éléments de D.
Même si nous ne traitons pas concrètement les structures algébriques d’an-
neaux, nous y feront quelques références le long de cette thèse. C’est pourquoi
nous présentons aussi la déﬁnition suivante.
Définition 16 (Anneau). On appelle groupe commutatif un monoïde (M, ∗)
dans lequel tout élément a un inverse et tel que la loi ∗ est commutative.
Un anneau (A,⊕,⊗) est un demi-anneau pour lequel le monoïde (A,⊕) est
un groupe commutatif.
Des dioïdes peuvent aussi être formés à partir d’ensembles d’éléments plus
complexes que les ensembles de scalaires. Il est en particulier possible de traiter
des cas matriciels.
Exemple 6 (Dioïde matriciel). Si (D,⊕,⊗) est un dioïde, alors l’ensemble
Dn×n des matrices à n lignes et n colonnes à coefficients dans D permet aussi
de former un dioïde, dont la somme ⊕′ et le produit ⊗′ sont définis par :
(A⊕′ B)ij , Aij ⊕Bij
(A⊗′ B)ij ,
n⊕
k=1
Aik ⊗Bkj
,∀i, j ∈ [1, n],∀A,B ∈ Dn×n.
L’élément neutre de la loi ⊕′ est la matrice composée exclusivement de ε,
et est également notée ε. L’élément neutre de la loi ⊗′ est la matrice identité,
composée de e sur la diagonale principale et de ε partout ailleurs.
2. les termes addition et multiplication seront réservés aux opérations classiques définies
par exemple sur le corps des réels
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1.1.3 Liens entre dioïdes et treillis
Cette section a pour but de montrer quels liens existent entre les structures
algébriques de dioïdes et de treillis. Ainsi, les résultats concernant les treillis
s’appliquent aussi aux dioïdes. Ceci nous permettra de mettre en pratique dans
la section 1.2.3 la théorie de la résiduation sur des applications déﬁnies sur des
dioïdes (considérés à juste titre comme des ensembles ordonnés). Les ouvrages
de référence pour cette partie sont [CG79] et [BCOQ92].
L’idempotence de la somme d’un dioïde confère naturellement à celui-ci une
relation d’ordre. Le théorème suivant aﬃrme que cette relation d’ordre est com-
patible avec les lois du dioïde.
Théorème 2 (Relation d’ordre dans un dioïde). Dans un dioïde (D,⊕,⊗), la
loi idempotente ⊕ induit naturellement une relation d’ordre (partiel) 4, grâce
à l’équivalence ∀a, b ∈ D, a 4 b ⇐⇒ a ⊕ b = b. Comme il est d’usage dans le
corps des réels, on pourra aussi utiliser une relation inverse, notée <, et décrite
par l’équivalence b < a ⇐⇒ a 4 b.
Démonstration : Aﬁn de montrer qu’une relation est un ordre, il faut
prouver qu’elle est à la fois réﬂexive, antisymétrique et transitive.
La somme d’un dioïde est idempotente, on a donc a = a⊕a, d’où a 4 a, ce qui
montre la réﬂexivité. La somme étant aussi commutative, si a 4 b et b 4 a alors
b = b⊕a = a⊕b = a, d’où a = b, ce qui prouve l’antisymétrie. Il reste à montrer
la transitivité. Si a 4 b et b 4 c, alors c = b⊕c = (a⊕b)⊕c = a⊕(b⊕c) = a⊕c,
soit a 4 c. On en conclut que 4 est une relation d’ordre. 
Théorème 3. Les lois ⊕ et ⊗ du dioïde (D,⊕,⊗) sont cohérentes avec la
relation 4.
Démonstration : Soient a, b, c ∈ D avec a 4 b. On a b⊕ c = (a⊕ b)⊕ c =
a⊕ b⊕ c = a⊕ b⊕ (c⊕ c) = a⊕ c⊕ b⊕ c = (a⊕ c)⊕ (b⊕ c), d’où a⊕ c 4 b⊕ c
d’après la relation d’ordre déﬁnie sur D.
Par ailleurs, b⊗ c = (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c), d’où a⊗ c 4 b⊗ c (idem
pour la multiplication à gauche). 
D’après la déﬁnition 2, on constate que la relation d’ordre d’un dioïde D est
totale si et seulement si ∀a, b ∈ D, a ⊕ b = a ou b. Cette propriété est dite de
sélectivité [GM02, section 6.4].
Le théorème 2 établit que l’idempotence de la somme dans un dioïde in-
duit une structure de sup-demi-treillis, pour lequel la borne supérieure, notée
∨, coïncide avec la loi ⊕ du dioïde 3. Les déﬁnitions de demi-treillis et de treillis
de la section 1.1.1 ont été introduites en faisant uniquement intervenir les pro-
priétés de la relation d’ordre  déﬁnie sur un ensemble. Cependant, il est in-
téressant de faire le lien entre ce point de vue ensembliste et le point de vue
algébrique. En algèbre, un treillis est parfois déﬁni comme un ensemble muni
de deux opérations binaires ∨ et ∧ jouissant des propriétés classiques d’associa-
tivité, de commutativité et d’idempotence, et de la propriété dite d’absorption
(x ∧ (x ∨ y) = x = x ∨ (x ∧ y)). Dans ce cas, la notion d’ordre x  y peut être
exprimée via les équations x = x ∧ y ⇐⇒ x ∨ y = y. C’est cette considération
3. a⊕ b est bien le plus petit majorant de a et b
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qui justiﬁe notre intérêt pour les treillis : ils permettent de traiter les questions
relatives à l’ordre par des moyens algébriques (des opérations et des équations).
Définition 17 (Complétude). Un dioïde (D,⊕,⊗) est dit complet s’il est fermé
pour les séries infinies et si le produit est distributif (à gauche et à droite) sur
les séries infinies, c’est-à-dire si :
∀a ∈ D et ∀A ⊆ D, a⊗
(⊕
x∈A
x
)
=
⊕
x∈A
a⊗ x et
(⊕
x∈A
x
)
⊗ a =
⊕
x∈A
x⊗ a.
Remarque 5. Il n’existe pas d’éléments négatifs dans un dioïde 4 car a⊕ε = a,
c’est-à-dire ∀a ∈ D, a < ε. En conséquence aucun élément opposé existe, sauf ε
qui est par définition son propre opposé.
Même si la loi⊕ d’un dioïde ne permet pas de déﬁnir d’opposé, nous pourrons
cependant manipuler, par rapport à la loi ⊗, des « pseudo-inverses » grâce à la
théorie de la résiduation que nous aborderons dans la section 1.2.3.
Définition 18 (Plus grand élément). Dans un dioïde complet, on définit le plus
grand élément, noté ⊤ en référence aux notations des treillis, comme la borne
supérieure de ce dioïde. Ainsi ⊤ vérifie ∀b ∈ D,⊤ ⊕ b = ⊤, soit par extension
⊤ = ⊕a∈D a. Par ailleurs, afin de respecter l’absorption de ε pour le produit,
⊤⊗ ε = ε⊗⊤ = ε.
Exemple 7 (Dioïdes Zmax et Zmin). La structure algébrique (Z,max,+) est
notée Zmax. Pour en faire un dioïde complet, il faut rajouter à son ensemble
de valeurs le plus grand élément ⊤ = +∞ ainsi que l’élément neutre pour la
somme ε = −∞. En notant Z l’ensemble Z = Z∪ {−∞,+∞}, on peut affirmer
que le dioïde Zmax est complet. Par ailleurs, dans ce dioïde e = 0.
De même, la structure algébrique (Z,min,+) à laquelle on rajoute le plus
grand élément ⊤ = −∞ et l’élément neutre ε = +∞ est un dioïde complet. On
le note Zmin, et pour ce dioïde aussi e = 0.
Remarque 6. L’ordre 4
Zmax
défini dans Zmax est total et coïncide avec l’ordre
usuel ≤. En revanche, l’ordre total 
Zmin
défini dans Zmin est l’inverse de l’ordre
usuel, c’est-à-dire a 
Zmin
b ⇐⇒ a⊕
Zmin
b = b ⇐⇒ min(a, b) = b ⇐⇒ a ≥ b.
Par ailleurs, l’ordre canonique d’un dioïde matriciel est partiel.
Définition 19 (Borne inférieure). On peut définir dans un dioïde complet
(D,⊕,⊗) la notion de borne inférieure, notée ∧. Cette loi est associative, com-
mutative et idempotente et vérifie :
a ∧ b =
⊕
{x | x 4 a et x 4 b}.
Cette loi fait de (D,⊕,∧) un treillis complet. Elle vérifie en conséquence :
b = a⊕ b ⇐⇒ a 4 b ⇐⇒ a = a ∧ b. (1.1)
Remarque 7 (Distributivité par rapport à la borne inférieure). On constate
dès lors que tout dioïde complet D peut à juste titre être considéré comme un
4. au sens de la loi ⊕
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treillis 5. Par ailleurs, la relation (1.1) peut faire penser que les opérateurs ⊕ et
∧ jouent un rôle dual dans un dioïde. En prenant uniquement en considération
les structures de treillis d’un dioïde et le principe de dualité (de la remarque 1),
on pourrait penser que cela est vrai. Mais cette assertion devient fausse dès
lors que l’on considère la loi ⊗ du dioïde. En effet, cette opération croissante
(à gauche comme à droite) ne vérifie qu’une relation de sous-distributivité par
rapport à ∧ [GM02, section 2.3.1.3] :{
c⊗ (a ∧ b) 4 (c⊗ a) ∧ (c⊗ b)
(a ∧ b)⊗ c 4 (a⊗ c) ∧ (b⊗ c) ,∀a, b, c ∈ D.
Remarque 8. La définition du dioïde que nous venons de présenter fait ré-
férence à celle donnée par Baccelli et al., en particulier dans leur ouvrage de
référence [BCOQ92]. Mais elle ne fait pas toujours l’unanimité. Gondran et Mi-
noux, quant à eux, n’imposent pas le fait qu’un dioïde soit idempotent. En basant
leurs démonstrations sur des demi-anneaux un peu plus généraux, c’est-à-dire
en imposant seulement le fait qu’un dioïde soit ordonné 6, ils parviennent aux
mêmes résultats [GM79, GM02].
1.2 Résolution d’équations dans un dioïde
Dans la suite de cette thèse, nous serons amenés à résoudre principalement
trois types d’équations déﬁnies dans les dioïdes.
Le premier type, appelé « équations au point ﬁxe », à pour forme f(x) = x où
f : D → D. Les équations de type point ﬁxe formulées dans des dioïdes ont été
étudiées de façon générale dans [BCOQ92, section 4.5]. Elles sont d’importance
car, conformément à l’approche présentée dans la section 2.2.1, on cherchera
systématiquement à représenter les systèmes étudiés sous des formes récurrentes
explicites de type point ﬁxe. Il a notamment été mis en évidence que sous
certaines hypothèses de continuité de l’application f , les ensembles de solutions
de ces équations sont ordonnés ; nous nous intéresserons plus particulièrement
à leurs solutions minimales.
Dans une structure algébrique de dioïde, il n’est généralement pas possible
d’inverser des applications (comme la somme et le produit ne sont pas nécessai-
rement inversibles). La théorie de la résiduation présentée dans la section 1.2.3
permet cependant, sous certaines conditions, de déterminer les plus grandes
« sous-solutions » ou « sur-solutions », appelées pseudo-inverses, d’une équation
de type f(x) = b. Mais il peut ne pas exister de solution à cette équation (quand
f est non surjective) et/ou une telle solution peut ne pas être unique (quand f
est non injective). C’est pourquoi nous étudierons plus précisément deux types
d’inéquations, relevant de la forme f(x) 4 b ou f(x) < b où f : D → C, dont on
cherchera respectivement la plus grande et la plus petite solution x. La théorie
de la résiduation, présentée dans [Tar55] et [BJ72], concerne de façon générale
les applications isotones déﬁnies sur des ensembles ordonnés. L’extension de
cette théorie aux dioïdes découle de l’ordre canonique dont on peut les munir
(comme présenté dans [BCOQ92]).
Avant d’énoncer des résultats particuliers, nous allons préciser les notions de
continuité et de monotonie pour les applications déﬁnies sur des dioïdes.
5. voir aussi le raisonnement présenté dans [GM02, page 23]
6. ce qui est toujours le cas, quand la loi ⊕ est idempotente
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1.2.1 Continuité et monotonie d’applications
L’isotonie et l’antitonie sont des notions utilisées pour caractériser les appli-
cations respectivement croissantes et décroissantes, déﬁnies sur des ensembles
ordonnés. Nous avons volontairement restreint certaines de ces déﬁnitions aux
applications sur des dioïdes.
Définition 20 (Isotonie, antitonie). Soient (D,4D) et (E ,4E) des ensembles
ordonnés. Une application f : D → E est dite isotone si, ∀a, b ∈ D :
a 4D b⇒ f(a) 4E f(b).
Par ailleurs, une application f : D → E est dite antitone si, ∀a, b ∈ D :
a 4D b⇒ f(a) <E f(b).
Exemple 8 (Isotonie des lois de treillis). Soit (T ,∨,∧) un treillis dont l’ordre
est noté . La loi ∨ vérifie ∀a, b, c ∈ T :
a  b ⇐⇒ b = a ∨ b⇒ c ∨ b = c ∨ a ∨ c ∨ b
⇒ c ∨ a  c ∨ b.
Il en est de même pour la loi ∧. Les lois d’un treillis sont donc isotones pour
l’ordre du treillis.
Remarque 9 (Composition d’applications isotones). L’isotonie est une pro-
priété conservée par composition d’applications.
Définition 21 (Monotonie). Une application isotone ou antitone est dite mo-
notone.
La notion de continuité caractérise les applications pour lesquelles les bornes
supérieure et inférieure sont conservées [Bir40].
Définition 22 (Continuité [BCOQ92, Section 4.4.1]). Soient D et C deux dioïdes
complets. Une application f : D → C est dite semi-continue inférieurement
(s.c.i. en abrégé), respectivement semi-continue supérieurement (s.c.s.), si pour
tout sous-ensemble B ⊆ D,
f
(⊕
x∈B
x
)
=
⊕
x∈B
f(x),
respectivement,
f
(∧
x∈B
x
)
=
∧
x∈B
f(x).
Remarque 10. Notons qu’une application s.c.i. est isotone puisque a < b ⇐⇒
a = a⊕b implique f(a) = f(a⊕b) = f(a)⊕f(b). Or, par définition, f(a)⊕f(b) <
f(b). En conséquence f(a) < f(b). Il en est de même pour une application s.c.s.
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1.2.2 L’étoile de Kleene et les équations au point fixe
Dans cette section, nous cherchons la plus petite solution aux équations au
point ﬁxe de la forme f(x) = x où f : D → D est semi-continue inférieurement.
Notation 3 (L’étoile de Kleene [Kle56]). Soit ⋆ l’opérateur défini sur un dioïde
(D,⊕,⊗) par ∀a ∈ D, a⋆ ,⊕i∈N ai, avec a0 = e.
Cet opérateur est cohérent avec la relation d’ordre 4 par l’implication sui-
vante : ∀a, b ∈ D, si a 4 b, alors a⋆ 4 b⋆.
De la même façon que pour un dioïde de scalaires, l’étoile d’une matrice
carrée A ∈ Dn×n, notée A⋆, est déﬁnie par A⋆ =⊕i∈N Ai avec par convention
A0 = En.
L’étoile de Kleene possède certaines propriétés dont les plus courantes ont
été regroupées dans le tableau 1.1 [BC75, p. 165]. On pourra en trouver les
preuves dans [Cot99, Lho03]. Ces propriétés sont valables ∀a, b ∈ D.
(a⋆)⋆ = a⋆ e.1
a⋆a = aa⋆ e.2
a(ba)⋆ = (ab)⋆a e.3
(ab⋆)⋆ = e⊕ a(a⊕ b)⋆ e.4
(a⊕ b)⋆ = (a⋆b)⋆a⋆ = a⋆(ba⋆)⋆ = (a⋆b⋆)⋆ e.5
(a⊕ b)⋆ = (a⋆ ⊕ b)⋆ = (a⊕ b⋆)⋆ = (a⋆ ⊕ b⋆)⋆ e.6
Tab. 1.1 – Formules impliquant l’étoile de Kleene dans un dioïde
Remarque 11. Un certain nombre d’identités classiquement formulées en al-
gèbre linéaire restent vraies dans une structure algébrique de dioïde, à un chan-
gement de notation près. Ainsi l’élément a⋆ est parfois appelé « quasi-inverse de
a » dans la littérature [GM02]. Il ne correspond non pas à l’inverse de a mais à
ce qui serait noté dans la structure algébrique usuelle l’inverse de 1− a. Quand
il est appelé quasi-inverse, a⋆ est ainsi vu comme le développement formel, au
sens de l’algèbre usuelle, de (e− a)−1 si celui-ci est défini.
Théorème 4. Soient (D,⊕,⊗) un dioïde complet et g : D → D une application
semi-continue inférieurement. On note
g0 = Id, gi = g ◦ g ◦ · · · ◦ g︸ ︷︷ ︸
i fois
et g⋆ =
⊕
i∈N
gi.
La plus petite solution de g(x)⊕ b = x est x = g⋆(b).
Démonstration :
– Vériﬁons tout d’abord que g⋆(b) est solution de l’équation g(x)⊕ b = x :
g
(
g⋆(b)
)⊕ b = g(⊕
i∈N
gi(b)
)
⊕ b
=
⊕
i∈N
g
(
gi(b)
)⊕ b car g et ⊕ sont s.c.i.
=
⊕
i≥1
gi(b)⊕ Id(b) = g⋆(b).
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– Ensuite, quel que soit x solution de g(x)⊕ b = x :
x = g(x)⊕ b = g(g(x)⊕ b)⊕ b
= g2(x)⊕ g(b)⊕ b
...
= gn(x)⊕ gn−1(b)⊕ · · · ⊕ g(b)⊕ b avec n ≥ 1
< gn−1(b)⊕ · · · ⊕ g(b)⊕ b.
On en déduit que toute solution de g(x)⊕b = x est supérieure ou égale à g⋆(b). 
Corollaire 1. Dans un dioïde complet, l’équation x = ax⊕b admet x = a⋆b pour
plus petite solution. De même, x = ba⋆ est la plus petite solution de l’équation
x = xa⊕ b.
Les propriétés regroupées dans le tableau 1.1 sont vériﬁées pour tout dioïde
complet, y compris matriciel. Dans le cas matriciel, on a en particulier le résultat
suivant permettant de calculer l’étoile d’une matrice carrée décomposée en 4
blocs.
Théorème 5. Soit A ∈ Dn×n une matrice partitionnée en quatre blocs
A =
(
a11 a12
a21 a22
)
.
La matrice A⋆ s’écrit alors :(
a⋆11 ⊕ a⋆11a12(a21a⋆11a12 ⊕ a22)⋆a21a⋆11 a⋆11a21(a21a⋆11a12 ⊕ a22)⋆
(a21a⋆11a12 ⊕ a22)⋆a21a⋆11 (a21a⋆11a12 ⊕ a22)⋆
)
.
Démonstration : On renvoie le lecteur à [BCOQ92, page 204] pour la dé-
monstration de ce résultat. 
Exemple 9. Soient les matrices A et B suivantes, avec A ∈ Z2×2min et B ∈ Z
2×1
min :
A =
(
1 2
4 ε
)
et B =
(
e
ε
)
.
La matrice A peut par exemple décrire le graphe de la figure 1.3.
On cherche à résoudre l’équation X = AX ⊕ B, les calculs étant effectués
dans la structure algébrique Zmin. En se basant sur le théorème 4, on sait que
la plus petite solution X ′ est égale à A⋆B. Par calcul 7, on trouve :
X ′ =
(
e
4
)
.
On peut aisément vérifier que
(
1 2
4 ε
)
⊗
(
e
4
)
⊕
(
e
ε
)
est égal à X ′.
7. grâce à la bibliothèque minmaxgd pour Scilab, développée au sein du laboratoire
LISA [Har06]
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Fig. 1.3 – Graphe de précédence de la matrice A
1.2.3 Résolution d’inéquations particulières par résidua-
tion
Dans cette partie, nous allons introduire la théorie de la résiduation, dont
une référence essentielle est [BJ72]. Le lecteur pourra en trouver une synthèse
dans [Coh98], ainsi que des rappels détaillés et des présentations approfondies de
son application aux dioïdes dans [CG79, chapitre 10], [BCOQ92, section 4.4.2]
et [Gau92, section 0.5].
Cette théorie s’appliquant sur des ensembles ordonnés, elle est par consé-
quent aussi valable pour les structures algébriques de dioïde.
Définition 23 (Résiduation, résiduation duale). Soient (D,⊕,⊗) et (C,⊕,⊗)
deux dioïdes complets et f : D → C une application isotone. f est une application
résiduable si ∀b ∈ C, la borne supérieure du sous-ensemble {x ∈ D | f(x) 4 b},
notée f ♯(b), existe et appartient à ce sous-ensemble. L’application f ♯ est appelée
la résiduée de f .
De même, f est dualement résiduable si ∀b ∈ C, la borne inférieure du
sous-ensemble {x ∈ C | f(x) < b}, notée f ♭(b), existe et appartient à ce sous-
ensemble. L’application f ♭ est appelée la résiduée duale de f .
Le théorème suivant fournit une caractérisation des applications résiduables
et dualement résiduables.
Théorème 6. Soient f et g deux applications respectivement résiduable et dua-
lement résiduable. f ♯ et g♭ sont les uniques applications isotones respectivement
s.c.s. et s.c.i. vérifiant :
f ◦ f ♯ 4 IdC et f ♯ ◦ f < IdD (1.2a)
g ◦ g♭ < IdC et g♭ ◦ g 4 IdD (1.2b)
où IdC et IdD sont les applications identité des deux ensembles ordonnés concer-
nés.
Démonstration : Le lecteur pourra trouver une démonstration de ce théo-
rème dans [BCOQ92, section 4.4.2]. 
Une condition nécessaire et suﬃsante de l’existence de la résiduée et de la
résiduée duale d’une application dans les dioïdes est fournie par le théorème qui
suit.
Théorème 7. Soient (D,⊕,⊗) et (C,⊕,⊗) deux dioïdes complets dont les plus
petits éléments respectifs sont εD et εC et les plus grands éléments respectifs sont
⊤D et ⊤D. L’application isotone f : D → C est résiduable si et seulement si f
est s.c.i. et f(εD) = εC. Cette même application f est dualement résiduable si
et seulement si f est s.c.s. et f(⊤D) = ⊤C.
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Démonstration :
– Si f est résiduable, l’ensemble {x ∈ D | f(x) 4 εC} admet un plus grand
élément x0 et, par isotonie de f , f(εD) 4 f(x0) 4 εC . Comme, d’autre
part, f(εD) < εC , on en déduit f(εD) = εC . Montrons alors que f est
s.c.i. Comme D et C sont des ensembles complets et f est isotone, on a
pour tout A ⊂ D : f(⊕x∈A x) <⊕x∈A f(x). Soit f ♯ la résiduée de f . En
utilisant les inégalités (1.2) et le fait que f ♯ est isotone :
f
(⊕
x∈A
x
)
4 f
(⊕
x∈A
f ♯◦f(x)
)
4 f◦f ♯
(⊕
x∈A
f(x)
)
4
⊕
x∈A
f(x)
ce qui démontre que f est s.c.i.
– Réciproquement, si f(εD) = εC , alors ∀b ∈ C, l’ensemble X = {x ∈ D |
f(x) 4 b} est non vide. On a ∀x ∈ X , f(x) 4 b, et donc ⊕x∈X f(x) 4 b.
L’application f étant par hypothèse s.c.i., on en déduit que la somme
des solutions
(⊕
x∈X x
)
appartient aussi à X . C’est bien la plus grande
solution et f est résiduable.
La preuve de la deuxième partie du théorème concernant les applications
dualement résiduables est similaire. 
Corollaire 2. Les applications La : x 7→ ax et Ra : x 7→ xa, définies sur le
dioïde complet D, sont toutes les deux résiduables, car elles sont s.c.i. (le dioïde
D est complet par hypothèse) et ε est absorbant pour le produit (La(ε) = a⊗ε =
ε = ε⊗ a = Ra(ε)). Leurs résiduées sont généralement notées L♯a = a◦\x = xa et
R♯a = x◦/a =
x
a respectivement.
Ainsi a◦\b et b◦/a sont respectivement les plus grandes solutions des inéqua-
tions ax 4 b et xa 4 b.
Les applications La et Ra possèdent certaines propriétés, qui ont été regrou-
pées dans le tableau 1.2. On pourra en trouver les preuves dans [BCOQ92, pp.
180 – 182]. Ces propriétés sont vraies pour tout dioïde complet (D,⊕,⊗) avec
a, b, x ∈ D.
Exemple 10 (Partie entière). L’injection canonique Inj : Z→ R est résiduable
et dualement résiduable. Elle admet pour résiduée Inj♯ et résiduée duale Inj♭
les applications « parties entières » pour lesquelles les valeurs sont respective-
ment arrondies à l’entier inférieur et supérieur. Habituellement, on utilise les
notations suivantes Inj♯(x) = ⌊x⌋ et Inj♭(x) = ⌈x⌉.
Considérons maintenant les applications de certains des résultats précédents
à des vecteurs et des matrices.
Lemme 1 ([BCOQ92, page 196]). Soient deux vecteurs X et Y définis dans
le dioïde complet Dn×1 et la matrice A ∈ Dn×n. Les inéquations AX 4 Y et
XA 4 Y admettent alors respectivement pour plus grandes solutions la résiduée
du produit à gauche A◦\Y et la résiduée du produit à droite Y ◦/A, avec ∀i, j ∈
[1, n] :
(A◦\Y )i =
n∧
j=1
(Aji◦\yj) et (Y ◦/A)i =
n∧
j=1
(yj◦/Aji).
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x ∧ y
a
=
x
a
∧ y
a
x ∧ y
a
=
x
a
∧ y
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<
x
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⊕ y
a
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a
<
x
a
⊕ y
a
p.2
x
a⊕ b =
x
a
∧ x
b
x
a⊕ b =
x
a
∧ x
b
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a ∧ b <
x
a
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b
x
a ∧ b <
x
a
⊕ x
b
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a
x
a
4 x
x
a
a 4 x p.5
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a
< x
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a
< x p.6
a
ax
a
= ax
xa
a
a = xa p.7
a(a◦\x)
a
=
x
a
(x◦/a)a
a
=
x
a
p.8
x
ab
=
a◦\x
b
x
ba
=
x◦/a
b
p.9
a◦\x
b
=
x◦/b
a
x◦/a
b
=
b◦\x
a
p.10
b
x
a
4
x
a◦/b
x
a
b 4
x
b◦\a p.11
x
a
b 4
xb
a
b
x
a
4
bx
a
p.12
x
a
⊕ b 4 x⊕ ab
a
x
a
⊕ b 4 x⊕ ab
a
p.13
Tab. 1.2 – Formules impliquant la division dans un dioïde
Ainsi par exemple, l’opération A◦\Y revient en quelque sorte à réaliser le
produit (à gauche) d’un vecteur Y par la matrice A où la multiplication a été
remplacée par la division (à gauche) et l’addition par la borne inférieure. Pour
faciliter les calculs, on utilise la propriété p.1 indiquant que l’opération ◦\ est
distributive par rapport à ∧.
Exemple 11. Ainsi, d’après le lemme 1, quand le dioïde considéré est Zmax,
on a :
(A◦\y)i = min
j∈[1,m]
(−Aji + yj).
Le lemme qui suit vise à déﬁnir les divisions entre matrices à coeﬃcients dans
un dioïde D. Mais avant cela, nous devons introduire les produits matriciels à
gauche et à droite d’une matrice A, notés LA et RA′ :
LA : Dp×q → Dn×q RA′ : Dq×p → Dq×n
X 7→ AX (A ∈ Dn×p) X 7→ XA′ (A′ ∈ Dp×n)
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Lemme 2. Soient les matrices B ∈ Dn×q et B′ ∈ Dq×n. D’après le lemme 1,
les inéquations AX 4 B et XA′ 4 B′ admettent L♯A(B) et R
♯
A′(B
′) comme plus
grandes solutions respectives. Les coefficients de ces matrices s’obtiennent par
les relations :
(A◦\B)ij =
n∧
k=1
(Aki◦\Bkj) et (B′◦/A′)ij =
n∧
k=1
(B′ik◦/A
′
jk).
Remarque 12 ([Cot99]). Les ensembles de définition de LA et RA′ ne peuvent
pas, à première vue, être considérés comme des dioïdes matriciels (car le produit
de matrices n’est pas toujours une opération interne). Pour que ces applications
puissent être vues comme étant définies sur des dioïdes complets (matriciels),
il faudrait en fait considérer le dioïde matriciel Dm×m, où m = max(n, q, p).
L’ensemble des matrices Dn×q est alors vu comme un sous-ensemble de Dm×m
de matrices dont certaines lignes et/ou colonnes sont remplies d’éléments ε de
D. L’inconvénient de cette écriture réside alors dans la manipulation de ma-
trices pouvant être principalement constituées de valeurs nulles (au sens de D),
notamment lorsqu’on manipule des vecteurs. On s’autorisera donc par la suite
l’écriture simplifiée des applications LA et RA′ où les matrices X, A et A′ consi-
dérées ne sont pas nécessairement de même taille, mais de tailles compatibles
pour le produit de matrices. On gardera tout de même à l’esprit la possibilité de
tout récrire dans un dioïde matriciel Dm×m.
1.3 Structures particulières de dioïdes
Plusieurs extensions aux dioïdes déﬁnis dans la section 1.1 sont utilisées en
fonction des besoins. Bien entendu, tous les résultats énoncés dans la section
précédente s’appliquent aux cas particuliers que nous allons présenter.
La première extension déﬁnit la notion de polynômes, basée sur celle de séries
en un nombre ﬁni de variables. Elle permettra dans les chapitres suivants, tout
comme en automatique classique des systèmes discrets avec la transformée en z,
de regrouper en un seul et unique élément la dynamique générale d’un système
stationnaire, au lieu d’étudier son comportement pour chaque valeur possible
de ses entrées.
La seconde déﬁnit la notion d’intervalle pour les dioïdes et présente comment
réaliser des calculs aux bornes. Nous montrerons par ailleurs que la théorie de
la résiduation s’applique aussi dans cet ensemble ordonné.
1.3.1 Les dioïdes de séries formelles
À partir d’un dioïde D, nous pouvons considérer l’ensemble des séries for-
melles en une ou plusieurs variables à coeﬃcients dans D. Par hypothèse, nous
n’envisagerons que des variables commutatives (par exemple, pour des variables
x1 et x2, x1x2 et x2x1 seront considérés identiques). Les exposants des variables
sont généralement pris dans les ensembles N ou Z.
Les références de base dans ce domaine sont [BR84, Fli72] pour les séries
à coeﬃcients dans un demi-anneau et un anneau. Le cas des dioïdes est assez
spéciﬁque et on doit l’essentiel des résultats dans ce contexte aux travaux de
Pierre Moller [Mol88] et de Stéphane Gaubert [Gau92].
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Définition 24 (Série formelle). Soient (D,⊕,⊗) un dioïde et f : Zp → D une
application. Pour k = (k1, · · · , kp) ∈ Zp, f(k) représente le coefficient de l’élé-
ment xk11 · · ·xkpp , où les x1 à xp sont p variables (commutatives) à coefficients
dans D que l’on regroupera en la variable x. On définit la série formelle F en
les p indéterminées x1 à xp par :
F (x) =
⊕
k∈Zp
f(k)xk11 · · ·xkpp .
Définition 25 (Dioïde de séries formelles). L’ensemble des séries formelles en
les p indéterminées x1 à xp forme un dioïde, noté D[[x1, · · · , xp]], s’il est muni
des deux lois ⊕′ et ⊗′ suivantes :
F (x)⊕′ G(x) ,
⊕
k∈Zp
[
f(k)⊕ g(k)]xk11 · · ·xkpp et
F (x)⊗′ G(x) ,
⊕
k∈Zp
[⊕
i⊞j=k
f(i)⊗ g(j)
]
xk11 · · ·xkpp ,
où ⊞ est l’addition de vecteurs, coefficients à coefficients. L’élément neutre de la
loi ⊕′ est la série notée ε pour laquelle tous les coefficients des variables valent
ε, pour tout k et l’élément neutre de la loi ⊗′ est la série e dont le coefficient
des variables x01 · · ·x0p vaut e ∈ D et ε autrement.
Définition 26 (Support, degré, monôme et polynôme). On appelle support
d’une série formelle F (x) à p variables l’ensemble Supp
(
F (x)
)
= {k ∈ Zp |
f(k) 6= ε}. Le degré d’une telle série, noté deg(F (x)) est la borne supérieure de
son support.
Un monôme est une série formelle dont le support se réduit à un single-
ton et un polynôme est une série formelle dont le support est fini. L’ensemble
des polynômes formels D[x1, · · · , xp] est un sous-dioïde de D[[x1, · · · , xp]] (cf. la
définition 14).
Définition 27 (Série rationnelle). Le sous-dioïde Dr[[x1, · · · , xp]] des séries ra-
tionnelles est le plus petit sous-dioïde de D[[x1, · · · , xp]] qui contient les poly-
nômes D[x1, · · · , xp] et qui est stable pour les opérations ⊕, ⊗ et ⋆.
Tout élément de Dr[[x1, · · · , xp]] s’écrit donc comme une expression ﬁnie de
sommes, produits et étoiles de polynômes.
Proposition 1 (Complétude). Si D est complet, alors D[[x1, · · · , xp]] l’est éga-
lement.
1.3.2 Les dioïdes d’intervalles
L’analyse par intervalles dans un demi-anneau idempotent a été proposée ini-
tialement par Litvinov et Sobolevski˘ı dans leur article [LS01]. Ils y ont montré
que les solutions d’équations basées sur des intervalles dans un dioïde peuvent
être calculées en un temps plus rapide que dans l’analyse par intervalles clas-
sique, en temps polynomial en l’occurrence 8. Ces travaux ont été repris par
8. bien entendu, ces deux modèles, basés sur deux structures algébriques différentes, ne
représentent pas les mêmes problèmes. Un changement de modélisation ne change pas la
complexité d’un problème
Page 33
Mehdi Lhommeau pour la synthèse de contrôleurs robustes, utilisés sur des sys-
tèmes présentant des incertitudes [LHCJ04, Lho03]. Nous présentons dans cette
partie la construction d’un dioïde d’intervalles et montrons notamment que la
théorie de la résiduation s’applique dans le cadre de ces dioïdes aussi.
Définitions et propriétés
Définition 28 (Intervalle). Un intervalle fermé dans le dioïde D est un en-
semble de la forme x =
[
x, x
]
= {t ∈ D | x 4 t 4 x} où x et x, appartenant au
dioïde D, sont appelées respectivement borne inférieure et supérieure de l’inter-
valle x.
Remarque 13 (Intervalle dégénéré). Un intervalle x pour lequel x = x est
appelé un intervalle dégénéré. Ce type d’intervalles permet de représenter des
éléments sans incertitude.
Remarque 14. Soient x et y deux intervalles. On dira que x ⊂ y si et seule-
ment si y 4 x 4 x 4 y. En particulier, x = y⇔ x = y et x = y.
Théorème 8 (Dioïde d’intervalles). Soit (D,⊕,⊗) un dioïde. L’ensemble I(D)
des intervalles fermés de D muni des opérations ⊕̂ et ⊗̂ définies par x ⊕̂y =[
x⊕y, x⊕y], et x ⊗̂y = [x⊗y, x⊗y],∀x,y ∈ I(D) est un dioïde. Les intervalles
ε = [ε, ε] et e = [e, e] sont respectivement les éléments neutres des opérations ⊕̂
et ⊗̂.
Démonstration : Comme x 4 x et y 4 y, on a toujours :
x⊕ y 4 x⊕ y.
Par ailleurs, grâce à l’isotonie de ⊗, on peut remarquer, toujours pour x 4 x
et y 4 y, que :
x⊗ y 4 x⊗ y.
L’ensemble I(D) est donc fermé pour les opérations ⊕̂ et ⊗̂. De plus, on
vériﬁe aisément que :
–
(
I(D), ⊕̂) est un monoïde commutatif et idempotent, qui admet pour élé-
ment neutre ε = [ε, ε].
–
(
I(D), ⊗̂) est un monoïde, qui admet pour élément neutre e = [e, e].
– Le produit ⊗̂ est distributif à droite et à gauche sur la somme ⊕̂.
– ε est absorbant pour le produit ⊗̂.
Par conséquent, I(D) est un dioïde (conformément à la déﬁnition 13, page 21). 
Définition 29 (Relation d’ordre). L’opération ⊕̂ induit une relation d’ordre
canonique 4I(D) dans le dioïde I(D) :
a 4I(D) b⇔ b = a ⊕̂b⇔ a 4D b et a 4D b.
Théorème 9 ([LS01]). Pour tout x,y ∈ I(D), l’intervalle x ⊕̂y (respectivement
x ⊗̂y) est le plus petit intervalle de I(D) contenant l’ensemble {x⊕y | x ∈ x, y ∈
y} (respectivement {x⊗ y | x ∈ x, y ∈ y}).
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Démonstration : On considère l’intervalle z de I(D) tel que {x ⊕ y | x ∈
x, y ∈ y} ⊂ z. On a alors x⊕y ∈ {x⊕y | x ∈ x, y ∈ y} ⊂ z et x⊕y ∈ {x⊕y | x ∈
x, y ∈ y} ⊂ z. Ainsi, z 4 x⊕ y et x⊕ y 4 z, c’est-à-dire z 4 x⊕ y 4 x⊕ y 4 z.
Ce qui signiﬁe que l’intervalle
[
x ⊕ y, x ⊕ y] = x ⊕̂y ⊂ z. Autrement dit,
l’intervalle
[
x⊕ y, x⊕ y] est contenu dans tout intervalle contenant l’ensemble
{x⊕ y | x ∈ x, y ∈ y} ⊂ z.
Soit t ∈ {x⊕y | x ∈ x, y ∈ y} ⊂ z et x ∈ x, y ∈ y tels que t = x⊕y. D’après
la déﬁnition d’un intervalle, x 4 x 4 x et y 4 y 4 y. De plus, comme dans un
dioïde la loi ⊕ est compatible avec l’ordre, on peut écrire x⊕y 4 x⊕y 4 x⊕y. Ce
qui signiﬁe que t ∈ [x⊕y, x⊕y], c’est-à-dire {x⊕y | x ∈ x, y ∈ y} ⊂ [x⊕y, x⊕y].
On peut donc conclure que
[
x⊕y, x⊕y] est le plus petit intervalle contenant
l’ensemble {x⊕ y | x ∈ x, y ∈ y}.
Pour la loi ⊗, la démonstration est analogue. 
Remarque 15. Le théorème précédent est important puisqu’il montre que les
opérations
x ⊕̂y = {x⊕ y | x ∈ x, y ∈ y} et
x ⊗̂y = {x⊗ y | x ∈ x, y ∈ y}
peuvent être représentées en utilisant seulement les bornes des intervalles x et
y. On peut alors donner du sens à une expression comme
a⊗ b⊕ c⊗ a,
pour tous a ∈ a, b ∈ b et c ∈ c, puisque l’on sait que le résultat de cette
expression appartient à l’intervalle a ⊗̂b ⊕̂ c ⊗̂a. Autrement dit, l’ensemble {a⊗
b⊕ c⊗ a | a ∈ a, b ∈ b, c ∈ c} est inclus dans l’intervalle [(a⊗ b)⊕ (c⊗ a), (a⊗
b)⊕ (c⊗ a)].
On peut étendre naturellement les applications isotones au dioïde des inter-
valles I(D). En considérant l’application f isotone, l’image par f d’un intervalle
x est donné par :
f(x) = {f(x) | x ∈ x}.
Comme la fonction f est isotone, on peut calculer les valeurs de f(x) directement
à partir des bornes de l’intervalle x, c’est-à-dire f(x) =
[
f(x), f(x)
]
.
Théorème 10. Les applications isotones conservent l’inclusion d’intervalles.
C’est-à-dire, soit l’application f définie sur I(D), on a :
x ⊂ y⇒ f(x) ⊂ f(y).
Démonstration : Soient x =
[
x, x
]
et y =
[
y, y
]
deux intervalles de I(D).
On suppose que x ⊂ y, alors on a y 4 x 4 x 4 y. Puisque l’application f est
isotone, on obtient f(y) 4 f(x) 4 f(x) 4 f(y). on vériﬁe bien que f(x) ⊂ f(y).

Définition 30. Soient D un dioïde complet et {xα} un sous-ensemble infini de
I(D). La série infinie des éléments de ce sous-ensemble est définie par :⊕̂
α
xα =
[⊕
α
xα,
⊕
α
xα
]
(1.3)
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Théorème 11 ([LS01]). Un dioïde I(D) est complet si le dioïde D l’est.
Démonstration : Si D est complet, alors l’intervalle ⊕̂
α
xα déﬁni par (1.3)
appartient à I(D). La complétude de D implique aussi, pour un ensemble vide
X ⊂ I(D), que ⊕̂X = ε et y⊗̂(⊕̂X) = (⊕̂X)⊗̂y = ε,∀y ∈ I(D). Consi-
dérons maintenant le sous-ensemble non vide X = {xα} de I(D), on vériﬁe
aisément la propriété de distributivité inﬁnie :
y⊗̂
(⊕̂
α
xα
)
=
[⊕
α
(y ⊗ xα),
⊕
α
(y ⊗ xα)
]
=
⊕̂
α
(y⊗̂xα).
De même,
(⊕̂
αxα
)
⊗̂y = ⊕̂
α
(xα⊗̂y),∀y ∈ I(D). Ainsi le dioïde I(D) est com-
plet si le dioïde D est complet. 
Résolution d’équations et d’inéquations dans le dioïde I(D)
La résolution d’équations et d’inéquations dans les dioïdes d’intervalles sera
également un problème central de nos études. Comme nous le montrons ci-
dessous, l’étoile de Kleene est aussi déﬁnie dans les dioïdes d’intervalles et la
théorie de la résiduation s’applique également à ces dioïdes.
Remarque 16. On sait par construction (d’après le théorème 8), que le dioïde
d’intervalles I(D) est fermé vis-à-vis des opérations ⊕̂ et ⊗̂. Ainsi l’étoile de
Kleene admet une extension naturelle dans les intervalles et elle vaut par défi-
nition x⋆ ,
⊕̂
i∈Nx
i =
[⊕
i∈N x
i,
⊕
i∈N x
i
]
=
[
x⋆, x⋆
]
, avec x0 = e
Théorème 12. Soit un dioïde D complet. L’application La : I(D)→ I(D),x 7→
a⊗̂x est résiduable et sa résiduée est donnée par L♯a(b) = a◦̂\b =
[
a◦\b∧a◦\b, a◦\b].
De même, l’application Ra : I(D) → I(D),x 7→ x⊗̂a est résiduable et sa rési-
duée est donnée par R♯a(b) = a◦̂/b =
[
b◦/a ∧ b◦/a, b◦/a].
Démonstration : La démonstration de ces résultats, qui nécessite la déﬁni-
tion du dioïde de couples C0(D) ainsi que celle de la restriction du domaine ou
du codomaine d’une application, pourra être trouvée dans [LHCJ04] ou [Lho03,
section 4.3.1]. 
Extension matricielle
Dans cette partie, on généralise les déﬁnitions et les règles précédentes concer-
nant les dioïdes d’intervalles au cas matriciel.
Définition 31 (Matrice d’intervalles). Une matrice d’intervalles A à m lignes
et n colonnes est définie par :
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn

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où les aĳ sont des éléments de I(D). L’ensemble des matrices d’intervalles à m
lignes et n colonnes sera noté
(
I(D))m×n.
Les matrices A = (aij) et A = (aij) sont appelées respectivement la matrice
inférieure et supérieure de la matrice d’intervalles A.
Remarque 17. Si I(D) est un dioïde, alors (I(D))m×n peut être muni d’une
structure de dioïde (voir l’exemple 6, page 21). La somme ⊕̂ et le produit ⊗̂
d’intervalles s’étendent naturellement au dioïde des matrices d’intervalles.
Remarque 18. En considérant l’ordre canonique partiel, il est possible de don-
ner une autre description des matrices d’intervalles. En effet, la matrice A ∈(
I(D))m×n correspond aussi à l’intervalle [A,A] = {B ∈ Dm×n | A 4 B 4 A}
pour A et A appartenant à l’ensemble Dm×n.
Ces deux descriptions peuvent sembler différentes. En effet, pour la première
description, on a A ∈ (I(D))m×n, alors que dans la deuxième, A = [A,A] ∈
I(Dm×n). Il est possible de montrer que l’applicationA ∈ (I(D))m×n 7→ [A,A] ∈
I(Dm×n) est un isomorphisme entre les dioïdes (I(D))m×n et I(Dm×n). Cet
isomorphisme est évident en considérant le théorème 9. En effet, il implique que
les sommes et produits de matrices d’intervalles sont réduits à la somme et le
produit de leurs matrices inférieures et supérieures.
1.4 Bilan
L’ensemble des théories nécessaires à nos contributions ont été parcourues
dans ce chapitre introductif. C’est à la lumière de ces théories que nous étu-
dierons les systèmes présentant diﬀérents types de conﬂits dans les chapitres
suivants.
Une déﬁnition essentielle de ce chapitre est celle de la structure de dioïde, qui
est la base algébrique fondamentale de nos travaux. Le formalisme des dioïdes
est intéressant car il permet de représenter de manière linéaire les phénomènes
de synchronisation, très présents dans les systèmes manufacturiers de produc-
tion qui sont au cœur de nos études. Ces derniers présentent pour la plupart
des zones de conﬂit à résoudre en temps réel, ce qui ne permet pas de caracté-
riser leurs comportements de manière exacte à priori. À cause de ce caractère
imprévisible, nous serons obligés de considérer les pires et meilleurs cas pos-
sibles, englobant le comportement eﬀectif des systèmes abordés. Nous serons
donc amenés à manipuler des intervalles de comportements.
Le chapitre suivant décrit comment appliquer ces diﬀérentes théories à l’étude
de systèmes dynamiques à événements discrets. En particulier, nous chercherons
à représenter des systèmes sous forme graphique, basée sur le formalisme des
réseaux de Petri (et plus particulièrement celui des graphes d’événements tem-
porisés). Ensuite nous verrons comment ces graphes peuvent être représentés
dans des dioïdes appropriés.
Chapitre 2
Modèles et systèmes
linéaires
Les recherches en théorie des systèmes ont permis d’obtenir un vaste en-
semble de résultats pour l’analyse des systèmes, qu’ils soient linéaires ou non. En
particulier, les systèmes non linéaires sont souvent considérés par le biais d’un
modèle linéaire les approchant, ou du modèle linéarisé équivalent. Mais cette
démarche n’est pas toujours possible, comme pour les systèmes dynamiques à
événements discrets 1 (SDED ou, plus simplement, SED). Ces systèmes, pour
la plupart de conception humaine, présentent un certain nombre de synchro-
nisations qui sont, par essence, non linéaires dans les structures algébriques
habituelles. Trois champs d’application sont particulièrement importants :
– Les systèmes manufacturiers de production (ateliers ﬂexibles, lignes d’as-
semblage), comme ceux étudiés par l’équipe de Guy Cohen dans [CDQV83,
CDQV85a].
– Les réseaux de communication (réseaux informatiques), pour lesquels un
ouvrage de référence est [LBT01].
– Les systèmes de transport (routiers, ferroviaires ou aériens), dont des
études dans les structures algébriques de dioïdes peuvent être trouvées
dans [LMQ01, HOvdW05, Hou06, CATBM09].
Néanmoins, il a été mis en évidence, dès les années 60, que parmi les systèmes
à événements discrets, ceux mettant en jeu des phénomènes de synchronisations
et de délais peuvent être modélisés de façon exacte dans des structures algé-
briques particulières : les dioïdes, que nous avons présentés dans le premier
chapitre [CG60, CG62].
Ce deuxième chapitre a pour but de montrer comment, dans ce contexte
algébrique particulier, sont transposés certains concepts et résultats de la théo-
rie des systèmes dynamiques. La première section présente le formalisme des
réseaux de Petri (RdP), qui peuvent être exprimés sous forme de graphes et
qui permettent de capturer la dynamique du comportement de SDED. Il existe
plusieurs sous-classes de RdP, dont les graphes d’événements temporisés (GET),
qui ne permettent pas de représenter de conﬂits. Cependant, ces derniers pré-
sentent la particularité de pouvoir être retranscrits dans des dioïdes appropriés,
1. cette appellation a été utilisée pour la première fois par Ho et Cassandras dans leur
article [HC80]
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et vice versa, comme nous le verrons dans la section suivante. On peut donc
systématiquement disposer d’un modèle analytique correspondant à un GET. À
la ﬁn de cette section, nous présentons la sémantique de graphes d’événements
dont les temporisations sont incertaines mais dont les ensembles de possibili-
tés sont connues. On peut donc les encadrer dans des intervalles et conserver
cette transposition possible vers une représentation analytique, dans un dioïde
d’intervalles cette fois-ci.
Le marquage instantané des places d’un RdP temporisé est souvent le modèle
retenu pour déﬁnir les états de ce RdP. Cependant il existe d’autres représenta-
tions d’états possibles, en s’intéressant non plus aux places mais aux transitions
d’un RdP, par exemple via les dates de leurs tirs successifs, ou le nombre de
fois où ces dernières sont tirées, à une date donnée. La deuxième section de
ce chapitre expose ces deux approches et montre comment l’on peut systéma-
tiquement représenter des SED sous une forme récurrente canonique. Puis, en
référence à la théorie du signal, le comportement entrée-sortie de systèmes sera
considéré comme une réponse à des impulsions (en l’occurrence, des événements
en entrée, comme l’arrivée de matières premières). Enﬁn, est exposée la manière
de représenter des SED sous forme de fonctions ou de matrices de transfert, aﬁn
de synthétiser leurs comportements entrée-sortie.
Pour ﬁnir, dans la section 2.3, nous abordons la notion de composition de
systèmes ; c’est-à-dire les diﬀérents liens possibles entres des systèmes identiﬁés,
et permettant de former des systèmes plus complexes.
2.1 Modélisation graphique de systèmes à évé-
nements discrets
Les réseaux de Petri (RdP) sont un formalisme privilégié pour l’étude des
propriétés qualitatives d’un système complexe [Mur89]. On peut citer la détec-
tion d’interblocages, la bornitude, la vivacité et l’accessibilité d’état d’un RdP.
Cependant dans notre étude, nous nous intéressons plutôt aux propriétés quan-
titatives qui peuvent exister entre les diﬀérentes places et/ou transitions d’un
RdP. Il s’agit d’établir des relations entre elles, qui pourront aisément être for-
malisées dans un dioïde approprié. Nous traiterons plus particulièrement une
sous-classe de réseaux de Petri : les graphes d’événements. Nous verrons qu’il
est possible de considérer l’écoulement du temps dans des RdP dit temporisés,
puis étudierons le cas de temporisations incertaines.
2.1.1 Les réseaux de Petri
Le concept des réseaux de Petri (RdP) a été introduit par Carl Adam Petri,
dans le cadre de la théorie des automates, dans sa thèse de 1962 [Pet62]. Ces
réseaux constituent des modèles tant graphiques que mathématiques dont le but
est la représentation du comportement de systèmes dynamiques à événements
discrets. Ce formalisme a reçu un bon écho de la part de la communauté scienti-
ﬁque et de très nombreux travaux de recherche utilisant les RdP ont été menés
ces 40 dernières années. Nous pouvons citer en particulier les références biblio-
graphiques qui ont servi à la rédaction de cette partie : [DA89, Mur89, Dia01].
Les RdP ont d’abord été utilisés dans un contexte où l’écoulement du temps
n’intervenait pas. Les logiciens et les informaticiens les employaient pour vériﬁer
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des propriétés structurelles des systèmes, comme par exemple vériﬁer qu’au-
cune situation de blocage ne pouvait apparaître dans le déroulement d’une
séquence d’instructions. Une utilisation concrète des RdP pour étudier les sys-
tèmes de production ne remonte qu’aux années 80 [DS83, CMQV84, CDQV85a,
CMQV89]. Auparavant, on privilégiait des diagrammes de ﬂux de type PERT 2
[Gia88, Chapitre 4]. Situant nos travaux dans le domaine de la productique,
nous cherchons tout particulièrement à déterminer la quantité de biens produits
durant un certain laps de temps.
Les systèmes qui font l’objet de nos études pourront être considérés aussi
bien selon le point de vue algébrique que graphique ; les deux représentations
sont équivalentes. On sera ainsi amenés à manipuler des matrices semblables à
des matrices d’adjacence 3 du graphe représentant le système. Dans ces matrices,
chaque ligne et chaque colonne représente une transition du graphe. Les coef-
ﬁcients valent 1 4 s’il existe une place entre les deux transitions concernées par
ce coeﬃcient ou 0 4 sinon. Inversement, on peut associer à toute matrice carrée
un graphe valué orienté, appelé « graphe de précédence » (cf. l’annexe A.3.1).
Définitions et notations
Définition 32 (Réseau de Petri). Un réseau de Petri est un quadruplet R =
(P, T ,Pre´,Post) où :
– P est un ensemble non vide et fini dont les éléments sont appelés places ;
– T est un ensemble non vide et fini d’éléments appelés transitions ;
– Pre´ : P ×T → N est une application d’incidence avant : Pre´(p, t) contient
la valeur entière associée à l’arc allant de p à t ;
– Post : P × T → N est une application d’incidence arrière : Post(p, t)
contient la valeur entière associée à l’arc allant de t à p ;
Un RdP peut être représenté par un graphe biparti orienté et valué dont les
sommets sont soit des places issues de l’ensemble P, soit des transitions issues
de l’ensemble T . Un arc relie une place p à une transition t si et seulement
si Pre´(p, t) 6= 0. De même, un arc relie une transition t à une place p si et
seulement si Post(p, t) 6= 0. Les valeurs non nulles des applications Pre´ et Post
sont associées aux arcs 5 comme valuations ou pondérations (sans indication
contraire sur les arcs du graphe, la valeur par défaut est 1). On représente
généralement une place par un cercle et une transition par un rectangle.
Définition 33 (Marquage). Le marquage M d’un réseau de Petri est une ap-
plication M : P → N. La quantité M(p) détermine le marquage de la place
p. Un réseau de Petri marqué est déterminé par le couple (R,M0) formé d’un
réseau de Petri R et d’un marquage initial M0.
Un marquage d’un réseau de Petri se caractérise de manière graphique par
la présence de M(p) jetons en chaque place p.
Exemple 12. Un exemple de réseau de Petri marqué sous forme graphique est
donné par la figure 2.1.
2. de l’acronyme anglais “Program (ou Project) Evaluation Review Technique”
3. pour être précis, ce sont des sous-parties de la matrice d’adjacence, car elles n’indiquent
que les liens existant entre des partitions de l’ensemble des transitions. Cf. la notation 4,
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4. au sens de la structure algébrique utilisée, comme nous le verrons ultérieurement
5. le graphe étant biparti, il n’y a pas d’arc joignant une place à une place ou d’arc joignant
une transition à une autre transition
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Les ensembles des places et des transitions sont ici P = {p1, p2, p3} et T =
{t1, t2, t3, t4}. On a par ailleurs :
Pre´(p1, t1) = 1 Post(p1, t2) = 1
Pre´(p2, t2) = 1 Post(p2, t1) = 1
Pre´(p3, t3) = 1 Post(p3, t4) = 1
Pre´(p2, t4) = 1 Post(p2, t3) = 1
Le marquage M présenté ici est M(p2) = 1 et M(p1) =M(p3) = 0.
t1
p1
t2
p2
t3
p3
t4
Fig. 2.1 – Exemple de RdP marqué
Tir des transitions
La dynamique d’un RdP est liée aux tirs de ses transitions. Ces tirs consom-
ment et génèrent des jetons. L’évolution au cours du temps des marques des
places dans un réseau de Petri déﬁnit son comportement dynamique.
Définition 34 (Transition franchissable). Étant donné un réseau de Petri R
et un marquage M, on dit que la transition t ∈ T est franchissable pour M si
l’on a :
∀p ∈ P,M(p) ≥ Pre´(p, t).
Lorsque cette condition est satisfaite, l’activation (on dit aussi « le tir ») de
la transition t conduit à un nouveau marquage M′ déﬁni, ∀p ∈ P , par :
M′(p) =M(p)− Pre´(p, t) + Post(p, t).
Ainsi par exemple, en reprenant le cas du réseau de la ﬁgure 2.1 et en partant
du marquage M0 = (0, 1, 0) (c’est-à-dire M(p1) = M(p3) = 0 et M(p2) = 1),
on atteint par tir de la transition t1 le marquageM1 = (1, 0, 0) ; puis à partir de
M1, par tir de la transition t3, on obtient la marquageM2 = (0, 1, 0) et ainsi de
suite. Concrètement, l’activation d’une transition provoque le retrait d’un jeton
dans chaque place amont de cette transition et un jeton est placé dans chacune
de ses places aval 6. Sur la ﬁgure 2.2, on peut voir les évolutions possibles du
marquage du réseau de Petri.
6. dans le cas de RdP généralisés, c’est-à-dire quand les valeurs de Pre´(p, t) et de Post(p, t)
peuvent être supérieures à 1 (on parle dans ce cas d’arcs pondérés), le nombre de jetons retirés
ou placés correspond aux valeurs des arcs concernés
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t1
p1
t2
p2
t3
p3
t4
t1
p1
t2
p2
t3
p3
t4
t1
p1
t2
p2
t3
p3
t4
t3 t2
t1t4
Fig. 2.2 – Évolution du marquage d’un réseau de Petri
On peut donc considérer ce RdP comme un système, par exemple industriel,
où 2 tâches a et b utilisent une même ressource réutilisable. Un jeton dans la
place p2 signiﬁe que la ressource est disponible. Un jeton dans la place p1 (res-
pectivement p3) signiﬁe que la tâche a (resp. b) dispose de la ressource commune.
Le tir de la transition t2 est l’événement correspondant à la réservation de la
ressource par la tâche a. De même, la transition t4 correspond à la réservation
de la ressource par la tâche b. Les événements associés aux transitions t1 et t3
concernent la restitution de la ressource, par l’une ou l’autre des tâches.
Plus généralement, ∀p ∈ P,∀t ∈ T , en introduisant la matrice d’incidence
avant W− =
[
Pre´(p, t)
]
, la matrice d’incidence arrière W+ =
[
Post(p, t)
]
et la
matrice d’incidence W = W+ −W−, tout en considérant une séquence S de
franchissement réalisable à partir d’un marquage M, il est possible de donner
l’équation fondamentale suivante :
M′ =M+W.−→S , (2.1)
où
−→
S est le vecteur caractéristique de la séquence de franchissement S, c’est-à-
dire un vecteur dont la dimension est égale au nombre de transitions du réseau
de Petri et dont la composante numérotée j correspond au nombre de franchis-
sements de la transition tj dans cette séquence. Ainsi, en reprenant le RdP de
l’exemple précédent, si l’on tire les transitions t4 puis t3, le vecteur caractéris-
tique
−→
S est à égal à (0, 0, 1, 1).
Remarque 19. L’équation fondamentale (2.1) traduit la dynamique de fonc-
tionnement du réseau de Petri.
Ensemble des marquages accessibles
Soit P = (R,M0) un RdP marqué. L’ensemble des marquages accessibles de
P, noté A(P), est l’ensemble des marquages que l’on peut atteindre à partir du
marquage initial M0 par une séquence de franchissement S. On peut, lorsque
cet ensemble est ﬁni, le représenter sous la forme d’un graphe. Les sommets de
ce graphe correspondent aux diﬀérents marquages accessibles de A(P). Un arc
orienté relie deux sommets Mi et Mj s’il existe une transition t franchissable
permettant de passer d’un marquage à un autre, ce qui se note Mi t→ Mj .
Ainsi, on peut noter plus formellement l’ensemble A(P) de la manière suivante :
A(P) = {Mi | ∃S,M0 S→Mi}.
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La ﬁgure 2.3 représente le graphe des marquages accessibles pour le réseau
de Petri de la ﬁgure 2.1 avec un marquage initial M0 = (0, 1, 0). On peut noter
la ressemblance entre cette ﬁgure et la présentation des marquages possibles de
la ﬁgure 2.2.
(0, 0, 1) (0, 1, 0) (1, 0, 0)
t3 t2
t4 t1
Fig. 2.3 – Exemple de graphe des marquages accessibles
Synchronisations et concurrences
Le formalisme des réseaux de Petri est suﬃsamment puissant pour permettre
de représenter, de façon ﬁne et précise, une grande variété de comportements
de systèmes réels mettant en jeu des phénomènes de concurrence et de synchro-
nisation. Sur la ﬁgure 2.4, nous avons représenté quatre motifs de réseaux de
Petri permettant de les décrire.
– La ﬁgure 2.4 (a) représente une structure nécessitant un choix. La place p1
a deux transitions aval, notées t1 et t2. Formellement, cette situation arrive
si la proposition suivante est vraie : ∃p ∈ P,Pre´(p, t1) × Pre´(p, t2) 6= 0.
Le tir de t1 ou de t2 consomme le jeton de la place p1 et exclue donc le
tir de l’autre. Une telle conﬁguration permet de modéliser un phénomène
de concurrence à la consommation, comme par exemple le partage d’un
processeur entre des tâches concurrentes dans un système informatique ;
– la conﬁguration de la ﬁgure 2.4 (b) permet quant à elle de modéliser une
concurrence à l’apport de jetons dans une place, ici p1 ;
– le motif de la ﬁgure 2.4 (c) représente un phénomène de rendez-vous. La
transition t1 n’est franchissable que lorsque les places p1 et p2 contiennent
toutes les deux au moins un jeton ;
– dans la structure de la ﬁgure 2.4 (d), l’apport de jetons dans les places p1 et
p2 est synchronisé par le tir de la transition t1 et permet, par exemple, de
modéliser l’initialisation simultanée de diﬀérentes tâches dans un système
à événements discrets.
p1
t1 t2
(a) Concurrence à la
consommation
t1
p1
t2
(b) Concurrence à la
production
p1
t1
p2
(c) Synchronisation dans
la consommation
t1
p1 p2
(d) Synchronisation
dans la production
Fig. 2.4 – Concurrences et synchronisations dans les RdP
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Transitions source et puits
Définition 35 (Transitions source et puits). Une transition sans place amont
est dite transition source et une transition sans place aval est dite transition
puits.
Une transition source sera considérée comme pouvant être tirée par « le
monde extérieur ». La fréquence de tir d’une telle transition est généralement
liée à une loi constante ou probabiliste modélisant la période d’arrivée d’un
élément en entrée du système. Ceci permet l’apport de jetons dans le RdP. On
fait donc abstraction de tout ce qui peut se passer autour du système.
À l’opposé, on considère qu’une transition puits délivre des jetons à l’ex-
térieur du réseau de Petri. Vis-à-vis du système modélisé, une telle transition
correspond à une sortie. C’est l’inﬂuence du système sur le monde extérieur.
On supposera de plus que seules les transitions (et non les places) peuvent
être des puits ou des sources. Cette hypothèse n’induit pas de perte de généralité
puisque rien n’empêche d’ajouter une transition en amont ou en aval d’une place
source ou puits [Mur89]. Par ailleurs, on considérera éventuellement des systèmes
possédant plusieurs transitions puits et/ou sources. En fonction du cas modélisé,
nous utiliserons la dénomination anglaise correspondante (“Single in”/“Multiple
in” – “Single out”/“Multiple out”), et nous les appellerons donc des systèmes
“SISO”, “SIMO”, etc.
Notation 4 (Partitionnement des transitions). Afin de distinguer les différents
types de transition d’un RdP, on aura souvent recours à la partition
T = U ∪ X ∪ Y, avec U ∩ X ∩ Y = ∅,
où
– U désigne l’ensemble des transitions sources ;
– X désigne l’ensemble des transitions internes ;
– Y désigne l’ensemble des transitions puits.
On notera ti une transition appartenant indifféremment à l’un de ces trois sous-
ensembles. On désignera plus spécialement par uj ∈ U (respectivement xk ∈ X
et yl ∈ Y) une transition source (resp. interne et puits), pour j ∈ [1,Card(U)]
(resp. k ∈ [1,Card(X )] et l ∈ [1,Card(Y)]). On retrouve ainsi des notations
semblables à celles de l’automatique classique.
« Bonnes » propriétés
Certaines propriétés des RdP dépendent de leurs marquages initiaux. Elles
sont en général regroupées sous le nom générique de « bonnes propriétés ». Ainsi
le graphe des marquages accessibles d’un RdP fournit des indications essentielles
sur ses propriétés, et donc sur le fonctionnement du système qu’il représente.
Définition 36 (Bornitude). Une place p ∈ P d’un réseau de Petri marqué
P = (R,M0) est dite k-bornée (avec k ∈ N) si pour tout marquage accessible
M∈ A(P), le marquage de cette place vérifie M(p) ≤ k. Dans le cas contraire,
nous dirons que p est non bornée. Enfin, si p est 1-bornée, elle est dite binaire
(“safe” en anglais).
Quand toutes les places d’un RdP sont binaires, ce dernier est dit sauf.
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Si l’on considère le RdP de la ﬁgure 2.1, on voit que, pour le marquage initial
M0, les places p1, p2 et p3 sont binaires. Ce RdP est donc sauf.
Lorsqu’un RdP modélise un système manufacturier, certaines places repré-
sentent des convoyeurs ou bien des zones de stockage intermédiaires. La borni-
tude du marquage du modèle est alors synonyme de limitation de la taille des
stocks internes du système. Cette bornitude reﬂète alors, en quelque sorte, une
propriété de « stabilité » du système de production modélisé.
Définition 37 (Vivacité). Une transition t ∈ T d’un réseau de Petri marqué
P = (R,M0) est vivante si pour tout marquage M accessible depuis M0, il
existe une suite de transitions s, comportant au moins une fois la transition t,
et telle que s soit franchissable pour M.
Un RdP marqué P est dit vivant si toutes ses transitions sont vivantes.
Concrètement, cela signifie qu’une transition vivante pourra toujours être tirée,
après quelle séquence de franchissements.
La non vivacité révèle souvent un problème de conception du système modé-
lisé ; elle montre qu’une partie du système n’est, à partir d’un état donné, plus
sensible aux événements externes.
L’attribution de ces propriétés implique des considérations sur l’ensemble des
marquages accessibles à partir du marquage initial. Ainsi, il n’est pas possible de
les détecter à l’aide d’algorithmes eﬃcaces dans la pratique, car l’ensemble des
marquages accessibles n’est pas toujours ﬁni, sauf pour quelques sous-classes res-
treintes de réseaux de Petri telles que les graphes d’états. Nous allons présenter
ces sous-classes dans la section suivante.
2.1.2 Les principales sous-classes de réseaux de Petri
Nous ne considérons pas dans nos travaux le cas de graphes valués, où une
pondération est parfois attachée aux arcs ; sauf indication contraire, les valua-
tions des arcs seront toujours considérées égales à 1. Dans la suite de cette thèse,
notre intérêt se portera plus particulièrement sur la sous classe des graphes
d’événements ; c’est pourquoi nous détaillons les propriétés de cette sous-classe,
notamment ce qui concerne la gestion du temps.
Formes spécifiques de RdP
On présente trois sous-classes bien connues de RdP.
Définition 38 (Graphe d’événements). Un graphe d’événements est un réseau
de Petri tel que chaque place a exactement un arc entrant et un arc sortant.
Notons que les graphes d’événements ne permettent pas de modéliser les
situations de conﬂit ou de partage de ressources, telles que celles illustrées par les
ﬁgures 2.4 (a) et 2.4 (b). Les graphes d’événements sont des systèmes purement
déterministes, dans lesquels les tirs des transitions ne nécessitent pas de décision.
Malgré ces hypothèses limitatives, cette sous-classe de RdP est intéressante pour
de nombreuses applications où l’on doit essentiellement modéliser des contraintes
de synchronisation entre plusieurs processus (voir les ﬁgures 2.4 (c) et 2.4 (d)).
Définition 39 (Graphes d’états). Un graphe d’états est un réseau de Petri pour
lequel chaque transition a exactement un arc entrant et un arc sortant.
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À l’inverse des graphes d’événements, les graphes d’état permettent de mo-
déliser les structures de choix ou les phénomènes de concurrence, mais pas les
phénomènes de synchronisation. Ils modélisent de manière adéquate les auto-
mates à états ﬁnis, par exemple.
Définition 40 (Réseaux de Petri à choix libres). Un réseau de Petri à choix
libres (RCL) est un réseau de Petri tel que si deux transitions partagent la même
place en amont, ils ne possèdent pas d’autre place amont.
Les réseaux de Petri à choix libres autorisent la modélisation des diﬀérents
phénomènes de synchronisation et de concurrence au sein d’un même réseau de
Petri. Leur déﬁnition spéciﬁe néanmoins que ces deux types de phénomènes ne
peuvent pas être modélisés conjointement, comme pour la conﬁguration de la
ﬁgure 2.5. Ainsi, dès qu’une place possède plusieurs transitions en aval, toutes
ces transitions sont soit franchissables, soit non franchissables. On peut donc
choisir librement, c’est-à-dire indépendamment du reste du réseau, celle qui sera
franchie. On retiendra donc que les RCL permettent de modéliser des systèmes
pour lesquels les synchronisations et les conﬂits sont disjoints.
p1
t1
p2
t2
Fig. 2.5 – Exemple de conﬁguration interdite dans un RCL
Notons enﬁn que tout graphe d’états, ainsi que tout graphe d’événements,
est par déﬁnition un réseau de Petri à choix libres.
Propriétés des graphes d’événements
Nous présentons les propriétés de bornitude et de vivacité s’appliquant à des
graphes d’événements.
Théorème 13 (Bornitude des circuits d’un graphe d’événement). Dans un
graphe d’événements, le nombre de jetons d’un circuit élémentaire est constant.
Démonstration : Rappelons qu’un circuit élémentaire d’un graphe est un
chemin qui commence et se termine au même sommet et qui ne passe pas deux
fois par le même sommet. Si une transition franchissable appartenant à un cir-
cuit élémentaire est franchie, son franchissement prend un jeton dans une des
places du circuit pour le remettre immédiatement dans une place aval du circuit.
L’opération de franchissement d’une transition d’un circuit laisse donc invariant
le nombre de jetons dans ce circuit. 
Théorème 14 (Vivacité d’un graphe d’événement). Soit R un graphe d’événe-
ments etM0 son marquage initial, alors le graphe marqué (R,M0) est vivant si
et seulement si tout circuit élémentaire contient une place initialement marquée.
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Démonstration : Supposons qu’un circuit élémentaire d’un graphe d’évé-
nements ne contienne pas de place initialement marquée. D’après le théorème 13,
ce circuit ne contiendra jamais de jeton et donc toutes ses transitions sont en
permanence non franchissables : le graphe d’événements n’est donc pas vivant.
Inversement, dans un graphe d’événements non vivant, une transition morte
(qui n’est jamais tirable) possède obligatoirement en amont une transition éga-
lement morte. En « remontant » ainsi d’une transition morte à une autre située
en amont, on aboutit inéluctablement à une transition appartenant à un circuit,
qui est donc nécessairement sans jeton. Par l’absurde, nous venons de prouver
ce théorème. 
Remarque 20. Les graphes d’événements considérés seront dorénavant systé-
matiquement vivants.
L’approche que nous proposons pour permettre la modélisation de conﬂits
par des graphes d’événements est basée sur l’introduction de contraintes tem-
porelles. Nous allons donc présenter comment introduire l’écoulement du temps
dans les graphes d’événements.
Aspects temporels
Ramchandani, dans sa thèse de 1974, a été le premier à introduire le concept
de temporisation dans les RdP [Ram74]. Par cette contribution, on a pu étu-
dier certaines propriétés quantitatives des systèmes, basées sur l’écoulement du
temps. L’étude de la dynamique des systèmes synchronisés s’eﬀectue par ré-
seaux de Petri dits « temporisés ». Dans les systèmes réels, l’immobilisation
d’une pièce dans un magasin ou le trajet d’un train entre deux correspondances
nécessitent une durée minimale. Le temps de séjour (minimal) d’un jeton dans
une place du réseau est ainsi aﬀecté d’une durée.
Définition 41 (Graphe d’événement temporisé). Un graphe d’événements est
dit temporisé (GET) si à chaque place p ∈ P est associée un temps T (p), où
T : P → N est l’application qui a toute place associe sa temporisation. Cette
dernière est interprétée comme la durée minimale de séjour d’un jeton dans la
place p correspondante. On supposera instantanés les tirs des transitions 7.
Exemple 13. Les temporisations associées aux places correspondent aux durées
de différentes activités. Ainsi, le GET de la figure 2.6 peut représenter une cellule
de production se comportant comme suit : 3 éléments d’en-cours peuvent être
traités en même temps et ce traitement prend systématiquement (au moins) 4
unités de temps pour chaque produit. Si le poste de travail n’est pas disponible,
les en-cours restent dans le stock amont, appelé Samont. Quand une opération
est terminée, l’élément réalisé correspondant est placé dans le stock aval, appelé
Saval
8, et le poste de travail redevient disponible (un jeton revient en C), en
attendant l’arrivée d’un nouveau produit.
7. on pourrait aussi associer à chaque transition une temporisation – exprimant la durée
minimale d’activation d’une transition, mais il a été montré (entre autres, dans [Mur89]) qu’il
est toujours possible de se ramener au cas où seules les places sont temporisées
8. Samont et Saval possèdent tous les deux une capacité supposée infinie. Les deux places
correspondantes sont donc non bornées
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u Samont x1 4 x2 Saval y
C
poste de travail capacité (3)
temps opératoire (4)
Fig. 2.6 – Modèle GET d’un poste de travail
Remarque 21. Il faut bien sûr garder à l’esprit que les GET ne font que cap-
turer la dynamique et la logique d’un système donné. Ils ne sont pas faits pour
rigoureusement représenter la partie physique d’un système. Ainsi, toutes les
places ne correspondent pas directement à un endroit physique et réel où cir-
culent des produits. En effet, dans l’exemple de la figure 2.6, on peut aisément
interpréter certains jetons comme des produits évoluant dans le système sous
forme de flux, alors que d’autres représentent seulement des paramètres du sys-
tèmes (comme la capacité du poste de travail par exemple).
Par ailleurs, dans un GET, plusieurs arcs se synchronisent au niveau d’une
transition en amont d’un poste de travail pour chaque type de produit et de
ressource nécessaire à la réalisation de l’activité de ce poste. Cette sémantique est
bien souvent la plus proche de la réalité. Cependant, on pourrait aussi considérer
un GET dont la sémantique des jetons serait des ressources se déplaçant vers le
produit (et non l’inverse), comme pour la construction d’un bateau par exemple.
Même si la sous-classe des graphes d’événements temporisés consiste en une
restriction du pouvoir de modélisation, elle est largement utilisée pour modéliser
les systèmes pour lesquels les ordonnancements sont réglés à l’avance. Sa pre-
mière utilisation en association à la théorie des dioïdes remonte aux années 80,
dans les travaux de Cohen et al. [CDQV85b]. Les GET ont fait l’unanimité par
la suite [CMQV89, Gau92, BCOQ92] jusqu’à nos jours 9. Une des motivations
majeures pour l’utilisation d’un tel formalisme est la possibilité d’utiliser sans
restriction toutes les contributions de la théorie des dioïdes, comme nous le ver-
rons dans la section 2.2. Mais avant cela, nous allons aborder les GET possédant
des incertitudes temporelles, liées à l’utilisation d’intervalles de comportement.
GET avec incertitudes temporelles
Les systèmes complexes que nous considérons sont souvent incertains. On
s’intéresse en particulier au cas où les incertitudes portent sur les temporisa-
tions d’un graphe d’événements. Nous avons vu (dans la section 1.3.2) que ces
dernières peuvent être modélisées dans un dioïde d’intervalles. Il convient donc
de présenter comment des relations formulées dans une telle structure algébrique
peuvent être transposées sous forme de GET avec incertitudes temporelles et
vice-versa.
9. voir l’annexe B.1 à ce propos
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Des temporisations, non plus constantes, mais sous forme d’intervalles, re-
présentent les bornes inférieure et supérieure des temps de séjour minimaux
possibles pour chaque jeton dans une place, avant de pouvoir contribuer au tir
d’une transition aval. Il y a une diﬀérence de sémantique fondamentale entre
les intervalles que nous manipulons et les intervalles de temps d’un RdP tem-
porel, en particulier pour des sémantiques mono-serveur où les temporisations
sont situées sur les transitions [Mer74] ou sur les places [Kha97]. Dans notre
cas, cet intervalle correspond à des bornes pour garantir le comportement du
système modélisé, compte tenu d’incertitudes temporelles. La temporisation qui
correspondra à l’attente minimale de séjour pour chaque jeton sera déterminée
dynamiquement et aura pour valeur un des éléments de cet intervalle 10. Par
conséquent, on utilise une sémantique « inﬁnité de serveurs ». Cet intervalle
n’est pas la fenêtre de temps dans laquelle un tir de transition est possible, et
dans laquelle seulement les jetons des places aval correspondantes pourraient
être consommées. Ainsi, dans le cadre des GET avec incertitudes temporelles
que nous utilisons, un jeton ne meurt pas quand la borne supérieure de l’inter-
valle de temps de la place où il se situe est atteinte, à la diﬀérence des RdP
temporels où les temps représentent une contrainte de fonctionnement.
Nous allons voir précisément en quoi la sémantique de ces réseaux de Petri
est clairement diﬀérente de celle des RdP temporels.
Exemple 14. On considère une sémantique « infinité de serveurs » (chaque
jeton possède donc sa propre horloge). Prenons comme exemple le GET minimal
suivant.
t1
[α, β]
p t2
Fig. 2.7 – GET avec incertitudes temporelles minimal
Chaque jeton de p devra attendre un temps compris entre α et β avant de
pouvoir contribuer au tir de la transition t2. Par ailleurs, chacun des jetons
issus du tir de la transition t1 aura une temporisation qui lui est propre. Ainsi,
toute transition t sensibilisée possédant des places amont avec incertitudes tem-
porelles ne sera pas tirable tant que toutes les bornes inférieures des intervalles
d’incertitudes des différentes temporisations des places amont ne seront pas at-
teintes. De plus, une telle transition t sera nécessairement tirée dès que toutes les
bornes supérieures des intervalles d’incertitudes des différentes temporisations
des places amont seront atteintes. Bien entendu, si elle n’est pas sensibilisée,
les jetons peuvent rester indéfiniment, comme dans tout GET.
Définition 42 (Sémantique formelle des GET avec incertitudes temporelles).
Il est possible de décrire formellement la sémantique des GET avec incertitudes
temporelles via un système de transitions d’état. En s’inspirant des notations
présentées dans [BR08], soient ν(jeton) la valuation de l’horloge associée à un
jeton présent dans une place du RdP et M le marquage de ce RdP. (M, ν) peut
10. comme des variables aléatoires dont on ne connaît a priori que les intervalles de valeurs,
en quelque sorte
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donc être considéré comme un état du système. On définit les relations Amont(t)
et Sensib(M, t) qui renvoient respectivement l’ensemble des places amont d’une
transition t et un booléen indiquant si t est sensibilisée par M. Les relations
α(p) et β(p) renvoient respectivement la borne inférieure ou supérieure de la
temporisation d’une place p. Seules les deux relations de transition suivantes
sont possibles :
(M, ν) t−→ (M′, ν) ⇐⇒

∀p ∈ P,M′(p) =M(p)− Pre´(p, t) + Post(p, t)
Sensib(M, t) est vraie
∀p ∈ Amont(t),∀jeton ∈M(p), ν(jeton) ≥ α(p)
.
En d’autres termes, avant de pouvoir tirer la transition t, il faut au moins
attendre les bornes inférieures de chacun des intervalles des places dont les
jetons sensibilisent cette transition.
(M, ν) d−→ (M, ν′) ⇐⇒

ν′ = ν + d
∄t ∈ T avec Sensib(M, t) telle que
∀p ∈ Amont(t),∃jeton ∈M(p), ν(jeton) ≥ β(p)
.
C’est-à-dire qu’une transition t pour laquelle toutes les valuations des hor-
loges des jetons des places amont la sensibilisant ont atteint les bornes supé-
rieures des temporisations de ces places doit être tirée sur le champ ; le temps
n’a plus le droit de s’écouler. Concrètement, on peut uniquement utiliser la pre-
mière relation de transition exprimée ci-dessus, et donc tirer la transition t.
Dans les autres cas, le temps peut ou doit s’écouler en fonction des valuations
des horloges des jetons du RdP. On retrouve bien la sémantique classique de tir
« au plus tôt », telle que rappelée dans l’annexe A.1.3.
Exemple 15. La figure 2.8 représente le même type de systèmes que celui de
la figure 2.6, mais les temporisations sont cette fois-ci incertaines. Le temps
opératoire peut désormais varier entre au minimum 2 et au maximum 5 unités de
temps en fonction des produits à réaliser 11. Par ailleurs, il peut être nécessaire
de reconfigurer la machine située sur le poste de travail (comme par exemple
changer ses outils), ce qui entraîne un délai éventuel d’une unité de temps avant
que celle-ci ne redevienne disponible.
Nous allons voir dans la section suivante comment utiliser les GET pour
l’étude des systèmes industriels manufacturiers, aﬁn d’en tirer une modélisa-
tion algébrique dans un dioïde. Le cas particulier des GET avec incertitudes
temporelles ne sera abordé que dans la section 2.2.3, puisqu’il suﬃra de consi-
dérer les résultats présentés jusqu’à cette section-là valables pour les bornes des
intervalles utilisés.
2.2 Théorie des systèmes linéaires
Nous avons abordé dans la section précédente la représentation graphique
des réseaux de Petri, permettant la modélisation et l’étude de SED. Ces sys-
tèmes sont communément considérés via leurs comportements entrée-sortie. Ces
11. ce qui n’empêche pas un produit fini de pouvoir éventuellement rester indéfiniment au
niveau du poste de travail une fois ce temps écoulé, si le stock aval est plein, par exemple
Page 50
u Samont x1 [2, 5] x2 Saval y
[0, 1] C
poste de travail capacité (3)
temps opératoire (entre 2 et 5)
Fig. 2.8 – Modèle GET d’un poste de travail avec incertitudes temporelles
comportements sont la suite des diﬀérents états stables par lesquels évoluent les
systèmes à la suite d’événements ordonnés dans le temps. Nous allons voir en pre-
mier lieu comment dater et/ou compter ces événements. Cette manière d’abor-
der les événements permettra ensuite de déﬁnir un comportement entrée-sortie
des systèmes étudiés, que l’on appellera réponse impulsionnelle, en référence à la
théorie des signaux. Pour ﬁnir, nous proposerons une manière classique de trans-
poser une réponse impulsionnelle en une fonction de transfert, généralement en
une indéterminée.
2.2.1 Représentation d’état
Nous avons vu que plusieurs représentations algébriques sont possibles pour
les systèmes à événements discrets (comme ceux décrits par les ﬁgures 2.6 et 2.8).
En général, la variation de l’état d’un réseau de Petri correspond aux variations
de son marquage noté ∆M (qui est le produit de matrice d’incidence W par un
vecteur de tirs de transition
−→
S ). Dans ce contexte, on manipule des équations
de la forme M =M0 +∆M ; c’est le modèle le plus courant [Mur89].
En se référant au système représenté par la ﬁgure 2.6, ces marquages corres-
pondent à deux états possibles pour le poste de travail : libre ou occupé.
Mais la représentation d’état liée au marquage ne permet pas de discuter
quantitativement des performances des systèmes temporisés étudiés (dont leurs
régimes transitoires, leurs régimes permanents ou leurs temps de cycle). Il est
nécessaire de considérer pour cela les franchissements des transitions (en les
datant et en les comptant). Cette manière de quantiﬁer les performances, en se
basant sur des dateurs et des compteurs à été proposée pour la première fois
dans [CDQV85a].
Dateurs et compteurs
Cette autre représentation des états n’est plus liée aux places, mais aux dif-
férentes transitions des GET. Nous devons donc introduire deux nouvelles ap-
plications croissantes, dont les images prennent leurs valeurs dans des ensembles
correspondant aux dioïdes, présentés dans le chapitre précédent.
Notation 5 (Applications dateur et compteur [CMQV86]). Pour chaque transi-
tion ti ∈ T d’un GET, on peut associer une application dateur et une application
compteur, respectivement définies de la manière suivante :
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– ti(k) : Z→ Zmax : date à laquelle se produit la ke activation de la transi-
tion ti.
– t̂i(t) : Z→ Zmin : nombre de tirs de la transition ti ayant eu lieu jusqu’à
la date t.
En interprétant les GET étudiés comme des représentations graphiques de
systèmes (de production), on peut désormais compter et dater les événements
y survenant (principalement la détection du passage d’un produit devant un
capteur).
Les hypothèses de fonctionnement des GET que nous étudions, ainsi que
leurs modélisations dans les dioïdes sont présentées dans l’annexe A.1.
Forme récurrente explicite
Les SdP réalisent des productions de manière cyclique, ce qui se modélise
justement à l’aide d’un réseau de Petri contenant un ou plusieurs cycles. Prenons
celui de la ﬁgure 2.9 12 et cherchons à modéliser son état.
u2
5 x2
3 4
4
x11
u1
3
x3
2
2
y
Fig. 2.9 – GET à deux entrées et une sortie (de type MISO)
En tenant compte des jetons initialement présents dans les places du GET
de la ﬁgure 2.9, ainsi que des temporisations associées à l’ensemble de ses places,
on obtient le système suivant dans le dioïde Zmax :

x1(k) = 4⊗ x2(k − 1)⊕ 1⊗ u1(k)
x2(k) = 3⊗ x1(k)⊕ 5⊗ u2(k − 1)
x3(k) = 3⊗ x1(k)⊕ 4⊗ x2(k)⊕ 2⊗ x3(k − 2)
y(k) = x2(k − 1)⊕ 2⊗ x3(k)
ou encore, de façon matricielle :
12. inspiré de celui présenté dans l’article [CMQV84]
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
X(k) =
ε ε ε3 ε ε
3 4 ε
X(k)⊕
ε 4 εε ε ε
ε ε ε
X(k − 1)⊕
ε ε εε ε ε
ε ε 2
X(k − 2)⊕
1 εε ε
ε ε
U(k)⊕
ε εε 5
ε ε
U(k − 1)
y(k) =
(
ε ε 2
)
X(k)⊕ (ε e ε)X(k − 1)
,
avec X(k) =
(
x1(k) x2(k) x3(k)
)T
et U(k) =
(
u1(k) u2(k)
)T
.
On trouve donc un système d’équations de la forme :{
X(k) = A0X(k)⊕A1X(k − 1)⊕A2X(k − 2)⊕B0U(k)⊕B1U(k − 1)
y(k) = C0X(k)⊕ C1X(k − 1)
.
Notons M0(p) le marquage initial de toute place p ∈ P. D’une manière
générale, en posant M = max
p∈P
(M0(p)) et T = max
p∈P
(T (p)), on peut récrire le
système précédent sous l’une des deux formes suivantes :
dans Zmax :

X(k) =
M⊕
i=0
AiX(k − i)⊕
M⊕
i=0
BiU(k − i)
Y (k) =
M⊕
i=0
CiX(k − i)
et (2.2)
dans Zmin :

X(t) =
T⊕
i=0
AiX(t− i)⊕
T⊕
i=0
BiU(t− i)
Y (t) =
T⊕
i=0
CiX(t− i)
. (2.3)
en représentation dateurs et compteurs respectivement 13.
Les systèmes d’équations (2.2) ou (2.3) sont des formes implicites, qui per-
mettent de caractériser des SED modélisés par des graphes d’événements tem-
porisés. On préférera cependant manipuler des systèmes d’équations explicites.
On étudiera donc ces SED par le biais de GET dont les comportements sont
équivalents, mais où les matrices Ai sont nulles pour i 6= 1 et les matrices Bi
et Ci sont nulles pour i > 0. Ceci se réalise en introduisant des transitions in-
termédiaires, qui seront prises en compte au moyen de l’extension des vecteurs
d’état X(k) et X(t). Ces nouveaux vecteurs d’état, notés X̂(k) et X̂(t), incluent
les applications dateur et compteur liées à des transitions qui ont été ajoutées
au GET initial. On obtient donc les formes récurrentes explicites suivantes :
dans Zmax :
{
X̂(k) = AX̂(k − 1)⊕BU(k)
Y (k) = CX̂(k)
et
(2.4a)
(2.4b)
13. ces systèmes sont parfois dits être sous une forme ARMA [Coh95, Cot99, Lho03] – pour
« Auto-Régressif à Moyenne Ajustée », ou “Auto Regressive - Moving Average” en anglais
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dans Zmin :
{
X̂(t) = AX̂(t− 1)⊕BU(t)
Y (t) = CX̂(t)
.
(2.5a)
(2.5b)
Par analogie avec la théorie des systèmes dynamiques linéaires, les équations
matricielles (2.4a) et (2.5a) sont des équations d’état et les équations (2.4b)
et (2.5b) sont des équations d’observation. De même, X̂ est considéré comme le
vecteur d’état, U est le vecteur d’entrée ou de commande et Y est le vecteur de
sortie ou d’observation du système. Enﬁn les matrices A, B et C sont respecti-
vement appelées matrice d’état ou matrice dynamique, matrice d’entrée ou de
commande et matrice de sortie ou d’observation.
Aﬁn d’obtenir les équations d’état et d’observation présentées précédem-
ment, il est nécessaire d’introduire un certain nombre de transitions, liées au
marquage initial du GET étudié. Ces ajouts doivent permettre de satisfaire les
trois contraintes suivantes :
1. Aucune place située entre deux transitions internes (dans X ) ne doit conte-
nir plus d’un jeton.
2. Toutes les places situées entre une transition source (dans U) et une tran-
sition interne doivent être sans jeton.
3. Toutes les places situées entre une transition interne et une transition puits
(dans Y) doivent être sans jeton.
Exemple 16. La figure 2.10 représente un GET dont le comportement entrée-
sortie est équivalent à celui de la figure 2.9. En introduisant les transitions in-
termédiaires ξi, on aboutit à la représentation d’état (2.6) dans le dioïde Zmax,
en considérant cette fois-ci le vecteur d’état augmenté X̂(k) avec
X̂(k) =
(
ξ1(k) x1(k) x2(k) ξ2(k) x3(k) ξ3(k)
)T
.

X̂(k) =

ε ε ε ε ε ε
ε ε ε ε ε ε
ε 3 ε ε ε ε
ε ε ε ε ε ε
ε 3 4 ε ε ε
ε ε ε ε ε ε
 X̂(k)⊕

ε ε ε ε ε ε
ε ε 4 ε ε ε
5 ε ε ε ε ε
ε ε e ε ε ε
ε ε ε ε ε e
ε ε ε ε 2 ε
 X̂(k − 1)⊕

ε e
1 ε
ε ε
ε ε
ε ε
ε ε
U(k)
Y (k) =
(
ε ε ε e 2 ε
)
X̂(k)
(2.6)
Pour obtenir la forme récurrente explicite du système (2.4), il suffit de sup-
primer la partie implicite de la première équation du système (2.6), à l’aide
du corollaire 1 concernant la résolution d’équations linéaires de la forme x =
a ⊗ x ⊕ b (présenté dans la section 1.2.2, page 26). Moyennant l’existence de
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A⋆0
14, la plus petite solution X ′(k) de l’équation (2.6) s’écrit :
X ′(k) = A0X
′(k)⊕A1X ′(k − 1)⊕B0U(k) (2.7)
= A⋆0
(
A1X
′(k − 1)⊕B0U(k)
)
(2.8)
= A⋆0A1X
′(k − 1)⊕A⋆0B0U(k) (2.9)
Rappelons que A⋆0 =
⊕
i∈N A
i
0. La forme récurrente explicite de ce GET est
donc :
X ′(k) =

ε ε ε ε ε ε
ε ε 4 ε ε ε
5 ε 7 ε ε ε
ε ε e ε ε ε
9 ε 11 ε ε e
ε ε ε ε 2 ε
X
′(k − 1)⊕

ε e
1 ε
4 ε
ε ε
8 ε
ε ε
U(k)
Y (k) =
(
ε ε ε e 2 ε
)
X ′(k)
. (2.10)
u2
ξ1 5 x2
3 4
ξ2
x1
u1
1 3
4
x3
2ξ3
2
y
Fig. 2.10 – GET à deux entrées et une sortie, dont le vecteur d’état a été
augmenté (ajouts en rouge)
Le système (2.10) correspond à l’évolution de l’état du GET de la ﬁgure 2.10
en fonctionnement au plus tôt. Ainsi, à partir de la donnée de la suite des vec-
teurs de commande U(1), U(2), . . . et de l’état initial X̂(0), l’équation (2.9)
permet de déterminer successivement toutes les valeurs X̂(1), X̂(2), . . . du vec-
teur d’état. En somme, à partir d’une loi d’entrée ou de commande donnée
et d’un état initial, on peut connaître à l’avance l’évolution dans le temps du
système, qualiﬁé à juste titre de déterministe.
Il est aussi possible de déterminer simplement la cadence d’un système (de
production) par la seule donnée de sa matrice d’état. En eﬀet, comme présenté
en annexe A.3.1, la valeur propre de cette matrice est égale à la cadence de
production du système. On trouve que cette valeur propre est très exactement
le rayon spectral de la matrice d’état. Il existe diﬀérents algorithmes permettant
de calculer cette valeur de manière eﬃcace et l’algorithme de Karp [Kar78] est
celui qui présente encore de nos jours le plus d’avantages (cf. l’annexe B.2).
14. c’est-à-dire en supposant que le graphe de précédence associé à cette matrice ne comporte
pas de circuit positif, cf. la définition 69, à la page 143
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Le cas plus complexe présentant des temporisations incertaines sera présenté
dans la section 2.2.3, après avoir introduit les notions de représentation entrée-
sortie, et de transfert d’un système.
2.2.2 Représentation entrée-sortie de SED dans un dioïde
Les diﬀérentes modélisations que nous développons dans les chapitres sui-
vants s’appuient essentiellement sur une représentation entrée-sortie des sys-
tèmes. Nous allons voir que cette représentation correspond à la notion de ré-
ponse impulsionnelle issue de la théorie des signaux.
Dans la section 2.2.1, nous avons étudié les systèmes via leur « descriptions
internes ». Ces variables d’état internes (dateurs ou compteurs) étaient liées les
unes aux autres via des équations. Cherchons à caractériser les sorties en une
fonction des entrées. La forme récurrente explicite (2.4), peut être développée
comme suit :
Y (k) = CX̂(k)
= CAX̂(k − 1)⊕ CBU(k)
= CA2X̂(k − 2)⊕ CABU(k − 1)⊕ CBU(k)
= · · ·
= CAnX̂(k − n)⊕
n−1⊕
i=0
CAiBU(k − i).
En considérant les conditions initiales canoniques déﬁnies dans la section
A.1.1 15, il est possible de récrire le comportement entrée-sortie d’un GET de la
manière suivante :
Y (k) =
⊕
i∈Z
H(i)⊗ U(k − i), avec H(i) =
{
ε si i < 0,
CAiB sinon.
(2.11)
Remarque 22 (Interprétation des coeﬃcients de H(k) [Cot99]). Il est possible
de donner une interprétation des termes de la matrice H ∈ (Zmax)n×m, où n et
m sont respectivement le nombre d’entrées et de sorties. L’élément Hij(k) est
la date du ke tir de la sortie Yj en fonction de l’entrée Ui du type :
Ui(k) =
{
ε si k < 0,
e sinon.
Une telle entrée correspond au tir d’une infinité de jetons à la date 0. L’élé-
ment Hij(k) est donc la réponse impulsionnelle correspondante pour le système
(cf. la section A.2.2). En conséquence, les applications compteurs et dateurs
peuvent parfaitement être considérées comme des signaux.
Remarque 23. On constate aussi que le comportement entrée-sortie d’un GET,
régi par la relation de l’équation (2.11) correspond à une convolution de si-
gnaux 16, ou plus exactement une sup-convolution comme on situe nos calculs
15. ce qui nous donne, par convention, X̂(x) = ε et U(x) = ε pour x < 0. Ainsi, pour un k
donné et en considérant p assez grand, il est aisé de voir que certains termes de cette équation
sont nuls, au sens du dioïde Zmax
16. cf. la définition 61, de l’annexe A.2
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dans Zmax. On peut ainsi utiliser la notation suivante :
Y (k) = (H ∗ U)(k).
L’analogie avec la relation entrée-sortie d’un système linéaire continu (A.12)
est alors évidente.
Il existe une autre forme de produit entre applications compteurs ou dateurs
appelée « produit de Hadamard » [Gau93] et notée ⊙. Dans un souci de géné-
ralité, nous allons considérer des applications dans un ensemble quelconque de
signaux noté DZ (cf. l’annexe A.2).
Définition 43 (Produit de Hadamard). Le produit ⊙ de signaux de DZ est
défini par
∀t ∈ D, (f ⊙ g)(t) , f(t)⊗ g(t).
Cet opérateur possède quelques propriétés que nous détaillons ci-dessous.
Propriété 1 (Associativité de ⊙). Soient les signaux a, b et c définis dans DZ.
On a la relation suivante :
(a⊙ b)⊙ c = a⊙ (b⊙ c).
Démonstration : Par déﬁnition de ⊙, on a ∀t ∈ Z :(
(a⊙ b)⊙ c)(t) = (a⊙ b)(t)⊗ c(t)
=
(
a(t)⊗ b(t))⊗ c(t)
= a(t)⊗ (b(t)⊗ c(t)) car ⊗ est associatif
= a(t)⊗ (b⊙ c)(t)
=
(
a⊙ (b⊙ c))(t)

Propriété 2 (Distributivité de ⊙ sur la loi ⊕). Soient les signaux a, b et c
∈ DZ. On a la relation suivante :
a⊙ (b⊕ c) = (a⊙ b)⊕ (a⊙ c).
Démonstration : Par déﬁnition de ⊙, on a ∀t ∈ Z :(
a⊙ (b⊕ c))(t) = a(t)⊗ (b⊕ c)(t)
=
(
a(t)⊗ b(t))⊕ (a(t)⊗ c(t)) par distributivité de ⊗ sur ⊕
=
(
a⊙ b)(t)⊕ (a⊙ c)(t)
=
(
(a⊙ b)⊕ (a⊙ c))(t)

Propriété 3. L’application x 7→ a⊙ x est isotone, c’est-à-dire ∀a, b, c ∈ DZ,
b 4 c⇒ a⊙ b  a⊙ c.
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Démonstration : La loi ⊗ étant isotone, nous pouvons aﬃrmer, ∀t ∈ Z,
que :
b(t) 4 c(t)⇒ a(t)⊗ b(t) 4 a(t)⊗ c(t) par isotonie de ⊗
⇒ (a⊙ b)(t) 4 (a⊙ c)(t) par déﬁnition de ⊙

2.2.3 Fonctions et matrices de transfert d’un SED dans
un dioïde
Nous avons vu dans la section 2.2.2 que des systèmes de production pouvaient
être représentés par des réponses impulsionnelles. Par analogie avec la théorie
conventionnelle des signaux en temps discret, il est aussi possible de représen-
ter ces systèmes par des réponses « en fréquence » [CMQV84]. Ces dernières
peuvent être obtenues à l’aide de transformées, analogues aux transformées en
z (utilisée pour discrétiser les systèmes continus). Les signaux et systèmes sont
alors représentés par des séries formelles, déﬁnies dans une structure algébrique
de dioïde (cf. la section 1.3.1). Une série intègre tout le comportement du sys-
tème correspondant (toute sa capacité de production) et permet de présenter de
manière explicite le caractère périodique de ce dernier, comme nous le verrons
en ﬁn de section.
En particulier, les applications dateur et compteur peuvent respectivement
subir des transformées appelées γ et δ. La propriété la plus remarquable de ces
transformées est de changer les sup- ou inf-convolutions entre signaux, présentées
précédemment, en des produits de séries formelles correspondantes.
Sur les séries formelles
Pour un signal donné s ∈ DZ, on déﬁnit une série formelle s en l’indéterminée
z par la formule suivante :
s(z) =
⊕
n∈Z
s(n)zn (2.12)
Ces transformées sont maintenant classiques dans la littérature sur les dioïdes
[CMQV86, BCOQ92] et sont utilisées de manière quasi-systématique de nos
jours.
Montrons que le produit de convolution de deux signaux est transformé en
un produit des séries formelles correspondantes :
∀u, v ∈ DZ,
⊕
t∈Z
(u⊗ v)(t)zt =
⊕
t∈Z
⊕
s∈Z
u(t− s)v(s)zt (par déﬁnition)
=
⊕
t∈Z
⊕
s∈Z
u(t′)v(s)zt
′+s (en posant t′ = t− s)
=
⊕
t∈Z
u(t′)zt
′
⊕
s∈Z
v(s)zs
= u(z)v(z).
En reprenant la notation 8 concernant l’expression de la sortie d’un système
stationnaire comme le produit de convolution de sa réponse impulsionnelle et de
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son signal d’entrée, on obtient la transformée suivante pour cette même relation
d’entrée-sortie :
y(z) = h(z)u(z), (2.13)
où h(z) est la série, ou fonction, de transfert du système et u(z) est la série
d’entrée. Ces séries sont déﬁnies dans le dioïde D[[z]] en l’indéterminée z
On se rend compte, d’après la relation 2.12, que le produit d’un dioïde de
séries D[[z]] n’est rien d’autre qu’un produit de convolution. Il est parfois ap-
pelé produit « de Cauchy » [Gau93]. Cet autre produit qu’est celui dit « de
Hadamard » peut aussi être déﬁni pour les séries formelles [Fli72].
Définition 44 (Produit de Hadamard de séries formelles). Le produit de Ha-
damard de séries formelles, noté ⊙, correspond au produit point à point des
coefficients des différents monômes de deux séries sur lesquelles on réalise cette
opération. Plus formellement,
F (x)⊙G(x) ,
⊕
k∈Zp
[
f(k)⊗ g(k)]xk11 · · ·xkpp .
Transformées en γ et en δ
Rappelons qu’un dateur est assimilé à une fonction croissante de Z dans le
dioïde complet Zmax.
Définition 45. La transformée en l’indéterminée γ d’un dateur d est définie
comme la série formelle
d(γ) ,
⊕
k∈Z
d(k)γk.
Le monôme d(k)γk s’interprète comme le postulat suivant : l’événement k
a lieu au plus tôt à la date d(k). On peut donc voir la série d(γ) comme une
somme d’informations sur la trajectoire du dateur x(k).
Remarque 24 (Opérateur γ). Puisque γ⊗d(γ) =⊕k∈Z d(k)γk+1 =⊕k∈Z d(k−
1)γk, l’opérateur γ peut être vu comme un opérateur de retard dans le domaine
événementiel. En effet, pour toute série s, s(k − 1) = γs(k).
Ces séries formelles font partie du dioïde complet Zmax[[γ]].
Définition 46 (Dioïde Zmax[[γ]]). L’ensemble des séries formelles en l’indéter-
minée γ à exposants dans Z et coefficients dans Zmax possède une structure de
dioïde. La somme et le produit de séries formelles sont définis comme suit :
d1(γ)⊕ d2(γ) =
⊕
k∈Z
(
d1(k)⊕ d2(k)
)
γk
d1(γ)⊗ d2(γ) =
⊕
k∈Z
⊕
j∈Z
(
d1(j)⊕ d2(k − j)
)
γk
L’élément neutre de la somme est la série ε(γ) =
⊕
k∈Z εγ
k (où ε = −∞
est l’élément neutre de la somme de Zmax). L’élément neutre du produit est la
série e(γ) = eγ0 (où e = 0 est l’élément neutre de la multiplication de Zmax).
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De manière duale, on peut introduire une transformée pour les compteurs,
qui ont été déﬁnis comme des applications décroissantes de Z dans le dioïde
Zmin.
Définition 47. La transformée en l’indéterminée δ d’un compteur c est la série
formelle
c(δ) ,
⊕
t∈Z
c(t)δt.
Le monôme c(t)δt s’interprète comme le postulat suivant : à la date t se sont
déroulés au plus k événements. La série c(δ) correspond, elle aussi, à une somme
d’informations, mais sur la trajectoire du compteur x(t).
Remarque 25 (Opérateur δ). Supposons deux compteurs c1 et c2 reliés par
l’égalité c1(t) = c2(t− 1), ce qui correspond à deux transitions séparées par une
unique place de marquage nul et à laquelle est attachée une temporisation d’une
unité de temps. Ainsi, on a c1(δ) = δc2(δ). L’opérateur δ peut donc être vu
comme un opérateur de retard dans le domaine temporel.
Les séries formelles associées aux compteurs peuvent être manipulées comme
des éléments du dioïde complet Zmin[[δ]].
Définition 48 (Dioïde Zmin[[δ]]). L’ensemble des séries formelles en l’indéter-
minée δ à exposant dans Z et coefficients dans Zmin a une structure de dioïde.
La somme et le produit de séries formelles sont définis comme suit :
c1(δ)⊕ c2(δ) =
⊕
t∈Z
(
c1(t)⊕ c2(t)
)
δt
c1(δ)⊗ c2(δ) =
⊕
t∈Z
⊕
j∈Z
(
c1(j)⊕ c2(t− j)
)
δt
Les éléments neutres de la somme et du produit sont respectivement les séries
ε(δ) =
⊕
i∈Z εδ
i et e(δ) = eδ0.
Filtrage de trajectoires monotones
Les dateurs issus de GET ont par déﬁnition une évolution monotone (la date
d(k) de l’occurrence de l’événement k est nécessairement supérieure à celle de
l’événement numéroté k − 1). Or le dioïde Zmax[[γ]] permet de retranscrire tout
type de série, y compris des trajectoires non monotones. Considérons, sur des
séries formelles en l’indéterminée γ, la déﬁnition de la relation d’ordre < déﬁnie
dans le dioïde Zmax (cf. le théorème 2 à la page 22). On a :
∀k ∈ Z, d(k) < d(k − 1) ⇐⇒ d(k) = d(k)⊕ d(k − 1).
Ce qui est équivalent à
d(γ) = d(γ)⊕ γd(γ) ⇐⇒ d(γ) = γ⋆d(γ).
En somme, la transformée en γ d’une trajectoire monotone est forcément
de la forme γ⋆d(γ) et la multiplication par γ⋆ d’une trajectoire non monotone
donne une trajectoire monotone croissante. Il s’agit donc d’une sorte de ﬁltre.
L’ensemble des trajectoires monotones forme un dioïde noté γ⋆Zmax[[γ]]. On
peut noter que la somme et le produit d’éléments de cet ensemble sont fermés.
Il en découle que l’égalité d’éléments doit s’entendre « modulo γ⋆ » [Lho03].
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Exemple 17. On constate l’égalité suivante :
3γ ⊕ 1γ2 ⊕ 4γ3 = 3γ ⊕ 4γ3.
Le monôme (1γ2) peut être « absorbé ». On simplifie donc l’écriture de la série,
sans perte d’information.
Ce fait admet une interprétation graphique, schématisé par la figure 2.11.
Les deux GET de cette figure sont équivalents du point de vue de la relation
entrée-sortie. En somme, ils réalisent la même application au plus tôt u 7→ y.
3 1
u
4
y
3
u
4
y
Fig. 2.11 – Interprétation graphique de la simpliﬁcation d’écriture de séries
La réduction de l’exemple précédent permet de simpliﬁer les calculs sur les
séries en ne considérant que leurs réductions « modulo γ ». Ces simpliﬁcations
visent à éliminer les informations inutiles. De façon plus générale, on peut énon-
cer la règle de simpliﬁcation suivante :
γn ⊕ γn′ = γmin(n,n′). (2.14)
Les éléments neutres pour la somme et le produit de γ⋆Zmax[[γ]] sont donc
respectivement les séries ε(γ) =
⊕
i∈N εγ
i et e(γ) =
⊕
i∈N eγ
i.
Remarque 26 (Représentation de l’arrivée d’une inﬁnité de jetons en entrée).
L’ensemble des séries du dioïde γ⋆Zmax[[γ]] étant invariantes lorsqu’on les mul-
tiplie par la série γ⋆, on justifie le fait que la série e est équivalente à γ⋆. On
peut donc retranscrire l’arrivée d’une infinité de jetons à la date 0 par la série e
alors que, normalement, cette situation devrait être retranscrite par la série γ⋆.
Autrement dit, pour une entrée impulsionnelle e, la sortie d’un système coïncide
avec sa réponse impulsionnelle.
Par la suite, nous ne manipulerons que des séries monotones. Par abus
de notation et en l’absence d’ambiguïté, Zmax[[γ]] pourra être compris comme
γ⋆Zmax[[γ]]. Les éléments neutres de ce dioïde seront notés ε(γ) et e(γ).
Tout comme les dateurs, les compteurs ont une évolution monotone (le
nombre d’événements ayant eu lieu à l’instant t + 1, c(t + 1), est nécessaire-
ment supérieur au nombre ayant eu lieu à l’instant t, c(t)). Plus formellement,
on a :
∀t ∈ Z, c(t) < c(t+ 1) ⇐⇒ c(t) = c(t+ 1)⊕ c(t),
ce qui équivaut à
c(δ) = δ−1c(δ)⊕ c(δ) ⇐⇒ c(δ) = (δ−1)⋆c(δ).
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En conclusion, la transformée en δ d’une trajectoire monotone appartient au
dioïde (δ−1)⋆Zmin[[δ]]. Il en découle la règle de simpliﬁcation suivante :
δt ⊕ δt′ = δmax(t,t′). (2.15)
Les éléments neutres pour la somme et le produit de (δ−1)⋆Zmin[[δ]] sont donc
respectivement les séries ε(δ) =
⊕
i∈N εδ
i et e(δ) =
⊕
i∈N eδ
i.
De la même manière que pour la représentation à l’aide de dateurs, par abus
de notation et en l’absence d’ambiguïté, Zmin[[δ]] peut être compris comme le
dioïde (δ−1)⋆Zmin[[δ]]
Extension matricielle
Rappelons que E est une notation équivalente à l’ensemble des signaux DZ.
En déﬁnissant la transformée d’un vecteur V ∈ Eq comme le vecteur V(z) des
transformées Vi(z) de chaque signal Vi ∈ E le composant, on aboutit aisément
à une relation équivalente à (2.16) pour un système multi-variables, à savoir :
Y (z) = H(z)U(z), (2.16)
où H(z) est la matrice de transfert de ce système, composée de séries formelles
en l’indéterminée z.
Lorsque l’on considère les représentations dateur ou compteur, nous avons vu
qu’il était toujours possible d’obtenir une représentation d’état canonique pour
un GET (du type (2.4) ou (2.5)). Considérons pour le moment la transformée en
γ des applications dateur U(k), X(k) et Y (k) de l’équation (2.4a). On obtient
X(γ) = γAX(γ)⊕BU(γ).
Il s’agit d’une équation implicite. Le corollaire 1 donne la plus petite solution
de cette équation :
X(γ) = (γA)⋆BU(γ).
En reportant cette solution dans l’équation (2.4b), on trouve
Y (γ) = C(γA)⋆BU(γ) = H(γ)U(γ) avec H(γ) = C(γA)⋆B. (2.17)
Cette équation exprime le comportement entrée-sortie du système et permet
de déterminer la valeur de la matrice de transfert du système H(γ).
Exemple 18. Pour l’exemple de la figure 2.6, on obtient la représentation par
des séries formelles en γ suivante :X(γ) =
(
ε γ3
4 ε
)
X(γ)⊕
(
e
ε
)
U(γ)
Y (γ) =
(
ε e
)
X(γ)
Le calcul de la matrice de transfert H(γ) = C(γA)⋆B donne H(γ) = 4(4γ3)⋆.
De même, on obtient la représentation par des séries formelles en δ suivante :X(δ) =
(
ε 3
δ4 ε
)
X(δ)⊕
(
e
ε
)
U(δ)
Y (δ) =
(
ε e
)
X(δ)
Le calcul de la matrice de transfert H(δ) = C(δA)⋆B donne H(δ) = δ4(3δ4)⋆.
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On peut légitimement se demander si la représentation en dateur est plus
avantageuse que la représentation en compteur. L’approche dateur permet de se
focaliser sur l’occurrence des tirs des transitions. L’approche compteur, quant à
elle, dépend d’un pas d’observation temporel. Elle est ainsi plus proche de celle
utilisée dans la théorie conventionnelle des systèmes à temps discrets, et semble
donc plus naturelle.
Dans les faits, seule la ﬁnalité de l’étude permet de trancher pour l’une
ou l’autre de ces représentations, comme nous pourrons le constater dans les
chapitres suivants.
Représentation graphique de séries formelles
Il est possible de représenter sous forme de graphes les séries formelles de
Zmax[[γ]] et Zmin[[δ]]. Une telle série sera représentée par une collection de points
du plan Z2. En fonction du dioïde de séries considéré, les axes du graphe ne
seront pas orientés de la même manière. En eﬀet, les séries issues d’applications
compteur sont des fonctions du temps, alors que celles issues d’applications
dateur sont des fonctions des événements. Pratiquement, si l’on considère une
série s en l’indéterminée z, avec s(z) =
⊕
n∈Z s(n)z
n, on lui associe l’ensemble
des couples
(
n, s(n)
)
qui correspondent à des coordonnées de points dans un
plan « discret ». Cet ensemble de points peut être considéré comme le graphe
de l’application k 7→ x(k). Si l’on associe à s(z) l’hypographe de cette applica-
tion [Coh95], c’est-à-dire la partie du plan discret qui se situe sous le graphe de
l’application, y compris le graphe lui-même (voir la ﬁgure 2.12). Cela correspond
à l’idée que si le monôme x(k)zk existe dans la série s(z), alors on ne change pas
cette série en lui rajoutant tout monôme yzk pour y ≤ x(k). Dans ces condi-
tions, la somme de séries se traduit simplement par l’union des hypographes
correspondants.
Fig. 2.12 – Un hypographe
Finalement, le dioïde D[[z]] est isomorphe au dioïde des hypographes (ces
derniers étant considérés comme des parties du plan discret), muni de l’union
pour somme et de la somme vectorielle pour produit. Dans ce dernier dioïde, en
considérant le plan Z2 = Z×Z, ε correspond à l’ensemble vide et T correspond
à tout le plan.
Nous avons vu que le dioïde Zmax[[γ]] peut être assimilé à γ⋆Zmax[[γ]]. Un
élément générique γ⋆s où s est une série de Zmax[[γ]] est le produit s, associé à
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un hypographe semblable à celui de la ﬁgure 2.12, par γ⋆ qui code la demi-droite
horizontale issue de l’origine du plan [Coh95]. Ceci se traduit graphiquement par
le fait d’accrocher à chaque point x de l’hypographe de s un cône « sud-est »,
composé de tous les points dont les abscisses sont supérieures à celle de x et
dont les ordonnées sont inférieures à celle de x. Cette opération est représentée
sur la ﬁgure 2.13. Le résultat obtenu est bien le plus petit hypographe d’une
fonction monotone qui contient l’hypographe de s.
Fig. 2.13 – Meilleure approximation monotone d’une série de Zmax[[γ]]
Un hypographe tel que celui représenté par la ﬁgure 2.13 est le représen-
tant maximal de la série correspondant, car il inclut toutes les représentations
possibles de cette série 17.
Il est ainsi possible d’utiliser cette représentation (maximale) basée sur des
hypographes pour exposer de manière graphique les opérations possibles sur
les monômes de dioïdes de série en l’indéterminée z. Nous présentons dans la
ﬁgure 2.14 les représentations graphiques des 3 opérations suivantes.
1. La somme de deux monômes s(n1)zn1 et s(n2)zn2 est représentée graphi-
quement par l’union des cônes sud-est de sommets respectifs
(
n1, s(n1)
)
et
(
n2, s(n2)
)
.
2. Le produit de deux monômes s(n1)zn1 et s(n2)zn2 est représenté par le
cône de sommet
(
n1 + n2, s(n1) + s(n2)
)
. Le produit de monômes dans le
dioïde des séries correspond donc eﬀectivement à une somme vectorielle
dans le dioïde des hypographes.
3. La borne inférieure de deux monômes s(n1)zn1 et s(n2)zn2 est représentée
par l’intersection des cônes sud-est de sommets respectifs
(
n1, s(n1)
)
et(
n2, s(n2)
)
.
Le représentant minimal d’une série formelle est l’ensemble des sommets qui
la déterminent. À titre d’exemple, la série formelle 4γ ⊕ 3γ2 admet l’élément
γ⋆(δ−1)⋆4γ comme représentant maximal (ce qui correspond graphiquement à
toute la surface du cône sud-est de sommet (1, 4)) et 4γ comme représentant
minimal (seulement le sommet de ce cône) [BCOQ92]. On constate que le re-
présentant minimal correspond à l’application des règles de simpliﬁcation (2.14)
17. si l’on ajoute un nombre quelconque de monômes, correspondant aux points de l’hy-
pographe issu d’une série, aux monômes correspondant aux points du graphe de cette série,
on ne modifie pas la sémantique de la série, conformément aux règles de simplification (2.14)
et (2.15)
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s(n1)zn1 ⊕ s(n2)zn2
union de cônes
s(n1)zn1 ⊗ s(n2)zn2
somme vectorielle
s(n1)zn1 ∧ s(n2)zn2
intersection de cônes
Fig. 2.14 – Représentation graphique des opérations sur des monômes
et (2.15). On représentera par la suite systématiquement les séries de manière
graphique par leur forme minimale, si elle existe.
Causalité et périodicité de séries rationnelles
Nous présentons dans cette partie quelques propriétés de séries formelles
qui seront utiles aux développements présentés dans les chapitres suivants ; nos
contributions se focalisant sur les notions de causalité et de périodicité. Dans
un souci de généralité, le contexte algébrique utilisé dans cette partie sera celui
du dioïde D[[z]] de séries formelles en l’indéterminée z.
Définition 49 (Causalité). Une série s ∈ D[[z]] est dite causale si s = ε (la série
nulle de ce dioïde) ou si son représentant minimal est à coefficients et exposants
dans N. Une matrice est dite causale si tous ses coefficients sont causaux.
Remarque 27. Ainsi la série 3γ2⊕−4γ3 est bien un élément causal de Zmax[[γ]],
car son représentant minimal (obtenu après simplification) est le monôme 3γ2.
De manière générale, un élément de s ∈ D[[z]] est causal si les sommets de son
hypographe appartiennent au quartier nord-est du plan Z2.
Remarque 28. La notion de causalité pour les signaux est présentée dans l’an-
nexe A. On constate, bien heureusement, que la définition de la causalité pour
une réponse impulsionnelle et pour une série périodique est la même.
Si l’on considère une série comme l’ensemble de ses monômes, on peut déﬁnir
une suite, dont on dira qu’elle est ultimement périodique si elle satisfait la
déﬁnition suivante.
Définition 50 (Suite ultimement périodique). Une suite d’éléments (xn)n∈N
est dite ultimement périodique quand il existe n0, p ∈ N tels que xn+p = xn,
∀n ≥ n0.
La notion de périodicité ultime permet donc de savoir si un système possède
un comportement périodique, suite à une phase transitoire éventuelle. En in-
terprétant les éléments de cette suite comme l’ensemble des points d’un graphe
(discret), la période que nous venons de caractériser renvoie à la pente d’une
partie ce graphe, en ne considérant pas les n0 premier points de ce graphe.
Il est à constater que les séries issues de signaux ultimement périodiques
admettent une forme bien particulière.
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Théorème 15 (Périodicité [Lib96, Proposition I.11]). Une série s ∈ D[[z]] est
périodique si et seulement s’il existe deux polynômes P et Q avec c ∈ N\{0} et
λ ∈ D tels que :
s = p⊕ q(λzc)⋆. (2.18)
Une matrice est dite périodique si tous ses coefficients sont périodiques.
Démonstration : Premièrement, si s est périodique, alors elle peut néces-
sairement s’écrire sous la forme (2.18).
Deuxièmement, appelons t et u les séries déﬁnies par t = q(λzc)⋆ et u =
(λzc)⋆. Alors en utilisant le degré d’un polynôme introduit dans la déﬁnition 26,
pour tout k > Deg(p), on a
s(k + c) = t(k + c)
=
Deg(q)⊕
n=0
q(n)u(k + c− n)
=
Deg(q)⊕
n=0
λq(n)u(k − n)
= λt(k) = λs(k).

Ainsi les valeurs de λ et de c déterminent la valeur de la période du système.
Définition 51 (Pente asymptotique). Soit h ∈ DZ un signal ultimement pério-
dique tel que, pour t > t0, h(t) = N ⊗ h(t− T ). La pente asymptotique de h est
notée σ(h) = NT .
Théorème 16. L’ensemble des séries périodiques de D[[z]] est stable pour la
somme, le produit, la borne inférieure et la résiduation. Soient s1 et s2 deux
séries périodiques non dégénérées 18, on obtient les résultats suivants :
σ(s1 ⊕ s2) = min
(
σ(s1), σ(s2)
)
,
σ(s1 ⊗ s2) = min
(
σ(s1), σ(s2)
)
,
σ(s1 ∧ s2) = max
(
σ(s1), σ(s2)
)
,
σ(s2◦\s1) =
{
σ(s1) si σ(s1) < σ(s2),
ε sinon.
Démonstration : Des démonstrations de ces résultats peuvent être trou-
vées dans [Gau92, Chapitre VII]. 
Exemple 19. La figure 2.15 illustre l’exemple d’une application compteur, dont
la phase transitoire dure 14 unités de temps et dont la pente asymptotique est
N
T = 2.
D’une manière semblable à celle de l’exemple 19, les systèmes de production
que nous étudions comportent généralement deux modes de fonctionnement :
une première phase transitoire, puis un régime périodique. Le calcul de cette
pente asymptotique nous permettra d’obtenir la cadence du régime périodique
de ces SdP.
18. telles que λ1 6= 0, λ2 6= 0, c1 6= 0 et c2 6= 0
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Fig. 2.15 – Représentation graphique de la pente asymptotique d’une applica-
tion compteur
Incertitudes temporelles et analyse par intervalles
Nous abordons maintenant le cas des GET incluant des temporisations in-
certaines. On peut, de la même manière que pour les GET « ordinaires », obtenir
le comportement entrée-sortie de ces GET sous forme de séries périodiques.
Dans un premier temps, généralisons au dioïde de séries D[[z]] en l’indéter-
minée z 19. On rappelle qu’il est toujours possible d’obtenir la représentation
d’état d’un GET sous la forme suivante :{
X(z) = zAX(z)⊕BU(z)
Y (z) = CX(z)
où X ∈ (D[[z]])n, U ∈ (D[[z]])p et Y ∈ (D[[z]])q représentent respectivement le
vecteur d’état, le vecteur de commande et le vecteur de sortie. En outre, les
matrices A ∈ (D[[z]])n×n, B ∈ (D[[z]])n×p et C ∈ (D[[z]])q×n sont respectivement
la matrice d’état, la matrice de commande et la matrice de sortie du système.
Cette représentation déterministe suppose que le modèle est parfaitement
connu et que ses paramètres ne font pas l’objet de variation au cours du temps.
Cette hypothèse est parfois trop restrictive. Il est souhaitable dans certains cas
de prendre en compte dans le modèle les informations relatives aux incertitudes
d’un système. Deux approches sont possibles : soit considérer la nature sta-
tistique des incertitudes (voir [BCOQ92] pour l’étude des GET stochastiques),
soit en émettant des hypothèses sur les amplitudes de variations des paramètres.
Nous considérons ici ce second point de vue.
19. pouvant être indifféremment Zmax[[γ]] ou Zmin[[δ]]
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Pour représenter les incertitudes lors de la modélisation de GET, nous al-
lons considérer que les matrices A, B et C caractéristiques du système peuvent
prendre n’importe quelle valeur dans des intervalles. La connaissance de l’ampli-
tude maximale des variations de chacun des paramètres du système permettra
d’établir ce modèle incertain sous la forme d’un système décrit dans un dioïde
d’intervalles.
Dans ce cadre de modélisation, un système étudié pourra donc s’écrire
{
X = AX⊕̂BU
Y = CX
(2.19a)
(2.19b)
où A ∈ A ∈ (I(D[[z]]))n×n, B ∈ B ∈ (I(D[[z]]))n×p et C ∈ C ∈ (I(D[[z]]))q×n.
Autrement dit, les coeﬃcients des matrices A, B et C appartiennent au dioïde
des intervalles I(D[[z]]) et les bornes de ces coeﬃcients appartiennent au dioïde
D[[z]].
À partir de cette représentation d’état, nous pouvons donner l’expression
de l’intervalle contenant l’ensemble des relations de transferts entrée-sortie pos-
sibles pour le GET avec incertitudes temporelles correspondant. Dans un pre-
mier temps, le corollaire 1 nous donne X = A⋆BU comme plus petite solution
de l’équation (2.19a) (cf. la remarque 16 à la page 35). De plus, d’après le théo-
rème 9, la matrice d’intervallesA⋆B ∈ (I(D[[z]]))n×p est la plus petite contenant
l’ensemble
{A⋆B | A ∈ A et B ∈ B}.
Ensuite, en reportant l’état X dans l’équation de sortie (2.19b), on a :
Y = CA⋆BU,
où CA⋆B ∈ (I(D[[z]]))q×p. H = CA⋆B représente l’intervalle contenant l’en-
semble des relations entrée-sortie du GET incertain.
Pour illustrer cette représentation, considérons le graphe d’événements tem-
porisés de la ﬁgure 2.16. Sur ce graphe, u1, u2 et y désignent les entrées et la
sortie du système. Pour une temporisation sous forme d’intervalle [α, β], α est
le temps de séjour minimal avant de pouvoir contribuer au tir de la transition
aval et si le temps de séjour d’un jeton dans cette place atteint la valeur β, alors
ce jeton devra être utilisé pour le tir de la transition aval dès que possible (en
fonction des synchronisations éventuelles). En l’occurrence, les postes de travail
M2 et M3 sont des machines d’assemblage (2 entrées et 1 sortie). La machine
M2, en fonction de la qualité des matières premières, aura à passer plus ou
moins de temps sur chaque produit ; mais on sait par avance combien de temps
cela prendra au moins et au plus. Le déplacement des produits de la ligne de
production comprenant les postes M1 et M3 de et vers la machine M2 prend un
temps déﬁni selon la disponibilité des opérateurs. Pour ﬁnir, le déchargement du
stock aval de la machine M3 prendra un temps plus ou moins long, en fonction
des compétences de l’opérateur qui viendra réaliser cette tâche.
À partir des données chiﬀrées présentées sur le GET de la ﬁgure 2.16, nous
pouvons par exemple modéliser ce système de la manière suivante dans le dioïde
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u1
[0, 2]
u2
x1 3 x3
x2 [1, 2] x4
[0, 1]
[0, 2]
x5 5 x6 [2, 5]
y
M1
M2
M3
Fig. 2.16 – GET avec incertitudes temporelles représentant un système indé-
terministe
Zmax[[γ]] :
X =

[ε, ε] [ε, ε] [γ, γ] [ε, ε] [ε, ε] [ε, ε]
[ε, ε] [ε, ε] [ε, ε] [γ3, γ3] [ε, ε] [ε, ε]
[3, 3] [ε, ε] [ε, ε] [ε, ε] [ε, ε] [ε, ε]
[ε, ε] [1, 2] [ε, ε] [ε, ε] [ε, ε] [ε, ε]
[ε, ε] [ε, ε] [e, e] [0, 2] [ε, ε] [γ4, γ4]
[ε, ε] [ε, ε] [ε, ε] [ε, ε] [5, 5] [ε, ε]
X⊕̂

[e, e] [ε, ε]
[0, 2] [e, e]
[ε, ε] [ε, ε]
[ε, ε] [ε, ε]
[ε, ε] [ε, ε]
[ε, ε] [ε, ε]
U
Y =
(
[ε, ε] [ε, ε] [ε, ε] [ε, ε] [ε, ε] [2, 5]
)
X
De cette représentation d’état, il est possible de donner l’intervalle conte-
nant l’ensemble des transferts entrée-sortie du système. Posons H = CA⋆B =(
H1 H2
)
. Ainsi :
H1 = [8γ2(3γ)⋆, 11γ5 ⊕ 14γ7(3γ)⋆]
H2 = [
(
6γ2 ⊕ 7γ5)(5γ4)⋆, 9γ5 ⊕ (12γ8 ⊕ 14γ9 ⊕ 15γ11)(5γ4)⋆].
2.3 Composition de systèmes linéaires
Un système complexe peut être décomposé en un certain nombre de sous-
systèmes. Inversement, plusieurs systèmes (identiques ou diﬀérents) peuvent être
composés entre eux, aﬁn de former un système plus complexe. Une propriété
fondamentale dans la théorie conventionnelle des systèmes linéaires veut qu’un
système résultant de la mise en série, en parallèle et/ou en feedback 20 de sys-
tèmes linéaires est également un système linéaire (cf. la déﬁnition 63).
Comme il a été montré dans [Plu91a] et [BCOQ92, Chapitre 6], les sys-
tèmes linéaires sur un dioïde donné peuvent, de façon analogue, être composés
20. le terme français est « contre-réaction » (l’expression « retour de sortie » pouvant aussi
être rencontrée), mais le terme anglo-saxon est beaucoup plus utilisé dans la communauté
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entre eux pour former un système linéaire. Après avoir rappelé cette propriété,
on s’applique à donner les représentations (réponse impulsionnelle et modèle
d’état) correspondant à la mise en série, en parallèle ou en feedback de systèmes
linéaires.
Nous présentons dans cette partie les trois compositions de systèmes linéaires
engendrant des systèmes linéaires eux aussi : les compositions parallèle et sé-
rie, et la mise en feedback. Les compositions parallèle et série sont présentées
ensemble car elle font directement référence aux lois d’un dioïde. La mise en
feedback, quant à elle, renvoie à une opération plus complexe. Aﬁn d’alléger les
écritures, on se restreint aux systèmes mono-variable ; l’extension au cas multi-
variables étant naturelle. Rappelons que le dioïde D de support de l’ensemble
des signaux DZ est complet.
Le cas de composition générant des conﬂits sera abordé dans cette dernière
partie, car il consiste en la mise en concurrence de plusieurs systèmes.
2.3.1 Compositions parallèle et série
On munit l’ensemble des systèmes linéaires de deux opérations internes ap-
pelées compositions parallèle et série, que l’on note respectivement ⊕ et ⊗. Ces
deux phénomènes sont représentés dans les ﬁgures 2.17 (a) et (b).
S1
S2
u S(u)
(a) Composition parallèle
S1S2
u S′(u)
(b) Composition série
Fig. 2.17 – Compositions de systèmes linéaires
Le système S = S1⊕S2 est la composition parallèle de S1 et S2 et est déﬁni
par
∀n ∈ Z, (S(u))(n) = (S1(u))(n)⊕ (S2(u))(n).
La composition série de S1 et S2, quant à elle, s’écrit S′ = S1 ⊗ S2 et est
déﬁnie par
∀n ∈ Z, (S′(u))(n) = (S1(S2(u)))(n).
On peut aussi déﬁnir une troisième opération, d’ampliﬁcation (à gauche) par
un scalaire de D. Cette opération externe est notée •.
En utilisant la linéarité et la continuité des systèmes composés, on vériﬁe
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aisément, dans chacun des cas, les systèmes S et S′ sont linéaires :
(
S
(⊕
i
αi • ui
))
(n) =
(
S1
(⊕
i
αi • ui
))
(n)⊕
(
S2
(⊕
i
αi • ui
))
(n)
=
⊕
i
αi •
(
S1(ui)
)
(n)⊕
⊕
i
αi •
(
S2(ui)
)
(n)
=
⊕
i
αi •
((
S1(ui)
)
(n)⊕ (S2(ui))(n))
=
⊕
i
αi •
(
S(ui)
)
(n),(
S′
(⊕
i
αi • ui
))
(n) =
(
S1
(
S2
(⊕
i
αi • ui
)))
(n)
=
(
S1
(⊕
i
αi • S2(ui)
))
(n)
=
(⊕
i
αi • S1
(
S2(ui)
))
(n)
=
⊕
i
αi •
(
S′(ui)
)
(n).
Théorème 17. Soient S1 et S2 deux systèmes linéaires de réponses impulsion-
nelles respectives h1 et h2.
1. La réponse impulsionnelle h de S = S1 ⊕ S2 est donnée par :
∀t, s ∈ Z, h(t, s) = h1(t, s)⊕ h2(t, s).
2. La réponse impulsionnelle h′ de S′ = S1 ⊗ S2 est donnée par :
∀t, s ∈ Z, h′(t, s) =
⊕
τ∈Z
h1(t, τ)h2(τ, s).
Démonstration : Il faut identiﬁer les expressions des réponses impulsion-
nelles des systèmes résultant de la mise en parallèle et série de S1 et S2. Pour
les besoins de cette preuve, nous utilisons l’expression de la sortie des systèmes
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en fonction de leurs entrées. On obtient alors respectivement :(
S(u)
)
(t) =
⊕
s∈Z
h(t, s)u(s) par déﬁnition
=
(
S1(u)
)
(t)⊕ (S2(u))(t) par la composition
=
⊕
s∈Z
h1(t, s)u(s)⊕
⊕
s∈Z
h2(t, s)u(s)
=
⊕
s∈Z
(
h1(t, s)⊕ h2(t, s)
)
u(s),
et(
S′(u)
)
(t) =
⊕
s∈Z
h′(t, s)u(s) par déﬁnition
=
(
S1
(
S2(u)
))
(t) par la composition
=
⊕
τ∈Z
h1(t, τ)
(
S2(u)
)
(τ)
=
⊕
τ∈Z
h1(t, τ)
⊕
s∈Z
h2(τ, s)u(s)
=
⊕
s∈Z
(⊕
τ∈Z
h1(t, τ)h2(τ, s)
)
u(s).

Théorème 18. Soient S1 et S2 deux systèmes linéaires de réalisations d’état
respectives
(
A1(t), B1(t), C1(t)
)
et
(
A2(t), B2(t), C2(t)
)
, avec t ∈ Z.
1. Une réalisation
(
A(t), B(t), C(t)
)
de S = S1 ⊕ S2 est donnée par :
∀t ∈ Z, A(t) =
(
A1(t) ε
ε A2(t)
)
, B(t) =
(
B1(t)
B2(t)
)
et
C(t) =
(
C1(t) C2(t)
)
.
(2.20)
2. Une réalisation
(
A′(t), B′(t), C ′(t)
)
de S = S1 ⊗ S2 est donnée par :
∀t ∈ Z, A′(t) =
(
A1(t) B1(t)C2(t)
ε A2(t)
)
, B′(t) =
(
ε
B2(t)
)
et
C(t) =
(
C1(t) ε
)
.
(2.21)
Démonstration : Notons X1 et X2 les vecteurs d’état respectifs de S1 et
S2. En choisissant XT =
(
XT1 X
T
2
)
comme vecteur d’état de S, on obtient
les représentations (2.20) et (2.21). 
2.3.2 Mise en feedback
Soit S le système résultant de la mise en feedback de S2 sur S1.
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S1
S2
u S(u)
Fig. 2.18 – Mise en feedback
La relation d’entrée-sortie de S s’écrit :
y = S(u)
= S1
(
S2(y)⊕ u
)
= S1
(
S2(y)
)⊕ S1(u)
= H(y)⊕ S1(u) (2.22)
en ayant déﬁni l’application H , S1 ⊗ S2.
L’équation (2.22) n’admet pas toujours une unique solution. En d’autres
termes, il n’est pas possible de caractériser de façon unique le signal de sortie
du système bouclé. On prend alors pour convention que cette sortie y correspond
à la plus petite solution de (2.22) donnée par le théorème 4 :
y = H⋆(S1(u)), (2.23)
avec
H0 = Id,Hn = H
(
H(· · · (H)))︸ ︷︷ ︸
n fois
et H⋆ =
⊕
n∈N
Hn. (2.24)
L’expression (2.24) met en évidence que le système S correspond à la mise
en série et en parallèle (une inﬁnité de fois) des systèmes S1 et S2. La convention
qui consiste à sélectionner la plus petite solution se justiﬁe pleinement lorsque
l’on intéresse aux SDED. Sélectionner cette solution extrémale revient à consi-
dérer un comportement souhaité du système (le comportement au plus tôt des
transitions d’un RdP, en l’occurrence). On a précédemment vériﬁé que la com-
position parallèle et série de systèmes linéaires donne un système linéaire ; on
en déduit donc la linéarité de S issue de la mise en feedback de S2 sur S1. Le
théorème suivant synthétise ces conclusions.
Théorème 19. Tout système obtenu par compositions parallèle et série, et par
mises en feedback systèmes linéaires, est également un système linéaire.
Théorème 20. Soient S1 et S2 deux systèmes linéaires de réponses impulsion-
nelles respectives h1 et h2. La réponse impulsionnelle du système S issu de la
mise en feedback de S2 sur S1 est donnée par la relation
h(t, s) =
(
(h1⊗˜h2)⋆⊗˜h1
)
(t, s),
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où
(h1⊗˜h2)(t, s) =
⊕
τ∈Z
h1(t, τ)h2(τ, s),
(h1⊗˜h2)n = (h1⊗˜h2)⊗˜ · · · ⊗˜(h1⊗˜h2)︸ ︷︷ ︸
n fois
et
(h1⊗˜h2)⋆ =
⊕
n∈Z
(h1⊗˜h2)n
Démonstration :
y(t) =
⊕
n∈N
(
Hn(S1(u)))(t)
=
(
S1(u)
)
(t)⊕ (S1 ⊗ S2 ⊗ S1(u))(t)⊕ · · ·
=
⊕
s∈Z
h1(t, s)u(s)⊕
⊕
τ1∈Z
⊕
τ2∈Z
⊕
s∈Z
h1(t, τ1)h2(τ1, τ2)h1(τ2, s)u(s)⊕ · · ·
=
⊕
s∈Z
h1(t, s)u(s)⊕
⊕
s∈Z
(
(h1⊗˜h2)⊗˜h1
)
(t, s)u(s)⊕ · · ·
=
⊕
s∈Z
(⊕
n∈Z
(h1⊗˜h2)n⊗˜h1
)
(t, s)u(s).

Théorème 21. Soient S1 et S2 deux systèmes linéaires de réalisations d’état
respectives
(
A1(t), B1(t), C1(t)
)
et
(
A2(t), B2(t), C2(t)
)
, avec t ∈ Z. Une réa-
lisation
(
A(t), B(t), C(t)
)
de S issue de la mise en feedback de S2 sur S1 est
donnée par :
∀t ∈ Z, A(t) =
(
A1(t) B1(t)C2(t)
B2(t)C1(t) A2(t)
)
, B(t) =
(
B1(t)
ε
)
et
C(t) =
(
C1(t) ε
)
.
Démonstration : En notant X1 et X2 les vecteurs d’état respectifs de S1 et
S2 et en choisissant XT =
(
XT1 X
T
2
)
comme vecteur d’état de S, on obtient
la réalisation donnée par le théorème. 
2.3.3 Autres formes de composition
D’autres formes de composition existent, comme la mise en conﬂit de plu-
sieurs sous-systèmes par rapport à des ressources ou à la consommation de
produits, ou plus largement tout phénomène de choix. Ceci se représente dans
le paradigme des réseaux de Petri à l’aide de motifs semblables à ceux des ﬁ-
gures 2.4 (a) et 2.4 (b), page 42.
Ceci entraîne inexorablement une perte de la linéarité du modèle exact du
système global. En eﬀet, la représentation d’état de ce système étant basé sur des
équations liant les transitions, il apparaît dans le cas d’un conﬂit que certaines
transitions peuvent posséder plusieurs transitions amont ou aval. Ainsi, certaines
équations liant les transitions entre elles peuvent avoir plusieurs solutions. Ceci
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correspond bien au fait que des décisions entre plusieurs possibilités doivent être
prises pour résoudre les conﬂits.
Comme nous le verrons plus en détail dans les chapitres suivants, en se satis-
faisant d’une certaine approximation, il est cependant possible de caractériser
un modèle linéaire pour des systèmes possédant des conﬂits.
2.4 Bilan
Ce chapitre a été consacré à la modélisation analytique des systèmes. Le com-
portement des graphes d’événements temporisés est régi par des équations qui
sont linéaires dans un dioïde. Les GET présentent le double avantage de mettre
en évidence la structure profonde d’une situation donnée et de fournir une vision
globale du système, constituant un guide précieux pour le raisonnement [GM79].
Les représentations d’état basées sur des dateurs et des compteurs d’événements
nous ont permis de représenter les systèmes sous une forme récurrente explicite
canonique.
D’un point de vue entrée-sortie, il est aussi possible de représenter d’une
façon univoque un système linéaire par sa réponse impulsionnelle. Cette dernière
permet de manipuler tout le comportement du système en un élément, ce qui
simpliﬁe la caractérisation des sorties d’un système en fonction de ses entrées.
Les systèmes manipulés dans un dioïde donné peuvent aussi être représentés
par des fonctions de transfert (ou des matrices de transfert dans le cas MIMO),
en utilisant des transformations analogues aux transformées en z de la théo-
rie des signaux en temps discret. Ces fonctions se présentent sous la forme de
séries formelles, intégrant en particulier de manière explicite la périodicité des
systèmes qu’elles représentent.
Par ailleurs, les systèmes peuvent être composés entre eux, mais le système
global ainsi formé n’est pas toujours linéaire dans un dioïde, en particulier s’il
présente des conﬂits. Nous proposerons, dans les chapitres suivants, notre ap-
proche de modélisation linéaire de phénomènes de routage, puis de partage de
ressources, en utilisant dans chacun des cas une analyse par intervalles.
Chapitre 3
Modélisation d’un routage
entre sous-systèmes
parallèles
Les systèmes que nous étudions présentent une certaine complexité ; il est
généralement possible de les décomposer en sous-systèmes. Bien souvent, il existe
entre ces derniers des conﬂits structurels, en particulier sous forme de routages,
qui font converger ou diverger les ﬂux de produits. Pour cette forme de conﬂit,
l’alimentation des sous-systèmes parallèles est commune, et il existe un point de
décision nécessaire, qui inﬂue sur le devenir des produits ; ils iront dans l’un ou
l’autre des sous-systèmes en fonction de gammes prédéﬁnies. On considère ainsi
une politique de routage donnée (en général statique) pour résoudre ces conﬂits.
Mais il n’a pas encore été trouvé de manière pour représenter graphiquement ce
type de systèmes dans un GET et, a fortiori, analytiquement dans un dioïde.
Dans ce chapitre, nous contournons ce problème en proposant un encadre-
ment du comportement entrée-sortie d’un système comportant plusieurs sous-
systèmes en concurrence sur la consommation (cf. la ﬁgure 2.4 (a), à la page 42).
L’encadrement fourni contient tous les comportements possibles du système étu-
dié. Ainsi, même si le comportement entrée-sortie d’un tel système n’est pas li-
néaire dans le dioïde considéré, il peut néanmoins être encadré par celui de deux
systèmes linéaires ; l’un plus lent, l’autre plus rapide. On peut donc proposer
un modèle approché de systèmes de production comportant des routages grâce
à un dioïde d’intervalles.
Le présent chapitre est constitué comme suit.
La première section présente les diﬀérentes formes possibles de parallélisme
pour les sous-systèmes, ainsi que les fonctions de routage que nous utiliserons.
Cette section comporte aussi un état de l’art, où l’on compare les approches
semblables à la nôtre.
La deuxième section fait l’objet d’une caractérisation de la borne inférieure
du comportement entrée-sortie du système global, cette première étant indépen-
dante de la politique de routage utilisée. L’étude de l’inﬂuence de la politique de
routage sur le comportement des systèmes globaux nous permet, dans la section
suivante, de spéciﬁer un majorant du comportement de ces systèmes, dépendant
de la politique de routage utilisée.
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Dans le cas particulier d’un routage par lots entre deux sous-systèmes pa-
rallèles, il est possible de déterminer les rendements correspondants pour les
diﬀérents sous-systèmes. Ainsi, pour certaines valeurs bien spéciﬁques de ces
lots, les bornes de l’intervalle des comportements entrée-sortie possibles, et donc
tous ceux qui appartiennent à cet intervalle, possèdent la même cadence. Dans
ce cas précis, les intervalles ont une taille minimale. On obtient donc un modèle
relativement proche de la réalité. La manière d’obtenir un tel routage optimal
est présentée dans la section 3.4.
Pour ﬁnir, un cas d’application de notre approche est présenté.
La contribution principale de ce chapitre est de montrer que, pour des po-
litiques de routage dites « périodiques » ou « équilibrées », le comportement
entrée-sortie du système peut être encadré par celui de deux systèmes linéaires.
Cette approche a fait l’objet de deux publications [BCLL09a, BCLL09b].
3.1 Le phénomène de routage
Cette section présente ce que nous appelons un routage périodique et un
routage équilibré, ainsi que les contraintes que ces types de routages peuvent
impliquer. On montre que ces routages ne perturbent pas le caractère isotone
des applications dateur liées aux transitions, puis l’on caractérise (sous une
forme non linéaire) la relation entrée-sortie de systèmes comportant un routage.
Cette section se conclue par les intérêts de notre approche, en la comparant aux
approches existantes.
3.1.1 Formes de parallélisme
Une première forme de composition parallèle a été présentée dans la sec-
tion 2.3.1. Dans ce type de composition, toute impulsion en entrée est répercu-
tée de manière synchronisée dans tous les sous-systèmes composant le système
global, comme si cette entrée était dupliquée le nombre de fois nécessaire. Mais il
n’existe pas dans la réalité de systèmes permettant une duplication de la sorte 1.
En eﬀet, les entrées sont le plus souvent des entités indivisibles, et seul un des
sous-systèmes pourra en jouir de manière exclusive, au détriment des autres.
u
u1
h1
y1
u2
h2
y2
y
(a) Parallélisme « conjonctif »
u
place de
routage
u1
h1
y1
u2
h2
y2
y
(b) Parallélisme « disjonctif »
Fig. 3.1 – Deux manières de relier des lignes de production parallèles
1. «Rien ne naît ni ne périt, mais des choses déjà existantes se combinent, puis se séparent
de nouveau »– Anaxagore de Clazomènes, philosophe Ionien du Vesiècle avant J.-C.
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Si deux systèmes linéaires h1 et h2 utilisent en parallèle le même signal
d’entrée u (cette entrée va à la fois dans h1 et h2), le système global h est
équivalent à h1 ⊕ h2, qui est lui aussi linéaire [BCOQ92, chapitre 6]. Un tel
système h est représenté par la ﬁgure 3.1 (a), où les sous-systèmes h1 et h2 sont
des abstractions de graphes d’événements. Comme l’entrée u est envoyée à la
fois en u1 et en u2 de manière synchronisée, on dira dans le cadre de cette thèse
que ce parallélisme est de type « conjonctif ».
Une autre forme de parallélisme se manifeste quand des sous-systèmes pa-
rallèles sont reliés au signal d’entrée de manière conflictuelle. Pour ce type de
parallélisme, le système global n’est pas linéaire, et ce, même si les sous-systèmes
le constituant le sont. Ce phénomène est représenté par la ﬁgure 3.1 (b). Les
deux sous-systèmes h1 et h2 sont linéaires (et peuvent être représentés par des
GET), mais l’entrée u est aiguillée soit vers u1, soit vers u2. Le réseau de Petri
ainsi formé ne peut pas être assimilé à un GET, essentiellement à cause de la
place de routage possédant plusieurs arcs sortants. On dira que ce parallélisme
est « disjonctif ».
Ces notions de conjonction et de disjonction font directement référence aux
opérateurs logiques « et » et « ou ». En eﬀet, dans le premier cas, le signal
d’entrée est envoyé à la fois dans un sous-système et dans l’autre, alors que
dans le deuxième cas, il est envoyé dans un système ou dans l’autre 2. Cette
distinction des cas est semblable à celle qui est utilisée en Grafcet [Dav95].
Le parallélisme conjonctif dispose déjà de suﬃsamment d’apports théoriques
pour pouvoir être étudié sans problème (citons, entre autres, [BCOQ92]). Notre
contribution porte plus spéciﬁquement sur le parallélisme disjonctif et vise à
en obtenir une modélisation linéaire. Notre approche consiste à considérer le
comportement entrée-sortie du système global, pour une politique de routage
donnée.
3.1.2 Fonctions de routage périodique
Nous considérons dans cette thèse des routages périodiques ou équilibrés,
que nous déﬁnissons comme suit.
Définition 52 (Routages périodique et équilibré). Soit h un système constitué
de 2 sous-systèmes h1 et h2 en conflit. On note r = m|n, avec m,n ∈ N+, la
fonction de routage en amont de h1 et h2 telle que les fonctions dateur u, u1 et
u2 satisfont
∀k, u1(k) = u
(⌊k/m⌋ × (m+ n) + (k mod m)),
u2(k) = u
(⌊k/n⌋ × (m+ n) + (k mod n) +m).
Quand le système global contient plus de deux sous-systèmes parallèles, on
note r = m1| · · · |mp, avec mq ∈ N+,∀q ∈ [1, p], la fonction de routage en amont
de ces p sous-systèmes. Ce routage garantit la relation suivante, ∀q ∈ [1, p] :
∀k, uq(k) = u
(⌊ k
mq
⌋
×
( p∑
r=1
mr
)
+ (k mod mq) +
q−1∑
r=1
mr
)
. (3.1)
2. de manière exclusive. Il serait donc plus juste de parler de « ou exclusif »
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Quand les coefficients de routage sont tous égaux à 1 (c’est-à-dire quand∑p
q=1mq = p), on dit que le routage est équilibré.
En d’autres termes, pour un SdP comportant un routage périodique r = m|n
par exemple, m produits entrants sont d’abord envoyés vers h1, ensuite n de ces
produits sont aiguillés vers h2, puis c’est au tour de m d’entre eux d’être dirigés
vers h1 et ainsi de suite.
Proposition 2. En appliquant une fonction de routage périodique ou équilibrée,
les applications dateur des entrées des différents sous-systèmes conservent leur
propriété de monotonie (cf. la définition 21 à la page 25).
Démonstration : Pour un lot de mq produits donné, considérons toutes les
tailles possibles pour les diﬀérents lots envoyés aux diﬀérents sous-systèmes.
1. Dans le cas mq = 1 et mr ≥ 1,∀r 6= q, on a ⌊k/mq⌋ = k et k mod mq = 0,
∀k ∈ N. Ainsi,
uq(k) = u
(
k
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
)
et
uq(k + 1) = u
(
(k + 1)
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
)
.
Or, k
( p∑
r=1
mr
)
+
q−1∑
r=1
mr ≥ (k + 1)
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
et l’application u est monotone,
d’où uq(k + 1) < uq(k).
2. Dans le cas mq > 1 et mr ≥ 1,∀r 6= q,
(a) si l’entier k est un multiple de mq, posons x = k/m. On a, par
déﬁnition de la multiplicité, k mod mq = 0. Par ailleurs,
⌊
k+1
mq
⌋
= x
et (k + 1) mod mq = 1. Ainsi,
uq(k) = u
(
x
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
)
et
uq(k + 1) = u
(
x
( p∑
r=1
mr
)
+ 1 +
q−1∑
r=1
mr
)
.
Or, x
( p∑
r=1
mr
)
+
q−1∑
r=1
mr ≥ x
( p∑
r=1
mr
)
+ 1 +
q−1∑
r=1
mr
et l’application u est monotone,
d’où uq(k + 1) < uq(k).
(b) si l’entier k + 1 est un multiple de mq, posons x′ = k+1m . On a
par déﬁnition de la multiplicité, (k + 1) mod mq = 0. Par ailleurs,
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⌊k/mq⌋ = x′ − 1 et k mod mq = mq − 1. Ainsi,
uq(k) = u
(
(x′ − 1)
( p∑
r=1
mr
)
+mq − 1 +
q−1∑
r=1
mr
)
et
uq(k + 1) = u
(
x′
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
)
.
Or,
p∑
r=1
mr ≥ mq − 1, c’est-à-dire
(x′ − 1)
( p∑
r=1
mr
)
+mq − 1 +
q−1∑
r=1
mr ≥ x′
( p∑
r=1
mr
)
+
q−1∑
r=1
mr
et l’application u est monotone,
d’où uq(k + 1) < uq(k).
(c) si aucun des entiers k et k+1 n’est multiple demq, on pose ⌊k/mq⌋ =
x′′, k mod mq = y et (k + 1) mod mq = y + 1. Ainsi,
uq(k) = u
(
x′′
( p∑
r=1
mr
)
+ y +
q−1∑
r=1
mr
)
et
uq(k + 1) = u
(
x′′
( p∑
r=1
mr
)
+ y + 1 +
q−1∑
r=1
mr
)
.
Or, x′′
( p∑
r=1
mr
)
+ y+
q−1∑
r=1
mr ≥ x′′
( p∑
r=1
mr
)
+ y + 1 +
q−1∑
r=1
mr
et l’application u est monotone,
d’où uq(k + 1) < uq(k).
Par énumération de tous les cas possibles, nous avons prouvé que les fonc-
tions dateur des entrées des diﬀérents sous-systèmes sont isotones, même après
application d’une politique de routage périodique ou équilibrée. 
Exemple 20. D’un point de vue graphique, le routage équilibré 1|1|1 peut être
représenté par les réseaux de Petri de la figure 3.2.
Exemple 21. Pour la fonction de routage périodique r = 2|3, on a
∀k, u1(k) = u
(⌊k/2⌋ × 5 + (k mod 2))
u2(k) = u
(⌊k/3⌋ × 5 + (k mod 3) + 2).
Cette fonction peut être représentée par les réseaux de Petri de la figure 3.3.
On notera que le seul moyen d’expliciter la politique de routage attachée
à une place présentant une concurrence à la consommation est de rajouter un
ensemble de places, de transitions et d’arcs contraignant le RdP. On considérera
donc, pour conserver une simplicité de représentation, qu’il faudra se référer à
la description textuelle du RdP contenant une telle place aﬁn de connaître la
politique de routage appliquée.
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u
routage
1|1|1
u2
u1
u3
Graphe d’état de la partie routage
u u2
u1
u3
Explicitation du routage
Fig. 3.2 – Représentations de la fonction de routage 1|1|1
u
routage
2|3
u1
u2
Graphe d’état de la partie routage
u
u1
u2
Explicitation du routage
Fig. 3.3 – Représentations de la fonction de routage 2|3
Notation 6. Le comportement d’un système h composé de deux sous-systèmes
h1 et h2 et dont la fonction de routage est r sera noté (h1|h2)r. Le comportement
entrée-sortie de ce système sera donc noté y = h(u) = (h1|h2)r(u).
3.1.3 Réponse impulsionnelle d’un système comportant
un routage
Les sous-systèmes hi que l’on étudie (cf. la ﬁgure 3.4) sont linéaires dans le
dioïde Zmin et SISO. Par ailleurs, l’aiguillage entre ces sous-systèmes est géré
par une place de routage en amont. Le système global consiste en la mise en
parallèle de tous les hi, créant de la sorte un conﬂit au niveau de cette place de
routage. En considérant les événements comme des impulsions, chaque impulsion
en entrée du système global est envoyée vers un seul de ses sous-systèmes hi.
En outre, la sortie y collecte tous les événements yi.
Rappelons tout d’abord comment se comportent, d’un point de vue entrée-
sortie, les diﬀérents sous-systèmes qui peuvent intervenir dans un routage.
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u
u1
h1
y1
un
hn
yn
y
Fig. 3.4 – Forme des systèmes à routage périodiques ou équilibrés
Si nous considérons un système h composé de 2 sous-systèmes h1 et h2, tous
deux linéaires dans le dioïde Zmin, comme il n’y a pas de perte de « signal »,
nous obtenons les équations suivantes :
u(t) = u1(t)⊗ u2(t) et y(t) = y1(t)⊗ y2(t).
Comme h1 et h2 sont linéaires, on peut déﬁnir leurs comportements entrée-
sortie sous la forme d’un produit de convolution en utilisant l’opérateur ∗ (cf.
l’équation (A.10) de l’annexe A.2.2) :
y1(t) =
(
h1 ∗ u1
)
(t) et y2(t) = (h2 ∗ u2)(t). (3.2)
Il s’agit maintenant de lier les deux équations de (3.2) aux fonctions comp-
teur caractérisant l’entrée et la sortie du système global, à savoir u(t) et y(t).
En utilisant le produit de Hadamard présenté à la déﬁnition 43 de la page 56,
il est possible de formuler ce comportement entrée-sortie.
D’un point de vue compteur, les équations de conservation suivantes sont
satisfaites, à tout instant d’observation t :
u(t) =
⊗
i∈Z
ui(t) =
(⊙
i∈Z
ui
)
(t) et
⊗
i∈Z
yi(t) = y(t) =
(⊙
i∈Z
yi
)
(t). (3.3)
En combinant les équations (3.2) et (3.3), nous obtenons donc, comme ca-
ractérisation de la relation entrée-sortie d’un système comportant un routage,
l’équation suivante :
y(t) =
(
(h1 ∗ u1)⊙ (h2 ∗ u2)
)
(t). (3.4)
Remarque 29 (Non linéarité de la relation (3.4)). Cette représentation pourrait
paraître satisfaisante, mais les fonctions compteur ui, dépendantes du routage,
ne sont pas de forme linéaire (car la relation (3.1) fait apparaître des opéra-
tions de division entière et de modulo). La sortie du système n’admet donc pas
forcément de forme linéaire.
Pour palier ce problème, nous proposons de calculer une approximation du
comportement entrée-sortie du système en l’englobant dans un intervalle et en
focalisant les calculs sur les bornes de cet intervalle. On dispose de cette ma-
nière d’une représentation linéaire, au sens du dioïde I(Z
N
min), dont l’amplitude
d’approximation peut être mesurée.
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3.1.4 État de l’art et intérêts de notre approche
Nous énumérons ici quelques considérations ayant motivé nos travaux, à la
lumière des approches identiﬁées dans la littérature.
État de l’art du routage dans les RdP
Dans [BCG91, Section 3.6.1, page 11] et [BCOQ92, Section 9.5] sont pré-
sentées deux politiques de routage, à savoir un routage par « commutation » 3
et un routage « compétitif ». Le premier routage peut être dynamique, grâce à
l’utilisation de fonctions de routage (dépendant de propriétés des jetons, comme
leur numérotation par exemple). Cette politique de routage aboutit à des équa-
tions non linéaires dans le dioïde Zmax, car elles dépendent du partitionnement
des jetons dans les places présentant des concurrences à la consommation (cf.
la ﬁgure 2.4 (a) à la page 42) en des ensembles orientés vers l’une ou l’autre
des transitions aval de ces places. Les équations ainsi établies sont complexes
et diﬃcilement exploitables. Le routage compétitif, quant à lui, est lié à la ges-
tion de ﬁles d’attentes, auxquelles on applique une politique FIFO. Une place
p présentant une concurrence à la consommation est considérée comme une ﬁle
d’attente FIFO. Dès qu’une des transitions aval de p est sensibilisée par toutes
les autres places amont de cette transition, elle émet une requête aﬁn de réserver
le prochain jeton à sortir de la ﬁle d’attente de p. Cette requête sera satisfaite
quand le jeton correspondant sera le prochain à participer au tir de l’une des
transitions aval de p. Cette dernière politique de routage ne paraît pas satis-
faisante car elle ne suﬃt pas à lever toutes les cas d’indéterminisme. En eﬀet,
si cette place p ne possède que des transitions aval n’ayant pas d’autre place
amont, il n’y a pas de critère permettant de décider laquelle de ces transitions
sera tirée en premier.
En se basant sur une sous-classe un peu plus large que celle des GET, à
savoir les réseaux de Petri à choix libres (cf. la déﬁnition 40 à la page 45), les
auteurs de [BFG96] parviennent à établir des équations structurelles linéaires,
associées à des équations « quasi (+,×) linéaires », représentant le routage.
Le RdP est décomposé en des graphes d’événements maximaux et un sous-
réseau non linéaire de routage. Le modèle proposé repose sur des compteurs,
Xt(τ), indiquant le nombre de fois où la transition t a été tirée à la date τ .
On peut donc établir des équations d’évolution qui décrivent un cas d’étude
comme le couplage d’un système Zmin linéaire et d’un système quasi (+,×)
linéaire, portant sur les mêmes matrices. La quasi-linéarité provient du fait qu’à
une date τ = τ1 + τ2, Xt(τ) est égal au nombre de fois où la transition t a
été tirée jusqu’à la date τ1, puis à partir de cette date jusqu’à la date τ2. On
ne retrouve pas Xt(τ) = Xt(τ1) + Xt(τ2) car le deuxième terme de la somme
nécessite un décalage. Cette équation n’est donc pas linéaire. Or, en supposant
un routage aléatoire, on constate que l’espérance du nombre de fois où une
transition est tirée à la date t est égale à la somme des espérances à la date
t1 et à la date t2. Ce qui confère donc bien une propriété de linéarité, mais
en l’espérance. Une politique de routage dite « de course » 4 est aussi présentée
dans cette publication. Pour cette politique, quand un jeton arrive dans une
place présentant une concurrence à la consommation, c’est la transition qui
3. traduction personnelle du terme “switching” utilisé dans ces publications en anglais
4. traduction personnelle du terme “race” utilisé dans ces articles en anglais
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terminera le plus tôt qui remporte la « course » et qui consomme le jeton, au
détriment des autres transitions.
Dans [CGQ98], les auteurs proposent une modélisation par récurrences poly-
nomiales dans le dioïde Zmin de RdP (et non juste de GET), après simpliﬁcation
des phénomènes tels que la mort et la naissance de processus (correspondant
aux valuations des arcs des RdP) ou des conﬂits qui peuvent exister dans ces
RdP. Des politiques de routages statiques dépendantes de l’origine des jetons
et de leur numérotation sont utilisées, ce qui permet d’aboutir à des équations
récurrentes sur des compteurs pour des RdP temporisés pondérés continus (car
leur approche est généralisée aux ﬂux, c’est-à-dire en considérant des fractions
de jetons). Quand la politique de routage ne dépend que de la numérotation des
jetons, les équations obtenues sont similaires à celles de [BFG96], ces dernières
se trouvant dans un contexte stochastique.
Il est proposé dans [Lib96, Section II.2.5] une contribution basée sur l’étude
de [CGQ98] 5 ainsi que sur celle de Loiseau et Wagneur [LW94]. Dans cette der-
nière publication, des systèmes d’équations Zmin sont proposés, en se basant uni-
quement sur la structure du RdP et sans considérer de politique de routage par-
ticulière ; les relations obtenues sont non linéaires, mais plus simples que celles
de [BCG91] et [BCOQ92]. L’étude des conﬂits structurels de Laurent Libeaut se
base sur les équations de conservation aux nœuds des réseaux, semblables aux
lois de Kirchhoﬀ 6. Le fonctionnement de tout réseau de Petri ordinaire est ainsi
décrit par un système d’équations et d’inéquations, basées sur des applications
non décroissantes de N vers N ∪ {+∞}, représentant le nombre de jetons d’une
place qui peuvent contribuer au tir d’une des transitions aval de cette place. Les
inéquations de ce système sont déﬁnies dans le corps conventionnel et expriment
les propriétés de conservation des jetons du RdP. Les équations, quant à elles,
expriment, dans le dioïde (N ∪ {+∞},min,+), la politique de fonctionnement
au plus tôt du RdP. De par la généralité des cas étudiés, il n’y a pas de garan-
tie quant à l’unicité des solutions recherchées. Par ailleurs, pour un réseau de
Petri de grande complexité, il transparaît que les équations proposées n’ont pas
encore été exploitée en pratique.
Récapitulatif
Nous avons résumé dans le tableau 3.1 les données principales liées aux
approches présentées dans notre état de l’art.
Comparaisons avec notre approche
En premier lieu, la classe des réseaux de Petri utilisée par Guy Cohen et
ses co-auteurs dans [CGQ98] n’est pas celle utilisée pour nos cas d’études ; en
particulier, nos systèmes sont de type discret et nous n’abordons pas le cas des
pondérations sur les arcs. De leur côté, les écrits de François Baccelli et ses
diﬀérents co-auteurs, dont [BCG91, BCOQ92] et [BFG96], présentent des ap-
proches basées sur des politiques de routage pouvant être dynamiques, mais les
équations d’état obtenues ne sont jamais totalement linéaires, quelle que soit
l’approche présentée. Nous avons préféré nous attacher à déﬁnir des modèles li-
néaires, basés sur une analyse par intervalles, dont les bornes sont déterministes.
5. car ce document était déjà pré-publié et disponible dès août 1995
6. ou plus communément appelées « lois des nœuds »
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Publications
Forme des
RdP étudiés
Type de la poli-
tique de routage
Forme de la représen-
tation d’état
[BCG91] et
[BCOQ92]
Quelconque
Routage dyna-
mique (par com-
mutation)
Non linéaire dans
Zmax, car l’équation
principale repose sur
un partitionnement
[BCG91] et
[BCOQ92]
Quelconque
Gestion dyna-
mique d’une ﬁle
d’attente FIFO
(compétition)
Certains cas sont non
déterministes
[BFG96]
Réseaux de
Petri à choix
libres
Dynamique, car
basée sur les
temps restants
des tirs des
transitions
Ensemble d’équations
linéaires et « quasi li-
néaires »
[CGQ98]
Réseaux de
Petri tempo-
risés pondérés
continus
Routage sta-
tique
Équations linéaires
dans Rmin,×
[Lib96] Quelconque
Pas de politique
particulière
Ensemble d’équations
dans N+,× et d’inéqua-
tions dans Nmin,+. Pas
de garantie de l’unicité
des solutions.
Tab. 3.1 – Récapitulatif des approches utilisant des réseaux de Petri pour l’étude
des routages
Par ailleurs, nous ne pouvons pas appliquer la politique de routage présentée
dans [BFG96] car, contrairement à l’hypothèse qui y est faite, nous considérons
que les tirs des transitions sont instantanés. Pour ﬁnir, l’approche proposée par
Laurent Libeaut dans sa thèse permet de modéliser la concurrence, mais sans
proposer de routage pour lever les conﬂits [Lib96], ce qui ne correspond pas à
notre approche, où un routage est proposé.
3.2 Une borne inférieure pour le comportement
du système global
Notre modèle repose sur le calcul de deux bornes d’un intervalle de compor-
tements englobant celui du système étudié. La première étape consiste à calculer
la borne inférieure de cet intervalle. On montre dans cette section que l’addition
termes à termes des réponses impulsionnelles des sous-systèmes composant un
SdP est toujours un minorant du comportement entrée-sortie de ce système,
quelle que soit sa politique de routage intrinsèque.
La proposition suivante introduit une borne inférieure pour le comportement
entrée-sortie de 2 systèmes parallèles en conﬂit sur les entrées.
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Proposition 3. Soient les fonctions compteur h1, h2, u1 et u2 ∈ ZNmin, l’inéga-
lité suivante est toujours satisfaite :
(h1 ⊙ h2) ∗ (u1 ⊙ u2) 4 (h1 ∗ u1)⊙ (h2 ∗ u2). (3.5)
Démonstration : Comparons les deux membres de cette inégalité, ∀t ∈ Z.
Concernant le membre de gauche, par déﬁnition du produit de convolution 7
nous avons(
(h1 ⊙ h2) ∗ (u1 ⊙ u2)
)
(t) =
⊕
t=t1+t2
(
h1(t1)⊗ h2(t1)⊗ u1(t2)⊗ u2(t2)
)
.
En développant le membre de droite, nous obtenons :
(
(h1 ∗u1)⊙(h2 ∗u2)
)
(t) =
( ⊕
t=t1+t2
h1(t1)⊗u1(t2)
)
⊗
( ⊕
t=t1+t2
h2(t1)⊗u2(t2)
)
.
En considérant que la variable t peut prendre un nombre ﬁni n de valeurs,(
(h1⊙ h2) ∗ (u1⊙ u2)
)
(t) correspond donc au minimum des n sommes possibles
de 4 termes, et
(
(h1 ∗ u1)⊙ (h2 ∗ u2)
)
(t) peut être réécrit comme la somme du
minimum de ces 4 termes, pris 2 à 2. Ainsi, par déﬁnition de l’opération min,
on sait que la deuxième expression est plus grande que la première (au sens de
la relation d’ordre déﬁnie dans Zmin, cf. la remarque 6 à la page 23). 8 
Remarque 30. Quand u1 = u2 = e (e étant ici la fonction compteur e(t) =
e = 0 pour t < 0 et e(t) = ε = +∞ autrement), le cas limite de l’égalité
de la relation (3.5) est atteint ; on a (h1 ⊙ h2) ∗ (u1 ⊙ u2) = (h1 ⊙ h2) ∗ e =
(h1 ∗ e) ⊙ (h2 ∗ e). En d’autres termes, la réponse impulsionnelle du système
global correspondant est h1 ⊙ h2 dans ce cas précis.
La proposition suivante est une généralisation de la proposition 3, et donne
une caractérisation de la borne inférieure du comportement entrée-sortie d’un
système dont l’entrée est aiguillée vers un nombre quelconque de sous-systèmes
le constituant.
Proposition 4. Pour un système h dont les n sous-systèmes sont linéaires et
liés par un parallélisme disjonctif, quelle que soit la fonction de routage, nous
avons
y < (h1 ⊙ h2 ⊙ · · · ⊙ hn) ∗ u.
Démonstration : C’est une extension directe de la proposition 3, en utili-
sant la propriété 1 de la page 56 concernant l’associativité de ⊙. 
Il est aussi possible de considérer le comportement entrée-sortie de systèmes
globaux via leur fonction de transfert, dans Zmin[[δ]]. Comme nous avons pu le
constater dans la section 2.2.3, les dioïdes Z
N
min et Zmin[[δ]] sont isomorphes. On
peut donc aﬃrmer que l’inf-convolution de Z
N
min correspond au produit de séries
dans Zmin[[δ]] (qui est parfois appelé « produit de Cauchy », pour le distinguer
du produit dit « de Hadamard » [Gau93]).
7. cf. la définition 61, de l’annexe A.2
8. il est à noter que la preuve d’une proposition similaire dans Rn×nmax peut être trouvée
pour le lemme 6.2.1 de [Gau93, page 27]
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Remarque 31. Le produit de Hadamard s’applique aussi aux séries formelles.
Ainsi, dans Zmin[[δ]], l’opération ⊙ est définie comme suit :
a(δ)⊙ b(δ) =
+∞⊕
t=0
(
a(t)⊗ b(t))δt.
On constate donc que le produit de Hadamard de deux séries correspond à
la somme termes à termes (au sens du corps conventionnel) des coefficients de
ces séries.
Exemple 22. Considérons par exemple les deux sous-systèmes dont les fonc-
tions de transfert sont exprimées par les séries suivantes dans Zmin[[δ]] :
h1(δ) = δ
4(2δ3)⋆ et h2(δ) = (δ5 ⊕ 2δ6)(4δ4)⋆.
Pour cet exemple, nous pouvons calculer
h1(δ)⊙ h2(δ) = (δ4 ⊕ 2δ5 ⊕ 4δ6 ⊕ 6δ7 ⊕ 8δ9 ⊕ 10δ10 ⊕ 14δ13 ⊕ 18δ14)(20δ12)⋆.
La proposition 4 nous informe que la sortie y(δ) du système global est nécessai-
rement plus grande que
(
h1(δ)⊙ h2(δ)
)⊗ u(δ) . Le comportement entrée-sortie
de ce système ne peut donc pas être plus rapide que le système équivalent à
h1(δ)⊙ h2(δ).
Ceci peut s’interpréter graphiquement à l’aide de la figure 3.5. On constate
que la série résultant de l’évaluation de l’expression h1(δ) ⊙ h2(δ) correspond
à la somme des événements réalisés par les différents sous-systèmes à chaque
instant t. En quelque sorte, on considère que les 2 sous-systèmes mis en paral-
lèles travaillent en permanence au maximum de leur capacité. C’est pourquoi le
système global correspondant ne peut physiquement pas produire plus 9.
Nous allons voir dans la section suivante que l’ensemble des comportements
majorant le comportement eﬀectif du système global est dépendant de la poli-
tique de routage utilisée.
3.3 Un majorant pour le comportement du sys-
tème global
Nous avons montré dans la section précédente que le produit de Hadamard
des fonctions compteur de sous-systèmes en conﬂit est une borne inférieure
pour le comportement entrée-sortie du système les englobant, quelle que soit la
politique de routage utilisée. Nous allons maintenant considérer l’inﬂuence de
ces fonctions de routage.
Nous considérons trois cas possibles. Lorsque les sous-systèmes sont iden-
tiques et que le routage est équilibré, on constate que le comportement entrée-
sortie du système global revient à multiplier celui de l’un des sous-systèmes par
le nombre de ces sous-systèmes identiques mis en parallèles. On obtient donc
une représentation exacte du système global. Lorsque les sous-systèmes sont
9. en se rappelant que la relation d’ordre dans Zmin[[δ]] est l’opposée de celle définie dans
le corps usuel, ceci correspond bien au fait que cette série constitue une borne inférieure
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Fig. 3.5 – Interprétation graphique du produit de Hadamard de séries de Zmin[[δ]]
diﬀérents et pour des politiques de routage équilibrées ou périodiques, il n’est
plus possible d’obtenir de représentation exacte et linéaire du système. Cepen-
dant on pourra déﬁnir une fonction de transfert supérieure à celle caractérisant
le système considéré. Comme il n’est pas garanti que ce transfert sera jamais
atteint, il consiste en un majorant et non en une borne supérieure. Comme il
n’est pas garanti que ce transfert sera jamais atteint, il constitue un majorant
et non une borne supérieure. On obtiendra en conséquence les deux extrêmes
d’un intervalle incluant la fonction de transfert recherchée.
3.3.1 Routage équilibré entre sous-systèmes identiques
Déﬁnissons l’application de changement d’échelle, qui sera utile tout au long
de cette section.
Définition 53 (Application de changement d’échelle). Soient une application
compteur x ∈ ZNmin et un scalaire n ∈ N. L’application de changement d’échelle
est définie par Echn : Z
N
min → Z
N
min, x 7→ n× x.
Remarque 32. Si l’on considère la représentation graphique d’une série dans
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Zmin[[δ]] (car Z
N
min et Zmin[[δ]] sont isomorphes, via la transformée en δ présentée
dans la section 2.2.3), la multiplier par un entier naturel revient à effectuer
un changement d’échelle de l’axe des ordonnées, correspondant aux événements
réalisés.
Ceci peut être représenté par la figure 3.6. On y constate que la série Ech2(h1)
correspond au fait de doubler le nombre d’événements à chaque instant d’obser-
vation, comme si l’échelle de l’axe événementiel avait été divisée par 2. Dans
le cadre des réseaux de Petri, un tel changement d’échelle revient à démulti-
plier tous les jetons du marquage initial de ce RdP en fonction du coefficient de
changement d’échelle.
Événements
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♭♯
Fig. 3.6 – Interprétation graphique du changement d’échelle d’une série de
Zmin[[δ]]
Propriété 4. Quand on ne considère que des sous-systèmes identiques, au
nombre de n et à la réponse impulsionnelle h, et une politique de routage équi-
librée, il est possible de faire une analogie entre le produit de Hadamard et l’ap-
plication de changement d’échelle. En effet, dans ce cas
n⊙
i=1
h = Echn(h).
Démonstration : Par déﬁnition du produit de Hadamard et de l’application
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de changement d’échelle, nous avons d’un côté
∀t ∈ Z,
(
n⊙
i=1
h
)
(t) = h(t)⊗ h(t)⊗ · · · ⊗ h(t)︸ ︷︷ ︸
n fois
=
n⊗
i=1
h(t) =
n∑
i=1
h(t)
= n× h(t),
et de l’autre
∀t ∈ Z, (Echn(h))(t) = Echn(h(t))
= n× h(t).
Nous pouvons donc conclure. 
Le résultat suivant donne une caractérisation du comportement d’un système
englobant deux sous-systèmes identiques et dont la fonction de routage est r =
1|1.
Proposition 5. Le comportement entrée-sortie du système (h|h)1|1 est linéaire
et sa réponse impulsionnelle est Ech2(h).
Démonstration : Pour les besoins de cette démonstration, nous considé-
rons les sous-systèmes dans Z
Z
max. Le produit ∗ représente donc ici une sup-
convolution entre applications dateur.
y1(k) =
(
h ∗ u1
)
(k)
=
k⊕
i=0
h(i)⊗ u1(k − i)
y2(k) =
(
h ∗ u2
)
(k)
=
k⊕
i=0
h(i)⊗ u2(k − i)
Comme la fonction de routage utilisée est équilibrée (c’est-à-dire 1|1), on a
u(2k) = u1(k) et u(2k + 1) = u2(k).
On sait aussi que ∀k ∈ Z, u1(k) 4 u2(k) 4 u1(k + 1). Puisque le produit de
convolution est isotone (cf. la propriété 7 à la page 137), on obtient ∀k :
h ∗ u1(k) 4 h ∗ u2(k) 4 h ∗ u1(k + 1)
Soit y1(k) 4 y2(k) 4 y1(k + 1), et ﬁnalement
y(2k) = y1(k) et y(2k + 1) = y2(k).
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Nous pouvons alors écrire pour les événements pairs
y(2k) =
k⊕
i=0
h(i)⊗ u1(k − i)
= h(0)⊗ u1(k)⊕ h(1)⊗ u1(k − 1)⊕ · · ·
= h(0)⊗ u(2k)⊕ h(1)⊗ u1
(
2(k − 1))⊕ · · ·
=
k⊕
i=0
h(i)⊗ u(2(k − i)),
et pour les événements impairs
y(2k + 1) = h(0)⊗ u2(k)⊕ h(1)⊗ u2(k − 1)⊕ · · ·
=
k⊕
i=0
h(i)⊗ u(2(k − i) + 1).
En conclusion, pour tout K pair ou impair, la relation suivante est vériﬁée :
y(K) =
K⊕
i=0
h(i)⊗ u(K − 2i), (3.6)
ce qui montre que le système global est linéaire dans le dioïde Zmax (la sortie se
présente comme une sup-convolution d’une application dateur par l’entrée).
Cherchons maintenant à caractériser la réponse impulsionnelle de ce système,
permettant d’obtenir y comme une fonction de u. Soit l’application suivante :
h′(j) =
{
h(j/2) quand j est pair,
ε quand j est impair.
En injectant h′ dans l’équation (3.6), la (sup-) convolution suivante est aussi
vériﬁée :
y(K) =
K⊕
i=0
h′(i)⊗ u(K − i).
y(K) est de ce fait une somme de K termes, dont la moitié sont nuls au sens
de Zmax. Ces derniers sont de la forme ε⊗ u(k − j − 1), avec j impair. Or si j
est pair, h′(j) = h(j/2), par déﬁnition de h′. Donc les termes non nuls sont de
la forme h(j/2)⊗ u(k− j), pour tout j pair. Par ailleurs, l’application dateur u
est croissante par déﬁnition. Ainsi, l’équation (3.6) est aussi équivalente à
y(K) =
K⊕
i=0
h′′(i)⊗ u(K − i).
où h′′ est déﬁnie par
h′′(j) =
{
h(j/2) quand j est pair,
h( j+12 ) quand j est impair.
(3.7)
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En eﬀet, les termes de h′′ n’interviennent pas dans la somme quand j est
impair (car ces termes sont de la forme h(j/2)⊗ u(k − j − 1) et sont inférieurs
aux termes de la forme h(j/2) ⊗ u(k − j) ; ils ne sont donc pas considérés, par
déﬁnition de la loi⊕ de Zmax). La sémantique de la déﬁnition h′′, explicitée par la
relation (3.7), est qu’à chaque instant j considéré, deux événements consécutifs,
de l’un des sous-systèmes, dont la réponse impulsionnelle est h, surviennent de
manière simultanée (les dates des événements h(j/2) et h( j+12 ) sont égales). On
constate donc que la réponse impulsionnelle h′′ du système global correspond
au double de celle de l’un des sous-systèmes identiques le constituant, ce qui
nous donne h′′ = Ech2(h) = h⊙ h.
On remarque ainsi que la représentation de h′ en tant que dateur correspond
à 2× h en représentation compteur (dans Zmin). 
En étendant la preuve à n sous-systèmes équivalents, on trouve le résultat
suivant.
Proposition 6. Un système (h|h| · · · |h)1|1|···|1 composé de n sous-systèmes dont
les réponses impulsionnelles sont h et dont la fonction de routage est 1|1| · · · |1
a pour réponse impulsionnelle Echn(h).
Démonstration : Pour ce type de système, on a par hypothèse la relation
suivante :
u1(k) 4 u2(k) 4 · · · 4 un(k) 4 u1(k + 1).
Le reste de la démonstration repose sur un raisonnement similaire à celui de
la preuve de la proposition précédente. 
L’exemple suivant illustre cette proposition.
Exemple 23. Chaque sous-système de la figure 3.7 (a) possède pour fonction de
transfert h(δ) = δ7(3δ2)⋆. Le système (h|h)1|1 est lui aussi linéaire et sa fonction
de transfert est Ech2(h) = δ7(6δ2)⋆. Le GET de la figure 3.7 (b) possède la même
fonction de transfert. Il est important de constater que deux systèmes identiques
mis en parallèle permettent de doubler la cadence du système global.
Dans les sous-sections suivantes, nous allons considérer les cas où les systèmes
globaux sont composés de sous-systèmes diﬀérents.
3.3.2 Routage équilibré entre sous-systèmes différents
Étudions en premier lieu le cas du routage équilibré, c’est-à-dire quand tous
les sous-systèmes reçoivent le même nombre d’impulsions en entrée.
Proposition 7. Dans Z
N
min, le comportement d’un système h = (h1|h2)1|1 est
tel que
(h1 ⊙ h2) ∗ u 4 h(u) 4 Ech2(h1 ⊕ h2) ∗ u.
Nous pouvons donc garantir l’existence d’un intervalle pour le comportement
entrée-sortie du système h,
(h1|h2)1|1 ∈
[
h1 ⊙ h2,Ech2(h1 ⊕ h2)
]
.
Page 92
(a)
u
u1
2 5
y1
u2 2 5 y2
y
(b)
u
2 5
6
y
Fig. 3.7 – Équivalence entre (h|h)1|1 (a) et Ech2(h) (b)
Démonstration : La proposition 3 nous permet de prouver l’inégalité de
gauche. Par ailleurs, comme le produit de Hadamard ⊙ et le produit de convo-
lution ∗ sont isotones (cf. les propriétés 3 et 7, respectivement pages 56 et 137),
on obtient
h1 ∗ u1 4 (h1 ⊕ h2) ∗ u1 et h2 ∗ u2 4 (h1 ⊕ h2) ∗ u2.
Ainsi
h(u) = (h1 ∗ u1)⊙ (h2 ∗ u2)
4
(
(h1 ⊕ h2) ∗ u1
)⊙ ((h1 ⊕ h2) ∗ u2).
Pour un routage 1|1, la proposition 6 nous indique que
(h1 ⊕ h2) ∗ u1 ⊙ (h1 ⊕ h2) ∗ u2 = Ech2(h1 ⊕ h2) ∗ (u1 ⊙ u2)
= Ech2(h1 ⊕ h2) ∗ u.

Ce résultat, concernant deux systèmes linéaires présentant un parallélisme
disjonctif géré par une politique de routage équilibrée, montre que le compor-
tement du système les incluant peut être encadré par celui de deux systèmes
linéaires. Il est possible de généraliser cette proposition pour un nombre quel-
conque de sous-systèmes en parallèle.
Proposition 8. Soient n sous-systèmes hi et une fonction de routage r =
1|1| · · · |1 associée. On a
n⊙
i=1
hi 4 (h1|h2| · · · |hn)1|1|···|1 4 Echn
(
n⊕
i=1
hi
)
,
ce qui peut aussi s’écrire
(h1 ⊙ · · · ⊙ hn) ∗ u 4 (h1|h2| · · · |hn)1|1|···|1 ∗ u 4 Echn(h1 ⊕ · · · ⊕ hn) ∗ u.
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Démonstration : La démonstration est similaire à celle de la proposition
précédente, en utilisant cette fois-ci le résultat de la proposition 4. 
3.3.3 Routage périodique entre deux sous-systèmes diffé-
rents
Cette partie porte sur les routages périodiques de type n|m, avec n,m ∈
N+. La résiduée duale de l’application de changement d’échelle joue un rôle
prépondérant dans les calculs présentés. C’est pourquoi nous renvoyons le lecteur
à la section 1.2.3 ou aux ouvrages [BJ72, BCOQ92] pour obtenir un rappel sur
la théorie de la résiduation.
Proposition 9. L’application Echn est dualement résiduable et sa résiduée
duale est définie comme suit :
Ech♭n(x) = ⌈x/n⌉.
Démonstration : Il suﬃt de remarquer que l’application Echn satisfait
Echn(a ∧ b) = Echn(a) ∧ Echn(b).
En particulier, si a et b sont solutions de Echn(x) < y, on constate que leur
borne inférieure est aussi une solution. Par généralisation, la borne inférieure de
toutes les solutions de Echn(x) < y est nécessairement une solution elle aussi ;
elle en est plus précisément la plus petite, selon la déﬁnition de la relation d’ordre
canonique (cf. la section 1.1.3). Comme cette plus petite solution existe, on peut
aﬃrmer d’après le théorème 7 à la page 28 que Echn est dualement résiduable.
Par ailleurs, il apparaît clairement que le plus petit x tel que n × x < y
correspond à l’arrondi à l’entier supérieur de la division de y par n. 
Remarque 33. D’après l’inégalité (1.2b) de la page 28, la relation suivante est
satisfaite :
Echn
(
Ech♭n(b)
)
< b.
Exemple 24. Considérons un système de transfert décrit par la série périodique
suivante dans Zmin[[δ]] :
b = δ1 ⊕ 1δ2 ⊕ 3δ5(1δ1)⋆.
La réponse impulsionnelle exprimée par une application compteur donne
bc(0) = 0, bc(1) = 1, bc(2) = 3, bc(3) = 3, bc(4) = 3
bc(5) = 4, bc(6) = 5, bc(7) = 6, ...
L’application Ech♭2(b) =
⌈
1
2 × b
⌉
est décrite par la série formelle δ1 ⊕ 1δ2 ⊕
2δ6(1δ2)⋆.
On constate alors effectivement que
Ech2
(
Ech♭2(b)
)
= δ1 ⊕ 2δ2 ⊕ 4δ6(2δ2)⋆ < b.
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Proposition 10. Un système h = (h1|h2)m|n est tel que
h ∈
[
h1 ⊙ h2,Echm+n
(
Ech♭m(h1)⊕ Ech♭n(h2)
)]
. (3.8)
Démonstration : La proposition 6 nous fournit les équivalences suivantes.
– Un système Zmin linéaire dont la réponse impulsionnelle est Echm(h1) est
équivalent au système (h1| · · · |h1︸ ︷︷ ︸
m fois
)1| · · · |1︸ ︷︷ ︸
m fois
.
– De même, un système Zmin linéaire Echn(h2) est équivalent au système
(h2| · · · |h2︸ ︷︷ ︸
n fois
)1| · · · |1︸ ︷︷ ︸
n fois
.
Nous pouvons ainsi formuler l’égalité suivante(
Echm(h1)|Echn(h2)
)
m|n
= (h1| · · · |h1︸ ︷︷ ︸
m fois
|h2| · · · |h2︸ ︷︷ ︸
n fois
)1|1| · · · |1︸ ︷︷ ︸
m + n fois
.
En d’autres termes, on peut transformer un routage m|n entre deux sous-
systèmes en un routage 1| · · · |1 avec m + n sous-systèmes. En utilisant la re-
marque 33, les inégalités
h1 4 Echm
(
Ech♭m(h1)
)
et h2 4 Echn
(
Ech♭n(h2)
)
.
nous conduisent à
(h1|h2)m|n 4
(
Echm
(
Ech♭m(h1)
)|Echn(Ech♭n(h2)))
m|n
4
(
Ech♭m(h1)| · · · |Ech♭m(h1)︸ ︷︷ ︸
m fois
|Ech♭n(h2)| · · · |Ech♭n(h2)︸ ︷︷ ︸
n fois
)
1|1| · · · |1︸ ︷︷ ︸
m + n fois
.
La proposition 8 permet de terminer la démonstration. 
Exemple 25. Considérons deux sous-systèmes dont les fonctions de transfert
dans Zmin[[δ]] sont respectivement h1 = δ2(2δ3)⋆ et h2 = δ5(2δ6)⋆. Supposons
l’utilisation d’un routage périodique 2|1.
On trouve comme borne inférieure de son comportement
h1 ⊙ h2 = (δ2 ⊕ 2δ5)(6δ6)⋆.
Par ailleurs,
Ech♭2(h1) = δ
2(1δ3) et
Ech♭1(h2) = h2 = δ
5(2δ6).
Ce qui nous donne pour le calcul du majorant
Ech3
(
Ech♭2(h1)⊕ Ech♭1(h2)
)
= δ5(6δ6)⋆
En résumé, le comportement combiné (h1|h2)2|1 des sous-systèmes h1 et h2
en parallélisme disjonctif (cf. la figure 3.1 (b)) est compris dans un intervalle,
et satisfait la relation d’appartenance suivante :
(h1|h2)2|1 ∈
[
(δ2 ⊕ 2δ5)(6δ6)⋆, δ5(6δ6)⋆].
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3.4 Routage périodique optimal entre deux sous-
systèmes différents
Nous avons vu dans la section précédente comment modéliser linéairement
dans un dioïde d’intervalles des phénomènes de routage. Il apparaît donc, dans
le cas d’une politique de routage périodique, que la taille des lots à envoyer
en entrée de chacun des sous-systèmes inﬂue sur le comportement du système
global correspondant, et donc aussi sur ses comportements extrémaux, servant
de bornes à l’intervalle des comportements possibles. En particulier, on peut
aﬃrmer que, si les deux comportements aux bornes ont la même cadence, alors
la taille de l’intervalle, c’est-à-dire l’approximation, est minimale.
Il est réputé que les réponses impulsionnelles des systèmes linéaires dans un
dioïde (comme ici Z
N
min) sont ultimement périodiques [CMQV89] (cf. la déﬁni-
tion 50 de la page 64). Il est donc possible, en étudiant les valeurs de leurs pentes
asymptotiques, d’émettre des assertions quant à leurs cadences de production.
Cette approche est en particulier applicable aux réponses impulsionnelles aux
bornes de l’intervalle de comportements représentant un système. Mais avant
de pouvoir étudier les pentes asymptotiques de ces réponses impulsionnelles, il
est nécessaire d’énoncer quelques propriétés concernant les calculs de ces pentes
asymptotiques, quand interviennent le produit de Hadamard ou l’application de
changement d’échelle.
Propriété 5. Soient h1, h2 ∈ ZNmin deux applications ultimement périodiques.
Alors
σ(h1 ⊙ h2) = σ(h1) + σ(h2), (3.9)
σ
(
Echn(h)
)
= n× σ(h), (3.10)
σ
(
Ech♭n(h)
)
=
⌈
σ(h)
n
⌉
. (3.11)
Démonstration : En se référant aux déﬁnitions 43 et 53 (pages 56 et 87),
les démonstrations sont triviales. 
Proposition 11. La politique de routage r = m|n, avec mn = σ(h1)σ(h2) permet
d’obtenir une approximation minimale du comportement entrée-sortie du sys-
tème où s’effectue ce routage. Ceci se caractérise par la relation σ(h1 ⊙ h2) =
σ
(
Echm+n
(
Ech♭m(h1)⊕ Ech♭n(h2)
))
.
Démonstration : Tout d’abord, sachant que mn =
σ(h1)
σ(h2)
, on trouve σ(h1)m =
σ(h2)
n et σ(h1) =
m×σ(h2)
n .
Cherchons maintenant à caractériser, uniquement en termes de pentes asymp-
totiques et de tailles des lots du routage périodique, le membre de gauche de la
relation. On a
σ(h1 ⊙ h2) = σ(h1) + σ(h2) en reprenant l’équation (3.9)
=
m× σ(h2)
n
+ σ(h2)
=
(m+ n)× σ(h2)
n
.
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Par application de la relation (3.11), on trouve σ
(
Ech♭m(h1)
)
= σ
(
Ech♭n(h2)
)
=
σ(h1)
m =
σ(h2)
n .
Ce qui nous donne
σ
(
Echm+n
(
Ech♭m(h1)⊕ Ech♭n(h2)
))
=
(m+ n)× σ(h1)
m
=
(m+ n)× σ(h2)
n
.
On constate que les deux membres de la relation de la proposition 11 sont
égaux, ce qui conclut la démonstration. 
Il est par conséquent possible de choisir une fonction de routage telle que les
bornes de l’intervalle (3.8) aient la même pente asymptotique. En paramétrant
cette fonction de routage, on obtient la meilleure cadence, tout en réduisant
l’incertitude liée à la modélisation par intervalles.
3.5 Cas d’application
Considérons un atelier ﬂexible possédant deux lignes de production paral-
lèles dont les entrées et les sorties respectives sont u1, u2, y1 et y2, comme
présenté dans la ﬁgure 3.8. Ces deux sous-systèmes peuvent être décrits selon
leurs fonctions de transfert dans Zmin[[δ]] comme suit :
h1(δ) = δ
4(2δ3)⋆ et h2(δ) = (δ5 ⊕ 2δ6)(4δ4)⋆.
u
u1
3 1
y1
u2 1 4 y2
y
Fig. 3.8 – Un atelier ﬂexible possédant un routage en son sein
Pour les deux sous-systèmes considérés, on a les cadences suivantes :
σ(h1) = 2/3 et σ(h2) = 1.
La fonction de routage optimal r = m|n est celle pour laquelle mn = σ(h1)σ(h2) .
On trouve ainsi m = 2 et n = 3.
D’après la propriété 5 et la proposition 11, la cadence du système global
est la même pour tous les comportements possibles de ce système (auquel on
attribue la fonction de routage 2|3). Par calcul, on trouve
σ
(
(h1|h2)2|3
)
= σ(h1 ⊙ h2) = σ(h1) + σ(h2) = 5/3.
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Cherchons maintenant à caractériser les comportements extrémaux de l’in-
tervalle des possibles. Soit h la fonction de transfert du système global, nous
savons qu’elle est incluse dans l’intervalle[
h, h
]
=
[
h1 ⊙ h2,Ech5
(
Ech♭2(h1)⊕ Ech♭3(h2)
)]
.
La borne inférieure h a déjà été calculée dans l’exemple 22 de la page 86 :
h = h1 ⊙ h2 = (δ4 ⊕ 2δ5 ⊕ 4δ6 ⊕ 6δ7 ⊕ 8δ9 ⊕ 10δ10 ⊕ 14δ13 ⊕ 18δ14)(20δ12)⋆.
Aﬁn de calculer la borne supérieure h, il nous faut les valeurs de Ech♭2(h1)
et de Ech♭3(h2). On obtient comme résultats
Ech♭2(h1) = δ
4(1δ3)⋆ et
Ech♭3(h2) = (δ
6 ⊕ 1δ9 ⊕ 2δ13 ⊕ 3δ14)(4δ12)⋆.
Ainsi dans notre cas, Ech♭3(h2) < Ech
♭
2(h1), ce qui nous permet de calculer
h, à savoir
h = Ech5(Ech
♭
3(h2)) = (δ
6 ⊕ 5δ9 ⊕ 10δ13 ⊕ 15δ14)(20δ12)⋆.
Pour cet exemple, pour tout signal d’entrée u, la sortie (h1|h2)2|3(u) est
supérieure à h ∗ u et inférieure à h ∗ u. La ﬁgure 3.9 propose une représentation
graphique des applications compteur h et h. Nous pouvons constater que la
borne inférieure h est bien le comportement le plus rapide, dans le sens où les
cadences sont les mêmes mais certains produits seront réalisés un peu plus tôt
par le système que représente cette application. La zone grisée correspond aux
incertitudes liées au routage.
Pour ce cas d’application, l’amplitude d’approximation (le plus grand écart
entre les deux bornes de l’intervalle) est de 4 produits réalisés à 3 unités de
temps d’écart.
3.6 Bilan
Grâce au dioïde des intervalles, présenté dans [LS01, LHCJ04], certains sys-
tèmes non linéaires dans les dioïdes de scalaires peuvent être décrits par des
intervalles dont les bornes sont linéaires. Cette approche permet d’utiliser les
résultats de la théorie des dioïdes sur ces bornes, aboutissant à l’étude analy-
tique de ces systèmes (qui sont généralement étudiés par simulation, pour cause
de trop grande complexité).
Nous avons montré l’existence de deux systèmes linéaires permettant d’enca-
drer le comportement d’un système mono-entrée/mono-sortie composé de plu-
sieurs sous-systèmes parallèles en conﬂit sur la même entrée, à condition d’uti-
liser une fonction de routage « périodique » ou « équilibrée » entre ces sous-
systèmes. L’ensemble des formes possibles pour ces deux bornes a été regroupé
dans le tableau 3.2.
Dans le contexte de la gestion de production, il est possible de choisir un rou-
tage garantissant au système global une cadence donnée et tel que l’incertitude
d’approximation liée à l’analyse par intervalles soit minimale.
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h
Fig. 3.9 – Réponse impulsionnelle des deux bornes de l’intervalle
Type de
sous-systèmes
Type de
routage
Réponse impulsionnelle
n sous-systèmes
identiques
(h|h| . . . |h)
Routage
équilibré
1|1| . . . |1
⊙n
i=0 h = Echn(h)
Borne
inférieure
Majorant
n sous-systèmes
diﬀérents
(h1|h2| . . . |hn)
Routage
équilibré
1|1| . . . |1 ⊙n
i=0 hi
Echn
(⊕n
i=0 hi
)
2 sous-systèmes
diﬀérents
(h1|h2)
Routage
périodique
n|m
Echm+n
(
Ech♭m(h1)⊕
Ech♭n(h2)
)
Tab. 3.2 – Récapitulatif de la caractérisation du comportement d’un routage
Comme nous avons pu le constater, la politique de routage a une certaine
inﬂuence sur le comportement des systèmes concernés. Nous allons voir dans
le chapitre suivant des systèmes présentant des conﬂits de type ressources par-
tagées. En utilisant une politique d’aﬀectation dynamique des ressources bien
particulière, leurs modélisations peuvent aussi être réalisées par le biais d’une
analyse par intervalles.
Chapitre 4
Modélisation de systèmes
de production à ressources
partagées
Nous avons vu dans le chapitre précédent une première forme de conﬂits,
basés sur des routages de produits entre plusieurs sous-systèmes, et étudié l’in-
ﬂuence de ces premiers sur le comportement du système global. Nous abordons
dans ce chapitre une deuxième forme de conﬂits, à savoir le partage de ressources.
Ainsi, ce ne sont plus les produits qui sont orientés selon leurs gammes respec-
tives, mais les ressources qui sont aﬀectées à l’un ou l’autre des sous-systèmes
en concurrence. Cette diﬀérence fondamentale impose l’utilisation d’une autre
approche de modélisation.
En se basant sur une politique d’aﬀectation des ressources partagées bien
précise, on peut obtenir une modélisation linéaire du système global, à une cer-
taine approximation près. En eﬀet, cette gestion des ressources est dynamique et
ne permet donc pas de prévoir à l’avance le comportement entrée-sortie exact du
système global. La politique d’aﬀectation utilisée ici est pseudo-périodique, car
elle est un compromis entre une aﬀectation périodique des ressources aux pro-
cessus concurrents et une satisfaction des premiers produits arrivés sans prendre
en compte le processus concurrents dans certains cas. Pour cette politique, nous
montrons qu’un problème de ressource partagée entre deux sous-systèmes paral-
lèles peut être transformé en un problème comportant des GET désynchronisés
et des délais incertains, qui représentent des incertitudes temporelles quant à
l’accès à la ressource et sur sa durée d’indisponibilité.
Le présent chapitre est composé comme suit.
Dans la première section, nous précisons le cadre des systèmes comportant
des ressources partagées et déﬁnissons le principe de l’exclusion mutuelle, ainsi
que la politique d’aﬀectation des ressources que nous utilisons. Cette section
inclut aussi un état de l’art, où l’on compare les diﬀérentes approches identiﬁées
dans la littérature à la nôtre, aﬁn de justiﬁer l’intérêt de cette dernière.
Dans les deux sections suivantes, nous exposons notre approche sur trois
types de SdP, de complexité croissante. Tout d’abord, nous étudions le cas le plus
simple du partage d’une ressource unique entre deux postes de travail. Ce cas est
ensuite généralisé au partage de plusieurs ressources. Le cas de sous-systèmes
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complexes entiers partageant un certain nombre de ressources est étudié dans
une section propre, car il nécessite une étape de calcul supplémentaire. Cette
dernière a pour but de calculer le temps de séjour maximal pour un jeton dans
une sous-partie du réseau de Petri situé entre 2 transitions données.
Enﬁn, nous abordons dans la section 4.4 deux cas d’application de notre
approche. Le premier cas montre comment peut être modélisé le partage d’une
ressource simple, en l’occurrence une convergence de convoyeurs où les palettes
ne doivent pas se chevaucher. Le deuxième cas d’application met en œuvre
l’approche complète concernant le partage de plusieurs ressources entre deux
sous-systèmes complexes, ici des ensembles de bassins de traitements chimiques
par immersion des produits.
La contribution principale de ce chapitre est de montrer que, pour une poli-
tique d’aﬀectation particulière des ressources, il est possible de modéliser linéai-
rement, dans un dioïde d’intervalles, des phénomènes complexes de partages de
ressources, par approximation du comportement du système global. Cette mo-
délisation se focalise sur la caractérisation de deux systèmes linéaires dont le
comportement est plus lent ou plus rapide que celui du système étudié. Cette
approche a fait l’objet de 3 publications [BCL08a, BCL08b, BCL10]
4.1 Ressources partagées et exclusion mutuelle
Nous présentons dans un premier temps les caractéristiques d’un SdP à res-
sources partagées, c’est-à-dire les conﬂits sous-jacents et la politique d’aﬀecta-
tion dynamique que nous utilisons pour résoudre ces conﬂits. En ﬁn de section,
nous présentons une étude comparative détaillant quelques points ayant motivés
nos travaux.
4.1.1 Principe d’une exclusion mutuelle
Une hypothèse généralement admise quand il s’agit d’étudier le comporte-
ment de ressources partagées est de considérer une politique d’exclusion mu-
tuelle.
Définition 54 (Exclusion mutuelle). Lorsque plusieurs processus veulent accé-
der simultanément à une même ressource 1, utilisable par un seul processus à la
fois, il se produit un conflit qui ne peut être résolu sans mécanisme d’affectation
approprié. L’exclusion mutuelle possède les deux propriétés suivantes :
– À tout instant, au plus un processus peut utiliser la ressource partagée.
– Tout processus demandant à utiliser la ressource partagée, en aura la pos-
sibilité au bout d’un temps fini.
Une contrainte d’exclusion mutuelle provient essentiellement de l’indivisi-
bilité d’une ressource. Elle ne peut donc ainsi satisfaire en même temps deux
processus la nécessitant pour être menés à bien. La deuxième propriété d’une
exclusion mutuelle est nécessaire pour justiﬁer qu’un réseau de Petri modélisant
un partage de ressource en exclusion mutuelle est bien vivant.
Des phénomènes d’exclusion mutuelle pour des ressources partagées peuvent
être identiﬁés dans de nombreux contextes, y compris dans la vie de tous les
1. comme ce type de ressources est très contraignant pour le système, on les appelle géné-
ralement des « ressources critiques »
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jours. On peut citer en exemple une télécommande que des membres d’une
famille se disputent, un ballon après lequel courent des joueurs de football ou
tout centre de ressources documentaires (bibliothèques, médiathèques, etc.) où
certains documents n’existent qu’en un seul exemplaire.
Dans notre contexte des systèmes de production, ces phénomènes sont ob-
servables quand un opérateur est aﬀecté à plusieurs postes de travail ou quand
un tronçon ne peut être parcouru que par un seul transporteur à la fois (pour
des raisons de sécurité, par exemple). Ces systèmes peuvent être illustrés sous
la forme du réseau de Petri de la ﬁgure 4.1, où P1 et P2 sont deux postes de
travail partageant le même type de ressource R, dont la quantité n est connue.
Chaque poste de travail possède son propre stock amont (notés S1 et S2 respec-
tivement), son propre temps de production (notés τP1 et τP2 respectivement) et
son point d’entrée (notés u1 et u2 respectivement). À la ﬁn de leurs opérations,
les postes de travail délivrent les produits qu’ils ont réalisés dans leurs stocks
aval. Les transitions y1 et y2 correspondent aux deux points de sortie du sys-
tème. Même quand deux postes de travail partagent plus d’une ressource, ils
ne peuvent évoluer complètement indépendamment l’un de l’autre. La mise en
route d’un des deux postes de travail nécessite une des ressources ; le poste de
travail opposé peut éventuellement avoir à attendre que l’une d’entre elles soit
libérée pour commencer à fonctionner.
u1 S1 t1
τP1
P1 t2 y1
n
R
τP2
P2t3S2u2 t4 y2
Fig. 4.1 – Tronçon comportant une ressource partagée en quantité ﬁnie
Aﬁn de résoudre les conﬂits survenant quand chacune des places S1 et S2
contient au moins un jeton, nous proposons une politique d’aﬀectation per-
mettant à l’un des deux postes de travail de fonctionner à plein régime quand
l’autre est à l’arrêt et garantissant une répartition périodique des ressources,
aﬁn qu’aucun des deux postes ne soit éternellement lésé par l’autre.
4.1.2 Notre politique d’affectation des ressources
Considérons le système décrit par le RdP de la ﬁgure 4.1, où deux lignes de
production parallèles nécessitent le même ensemble de ressources. Nous utilisons
la politique de gestion suivante pour régler les conﬂits.
Définition 55 (Politique d’aﬀectation pseudo-périodique). Une politique d’af-
fectation de type pseudo-périodique concernant une ou de plusieurs ressources
partagées s’énonce de la façon suivante :
Tant qu’il reste suffisamment de ressources disponibles, n’importe quel pro-
duit arrivant sur l’une des lignes peut être traité sur le champ par le poste de
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travail correspondant. Une des ressources peut ainsi être affectée à un poste plu-
sieurs fois de suite. Si au moins un produit est en attente de traitement dans
chacune des lignes, dès qu’une ressource sera libérée par un poste de travail, elle
sera affectée au poste de travail concurrent, de manière à assurer une alternance
de l’affectation de cette ressource.
Chaque produit devant subir une opération sera donc eﬀectivement traité,
en temps voulu. Considérons en premier lieu le comportement du système en
cas d’arrivée massive de produits en amont des deux postes de travail. S’il
n’y a qu’une seule ressource partagée, cette ressource sera aﬀectée de manière
cyclique aux diﬀérents postes. C’est-à-dire, en fonction du tir des transitions
t2 ou t4, la ressource sera par la suite aﬀectée au poste de travail P2 ou P1,
respectivement. Par contre, dans le cas d’un nombre n de ressources partagées,
s’il y a en permanence des produits en attente de traitement en amont des deux
postes de travail, toutes les tâches peuvent être eﬀectuées en parallèle et les
n ressources sont utilisées au maximum. Ainsi, un poste pouvant utiliser au
plus les n ressources en même temps, on peut garantir que le temps d’attente
entre le ke tir d’une transition d’entrée d’un des deux postes de travail et le
(k−n)e tir de la transition de sortie correspondante est au maximum, selon notre
politique d’aﬀectation, du temps de production du poste de travail concurrent
(cf. la section 4.2.2 où sera prouvée cette propriété). Considérons maintenant
le comportement du système global quand les produits n’arrivent pendant un
laps de temps donné qu’en amont de l’un des postes. Ce cas permet à ce dernier
de fonctionner à plein régime, tant que le poste concurrent ne nécessite pas
de ressource. Il n’existe aucune garantie concernant l’arrivée d’un produit en
amont du poste opposé ; il n’est donc pas possible de déterminer de période
de comportement. C’est pourquoi nous qualiﬁons cette politique de « pseudo-
périodique ».
Les règles d’aﬀectation des ressources peuvent être représentées de manière
plus formelle par un réseau de Petri, dont la sémantique est étendue par l’uti-
lisation d’arcs inhibiteurs. Quand une transition est reliée à une place amont
par un arc inhibiteur, elle ne peut être tirée tant que cette place contient un
jeton [Rei96]. Ainsi, la politique de résolution des conﬂits utilisée ici est illustrée
par la ﬁgure 4.2.
Les diﬀérents cas possibles d’aﬀectation de la ressource, énumérés dans la
déﬁnition 55, sont liés aux quatre transitions t1, t′1, t3 et t
′
3 du RdP de la
ﬁgure 4.2.
Toute l’importance des places R1 et R2 réside dans leur habilité à mémori-
ser le dernier poste de travail auquel a été aﬀecté une unité de ressource. Ainsi,
un jeton se trouvant dans la place R1 (respectivement R2) signiﬁe que P1 (res-
pectivement P2) a été la dernière place où se situait ce jeton. Ces deux places
sont à la base de la gestion de l’alternance de l’aﬀectation des ressources en cas
d’une arrivée massive de produits en amont des deux postes. En eﬀet, s’il y a un
jeton dans la place R1 et aucun dans S2, alors selon la politique d’aﬀectation
pseudo-périodique le poste de travail P1 peut réserver la ressource, et les arcs
inhibiteurs font que t1 est tirée. P2 possède le même comportement s’il y a un
jeton en R2 et en S2, et aucun en S1 2. S’il y a au moins un jeton en S1 et
en S2 en même temps, alors la ressource est réservée alternativement par les
deux postes de travail ; t′1 ou t
′
3 est tirée, selon l’arrivée des jetons en R1 ou R2,
2. t3 est tirée dans ce cas-là
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u1 S1 t1
t′1
t′3
t3
P1 t2
R1
n
S2
u2
P2 t4
R2
Fig. 4.2 – Diagramme de principe de la règle d’aﬀectation considérée
c’est-à-dire en fonction du dernier poste de travail ayant libéré un élément de
ressource partagée.
4.1.3 État de l’art et intérêts de notre approche
Nous abordons dans cette partie un rappel sur les approches identiﬁées dans
la littérature traitant de partages de ressources dans les réseaux de Petri, ainsi
que les aspects ayant motivé nos travaux.
État de l’art du partage de ressources dans les RdP
Les systèmes considérés jusqu’à présent sont dits stationnaires, dans le sens
où leurs structures n’évoluent pas avec le temps. Sébastien Lahaye a étudié dans
sa thèse des systèmes aux nombres de ressources non constant (pour cause de
pannes, par exemple) [Lah00]. Il s’agit donc d’ajouter des transitions sources et
puits, formant ainsi un réseau de Petri de type GET avec ajout/retrait dyna-
mique de jetons, qui est une sous-classe de RdP à choix libres. À proprement
parler, il ne s’agit pas de partage de ressource, cependant cette forme de RdP
présente des formes de concurrences à la production et à la consommation de
jetons, pouvant représenter le partage d’une ressource entre un processus interne
et un processus externe, sur lequel le système n’a pas de contrôle. C’est pourquoi
nous avons intégré cette étude dans notre état de l’art. Les calculs se situent
dans Zmin et les tirs des transitions sources et puits rajoutés sont exogènes (et
leurs mesures sont connues a priori).
D’autres types de systèmes non stationnaires ont été étudiés dans la thèse de
Michel Al Saba [AS06]. Il y a proposé deux formes de modélisation des conﬂits,
par des systèmes à commutation d’un côté, et en utilisant la théorie des empi-
lements de pièces de l’autre [Vie86]. Il est possible dans les systèmes à commu-
tation de changer de mode opératoire, chacun étant représenté par un système
Zmax linéaire et possédant ses propres matrices caractéristiques [vdBDS04]. Les
commutations permettent de modiﬁer la structure des systèmes, de casser les
synchronisations et de modiﬁer l’ordre des événements. Ces premières peuvent
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être eﬀectuées suivant une séquence donnée, aléatoire ou calculée suivant un
critère d’optimisation. En utilisant ce paradigme, les systèmes de production
peuvent être considérés comme des automates commutant entre plusieurs re-
présentations Zmax linéaires [ASLB06]. Le problème considéré est la poursuite
de trajectoire en juste-à-temps. Cependant l’ordonnancement concernant l’aﬀec-
tation de la ressource partagée doit être connu au préalable (au moins celui qui
sera appliqué pendant l’horizon d’étude). Par ailleurs, si le nombre de ressources
partagées est considérable, le nombre de modes opératoires est accru de manière
exponentielle, ce qui rend cette approche peu utilisable pour une modélisation
sur ordinateur de systèmes conséquents. La deuxième forme de modélisation re-
pose sur l’utilisation d’« automates (max,+) » capables de représenter des RdP
temporisés saufs [Gau95, GM99]. Ces modèles sont particulièrement intéressants
pour évaluer successivement un grand nombre d’ordonnancements dans ce type
de RdP. Dans le cas d’un job-shop par exemple, pour chaque ordonnancement,
il suﬃt de calculer la hauteur du « tas de pièces », sans avoir à reconsidérer
le modèle, alors que l’approche classique consiste à transformer le job-shop en
autant de GET qu’il y a d’ordonnancements à considérer. Des modèles de type
empilement de pièces, utilisés conjointement avec des modèles Zmax linéaires
(des graphes d’événements non nécessairement saufs), permettent la représen-
tation de modèles RdP temporisés correspondant à des systèmes ﬂexibles de
production manufacturière [ASBL06]. Ces derniers sont considérés comme ré-
sultant d’un assemblage de GET auxquels sont associés des transitions d’entrée
de graphes d’état temporisés (saufs).
Les auteurs de l’article [TKG07] proposent de ne pas limiter leur étude à
des politiques particulières d’aﬀectation de la ressource, aﬁn de ne négliger au-
cune séquence possible et de garantir une séquence d’aﬀectation ﬁnale optimale.
L’idée présentée dans cet article est de passer d’un réseau de Petri quelconque
à un graphe d’événements pondéré puis à un graphe d’événements simple. Le
problème de l’ordonnancement des ressources est décomposé, d’une part, en une
étude du comportement logique, modélisé par des systèmes d’équations et d’in-
équations dont les variables sont les marquages initiaux des places, et d’autre
part, en une évaluation du temps de cycle des séquences possibles obtenues qui
permet l’obtention d’un solution optimale pour un horizon de recherche ﬁxé.
De par cette méthode, l’ordonnancement d’aﬀectation de la ressource partagée
devient rigide (statique) et déterminé à priori.
La modélisation proposée dans [Lib96, Section II.2.5] permet aussi de consi-
dérer des partages de ressources. Le principe est toujours d’étudier d’un côté
les relations structurelles entre les applications compteur associées aux transi-
tions d’un réseau de Petri, et d’un autre côté des propriétés quant au nombre
de jetons dans les places de ce modèle. Cette approche conduit à un système
d’équations et d’inéquations dans N+,× et Nmin,+.
Une dernière approche identiﬁée porte sur les systèmes de traﬁc urbain.
Le modèle analytique proposé dans [CATBM09] repose sur la théorie du second
ordre pour réaliser des soustractions entre valeurs de compteurs liés à diﬀérentes
transitions [Plu91b]. Les ressources partagées considérées sont en exclusion mu-
tuelle, dans le sens où chaque ressource ne peut être réservée que par une seule
entité. Le nombre de ressources partagées en une zone du système de traﬁc ur-
bain étudié ne varie pas au cours du temps. Le modèle peut ainsi être découplé
en un GET sans ressource partagée et un système de contraintes sous formes
d’inéquations, liées à la disponibilité de la ressource. Ces inéquations sont ba-
Page 105
sées sur les diﬀérences entre les valeurs des compteurs des transitions liées par
la ressource partagée dans le RdP initial. Cette approche permet de faire de la
mesure de performance et de synthétiser une loi de commande pour minimiser
les temps d’accès aux ressources.
Récapitulatif
Nous avons résumé dans le tableau 4.1 les données principales liées aux
approches présentées dans notre état de l’art.
Publications
Forme des
RdP étudiés
Nombre de res-
sources partagées
Forme de la représen-
tation d’état
[Lah00]
GET avec
ajouts et
retraits dy-
namiques de
jetons
La variation du
nombre de res-
sources est exogène
et connue à priori
Linéaire
[AS06] et
[ASLB06]
Quelconque
Quelconque, mais
l’ordonnancement
doit être connu à
l’avance
Linéaires, intégrant les
fonctions de commuta-
tion
[AS06] et
[ASBL06]
RdP quel-
conque, dont
sous-graphes
d’états sont
saufs
1 seule
Linéaires dans Zmax
(dont les variables
sont des mots et non
des numérotations
d’événement)
[TKG07] Quelconque
Quelconque, asso-
cié une politique
d’aﬀectation sta-
tique (optimale)
déterminée à
l’avance
Système d’inéquations
dont les inconnues sont
les marquages initiaux
des places, transformé
en un système d’équa-
tions dans Zmin
[Lib96] Quelconque Quelconque
Ensemble d’équations
dans N+,× et d’inéqua-
tions dans Nmin,+. Pas
de garantie de l’unicité
des solutions
[CATBM09] Quelconque Quelconque
Ensemble d’équa-
tions linéaires pour
représenter les parties
graphes d’événements
et d’inéquations li-
néaires dans Zmin liées
à la disponibilité des
ressources pour les
parties graphes d’états
Tab. 4.1 – Récapitulatif des approches pour l’étude des partages de ressources
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Comparaisons avec notre approche
En premier lieu, notre politique d’aﬀectation des ressources est dynamique,
ce que ne permettent pas les approches publiées dans [TKG07] et dans [ASLB06],
cette dernière approche paraissant peu utilisable pour un grand nombre de res-
sources partagées. Par ailleurs, l’approche basées sur les « automates (max,+) »
ne permet le partage que d’une seule ressource, ce qui est une contrainte trop
forte pour les systèmes que nous étudions [ASBL06]. La forme des réseaux de
Petri utilisée dans la thèse de Sébastien Lahaye n’est pas non plus utilisable
dans notre cas, à cause du caractère exogène du tir de certaines transitions,
pour lesquelles il faut par ailleurs connaître à l’avance les lois de tirs à l’échelle
de l’horizon d’étude [Lah00]. L’approche présentée dans [CATBM09], quant à
elle, ne permet pas de caractériser le comportement du système, même de ma-
nière approchée. Ce n’est qu’après application d’une commande que l’on obtient
des données sur le comportement système, qui permettra de satisfaire cette com-
mande. Par opposition, notre approche fournit des informations quantitatives
concernant le système, à une approximation près 3, indépendamment de toute
commande qui pourrait lui être appliquée. L’approche proposée par Laurent
Libeaut dans sa thèse ne nous convient pas plus pour modéliser les partages de
ressources que pour modéliser les routages, puisqu’elle ne permet pas, dans ce
cas non plus, d’obtenir de manière garantie l’unicité des solutions validant le
modèle [Lib96].
Nous pouvons aussi citer une approche reposant sur l’utilisation combinée
de graphes d’événements, de graphes d’état et de structures algébriques de
dioïdes [WD99]. Cependant, la gestion de la concurrence y est trop spéciﬁque.
En eﬀet, le système est découplé en un système initial (pour le tout premier tir
des diﬀérentes transitions) et un système récurrent (pour l’ensemble des tirs sui-
vants). Ce sont les deux seuls cas possibles d’arrivée d’un jeton au niveau d’une
place où se situe une concurrence à la production. On en déduit que toutes les
transitions ne sont pas vivantes, ce qui est une contrainte trop importante dans
notre contexte d’étude.
Nous décrivons maintenant notre approche pour la modélisation de sections
ayant une ressource partagée gérée en exclusion mutuelle, selon les diﬀérents
cas possibles, en transformant ces problèmes en des problèmes d’analyse par
intervalles.
4.2 Analyse par intervalles du partage d’une ou
de plusieurs ressources
Nous abordons dans cette section le cas de postes de travail élémentaires
partageant une ou plusieurs ressources. Par élémentaire, nous entendons que les
sections des lignes de production en concurrence ne comportent qu’un processus
d’une durée donnée et pouvant traiter un certain nombre de pièces en même
temps. Le cas systèmes complexes (composés de plusieurs processus diﬀérents)
partageant plusieurs ressources sera traité dans la section suivante.
3. on propose ainsi ses cadences de production minimale et maximale garanties
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4.2.1 Partage d’une seule ressource entre deux sections
simples soumises à temporisation
Prenons tout d’abord le cas le plus simple, illustré par la ﬁgure 4.3. Cette
ﬁgure illustre deux postes de travail en conﬂit sur l’utilisation d’une seule res-
source. Il est possible d’énoncer un certain nombre de propositions concernant
les tirs des transitions t1, t2, t3 et t4, concernées par le partage de ressource. Ces
propositions serviront à décrire le comportement des deux postes de travail.
u1 S1 t1
τP1
P1 t2 y1
R
τP2
P2t3S2u2 t4 y2
Fig. 4.3 – Une ressource partagée entre deux postes de travail
Comportements possibles et propriétés
On peut identiﬁer deux comportements extrémaux pour chacun des postes
de travail :
1. Il n’entre jamais en conﬂit quant à la réservation de la ressource partagée.
Le poste de travail concurrent ne la réserve jamais et le poste considéré
peut, en permanence, utiliser la ressource selon ses besoins. Ceci corres-
pond à un comportement linéaire classique où seul un des deux postes de
travail est présent, car il n’arrive jamais rien en entrée du poste de travail
concurrent. On peut dans ce cas se référer à l’étude qui a été produite
pour l’exemple 13 à la page 46.
2. Les conﬂits sont généralisés : il y a en permanence au moins un produit en
attente de traitement en amont de chacun des postes de travail. En consi-
dérant notre politique d’aﬀectation de la ressource, le prochain produit à
subir un traitement sera donc pris en compte au plus tard après une durée
correspondant à la somme des temps de production des deux postes de
travail (comme la ressource partagée est aﬀectée alternativement au deux
postes).
Ces deux cas de ﬁgure décrivent la dynamique du système dans le meilleur
cas (pas de conﬂit) et dans le pire cas (conﬂits en permanence). La proposition
suivante va nous permettre de caractériser, selon un modèle linéaire dans Zmax,
ces deux dynamiques.
Proposition 12. Soient u1(k), u2(k), t1(k), t2(k), t3(k) et t4(k) les applica-
tions dateur des transitions respectives u1, u2, t1, t2, t3 et t4 de la figure 4.3.
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∀k ∈ N et pour une politique d’affectation pseudo-périodique, nous avons :
t1(k) < max
(
u1(k), t2(k − 1)
)
t1(k) 4 max
(
u1(k) + τP2 , t2(k − 1) + τP2
)
t3(k) < max
(
u2(k), t4(k − 1)
)
t3(k) 4 max
(
u2(k) + τP1 , t4(k − 1) + τP1
)
(4.1)
(4.2)
(4.3)
(4.4)
Démonstration : Cherchons en premier lieu à prouver les inégalités (4.1)
et (4.2) concernant les dates des tirs de la transition t1, liée au poste de travail
P1.
La composante conservative du RdP de la ﬁgure 4.3 va nous aider à démon-
trer l’inégalité (4.1). En se limitant au sous-graphe contenant les seules tran-
sitions t1(k), t2(k), t3(k) et t4(k) et places P1, P2 et R, on trouve de manière
assez triviale 4 l’invariant de marquage suivant : M(P1) +M(P2) +M(R) = 1.
Dès lors t1 pourra être tirée une fois de plus que t2 à une date donnée. Donc
la date du ke tir de la transition t1 est nécessairement supérieure ou égale à
celle du (k − 1)e tir de la transition t2, ce qui nous donne t1(k) < t2(k − 1). Or
à partir de la dynamique-même du modèle considéré, on a t1(k) < u1(k) car la
transition t1(k) est située en aval de la transition d’entrée u1. L’inégalité (4.1)
est donc toujours vériﬁée.
Pour les besoins de la démonstration de l’inégalité (4.2), nous allons eﬀec-
tuer nos calculs dans le dioïde Zmin. C’est-à-dire en considérant des applications
compteur, obtenus à partir des applications dateur liées aux transition du RdP
de la ﬁgure 4.3, à l’aide de fonctions de conjugaison. En utilisant la modélisa-
tion des réseaux de Petri temporisés présentée dans [Lib96], basée sur les « lois
des nœuds » au niveau des places de ces RdP, nous pouvons utiliser comme
hypothèses les inégalités suivantes issues du diagramme de la ﬁgure 4.3 5 :
t1(t) + t3(t) ≤ 1 + t2(t) + t4(t)
t2(t) ≤ t1(t− τP1)
t4(t) ≤ t3(t− τP2)
t1(t) ≤ u1(t)
t3(t) ≤ u2(t)
(4.5)
(4.6)
(4.7)
(4.8)
(4.9)
En outre, l’inégalité (4.2) se réécrit dans le dioïde Zmin sous la forme sui-
vante :
t1(t) ≥ min
(
u1(t− τP2), 1 + t2(t− τP2)
)
(4.10)
Dans le cas u1(t − τP2) ≤ t1(t), l’inégalité (4.10) est trivialement satisfaite.
Vériﬁons que cette inégalité est satisfaite dans le cas u1(t− τP2) > t1(t).
Si u1(t − τP2) > t1(t), alors on dispose de suﬃsamment de matière pre-
mière à l’instant t pour lancer une production sur le poste de travail P1, car
moins d’ordres de fabrication ont été lancés à l’instant t qu’il n’y a de produits
4. grâce à l’algorithme de Martínez et Silva [MS82]
5. nous utilisons le symbole d’infériorité ≤ du corps conventionnel afin de lever toute am-
biguïté entre cette relation d’ordre et celle des dioïdes que nous manipulons, cf. la remarque 6
à la page 23
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disponibles pour ces fabrications. Par ailleurs, par monotonie des applications
compteur
u1(t− τP2) > t1(t− τP2).
On peut donc aussi aﬃrmer que l’on disposait déjà de suﬃsamment de pro-
duits en amont de P1 à l’instant t − τP2 . Supposons 1 + t2(t − τP2) > t1(t),
c’est-à-dire 1 + t1(t − τP2 − τP1) > t1(t) par l’inégalité (4.6). Cela signiﬁe que
la transition t1 n’a pas été tirée pendant un laps de temps égal à la somme des
temps de production des deux postes de travail. Or c’est impossible car, selon
la règle d’aﬀectation pseudo-périodique de la ressource partagée, cette dernière
aurait dû être aﬀectée à P1 au moins une fois pendant ce laps de temps, ce qui
devait nécessairement entraîner le tir de la transition t1. En eﬀet, on a supposé
disposer de suﬃsamment de produits pour lancer un ordre de fabrication dès que
la ressource partagée est disponible. Ainsi, par l’absurde, si u1(t− τP2) > t1(t),
alors 1 + t1(t − τP2 − τP1) ≤ t1(t). Donc l’inégalité (4.10) est vériﬁée. On peut
alors aﬃrmer que l’inégalité (4.2) correspondante est aussi toujours vériﬁée.
La preuve des inégalités (4.3) et (4.4) se fait de manière analogue, à un chan-
gement d’indices près. 
En conséquence de la proposition 12, il apparaît clairement que les comp-
teurs associés aux transitions t1 et t3 appartiennent à des intervalles, dont on
vient d’exprimer les bornes. C’est pourquoi nous pouvons utiliser le contexte
des dioïdes d’intervalles déﬁnis à la section 1.3.2 pour obtenir un modèle linéaire
décrivant le comportement du système de production illustré par la ﬁgure 4.3.
Ainsi en utilisant la politique d’aﬀectation pseudo-périodique que nous avons
déﬁnie, nous pouvons formuler le système d’équations linéaires suivant, dans le
dioïde I(Zmax) : 
t1(k) = u1(k)⊗̂τa⊕̂t2(k − 1)⊗̂τb
t2(k) = τP1⊗̂t1(k)
t3(k) = u2(k)⊗̂τc⊕̂t4(k − 1)⊗̂τd
t4(k) = τP2⊗̂t3(k)
(4.11)
avec τa, τb ∈ [0, τP2 ] et τc, τd ∈ [0, τP1 ].
Considérons les lignes de production liées aux postes de travail du système
modélisé par la ﬁgure 4.3. L’intérêt majeur du système d’équations (4.11) est que
le nombre de tirs des transitions d’une des lignes de production est indépendant
des transitions de l’autre ligne. Bien que les deux lignes soient liées l’une à l’autre
par la même ressource partagée, ceci s’explique par le fait que le modèle proposé
est une approximation du comportement du système. Il résulte de ce modèle que
l’on peut désormais considérer les deux lignes de production indépendamment
l’une de l’autre, comme nous allons le voir dans la partie qui suit.
Découplage du système
Il est possible d’illustrer le système d’équations aux compteurs (4.11) par le
réseau de Petri de la ﬁgure 4.4. En l’occurrence, nous pouvons remarquer que
le RdP initial de la ﬁgure 4.3 contenant une ressource partagée a été décou-
plé en deux sous-systèmes parallèles indépendants, sous la forme de GET avec
incertitudes temporelles.
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u1 [0, τP2 ] t1 τP1 t2 y1
[0, τP2 ]
[0, τP1 ]
τP2t3[0, τP1 ]u2 t4 y2
Fig. 4.4 – Découplage du système à ressource partagée initial en GET parallèles
Notre approche de modélisation dédouble les ressources aﬁn d’en attribuer
une à chacun des sous-systèmes parallèles, auxquels sont aussi adjoints un cer-
tain nombre de contraintes temporelles sous forme d’intervalles. Ces derniers
ont pour but de limiter les comportements possibles, aﬁn de garantir pour le
système global les mêmes comportements extrémaux que le système original.
La politique d’aﬀectation dynamique de la ressource partagée que nous consi-
dérons est dépendante des entrées du système. Il n’est donc pas possible de
calculer à l’avance l’ordonnancement d’aﬀectation de cette ressource aux diﬀé-
rentes lignes de production parallèles. Par notre approche, cet indéterminisme a
été transformé en une approximation dont l’amplitude des possibilités est ﬁnie
et garantie. En outre, les comportements extrémaux sont de nature linéaire, car
modélisables par le biais d’intervalles de temporisations au sein de GET (avec
incertitudes temporelles).
Le partage d’une ressource implique une inﬂuence mutuelle entre les deux
postes de travail. On ajoute, durant la phase de découplage d’un RdP modélisant
un système comportant une ressource partagée, des temporisations sous forme
d’intervalles selon les deux règles suivantes :
1. Leurs temps de productions respectifs agissent sur leurs comportements
en cas de tentative d’utilisation simultanée de la ressource partagée. Ces
durées déﬁnissent une borne supérieure des intervalles de temps attachés
aux places représentant la disponibilité de la ressource. En eﬀet, la poli-
tique d’aﬀectation pseudo-périodique de la ressource partagée garantit une
alternance d’utilisation de cette ressource. Les deux cas extrémaux sont
quand la ressource est immédiatement disponible pour le sous-système
considéré (c’est-à-dire quand il n’y a pas de produit en attente de traite-
ment au niveau du sous-système en concurrence) et quand il faut attendre
au plus le temps de production du poste de travail de la ligne de production
opposée, avant d’avoir à nouveau la possibilité d’utiliser la ressource.
2. Ces mêmes temps de production déﬁnissent aussi une borne supérieure des
intervalles de temps attachés aux places représentant les stocks amont des
diﬀérents postes de travail. En eﬀet, considérons le cas suivant. Un poste
de travail libère la ressource partagée après avoir ﬁni son traitement. Puis
rien ne se passe au niveau du système global (aucun produit n’arrive en
Page 111
amont des deux sous-systèmes) pendant un temps au moins égal au temps
de production du poste de travail concurrent (ce qui a pour eﬀet la sa-
tisfaction de la contrainte temporelle du premier poste de travail). Après
cela arrivent deux produits, l’un au niveau du deuxième sous-système (il
subit donc un traitement sur le champ) et l’autre au niveau du premier
sous-système, avant la ﬁn du traitement du premier de ces deux produits.
Le premier poste de travail aura donc encore à attendre au moins le temps
de production du poste concurrent avant de pouvoir utiliser la ressource
partagée et traiter le produit qui lui correspond. Il apparaît ainsi néces-
saire de contraindre temporellement le stock amont des diﬀérents postes
de travail des sous-systèmes devenus indépendants, par un intervalle de
temporisations, aﬁn de prendre ce cas en compte.
C’est à partir de ces deux règles que nous avons composé le RdP de la
ﬁgure 4.4.
Calcul du transfert du système global
On rappelle qu’il est possible, à partir d’un GET avec incertitudes tempo-
relles, de synthétiser le comportement dynamique linéaire du système de pro-
duction modélisé par ce GET dans un dioïde d’intervalles, comme nous l’avons
vu à la section 2.2.3.
Bien entendu, ces intervalles ne permettent pas de fournir la fonction de
transfert réelle du système, mais bien de la borner entre celle de deux systèmes
linéaires identiﬁés. L’intérêt est de permettre une approche analytique de ces
systèmes, bien qu’il ne sont pas linéaires. On en propose un modèle approché
en se focalisant sur les bornes des intervalles identiﬁés.
Pour chacun des sous-systèmes parallèles générés par notre approche, il s’agit
de chercher à obtenir la forme des équations du système (2.19) de la page 67.
Nous étudions les dates des tirs des diﬀérentes transitions de ce graphe, c’est
pourquoi le dioïde d’intervalles de séries formelles utilisé est I(Zmax[[γ]]). Ainsi,
pour le poste de travail P1 illustré dans la partie haute de la ﬁgure 4.4, nous
avons X1(γ) =
(
t1(γ) t2(γ)
)T
. Les matrices d’état A1, de commande B1 et
de sortie C1, associées au sous-système P1 possèdent les valeurs suivantes :
A1 =
(
[ε, ε] [γ, τP2γ]
[τP1 , τP1 ] [ε, ε]
)
B1 =
(
[0, τP2 ]
[ε, ε]
)
C1 =
(
[ε, ε] [e, e]
)
Nous pouvons ainsi formuler une approximation h1(γ) de la fonction de
transfert réelle h1(γ) du sous-système représentant le poste de travail P1. La
fonction de transfert h1(γ) caractérise tous ses comportements possibles et peut
être calculé par l’expression suivante (cf. la relation (2.17) à la page 61).
h1(γ) = C1(γA1)⋆B1 = [τP1(τP1γ)
⋆, τP1τP2(τP1τP2γ)
⋆]
Par le même raisonnement, nous trouvons l’expression de la fonction de
transfert h2(γ) du sous-système P2.
h2(γ) = [τP2(τP2γ)
⋆, τP1τP2(τP1τP2γ)
⋆]
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Nous pouvons maintenant considérer la relation entrée-sortie du système
global, en utilisant les vecteurs d’entrée U(γ) =
(
u1(γ) u2(γ)
)T
et de sortie
Y(γ) =
(
y1(γ) y2(γ)
)T
. On déﬁnit donc la matrice de transfert (incertain)
H(γ) du système de production global, avec Y(γ) = H(γ)U(γ), de la manière
suivante :
H(γ) =
(
h1(γ) ε
ε h2(γ)
)
.
On constate bien l’indépendance des deux sous-systèmes, obtenue par ap-
proximation du comportement des deux postes de travail vis-à-vis de la ressource
partagée.
4.2.2 Généralisation au partage de plusieurs ressources
Revenons maintenant au cas plus général du partage de plusieurs ressources
entre deux postes de travail, tel que représenté par la ﬁgure 4.1. Nous allons voir
qu’il est possible d’utiliser une approche similaire à celle présentée ci-dessus.
Comportements possibles et propriétés
Remarque 34. Contrairement au cas où seulement une ressource est partagée,
il n’est plus possible de savoir, par la seule observation des derniers tirs des
transitions t2 et t4 à quel poste de travail à été affectée en dernier une unité de
ressource donnée. Cette observation de la libération de la ke unité de ressource
nous confère uniquement une trace à propos de la (k− n)e affectation, utilisant
cette même unité de ressource. Jusqu’à ce qu’il n’y ait plus de ressource, toutes
les pièces à traiter sont dirigées vers les postes de travail correspondants. Après
épuisement des ressources, tout nouvel élément de matière première pourra ac-
céder à la bonne station de travail, en liaison étroite avec la (k−n)e affectation
de la ressource. S’il était réalisé une opération sur le premier poste de travail,
alors le ke produit sera dirigé vers le second poste de travail et vice versa.
En conséquence, la propriété 12 peut être généralisée pour un nombre n de
ressources partagées. Nous pouvons donc énoncer la propriété suivante.
Proposition 13. Soient u1(k), u2(k), t1(k), t2(k), t3(k) et t4(k) les applica-
tions dateur respectivement des transitions u1, u2, t1, t2, t3 et t4 de la figure 4.1.
∀k ∈ N et pour une politique d’affectation pseudo-périodique, nous avons :

t1(k) < max
(
u1(k), t2(k − n)
)
t1(k) 4 max
(
u1(k) + τP2 , t2(k − n) + τP2
)
t3(k) < max
(
u2(k), t4(k − n)
)
t3(k) 4 max
(
u2(k) + τP1 , t4(k − n) + τP1
)
(4.12)
(4.13)
(4.14)
(4.15)
Démonstration : Étudions tout d’abord la véracité des inégalités (4.12)
et (4.13).
Nous allons de nouveau transposer les calculs dans le dioïde Zmin. À partir
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du RdP de la ﬁgure 4.1, nous pouvons formuler les inégalités suivantes :
t1(t) + t3(t) ≤ n+ t2(t) + t4(t)
t2(t) ≤ t1(t− τP1)
t4(t) ≤ t3(t− τP2)
t1(t) ≤ u1(t)
t3(t) ≤ u2(t)
(4.16)
(4.17)
(4.18)
(4.19)
(4.20)
Une application compteur est croissante dans le corps conventionnel, nous
avons donc
t3(t− τP2) ≤ t3(t).
Ainsi, d’après (4.18), nous obtenons
t4(t) ≤ t3(t). (4.21)
En retirant la valeur de t3(t) de chaque côté de l’inégalité (4.16), on trouve
t1(t) ≤ n+ t2(t) + t4(t)− t3(t).
En réutilisant l’inégalité (4.21), nous pouvons aﬃrmer
t1(t) ≤ n+ t2(t). (4.22)
En combinant cette dernière inégalité et l’inégalité (4.19), nous vériﬁons
que (4.12) est vraie.
L’inégalité (4.13) se réécrit dans le dioïde Zmin sous la forme suivante :
t1(t) ≥ min
(
u1(t− τP2), 1 + t2(t− τP2)
)
(4.23)
D’un point de vue arithmétique 6, si u1(t− τP2) ≤ t1(t), l’inégalité (4.13) est
forcément vériﬁée, pour toutes les valeurs de t2(k − n) + τP2 .
Étudions donc le cas où u1(t − τP2) > t1(t). Il est clair que l’on dispose
dans ce cas de suﬃsamment de matière première à l’instant t pour lancer une
production sur le poste de travail P1. Supposons n+ t2(t− τP2) > t1(t), c’est-à-
dire n + t1(t − τP2 − τP1) > t1(t) par l’inégalité (4.17). Dans cette éventualité,
la transition t1 a été tirée moins de n fois pendant un laps de temps égal à la
somme des temps de production des deux postes de travail. Ceci ne peut pas
être vrai, car en présence de suﬃsamment de matière en amont du poste de
travail P1, t1 aurait dû être tirée au moins n fois pendant ce laps de temps.
Ainsi, par l’absurde, si u1(t − τP2) > t1(t), alors n + t1(t − τP2 − τP1) ≤ t1(t)
et donc l’inégalité (4.23) est vériﬁée. En conséquence, nous avons par la même
occasion prouvé l’inégalité (4.13).
La preuve des inégalités (4.3) et (4.4) se fait de manière analogue, aux noms
des transitions près. 
6. nous utilisons à nouveau les relations d’ordre du corps conventionnel pour lever toute
ambiguïté
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En considérant les diﬀérents compteurs associés aux transitions via leurs
intervalles de possibilités, nous pouvons formuler dans le dioïde I(Zmax) le sys-
tème d’équations linéaires régissant le comportement du réseau de Petri de la
ﬁgure 4.1 : 
t1(k) = u1(k)⊗̂τa⊕̂t2(k − n)⊗̂τb
t2(k) = τP1⊗̂t1(k)
t3(k) = u2(k)⊗̂τc⊕̂t4(k − n)⊗̂τd
t4(k) = τP2⊗̂t3(k)
(4.24)
avec τa, τb ∈ [0, τP2 ] et τc, τd ∈ [0, τP1 ].
Calcul du transfert du système global
Comme pour le cas précédent, les applications compteur associées aux tran-
sitions d’une des lignes de production peuvent être vues comme indépendantes
des applications compteur des autres transitions, par approximation. On va donc
pouvoir découpler le système global en deux lignes de production indépendantes,
de la même manière que lorsqu’une seule ressource est partagée, à la diﬀérence
près que chaque sous-système découplé se voit attribué n éléments de ressource,
dans le cas où n ressources sont partagées. 7
En utilisant la même approche que dans la section précédente, le système
modélisé peut être mis sous la forme des équations du système (2.19) de la
page 67. Seul un des coeﬃcients de la matrice A1 est diﬀérent du modèle pré-
cédent, c’est pourquoi nous ne présentons ici que cette matrice. Ce coeﬃcient
est lié à la place contenant le nombre de ressources partagées, supposé égal à n.
A1 =
(
[ε, ε] [γn, τP2γ
n]
[τP1 , τP1 ] [ε, ε]
)
Il est donc possible de proposer un modèle linéaire pour le système global,
tenant compte des incertitudes liées à la politique d’aﬀectation des ressources. La
matrice de transfert H(γ) permet d’intégrer tous les comportements possibles
du système, quelle que soit l’arrivée des diﬀérents produits au niveau de ses
entrées.
En se basant sur les fonctions de transfert h1(γ) et h2(γ) des deux sous-
systèmes dont est composé le système de production global, on déﬁnit la matrice
de transfert (incertain) H(γ) de ce dernier, par la relation suivante :
H(γ) =
(
h1(γ) ε
ε h2(γ)
)
,
avec
h1(γ) = C1(γA1)⋆B1 = [τP1(τP1γ)
⋆, τP1τP2(τP1τP2γ)
⋆]
h2(γ) = [τP2(τP2γ)
⋆, τP1τP2(τP1τP2γ)
⋆].
7. devant le peu de différence entre les réseaux de Petri dont il est question, il n’apparaît
pas utile de présenter ce découplage
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4.3 Partage de ressources entre des systèmes com-
plexes linéaires
Nous traitons dans cette section le cas de systèmes complexes (composés
de plusieurs processus diﬀérents) partageant des ressources. La théorie de la
résiduation prouve encore ici son importance, car elle permet de mettre en œuvre
des calculs de « second ordre » entre des trajectoires complètes de signaux et
non juste entre des valeurs de ces signaux en des points donnés.
4.3.1 Calcul de la borne inférieure de l’intervalle
Les systèmes en conﬂits pour l’utilisation d’une ressource sont considérés
linéaires dans le dioïde Zmax. Chacun de ces systèmes possède une réponse
impulsionnelle hi qui le caractérise complètement, ainsi qu’une entrée vi et une
sortie wi correspondantes. Ce type de système peut être représenté par le réseau
de la ﬁgure 4.5 8.
u1 S1 v1
h1
w1 y1
n
R
h2
v2S2u2 w2 y2
Fig. 4.5 – Systèmes linéaires parallèles partageant des ressources
Comme pour les cas précédents, la technique développée ici repose sur la
caractérisation des comportements extrémaux du système global illustré par la
ﬁgure 4.5, l’un plus rapide et l’autre plus lent que le fonctionnement réel du
système, au sens du dioïde considéré (Zmax en l’occurrence). Le fonctionnement
le plus « rapide » (le plus productif) de l’un des sous-systèmes est quand ce der-
nier peut pleinement proﬁter de l’ensemble des ressources (c’est-à-dire quand il
n’y a pas de conﬂit). Soit n à nouveau le nombre de ces ressources partagées.
Dans ce cas le plus rapide, il est possible de ne pas considérer l’inﬂuence de l’un
des sous-système, puisqu’il ne rentre jamais en fonctionnement. Nous pouvons
alors caractériser de manière précise les applications dateur vi et wi, en utili-
sant seulement les caractéristiques structurelles du sous-système correspondant.
Prenons comme hypothèse le fait que le deuxième sous-système est inactif.
D’après la structure du réseau de Petri de la ﬁgure 4.5, on trouve{
v1 = u1 ⊕ γnw1
w1 = h1v1
.
(4.25)
(4.26)
Il est possible d’injecter le membre de droite de l’équation (4.26) dans l’équa-
tion (4.25), ce qui nous donne v1 = u1 ⊕ γnh1v1. Mais cette dernière équation
8. dans lequel les blocs Hi sont des macro-places
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est implicite, et il est préférable de manipuler des formes explicites des deux
applications dateur vi et wi. Ce dernier type de forme peut être obtenu grâce
au corollaire 1 de la page 27, et l’on trouve les expressions suivantes.{
v1 = (γ
nh1)
⋆u1
w1 = h1(γ
nh1)
⋆u1
(4.27)
De même, le comportement le plus rapide du deuxième sous-système nous
donne {
v2 = (γ
nh2)
⋆u2
w2 = h2(γ
nh2)
⋆u2
. (4.28)
Ainsi, le transfert qui existe entre les transitions vi et wi est égal à hi(γnhi)⋆
dans le meilleur des cas.
4.3.2 Théorie du second ordre et caractérisation du temps
de séjour maximal dans un sous-système
Le comportement le plus lent des sous-systèmes en concurrence est atteint
quand chacun d’entre eux doit attendre la durée la plus longue possible pour
se voir aﬀecter à nouveau la ressource. Cette durée la plus longue est le temps
de séjour maximal ∆i qu’un produit peut eﬀectuer entre les deux bornes vi et
wi d’un des sous-systèmes. Il s’agit donc de calculer une diﬀérence (au sens du
corps conventionnel) entre deux applications. Aﬁn de rendre ces temporisations
explicites dans le réseau de Petri, il est possible de les adjoindre aux macro-
places hi, comme proposé sur la ﬁgure 4.6.
vi
hi
∆i wi
Fig. 4.6 – Prise en compte explicite du temps de séjour maximal dans un système
Entre deux éléments d’un dioïde de scalaire (tel que Zmax ou Zmin), la loi ⊗
permet de réaliser une addition. Nous pourrions être tentés d’étudier l’inverse
d’une telle loi, mais il n’existe pas à proprement parler d’inverse dans un dioïde ;
c’est pourquoi il n’est pas possible de manipuler de cette manière l’opération
de soustraction recherchée. Dans cette partie, nous étudions des signaux, donc
la loi correspondante au produit ⊗ de deux scalaires est le produit de (sup-)
convolution ∗ du dioïde des signaux (à support dans Zmax), mais il n’est toujours
pas possible de considérer d’inverse. Cependant, la théorie de la résiduation, dont
il a été fait un rappel à la section 1.2.3, aboutit entre autres à la déﬁnition du
pseudo-inverse ◦/ du produit de convolution (à droite), noté ∗.
Soient les deux applications dateur attachées aux transitions vi et wi. La
résiduée vi◦/wi (aussi notée viwi ) renvoie la distance maximale (négative) entre
les trajectoires de ces deux applications. Il s’agit donc de réaliser des calculs
sur des applications, et non sur des valeurs de ces applications. On peut à
ce propos parler de « théorie du second ordre » [Plu91b]. Si les applications
dateur renvoient des valeurs faisant partie d’un ensemble ﬁni (c’est l’hypothèse
que nous allons considérer), la résiduée correspond exactement à la diﬀérence
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conventionnelle. On calcule donc, grâce à cette résiduée, le temps de séjour passé
entre deux transitions données.
Revenons à l’étude du système décrit par la ﬁgure 4.5. Pour tout produit
numéroté k, on note Tviwi(k) son temps de séjour entre les transitions vi et wi.
La théorie de la résiduation nous indique que
∀k ∈ N, Tviwi(k) = |vi(k)◦/wi(k)|.
Quand les valeurs vi(k) et wi(k) sont ﬁnies, Tviwi(k) peut être réécrit comme
une diﬀérence. D’où Tviwi(k) = wi(k)− vi(k). Cette quantité est toujours posi-
tive, car à partir de l’équation (4.25) et de la relation d’ordre déﬁnie au théo-
rème 2 de la page 22, on sait que w1(k) < v1(k),∀k.
Théorème 22 (Caractérisation du temps de séjour). Soient vi et wi deux ap-
plications dateur. ∀k ∈ N, on a
Tviwi(k) 4
∣∣∣∣( viwi
)
(0)
∣∣∣∣ .
Démonstration : En s’inspirant de la preuve du lemme 4.95 de [BCOQ92,
page 201], posons xi = vi◦/wi, soit vi = xi ⊗ wi en inversant la relation à l’aide
de la théorie de la résiduation. D’où
vi(κ) =
⊕
k∈Z
⊔
κk
(
xi(k)
)
,
où
⊔
κk(y) = ywi(κ− k).
Par conséquent, en inversant à nouveau cette relation, on trouve
xi(k) =
∧
κ∈Z
⊔♯
κk
(
vi(κ)
)
.
Et pour ﬁnir, on obtient( vi
wi
)
(k) =
∧
κ∈Z
{vi(κ)◦/wi(κ− k)}.
En particulier, pour k = 0,( vi
wi
)
(0) = inf
κ∈Z
{vi(κ)− wi(κ)}.
Or w1(κ) < v1(κ),∀κ, donc cette diﬀérence ne renvoie que des valeurs né-
gatives, dont l’une est éventuellement la plus petite. La valeur absolue de cette
dernière valeur correspond au plus grand temps de séjour possible. Ainsi( vi
wi
)
(0) = sup
k∈Z
{Tviwi(k)}.
Ce dernier résultat nous permet de conclure la preuve. 
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Cependant, il ne nous est pas possible de calculer par avance les dates des tirs
des transitions vi et wi, en eﬀet, elles dépendent dynamiquement de l’arrivée des
produits en amont de l’un ou l’autre des sous-systèmes, comme exprimé dans
les systèmes (4.27) et (4.28). Il s’agit donc de trouver un moyen de caractériser
le rapport
(
vi
wi
)
(0) sans faire intervenir les applications dateur attachées aux
entrées du système. C’est le but de la propriété suivante.
Propriété 6. Pour toutes les applications dateur ui, on a
0 <
(γnhi)
⋆ui
hi(γnhi)⋆ui
(0) <
(γnhi)
⋆
hi(γnhi)⋆
(0).
Démonstration : Notons ai et bi les fonctions de transfert (γnhi)⋆ et
hi(γ
nhi)
⋆ respectivement. Grâce à la propriété (p.6) concernant les résiduées,
on sait que pour toute application dateur ui,
(aiui)◦/ui < ai.
Par ailleurs, l’opération R♯a étant isotone, on obtient(
(aiui)◦/ui
)
◦/bi < ai◦/bi.
Pour ﬁnir, en utilisant la propriété (p.9) des résiduées, présentée dans le
tableau 1.1 de la page 26, on sait aussi que
(
(aiui)◦/ui
)
◦/bi = (aiui)◦/(biui), en
général, et pour la valeur 0 en particulier. Nous pouvons donc conclure 9. 
On a donc
0 <
vi
wi
(0) =
(γnhi)
⋆ui
hi(γnhi)⋆ui
(0) <
(γnhi)
⋆
hi(γnhi)⋆
(0).
Notation 7 (Borne supérieure du temps de séjour). Suite au raisonnement
précédent, on peut affirmer que | (γnhi)⋆hi(γnhi)⋆ (0)| est une borne supérieure du temps
de séjour des produits dans le sous-système numéroté i, valable pour toutes les
commandes possibles en entrée du système global.
Cette valeur sera désormais notée ∆i.
On remarque que, même si cela peut ne jamais arriver, la valeur ∆i est
atteinte quand toutes les ressources sont aﬀectées au sous-système hi, en sup-
posant une arrivée conséquente de produits à traiter en amont de ce système.
En particulier, si le nombre de ressources partagées aﬀectées à un système dé-
passe la capacité de ce dernier, certaines d’entre elles auront à attendre que
le système ait ﬁni suﬃsamment de réalisations avant d’être utilisées. Comme la
transition vi est une transition de synchronisation, chacun de ses tirs fait rentrer
dans le sous-système correspondant un couple (élément de ressource, produit).
Les produits correspondant auront donc éventuellement à subir l’attente dont
nous venons de parler pour les éléments de ressource. C’est pourquoi le temps
de séjour maximum est directement dépendant du nombre de ressources parta-
gées présentes dans le système global. L’exemple suivant va nous permettre de
constater ce fait.
9. il est à noter que la preuve d’une propriété similaire peut être trouvée dans [Cot99,
Lemme 4.18, page 138]
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Exemple 26. (Calcul de ∆) Considérons un système linéaire dans Zmax[[γ]]
dont la fonction de transfert est h = 10γ0(10γ3)⋆ et qui partage n ressources
avec un autre système linéaire. Notons ∆ la borne supérieure du temps de séjour
des produits dans le système h.
Pour n ∈ [1..3], ∆ = | (γnh)⋆h(γnh)⋆ (0)| = 10. Ceci était prévisible à partir de la
périodicité exprimée dans la fonction de transfert h (cf. la section 2.2.3). En
effet, le système est conçu pour pouvoir traiter 3 pièces toutes les 10 unités de
temps. Donc dans le cas où n ∈ [1..3], le temps de séjour maximal est de 10
unités de temps.
Plus généralement, pour toutes les valeurs de k, on trouve le temps de sé-
jour maximal en fonction du nombre de ressources que l’on situe au niveau du
partage : ∆ = 10× (ndiv 3) 10.
4.3.3 Calcul du transfert du système global
Grâce à la caractérisation de ∆i, nous pouvons considérer le système Hi
comme une boîte noire donc le décalage temporel maximal est connu. Ainsi
Hi(γ
nHi)
⋆ 4 ∆i(∆iγ
n)⋆.
Cette expression déﬁnit un majorant pour le comportement du système Hi,
qui va être utilisé comme borne supérieure de l’intervalle de ses comportements
possibles. Par ailleurs, tout comme dans le cas précédent, le comportement le
plus petit (le plus rapide) est obtenu en aﬀectant toutes les ressources à ce
système.
Le comportement entrée-sortie du système de production global est quant à
lui décrit par la relation Y(γ) = HU(γ), avec H =
(
h1 ε
ε h2
)
.
En utilisant les temps de séjours maximum ∆i de chaque sous-système, il
est possible de décrire analytiquement sous forme d’intervalles les fonctions de
transfert des deux lignes de production de la ﬁgure 4.5. Ces deux fonctions de
transfert s’énoncent comme suit{
H1 =
(
[H1(γ
nH1)
⋆,∆1∆2(∆1∆2γ
n)⋆]
)
H2 =
(
[H2(γ
nH2)
⋆,∆1∆2(∆1∆2γ
n)⋆]
) .
La borne supérieure inclut donc une temporisation qui est elle-même une
borne supérieure.
4.4 Cas d’application
4.4.1 Convergence de convoyeurs gérée en exclusion mu-
tuelle
Le premier cas d’application concerne une ligne complexe de transfert au-
tomatisée, située au laboratoire LISA, à Angers. Cette ligne de transfert est
en forme de huit (voir la ﬁgure 4.7), ce qui implique l’utilisation d’une règle
de gestion de la section commune des convoyeurs. Le premier embranchement
10. où div est l’opération de division entière
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(partie hachurée dans la ﬁgure) peut être considéré comme une ressource parta-
gée. En eﬀet, une seule palette peut se trouver dans cette section à un moment
donné, car elles ne peuvent physiquement pas se chevaucher. Si cette partie du
système n’était pas gérée en exclusion mutuelle, il y aurait un risque de chute
des palettes par chevauchement, par exemple. Le second embranchement (diver-
gence de convoyeurs) ne requiert pas de politique de gestion particulière dans
notre cas, car toutes les palettes ont justement été suﬃsamment distancées sur
le tronçon commun (en gris sur la ﬁgure), du fait de la gestion de la zone de
convergence.
Toutes les palettes sont chargées au niveau d’un point de chargement et
sont déplacées le long du système jusqu’à un point de déchargement, où les
produits réalisés qu’elles transportaient sont récupérés. Leurs parcours suit la
direction des ﬂèches numérotées de la ﬁgure 4.7 dans l’ordre croissant. Le pro-
blème principal est de pouvoir anticiper le ﬂot des palettes dans le premier
embranchement, en utilisant la politique d’aﬀectation pseudo-périodique déﬁnie
dans la section 4.1.2.
Poste de travail
Point de chargement
1
2
3
4
5
Pallette
Embranchement
Point de
déchargement
Fig. 4.7 – Ligne de transfert automatisée
Nous pouvons considérer l’embranchement entre les trois capteurs présen-
tés sur la ﬁgure comme étant une ressource partagée. Ainsi, les portions de
convoyeurs entre les capteurs C1 et C3 et les capteurs C2 et C3 sont vues
comme des postes de travail dont la durée opératoire est le temps de transfert
sur chacune de ces portions. Ainsi, nous pouvons représenter le système global
par le réseau de Petri de la ﬁgure 4.8.
La décision d’aller soit sur l’hippodrome, soit sur la boucle de chargement et
de déchargement en sortie du tronçon commun est prise dès l’arrivée au niveau
de la convergence des convoyeurs. C’est pourquoi il apparaît dans la ﬁgure 4.8
deux chemins théoriques sortants de cet embranchement (représenté par les
transitions t2 et t4), ayant tous les deux la même temporisation, τCommun, égale
à 10 unités de temps dans notre cas.
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uHippo
τ ′Hippo t1 τC2→C3 t2
τ
C1→C3t3
τCharg
uC/D
t4
τCommun
t5
τHippo
t6
τPoste
τCommun t6
τDe´charg
yC/D
Fig. 4.8 – Modèle RdP de la ligne de transfert
Les durées de convoyage entre C1 et C3 et entre C2 et C3 (notées respecti-
vement τ
C1→C3
et τ
C2→C3
dans la ﬁgure 4.8) sont égales à 6 et 7 unités de temps
respectivement 11. Les durées de convoyage à partir du point de chargement vers
le premier embranchement et du deuxième embranchement vers le point de dé-
chargement, appelées τCharg et τDe´charg, sont toutes les deux de 20 unités de
temps. Les durées de convoyage sur l’hippodrome entre la section commune et le
poste de travail ainsi qu’entre le poste de travail et la section commune (notées
τHippo et τ ′Hippo respectivement) sont de 20 et 25 unités de temps. Le poste de
travail peut usiner deux pièces d’en-cours à la fois et ceci prend 30 unités de
temps (τPoste) pour chaque pièce.
En notant τx l’intervalle dont les deux bornes sont égales à τx, et hC/D
et hHippo les fonctions de transfert du premier embranchement, appartenant
respectivement à la boucle de chargement/déchargement et à la boucle de l’hip-
podrome, nous pouvons caractériser la fonction de transfert h du système global
dans le dioïde I(Zmax[[γ]]). Le système global étant bouclé et ne possédant qu’une
seule entrée et une seule sortie, son transfert est bien une fonction et non une
matrice.
h = τCharg⊗̂hC/D⊗̂τCommun⊗̂τHippo⊗̂τPoste⊗̂
τ
′
Hippo⊗̂hHippo⊗̂τCommun⊗̂τDe´charg
où
hC/D = [τC1→C3(τC1→C3γ)
⋆, τ
C1→C3
τ
C2→C3
(τ
C1→C3
τ
C2→C3
γ)⋆]
= [6(6γ)⋆, 13(13γ)⋆]
et
hHippo = [7(7γ)⋆, 13(13γ)⋆].
11. elles se trouvent être différentes car les capteurs C1 et C2 ne sont pas exactement situés
à la même distance du capteur C3
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Finalement, nous obtenons
h = [20, 20]⊗̂[6(6γ)⋆, 13(13γ)⋆]⊗̂[10, 10]⊗̂[20, 20]⊗̂[30(30γ2)⋆, 30(30γ2)⋆]⊗̂
[25, 25]⊗̂[7(7γ)⋆, 13(13γ)⋆]⊗̂[10, 10]⊗̂[20, 20][115, 115]⊗̂
[13(7γ)⋆, 26(13γ)⋆]⊗̂[30(30γ2)⋆, 30(30γ2)⋆]
d’où h = [(158⊕ 165γ)(30γ2)⋆, (171⊕ 184γ)(30γ2)⋆]
Il ressort de cette fonction de transfert que le premier produit va passer 158
unités de temps au plus tôt et 171 unités de temps au plus tard dans le système
avant de sortir, à partir du chargement de ce dernier. Par ailleurs, la cadence
de production des deux bornes est la même. On peut donc en déduire celle de
l’unité de production globale, à savoir 2 produits toutes les 30 unités de temps.
Cette cadence est celle du poste de travail en son sein. Dès lors, on constate
dans cet exemple que l’incertitude du comportement de la section partagée est
en partie masquée par la dynamique du poste de travail (à savoir 30(30γ2)⋆).
4.4.2 Bassins de traitements partageant des conteneurs
Ce cas d’application-ci a pour but de mettre en œuvre l’approche généralisée
de la section 4.3. Il s’agit de modéliser dans une structure algébrique de dioïde
le comportement d’un atelier de production constitué de trois bassins contenant
des liquides de diﬀérentes compositions, servant à faire subir des traitements
chimiques spéciﬁques par immersion à des produits. Les bassins partagent le
même ensemble de conteneurs, permettant de déposer les produits à traiter.
Dans les deux premiers bassins, les immersions servent à déposer des colorants
et le troisième bassin contient de quoi déposer une couche de vernis.
L’ensemble de ces bassins peut être considéré comme deux lignes de produc-
tion parallèles. Le premier bassin permet l’immersion de 2 conteneurs à la fois,
et le second de 4 à la fois (car ce dernier est utilisé aussi dans d’autres gammes,
mais nous ne les considérons pas dans le cadre de cette étude). Les conteneurs
sont immergés respectivement 1 et 4 unités de temps dans ces bassins. Le troi-
sième bassin permet l’immersion de 5 conteneurs à la fois et cette immersion
dure 3 unités de temps. Après l’immersion dans le bain de vernis, les produits
réalisés ont besoin de sécher, ce qui nécessite 2 unités de temps. Pour ﬁnir, 10
conteneurs sont partagés entre les deux lignes de production.
Ce système de production peut être modélisé par le réseau de Petri de la
ﬁgure 4.9.
En ne prenant pas en compte le fait que les conteneurs sont partagés, c’est-
à-dire dans le cas où chacun des deux sous-systèmes peut en disposer à sa guise,
on déﬁnit le comportement le plus rapide des sous-systèmes situés entre les
transitions vi et wi, qui correspond aux fonctions de transfert suivantes dans
Zmax[[γ]] : {
Hv1w1 = (5⊕ 6γ2)(4γ4)⋆
Hv2w2 = 3(3γ
5)⋆
.
Le modèle global entrée-sortie de cet atelier nécessite la caractérisation des
temps de séjour maximaux ∆1 et ∆2 liés aux systèmes Hv1w1 et Hv2w2 respec-
tivement. En se basant sur la propriété 6, on trouve pour ∆1 et ∆2 les valeurs
13 et 6 unités de temps respectivement.
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Fig. 4.9 – Bassins de traitements sous forme de réseau de Petri
Ainsi, le comportement entrée-sortie Y(γ) = HU(γ) de ce système est déﬁni
par les données suivantes :{
H1 =
(
[H1(γ
nH1)
⋆,∆1∆2(∆1∆2γ
n)⋆]
)
= [(5⊕ 6γ2)(4γ4)⋆, 19(19γ10)⋆]
H2 =
(
[2H2(γ
nH2)
⋆, 2∆1∆2(∆1∆2γ
n)⋆]
)
= [3(3γ5)⋆, 21(19γ10)⋆]
,
pour H =
(
h1 ε
ε h2
)
.
4.5 Bilan
Quand un système présente un phénomène de partage de ressources, il n’est
pas possible de déterminer de manière précise son comportement global, à cause
du jeu de balancier qui s’exerce entre les deux sous-systèmes en concurrence
pour l’accès aux diﬀérentes ressources. Aucun des deux sous-systèmes ne peut
fonctionner à plein régime car les ressources sont en quantités limitées et ce type
de SdP ne présente pas d’intérêt si l’un des sous-système est inactif pendant un
certain laps de temps. Par ailleurs, en fonction des arrivées des produits en
amont des sous-systèmes, il ne se présente pas en permanence de situation de
conﬂit. En conséquence, aucun des deux comportements extrémaux des sous-
systèmes n’est valable en permanence. Il est donc nécessaire de les considérer
tous les deux (ainsi que tous les comportements intermédiaires possibles), à
l’aide d’intervalles de comportements, modélisables dans un dioïde d’intervalles.
Le comportement entrée-sortie du système global se situe donc « entre les deux
bornes » de ce type d’intervalles, ces dernières étant caractérisables à l’aide
des approches présentées dans ce chapitre. En considérant ces intervalles dans
leur ensemble, on obtient donc une modélisation formelle linéaire de systèmes
complexes présentant des partages de ressources.
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Conclusion et perspectives
Le travail présenté dans cette thèse porte sur les systèmes linéarisables dans
des dioïdes d’intervalles. La motivation de ce travail est issue du manque de
méthode pour l’analyse de systèmes dynamiques à événements discrets présen-
tant des conﬂits. Il s’agit donc d’étendre la classe de systèmes à événements
discrets analysables via la théorie des systèmes linéaires dans les dioïdes, en
proposant un formalisme de modélisation approchée de tels systèmes, en vue
de les analyser algébriquement. Cet objectif a constitué le ﬁl directeur de cette
thèse.
Contributions
Cette thèse s’articule autour de 4 chapitres. Les deux premiers constituent
un ensemble de rappels théoriques et fondamentaux, d’une part, sur les pro-
priétés algébriques des demi-anneaux idempotents aussi appelés dioïdes dans le
chapitre 1 et, d’autre part, sur la théorie des systèmes linéaires et la modélisation
de tels systèmes.
Les structures algébriques de dioïde nous ont semblé tout particulièrement
adaptées à l’étude de systèmes à événements discrets et plus précisément de
systèmes de production manufacturière. La majorité des résultats présentés sont
classiques et ont été introduits pour faire de cette thèse un tout autonome.
Le chapitre 2, expose les moyens de représenter formellement des SdP de
manière graphique, à l’aide du formalisme des réseaux de Petri, et analytique, en
prenant pour bases des structures algébriques de dioïdes. En nous basant sur une
approche reconnue, nous montrons qu’il existe une équivalence entre les graphes
d’événements temporisés et certains dioïdes correspondants. Mais les GET ne
permettent pas de modéliser les conﬂits. C’est pourquoi nous contournons ce
problème en utilisant des GET avec incertitudes temporelles, et le dioïde des
intervalle qui leur correspond. La majeure partie des approches et méthodes de
calcul sont connues et largement utilisées. Nous avons cependant formulé à notre
connaissance dans la déﬁnition 42 la première formalisation de la sémantique
des réseaux de GET avec incertitudes temporelles.
L’ensemble de ces rappels a permis de décrire dans les deux chapitres sui-
vants les modélisations linéaires de deux types de conﬂits dans des structures
algébriques de dioïdes. Plusieurs approches ont été proposées dans la littéra-
ture mais aucune ne sous satisfait réellement. Dans le cadre d’un routage entre
plusieurs sous-systèmes, nous proposons une méthode pour trouver la politique
de routage permettant d’obtenir la meilleure cadence pour le système global. Il
n’est donc pas nécessaire de la connaître à priori. Par ailleurs, nous permettons
de modéliser des politiques d’aﬀectation dynamiques entre sous-systèmes parta-
geant les mêmes ressources, formant un système global plus complexe que ceux
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de type RdP à choix libres utilisés dans la plupart des approches identiﬁées.
L’originalité de cette étude a été de considérer une approximation du comporte-
ment entrée-sortie des systèmes étudiés, en les encadrant par des intervalles aﬁn
d’en obtenir une représentation formelle et linéaire dans un dioïde d’intervalles.
Le chapitre 3 porte sur la modélisation d’un phénomène de routage entre
plusieurs systèmes parallèles. L’enjeu ici est de modéliser un tel phénomène,
en fonction d’une politique de routage ﬁxée au préalable. Notre contribution
a été de montrer l’existence de deux systèmes linéaires permettant d’encadrer
le comportement d’un système mono-entrée/mono-sortie composé de plusieurs
sous-systèmes parallèles en conﬂit sur la même entrée, à condition d’utiliser une
fonction de routage « périodique » ou « équilibrée » entre ces sous-systèmes.
Dans le contexte de la gestion de production, il est par ailleurs possible de
choisir un routage garantissant au système global une cadence donnée et tel que
l’incertitude d’approximation liée à l’analyse par intervalles soit minimale.
Le deuxième phénomène de conﬂit, abordé dans le chapitre 4, traite les cas
de partage de ressources entre plusieurs systèmes parallèles. Le caractère ﬁni
des ressources partagées impose des contraintes pour le système, qui ne sont
pas prévisibles lorsque l’aﬀectation de ces ressources se fait de manière dyna-
mique. En eﬀet, dans ce cas les ressources sont attribuées en fonction de l’arrivée
de produits, ayant chacun sa propre gamme. Ces arrivées n’étant pas connues
à l’avance dans notre cas, il n’est pas possible de prévoir la manière dont se
comporteront les ressources. Il n’est donc possible que de prévoir de manière
approchée le comportement global de systèmes incluant des partages de res-
sources. Il s’agit de considérer ce comportement dans le meilleur cas (pas de
conﬂit, les ressources ne sont jamais épuisées à l’arrivée de nouveaux produits)
et dans le pire cas (il y a en permanence des produits en attente de traite-
ment), en utilisant une politique d’aﬀectation particulière des ressources dans
ce dernier cas. Nous montrons que pour ce type de conﬂits, il est aussi possible
de modéliser le comportement formel entrée-sortie du système global dans un
dioïde d’intervalles.
En résumé, nous avons montré qu’il est possible de considérer d’une manière
linéaire dans un dioïde certains systèmes de production présentant des conﬂits.
Perspectives
Nous n’avons cherché à modéliser que des systèmes de production présentant
un seul type de conﬂits. Mais rien n’empêche les systèmes réels de comporter à la
fois plusieurs conﬂits de plusieurs types (par exemple des zones de convergence
de deux lignes de production où les palettes ne peuvent pas se chevaucher ou
bien des points d’aiguillages où les palettes sont routées selon leurs contenus).
Par composition de systèmes, il paraît réalisable de déﬁnir de tels systèmes
complexes à l’aide de notre approche, mais on peut légitimement se demander
si l’approximation du comportement de ces systèmes globaux ne deviendrait
pas trop imprécise, par combinaison des approximations de chaque modèle de
conﬂit, et si ces modèles ne perdraient pas de leur intérêt.
Une autre direction concerne le partage de ressources par plus de deux pro-
cessus concurrents. En se basant sur une politique d’aﬀectation des ressources
similaire, il paraît vraisemblable que l’incertitude liée à ce partage soit cette
fois-ci bornée par la somme des temps de production des systèmes en concur-
rence.
Notons pour ﬁnir que tous les développements ont été eﬀectués dans un
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cadre purement théorique. Une autre perspective majeure est d’éprouver notre
approche sur un cas d’application industriel. Ce démonstrateur permettrait par
la suite de tester des techniques de commandes, synthétisées à partir de la
modélisation du système issue de notre approche, aﬁn de maîtriser ses ﬂux et
sa production.
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Annexe A
Compléments sur les
systèmes linéaires
Certains aspects de la théorie des systèmes linéaires dont nous nous sommes
servis ne sont pas d’une importance fondamentale pour la compréhension des
propos et raisonnements tenus dans cette thèse. Ces premiers ont été regroupés
dans cette annexe, aﬁn de donner des éléments supplémentaires aux lecteurs
intéressés.
Nous donnons dans un premier temps les hypothèses que nous avons considé-
rées dans nos études. Grâce à elles, il est possible de proposer une modélisation
bien particulière des systèmes. Ensuite, on présente des notions de la théorie des
signaux et ses applications aux structures algébriques de dioïdes, car les systèmes
que nous étudions peuvent à juste titre être considérés dans des espaces de si-
gnaux. Enﬁn, un rappel sur l’analyse spectrale est proposé, en montrant que la
valeur propre de matrices représentant des systèmes de production correspond
très exactement à une donnée importante de ces systèmes : leurs cadences de
production.
A.1 Hypothèses de fonctionnement et modèles
algébriques
A.1.1 Conditions initiales canoniques
Les conditions initiales canoniques correspondent, par convention, au fait
que les dates des événements ayant eu lieu avant la première observation 1 sont
considérées égales à −∞. L’état initial du système peut donc être le résultat
d’un certain nombre d’événements arrivés auparavant dont on fait abstraction.
Du fait de la non prise en compte des événements ayant pu avoir lieu avant
le début de l’observation du système, les jetons initiaux des diﬀérentes places
seront supposées disponibles depuis « l’origine des temps », c’est-à-dire depuis
la date −∞.
Ainsi les vecteurs T (k) =
(
t1(k) · · · tCard(T )(k)
)T
, basé sur des dateurs,
et T̂ (t) =
(
t̂1(t) · · · t̂Card(T )(t)
)T
, basé sur des compteurs, déﬁnissent de
1. c’est-à-dire des événements numérotés négativement
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nouveaux vecteurs d’état pour les GET. Rappelons que ces variables d’état sont
isotones : ∀t ∈ T , t(k + 1) < t(k) et t̂(t+ 1) < t̂(t).
Les conditions initiales présentées ici sont les plus petites possibles, et ont
donc les plus petites inﬂuences sur les équations représentant les systèmes, ba-
sées sur des dateurs ou des compteurs. De plus, si la date d’un ke événement au
niveau de la transition ti est égal à +∞, cela signiﬁe, aussi par convention, que
cet événement (ainsi que tous ceux qui le suivent) n’auront jamais lieu dans le
cadre de notre observation.
A.1.2 Mode de fonctionnement FIFO
Il est nécessaire de déterminer comment les jetons sont exploités par les
diﬀérentes transitions. Il est possible d’obtenir une représentation formelle dans
un dioïde en précisant les conditions de fonctionnement d’un GET.
On considérera tout d’abord que le ke jeton rentré dans une place sera égale-
ment le ke à contribuer au franchissement de la transition aval correspondante.
Ainsi le premier jeton arrivé dans une place sera aussi le premier à en sortir ;
ce mode de fonctionnement est appelé FIFO (pour “First In, First Out” en
anglais).
Cette hypothèse de fonctionnement permet d’établir un système d’inéqua-
tions sur les variables d’états que nous venons de déﬁnir, les dateurs et les
compteurs. Avant d’étudier des cas plus complexes, nous allons présenter les
systèmes d’inéquations décrivant les états des deux graphes élémentaires de la
ﬁgure A.1.
L’activation d’une transition dans un graphe d’événements provoque la con-
sommation d’un jeton dans chacune de ses places amont. Elle peut être répétée
jusqu’à ce que l’une de ces places soit vide, c’est-à-dire un nombre de fois égal
au minimum des quantités des jetons contenus dans les places amont corres-
pondantes. Inversement, la date d’activation d’une transition est dictée par la
date de disponibilité la plus tardive, donc maximale, des jetons dans les places
amont. Ainsi, par exemple, dans un atelier de production, la fabrication de biens
est limitée par la ressource en plus faible quantité, et la date de réalisation d’un
objet ne peut être inférieure au plus long des temps de mise à disposition de ses
constituants.
La ﬁgure A.1 (a) représente un phénomène de rendez-vous. En eﬀet, le tir de
la transition t3 est dépendant à la fois des tirs des transitions t1 et t2. Qui plus
est, l’une des deux places contient initialement un jeton. Ainsi la date au plus
tôt de la ke activation de la transition t3 est conditionnée par la date de la k−1e
activation de t1 et de la ke activation de t2. En outre, le nombre de fois où la
transition t3 pourra être tirée à une date t donné est dépendant du nombre de
jetons dans ses places amont. Or la place entre les transitions t1 et t3 contient
initialement un jeton. Donc à cette date t le nombre de jetons dans cette place
est égal au nombre de fois où la transition t1 aura été tirée entre temps, auquel
on ajoute un. Le nombre de fois où la transition t3 peut être tirée à la date t est
en conséquence inférieur au minimum de cette valeur et du nombre de fois où
la transition t2 est tirée à cette même date t. En considérant qu’un jeton peut
rester indéﬁniment dans une place, nous obtenons les inéquations suivantes :
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{
t3(k) < max
(
t1(k − 1), t2(k)
)
t̂3(t) 4 min
(
t̂1(t) + 1, t̂2(t)
) . (A.1)
(A.2)
Une synchronisation est réalisée par le biais de l’opération max quand on
date les événements et de l’opération min quand on les compte.
Le phénomène de délai décrit par la ﬁgure A.1 (b) retranscrit une dépen-
dance directe entre les tirs des transitions t4 et t5. Le temps de séjour (minimal)
attaché à la place entre ces deux transitions doit être pris en compte, ainsi que le
nombre de jetons éventuellement présents initialement dans cette même place.
On obtient donc les inéquations suivantes :{
t5(k) < t4(k − 2) + τ
t̂5(t) 4 t̂4(t− τ) + 2
.
(A.3)
(A.4)
Les inéquations (A.1) à (A.4) sont vériﬁées pour n’importe quelle séquence
de tir des transitions t1 à t5. Elle permettent donc de considérer toute évolution
possible du réseau.
t1
t3
t2
(a) Synchronisation simple
t4
τ
t5
(b) Temporisation simple
Fig. A.1 – Synchronisation et temporisation élémentaires
Néanmoins, un système composé d’inéquations retranscrit un espace d’état
bien trop grand pour être manipulé eﬃcacement. Nous allons donc considérer
un cas limite de fonctionnement pour les transitions de ce système, appelé fonc-
tionnement au plus tôt.
A.1.3 Fonctionnement au plus tôt
Définition 56 (Fonctionnement au plus tôt). En reprenant la notation 4 de la
page 43, une politique de tir « au plus tôt » correspond au mode de fonctionne-
ment suivant pour un GET :
– Les transitions de l’ensemble X ∪ Y sont franchies dès qu’elles sont fran-
chissables.
– Les transitions de l’ensemble U sont en permanence franchissables, mais
ne sont franchies que selon une loi d’entrée déterminée, à intervalles de
temps réguliers ou aléatoires.
Ainsi, selon cette hypothèse supplémentaire de fonctionnement, seules les transi-
tions d’entrée sont franchies suite à des événements externes. Nous verrons que
l’on peut assimiler certaines séquences d’entrées à des commandes, par analogie
à la théorie de la commande.
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Sous les hypothèses d’un fonctionnement FIFO au plus tôt, l’évolution des
composantes des vecteurs d’états est donc déterminée par les équations sui-
vantes :
– Représentation par des dateurs :{
t3(k) = max
(
t1(k − 1), t2(k)
)
t5(k) = t4(k − 2) + τ
. (A.5)
– Représentation par des compteurs :{
t̂3(t) = min
(
t̂1(t) + 1, t̂2(t)
)
t̂5(t) = t̂4(t− τ) + 2
. (A.6)
Ces équations se récrivent facilement dans les dioïdes Zmax et Zmin. Dans le
dioïde Zmax, le système (A.5), basé sur des dateurs, se met sous la forme :{
t3(k) = t1(k − 1)⊕ t2(k)
t5(k) = t4(k − 2)⊗ τ
.
Le dioïde Zmin, quant à lui, permet de manipuler des équations aux comp-
teurs. Ainsi le système (A.6) se récrit comme suit :{
t3(t) =
(
t1(t)⊗ 1
)⊕ t2(t)
t5(t) = t4(t− τ)⊗ 2
.
Remarque 35. Les parenthèses dans le système précédent ne sont pas néces-
saires, car la loi ⊕ ne distribue pas par rapport à la loi ⊗. Par ailleurs, on
se permettra de noter les applications compteur de la même manière que les
applications dateur 2 quand le contexte sera explicite, comme dans le système
précédent.
Remarque 36. Comme on pouvait le pressentir à partir des équations (A.1)
et (A.2), la loi ⊕ correspond, dans Zmax comme dans Zmin, à la notion de
synchronisation. La loi ⊗ intervient, dans le premier cas, quand on ajoute un
délai à une date et, dans le deuxième cas, quand on ajoute un jeton à une place
(on permet un tir de plus de la transition aval correspondante).
Définition 57 (Application linéaire). Soit un dioïde (D,⊕,⊗). Une application
f : D → D est dite linéaire si :
∀u, v, a, b ∈ D, f(a⊗ u⊕ b⊗ v) = a⊗ f(u)⊕ b⊗ f(v) (A.7)
On peut donc interpréter les dateurs et compteurs comme des applications
linéaires.
A.2 Signaux et réponses impulsionnelles
Par analogie avec la théorie du traitement du signal, un système peut être
considéré dans un espace de signaux, à valeurs dans des dioïdes donnés. Ce-
pendant, il n’est pas possible de déﬁnir un espace vectoriel dans un dioïde.
2. c’est-à-dire sans signe diacritique
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On présentera donc les moduloïdes, qui permettent néanmoins la déﬁnition de
vecteurs et de matrices.
Une fois le dioïde des signaux déﬁni, on montrera, qu’un système linéaire
sur un dioïde peut être décrit, comme sur le corps des réels, par une application
unique appelée réponse impulsionnelle. Cette section est essentiellement basée
sur l’état de l’art présenté par Sébastien Lahaye dans sa thèse [Lah00].
A.2.1 Signaux et systèmes
Un signal est généralement déﬁni comme une grandeur physique dépendant
d’un paramètre (classiquement, le temps qui s’écoule), servant de support à
une information à transmettre. De son côté, un système est une application
d’un ensemble de signaux d’entrée vers un ensemble de signaux de sortie ; il
sert donc à transformer des signaux. Dans la théorie classique, les signaux sont
généralement des fonctions à valeurs dans un corps ((R,+,×) par exemple). Si
l’évolution du temps est continue, le signal peut être décrit par une fonction
analytique déﬁnie sur R, et si le temps suit une évolution discrète, le signal est
en règle générale représenté par une séquence indexée sur Z ou N.
Dans le cadre de cette thèse, on s’intéresse à des systèmes activés par des
signaux à valeurs, non pas dans un corps, mais dans un dioïde donné. D’autre
part, nous verrons que les signaux considérés dépendent de paramètres prenant
leurs valeurs dans des ensembles discrets et qui pourront être autres que l’évo-
lution du temps.
Nous supposerons désormais le dioïde (D,⊕,⊗) complet (cette hypothèse
sera nécessaire, en rapport avec la remarque 39, et ne remet pas en cause la
généralité des autres déﬁnitions de cette section).
Définition 58 (Signal). On appelle signal une application de Z dans (D,⊕,⊗).
En théorie des systèmes, l’ensemble des signaux est doté d’une structure
d’espace vectoriel (auquel on associe un corps de scalaires). Comme les dioïdes
sont des structures algébriques plus faibles que les corps, on ne peut pas y déﬁnir
d’espace vectoriel. Cependant, Gondran et Minoux ont formalisé, dans le courant
des années 70, la notion de moduloïde, pendant pour les dioïdes du module pour
les anneaux, et correspondant à l’espace des vecteurs d’un dioïde [GM77]. Plus
formellement, un moduloïde est la structure algébrique invariante à gauche sous
l’action d’une matrice à coeﬃcients dans un dioïde [Wag91].
Définition 59 (Moduloïde). Soit (D,⊕,⊗) un dioïde où ε et e désignent les
éléments neutres de ⊕ et ⊗ respectivement. On appelle moduloïde sur D un
ensemble M muni d’une loi de composition interne noté ⊞ et d’une loi de com-
position externe notée • satisfaisant les conditions suivantes :
1. (M,⊞) est un monoïde commutatif idempotent, dont l’élément neutre est
noté ǫ ;
2. La loi • a pour signature D ×M→M et vérifie :
(a) ∀λ ∈ D,∀x, y ∈M : λ • (x⊞ y) = (λ • x)⊞ (λ • y).
(b) ∀λ, µ ∈ D,∀x ∈M : (λ⊕ µ) • x = (λ • x)⊞ (µ • x).
(c) ∀λ, µ ∈ D,∀x ∈M : λ • (µ • x) = (λ⊗ µ) • x.
(d) ∀x ∈M :
{
e • x = x
ǫ • x = ε .
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(e) ∀λ ∈ D, λ • ε = ε.
La somme d’un moduloïde est bien idempotente, car :
∀a ∈M, a⊞ a = (e • a)⊞ (e • a) = (e⊕ e) • a = e • a = a.
La somme ⊞ de deux vecteurs est calculée de la manière suivante :
x1
x2
...
xn
⊞

y1
y2
...
yn
 =

x1 ⊕ y1
x2 ⊕ y2
...
xn ⊕ yn
 .
De même, le produit (à gauche) • par un scalaire est réalisé comme suit :
∀λ ∈ D : λ •

x1
x2
...
xn
 =

λ⊗ x1
λ⊗ x2
...
λ⊗ xn
 .
Comme pour un dioïde, l’idempotence de ⊞ permet de doter un moduloïde
d’une relation d’ordre canonique  déﬁnie par :
∀α1, α2 ∈M, α1  α2 ⇔ α1 = α1 ⊞ α2.
Exemple 27 (Moduloïdes Z
Z
max et Z
Z
min). L’ensemble des applications de Z
dans Zmax muni du max point à point est un monoïde commutatif, noté ici
(M,⊕). Ce monoïde, doté de plus de la loi de composition externe :
Zmax ×M→M
(α, x) 7→ α • x : t ∈ Z, (α • x)(t) = α⊗ x(t) = α+ x(t),
est un moduloïde sur Zmax, traditionnellement noté Z
Z
max.
On peut aussi définir un moduloïde Z
Z
min sur Zmin en munissant l’ensemble
des applications de Z dans Zmin du min point à point et de la même loi de
composition externe que celle de Z
Z
max.
On peut maintenant déﬁnir l’ensemble des signaux dans un dioïde.
Définition 60 (Ensemble des signaux dans un dioïde). L’ensemble des signaux
DZ dans un dioïde D est un moduloïde muni des deux lois suivantes :
– Une loi interne ⊕ permettant d’additionner des signaux et définie par :
∀u, v ∈ DZ,∀t ∈ Z, (u⊕DZ v)(t) = u(t)⊕D v(t).
– Une loi externe • qui joue le rôle du produit (à gauche) d’un signal par un
scalaire et définie par :
∀a ∈ D, u ∈ DZ,∀t ∈ Z, (a • u)(t) = a⊗ u(t).
Les applications dateur et compteur déﬁnies dans la section 2.2.1 sont donc
des signaux, déﬁnis respectivement dans les moduloïdes Z
Z
max et Z
Z
min.
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Remarque 37. Un dateur est un signal croissant de Z
Z
max. Par contre, en se
rappelant la remarque 6 de la page 23, on verra un compteur comme un signal
décroissant de Z
Z
min.
Définition 61 (Produit de convolution). On définit le produit de convolution
∗ de deux signaux comme suit :
∀u, v ∈ DZ,∀t ∈ Z, (u ∗ v)(t) =
⊕
s∈Z
u(s)v(t− s)
Le produit de convolution est commutatif si le dioïde sur lequel est basé DZ
l’est (cf. la définition 15).
Propriété 7 (Isotonie du produit de convolution). Le produit de convolution ∗
défini sur DZ est isotone, c’est-à-dire ∀a, b, c ∈ DZ, on a :
b 4 c⇒ a ∗ b  a ∗ c.
Démonstration : Les loi ⊕ et ⊗ étant isotones, nous pouvons aﬃrmer
∀t, s ∈ Z :
b(t) 4 c(t)⇒
⊕
t∈Z
a(s− t)b(t) 4
⊕
t∈Z
a(s− t)c(t)
⇒ (a ∗ b)(s) 4 (a ∗ c)(s)

De par les lois additives propres aux moduloïdes Z
Z
max et Z
Z
min. Quand on
situe les calculs dans l’un ou l’autre de ces ensembles de signaux, on parle
respectivement de produits « de sup-convolution » et « d’inf-convolution ».
Définition 62 (Dioïde de signaux). L’ensemble DZ muni de la somme point à
point et du produit de convolution est un dioïde, dont les éléments neutres sont
respectivement définis par :
ε(t) = ε,∀t ∈ Z.
e(t) =
{
e pour t = 0,
ε sinon.
On considère généralement un système comme une « boîte noire » ayant un
certain nombre d’entrées et de sorties. Ces entrées et ces sorties sont observées
sous formes de signaux.
Remarque 38. Nous prenons initialement comme hypothèse que les systèmes
considérés sont mono-variable (ou SISO). Nous généraliserons ensuite au cas
multi-variables.
Communément, un système est dit linéaire s’il satisfait le principe de super-
position [Mas87b], c’est-à-dire si sa réponse à la somme pondérée d’excitations
en entrée est égale à la somme de même pondération de ses réponses à chacune
des excitations [Lah00, LS01]. On a vu dans la déﬁnition précédente qu’un sys-
tème pouvait à juste titre être considéré comme une application. La linéarité
d’un système est donc fortement liée à celle d’une application linéaire (voir la
déﬁnition 57). On déﬁnit formellement la linéarité d’un système à partir des lois
de moduloïde déﬁnies sur l’ensemble des signaux.
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Définition 63 (Système linéaire). Un système S est une application DZ →
DZ, x 7→ y = S(u). Il est dit linéaire sur le dioïde (D,⊕,⊗) si :{
S(u⊕DZ v) = S(u)⊕DZ S(v),∀u, v ∈ DZ
S(a • u) = a • S(u),∀u ∈ DZ,∀a ∈ D
On a ainsi
(
S(a • u))(t) = a⊗ (S(u))(t),∀t ∈ Z.
On parle ainsi de systèmes « (min,+)- » ou « (max,+)-linéaires » dans la
littérature, en fonction du dioïde considéré.
Exemple 28 (Système linéaire élémentaire). Un système linéaire élémentaire
est le système ∆s, dont la sortie y est égale à l’entrée u, retardée de s (avec
s ∈ Z).
∀t ∈ Z, y(t) = (∆s(u))(t) = u(t− s)
Comme il est usuellement fait en théorie des systèmes linéaires, on suppose
que les systèmes étudiés sont continus, conformément à la déﬁnition suivante.
Définition 64 (Système continu). Un système S est dit continu si, pour tout
sous-ensemble fini ou infini d’éléments ui de DZ, on a :
S
(⊕
ui
)
=
⊕
S(ui).
Remarque 39. Notons que cette définition n’est valide que si le dioïde D est
complet.
On supposera donc systématiquement que tous les systèmes linéaires pré-
sentés dans le reste de ce thèse satisfont l’hypothèse de continuité.
Définition 65 (Système causal). Un système S est dit causal si pour toutes les
entrées u1 et u2, on a :
∀τ ∈ Z, u1(t) = u2(t) pour t ≤ τ ⇒
(
S(u1)
)
(t) =
(
S(u2)
)
(t) pour t ≤ τ.
Définition 66 (Système stationnaire). Un système S est dit stationnaire (ou
invariant dans le temps) si :
∀u ∈ DZ,∀s ∈ Z, S(∆s(u)) = ∆sS(u).
Concrètement, cela signifie que ses paramètres ne varient pas au cours du
temps.
A.2.2 Réponse impulsionnelle
On va mettre en évidence dans cette partie (basée sur les travaux de Sébas-
tien Lahaye [Lah00]) qu’un système linéaire déﬁni sur DZ peut être décrit par
sa réponse impulsionnelle. Il s’agit donc tout d’abord de remarquer que tout si-
gnal peut s’exprimer comme la somme pondérée d’impulsions, en appliquant le
principe de superposition [Mas87b]. Cette décomposition permet d’aﬃrmer que
la seule connaissance de la réponse du système à une impulsion (c’est-à-dire sa
réponse impulsionnelle) suﬃt pour caractériser complètement le comportement
entrée-sortie de ce système linéaire.
Nous allons voir que tout signal de DZ peut être représenté sous la forme
d’une somme pondérée d’impulsions retardées.
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Définition 67 (Impulsion). On appelle impulsion le signal
e(t) =
{
e pour t = 0,
ε sinon.
Une impulsion particulière dont nous allons nous servir, notée δ, est l’im-
pulsion de Dirac, d’après le nom du chercheur anglais Paul Dirac qui a inventé
ce concept. En théorie des signaux, elle représente un signal d’une durée théo-
riquement nulle, d’énergie inﬁnie, et d’intégrale sur R égale à 1.
Définition 68 (Impulsion de Dirac retardée). L’application notée δs jouera
le rôle de l’impulsion de Dirac retardée en s. Elle s’exprime par la relation
suivante :
∀t ∈ Z, δs = (∆s(e))(t) = e(t− s).
Remarque 40. Il est alors aisé de vérifier que :
∀u ∈ DZ,∀t ∈ Z, u(t) = (u ∗ e)(t) =
⊕
s∈Z
u(s)e(t− s) =
⊕
s∈Z
u(s)δs(t). (A.8)
Théorème 23 (Réponse impulsionnelle). Soit S un système linéaire, dont les
signaux d’entrée et de sortie sont respectivement notés u(t) et y(t). Il existe dans
le dioïde commutatif D une unique application h : Z2 → D, appelée réponse
impulsionnelle, telle que :
∀u ∈ DZ,∀t ∈ Z, y(t) = (S(u))(t) =⊕
s∈Z
h(t, s)u(s).
Démonstration : Montrons tout d’abord l’existence de cette réponse im-
pulsionnelle.
y(t) =
(
S(u)
)
(t) =
(
S
(⊕
s∈Z
u(s)δs
))
(t) (par la relation (A.8))
=
(⊕
s∈Z
S
(
u(s)δs
))
(t) (par continuité de S)
=
(⊕
s∈Z
u(s)S(δs)
)
(t) (par linéarité de S)
=
⊕
s∈Z
u(s)
(
S(δs)
)
(t)
puis en posant h(t, s) ,
(
S(δs)
)
(t),
=
⊕
s∈Z
h(t, s)u(s). (D étant commutatif)
Montrons ensuite l’unicité. Supposons qu’il existe une autre application h′
qui vériﬁe : y(t) =
⊕
s∈Z h
′(t, s)u(s). En appliquant u = δs en entrée du système,
on a :
h(t, s) =
(
S(δs)
)
(t) (par déﬁnition de h)
=
⊕
τ∈Z
h′(t, τ)δs(τ) (par déﬁnition de S, pour h′)
=
⊕
τ∈Z
h′(t, τ)e(τ − s) (par déﬁnition de δs)
= h′(t, s). (par déﬁnition de l’impulsion e)
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On constate donc que les deux applications h et h′ sont identiques, ce qui ter-
mine la démonstration. 
h(t, s) s’interprète précisément comme la valeur de la sortie du système à
l’instant t, en réponse à une impulsion appliquée en entrée à l’instant s.
Nous allons maintenant caractériser la causalité et la stationnarité d’un sys-
tème.
Théorème 24 (Causalité d’un système). Un système S est dit causal si et
seulement si sa réponse impulsionnelle est telle que h(t, s) = ε, pour t < s.
Démonstration :
(⇐) Pour t < s, on a δs(t) = ε(t) = ε. Si par ailleurs le système est causal (cf.
la déﬁnition 65), alors on vériﬁe :
h(t, s) =
(
S(δs)
)
(t) =
(
S(ε)
)
(t) = ε.
(⇒) Soient h(t, s) = ε pour t < s et deux entrées u1 et u2 telles que u1 = u2
pour t ≤ s. On a donc :(
S(u1)
)
(t) =
⊕
τ∈Z
h(t, τ)u1(τ)
=
⊕
τ≤τ
h(t, τ)u1(τ) (car h(t, τ) = ε pour τ > t)
=
⊕
τ≤τ
h(t, τ)u2(τ) (pour τ ≤ t ≤ s, u1(τ) = u2(τ))
=
⊕
τ∈Z
h(t, τ)u2(τ) (par ajout de valeurs « nulles »)
=
(
S(u2)
)
(t).

En d’autres termes, le théorème précédent indique que si une impulsion est
appliquée à l’instant s en entrée d’un système causal, alors l’inﬂuence sur sa
sortie est nulle (égale à ε) avant cet instant. Ceci traduit de façon plus générale
le fait qu’un système causal est « non anticipatif ».
Théorème 25 (Stationnarité d’un système). Un système S est dit stationnaire
si et seulement si sa réponse impulsionnelle h est telle que :
∀t, s, τ ∈ Z, h(t+ τ, s+ τ) = h(t, s). (A.9)
Démonstration :
(⇒) Supposons le système stationnaire (voir la déﬁnition 66), on a :
h(t+ τ, s+ τ) =
(
S(δs+τ )
)
(t+ τ)
=
(
∆−τ
(
S(δs+τ )
))
(t)
=
(
S
(
∆−τ (δs+τ )
))
(t) (par déﬁnition de la stationnarité)
=
(
S(δs)
)
(t)
= h(t, s).
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(⇐) Comme h(t+ τ, s+ τ) =
(
∆−τ
(
S(δs+τ )
))
(t) , et h(t, s) =
(
S(δs)
)
(t) =(
S
(
∆−τ (δs+τ )
))
(t) , l’égalité (A.9) implique la stationnarité du système.

Notation 8 (Réponse impulsionnelle et représentation entrée-sortie). Pour un
système stationnaire, en choisissant τ = −s dans l’égalité (A.9), on obtient :
∀t, s ∈ Z, h(t, s) = h(t− s, 0).
Ce qui signifie que la réponse à l’instant t à une impulsion appliquée à l’instant
s dépend, dans le cas d’un système stationnaire 3, uniquement du laps de temps
écoulé entre s et t. En d’autres termes, la réponse impulsionnelle d’un système
stationnaire est fonction de ce seul laps de temps, et par abus de notation, on
note couramment :
h(t− s, 0) = h(t− s).
La sortie d’un système stationnaire peut alors s’exprimer sous la forme d’un
produit de convolution de la réponse impulsionnelle et de l’entrée comme suit :
y(t) =
⊕
s∈Z
h(t− s)u(s) = (h ∗ u)(t). (A.10)
A.2.3 Extension matricielle
Les résultats présentés jusqu’ici se généralisent de façon naturelle aux sys-
tèmes MIMO. Pour plus de clarté, nous noterons E l’ensemble DZ. Pour un
système linéaire comportant n entrées et m sorties, on note les signaux d’entrée
et de sortie de la manière suivante :
U =

U1
U2
...
Un
 et Y =

Y1
Y2
...
Ym
 ,
avec Ui, Yj ∈ E pour tous i ∈ [1, n] et j ∈ [1,m].
Théorème 26 (Réponse impulsionnelle dans le cas matriciel). Soit S : En →
Em un système linéaire. Il existe une unique réponse impulsionnelle H telle
que :
∀U ∈ En,∀t ∈ Z, Y (t) = (S(U))(t) =⊕
s∈Z
H(t, s)U(s),
où H(t, s) ∈ Dm×n.
Démonstration : Le système étant linéaire, il existe, d’après le théorème 23,
entre chaque entrée Ui et chaque sortie Yj une unique réponse impulsionnelle,
notée Hij . Les autres signaux d’entrée Ul (avec l 6= i) sont considérés nuls pour
Hij (∀t ∈ Z, Ul = ε(t) = ε).
3. c’est-à-dire quand ses paramètres n’évoluent pas au cours du temps
Page 142
D’autre part, tout signal U ∈ En peut s’écrire comme la somme suivante :
U = U˜1 ⊕ U˜2 ⊕ · · · ⊕ U˜n, avec U˜i =
(
ε · · · ε Ui ε · · · ε
)T
, i ∈ [1, n].
En appliquant le principe de superposition [Mas87b], on obtient pour la sortie
Yj , ∀U ∈ En,∀t ∈ Z :
Yj(t) =
(
S(U)
)
j
(t)
=
(
S
( n⊕
i=1
U˜i
))
j
(t)
=
n⊕
i=1
(
S(U˜i)
)
j
(t)
=
n⊕
i=1
⊕
s∈Z
Hij(t, s)U˜i(s) (d’après le théorème 23)
=
⊕
s∈Z
n⊕
i=1
Hij(t, s)U˜i(s)
On en déduit l’existence et l’unicité de H donnée par :(
H(t, s)
)
ij
= Hij(t, s). (A.11)

En utilisant la relation (A.11), les conditions de causalité et de stationnarité
s’établissent directement à partir des théorèmes 24 et 25. En l’occurrence, un
système S : En → Em linéaire est
– causal, si et seulement si sa réponse impulsionnelle est telle que :
H(t, s) = ε pour t < s;
– stationnaire, si et seulement si sa réponse impulsionnelle est telle que :
∀τ ∈ Z,H(t+ τ, s+ τ) = H(t, s).
Remarque 41. Dans la réalité, tous les signaux physiquement mesurés sont
causaux puisqu’ils n’existent qu’à partir du moment où on les observe.
Si le système est stationnaire, sa sortie peut s’exprimer sous la forme d’un
produit de convolution de sa réponse impulsionnelle H et du vecteur de signaux
d’entrée U :
Y (t) =
⊕
s∈Z
H(t− s)U(s) = (H ∗ U)(t). (A.12)
Pour clore cette section, nous pouvons maintenant préciser que l’on suppose
les systèmes étudiés stationnaires (cf. la déﬁnition 66) ; ils sont indépendants de
l’origine des temps considérée. Notons que des systèmes non stationnaires ont
été étudiés dans des structures algébriques de dioïdes dans [Lah00].
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A.3 Valeurs propres de matrices pour l’évalua-
tion de performance
Il est possible d’évaluer les performances d’un système (de production) d’un
simple point de vue algébrique, en ayant la seule connaissance de ses carac-
téristiques, comme sa réponse impulsionnelle ; il n’y a donc pas besoin de le
simuler pour en donner une évaluation. Pour cela, nous abordons dans cette
section les calculs liés à la valeur propre d’une matrice, qui nous donnera un
certain nombre d’informations concernant la cadence du système modélisé par
cette matrice. La théorie spectrale consiste en l’étude de valeurs et vecteurs
propres de matrices positives. Tous ces résultats sont classiques et s’appliquent
sans diﬃculté au contexte des dioïdes [CDQV83], où il n’existe pas de nombre
« négatifs » 4. Nous ne donnerons donc pas les démonstrations, qui pourront être
trouvées dans [GM02, chapitre 6], [BCOQ92, section 3.2.4] ou [Gau92, chapitre
IV]. L’analyse spectrale des matrices dans les dioïdes repose sur l’interprétation
de ces matrices en terme de graphes. Nous commençons par quelques rappels
concernant la théorie des graphes, pour ﬁnir par des considérations algorith-
miques quant aux calculs des valeurs propres.
A.3.1 Définitions et propriétés
Les matrices dont nous cherchons les valeurs propres ne sont pas choisies au
hasard. Ce sont généralement les matrices A représentant les états des systèmes
étudiés. Une manière de déﬁnir ces matrices est présentée dans la section pré-
cédente. Nous pourrons donc obtenir des informations concernant ces systèmes
dans leur globalité. Mais pour reﬂéter la généralité des résultats énoncés, nous
étudions dans cette section des matrices M génériques à coeﬃcients dans un
dioïde D, pouvant être par exemple Zmax ou Zmin.
Définition 69 (Graphe de précédence). On appelle graphe de précédence d’une
matrice carrée M , d’ordre n à coefficients mij dans D, le graphe G(M) formé
d’un ensemble S de n sommets et des arcs orientés (j, i) ∈ S2 lorsque mij 6= ε.
Le coeﬃcient mij doit être vu comme le poids attaché à l’arc (j, i) de G(M).
Remarque 42 ([Gau92]). Il est à noter l’inversion entre les indices des arcs
(j, i) et les coefficients de la matrice M (notés mij). Grâce à elle, seule la défi-
nition du produit à gauche d’un moduloïde est nécessaire (cf. la définition 59).
Exemple 29. Nous avons déjà présenté à la figure 1.3 un exemple de graphe
de précédence d’une matrice à coefficients dans un dioïde.
Définition 70 (Chemin et circuit d’un graphe). On appelle un chemin de j à
i une suite de sommets et d’arcs reliant les sommets j et i. Un circuit est un
chemin allant d’un sommet à ce sommet lui-même. On note j  i le fait qu’il
existe un chemin de j à i.
La longueur et le poids d’un chemin sont respectivement le nombre d’arcs et
l’addition des poids des arcs constituant ce chemin. Le poids moyen d’un chemin
est donc son poids divisé par sa longueur.
4. comme ε, l’élément neutre de la loi ⊕, est le plus petit élément de l’ensemble, pour
x 6= ε, il n’existe pas de x′ tel que x′ ⊕ x = ε
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Ainsi, dans le cas des dioïdes Zmin et Zmax, on vériﬁe que le coeﬃcient mkij
de la matrice Mk est le poids minimal ou maximal des chemins de longueur k
allant de j à i.
Définition 71 (Composante fortement connexe). On définit une relation d’équi-
valence 5 ∼ sur S par :
i ∼ j ⇐⇒ i j et j  i.
Les classes d’équivalence ainsi formées sont appelées composantes fortement
connexes de G(M).
Définition 72 (Matrice irréductible). Une matrice M dont le graphe de pré-
cédence ne possède qu’une seule composante fortement connexe est dite irréduc-
tible ; autrement, elle est qualifiée de réductible.
Suite à ces quelques rappels de théorie des graphes, considérons un GET
dont la forme récurrente explicite sur D a pour équation d’état :
X(k) = AX(k − 1)⊕BU(k),∀k ∈ N\{0}.
Le régime autonome du système décrit par ce GET correspond au cas où ses
commandes (ses entrées) ne contraignent pas les évolutions du système. Dans
ce cas, toutes ses entrées sont en permanence suﬃsamment pourvues en matière
première. On peut considérer cela comme un nombre inﬁni de tirs de toutes
ses transitions d’entrées ui à la date −∞, soit par exemple le vecteur d’entrée
U(k) =
(−∞ · · · −∞)T ,∀k ∈ Z. En régime autonome, l’évolution de l’état
du système s’exprime donc simplement par la récurrence suivante :
X(k) = MX(k − 1) = MkX(0). (A.13)
En analyse spectrale, les valeurs et vecteurs propres de matrices peuvent être
regroupées sous forme de couples (λ, ν) où ν est appelé vecteur propre d’une
matriceM pour la valeur propre λ, avec ν 6= (−∞ · · · −∞)T . Pour un couple
(λ, ν) d’une matrice M donnée, on a :
M • ν = λ • ν.
En considérant l’évolution de l’état du système en régime autonome, si λ est
valeur propre de M et X(0), le vecteur d’état initial, est vecteur propre de A,
alors
X(k) = λX(k − 1) = λkX(0). (A.14)
Remarque 43. Dans le corps des réels, on a donc la relation xi(k) = λ+xi(k−
1), pour chacune des transitions du GET. Autrement dit, toutes les variables
d’état sont incrémentées de λ lorsque que k est incrémenté de 1. L’interprétation
physique, pour un système de production, de cette relation est la production d’un
produit toutes les λ unités de temps. λ est donc le temps de cycle du GET, c’est-
à-dire l’inverse de la cadence de ce système. Pour ce cas particulier où X(0) est
un vecteur propre de M , le système est en régime permanent sans passer par
une phase de régime transitoire.
5. à la fois réflexive, transitive et symétrique
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L’analyse spectrale nous permet donc de fournir un critère de performance
des systèmes de production modélisés.
Les dioïdes Zmin et Zmax ont des propriétés particulières : le monoïde (D,⊗)
est en fait un groupe et le calcul de la racine pe d’un élément (∀p ∈ N) y est
donc possible. Considérons la propriété (π) suivante, valable ∀p ∈ N,∀a ∈ D :
(π) : l’équation xp = a possède une solution unique dans D, notée a1/p.
Nous pouvons maintenant déﬁnir le rayon spectral ρ(M) d’une matrice M .
Définition 73 (Rayon spectral). Soit (D,⊕,⊗) un dioïde ayant une structure
de groupe pour le monoïde (D,⊗) avec la propriété (π). Le rayon spectral de M
est la quantité :
ρ(M) =
n⊕
k=1
(
tr
(
Mk
))1/k
,
où tr
(
Mk
)
désigne la trace de la matrice Mk, c’est-à-dire la somme (au sens
de ⊕) de ses éléments diagonaux.
Le théorème suivant, dû à Gondran et Minoux, est un résultat classique
concernant les matrices irréductibles.
Théorème 27 ([GM77, CDQV83]). Si une matrice M à coefficients dans D
est irréductible, alors elle admet pour unique valeur propre λ son rayon spectral
ρ(M).
En d’autres termes, λ correspond généralement au poids moyen minimum
ou maximum des circuits de G(M).
λ = min
k∈[1,n]
min
ik∈S
Mi1i2+Mi2i3+···+Miki1
k dans Zmin,
λ = min
k∈[1,n]
max
ik∈S
Mi1i2+Mi2i3+···+Miki1
k dans Zmax.
Par analogie avec la notion de chemin critique (pour les problèmes d’or-
donnancement statiques de type PERT [Gia88, Chapitre 4]), le ou les circuits
possédant ce poids sont appelés « circuits critiques » du système. Ce sont les
circuits critiques qui limitent les performances du système et la valeur 1λ =
1
ρ(A)
est la cadence maximale qui puisse être obtenue pour le système global.
Le théorème 27 est connu comme étant l’analogue du théorème de Perron-
Frobenius, qui considère des matrices à coeﬃcients dans R+ (cf. [Gan59, Bap98]
et [GP97, Section 3.7]).
Remarque 44 (Cas réductible). La cas plus général où M est réductible a été
traité dans la thèse de Stéphane Gaubert [Gau92]. Les résultats énoncés dans
le cas réductible s’appuient sur une décomposition du graphe de précédence de
M en composantes fortement connexes, chacune de ses composantes pouvant
avoir une valeur propre donnée. En particulier, si M est réductible, la formule
précédente donne la plus grande valeur propre.
La généralisation à des cas de dimension inﬁnie a été traité dans [MS92,
KM97, AGW05]. L’analyse spectrale a aussi été étudiée dans d’autres dioïdes
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que les « classiques » Zmax et Zmin. Geert Jan Olsder a par exemple réalisé cette
étude dans le dioïde « min-max » [Ols91, Ols93].
L’établissement d’une valeur propre deM permet d’évaluer le comportement
périodique d’un GET en régime autonome lorsque la condition initiale X(0) est
vecteur propre. Il est légitime de se demander comment se comporte le graphe
(et donc le système) pour une condition initiale quelconque, c’est-à-dire quand
X(0) n’est pas vecteur propre de M . La déﬁnition suivante fournit une aide
pour l’interprétation de la réponse à cette question.
Définition 74 (Cyclicité [CDQV83, Section 4.3]). Pour toute matrice irréduc-
tible M à coefficients dans D et de valeur propre λ, il existe deux entiers c et
N (avec N strictement positif) tels que
Mn+c = λc •Mn,∀n ≥ N.
L’entier c est appelé cyclicité de M . On dit aussi que M est périodique d’ordre
M .
Si M est irréductible, on peut donc écrire en régime autonome :
X(k) = Mn+cX(k − n− c)
= ρ(M) •X(k − c).
Autrement dit, en régime autonome, pour k suﬃsamment grand (c’est-à-dire
k ≥ N),
X(k + c) = c× λ+X(k).
Ainsi, la déﬁnition 74 nous permet de dire que le système atteint, après un
régime transitoire ﬁni 6, un régime périodique dans lequel sa cadence correspond
à sa valeur propre, que l’on peut calculer algébriquement. En d’autres termes,
quand le réseau est dans un état correspondant à un vecteur propre de la matrice
représentant sa réponse impulsionnelle, le passage à l’état suivant, sous l’action
de la matrice, consiste à activer toutes les transitions du GET représentant
ce système un nombre de fois égal à la valeur propre, dans un modèle fait de
compteurs, ou à décaler toutes les dates de la même quantité, dans un modèle fait
de dateurs. L’évolution d’un réseau dans un état propre est ainsi synchronisée
et périodique. Il est à noter qu’une étude similaire sur les cadences des systèmes
de production était déjà menée par Raymond A. Cuninghame-Green dans les
années 60 [CG62].
A.3.2 Considérations algorithmiques
Un état de l’art plus conséquent concernant les algorithmes permettant d’ob-
tenir la valeur propre d’une matrice dans un dioïde peut être trouvé en an-
nexe B.2. Nous ne ferons donc que survoler ici le moyen de calculer de la valeur
propre d’une matrice.
Si l’on dispose de la valeur propre d’une matrice, on peut grandement accé-
lérer les calculs permettant d’obtenir les états futurs du système correspondant.
En eﬀet, son évolution ne passe plus par l’équation (A.13), basée sur la ne puis-
sance d’une matrice, mais par l’équation (A.14), basée sur la ne puissance d’un
scalaire.
6. après la production de N produits
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L’algorithme le plus connu et le plus utilisé est celui de Richard M. Karp,
conçu à la ﬁn des années 70 [Kar78]. Sa complexité est en O(n3), où n est
le nombre de sommet du graphe considéré. À l’heure actuelle, cet algorithme
présente toujours l’un des meilleurs compromis entre temps d’exécution, facilité
d’implantation sur machine et généricité de la méthode.
Par ailleurs, on pourra noter que la longueur du régime transitoire ne peut
pas être estimée à priori. Même pour un très petit système, la phase transitoire
peut être arbitrairement longue. Ainsi une simulation sur ordinateur peut mettre
un temps considérablement long à fournir des évaluations correctes de la cadence
de production d’un système, alors que le calcul algébrique fournissant ce résultat
peut être très simple, en utilisant par exemple l’algorithme de Karp [Coh95,
Section 8.5.2].
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Annexe B
Compléments de
bibliographie sur la théorie
des dioïdes
Certains aspects bibliographiques ou relevant de l’état de l’art ont retenu
notre attention, mais ne sont pas directement liés aux contributions présentées
dans cette thèse. Ainsi, il nous a tout particulièrement paru intéressant d’étu-
dier par quelle suite de contributions théoriques nous en sommes arrivé à la
théorie actuelle des dioïdes. Malgré l’existence de nombreuses bibliographies sur
le sujet, nous justiﬁons l’intérêt de cette partie par quelques publications qui
n’avaient jusqu’alors pas été prises en compte. Un état de l’art sur les diﬀérents
algorithmes permettant de calculer la valeur propre d’une matrice à coeﬃcients
dans un dioïde a aussi été eﬀectué et intégré dans cette annexe.
B.1 Un historique de la théorie des dioïdes
La structure algébrique des dioïdes est encore peu habituelle, malgré des cas
d’application de plus en plus nombreux dans les systèmes complexes contempo-
rains, de fabrication humaine pour la plupart. Il nous a donc paru intéressant
de proposer une remise en contexte de la théorie des dioïdes et de présenter les
contributions scientiﬁques successives qui ont permis d’aboutir à cette théorie.
Certaines publications nous ont particulièrement aidé à réaliser cette annexe.
Nous pouvons citer parmi elles [GM84, CMQV89, GP97, Pin98].
B.1.1 Fondements théoriques
Les dioïdes intègrent à la fois plusieurs branches de l’algèbre et peuvent être
considérés sous plusieurs angles.
Tout d’abord, ce sont des structures algébriques, c’est-à-dire des ensembles
munis de lois et de propriétés. Les diﬀérentes générations de mathématiciens
Grecs furent parmi les premières à prendre conscience du fait que certains
nombres n’ont pas les mêmes caractéristiques ; créant ainsi des catégories de
nombres, qui correspondent généralement aux ensembles que l’on manipule ha-
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bituellement de nos jours (N, Z, Q, R, etc.). Cependant, la théorie des ensembles
ne date que de la ﬁn du 19e siècle, suite à une publication fondatrice de Georg
Cantor en 1874 [Can74]. Les travaux de Georg Cantor déﬁnissent une théorie qui
est, de nos jours, qualiﬁée de naïve, car elle ne permet pas de résoudre un certain
nombre de paradoxes. Ainsi, Ernst Zermelo proposa une théorie axiomatique des
ensembles pour palier ce problème [Zer08] 1.
Les dioïdes sont aussi des structures ordonnées, tout comme les treillis. Ces
premiers ont donc pu proﬁter des développements apportés aux treillis [Bir40],
telle que la théorie de la résiduation [Tar55].
Les ensembles de valeurs des dioïdes ne possèdent pas d’éléments négatifs 2.
On peut donc faire le lien entre les matrices à coeﬃcients dans un dioïde et les
matrices positives [Min88], dont les premières mentions datent du 19e siècle.
En remarquant que la loi ⊗ dont est muni un dioïde n’est pas nécessairement
inversible, on peut également faire référence aux structures non inversibles ou
aux matrices singulières.
En outre, les structures algébriques de dioïdes sont par construction des
demi-anneaux, mais ne peuvent pas être identiﬁées aux structures plus spéci-
ﬁques telles que les corps et anneaux, bien connus de nos jours. Les recherches
sur les demi-anneaux ont ainsi souﬀert de la notoriété de ces autres structures
et un regain d’intérêt n’est apparu que dans les années 50 [Shi54, CG60, CG62,
CH65, Pet67]. On peut aussi trouver quelques travaux traitant plus précisément
des demi-anneaux sur des ensembles booléens [Yoe61, RF68], sur lesquels sont
basés certains dioïdes de séries.
Les débuts de l’application de la théorie des dioïdes sont présentés dans la
partie suivante.
B.1.2 Premières diffusions de la théorie des dioïdes
Premières applications concrètes
Dans les années cinquante, on commença à constater que certains problèmes
d’optimisation discrète pouvaient être linéarisés dans un demi-anneau idem-
potent dont les opérateurs étaient choisis en fonction des besoins. Plusieurs
travaux semblables ont été entrepris en parallèle, sans connaissance les uns des
autres, et plusieurs écoles ont ainsi émergé. Ceci a engendré diﬀérentes appel-
lations à être utilisées pour décrire les mêmes entités, pour se stabiliser autour
d’« algèbre des dioïdes ».
Au cours d’études sur les réseaux de communication, Shimbel fut l’un des
premiers à étudier des réseaux de communication en utilisant plus ou moins
explicitement ces structures en 1954 [Shi54]. Toute une famille de problèmes
basés sur la recherche d’un plus court chemin dans un graphe ont amené, en
France, à donner à cette structure peu familière le nom d’« algèbre des che-
mins » [Gon75a, Gon75b], comme ce fut le cas dans une étude de Carré au
début des années 70, portant sur la recherche de chemins extrémaux et posant
les concepts de ce qu’il a appelé “path algebra” dans ses publications en langue
anglaise [Car71, BC75, Car79].
Un autre pionnier fut l’Anglais Cuninghame-Green. Dès le début des années
60, il publia une approche basée sur ces structures algébriques, et lui donna le
1. cet article fut traduit bien plus tard en anglais et commenté dans [Zer67]
2. en ce sens qu’il n’existe pas de valeur plus petite que ε, élément neutre de la loi ⊕
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nom de “minimax algebra” [CG60, CG62]. Cependant ces travaux furent restés
sans développement jusqu’à la ﬁn des années 70 [CG76, CG79]. Il fut l’un des
premiers à retranscrire dans un dioïde les notions d’analyse spectrale (valeur
propre, vecteur propre, etc.).
Débuts des « écoles » françaises
Le terme « dioïde » est une spéciﬁcité française. À l’étranger l’appellation
« demi-anneau idempotent » l’emporte encore de nos jours. Jean Kuntzmann
a été le premier à donner une déﬁnition d’un dioïde, en 1972 [Kun72], pour
désigner une structure algébrique diﬀérente de celle que nous déﬁnissons dans
cette thèse. Selon Kuntzmann, un dioïde est constitué d’un ensemble E muni
de deux lois de composition internes ⊕ et ⊗, telles que (E,⊕) est un monoïde
commutatif et (E,⊗) est un monoïde avec une propriété de distributivité à
gauche et à droite de ⊗ par rapport à ⊕. C’est en quelque sorte un double
monoïde. La déﬁnition de Kuntzmann est moins contraignante, car il n’impose
pas à la somme d’être idempotente, ce qui permet aux monoïdes associés aux
deux lois d’être des groupes 3. Dans le courant des années 70, ces études ont été
reprises par Gondran et Minoux. Dans ses premiers travaux publiés sur ce su-
jet, Minoux utilisait l’expression « structures algébriques généralisées » [Min76],
sentant bien que ces nouvelles structures étaient justement plus faibles que les
corps ou les anneaux. Puis ils ont utilisé le terme « dioïde » [GM77, GM78],
pour faire référence à une structure algébrique un peu moins restrictive que
la nôtre. En eﬀet, Gondran et Minoux n’imposent pas non plus à la somme
d’être idempotente (ils ne font que l’hypothèse d’un préordre canonique 4). Ce
sont aussi ces deux chercheurs qui ont fourni les contributions algébriques né-
cessaires à l’application d’une théorie spectrale dans les dioïdes. En eﬀet, cette
dernière nécessite la déﬁnition d’un moduloïde [GM77], pendant pour les dioïdes
de l’espace vectoriel d’un corps, aﬁn de manipuler des vecteurs, et en particu-
lier des vecteurs propres. Le bidéterminant, utilisé pour des matrices d’éléments
de demi-anneaux et correspondant au déterminant dans un corps, est apparu
pour la première fois dans [Kun72] et a été remis à contribution dans les tra-
vaux de Gondran et Minoux [GM78, GM79]. Comme il n’existe pas de nombre
négatif dans un dioïde, on ne peut pas réaliser de soustraction, comme on le
ferait pour un déterminant classique. Ceci impose donc découpler les termes
« positifs » des termes « négatifs », qui sont regroupés dans les deux termes
du bidéterminant. D’autres correspondances entre les déterminants, bidétermi-
nants, polynômes caractéristiques et bipolynômes caractéristiques peuvent être
trouvées dans [GM02, chapitre 2].
La première référence explicite à la déﬁnition d’un dioïde ayant une somme
idempotente remonte à 1985, dans les écrits de Cohen et al. [CDQV85b]. Se
référant aux travaux de Cuninghame-Green, cette équipe de chercheurs de l’IN-
RIA, formée autour de Guy Cohen, s’est oﬃciellement créée en 1981 et a pro-
longé les cas d’application de cette structure algébrique dans le cadre de pro-
blèmes manufacturiers présentant des synchronisations [CDQV83, CMQV84,
3. dans son livre, ce qui se rapproche le plus de notre appellation a été appelé « gerbier »,
dont l’élément blanc est l’élément neutre de la somme
4. étant donné un monoïde commutatif (M, ∗), on peut toujours définir une relation de
préordre (c’est-à-dire réflexive et transitive), notée , grâce à la loi ∗, telle que ∀a, b ∈M, a 
b⇔ ∃c ∈M : b = a ∗ c.
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CDQV85a, CMQV89]. L’idée forte, remontant au mois d’août 1981 [CGQ99],
fût de montrer qu’en changeant de structure algébrique, le comportement de
certains systèmes à événements discrets pouvait être décrit à l’aide d’équations
devenues linéaires. L’attention était portée sur l’évaluation de performances,
dans une conﬁguration déterministe. En particulier, [CDQV85a] présente l’ana-
logie fondamentale existant entre la théorie des SDED et la théorie linéaire
conventionnelle. Les SDED sont de nature monotone. En théorie classique des
systèmes, le temps est la variable de base évoluant dans un seul sens et les
autres variables peuvent évoluer en fonction du temps dans n’importe quelle
direction à n’importe quel instant. Paradoxalement, les premières descriptions
linéaires des SDED basées sur la structure algébrique « max-plus », notée Zmax
et munie des deux lois max et +, avaient pour domaine de base les événements
et non le temps. On manipulait donc des dateurs. Cette datation portait sur
les événements successifs (comme la réalisation d’un nouveau produit ﬁni) et
permettait d’obtenir des variables d’état. Il a été montré pour la première fois
dans [CMQV86] qu’une autre représentation d’état basée sur des variables in-
dexées par le temps (des compteurs) était possible. Il est très vite apparu utile
de pouvoir disposer d’une représentation graphique de ces phénomènes décrits
par des équations dans Zmax. En parallèle à quelques résultats représentés sous
forme de graphes de précédence des matrices caractéristiques des états des sys-
tèmes [CDQV83, CDQV85b], Didier Dubois proposa le formalisme des réseaux
de Petri [DS83], et ce fut ﬁnalement la sous-classe des graphes d’événements tem-
porisés qui fut adoptée [CMQV84, CDQV85a] 5. Cette sous-classe a fait l’una-
nimité par la suite [CMQV89, Gau92, BCOQ92], jusqu’à nos jours. C’est aussi
cette équipe de chercheurs qui développa en premier les notions de polynômes et
de séries formelles dans les dioïdes [CMQV84, CDQV85b, CMQV86, CMQV89],
aﬁn de passer d’une représentation de systèmes sous forme de réponse impul-
sionnelle à des fonctions de transfert, via des transformées semblables à la
transformée en Z de l’automatique classique des systèmes discrets. Ceci per-
met de regrouper en un seul et unique élément toute la dynamique générale
d’un système, au lieu d’étudier son comportement pour chaque valeur pos-
sible de ses entrées. De nombreuses publications issues du laboratoire LISA
à Angers sont basées sur l’utilisation de séries formelles dans les dioïdes appro-
priés [Cot99, Lah00, CHBF01, Lho03, LHCJ04, Hou06, BCL08b]. Par ailleurs,
dès le rapport de recherche [CDQV83], ces chercheurs ont proposé une transposi-
tion d’un certain nombre de résultats de la théorie spectrale, dans les structures
algébriques de dioïdes, en se basant sur la déﬁnition d’un moduloïde proposée
par Gondran et Minoux [GM77].
B.1.3 Les autres écoles dans le monde
En parallèle aux recherches issues d’Europe de l’Ouest a émergé une autre
école, en Europe centrale et de l’Est. Les premiers écrits pouvant être rappor-
tés à cette école remontent au années 60 et 70 et font référence à ce qui était
appelé « l’algèbre extrémale » [Vor63, Vor67, Vor70, Zim76]. Il est à noter que
dans [Zim76] en particulier, les axiomes à la base des dioïdes utilisés sont encore
plus forts que ceux de Cohen et al. (qui sont eux-mêmes plus forts que ceux Gon-
5. bien que publié postérieurement, la rédaction de l’article [CDQV85b], n’utilisant pas de
RdP, a dû être complétée bien avant
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dran et Minoux) : la loi ⊗ est commutative et a⊕ b = a ou b 6, ce qui garantit
le caractère total de l’ordre de ce dioïde (la déﬁnition plus générale de Cohen et
al. ne permet que de dire que cet ordre est partiel). On peut aussi trouver dans
cette école d’autres études sur les chemins dans les graphes [Rom67, Zim81].
Certains de ces écrits présentaient déjà des études concernant la recherche de
valeurs propres de matrices. Mais ce n’est qu’au début des années 90 que les
premiers ponts se sont eﬀectués et que les chercheurs d’Europe de l’Ouest ont
commencé à référencer les travaux de leurs homologues situés dans des pays plus
orientaux (Maslov est cité dans [BCOQ92] et Samborski˘ı est cité dans la thèse de
Stéphane Gaubert [Gau92]). Il est à noter que des ponts ont aussi physiquement
été passés, avec l’exemple de Peter Butkovič, qui est passé à la même période de
l’université Košice (en actuelle Slovaquie) à celle de Birmingham en Angleterre,
pour rejoindre Raymond A. Cuninghame-Green avec qui il a écrit un certain
nombre d’articles en co-auteur 7. À partir de la ﬁn des années 80, d’autres scien-
tiﬁques ont cherché à développer dans le domaine continu de nouvelles branches
de l’analyse non linéaire en se basant sur des structures algébriques de dioïdes.
Victor Maslov fut l’un des premiers à se lancer dans ces recherches. On lui doit
le concept de mesure idempotente [Mas87a], ainsi que la transposition dans des
demi-anneaux idempotents du principe de superposition [Mas87b], et du prin-
cipe de correspondance de Bohr, bien connu en mécanique quantique [RN76].
Kolokol’tsov et Maslov, dans leur article [KM89] ont nommé cette approche
analyse idempotente. Trois ouvrages de référence à ce sujet furent édités par
la suite. Un par Maslov et Samborski˘ı [MS92] (incluant un article de Vassili
Kolokol’tsov [Kol92]), un deuxième édité par Kolokol’tsov et Maslov [KM97] et
un autre de Jeremy Gunawardena [Gun98] (incluant un article de Litvinov et
Maslov [LM98]). On peut aussi citer les travaux de Grigory Litvinov, dont deux
publications majeures qui suivirent : [LMS99, LMS01]. Par ailleurs, Gondran et
Quadrat ont aussi travaillé sur cette approche 8. Pour conclure sur cette école,
les liens entre les études physiques et ces mathématiques idempotentes ont été
clairement publiés dans un livre récent de Litvinov et Maslov : [LM05].
Suivant un regain d’intérêt dans les années 90, la recherche d’un chemin de
poids maximal (c’est-à-dire le meilleur débit dans un ﬂot) passe par l’utilisation
d’une structure algébrique munie à la fois des lois max et min (ainsi que de
l’addition classique). Le chercheur Néerlandais Geert Jan Olsder est l’un des
chercheurs les plus reconnus pour avoir travaillé sur ces aspects [Ols91, Ols93,
HOvdW05]. En se basant sur ces travaux, Jeremy Gunawardena a aussi apporté
des contributions à ce domaine [Gun93, Gun94a, Gun94b], en plus de ses autres
travaux sur l’analyse idempotente.
De l’école « tropicale », dont le Brésilien Imre Simon est le chercheur le plus
renommé, est issue dans le courant des années 80 la notion de « demi-anneau
tropical ». La parenté de ce terme est attribuée à la fois à Christian Choﬀrut,
qui aurait proposé ce terme à Imre Simon [Sim88] et à Dominique Perron, qui
aurait utilisé cette appellation en l’honneur d’Imre Simon lui-même [Pin98],
après que ce dernier ait résolu un problème resté longtemps ouvert en théorie
des langages [Sim78]. Cette structure algébrique est essentiellement appliquée
dans le domaine de la théorie des langages et des automates [Sim78, Sim88,
6. on dit dans ce cas que la loi ⊕ est sélective
7. dont une liste est disponible à l’adresse http://web.mat.bham.ac.uk/P.Butkovic/Pubs.
html
8. cf. [GM02, Chapitre 7] pour plus de détails à ce propos
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Sim94] et correspond à ce que Gondran et Minoux appellent un « dioïde sélectif-
inversible » [GM02]. Le dioïde le plus communément appelé ainsi est le dioïde
(N ∪ {+∞},min,+) [Max04], mais on peut aussi trouver dans la littérature
les noms de dioïde « équatorial » ou « polaire », respectivement appliqués aux
dioïdes Zmin et (N ∪ {−∞},max,+) [Mas86, Kro94].
B.1.4 Contributions plus récentes
Grigory Litvinov, en se basant sur les travaux de Sobolevski˘ı, est aussi à
la base de l’application dans une structure algébrique de dioïde de la théorie
d’une analyse par intervalles [LS01]. L’objectif est de pouvoir prendre en compte
des incertitudes (erreurs de modélisation et/ou variations paramétriques) en les
incluant dans des intervalles. Ces deux chercheurs ont aﬃrmé que les solutions
d’équations basées sur des intervalles dans un dioïde peuvent être calculées en
un temps polynomial, c’est-à-dire bien plus rapidement que dans le corps des
réels. Mais cette aﬃrmation est à nuancer par le fait que deux modèles à mêmes
valeurs, mais basés sur deux structures algébriques diﬀérentes, ne représentent
pas les mêmes problèmes. Il n’est donc pas question de donner une complexité
inférieure à un problème en changeant simplement de point de vue (ici, de
structure algébrique). Ces travaux ont été repris par Mehdi Lhommeau pour
la synthèse de contrôleurs robustes, utilisés pour à des systèmes présentant des
incertitudes [LHCJ04, Lho03]. Ce dernier a en particulier utilisé pour modèle
graphique des graphes d’événements temporisés, dont le nombre de jetons et
les temporisations associées aux places sont supposés évoluer dans un intervalle
déﬁni au moment de la modélisation [Lho03, LHCJ04].
Comme en automatique classique, il est possible de synthétiser une com-
mande des systèmes. Concrètement, cette commande consiste à contrôler les
entrées aﬁn d’atteindre des performances spéciﬁées au préalable. Dans le cadre
d’une problématique en juste-à-temps, cela consiste à retarder le plus possible
l’entrée des jetons tout en respectant certains critères (comme la cadence).
Ainsi, pour une consigne donnée et un système dont on connaît les caracté-
ristiques, il s’agit de trouver quelles sont les entrées attendues. En quelque
sorte, il est question d’inverser le système étudié. Cette pratique repose donc
lourdement sur la mise en pratique de la théorie de la résiduation. Plusieurs
types de commandes sont possibles, comme la commande optimale en boucle
ouverte introduite dans [CMQV89], la synthèse d’un pré-compensateur opti-
mal [Lib96, Cot99, AM03], la synthèse d’un correcteur de type retour de sor-
tie [Cot99, CHBF01, AM03, Lho03], la commande en présence de perturba-
tions [Lho03] ou la synthèse de contrôleurs robustes pour des systèmes incertains
dans un dioïde d’intervalles [Lho03, LHCJ04].
Aﬁn de réaliser des comparaisons entre fonctions, et non juste entre certaines
valeurs de ces fonctions (par exemple pour connaître entre deux repères le temps
de séjour pour un produit ou l’évolution d’un stock), une théorie du second
ordre a été développée au début des années 90 [Plu91b, CGQ93]. Reposant sur
l’opérateur classique de soustraction, les calculs de la théorie du second ordre
reposent aussi sur la théorie de la résiduation, par obtention de la pseudo-inverse
du produit (qui correspond à l’addition dans les dioïdes Zmax et Zmin). Cette
théorie a été réutilisée à partir de la ﬁn des années 90, en particulier pour
obtenir un critère de stabilité d’un modèle [Cot99, section 4.2] ou pour déﬁnir
des marges [SMCH05]. Cette théorie a aussi été mise à contribution dans cette
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thèse, aﬁn de calculer des temps de séjour maximaux entre deux capteurs d’un
système de production.
B.1.5 Bilan
Le dioïde le plus réputé étant le dioïde Zmax, dit « max plus », il existe
une tendance à réutiliser ce nom pour tout ce qui touche de près ou de loin à
une modélisation dans un dioïde. On parle ainsi d’« algèbre max plus » et de
«max plus linéarité »[BCOQ92]. Cependant il n’existe pas entre toutes les écoles
présentées de consensus sur ce terme. C’est pourquoi nous avons utilisé dans
cette thèse la formule la plus neutre possible 9, à savoir « structure algébrique
de dioïde » (ou plus simplement « dioïde » quand le contexte s’y prête).
Pour ﬁnir, nous citons quelques ouvrages de référence. [BCOQ92] a permis
de fédérer derrière un seul cadre algébrique les diﬀérentes communautés étudiant
les SED (celles utilisant la théorie des ﬁles d’attente, les ordonnancements, . . .).
Cet ouvrage donne un considérable exposé des SED linéaires dans un dioïde et
déterministes ou stochastiques tout en présentant de nouveaux résultats comme
la symétrisation. L’ouvrage édité par Maslov et Samborski˘ı est la partie la plus
visible du travail considérable de l’école de l’« analyse idempotente ». La col-
lection d’articles éditée par Jeremy Gunawardena, quant à elle, consiste en la
première vision d’ensemble des diﬀérentes approches et traditions sur le su-
jet [Gun98]. Il est aussi possible de consulter [CG79, Gau92, GM02, HOvdW05]
pour obtenir de plus amples informations sur les dioïdes.
B.2 Aspects algorithmiques du calcul de la va-
leur propre d’une matrice dans un dioïde
Nous ne comptons pas présenter une bibliographie détaillée des diﬀérentes
approches permettant de calculer la valeur propre d’une matrice dans un dioïde.
Un état de l’art conséquent, réalisé en 1998 par Dasdan et Gupta, pourra être
trouvé dans [DG98]. Nous ne présentons donc ici que les approches les plus
classiques, et celles qui n’ont pas été étudiées dans ce dernier article.
B.2.1 Algorithme de Karp et quelques dérivés
L’algorithme le plus connu est celui qui a été proposé par Richard M. Karp
à la ﬁn des années 70 [Kar78]. Il s’applique à des matrices à n lignes et n co-
lonnes et correspond à la recherche d’un circuit de poids moyen minimal dans
un graphe. Sa complexité est de l’ordre de O(n3) 10, dans tous les cas. Une
méthode basée sur l’application de cet algorithme a été présentée dans [GM79]
et [BCOQ92]. De nos jours, peu d’autres algorithmes ou de cas particuliers per-
mettent d’obtenir une meilleure complexité algorithmique. Cependant, on peut
citer les exemples suivants : quand tous les poids des arcs d’un des circuits
9. afin, entre autre, de ne pas avoir à utiliser le terme « algèbre » qui signifie aussi une
structure algébrique munie de deux lois de composition interne et d’une loi de composition
externe ; ce qui n’est pas le cas ici
10. plus précisément, elle est en O(n × m) où n et m sont respectivement le nombre de
sommets et le nombre d’arcs du graphe, qui possède donc n2 arcs dans le pire des cas où tous
les sommets sont reliés les uns aux autres
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sont égaux au maximum des coeﬃcients de la matrice, ou quand les coeﬃcients
de la matrice prennent au plus deux valeurs distinctes, cette complexité est
réduite à O(n2) [BCG92]. Un autre exemple, aussi présenté dans [BCG92], per-
met d’utiliser un algorithme en O(n), quand les coeﬃcients aij de la matrice
sont séparables ; c’est-à-dire quand on peut les formuler de la manière suivante :
aij = ui + vj ,∀i, j ∈ [1, n].
La complexité de l’algorithme de Karp est ﬁxe, quel que soit le graphe consi-
déré. Néanmoins, il est décrit dans [DG98] un algorithme mettant à proﬁt les
coeﬃcients nuls de la matrice d’adjacence de ce graphe, aﬁn d’obtenir une com-
plexité de cas moyen en O(n2). Bien entendu, la complexité du pire des cas de
ce dernier algorithme est aussi en O(n3). Malgré tout, l’algorithme de Karp est
généralement préféré face à ce dernier, car il est plus simple à implanter.
B.2.2 Autres types d’algorithmes
Un autre algorithme, basé sur la méthode d’itération sur les politiques d’Ho-
ward, a aussi été développé dans [CTCG+98]. Cet algorithme montre de très
bon résultats expérimentaux, mais aucune preuve de sa complexité algorith-
mique n’a encore pu en être formulée ; seule une estimation de cette complexité
est proposée par ses auteurs. On constate en pratique que cet algorithme pré-
sente un temps d’exécution moyen en O(n2) et un temps d’exécution au pire
évalué de l’ordre de O
(
n2 log(n)
)
. D’un point de vue empirique, cet algorithme
est meilleur que l’algorithme de Karp mais rien ne permet encore de l’aﬃrmer
formellement dans le cas général.
Une méthode dite « des puissances » a aussi été développée et appliquée dans
un certain nombre de structures algébriques. Elle est notamment utilisée dans
le corps usuel [GvL83], dans les dioïdes Zmax [BO93] et (Z,max,×) [EvdD99,
EvdD01] et dans la structure algébrique (min,max,+) [SvdW00]. Dans le cas
du dioïde (Z,max,×) par exemple, la valeur propre d’une matrice est le poids de
moyenne géométrique maximum des circuits de sa matrice d’adjacence. C’est le
deuxième cas d’étude qui nous intéresse plus particulièrement dans le cadre de
cette thèse. Cet algorithme peut être résumé ainsi : on applique les diﬀérentes
puissances d’une matrice A à un vecteur d’état initial X(0) arbitraire, jusqu’à
obtenir une relation de cyclicité, c’est-à-dire quand ∃p, q ∈ N avec p > q ≥
0 et c ∈ R tels que X(p) = c⊗X(q) (cf. la déﬁnition 74). Aﬁn d’obtenir la valeur
propre, il suﬃt de diviser le gain c par la diﬀérence entre les deux paramètres p
et q obtenus. Ainsi λ = cp−q . Sa complexité algorithmique est en O(n
4) [EvdD01,
Section 2]. Cet algorithme a pour principal but de donner l’ensemble des vecteurs
propres d’une matrice associés à sa ou ses valeurs propres. C’est pourquoi il
présente un certain intérêt face à l’algorithme de Karp, bien qu’il soit bien plus
lent.
L’algorithme présenté par Olsder et al. dans [ORvE99] a aussi pour but de
trouver un circuit critique d’un graphe et de calculer l’ensemble maximal de
vecteurs propres linéairement indépendants 11 associés à la valeur propre d’une
matrice d’adjacence A de ce graphe. Cet algorithme possède une complexité en
O(n3) [EvdD01], et est basé sur la procédure de Floyd-Warshall [GM79, page
58] 12. Il peut être résumé de la manière suivante. On considère tout d’abord
11. voir [GM78] pour la notion d’indépendance linéaire dans un dioïde
12. et [RF68] pour plus de précision sur l’algorithme en lui-même
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une première valeur propre candidate en prenant le maximum des valeurs de la
diagonale de A (si cette diagonale ne contient pas que des coeﬃcients égaux à ε,
sinon on prend le minimum de tous les coeﬃcients de A). Ensuite, on calcule la
matrice A′ = A−µJ où J est la matrice ne contenant que des coeﬃcients égaux
à 1. Enﬁn on calcule les séries successives
⊕l
k=1A
′k, pour l variant de 1 à n,
en s’arrêtant à la première série dont les éléments de la diagonale contiennent
au moins une valeur positive. Si l’on a eﬀectué le calcul de la série jusqu’à n et
qu’il n’y a pas de valeur positive dans la diagonale, alors µ est valeur propre de
la matrice A. Sinon, il faut recommencer le calcul de ces séries en remplaçant
la valeur de µ par la valeur du poids moyen du circuit contenant le sommet
correspondant à l’une de ses valeurs positives (on modiﬁe donc aussi la valeur
de A′).
On peut aussi noter l’existence d’algorithmes permettant de calculer la ca-
dence (donc seulement la valeur propre) de systèmes dans la structure algébrique
(min,max,+) [Gun94a, GG98, Gun94b].
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Modélisation de conflits et calcul de bornes dans les systèmes de
production par la théorie des dioïdes
Les systèmes de production de type flow-shop sont des systèmes déterministes qui
peuvent être modélisés analytiquement de manière relativement aisée dans une struc-
ture algébrique de dioïde. Les opérations dont est muni un dioïde sont essentiellement
basées sur des phénomènes de synchronisation et de délai, ce qui permet d’aboutir à
un modèle linéaire. Cependant, les systèmes de production manufacturiers présentent
de plus en plus d’éléments hétérogènes en interaction et font ainsi partie d’une classe
plus générale de systèmes, les job-shops. Ces interactions se caractérisent parfois par
des conflits ; dès lors, une modélisation analytique linéaire n’est plus possible.
En considérant un système à conflits, non plus directement, mais via ses com-
portements extrémaux, il est possible d’en obtenir une modélisation approchée, qui
est linéaire dans un dioïde d’intervalles. Moyennant l’utilisation de règles d’affecta-
tion des ressources partagées et de politiques de routage appropriées, nous définissons
des modèles linéaires de ces sections. On propose un modèle approché, dans un dioïde
d’intervalles, de ces systèmes complexes, afin de bénéficier des contributions théoriques
des structures algébriques de dioïde.
Par ailleurs, les réseaux de Petri forment un outil graphique privilégié pour la
représentation des systèmes dynamiques à événements discrets que sont les systèmes
de production. Nous proposons une définition de la sémantique d’une sous-classe bien
particulière de ces réseaux : les graphes d’événements temporisés à incertitudes tem-
porelles, qui permettent de retranscrire des relations exprimées dans un dioïde d’in-
tervalles.
En somme, notre contribution permet d’étudier certains job-shops, alors que les
possibilités actuelles se limitaient à l’étude de flow-shops.
Mots-clés : Modélisation formelle, routages, ressources partagées, structures algé-
briques de dioïdes, analyse par intervalles, réseaux de Petri.
Modelling of Conflicts and Bounds Estimation in Production Systems
Thanks to Dioid Theory
Flow-shops are manufacturing deterministic systems which can be analytically
modelled in a fairly easy way, in a dioid algebraic structure. Dioids are endowed with
operations mostly based on synchronisation and delay phenomenon, which leads to
a linear model. Nevertheless, production systems consist of an increasing number of
heterogeneous and interacting elements, which turns them into job-shops. These in-
teractions are sometimes conflicts ; therefore, an analytical model cannot be designed
any more.
Not considering accurately a system with conflicts, but rather thanks to its ex-
tremal behaviours, the former can be modelled in an approximated way, which turns
to be linear modelling in a dioid of intervals. Provided the use of appropriate sha-
red resources assignment rules and routing policies, we define linear models of those
sections. We give an approximated model, in a dioid of intervals, of those complex
systems, which allows for using dioid algebraic structure theory contributions.
Besides, discrete event dynamic systems, and in particular production systems,
are often depicted by Petri nets. We define in this thesis the semantics of a particular
sub-class of Petri nets : timed event graphs with time uncertainties, which correspond
to systems of relations expressed in a dioid of intervals.
Finally, our contribution allows for the study of some job-shops, while it was only
possible to study flow-shops.
Keywords : Formal modelling, routing, shared resources, dioid algebraic structures,
interval analysis, Petri nets.
Discipline : Génie informatique, automatique et traitement du signal.
