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1. INTRODUCTION 
In ,4], Marcus and Pierce presented some information about the 
elementary divisors of associated transformations on symmetry classes 
of tensors. In [Z], Marcus introduced a generalization of the associated 
transformation, which he subsequently used to obtain some inequalities 
for submatrices. The main purpose of this paper is to extend the results 
of Marcus and Pierce to the transformations of [Z]. The principal results 
appear in Section 3. 
2. A GENERALIZATION OF THE ASSOCIATED TRANSFORMATIOX 
Let F be an algebraically closed field of characteristic 0, and suppose 
I’ is a vector space of dimension n over F. If m is a positive integer, let 
@“I/ denote the mth tensor power of V (the space of m contravariant 
tensors over I’ rl]). For x1,. . , x, E I/, x1 @ . . * @ x, will denote the 
tensor product of the indicated vectors. Let H be a subgroup (of order h) 
of the symmetric group S,, and let x: H + F be a character of degree 1, 
I.e., a homomorphism of H into the multiplicative group of nonzero 
elements of F. 
If rJ E s,, there exists a linear transformation Q(o): @“I’ + @“I’ 
having the property 
for arbitrary xi E V, 1 < i < m. Let 
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One can easily verify that @ = 0. Denote the range of 0 by V’,“(H). 
Then Vxm(H) is called the symmetry class of @I~V with respect to H and x. 
Ifx,,...,x,EV,letx,*...*x,=Ox,~...~~3C,. Itisastandard 
calculation to verify that for u E H, 
X0(1) * * * * * X0(,) = x(0)x1 *. * * 9 x,. (2.1) 
Let r,,, denote the set of m-tuples whose components are integers 
chosen from 1,. . , n. Let G,,, be the subset of r,,, of nondecreasing 
m-tuples, i.e., a = (ai,. . , K,) E G,,, if 1 < cti < . . * < tl, < PZ. Let Qrn,* 
be the subset of G,,, of strictly increasing m-tuples. Finally, let D,,, 
be the subset of r,,, consisting of those m-tuples in which no integer 
is repeated, i.e., if CC E D,,, and if cli = aj, then i = j. 
If (TE S, and CIE r,,,, let 
An equivalence relation is induced in r,,, by H as follows: if CC, /J s r,,,, 
then tc c /J’ (mod H) if MO = B for some CJ E H. Let d be the system 
of distinct representatives of the equivalence classes (mod H) of r,,, 
chosen so that M Ed if cc is first in lexicographic (alphabetical) order in 
its equivalence class. Let H, be the subgroup of H which stabilizes cc, 
i.e., H, = (0 E H: cd’ = CL}. Suppose V(E) is the order of H,. Let 
6= 
r 
MEA: CX(U)#O 
EH, 
If ~9 and 9 are positive integers, let 
T 9,IQ =h: kmt(m) 
1 t=1 
where wznt(a) is the number of occurrences of 
<4 \ I’ 
t in cc. Let p,,Jd) be the 
number of elements in the set T,,,. Let p2, = P~,~. Observe that, if 
0 E Qcn, the number of elements in {a E 6: c?i m,,(a) < q} is also 
equal to pP,Jd). 
If e,, . . , e, is a basis for V, it is well known [3] that {e,* = e,, * . . - ;ic 
tkm: ct E 6) is a basis for Vx”(H). For convenience, let 28 = {]jJz/y(a)e,*: 
c( E A}, where 9 is assumed to be ordered lexicographically. 
Examples. If H = {identity}, then Vxm(H) = @“I/ and d = r,,,. 
If H = S, and x = sgn, then Vxm(H) is the mth exterior power of V 
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and d = Qm,n. If H = S, and x = 1, then Vxm(H) is the mth symmetric 
power of V and d = G,,,. 
Let L(V) be the set of linear transformations from V to V. Suppose 
T, E L(V), 1 < i < m. There is a linear transformation fli!!, Ti in 
L(gmV) having the property 
5’ Ti(x, 8 . * . @ x,) = Tlx, @ . - . @ T,x, 
for arbitrary xi E V, 1 < i < m. Suppose now that 1 < r < m, w E D,,,, 
and S, TEL(V). Define fl,(.S, T) EL(@“V) as follows: 
J7J.5, T) = fi’ Ti, (2.2) 
i=l 
where Ti = T if i E w, and T, = S if 1 < i ,( m and i $ W. Let 
6,(S, T) = c fl,(S, T). 
WEQr,??l 
LEMMA 2.1. If u E S,, w E D,,,, let c?(w) = (I,. . . , a(q)). Then 
QkWcAS, T) = K+.(,,,F, TK?k4. 
Proof. Suppose xi E V, 1 < i < m. Then, from (2.2), 
W)17,(S> T)xl @. . * @ x, 
=Q(o)T,x, @3... 63 Tmx, 
= Tn-i(+o-l(1) 8 .* . @ T,-~~,,+~,,. (2.3) 
Observe T,_,cij = T if i E C?(W), and T,-,Ci, = S if i $ C+(W). Hence (2.3) 
is precisely 
COROLLARY 2.1. 6&S, T)O = Od,(S, T). 
Proof. Lemma 2.1 together with the observation 
Linear Algebra and Its Afiplications 4(1971), 393-406 
THEOREM 2.1. (i) 6,(S, T)Vlxm(H) C Vxm(H) and, if xi E V, i < i < m, 
(ii) &(S, 7-)x1 *. . . * x, = c Sx, *. . . * Txut *. - . * Sx,, 
WEQr,?E 
where t owns from 1 to Y. 
Proof. Since {xi * *. . * x,: xi E V, 1 < i < m} is a spanning set 
for V/‘,“(H), (i) is a consequence of (ii). But (ii) follows immediately from 
Corollary 2.1 and the definitions. 
We come at last to the item of interest. Let O,(S, T) be the restriction 
of 6,(S, T) to Vxm(H). Observe that d,(S, T) is the associated transforma- 
tion K(T) EL(V,‘“(H)). Let d,(S, T) = K(S). If S happens to be the 
identity transformation I, then A$, T) is the generalization of K(T) 
introduced by Marcus [2]. Let A,(T) = A,(I, T). 
Observe that, if X, Y, S, T E L(V) and 0 < Y < m, 
K(X)d,(S, T)K(Y) = O,(XSY, XTY). (2.4) 
Let A and B be the matrices of S and T, respectively, in the ordered 
basis (e,, . . . , e,}. Denote by d&4, B) the matrix of d,(S, T) in the 
ordered basis 9. If M, p E 6, we compute the cc, /3 entry of A,(A, B). We 
have 
Sej = 2 aijei, Tej = i b,,e,, l<i<% 
t=l k=l 
where A = (aij), B = (bkj). 
where cu‘ is the (m - r)-tuple in Qm_r,m. containing the integers comple- 
mentary to those in w and 
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Observing that e, * = 0 if y E il \A, (2.5) becomes 
Let X,,,,, = X,,,. Then (2.6) shows that the tc, fi entry of o,(A, B) is 
(2.7) 
If a, P 6 r,,,, C E M,(F) (the $2 x n matrices over F), denote by 
C[ccl/?] the PPZ x m matrix over F whose i, jth element is C,+. Let 
p(C) = rank C and q(C) = nullity C. 
3. STATEMENTS 
THEOREM 3.1. Let t be an indeterminate oveY F. If S, TEL(V), then 
K(S + tT) = 5 P&.(S, T). 
r=n 
THEOREM 3.2. If A and B are upper triangular (lower triangular), 
then d,(A, B) is ut. (Lt.). In this case, if A,, = Ai and Bii = pi are the 
eigenvalues of A and B, respectively, then the eigenvalues of A,(A, B) are 
(3.1) 
We make two observations about Theorem 3.2. The first is that, if 
there is an invertible U E M,(F) for which U-lAU and PIBU are 
both u.t. (Lt.) then, by formula (2.4), the eigenvalues of d,(A, B) are 
given by (3.1). (If AB = BA, such a U always exists.) The second 
observation is that, if A = I, the eigenvalues of A,(B) are E,(pu,], . , pa,), 
written E&J, as M runs in 6. (Here E, is the familiar elementary sym- 
metric function.) 
THEOREM 3.3. If V is a unitary space the following statements are true: 
(i) If A and B are hermitian, so also is A,(A, B). 
(ii) If A and B are nonnegative (positive) definite, so also is A,(A, B). 
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(iii) If A and B are commuting normal matrices, then A,(A, B) is 
normal. 
THEOREMS 3.4. If 1 < Y < m, x = 1, S, TEL(V), and A,(S, T) is 
nonsingular, then T is nonsingular. 
Of course, since A,(S, T) = A&T, S), Theorem 3.4 is symmetric. 
Theorem 3.4 is not true without the assumption x = 1, nor is its converse 
true. 
Example 3.1. Let B = diag(1, 1, - 4, 1). Let Y = 2, m = 3, H and 
x be arbitrary. The sequence (1, 2, 3) E Q3,4~ 6. By expression (3.1), 
Ez(l, 1, - 4) = 0 is an eigenvalue of A,(B). 
Example 3.2. Let A = diag(1, 1, l,O), B = diag(O, 1, 1, 1). Let m = 3, 
Y = 2, H = S,, x = sgn. By Theorem 3.2, A2(A, B) is diagonal. In 
view of expression (3.1), one sees A2(A, B) = diag(1, 1, 1, 2), A,(B) = 
diag(1, 1, 1, 3). 
THEOREM 3.5. If 1 < r < m and B = 0, then A,(A, B) = 0. If x = 1, 
0 < Y < m, and A,(A, B) = 0, then one of A, B is zero. 
The second statement of Theorem 3.5 is no longer true if x # 1. 
Example 3.3. If x = sgn, H = S,, 
A = Iv--lx+1 + On--r+w--r+l, 
then A,(A) = 0. 
Example 3.4. Let x = sgn, H = S,, m = n. Then A,(A) = (tr A). 
In spite of these examples we have 
THEOREM 3.6. Let 1 < r < m < n, m + Y < PZ, and A,(A) = 0. Then 
P(A) < 7. 
Before listing the main results (a collection of partial converses to 
Theorem 3.2) some likely conjectures will be laid to rest with the following 
example. 
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Example 3.5. Let n = m = 2, Y = 1, H = S,, x = 1. Let 
Then ili(A, B) = diag(O, l,O). 
Example 3.5 also is a counterexample to the suggestion that formula 
(3.1) is always the set of eigenvalues for d,(A, B). 
THEOREMS 3.7. If 1 < r < m and x = 1, then A has linear elementary 
divisors if and only if A,(A) has linear elementary divisors. 
COROLLARY 3.1. If x = 1, then A has linear elementary divisors if and 
only if K(A) has linear elementary divisors. 
Proof. Set 7 = m in Theorem 3.7. This result was first proved in [4]. 
THEORE~I 3.8. If m < n, then A has linear elementary divisors if 
and only if d,(A) has linear elementary divisors. 
THEOREMS 3.9. Suppose n - 1 > m 3 Y > 1 or Y = m = n - 1. 
Assume that the nullity of A,(A) is less than p,(d). If A,(A) has linear 
elementary divisors, then A has linear elementary divisors. 
It will be shown that the hypothesis q(A,(A)) < ,+(a) implies that 
p(A) > Y. Some results are available with the weaker hypothesis. 
COROLLARY 3.2 (Marcus and Pierce [4]). Let m < n a?td p(A) > m. 
If K(A) is diagonalizable, then A is diagonalizable. 
THEOREMS 3.10. Su$pose H = S,, x = sgn, 1 < Y < m < n - 1 OY 
7 = m = n - 1, p(A) > Y, and d,(A) # 0. If A,(A) has linear elementary 
divisors, then A has linear elementary divisors. 
THEOREM 3.11. Suppose F is the field of complex numbers, 1 < 7 < m, 
x = 1, and that A and B have nonnegative eigenvalues. If A,.(A) and 
A,(B) have the same elementary divisors, each of which is linear, then A 
and B have the same elementary divisors, each of which is linear. 
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THEOREM 3.12. sztppose x = 1 and d&f, B) is 1.t. (ut.). Then 
one of A, B is 1.t. (ut.). If, in addition, m > Y > 0, the following are true: 
(i) If A is lzot Lt. (u.t.), then B is nilpotent. 
(ii) If B is not Lt. (u.t.), then A is nilpotent. 
COROLLARY 3.3. Su@ose x = 1 and A,(A, B) is diagonal. If m > 
Y 2 1 and neither A nor B is nilpotent, then A and B aye diagonal. 
COROLLARY 3.4. If x = 1, m > Y >, 1, and A,(A, B) is both diagonal 
and nonsingular, then A and B aye diagonal (nml nonsingular). 
4. PKOOIjS 
Except for a trivial modification, Theorem 3.1 is proved in i2j. 
To prove Theorem 3.2, let .Sei = il,e, _t ui, Tei = piei + uui, where 
bli, vi E (e,, . . , ei_i), the subspace spanned by the indicated vectors. 
(In the 1.t. case, zti, vi E (e,+i,. ., e,).) If aE 6, 
A,(S, T)e,* 
in which 9 is a linear combination of tensors e,,+ where y E r,,, and 
yi < ai (yi 3 tci in the Lt. case), 1 < i < m, with at least one strict 
inequality. 
We now separate the two cases. If A and B are u.t., i.e., if yi < SC+, 
1 < i < m, then y < tc (in the lexicographic order). Suppose 7~ E H is 
such that y” E A. Then y” < y < cc. Let f: Fm,, + A be the function 
which assigns to y E r,., its equivalent element in A. Then D C (eY* : 
y < M) = (eftYjs: y < a) (by formula (2.1)). Hence QC (eB*: fi E A, 
B < a) = (eo*: DE/J, B < CL) since eg* = 0, /3 E A \a. This gives the 
result for the u.t. case. 
For the 1.t. case, suppose 7c E H is such that y” E A. We have yncij > 
c(,( ij, 1 < i < m. Hence y” > an > cc Letting f be as above, 9 C (ey* : yi >, 
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ai, l~i~~)=(e,(,,*:yi~cr,, l~i~~)c(e,*:BEd,p>CC)= 
(eB*: fi E /i, p > CC). H ence formula (4.1) gives (3.1). Q.E.D. 
The proofs of Theorems 3.3(i) and 3.3(’ ) ii are essentially contained in 
[2]. To prove (iii) one simply applies (ii) of Theorem 2.1 with the observa- 
tion that ST* = T*S. 
To prove Theorem 3.4, suppose x E V is not zero but TX = 0. Then 
?G * . . f 9 x is a nonzero element of I/‘*“(H). But, according to Theorem 
2.l(ii), 13,(S, T)x *. * * * x = 0. 
One easily sees from formula (2.7) that the first statement in Theorem 
3.5 is true. If neither A nor B is zero, let i be minimal such that Ai, # 0 
for some k. Let j be minimal such that Aij # 0. Let p and q satisfy 
similar conditions for B. Assume first that q = i. Since d,(A, B) = 
o&B, A), we may assume i < $J. Let cc = (i, . . , i, 9,. . , p) E G,,,, 
where the integer $ occurs Y times. Let B = (i, . . . , i) E G,,,. Observe, 
by the choice of p, that i < p implies Bij = 0. From (2.7) we conclude 
that the tl, p entry of d,(A, B) is a nonzero multiple of BpgrAijm--‘. This 
contradiction leads us to assume q # i. Again, since d,(A, B) = 
d&B, A), we may assume q > I. Let P = (i, . . , i, 4,. . , q) E G,,,, 
where m,(/3) = Y. Let y = (i,. . , i, 9,. . , ~5) E r,,,, where m,(y) = Y. 
There exists zz E H such that CC = 1~” E n = 6. By the choice of q, BDj = 0. 
Moreover, when i < 9, Bij = Big = 0; when i > p, Apj = A,, = 0. 
Hence, in (2.7), X,,, = 0 unless 
(x a(q) - P, /3,, = q, ‘%(,t’) = i, /3,,, = i. (4.2) 
In the event formula (4.2) holds, X,,, = BDQrAijm--r. But (4.2) does hold 
at least once, namely when cr = x-l and cc) = (WZ - r + 1,. . , vz). Q.E.D. 
To prove Theorem 3.6, we need to establish the following lemma 
which is of some independent interest. 
LEMMA 4.1. Suppose 1 < Y < m < n or Y = m = n. Let II,. . , A, 
be elements of F, not necessarily distinct. Su$$ose 
E&l = 0, for all Y E Qm,w (4.3) 
Then n - Y f 1 of Al,. ., 2, aye zero. 
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Proof. If m = Y, formula (4.3) says n:i A,, = 0, y E Qnz,,. Hence 
there are strictly fewer than m nonzero A’s. If 7 = 1 and m < n, it is 
trivial to show ii = * * . = il, = 0. The general case is proved by induction 
on n. Suppose Lemma 4.1 true for n = k - 1, where k > 3. Suppose 
1 I,. . ., 1, GF and Er(l,) = 0, y E Qnz,k, where 1 < r < m < k. Let 
t( E Qm+l,k and let ai = (ai,. . . , K~_~, ccitl,. . . , R%+~). Then 
(4.4) 
But E,(l,,) = 0. Summing both sides on i, (m + l)E,+i(&) = (m - Y). 
E,+l(&). Hence ET+l(&) = 0. Therefore, by (4.4), E,+l(l,-Z) = 0, c( E 
Q m+~.7cl or J%+IV,J = 0, Y EQ,,~. Replacing r by Y + 1 and so on in the 
argument above, we finally obtain E,(il,) = 0, y E Qna,k. We may now 
assume, without loss of generality, that A, = 0. Let /l EQ,+~,~_~. By 
(4.3)> E,(&,>. . , &,+,> A,) = 0. Hence 0 = ET(&). Apply the induction 
assumption. Q.E.D. 
We proceed to the proof of Theorem 3.6, By (2.4), we may assume 
A is in Jordan form, all the zero eigenvalues occurring first. Let t be the 
number of nonzero eigenvalues. By Theorem 3.2 and Lemma 4.1 we know 
t < Y. Suppose rank A [I,. . , n - t/l,. . ., n - t] >, Y - t. Then there 
exists y E Q1_t,n_t_l for which A,i.Yi+l = 1, 1 < i < Y - t. There are at 
most 2(~ - t) integers in (1,. . ., n - t} of the form yi or yi + 1 for some i. 
Hence there are at least n - 2r + t integers in (1,. . , w - t} which are 
not of the form yi or yi + 1. But +z - 2r + t > m - Y. So there exist 
m - Y integers si, . . . , s +-T < n - t which are not of the form yi or yi + 1. 
Let ~EQ~,~ be formed from yi,. . ., Y?_~, sl,. . . , s,_,, 12 - t + 1,. . ., n, 
and p E Qm,, from y1 + 1,. . . , yT--t + 1, sl,. . . , sm+ a - t + 1,. . . , 12. 
It is now straightforward to show [ii,(A)],, # 0. 
Before proceeding to the proof of Theorem 3.7, consider the following 
lemma, a proof of which may be found in [4]. 
LEMMA 4.2. Let X E M,(F). Sq,+pose X is upper triangular and 
possesses an eigenvalue il of algebraic multiplicity greater than 1. Saqb.pose 
that, for some iE{l,. . .,p - I}, 
a x 
x[i,;+lJi,i+l]= o ~ , 
i 1 (4.5) 
where x + 0. Then X has a rtonlinear elemerttary divisor corresponding 
to i. 
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In view of Theorem 3.2 and formula (2.4), it remains to prove sufficiency 
in Theorem 3.7. If A is not diagonalizable, we may assume A is in Jordan 
form with A,,, = A,_l,n_l = i and A,_1,, = 1. If Ajj = 0, 1 < i < 
n - 1, then (see (3.1)) d,(A) = 0. By Theorem 3.5 this implies A = 0, 
but A,_l,, = 1. Suppose A,, # 0. Take CI, PEG,,, C d as follows: 
ct = (i,. . ., i, n - l), p = (i,. . . , i, ?%). Observe that p immediately 
follows GC in the lexicographic order. It is straightforward to compute that 
[&V)l,, = 0 f [d@)l,,, and [d,(A)],, = [dT(A)lsa. Since A is u.t., 
d,(A) is u.t. Lemma 4.2 is contradicted. Q.E.D. 
To prove sufficiency in Theorem 3.8 we again assume A is in Jordan 
form, An_l,n_1 = A,,, = 1, A,_1,, = 1. Let cc = (1,. . . , m - 1, n - l), 
p = (1,. . .) M - 1, n). Then [Al(A)],, = [LI~(A)]~~ and [d,(A)],, = 1. 
Again, Lemma 4.2 is contradicted. 
The proof of Theorem 3.9 is similar to those of Theorems 3.7 and 3.8. 
We may assume (Theorem 3.8) that Y > 1. Assume A is in Jordan form, 
A -A n-l,n-1 - n,n = 1, An-I,, = 1. For convenience, let Aii = &, 1 < 
i < n. The heart of the argument is to show the existence of c( E d such 
that u,=n-1, c+<n-1 for i<m, and 
L&J. .9 &,_J # 0. (4.8) 
If no such cc exists, then in particular, 
&,(&) = 0, PEQ~-l.n-2. (4.7) 
In view of Lemma 4.1, formulas (4.7) imply that (n - 2) - (Y - 1) + 
1 = n - r of Ai,. . . , An_2 are zero. For y E 6, E,(il,) has no chance of 
being nonzero unless & f 0 for at least r of the integers yi,. . . , ym. 
In particular, there are at least p,(d) zeros in 
Since d,(A) is diagonalizable, and (4.8) is the set of eigenvalues of d,(A), 
we have that the nullity of d,(A) . 1s not less than p,(d), contradicting the 
hypothesis. 
Now, let p = (c(r,. ., a,_l, n). It is clear that p E d since a is first 
in its equivalence class. Also clear is the fact that H, = H,. Hence 
p E d and is, furthermore, the sequence immediately following a in the 
lexicographic order. 
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Observe (since il = An-r = A,) that [O,(A)lGa = E,(&) = E9(A,) = 
[AT(A)I Furthermore, [d,(A)l,, = ET_l(jla,, . . , jlam_-l). Q.E.D. 
LEAWA 4.3. Suppose A has rank ~3. Let X E M,(F) be arbitrary. Then 
the nullity of 0,(X, A) is not less than p,,,(d), and the nullity of K(A) is 
equal to p,.,(d). 
Proof. There exist nonsingular U and I/ in M,(F) such that UAV = 
B = diag(1,. . ., 1, 0,. . ., 0), where rank B = p. From (2.4), rank 
0,(X, A) is equal to rank A,( UXV, B). If a, /I E 6, the a, fi entry of 
A,(UXV, B) is a sum of terms each of which contains a factor of the 
form 
where G’E H and co EQ,,,. Therefore, unless 
the a, p entry of A,(UXV, B) is zero, i.e., there are at least ~~).~(6) zero 
rows in A,(UXV, B). 
The eigenvalues of K(B) are 
This product is zero if and only if yt > p for some t E { 1,. . . , m}, if and 
only if 
if and only if YE T,,,. Q.E.D. 
LEMMA 4.4. Sz@ose n >, p > q 3 m. Then p,,,(d) < p,,,(d). 
Proof. Let a = (1,. . ., m - 1, q + 1) EQ,.,C~. Thenag T,,,\T,,, 
and the inequality is strict. Q.E.D. 
Observe that (1,. . , 9%) E T,,, \T,,, whenever p < r < m < n. Hence 
if m < n and p < Y, then p,(d) < p&d). Combining this with Lemma 
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4.3, we see that the hypotheses of Theorem 3.9 imply that the rank of A 
is greater than Y. 
To prove Corollary 3.2, set Y = PPZ in Theorem 3.9. It remains to 
prove that the nullity of K(A) is less than p,(d). Let 9 = rank A. 
Since $ > m, Lemma 4.4 yields ~,,~(d) < pm(a), but the former is the 
nullity of K(A) by Lemma 4.3. Q.E.D. 
The proof of Theorem 3.10 is very similar to the arguments above. 
We come to Theorem 3.11. By Theorem 3.7, we may assume that A 
is similar to C = diag(ci,. . . , c,) where ci > . * * > c,, and B is similar 
to D = diag(d,, . , d,) where dl > * . * > d,. Since d,(C) is similar to 
d,(D), their largest eigenvalues must be equal, i.e., 
Hence ci = d,. Suppose ci = di, 1 < i < k < n. Then 
E&G) = E&G)> all ~Edllr,,,. 
Of the remaining eigenvalues of d,(C) and O,(D), the largest of each, 
respectively, must be equal. Hence 
where ci (d,) appears m - 1 times. Hence ck+i = d,+i. Q.E.D. 
To prove Theorem 3.12 it is helpful to observe (and straightforward 
to prove) that, if x = 1, 
&(A, B)T = &(A? BT)> 
where the superscript ‘IT” indicates transpose. It therefore suffices to 
prove only the lower triangular part of the theorem. 
We first dispose of the cases Y = 0 and Y = m. Suppose K(B) is 
1.t. Suppose 1 < i < i < n. Let tc = (i, . . , i) E G,,,, /_I = (i, . . . , y’) E G,,,. 
Then a < fi in lexicographic order. Therefore 0 = [K(B)],, = Bijm. 
Assume now that 0 < Y < m and d,(A, B) is lower triangular. Since 
d,(A, B) = LI,_,(B, A), there is no loss of generality if we assume that 
A is not 1.t. Let i be minimal such that there exists k > i for which A ik # 0. 
Let j be the largest such k. 
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Let v. = (i, . . . , i) E G,,,,, /I’ = (j,. . ., j) E G,,,,. In formula (2.7), 
for every CJ E H, m E QT,m. Hence 
But cc < fi. Thus, Bi, = 0. 
Suppose, now, fi < i < j < q. Let b = (j, . . , j, q, . , q) E Gma,, where 
q appears with multiplicity y. Let y = (i, . . , i, p,. . , $) E r,,,, where 
mD(y) = Y. Since x = 1, /‘I = /l. Hence there exists ?c E H such that 
c( = y” E if. Clearly tl < /3. From (2.7), 
But ADj = A,, = 0 by our choice of i. Furthermore, Ai, = 0 since 
q > j. Therefore, as w runs in Qr,n, and c in H, the only possible nonzero 
value of X,,, is 
But, if o = n-l and w = (WZ - Y + 1,. . , ~a), then this value is achieved. 
Hence B,, = 0. 
The proof of Theorem 3.12 is completed by an exhaustive consideration 
of cases to show B,, = 0 whenever ~5 < q. Arguments similar to those 
presented in the two example situations above will carry the day. 
Corollary 3.3 follows immediately from Theorem 3.12. Corollary 3.4 
is a result of Theorems 3.12 and 3.4. 
REFERENCES 
1 W. H. Greub, Multilinear Algebra, Springer-Verlag, New York, 1967. 
2 Marvin Marcus, Inequalities for submatriccs, in Oved Shisha (ed.), Tnequalities II, 
Academic Press (New York, 1970), 223-240. 
3 Marvin Marcus and Henryk Mix, Generalized matrix functions, Trans. Amev. 
Math. Sm. 116(1965), 316-329. 
4 Marvin Marcus and Stephen Pierce, Elementary divisors of associated transforma- 
tions, Linear Algebra and Its Applications 2(1969), 21-35. 
Received August, 1969 
Linear Algebva and Its Af.$lications 4(1971), 3R3p406 
