The purpose of this paper is to reveal an eigenvalue problem corresponding to a perturbed Laplace operator −∆ − Q for a linear bounded operator Q on L 2 (Ω). To verify the invertibility of the perturbed operator and explicitly evaluate its inverse norm, we evaluate the eigenvalues of the revealed problem based on Liu's approach with certain a priori error estimates. The accuracy is further improved using Lehman-Goerisch's method. The proposed method is applied to inverse norm estimation for a system of elliptic equations.
These methods can be classified into projection based methods, which use projection error estimations, and eigenvalue based methods, which evaluate corresponding eigenvalue problems directly. The third author of this paper has previously proposed a projection based method in a general Banach space setting [10] . Although this method would give a rough estimation of the inverse norm, it is widely applicable to both integral equations and differential equations. Another projection based method was proposed by Nakao, Hashimoto, and Watanabe [8] , giving a sharper evaluation of the inverse norm using constructive a priori error estimates for numerical approximation approaches such as finite element methods (FEMs) to elliptic equations on Hilbert spaces. On the other hand, the first eigenvalue based method was proposed by Plum [12, 15] , providing a different approach from projection based methods. It should be remarked that this method was proposed before the projection based methods mentioned above. Plum revealed a self-adjoint eigenvalue problem corresponding to the inverse norm L −1 L(H −1 ,H 1 0 ) , and estimated its absolute minimal eigenvalue using a homotopy based method [11] . Note that the non-self-adjoint eigenvalue problem with b = 0 is more complicated than b = 0; more concretely, when b = 0, the corresponding self-adjoint problem must include the biharmonic operator A 2 , and therefore a troublesome consideration of higher-order approximations is unavoidable to estimate the desired eigenvalue. Subsequently, Liu and the third author of this paper proposed an a priori error estimation method for evaluating the eigenvalues of the weak Laplacian A as an operator from H 1 0 (Ω) to H −1 [7] . By applying this method to estimating the absolute minimal eigenvalue for the same problem, L −1 L(H −1 ,H 1 0 ) was successfully evaluated when b = 0 [19] . The eigenvalue evaluation method in [7] was further extended to a more general setting by Liu [6] , which will play an important role in the objective of this paper. It is worth noting that the accuracy of the eigenvalues estimated using these methods can be further refined using Lehman-Goerisch's method [2, 5] . In fact, Lemman's bound is optimal in the sense that, for a fixed set of approximate eigenfunctions, no better estimations may be obtained (see, [5, 13, 14] ). Thus if more accuracy is required, one can implement a refinement step. This is a remarkable advantage of eigenvalue based methods.
The last setting we consider is when L is regarded as an operator from D(A) to L 2 (Ω). Before touching the main subject of this paragraph, it is worth mentioning the following relationship between the norms L −1 L(L 2 ,H 1 0 ) = ( L −1 L(L 2 (Ω),H 1 0 (Ω)) ) and L −1
(Ω) (see, e.g., [16] ), which is called the Poincaré constant and can be calulated as C p = 1/ √ λ 0 , where λ 0 is the minimal eigenvalue of A on L 2 (Ω). For example, when Ω = (0, 1) n , we have C p = 1/( √ nπ). Thus, a (probably rough) upper bound for L −1
as estimated using the methods summarized in the previous paragraph. In the function space setting L : D(A) → L 2 (Ω), Watanabe, Kinoshita, and Nakao [20] proposed a projection based method for estimating the inverse norm L −1 L(L 2 ,H 1 0 ) of the self-adjoint or non-self-adjoint operator L = A + b · ∇ + c, and have further developed this method (see, e.g., [21] ). Although projection based methods for estimating L −1 L(L 2 ,H 1 0 ) have been successfully developed, eigenvalue based methods for estimating the inverse norm L −1 L(L 2 ,H 1 0 ) have not been investigated. The main reason for this is the difficulty of determining the corresponding self-adjoint eigenvalue problem.
The purpose of this paper is to reveal the eigenvalue problem corresponding to the inverse norm L −1 L(L 2 ,H 1 0 ) with a slightly different assumption from [20, 21] , and then to apply this to verifying the invertibility of L and finding an explicit estimation of L −1 L(L 2 ,H 1 0 ) . We begin by introducing the settings for the problem. Let Ω ⊂ R n (n = 1, 2, 3) be a bounded domain with a Lipschitz boundary. We define, for a linear bounded operator Q : L 2 (Ω) → L 2 (Ω), the perturbed Laplace operator from D(A) to L 2 (Ω) by
and investigate the eigenvalue problem corresponding to L −1 L(L 2 ,H 1 0 ) . We remark that we admit non-self-adjoint operators Q (and therefore non-self-adjoint operators L) mainly because we anticipate successful application to a system of elliptic equations that can be described using non-self-adjoint operators (see Sections 4 and 5 for these applications). However, we do not consider the case where L includes the gradient term b · ∇, because examining this case would require further study into the explicit and accurate estimation of a constant C satisfying Au L 2 ≤ C Lu L 2 , u ∈ D(A). It should be again emphasized that the norm bound on L −1 is important (and often even essential) for verified numerical computation for both linear and nonlinear elliptic partial differential equations. The eigenvalue problem we reveal in this paper ignores the biharmonic term A 2 requiring high regularity in the domain, and has only real eigenvalues even when L is non-self-adjoint. Therefore, Liu's evaluation method [6] is applicable to the problem. In addition, the accuracy of the estimated eigenvalues can be improved almost optimally using Lehman-Goerisch's method [2, 5] . This improvement leads to an advantage of our eigenvalue based method over projection based methods. Evaluating both lower and upper bounds for the eigenvalues is beyond the scope of this paper, although the upper bounds can be found via the Rayleigh-Ritz method with a simple consideration of a certain Ritz projection error. We focus on accurate lower bounds for the eigenvalues to obtain the desired upper bound on L −1 L(L 2 ,H 1 0 ) . We apply our lower bounds for the eigenvalues to evaluating the inverse norm
The remainder of this paper is organized as follows. In Section 2, we discuss the eigenvalue problem corresponding to the operator norm L −1 L(L 2 ,H 1 0 ) . Next, lower bounds for the eigenvalues of the revealed problem are estimated on the basis of Liu's method [6] in Section 3. In Section 4, the proposed method is extended to systems of elliptic equations. Finally, in Section 5, we provide a numerical example where our method is applied to inverse norm estimation for a system of elliptic boundary value problems of the Lotka-Volterra equation, and compare our method with the method from [21] . while ignoring the biharmonic term A 2 . It is well known that the operator A : (2) is a positive self-adjoint operator with a compact inverse A −1 : L 2 (Ω) → L 2 (Ω). In our method, the operators A − 1 2 : L 2 (Ω) → L 2 (Ω) and A 
where {ψ i } i∈N is the set of eigenfunctions of A completely orthonormalized in L 2 (Ω), and µ i is the corresponding eigenvalues. Note that the definition of A − 1 2 is consistent with that given by the Dunford integral [22, Remark 2.7]. The followings properties of A 1 2 is useful for describing an eigenvalue problem associated with L −1
, it is problematic when using a computer. For example, in the context of FEMs, the finite dimensional problem
The main contribution of this paper is to reveal an eigenvalue problem that avoids A 1 2 (and A 2 ), and to reach our objective of obtaining L −1 L(L 2 ,H 1 0 ) by solving the eigenvalue problem. For this purpose, we define the linear operator T :
which is closed and densely defined on
The following eigenvalue problem corresponds to the desired norm L −1
Because
we avoid the direct calculation of A 2 or A 1 2 .
Theorem 2.1. Let λ min ≥ 0 be the smallest eigenvalue of (4). If λ min > 0, then L is nonsingular and we have
Proof. We consider the smallest constant
A variational method gives us the relation
Therefore, when λ min > 0, we have K T = 1/ λ min (< ∞). This ensures that T is injective; indeed, we have
Thus, it follows that Null(T ) = 0 and Null(T ) = dim Ker(T ), where Ker(T ) = {u ∈ D(T ) | T u = 0}.
Operators A − 1 2 T and T A − 1 2 respectively satisfy
T is a closed densely defined Fredholm operator (see, for example, [18, Lemma 2.4] ). It follows from the generalized Fredholm alternative theorem that Null(T ) = Null(T * ) = 0 (see, for example, [17, Theorem 1.1]). The injection of the dual operator T * implies the surjection of T . Hence, both T and T * are nonsingular.
The norm of T can be evaluated as
Moreover, because we have
L can be expressed as L = T * A 1 2 ; therefore, the non-singularity of A 1 2 and T * ensures that of L. The desired norm can be evaluated as (7) is applied to the third equality. Because both T −1 and (T * ) −1 are bounded linear operators on L 2 (Ω), we have (
Lower bound of minimal eigenvalue
In this section, we estimate a lower bound for the minimal eigenvalue λ min of (4) on the basis of Liu's method [6] . For this purpose, we introduce the following infinite dimensional eigenvalue problem. Let R h :
In fact, the eigenvalues of problem (9) are real. This is confirmed by the following consideration.
Thus, the reality follows from the relationship
We then suppose that there exists a positive constant C h satisfying (
For the modified problem (9), we prepare the following lemma.
Lemma 3.1. The minimal eigenvalues λ min and λ min respectively of (4) and (9) satisfy the inequality
Thus, for the eigenfunction ψ ∈ H 1 0 (Ω) corresponding to λ min , it follows that
Lemma 3.1 allows us to use λ min as a lower bound for λ min . To estimate λ min explicitly, we discretize (9), yielding the problem:
This is equivalent to the following matrix eigenvalue problem:
where D, L, Q ∈ R N ×N are real matrices respectively defined by
and Q T denotes the transposed matrix of Q (See Appendix B). By applying Liu's method [6] to (9) and (11), we obtain the following theorem. 
where σ is a positive number satisfying σ > Q + Q * L(L 2 ,L 2 ) . Then, for the i-th eigenvalues λ (i) h and λ (i) respectively of (11) and (9), we have
Before proving Theorem 3.2 in Subsections 3.1 and 3.2, we make the following remark.
Remark 3.3. Although Theorem 3.2 gives a rough lower bound, particularly when σ is large, the lower bound approaches λ (i) as C h ↓ 0. Moreover, if the lower bound in (13) for i = 1 is positive, then Lemma 3.1 guarantees λ min > 0. This ensures that L is nonsingular, and moreover an upper bound for the norm can be evaluated as
Even if positivity is not confirmed via Theorem 3.2 or if more accuracy is required, we can try to improve the accuracy of the lower bound for λ min using Lehman-Goerisch's theorem [2] .
Proof of Theorem 3.2, Step1 -Applying Liu's theorem to (9)
Because the right inequality in (13) immediately follows from the Rayleigh-Ritz bound, we prove the left inequality. Liu's theorem [6, Theorem 2.1] assumes the positive definiteness of the left operator in a target eigenvalue problem. Therefore, we first add a perturbation so that the minimal eigenvalue of (9) becomes positive. More precisely, we add σ(u, v) L 2 to both sides, and rewrite the problem as
where µ σ = λ + σ and (u, v) Mσ is the bilinear form defined by
We next show that (·, ·) Mσ becomes an inner product of H 1 0 (Ω) for the usage of Liu's theorem.
This ensures that the third term of (u, v) Mσ in (15) is nonnegative and symmetric with respect to u, v ∈ H 1 0 (Ω). Moreover, the inequality σ > Q + Q * L(L 2 ,L 2 ) leads to
Consequently, we confirm that
i.e., the bilinear form (·, ·) Mσ is an inner product, and we may therefore use u Mσ := (u, u) Mσ , u ∈ H 1 0 (Ω) as a norm for H 1 0 (Ω). Let us define a new orthogonal projection R Mσ : H 1 0 (Ω) → V h with respect to (·, ·) Mσ by
Then, by applying Liu's theorem [6, Theorem 2.1] to (14) , inequality (13) holds for a positive number C Mσ satisfying
To complete the proof of Theorem 3.2, we need to confirm that C Mσ in (12) satisfies (17).
Proof of Theorem 3.2, Step2 -Calculation of C Mσ
In this part, we prove that C Mσ in (12) satisfies (17) . First, we define the bounded operator B : L 2 (Ω) → L 2 (Ω) by
which corresponds to the last three terms of (15) and was confirmed in (16) to be positive (i.e., (Bu, v) L 2 >= 0, u, v ∈ L 2 (Ω) ) and self-adjoint.
Lemma 3.4. The operator norm B L(L 2 ,L 2 ) can be estimated by
Proof. We have
The second term can be evaluated as
The relation Q L(L 2 ,L 2 ) = Q * L(L 2 ,L 2 ) ensures (19) .
Lemma 3.5. For all u ∈ H 1 0 (Ω), we have the inequality
Proof. The minimization principle ensures that, for w ∈ D(A),
where the last inequality Bw L 2 ≤ (A + B)w L 2 is confirmed via the spectrum decomposition of the positive self-adjoint operator B (see, e.g., [19, Lemma 1] ). The assertion follows from Aubin-Nitsche's trick. 
Application to system of elliptic equations
We extend Theorems 2.1 and 3.2 so that they can be applied to a system of elliptic equations. For this extension, we introduce some additional notation. Let X = (L 2 (Ω)) m be a direct product space with inner product (u, v)
In this setting, we have the embedding V → X with the inequality φ X ≤ C p φ V , φ ∈ V . We define some operators on these direct product spaces with matrix symbols and operations. For the bounded linear operators Q ij : L 2 (Ω) → L 2 (Ω) (i, j = 1, · · · , m), we represent Q : X → X and its dual operator Q in matrix form as
More precisely, for u ∈ X and Q : X → X, we characterize Qu ∈ X as
The linear operation aQ 1 u + bQ 2 v for a, b ∈ R, Q 1 , Q 2 : X → X, and u, v ∈ X, is defined in the same manner as for matrices. Likewise, the operators A : D(A) (= D(A) m ) ⊂ X → X and A p : D(A p ) ⊂ X → X are defined by
with the same operation rule, where p ∈ { 1 2 , − 1 2 , −1}. Corollary 4.1. Theorem 2.1 holds for L = A−Q with the notational replacements L 2 (Ω) → X, (11) is replaced by the direct product space (V h ) m with the same operation rule described above. The value of C h in (12) is the same as with respect to V h .
Numerical Example
In this section, we present an example where our method is applied to calculating the inverse norm L −1 L(X,V ) derived from a system of elliptic boundary value problems of the Lotka-Volterra equation:
in Ω,
with Ω = (0, 1) 2 . All computations were implemented on a computer with 2.20 GHz Intel Xeon E7-4830 v2 CPU × 4, 2 TB RAM, and CentOS 7.2 using C++11 with GCC version 4.8.5. All rounding errors were strictly estimated using the toolbox kv Library [3] . This guarantees the mathematical correctness of all the results. We constructed approximate solutions for (22) from a Legendre polynomial basis. More concretely, define the set {ψ 1 , ψ 2 , · · · ψ N } of Legendre polynomials by
and define a finite dimensional subspace by V N h := (span(ψ 1 , ψ 2 , · · · ψ N ) × span(ψ 1 , ψ 2 , · · · ψ N )) 2 . Under this setting, approximate solutionsû,v ∈ V 40 h were computed numerically, the graphs of which are displayed in Figure 1 . 
the norm of which we need to estimate to verify the existence of solutions nearby the approximationsû andv. Although L is non-self-adjoint as seen in (23), Corollaries 4.1 and 4.2 are still applicable in this situation. The procedure for obtaining an upper bound for the norm L −1 L(X,V ) is as follows. First, applying Corollary 4.2 to problem (9), we look for some j satisfying
and set ν to be the upper bound of λ (j−1) that is confirmed to be distinct from the smallest eigenvalue λ (1) . Next, we obtain a refined lower bound λ (1) using Lehman-Goerisch's method with ν. In fact, the accuracy of the lower bound improved by Lehman-Goerisch's method depends on neither i nor the accuracy of ν as long as (24) is satisfied (see [2, 13] for details about Lehman-Goerisch's method). Finally, an upper bound for L −1 L(X,V ) is estimated using Corollary 4.1.
Recall that the Poincaré constant C p required in Theorem 3.2 is calculated as C p = 1/( √ 2π) ≈ 0.2251, with strict estimation of rounding errors. The other constants with respect to Q were estimated as follows:
Q L(X,X) ≤ 235.87100479804235, Q + Q * L(X,X) ≤ 358.04325061489772, σI − (Q + Q * ) L(X,X) ≤ 679.02722040687695, where we set σ to be the floating point number corresponding to 358.04325061489772+1. Each decimal number represents the nearest floating point number in 64-bit double precision corresponding to the input. This calculation was carried out dependent not on V h as required in Corollary 4.2 but only onû andv.
The projection based method [21] obtained the results displayed in Table 1 . This method failed to obtain L −1 L(X,V ) for N = 10, 20, 40 because the required condition κ < 1 in [21, (11) in Theorem 1] was not satisfied. The desired norm was obtained when N ≥ 60. The upper bound of L −1 L(X,V ) approaches to ρ, a finite dimensional approximation of L −1 L(X,V ) defined in [21, (10) ], as N → ∞. Although the accuracy of ρ was affected by rounding errors in real computations, it seems not to be large extent because the computation result of ρ for N = 200 was accurately evaluated and included in [0.893301, 0.893311]. Table 2 shows detailed numerical results for our method for different dimensions of V h (= V N h ), where the space V h required in Corollary 4.2 is the space V N h constructed from the Legendre polynomials defined at the beginning of this section. When N = 10, our method failed to find a pair of eigenvalues satisfying (24); therefore, L −1 L(X,V ) was not estimated. For N = 20, 40, 60, 80, 100, our method successfully evaluated pairs of eigenvalues, obtaining better estimations of L −1 L(X,V ) than [21] . This demonstrates that a larger value for N improves the accuracy of the estimation for the eigenvalue λ (1) and the corresponding inverse norm L −1 L(X,V ) . However, our method only requires a low-dimensional subspace V h , compared with the subspace in which the approximate solutions are constructed, to realize sufficient accuracy for the inverse norm L −1 L(X,V ) . It should be noted that the minimum value of N which gave a positive lower bound for λ (1) using only Corollary 4.2 without Lehman-Goerisch's method was N = 180 (N was always a multiple of 10 in this experiment). This implies that Lehman-Goerisch's method has a significant influence on the accuracy of the inverse norm. Recall that Lehman-Goerisch's method is known to be almost optimal given approximate eigenfunctions as long as (24) is satisfied [2, 5, 13, 14] . L(X,V ) with respect to (22) . Each value in columns ν and λ (1) represents the nearest floating point number with 64-bit double precision corresponding to the input. The values in columns C h and L −1 L(X,V ) represent strict upper bounds in decimal form. [6] . The result is summarized in Theorem 3.2. We applied these theorems and Lehman-Goerisch's improvement method to a system of elliptic problems for the Lotka-Volterra equation, and compared our method with the existing projection based method [21] . It can be seen from the numerical results that our method realizes sufficient accuracy for L −1 L(X,V ) using a relatively low-dimensional subspace compared with existing methods. Further application of our method to solution existence proofs for related elliptic problems should be conducted in the future. 
If λ min > 0, then L is non-singular and L −1 L(L 2 ,H 1 0 ) = 1/ λ min . Proof. Consider the smallest constant K that satisfies φ L 2 ≤ K LA − 1 2 φ L 2 , φ ∈ H 1 0 (Ω). The relationship between K and λ min is
Therefore, when λ min = 0, we have K = 1/ √ λ min (< ∞), which ensures that LA − 1 2 is injective. Because LA − 1 2 is a Fredholm operator with index 0, LA − 1 2 (and also L) is nonsingular. Hence, we have L −1 L(L 2 (Ω),H 1 0 (Ω)) = sup φ∈L 2 (Ω)
Remark Appendix A.2. With the exception of a zero eigenvalue, the eigenvalues of (4) coincide with those of (25) as do their degrees of overlap. This can be proved using polar decomposition theory (see, e.g., [4] ).
