A Howell design admitting A51  by Bailey, R.A.
ELSEVIER Discrete Mathematics 167/168 (1997) 65 71 
DISCRETE 
MATHEMATICS 
A Howell design admitting A51 
R.A. Ba i ley  * 
School q[" Mathematical Sciences, Queen Mar)' and Westfield Colleye, Mile End Road, 
London E1 4NS, UK 
Received 7 July 1993; revised 4 February 1996 
Abstract 
There is a regular graph with 12 vertices and valency 6 which has three mutually orthogonal 
1-factorizations. Any pair of these can be interpreted as a Howell design or semi-Latin square. 
The automorphism group of the graph is A5 x Z2; it preserves the above three 1-factorizations 
as a set, interchanging two of them. This can be interpreted as a semi-Latin square isomorphic 
to its transpose with a unique Latin square orthogonal to it. 
1. Introduction 
A semi-Latin square of  size (n x n)/k is an arrangement of  kn letters in an n x n 
square such that 
1. there are k letters per cell; 
2. each letter occurs once in each row; and 
3. each letter occurs once in each column: 
see [17, 3]. I f  no pair of  letters concurs in a cell more than once and k = 2 then 
such a square is also a special sort of  Howell  desiyn H(n, 2n): see [13]. Then it can 
also be regarded as a pair of  orthogonal 1-factorizations of  a regular simple graph with 
2n vertices and valency n. The vertices are letters; the edges are the pairs which concur 
in a cell. The rows are the 1-factors o f  a 1-factorization, as are the columns. These 
1-factorizations are partitions of  the set o f  n 2 edges of  the graph into n sets of  size n. 
A pair of  partitions is defined to be (strictly) orthogonal i f  the size of  the intersection 
of  two subsets, one from each partition, is proportional to the sizes of  the subsets: 
see [16, 4]. Graph theorists define a pair of  1-factorizations to be orthogonal i f  the 
intersection of  two l-factors, one from each 1-factorization, contains at most one edge; 
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Fig. 1. Dodecahedron used in constructing the design. Fig. 2. The circumference defined by {A, L}. 
see [1]. In the case of a Howell design H(n, 2n), the 1-factorizations are orthogonal 
in both senses, because ach row (1-factor in the first 1-factorization) has exactly one 
edge in common with each column (1-factor in the second 1-factorization). 
When n is not equal to 2 or 6, such a Howell design may be constructed by super- 
posing a pair of mutually orthogonal Latin squares of side n. This gives a so-called 
Trojan square [12], which is statistically optimal [10]. This is not possible when n = 6, 
and so there is considerable interest in Howell designs for 12 letters in 36 cells. (The 
statistically optimal Howell designs of this size have been found in [7].) 
One Howell design H(6, 12) has been found independently b several people [2,8,15]. 
Brickell [8] says simply that he 'found' the design and a third 1-factorization orthog- 
onal to the first two. Seah and Stinson [15] used a computer search to find all How- 
ell designs H(6, 12) whose underlying raph has a transitive automorphism group. In 
this way they found this particular design, established that its symmetry group has 
order 60, and found that the underlying raph has a unique set of three mutually or- 
thogonal 1-factorizations, which includes the given pair. In [2], Bailey constructed the 
design using a combination of trial-and-error with arguments about the symmetry of 
the dodecahedron. In this paper, we strengthen the approach of [2] to give a com- 
pletely systematic onstruction of the design. This construction immediately reveals 
the symmetry group of the design and gives a short direct proof of the existence and 
uniqueness of the third 1-factorization orthogonal to the first two. 
2. The design and its symmetry group 
The graph ff is the icosahedron augmented with 6 diagonal edges. It is easier to draw 
the dual form (Fig. 1): the vertices of f# are the faces of the dodecahedron. Two of 
these are joined by an edge in • if they are adjacent faces or if they are antipodal faces. 
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The symmetry group J f  of the icosahedron is A5 x Z2. The extra diagonal edges 
are the only edges of c~ which are not contained in any triangle. Hence, the symmetry 
group of aj is also A5 x Z2. The subgroup of rotations is As. 
The icosahedron may be regarded as a pair of pentagonal pyramids tuck onto op- 
posite faces of a pentagonal antiprism [11, p. 5]. The ten edges that zigzag around 
the antiprism can be characterized as having one end connected to the apex of one 
pyramid, the other end to the apex of the other pyramid. Thus, each pair of antipodes 
in aj (for example, A and L) determines ten nondiagonal edges in the graph (for ex- 
ample, {F, G}) which form the central sections of paths of length 3 joining those 
antipodes. Moreover, the duals of these ten edges form a circuit in the dodecahedron. 
Fig. 2 shows the circuit defined by the antipodal pair {A, L}. Call such a circuit a 
circumference of ~. 
Colour the edges of the circuit in Fig. 2 alternately green and blue, with {F, K} 
green. Then the blue edges plus {A, L} form a 1-factor of a], as do the green edges plus 
{A, L}. Moreover, passing from a green edge to a blue edge round the circumference 
always corresponds to turning right at a vertex of the dodecahedron, while passing 
from blue to green always involves a left turn. 
Elements of ~ which stabilize {A, L} all fix the circumference defined by {A, L}. 
Of these elements, the reflections interchange the blue and green edges, while the 
rotations fix each colour class. Thus, we can define a right semi-circumference to be 
any image under rotations of the set of five green edges; and a left semi-circum[i'rence 
to be any image under rotations of the set of five blue edges. 
Let e be any edge in Fig. 1. The path obtained by traversing e (in either direction) 
and turning alternately left and right at vertices is a circumference: all circumferences 
that contain e are obtained in this way. If the first turn is to the right then the alternate 
edges containing e form a right semi-circumference; otherwise, they form a left semi- 
circumference. Hence, every nondiagonal edge of ~ is contained in one right semi- 
circumference and one left semi-circumference. 
Each right semi-circumference, together with its associated antipodal pair, forms a 
1-factor: call it a right 1-factor. The set of right 1-factors forms a 1-factorization of ?f: 
call it the right 1-factorization. Left 1-factors and the left l-factorization are defined 
similarly. 
Consider the subgroup of rotations in ~ which fix a given antipodal pair P. This 
fixes the set Rp of nondiagonal edges in the right 1-factor through P and acts transi- 
tively on the set of five other antipodal pairs. Thus, every left 1-factor defined by an 
antipodal pair other than P contains precisely one element of Rp. Moreover, the right 
and left 1-factor defined by P have just P in common. Hence, the right 1-factorization 
is orthogonal to the left 1-factorization. 
The design in Fig. 3 has the right l-factorization as rows, the left l-factorization as 
columns. For convenience, the antipodal pairs are allocated to the diagonal cells of the 
square. Thus, the first row is the right 1-factorization defined by {A, L} and the first 
column is the left 1-factorization defined by {A, L}. 
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A L IF  K C H B G D I E J 
G I B J E F H L G K A D 
E K H I D G A F J L IB  C 
D J A E I L C K B F G H 
F G C D A B I J E H K L 
B H G L J K D E A C[F  [ 
Fig. 3. The Howell design. 
For the purpose of finding the symmetry group of the design, it is convenient to 
regard its underlying set as being the set of n 2 edges of f#. A permutation of a set with 
partitions is defined in [6, 4] to be a strong automorphism if it preserves each partition 
individually (this is called a strict automorphism in [9]); if it preserves the set of par- 
titions it is a weak automorphism. Thus, a strong automorphism of a Howell design 
is effectively a triple (p, t~,2) of permutations of rows, columns, letters, respectively, 
such that 
vERNC .~ ~- v2ERpNC~ (1) 
for letters v, rows R and columns C. A weak automorphism of a Howell design is 
either a strong automorphism or a triple (p~, t~ t, 2), where p~ is a bijection from rows 
to columns, xt is a bijection from columns to rows, and 2 is a permutation of letters, 
such that 
vCRNC .'. '.. v2ECx 'NRp t, (2) 
see [5]. With the obvious extension from automorphism to isomorphism, the usual def- 
inition of isomorphism in the literature on Howell designs (as in [15]) corresponds to 
weak isomorphism. 
Each of the 1-factorizations of ~ shown in Fig. 3 is preserved by the rotations in Jt ~. 
They are interchanged by any reflection in ~.  Hence, the strong automorphism group 
of the Howell design is As, while the weak automorphism group is A5 x Z2. Since 
the strong automorphism group acts as a permutation group on rows, this gives an 
interesting way of seeing the faithful transitive representation f A5 of degree 6. 
3. The third 1-factorization 
As the classic construction of lattice designs [18] shows, a set of r mutually or- 
thogonal partitions of a set of n 2 objects into n subsets of size n is equivalent o 
r -  2 mutually orthogonal Latin squares of side n: two partitions consist of the rows 
and columns of an n x n square array, while each other partition corresponds to one 
of the Latin squares, whose letters indicate the subsets in the partition. Thus, any 
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1-factorization of aj orthogonal to the two in Fig. 3 may be shown as a 6 x 6 Latin 
square with the property that, when it is superposed on the semi-Latin square in Fig. 3, 
each letter of the new square occurs exactly once in the same cell as each letter of the 
old: each letter of the Latin square gives a 1-factor of ~. We may say that such a Latin 
square is orthogonal to the semi-Latin square (this is consistent with the language of 
orthogonal partitions if the two squares are regarded as having 72 elements each, and 
also with Brickell's terminology of orthogonal multi-arrays). 
Below we show that ~ has a unique 1-factorization orthogonal to those given 
in Fig. 3. It is shown as the Latin square in Fig. 5. For example, letter ~ is the 
l-factorization consisting of all antipodal pairs. By uniqueness, the strong automorphism 
group of the structure with three orthogonal 1-factorizations i  still As, and the weak 
automorphism group still A5 × Z2, which is not transitive on the three 1-factorizations. 
Seah and Stinson [15] showed, by an exhaustive search, that (q has a unique set of 
three mutually orthogonal 1-factorizations. Hence, the set found here, the set found by 
Brickell [8] and the set in [15] are all the same (up to weak isomorphism). Such a set 
is called a Howell cube in [14]. 
Seah and Stinson also remarked that an exhaustive search had found no fourth 
1-factorization orthogonal to all three given so far. This is not surprising, for a set 
of four mutually orthogonal l-factorizations of a simple regular graph with 2n vertices 
and valency n gives a set of four mutually orthogonal partitions of the set of n 2 edges 
and hence two mutually orthogonal Latin squares of side n: there is no pair of mutually 
orthogonal 6 × 6 Latin squares. 
Suppose that there is a 1-factorization A orthogonal to those given in Fig. 3. Regard 
this as an edge-colouring of ft. Let red be the colour on the antipodal pair {A, L}. 
Step 1. There is another antipodal pair which is' a red edge. 
Proof. None of the other five edges incident with A or L is red, because the red 
edges form a 1-factor. Moreover, none of the ten edges in the circumference in Fig. 2 
can be red, because A is orthogonal to the two previous l-factorizations. Of the five 
edges in the circuit (BCDEF) ,  at most two can be red; similarly for the circuit 
(GH 1 J K). A 1-factor has six edges, so there must be at least one other red diagonal 
edge. [] 
Step 2. All antipodal pairs are red. 
ProoL Without loss of generality, let {F, I} be the second red edge. Now, {B, G} and 
{B, H} are on the circumference defined by {A,L}, and {B, C) is on the circumference 
defined by {F,I}. Hence, none of these three edges is red. But {A,B} and {B,F) adjoin 
the red edges {A,L} and {F,I}, respectively, so they are not red either. So the only 
possible red edge through B is {B,J}, an antipodal pair. Proceeding similarly, we find 
that the antipodal pairs through C, D and E are also red. [] 
70 R.A. Bailey~Discrete Mathematics 1671168 (1997) 65-71 
Step 3. In any pentagon of the dodecahedron, the colour on any edge is equal to the 
colour on the unique edge at the opposite vertex of the pentagon that is not contained 
in the pentagon. 
Proof. For each edge e of the dodecahedron, let g(e) be the colour on the edge dual 
to e in the icosahedron. Consider the six edges of the dodecahedron i Fig. 4. The 
edges dual to u, v, w, y and z are concurrent in if, so they have five different colours, 
none of which is red. Also, ;((x) is not red, so g(x) is the same as one of Z(u), g(v), 
Z(w), Z(Y), Z(z) • But Z(x) ~ g(w) and X(x) ¢ Z(Y), because the duals of w, x and y 
form a triangle in the icosahedron. One semi-circumference through x contains v, the 
other contains z. Hence, Z(x) ~ g(v) and g(x) ~ Z(z). This forces Z(x) = Z(u). [] 
The property given in Step 3 gives a unique edge colouring of the dodecahedron 
(hence of the icosahedron) in five colours. Putting the sixth colour on the antipodal 
pairs (Step 2) gives the colouring in Fig. 5. 
It is clear that the strong automorphism group of the set of three 1-factorizations 
acts transitively on the set of five colours other than red. If we had not already known 
the isomorphism class of Jt ~, we could have used this to show that ~ has a subgroup 
of index 2 isomorphic to As. 
Figures 3 and 5 show that the set of three mutually orthogonal 1-factorizations of f# 
can be regarded as a semi-Latin square strongly isomorphic to its transpose together 
with the unique Latin square orthogonal to it. However, the weak automorphism group 
is not transitive on the three 1-factorizations. Using the right 1-factorization and A 
to define the rows and columns, respectively, of the semi-Latin square, and the left 
1-factorization to define the Latin square, gives an essentially different pair consisting 
of a semi-Latin square with a Latin square orthogonal to it. These are shown in Figs. 6 
and 7. Now the semi-Latin square is not isomorphic to its transpose; its strong auto- 
morphism group is still As, but while the action on the rows is transitive, that on the 
columns has orbits of lengths 1 and 5. It is because the semi-Latin squares in Figs. 3 
and 6 are not even weakly isomorphic that the two pairs of squares are essentially 
different. 
z f la6e(7  
7 a¢¢e 
6eCaT¢ 
e¢¢Ta  
¢7e¢6  
Fig. 4. Diagram for the proof of Step 3. Fig, 5. The unique 1-factorization 
of c~ orthogonal tothose in Fig. 3. 
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A L F K C H B G D I E J 
B J C I A D E F H L G K 
D G J L E K H 1B G A F 
C K G H B F D J iA  E I L 
E H A B I J K L F G C D 
F 1D E G L A C J K B H 
Fig. 6. Another Howell design. 
1 2 3 4 5 6  
2 1 6 3 4 5  
3 5 1 2 6 4  
4 6 5 1 2 3  
5 3 4 6 1 2  
6 4 2 5 3 1  
Fig. 7. A Latin square orthogonal to 
the design m Fig. 6. 
Superposing Figs. 3 and 5 gives a semi-Latin square for 18 letters in 36 cells in 
which no pair of  letters concurs in a cell more than once. The superposition of Figs. 6 
and 7 has the same properties. However, these two semi-Latin squares for 18 treatments 
are not even weakly isomorphic, as one is strongly isomorphic to its transpose while 
the other is not. Nevertheless, the method used in [3] to calculate the efficiency factors 
of the first of these semi-Latin squares may also be used with the second one. Thus, 
these nonisomorphic semi-Latin squares have the same efficiency factors, and so are 
equally good from the statistical point of view. 
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