Abstract-In a radio frequency identification (RFID) system, when more than one tag communicates with a reader at the same time, a collision will occur resulting in the failure of that communication. Many anti-collision algorithms, such as Binary Tree (BT), FSA, and DFSA have been used in ISO and EPC standards to prevent such a collision. This paper develops a new anti-collision algorithm based on the BT and the DFSA algorithms. Specifically, all tags are divided into many groups using the DSFA algorithm. Then, the tags in each group are identified using the BT algorithm. Results indicate that the proposed algorithm performs better than the existing ones in terms of the number of used time slots (the less the used time slot, the faster the algorithm).
I. INTRODUCTION Radio frequency identification (RFID) is a technology for automated identification. Typically, an RFID system consists of a reader and tags, which communicate with one another via radio frequency waves. Recently, RFID has been widely used in many applications, such as transport systems, electronic ticketing, access control, animal identification, logistics, and supply chain management [1] .
In the application, where many tags are present in the reader's field, if more than one tag communicates with a reader at the same time, a collision will occur resulting in the failure of that communication. Thus, each tag has to re-send all information to the reader. To prevent this problem, an anticollision algorithm must be used. Based on the International Standards Organization (ISO) and EPCglobal (EPC), there are 3 types of anti-collision algorithms, namely, binary tree (BT) [, Framed Slotted ALOHA (FSA), and Dynamic Framed Slotted ALOHA (DFSA)algorithms [2] [3] [4] . However, these algorithms take a lot of time to identify tags [2] .
Many improved anti-collision algorithms have recently been proposed in the literature. For example, Cheng and Jin [2] presented the analysis and simulation of several RFID anti-collision algorithms and partitioning of tags for nearoptimum RFID anti-collision performance. Shin and Kim [5] proposed a partitioning technique, which enables a faster accurate estimation on the number of contending tags, and yields much higher throughput against previous nonpartitioning approaches. Cho et al. [6] proposed an anticollision algorithm using parity bit (ACPB) in RFID system. 978-1-4244-3388-9/09/$25.00 ©2009 IEEE The ACPB identifies tags without checking all bits in the tags. Then, the reader uses the parity bit, which is added to the tag's ID number. Clearly, ACPB can reduce the number of the requests from the reader. Thus, it can shorten the time of identifying all tags in the reader's field. In this paper, we propose a novel anti-collision algorithm, which is based on the BT and DFSA algorithms. The proposed algorithm can estimate the number of tags in the reader's field and identifies all tags faster than the existing anti-collision algorithms.
The rest of this paper is organized as follows. Section II briefly describes how BT and DFSA algorithms work. A new anti-collision algorithm is explained in Section III. Section IV compares the performance of different anti-collision algorithms. Finally, Section V concludes this paper.
II. EXISTING ANTI-COLLISION ALGORITHMS
This section briefly describes how BT and DFSA perform because their performances are compared with the proposed anti-collision algorithm.
A. Binary Tree (BT)
The BT algorithm or the Query Tree algorithm divides tags into two groups based on the most significant bit (MSB) of the tag's ID number, which consists only of bits "0" and "1" [6] . To search a tag, a dividing process continues adding up the number "0" and "I" into each group, until finding a tag [2, 7, 8] . Note that we consider only the case where the tags do not support a random generator in hardware for group selection, meaning that the BT algorithm operates on the tag's identification (ID) numbers [9] .
To obtain all tags, the reader begins a search by sending a prefix bit "0" or "1" to all tags and waits for the response. If there is only one response, the reader then can identify that tag. However, if more than one tag responds back at the same time, a collision will occur. In this case, the reader will add another bit ("0" or "1") to a prefix bit and send the new prefix bits to the remaining tags until there is only one response. The reader will do this process until all tags are identified.
To compare the performance of different anti-collision algorithms, we count the required number of commands sent from the reader to the tag as a criterion. Each command is referred to as one time slot or slot.. III. PROPOSED ANTI-COLLISION ALGORITHM Reference [10] studied the condition that the BT algorithm is more efficient than FSA and DFSA because the BT algorithm uses a less number of slots when the number of tags in the system is small. Practically, when the system has a large number of tags, the BT algorithm tends to perform worse because it uses a lot of slots to identify all tags if compared to DFSA [10] .
The proposed algorithm is developed based on the BT and the DFSA algorithms. The existing algorithm is illustrated in Fig.l . We first divide tags into many groups using the DFSA algorithm as illustrated in Fig. 2 . Then, all tags in each group are identified using the BT algorithm. To achieve this, we assume that the tag can generate a 9-bit uniform random number and has a function to select a group according to that random number. To make the proposed algorithm more efficient, the number of groups must coincide with the number of tags. Specifically, the less the number of tags, the less the number of groups. Therefore, we must first estimate the number of tags in the reader's field so as to determine the number of groups used in the proposed algorithm. To do this, we use the number of tags in each group to estimate the total number of tags in the reader's field since each group should have an equal probability to have the same number of tags. Fig.3 shows how the proposed anti-collision algorithm works. We determine the number of groups from the estimated total number of tags in the reader's field. If the estimated number of tags is within the range of 0 to 1,000 tags,
Dynamic Framed Slotted ALOHA developed from FSA is utilized in Class 1 Generation 2 of EPC [4] . It divides tags into many groups according to the number of slots specified by a reader. Each tag will random a slot number between 0 and the maximum number of slots, and the tags having with the same slot number will be in the same group.
First, the reader sends a command with a parameter called "slot_number." Note that the "slot_number" will be set to 0 at first, and it will then increase by 1 for every round. If the tag has a group number equal to the "slot_number," that tag will respond to the reader. Then, if there is only one response at this time, the reader will identify that tag. If there is a collision, the reader will increase the "slot_number" by 1 and send it to all remaining tags. The reader repeats this process until the "slot_number" is equal to the maximum number of slots.
When the reader finishes sending a command with the "slot_number" between 0 the maximum number of slots, we assume that the operation time is one frame. If the reader cannot identify all tags in the reader's filed, the reader will begin the new frame. The reader can adjust the number of slots in the new frame based on a Q-parameter [4, 5] . The reader will do this process until it can identify all tags in the reader's field. uses the same processing time, the algorithm that requires more number of slots will operate slower. the z-axis represents the estimated number of tags. Clearly, the less number of groups will result in a better estimation of the total number of tags. For example, the number of groups of 2 will give 100% accuracy of the estimated total number of tags. However, based on exhaustive search, we found that the number of groups of 32 is the maximum number of groups, which yields minimum error of the estimation under specified condition. For example, for N G = 3 and N ALL = 32, the total number of tags from 0 to 200 tags will give an error of 31 % -37%, but for N G = 31 and N ALL = 32, the total number of tags from 0 to 200 tags will give an error of 0.05% -0.15%. Thus, the chosen parameter for No will depend strongly on the error threshold requirement. Fig. 6 compares the percentage of error between the actual number of tags and the estimated number of tags obtained (1) where TALL is the estimated total number of tags in the reader's field, TG is the number of identified tags in the selected three groups, NG is the number of selected groups used to find TALL (e.g., N G = 3), and N ALL is the total number of groups in the reader's field (e.g., N ALL = 32).
Once we have an estimate of the total number of tags in the reader's field, we can now choose the suitable number of groups to identify tags. Then, we use a regular BT algorithm to identify tags in each group with the assumption that the tag's ID number consisting of 64 bits (all random bits). Fig. 4 shows the total number of used slots to identify all tags for different number of tags and groups, where the x-axis represents the number of groups, the y-axis indicates the number of tags, and the z-axis represents the number of used slots. It is a practical criterion to identify the algorithm performance because the less the number of used slots, the faster the algorithm. It is apparent that for a given number of tags, there is the suitable number of groups (i.e., the shaded columns) that yields the lowest number of used slots. Therefore, the proposed algorithm must first estimate the total number of tags in the reader's field so as to determine the suitable number of groups. Fig. 5 illustrates the estimated number of tags for different number of tags and groups, where the x-axis represents the number of groups, the y-axis indicates the number of tags, and we recommend the number of starting groups at 32 groups (N ALL = 32). Next, we randomly pick three groups out of 32 groups in order to identify tags based on the BT algorithm. Then, the total number of tags in the reader's fields can be estimated according to from our proposed method, where the x-axis represents the number of used groups for estimating tags, the number of used groups for estimating tags, the y-axis indicates the number of actual tags, and the z-axis represents the percentage of error. We first set the total number of groups of 32 (i.e., N ALL = 32). Then, we vary the number of used groups from 1 to 32 (i.e., N G = 1 to 32) so as to estimate the total number of tags in the reader's field. If we use a large number of used groups, the estimation error will be small, but the proposed algorithm will require a lot of number of used slots, which implies low efficiency. Conversely, if we use a small number of used groups, the estimation error will be large, resulting in unacceptable estimate. Based on Fig. 6 , we set the number of used groups to be 3 because if the larger number of group is utilized, the number of used slots will significantly increase even though the percentage of error between the estimated tags and the actual tags is decreased.
IV. SIMULATION RESULT
In this paper, we compare the performance of the four algorithms, namely, Binary Tree, Binary Tree 3 bits, DFSA, and the proposed algorithm (with 32 groups), assuming that the tag's ID number consists of 64 bits (all random bits). Fig. 7 illustrates the performance comparison as the plot between the number of tags (x-axis) and the total number of used slots (y-axis). The smaller the number of used slots, the faster the algorithm. The proposed algorithm outperforms the other algorithms, i.e., at the considering total number of used slots, the proposed algorithm uses a smaller number of tags. The advantage of the proposed algorithm is more visible as the increase of the number of tags and could be explained as follow. The DFSA divides groups of tags into slots randomly. Thus, tags are more likely to collide especially when a large number of tags are presented in the reader's field. While in the case of BT and BT 3-bit, the more numbers of tags presented in the reader's field, the more identical of the most significant bit ID of the tags. Therefore, more collisions occur resulting in higher used slots.
v. CONCLUSIONS
The anti-collision algorithms are crucial to the application that uses a large number of tags. In general, the BT algorithm performs well when number of tags present is small while the DFSA algorithm performs well when the environment of tag present is dynamic. The proposed algorithm exploits the advantage of both the BT and the DFSA algorithms. Specifically, all tags are divided into many groups based on the DFSA algorithm, and the tags in each group are identified using the BT algorithm. It is clear from simulation that the proposed anti-collision algorithm performs better than the existing ones in terms of the number of used time slots, which implies faster identification process. 2500 -y ---------------------Q r -----+ -- Number of tags Figure 7 . Performance comparison of different anti-collision algorithms.
