Abstract. Let Ax = b be a large, sparse, nonsymmetric system of linear equations. A new sparse approximate inverse preconditioning technique for such a class of systems is proposed. We show how the matrix A −1 0 − A −1 , where A 0 is a nonsingular matrix whose inverse is known or easy to compute, can be factorized in the form U ΩV T using the Sherman-Morrison formula. When this factorization process is done incompletely, an approximate factorization may be obtained and used as a preconditioner for Krylov iterative methods. For A 0 = sIn, where In is the identity matrix and s is a positive scalar, the existence of the preconditioner for M -matrices is proved. In addition, some numerical experiments obtained for a representative set of matrices are presented. Results show that our approach is comparable with other existing approximate inverse techniques.
Introduction. Let
be a linear system of n equations with n unknowns, where A is a large, sparse, nonsymmetric matrix. An approximate solution of (1.1) is usually obtained by using a preconditioned iterative Krylov-type method, such as the GMRES [22] and BiCGSTAB [24] methods.
In general, to obtain good convergence rates, or even to converge, these methods are applied to the right preconditioned linear system AM y = b, x = My, where the matrix M is the preconditioner. Left preconditioning and two-side preconditioning are also possible [21] . The matrix M should be chosen in such a way that the preconditioned matrix AM has better spectral properties. Typically, since AM ≈ I n is desired, the eigenvalues should be clustered about 1. But, for most problems, other distributions of the eigenvalues may be satisfactory. If the eigenvalues of AM are clustered away from the origin, one can expect a good performance of the iterative solver. Moreover, the preconditioner should be easily and inexpensively computed and applied. Clearly, both requirements are difficult to fulfill for a general purpose preconditioner. A considerable effort is being made to develop suitable methods which perform well for a wide range of problems. Several preconditioning techniques have been proposed. Among them, we are interested in the study of approximate inverse preconditioners. With such preconditioners an approximation of the inverse of A is computed and stored explicitly. As a result, the preconditioning step can be made by computing sparse matrix-vector products. Since this operation is easy to parallelize, this approach is particularly convenient when a parallel computer is to be used. This observation is motivation enough, yet recent studies show that sparse approximate inverse preconditioners are also of interest because of their robustness [2] .
There are a number of approximate inverse preconditioners which appear in the literature. Among the most successful techniques, Frobenius norm minimization methods and factorized sparse approximate inverse preconditioners must be considered. Briefly, Frobenius norm methods compute a preconditioner by minimizing the norm I n − AM F , subject to some sparsity constraints on M . This problem reduces to solving independent linear least square problems. This feature makes them attractive for parallel environments. Examples of this class are the SPAI [17] and MR [12] preconditioners.
Factorized sparse approximate inverse preconditioners compute an approximation of the inverse of A in a different manner. If A has an LDU decomposition, A = LDU , these methods compute a sparse approximate inverse of the form M =ZD −1W T ≈ A −1 , whereZ ≈ U −1 andW ≈ L −T are upper triangular matrices, andD ≈ D is a nonsingular diagonal matrix. For instance, the AINV method [7, 8] computes these sparse factors by means of an A-orthogonalization process on the unit vectors. This preconditioner, or its variant SAINV [3] , has been successfully applied to a variety of challenging problems [4, 5] , showing that it is one of the most effective approximate inverse techniques.
For a comparative study of these and other techniques we refer to [9] . In this work the authors conclude that factorized forms tend to deliver better convergence rates for the same amount of nonzero elements in the preconditioner. In addition, they can benefit from reorderings applied to the coefficient matrix A [4, 10] . This paper presents a new framework for computing factorized sparse approximate inverse preconditioners based on the Sherman-Morrison formula [23, 1] , which establishes that, given a nonsingular n × n matrix B and two vectors x and y in R n such that r = 1+y
T B −1 x = 0, the matrix A = B +xy T is nonsingular, and its inverse is
The Sherman-Morrison formula (1.2), or its variants, have been applied in many contexts: to update linear models by using least squares in statistics, in networks and structures analysis to compute a new solution when the system is modified, to update a factorization of a matrix, etc. For a complete survey of the use of these formulas we refer to [18] . In particular, the formula can be used to invert a matrix, for example, by using the reinforcement method [16] .
We will show how the matrix A
is factored in the form U ΩV T using the Sherman-Morrison formula. If incomplete factors are computed by applying some dropping strategy, a sparse approximate factorization of the matrix A −1 0 − A −1 is obtained which can be used as a preconditioner. In this paper we shall analyze the specific choice A 0 = sI n , where I n is the identity matrix and s is a positive scalar factor. It will be shown that the computation of the preconditioner is breakdown-free when A is an M -matrix.
Throughout the paper, we consider the kth column of A as a column vector denoted by a k and the kth row of A as a row vector denoted by a k . For the identity matrix I n , e k and e k will be used.
The paper is organized as follows. In section 2 the factorization of the matrix A
In section 3 this factorization is used as a preconditioner for A 0 = sI n . Some theoretical properties are also shown. In section 4 the results of the numerical experiments for a representative set of matrices are presented. Finally, in section 5 the main conclusions are drawn. and {y k } n k=1 be two sets of vectors in R n , and let A 0 be a nonsingular n × n matrix whose inverse is either known or easy to obtain, such that
Factorization of
If x k and y k are vectors such that r k = 1 + y
2) the inverse of the matrix A k is given by
Since
n , it follows that
which can be written in matrix notation as
. . .
This process depends explicitly on the matrices {A k } n k=1 . The following result shows how the factorization (2.2) can be computed without these matrices explicitly appearing. 
are well defined for k = 1, . . . , n. In addition, the relations
Proof. The proof proceeds by induction. For k = 1, u 1 := x 1 and v 1 := y 1 and the relations (2.5) and (2.6) are trivially satisfied. Suppose that for i = 1, . . . , k − 1 the relations are true. Applying the inductive process, the vectors u k and v k are well defined. Moreover,
Under the assumptions of Theorem 2.1, let U and V be the matrices whose columns are the vectors u k and v k as defined in (2.3) and (2.4), respectively. Then
where Ω = diag(r 1 , r 2 , . . . , r n ). Moreover, there exist unique unit upper triangular matrices T X and T Y such that
where X and Y are matrices whose columns are the vectors x i and y i , respectively,
and
Thus, the matrix U (V ) is nonsingular if and only if the matrix X (Y ) is nonsingular.
Proof. Equation (2.7) follows from (2.2) and (2.5). Equation (2.8) corresponds to (2.3) and (2.4) written in matrix notation.
We note that this factorization process resembles the rank reducing process used in [13] to characterize different factorizations of a matrix as a biconjugation process. In [13] the Wedderburn formula, which resembles the Sherman-Morrison formula, is used. But the sets of vectors {u i } and {v i } defined in Theorem 2.1 are not biconjugated. 
In this work we take
where a k and a k 0 denote the kth row of the matrices A and A 0 , respectively, and e k is the kth column of the identity matrix. In this case, the factorization (2.7) simplifies to
Denoting by (x) k the kth entry of a vector x, we rewrite the expressions for the vectors u and v (equations (2.3) and (2.4)) as
We note that since x k = e k , the matrix X in Corollary 2.2 is the identity matrix. Thus U = T Even if A is a sparse matrix, in general the matrices U and V in (3.2) tend to be dense. In order to preserve sparsity, one can apply different dropping strategies. Fillin is reduced by removing suitable off-diagonal entries in the computation of the u and v vectors. A common rule consists of dropping an element if it is less in absolute value Algorithm 1 (computation of the factorization (3.2)).
than a relative or absolute threshold. In this work the best results have been obtained using an absolute threshold for the factor U and relative for V , as is explained later. After applying a dropping strategy the incomplete factorization algorithm computes sparse matricesŪ andV and a diagonal matrixΩ such that
If A is a nonsingular M -matrix, then the incomplete factorization runs to completion, and the pivots are strictly positive. Moreover, the pivots in the incomplete factorization are not smaller than the pivots in the exact factorization, as established below. We need the following results. 
Proof. The proof follows by induction over k. For k = 1, we have from (3.3) .4) and (3.1), it follows that
Moreover,
Suppose that for i = 1, . . . , k−1 the relations are true. Note that in (3.
Finally, r k = r * k /s follows as in (3.9). Proof. The pivots r * k as defined in Theorem 3.1 are the same pivots computed by the Gauss-Jordan algorithm without pivoting [11] . Since these pivots coincide with those appearing during the Gaussian elimination process, which are positive for an M -matrix [20] , then r k = r * k /s > 0 by (3.8) . Proof. We proceed by induction over k. We show thatr k ≥ r k > 0 for 1 ≤ k ≤ n. We show that the columns of the matrices U and V of the complete factorization algorithm and the columns of the matricesŪ andV of the incomplete one satisfy 
Since U is an unit upper triangular matrix, then
and then
By the induction hypothesis over the entries of the lower triangular part of V , 0 ≤ y
Finally,r k = 1 +
In Theorem 3.3 it has been proved for a given M -matrix A that
In addition, if s > max i=1,...,n {a ii }, then the last relation extends to 0 ≥V ≥ V . Remark 3.5. Observe that a column oriented version of Algorithm 1 can be obtained with the choice x k = a k − se k and y k = e k , which is equivalent to applying the algorithm to A T . Since the M -matrix property is invariant under transposition, the theoretical study remains true. Therefore, the same study made for theŪ andV factors applies to theV andŪ factors of the column oriented version.
The incomplete factorization (3.5) can be used to define two different preconditioner matrices:
The relation between these preconditioners is given by
The spectrum of the preconditioned matrix for these preconditioners is
If s > ρ(A), the spectrum of the matrix AM 2 is contained in the left-half complex plane which is good for Krylov iterative methods. Moreover, compared with M 1 , the application of the preconditioner M 2 over a vector requires less arithmetic operations per iteration.
In the next section the results of the numerical experiments with these strategies for a representative set of matrices are presented. 
Numerical experiments.
In this section, the row and column oriented versions of the two different Sherman-Morrison-based preconditioning strategies (equations (3.10) and (3.11)) are compared. The experiments show that both preconditioners exhibit similar performance for the tested problems. In addition, they are compared with the AINV preconditioner [7, 8] , which has been widely compared with other preconditioning techniques showing good performance [9] .
The test matrices come from the Harwell Boeing [15] collection and Tim Davis's collection [14] . Table 4 .1 shows the size, number of nonzeros, and the problem where each matrix arises. A solution vector with random entries uniformly distributed in (0, 1) was used to construct the right-hand side of each linear system. No significant differences were observed for other choices of the right-hand side vector. An approximate solution was computed with the BiCGSTAB method [24] with right preconditioning. The iterative solver and the preconditioner AINV are coded in Fortran 77 and compiled with -O3 optimization using the IFC Intel Fortran compiler. Fortran codes were kindly provided by M. Benzi. The results were obtained by running the codes on a 450 MHz Intel Pentium III computer. The initial guess was always x 0 = 0, and the iterative solver was stopped when the initial residual was reduced at least by a factor of 10 −8 , or after 2000 iterations. To simplify the application of the preconditioner, theV factor used was the product of the factorsΩ −1 andV of the approximate factorization (3.5). To preserve sparsity, for the row (column) oriented version (see Algorithm 1) fillin on the factor U (V in the column version) is reduced by removing the elements whose absolute value is less than an absolute drop tolerance, typically tolU = 0.1. However, for the factor V (U in the column version) a relative threshold was found to be a better strategy. In this case, an entry of V is zeroed if its absolute value is less than a drop tolerance tolV multiplied by the maximum of the matrix |A|. The motivation for this strategy comes from the observation that scaling A produces the same scaling in V and leaves invariant the factor U . In the numerical experiments the same drop tolerance was used for both factors U and V , i.e., tolU = tolV . From now on, for the sake of clarity, we mainly refer to the row oriented version and we point out the main differences with the column oriented one. parameter is taken as a multiple greater than or equal to one of the ∞-norm of the matrix A. Thus, the factor V is nonsingular, and the spectrum of the preconditioned matrix is on the left-half complex plane when the preconditioner M 2 is used. This is illustrated in Figure 4 .1 where the factorization (3.2) was computed with a drop tolerance equal to zero, i.e., without dropping any element, and s = 1.5 A ∞ . Observe that, according to the equations (3.13), the spectrum of the preconditioned matrix AM 1 is clustered around 1, and the eigenvalues of the matrix AM 2 are on the left-half complex plane clustered approximately around −1. A similar situation is illustrated in Figure 4 .2 for the matrix SAYLR3 but with a drop tolerance equal to 0.1. Tables 4.2 tested problems. The results for the column oriented algorithm are listed in Tables  4.3 None of the tested matrices is an M -matrix, and therefore breakdowns may occur. However, in the reported experiments the preconditioners were computed without breakdowns except for the matrix SAYLR3 (Table 4 .4) with values of s/ A ∞ ≥ 10. Note that from (3.8) a large value of s produces small pivots which can degenerate in breakdown problems, as occurs in this case. In our code if the absolute value of a pivot is less than the machine precision, M , it is replaced by √ M . Further study on this breakdown cure deserves to be investigated but it is out of the scope of this paper.
The number of nonzeros of the factorŪ for the row oriented version remains constant for a fixed drop tolerance when s changes. In contrast, the number of nonzero elements ofV increases with s and, in general, the convergence is attained in fewer iterations. This can be explained from Theorem 3.1. It can be shown that (3.6) and (3.7) also hold for the incomplete factors. In fact, the matrixŪ does not depend on the value of s, and the elements on the upper triangular part ofV are modified by a linear combination of vectors depending on s. In particular, for M -matrices it can be seen that the absolute value of these elements increases, augmenting the fill-in on V . Therefore, recomputing the preconditioner for a different value of s can be done with some savings because only the upper triangular part ofV must be updated. Regarding Table 4 .3 the situation is reversed as it is expected from Remark 3.5.
It is also observed that the preconditioner M 2 converges in a number of iterations similar to M 1 . However, since M 1 requires n multiplications per iteration more than M 2 , the last one may perform slightly better in time. Thus, M 2 is recommended to be used as the default. Moreover, both row and column versions performed similarly.
Finally, concerning the choice of the parameter s, it was observed in all the cases that the balance between the number of iterations and fill-in of the factors was satisfactory taking s/ A ∞ = 1.5. Moreover, with this choice of s the risk of appearing small pivots decrease, as was argued above. Therefore, only this value will be considered in the next subsection.
Comparative study with AINV.
In this subsection we compare the row and column versions of the preconditioner M 2 , which will be called AISM, with the AINV preconditioner and without preconditioner. The iterative solver employed was BiCGSTAB. For AINV, as recommended by the authors in [9] , a drop tolerance of 0.1 was always used. For AISM, a fixed drop tolerance of 0.1 was used as well, except for the matrices ORSIRR* and ADD20. For these matrices the value 0.1 produced very sparse factors with poor convergence results, and therefore the value 0.01 was found to be quite better. The results are reported in Table 4 .6 and correspond to s/ A ∞ = 1.5. The symbol † indicates no convergence of the iterative method. The time, measured with the function dtime() and given in seconds, corresponds to the iterative solution phase only and does not include the time for computing the preconditioner. For AINV, the time for computing the preconditioner is usually very small (smaller than the time for the iterative phase), and the same is expected to be true for AISM since both algorithms have similar recurrence formulas.
It can be observed that the performance of the row oriented version of AISM is similar and comparable to AINV for most of the tested problems. There are two cases (matrices FS5414 and WATT2) where AISM is better than AINV, and others (like HOR131, SAYLR3, and SHERMAN1) where the situation is reversed. Concerning the column oriented version the performance observed was similar for most of the problems with slight differences, except for the matrix WATT2 for which the results where rather poor.
It is worth mentioning that AINV appears to be easier to tune since for a fixed value of the drop tolerance equal to 0.1 we always observed good performance. We conclude that AISM was as robust as AINV for the tested problems since it solved problems that BiCGSTAB without preconditioning was unable to solve.
Conclusions and future work.
In this paper we have presented a new technique for computing factorized sparse approximate inverse preconditioners for nonsymmetric linear systems. It is based on the Sherman-Morrison formula to update the inverse of a matrix. Using this formula we compute incompletely two sets of vectors which are the columns of the sparse factorsŪ andV of the preconditioner, such that A is either known or easy to compute. For the particular choice A 0 = sI n , where s is a positive scalar, it has been shown that the preconditioner is guaranteed to exist if A is an M -matrix. The spectrum of the preconditioned matrix tends to be shifted to the left-half complex plane, which is a good situation for Krylov-type solvers.
Although for the computation of the preconditioner, referred to as AISM, we need to assess two parameters (s and the drop tolerance) from the numerical experiments, we recommend the choice s = 1.5 A ∞ as well as a value of 0.1 or 0.01 for the drop tolerance.
We have tested row and column oriented versions of AISM, and no significant differences between them were observed for most of the problems, except for matrix WATT2 for which the column version peformed worst. Therefore, the row oriented version of AISM could be recommended.
In addition, AISM has been compared with the well-known preconditioner AINV showing that both preconditioners are comparable for the tested problems. Like AINV, AISM works well even for matrices that are not M -matrices, and breakdowns are rare in practice. In the general case, nonsymmetric permutations like those used in [4] can be used to further improve robustness. Moreover, since the expressions used to compute AISM resemble those used by AINV, their computation complexity is similar. The relation between the two preconditioners is still under study.
Concerning future work, a full parallel version of the preconditioner is to be developed. We think that the use of graph partitioning strategies can help, as done in [6] for the AINV preconditioner, in addition to different choices of the matrix A 0 and the initial sets of vectors, which can lead to strategies with higher inherent parallelism. Moreover, the study of the symmetric case remains open. Concerning the last two questions, some interesting ideas found in [19, 25] may be exploited.
Another situation to be studied corresponds to the case of performing rank-k updates in the computation of the preconditioner, which can be of interested for matrices with a natural block structure, such as those arising in solid and structural mechanics problems.
Finally, it is worth noting that the proposed technique can be the basis for examining new strategies to update or improve an existing preconditioner, which may be of interest when the system matrix is modified as found in some networks or structures applications.
