In this paper a flexible multiple regime GARCH(1,1)-type model is developed to describe the sign and size asymmetries and intermittent dynamics in financial volatility. The results of the paper are important to other nonlinear GARCH models. The proposed model nests some of the previous specifications found in the literature and has the following advantages. First, contrary to most of the previous models, more than two limiting regimes are possible, and the number of regimes is determined by a simple sequence of tests that circumvents identification problems that are usually found in nonlinear time series models. The second advantage is that the novel stationarity restriction on the parameters is relatively weak, thereby allowing for rich dynamics. It is shown that the model may have explosive regimes but can still be strictly stationary and ergodic. A simulation experiment shows that the proposed model can generate series with high kurtosis and low first-order autocorrelation of the squared observations and exhibit the so-called Taylor effect, even with Gaussian errors. Estimation of the parameters is addressed, and the asymptotic properties of the quasi-maximum likelihood estimator are derived under weak conditions. A Monte-Carlo experiment is designed to evaluate the finite-sample properties of the sequence of tests. Empirical examples are also considered.
conditional variances are used, for example, in portfolio selection, derivative pricing and hedging, risk management, market timing, and market making. Among solutions to tackle this problem, the autoregressive conditional heteroskedasticity (ARCH) model proposed by Engle (1982) and the generalized autoregressive conditional heteroskedasticity (GARCH) specification introduced by are among the most widely used and are now fully incorporated into financial econometric practice.
One drawback of the GARCH model is the symmetry in the response of volatility to past shocks, which fails to accommodate sign asymmetries. Starting with Black (1976) , it has been observed that there is an asymmetric response of the conditional variance of the series to unexpected news, represented by shocks: financial markets become more volatile in response to "bad news" (negative shocks) than to "good news" (positive shocks). Goetzmann, Ibbotson, and Peng (2001) found evidence of asymmetric sign effects in volatility as far back as 1857 for the NYSE. They report that unexpected negative shocks in the monthly return of the NYSE from 1857 to 1925 increase volatility almost twice as much as equivalent positive shocks in returns. Similar results were also reported by Schwert (1990) .
The previously mentioned asymmetry has motivated a large number of different volatility models that have been applied with relative success in several situations. Nelson (1991) proposed the exponential GARCH (EGARCH) model. In his proposal, the natural logarithm of the conditional variance is modeled as a nonlinear autoregressive moving average (ARMA) model with a term that introduces asymmetry in the dynamics of the conditional variance, according to the sign of the lagged returns. Glosten, Jagannanthan, and Runkle (1993) proposed the GJR model, where the impact of the lagged squared returns on the current conditional variance changes according to the sign of the past return. A similar specification, known as threshold GARCH (TGARCH), model was developed by Rabemananjara and Zakoïan (1993) and Zakoïan (1994) . Ding, Granger, and Engle (1993) proposed the asymmetric power ARCH, which nests several GARCH specifications. Engle and Ng (1993) popularized the news impact curve (NIC) as a measure of how new information is incorporated into volatility estimates. The authors also developed formal statistical tests to check the presence of asymmetry in the volatility dynamics. More recently, Fornari and Mele (1997) generalized the GJR model by allowing all the parameters to change according to the sign of the past return. Their proposal is known as the volatilityswitching GARCH (VSGARCH) model. Based on the smooth transition autoregressive (STAR) model, Hagerud (1997) and Gonzalez-Rivera (1998) proposed the smooth transition GARCH (STGARCH) model. Although the latter only considered the logistic STGARCH (LSTGARCH) model, the former discussed both the logistic and the exponential STGARCH (ESTGARCH) alternatives. In the logistic STGARCH specification, the dynamics of the volatility are very similar to those of the GJR model and depend on the sign of the past returns. The difference is that the former allows for a smooth transition between regimes. In the ESTGARCH model, the sign of the past returns does not play any role in the dynamics of the conditional variance, but it is the magnitude of the lagged squared return that is the source of asymmetry. Anderson, Nam, and Vahid (1999) combined the ideas of Fornari and Mele (1997) , Hagerud (1997) , and GonzalezRivera (1998) and proposed the asymmetric nonlinear smooth transition GARCH (ANSTGARCH) model and found evidence in favor of their specification. Inspired by the threshold autoregressive (TAR) model, Li and Li (1996) proposed the double threshold ARCH (DTARCH) model, which is able to model both sign and size asymmetries. Liu, Li, and Li (1997) generalized it, proposing the double threshold GARCH (DTGARCH) process to model both the conditional mean and the conditional variance as a threshold process. More recently, based on the regression-tree literature, Audrino and Bühlmann (2001) proposed the tree-structured GARCH model to describe multiple limiting regimes in volatility. 1 In this paper we contribute to the literature by proposing a new flexible nonlinear GARCH model with multiple limiting regimes, called the flexible coefficient GARCH (FCGARCH) model, that nests several of the models mentioned previously. As most of the empirical papers in the financial econometrics literature deal only with GARCH(1,1)-type models, we focus our attention only on the firstorder FCGARCH specification. Furthermore, analyzing higher order FCGARCH models, although relevant to practitioners, may overly complicate the theoretical derivations and will be left for future research. 2 Our proposal has the following advantages. First, contrary to most of the previous models in the literature, more than two limiting regimes can be modeled. The number of regimes is determined by a simple and easily implemented sequence of tests that circumvents the identification problem in the nonlinear time series literature and avoids the estimation of overfitted models. To the best of our knowledge, the only two exceptions that explicitly model more than two limiting regimes in the volatility are the DTGARCH and tree-structure GARCH models. However, in the former, the authors did not discuss how to determine the number of regimes, and only one fixed threshold at zero is considered in the empirical application. In the latter, the proposed procedure is based on the use of information criteria and may suffer from identification problems when an irrelevant regime is estimated; see Hansen (1996) for a similar discussion considering threshold regression models and Teräsvirta and Mellin (1986) for the linear regression case. The second advantage is that the stationarity restriction on the FCGARCH model parameters is relatively weak, thereby allowing for rich dynamics. For example, the model may have explosive regimes and still be strictly stationary and ergodic, being capable of describing intermittent dynamics. The system spends a large fraction of time in a bounded region but sporadically develops an instability that grows exponentially for some time and then suddenly collapses. Furthermore, data with very high kurtosis can easily be generated even with Gaussian errors. This allows for a better description of the large absolute returns of financial time series that standard GARCH models fail to describe satisfactorily. Reproducing the previously mentioned typical behavior of financial time series may be important in risk analysis and management. A simulation experiment shows that the FCGARCH model is able to generate time series with high kurtosis and, at the same time, positive but low first-order autocorrelations of squared observations, which are frequently observed in financial time series. Furthermore, the FCGARCH model seems to be able to reproduce the so-called Taylor effect (Granger and Ding, 1995) . Other models such as the GARCH and the EGARCH models are not able to reproduce adequately the previously mentioned stylized facts of financial time series; see Malmsten and Teräsvirta (2004) and Carnero, Peña, and Ruiz (2004) for comprehensive discussions.
We discuss the theoretical aspects of the FCGARCH model: conditions for strict stationarity and for the existence of the second-and fourth-order moments; model identifiability; and the existence, consistency, and asymptotic normality of the quasi-maximum likelihood estimators (QMLEs) Consistency and asymptotic normality are proved under weak conditions. Our results are directly applicable to other nonlinear GARCH specifications, such as the STGARCH model. A sequence of simple Lagrange multiplier (LM) tests is developed to determine the number of limiting regimes and to avoid the specification of models with an excessive number of parameters. Although the test is derived under the assumption that the errors are Gaussian, a robust version against non-Gaussian errors is also considered. A Monte Carlo experiment is designed to evaluate the finitesample properties of the proposed sequence of tests with simulated data. The main finding is that the robust version of the test works well in small samples and compares favorably with the use of information criteria.
An empirical example with 10 stock indexes shows evidence of two regimes for six series and three regimes for the other four series. Furthermore, for all series with three regimes, the GARCH model associated with the first regime, representing very negative returns ("very bad news"), is explosive. The model in the middle regime, related to tranquil periods, has a slightly lower persistence than the standard estimated GARCH(1,1) models in the literature. Finally, the third regime, representing large positive returns, has an associated GARCH (1, 1) specification that is significantly less persistent than the others. Thus, we find strong evidence corroborating the hypothesis of both size and sign asymmetries. When a forecasting exercise is considered, the FCGARCH model outperforms the GARCH, GJR, EGARCH, and tree-structured GARCH alternatives for eight out of 10 cases.
The structure of the paper is as follows. Section 2 presents the model. Its probabilistic properties are analyzed in Section 3. Estimation of the FCGARCH model is considered in Section 4. Section 5 discusses the test for an additional regime. Section 6 summarizes the modeling cycle procedure. A Monte-Carlo simulation is presented in Section 7, and empirical examples are considered in Section 8. Finally, Section 9 concludes the paper. All technical proofs are given in the two Appendixes.
THE MODEL
In this paper, we generalize the GARCH (1, 1) FCGARCH(m, 1, 1) , if 
.., H , is called the slope parameter and determines the speed of the transition between two limiting regimes. When γ i → ∞, the logistic function becomes a step function, and the FCGARCH model becomes a thresholdtype specification. The variable s t is known as the transition variable, which is assumed to be observable (measurable) at time t − 1. There are other possible choices for s t ; see Audrino and Trojani (2006) , Chen, Chiang, and So (2003) , and Scharth and Medeiros (2006) for some alternatives. To derive some of the results in Section 3 concerning stationarity, ergodicity, and the existence of moments of the FCGARCH model, and in the empirical applications, we consider the case where s t = y t−1 . Hence, we model the differences in the dynamics of the conditional variance according to the sign and size of shocks in past returns, which represent previous "news." However, the results concerning parameter estimation are derived without any particular choice of the transition variable. The number of limiting regimes is defined by the hyperparameter H . For example, suppose that in (1), s t = y t−1 , H = 2, c 1 is highly negative, and c 2 is very positive; then the resulting FCGARCH model will have three limiting regimes that can be interpreted as follows. The first regime may be related to extremely low negative shocks ("very bad news"), and the dynamics of the volatility are driven by
In the the middle regime, which represents low absolute returns ("tranquil periods"),
Finally, the third regime is related to high positive shocks ("very good news"), and
As the speed of the transitions between different limiting GARCH models is determined by the parameter γ i , i = 1, 2, the multiple regime interpretation of the FCGARCH specification will become clearer the more abrupt are the transitions (γ i 0). 3 In practical applications, the restriction γ 1 = γ 2 = ··· = γ H may be imposed to reduce the number of parameters and the eventual computational cost of the estimation algorithm.
It is important to notice that model (1) nests several well-known GARCH specifications, such as the specifications that follow.
• The GARCH (1, 1) The nonlinear GARCH model proposed in Lanne and Saikkonen (2005) is a special case of the FCGARCH model if
The FCGARCH model is a special case of the general GARCH specification presented in He and Teräsvirta (1999) , Ling and McAleer (2002) , Carrasco and Chen (2002) , Meitz (2005) , and Francq and Zakoïan (2006) if s t = ε t−1 . Finally, the FCGARCH model is encapsulated in the general nonlinear specification of Meitz and Saikkonen (2004) .
MAIN ASSUMPTIONS AND PROBABILISTIC PROPERTIES OF THE FCGARCH MODEL
We need to make the following set of assumptions.
Assumption 1.
The true and unique parameter vector ψ ψ ψ 0 ∈ ⊆ R 3+5H is in the interior of , a compact and convex parameter space. Assumption 2. The sequence {ε t } of IID(0,1) random variables is drawn from a continuous (with respect to Lebesgue measure on the real line), symmetric, unimodal, positive everywhere density and bounded in a neighborhood of zero.
Assumption 3. The parameters c i and γ i , i = 1, ..., H , satisfy the conditions
Assumption 4. The parameters γ i and c i , i = 1,..., H , are such that the logistic functions satisfy the following restrictions:
Assumption 5. The parameters α j , β j , and λ j , j = 0,..., H , satisfy the following restrictions:
Assumption 6. The process {s t } is strictly stationary and ergodic. Assumption 1 is standard. 4 Assumption 2 is fundamental for the mathematical derivations in this section and in Section 5. Assumption 3 is important to guarantee the identifiability of the model (see Section 4.2 for details). The restrictions stated in Assumptions 4 and 5 ensure strictly positive conditional variances. Specifically, Assumption 4 ensures that the conditions in Assumption 5 are sufficient for the strict positivity of the conditional variance. Assumption 6 is also related to the identification of the model parameters. If the transition variable is nonstationary some regimes may be not identifiable. Of course, Assumption 6 precludes time as a possible choice for s t . For nonstationary transition variables the asymptotic theory should be modified in same spirit of Saikkonen and Choi (2004) .
Model (1) may be written as
where
Following Nelson (1990) , the next theorem states a necessary and sufficient log-moment condition for the strict stationarity and ergodicity of the FCGARCH (m,1,1) model. THEOREM 1. Suppose that y t ∈ R follows an FCGARCH (m,1,1) process as in (1) . Under Assumptions 2-5, the process u t = (y t , h t ) is strictly stationary and ergodic if, and only if,
Furthermore, there is a second-order stationary solution to (3) that has the following causal expansion:
where the infinite sum converges almost surely (a.s.).
The log-moment condition is important as the condition in Theorem 1 can be satisfied even in the absence of finite second moments of y t ; see McAleer (2005) for a comprehensive discussion of log-moment conditions for volatility models. Note also that we do not impose any particular choice for the transition variable. COROLLARY 1. Under the assumptions of Theorem 1 and s t = y t−1 , ∀ t, a sufficient condition for strict stationary and ergodicity of u t = (y t , h t ) in terms of the parameters is
Deriving a general sufficient condition for the existence of the moments of y t is rather complicated. As mentioned in the previous section, the model families of He and Teräsvirta (1999) , Ling and McAleer (2002) , Lanne and Saikkonen (2005) , Carrasco and Chen (2002) , Meitz (2005) , and Francq and Zakoïan (2006) do not nest the FCGARCH model without additional restrictions. Hence, the straightforward application of the results of these researchers is not possible. Although the FCGARCH model is nested in the general nonlinear model of Meitz and Saikkonen (2004) , direct application of their results yields stricter conditions than the ones derived here; see, for example, the results in Table 1 in Meitz and Saikkonen (2004) . The following theorem states necessary conditions for the existence of moments of the FCGARCH model under no particular choice for the transition variable. THEOREM 2. Suppose that y t ∈ R follows an FCGARCH (m,1,1) process as in (1) and E ε 2k t = μ 2k < ∞, for k = 1, 2, 3,.... Under Assumptions 2-5, and assuming that the moments of order up to n = k − 1 exist, E y 2n t < ∞, the 2kth-order moment of y t exists if
In the subsequent corollary, we derive sufficient conditions for the existence of the second-and fourth-order moments of y t in terms of the parameters and under the assumption that s t = y t−1 .
COROLLARY 2. Suppose that y t ∈ R follows an FCGARCH(m,1,1) process as in (1) , with s t = y t−1 . A sufficient condition for the existence of the secondorder moment of y t is
Furthermore, define (7) holds, and
Under Assumptions 2-5, the fourth-order moment of y t exists if
Remark 1. When H = 0, conditions (7) and (8) are the usual conditions for the existence of the second-and fourth-order moments of GARCH models. When H = 1, γ 1 → ∞, α 1 = 0, and β 1 = 0, conditions (7) and (8) become the usual ones for the GJR model.
It is important to notice that even with explosive regimes the FCGARCH (m,1,1) process may still be strictly stationary, ergodic, and with finite fourthorder moment. Furthermore, some of the parameters of the limiting GARCH models may exceed one. This flexibility generates models with higher kurtosis than the standard GARCH (1, 1) , even with Gaussian errors.
Remark 2. The integrated GARCH (IGARCH) model with Gaussian errors is also capable of generating data with high kurtosis. However, contrary to the FCGARCH model, it does not have finite second-and fourth-order moments.
The following examples illustrate some interesting situations. Consider 3,000 replications of the following FCGARCH(3,1,1) models with Gaussian errors, each of which has 5,000 observations.
Example 1
Example 2
Example 3
The models in Examples 1-3 have three extreme regimes, each with the first regime being explosive as β 0 + λ 0 > 1. However, even with an explosive regime, the generated time series are still stationary provided that
Furthermore, the fourth-order moment exists, provided that condition (8) is also satisfied. Note also that β 0 > 1 in Examples 2 and 3. The model in Example 3 has the interesting property that the GARCH effect is only present in the extreme regimes. The regime associated with tranquil periods is homoskedastic. Figure 1 shows the scatter plot of the estimated kurtosis and first-order autocorrelation of the squared observations. The dots indicates the cases where the first-order autocorrelation of |y t | is greater than the first-order autocorrelation of |y t | 2 . The x's indicate the opposite effect. The simulated FCGARCH models seem to reproduce some of the stylized facts observed in financial time series. Table 1 summarizes some statistics about the estimated kurtosis and autocorrelations. As can be seen, the minimum value of the estimated kurtosis is over 3. In addition the mean values of the estimated first-order autocorrelations are in accordance with the typical numbers that are found in practical applications. 
PARAMETER ESTIMATION
As the distribution of ε t is unknown, the parameters of the FCGARCH model are estimated by quasi-maximum likelihood (QML). For GARCH(1,1) models, Lee and Hansen (1994) proved that the local QMLE is consistent and asymptotically normal if all the conditional expectations of ε 2+κ t < ∞ uniformly with κ > 0. Lumsdaine (1996) required that E ε 32 t < ∞. Jeantheau (1998) discussed consistency of the QMLE under weaker conditions. More recently, Ling and McAleer (2003) proved the consistency of the global QMLE for a vector autoregressive moving average-GARCH (VARMA-GARCH) model under only the second-order moment condition. The authors also proved the asymptotic normality of the global (local) QMLE under the sixth-order (fourth-order) moment condition. Comte and Lieberman (2003) and Berkes, Horváth, and Kokoszka (2003) proved consistency and asymptotic normality of the QMLE of the parameters of the GARCH( p,q) model under the second-and fourth-order moment conditions, respectively. Finally, Straumann and Mikosch (2006) derived strong consistency and asymptotically normality of the QMLE of a general nonlinear GARCH(1,1) model using a stochastic recurrence equations approach.
As in Boussama (2000) , McAleer, Chan, and Marinova (2007), Francq and Zakoïan (2004) , and Straumann and Mikosch (2006) we prove consistency and asymptotic normality of the QMLE of the FCGARCH(m,1,1) under the logmoment condition in Theorem 1. 5 We also considered general transition variables. Applying the results in Straumann and Mikosch (2006) to the FCGARCH model is not possible unless we set the transition variable to be y t−1 , h t−1 , or ε t−1 . Finally, extending the results in Jensen and Rahbek (2004) for nonstationary ARCH models to the case of the FCGARCH model is not straightforward and is beyond the scope of this paper. However, this is an interesting topic for future research.
The quasi-log-likelihood function of the FCGARCH model is given by
Note that the processes y t and h t , t ≤ 0, are unobserved and hence they are arbitrary constants. Thus, L T (ψ ψ ψ) is a quasi-log-likelihood function that is not conditional on the true (y 0 , h 0 ), making it suitable for practical applications.
However, to prove the asymptotic properties of the QMLE it is more convenient to work with the unobserved process y u,t , h u,t , s u,t : t = 0, ±1, ±2,... , which satisfies
The unobserved quasi-log-likelihood function conditional on
The primary difference between L T (ψ ψ ψ) and L u,T (ψ ψ ψ) is that the former is conditional on any initial values, whereas the latter is conditional on an infinite series of past observations. In practical situations, the use of (11) is not possible.
Let
. In Sections 4.1 and 4.2, we discuss the existence of L(ψ ψ ψ) and the identifiability of the FCGARCH model. Then, in Section 4.3, we prove the consistency of ψ ψ ψ T and ψ ψ ψ u,T . We first prove the consistency of ψ ψ ψ u,T . Using Lemma 3 in Appendix B, we show that sup
, and the consistency of ψ ψ ψ T follows. The asymptotic normality of both estimators is considered in Section 4.4. We start by proving asymptotic normality of ψ ψ ψ u,T . Then, using the results of Lemma 5 in Appendix B, the proof for ψ ψ ψ T is straightforward.
Existence of the QMLE
The following theorem proves the existence of L(ψ ψ ψ). It is based on Theorem 2.12 in White (1994), which establishes that, under certain conditions of continuity and measurability on quasi-log-likelihood function, L(ψ ψ ψ) exists. 
Identifiability of the Model
A fundamental problem for statistical inference with nonlinear time series models is the unidentifiability of the parameters. To guarantee unique identifiability of the quasi-log-likelihood function, the sources of uniqueness of the model must be examined. Here, the main concepts and results will be discussed briefly. In particular, the conditions that guarantee that the FCGARCH model is identifiable and minimal will be established and proved. First, two related concepts will be discussed: the concept of minimality of the model, established in Sussman (1992) , also called "nonredundancy" in Hwang and Ding (1997) One source of unidentifiability comes from the fact that a model may contain irrelevant "limiting regimes." A limiting regime is represented by the functions
This means that there are cases where the model can be reduced without changing the input-output map. Thus, the minimality condition can only hold for irreducible models.
DEFINITION 3. The FCGARCH model defined in (1) is reducible if one of the following three conditions holds. (i) One of the triples
(α i ,β i ,λ i ) vanishes jointly for any i ∈ [1, H ]; (ii) γ i = 0 for some i ∈ [1, H ]; (iii) there is at least one pair (i, j), i = j, i = 1,..., H, j = 1,..., H , such that |γ i (s t − c i )| = γ j s t − c j , ∀s t ∈ R, t = 1,..
., T (sign equivalence).

DEFINITION 4. The FCGARCH model is identifiable if there are no two sets of parameters such that the corresponding distributions of the population variable y are identical.
Three properties of the FCGARCH model cause unidentifiability of the models.
(P.1) The property of interchangeability of the regimes. The value of the likelihood function of the model does not change if the regimes are permuted. This results in H ! different models that are indistinct among themselves. As a consequence, in the estimation of the parameters, we will have H ! equal local maxima for the quasi-log-likelihood function. (1) - (2) in the definition of reducibility provide information about the presence of irrelevant regimes, which translate into identifiability sources. If the model contains a regime such that α i = 0, β i = 0, and λ i = 0, then the parameters γ i and c i remain unidentified for some i ∈ [1, H ] . On the other hand, if γ i = 0, then the parameters α i , β i , λ i , and c i may take on any value without changing the quasi-log-likelihood function.
Property (P.3) is related to the concept of reducibility. In the spirit of the results stated in Sussman (1992) and Hwang and Ding (1997) , we show that, if the model is irreducible, properties (P.1) and (P.2) are the only ways of modifying the parameters without affecting the log-likelihood. Hence, by establishing the restrictions on the parameters of (1) that simultaneously avoid model reducibility, any permutation of regimes, and symmetries in the logistic function, we guarantee the identifiability of the model.
The problem of interchangeability, (P.1), can be prevented by imposing the restrictions (R.1) in Assumption 3. The consequences due to the symmetry of the logistic function (P.2) can be resolved if we consider restrictions (R.2) in Assumption 3. The presence of irrelevant regimes, (P.3), can be circumvented by applying a "specific-to-general" modeling strategy as will be suggested in Section 5.
Corollary 2.1 in Sussman (1992) and Corollary 2.4 in Hwang and Ding (1997) guarantee that an irreducible model is minimal. The fact that irreducibility and minimality are equivalent implies that there are no mechanisms, other than those listed in the definition of irreducibility, that can be used to reduce the complexity of the model without changing the functional input-output relation. Then, the restrictions in Assumption 3 guarantee that if irrelevant regimes do not exist the model is identifiable and minimal.
We need an additional assumption before establishing the sufficient conditions under which the FCGARCH model is globally identifiable. 
Consistency
The proof of consistency of the QMLE for the FCGARCH model follows the same reasoning given in Ling and McAleer (2003) . The following theorem states and proves the main consistency result. 
Asymptotic Normality
To prove asymptotic normality, we define
Consider the additional matrices
The following theorem states the asymptotic normality result. 
where A(ψ ψ ψ 0 ) and B(ψ ψ ψ 0 ) are consistently estimated by A T ( ψ ψ ψ) and B T ( ψ ψ ψ), respectively.
Remark 3. Under Assumption 2, it is clear that B(ψ ψ ψ 0 ) = 1 2 E ε 4 t − 1 A(ψ ψ ψ 0 ), which reduces to the information matrix equality when E ε 4 t = 3.
DETERMINING THE NUMBER OF REGIMES
The number of regimes in the FCGARCH model, as represented by the number of transition functions in (1), is not known in advance and should be determined from the data. One possibility is to begin with a small model (such as GARCH (1, 1) or white noise) and add regimes sequentially. The decision to add another regime may be based on the use of model selection criteria (MSC) or cross-validation. For example, Audrino and Bühlmann (2001) used Akaike's information criterion (AIC) to select the number of regimes in their tree-structured GARCH model. However, this has the following drawback. Suppose that the data have been generated by an FCGARCH model with m regimes (m − 1 transition functions). Applying MSC to decide whether or not another regime should be added to the model requires estimation of a model with m logistic functions. In this situation, the larger model is not identified, and its parameters cannot be estimated consistently, even if convergence of the numerical optimizers is achieved. 6 Furthermore, lack of identification causes a severe problem in interpreting the MSC. The FCGARCH model with m regimes is nested in the model with m + 1 regimes.
A typical MSC comparison of the two models is then equivalent to a likelihood ratio test of m against m + 1 regimes; see Teräsvirta and Mellin (1986) for a discussion. The choice of MSC determines the (asymptotic) significance level of the test. When the larger model is not identified under the null hypothesis, the likelihood ratio statistic does not have an asymptotic χ 2 distribution under the null.
In this paper we tackle the problem of determining the number of regimes of the FCGARCH model with a "specific-to-general" modeling strategy, but we circumvent the problem of identification in a way that enables us to control the significance level of the tests in the sequence, and we compute an upper bound to the overall significance level. 7 The following discussion is based on the assumption that the errors ε t are Gaussian, but the results will be made robust to nonnormal errors.
Consider an FCGARCH with H limiting regimes, defined as
The idea is to test the presence of an additional regime, as represented by an extra term in (14) of the form
A convenient null hypothesis is
against the alternative H a : γ H > 0. Note that model (14) is not identified under the null hypothesis. To remedy this problem, we follow Luukkonen, Saikkonen, and Teräsvirta (1988) and expand the logistic function f (s t ; γ H , c H ) into a firstorder Taylor expansion around the null hypothesis γ H = 0. 8 After merging terms, the resulting model for h t is
where R is the remainder,α 0 
where h 0,t is the estimated conditional variance of the process under the null,
and
has a χ 2 distribution with 3 degrees of freedom under the null hypothesis.
Under the normality assumption, the test can be performed in stages, as follows. 
or the F statistic
Under H 0 , LM is asymptotically distributed as χ 2 with 3 degrees of freedom, and F has an asymptotic F distribution with 3 and T −5H +2 degrees of freedom.
Although the test statistic is constructed under the assumption of normality, we can follow Lundbergh and Teräsvirta (2002) and consider a robust version of the LM test against nonnormal errors. The robust version of the test can be constructed following the Procedure 4.1 of Wooldridge (1990) . The test is performed as follows.
1. As before. 2. Regress u t on z t and compute the residual vectors, r t , t = 1,..., T . 3. Regress 1 on y 2 t / h 0,t − 1 r t and compute the residual sum of squares, SSR. The test statistic given by
has an asymptotic χ 2 distribution with 3 degrees of freedom under the null hypothesis.
As observed in Lundbergh and Teräsvirta (2002) , the robust version of the LM test should always be preferred to the nonrobust tests. At relevant sample sizes when the errors are normal, it is about as powerful as the normality-based LM tests.
Finally, it is important to stress that the results of the sequence of LM tests may be affected by possible outliers in the data. Nevertheless, an outlier-robust version of the LM test can be easily developed, following van Dijk, Franses, and Lucas (1999a, 1999b ).
MODELING CYCLE
We are now ready to combine the preceding statistical ingredients into a practical modeling strategy. We begin by testing linearity against an ARCH(q) model at significance level δ using the Engle (1982) LM test. 9 The model under the null hypothesis is a homoskedastic model. If the null hypothesis is not rejected, the homoskedastic model is considered as the data generating process (DGP). In case of rejection, a GARCH(1,1) model is estimated and tested against an FCGARCH model with two regimes at the significance level δ , 0 < < 1. Another rejection leads to estimating a model with two regimes and testing it against a model with three, at the significance level δ 2 . The sequence is terminated at the first nonrejection of the corresponding null hypothesis. The significance level is reduced at each step of the sequence and converges to zero, thereby avoiding excessively large models and controling the overall significance level. An upper bound for the overall significance level may be obtained using the Bonferroni bound (Gourieroux and Monfort, 1995, p. 203) . The selection of the parameter is ad hoc. To avoid selecting small models (few regimes), it is good practice to carryout the modeling cycle with different values of . In the empirical examples, we consider = 1/2 and = 1/3. The results are the same in both cases.
The estimation of the FCGARCH model is computationally demanding, especially the selection of starting values. For this paper, we use a method based on a genetic algorithm to estimate the initial values for the parameters. With this careful selection of initial values, convergence is usually achieved.
MONTE-CARLO EXPERIMENT
The purpose of this section is to check the performance of the test described in Section 5. We use four DGPs, considering s t = y t−1 . The DGPs are as follows. In all DGPs the error term has a probability function either Gaussian or a standardized t with 10 degrees of freedom. Model A has theoretical kurtosis 3.08 when the error distribution is Gaussian and 4.16 when the errors are t-distributed.
Model B has a higher kurtosis: 8.55 with normality of the errors and 152.9 when the distribution of the errors is a t. Furthermore, model A has a well-defined sixth-order moment even with t-distributed errors, whereas model B does not. On the other hand, model D has one transition that is very smooth and a second one that is sharp. On average, 90% of the observations lie along the first transition, whereas only 0.3% of the observations are along the second transition.
To evaluate small-sample properties of the test, all the simulations are based on series with 1,000 observations. 10 To avoid any initialization effect we generate data with 1,500 observations and discard the first 500 observations; see Lundbergh and Teräsvirta (2002) . A total of 1,000 replications have been generated. Only the results concerning the robust version of the tests are shown to save space.
Results from simulating the modeling strategy can be found in Table 2 . The table also contains results on choosing the number of regimes using two information criteria: AIC and Schwarz's Bayesian information criterion (SBIC). The sequence of LM tests is carried out with three different initial significance levels α. The value of the hyperparameter is 1/2, meaning that at each step the significance level of the additional regime test is halved.
As can be seen from the table, both the AIC and the SBIC are very conservative, strongly underestimating the number of regimes in most of the cases. On the other hand, although still conservative, the sequence of LM tests selects the correct specification more often, especially in comparison with the former two information criteria. Another important fact is related to the risk of specifying an overfitted model. It is clear from the table that, even with a large initial significance level (10%), overfitting occurs very rarely (less than 1% of the cases).
EMPIRICAL EXAMPLES
We consider daily logarithm returns of 10 stock indexes: AEX (The Netherlands), ATX (Austria), CAC40 (France), DAX (Germany), FTSE100 (United Kingdom), Hang Seng (Hong Kong), IBOVESPA (Brazil), Nikkei (Japan), SMI (Switzerland), and S&P500 (United States). These indexes are chosen to represent some important financial markets. We split the sample into two parts. The first one is for in-sample analysis, and the second one is used to test the forecasting performance of the models. Table 3 shows, for each series, the sample period and also some descriptive statistics. Here μ is the sample mean, σ is the sample standard deviation, SK is the sample skewness, and K is the sample kurtosis.
For each series we estimate the standard GARCH(1,1) model and also the GJR(1,1) specification. The estimation is performed using the BollerslevWooldridge QML approach and the Marquardt algorithm. The adequacy of these models is then checked using the sign bias, negative size bias, positive size bias, Note: The table shows the sample period, the number of observations, and descriptive statistics for the daily returns. Here μ is the sample mean, σ is the sample standard deviation, SK is the sample skewness, and K is the sample kurtosis. Note: The table reports the estimation and diagnostic test results of GARCH and GJR models for the daily returns. The estimation is performed by the QML. The numbers in parentheses below the estimates are the Bollerslev-Wooldridge robust standard errors. The terms σ , SK , and K are the standard deviation, the skewness, and the kurtosis of the standardized residuals, respectively. The terms Sb, Nsb, Psb, and J sb are the p-values of the sign bias, negative sign bias, positive sign bias, and joint tests for asymmetry proposed in Engle and Ng (1993) . The terms Pc, Pi, and Pcc are the p-values of the tests of unconditional coverage, independence, and conditional 95% coverage. AIC is the value of Akaike's information criteriom and Likelihood is the estimated log-likelihood.
TABLE 4. Estimated models and specification tests
and joint tests for asymmetry proposed by Engle and Ng (1993) . Christoffersen (1998) to evaluate interval estimation. In the present case a 95% confidence interval is considered. By inspection of Table 4 , the normalized residuals from GJR specification have equivalent kurtosis to the ones from the GARCH alternative. On the other hand, the skewness coefficients are somewhat closer to zero for the GJR model. The values of the AIC for all estimated GJR models are lower than the ones for the GARCH models. Other interesting facts emerge from the table. First, the sum of the estimated β 0 and λ 0 coefficients in the GARCH models is over 0.94 for all series, indicating a high persistence in the dynamics of the estimated volatility. For all the series, the coefficients are statistically significant at the 5% level. Concerning the results of the sign bias, negative size bias, positive size bias, and joint tests it is clear that there are asymmetric effects in the normalized residuals from the GARCH models. The analysis of the coverage tests indicates that the GARCH models seem to produce correct confidence intervals.
When the GJR model is considered, it is important to mention that a negative shock induces an explosive regime, as the sum of the estimated β 0 , λ 0 , and λ 1 parameters is greater than one; see Table 6 . The parameter λ 1 is significant for all series. Concerning the results of the sign bias, negative size bias, positive size bias, and joint tests it seems that there are still some asymmetric effects (at the 10% level) in five out of the 10 series considered, namely, AEX, DAX, IBOVESPA, SMI, and S&P500. Finally, apart from the DAX series, the results of the coverage tests indicate that the GJR models do provide correct interval estimation.
We proceed with specifying an FCGARCH model having the GARCH(1,1) specification as our basis model. Applying the robust version of the LM test developed in Section 5 the null hypothesis is rejected for all series. At each step of the testing sequence we halve the significance level of the test ( = 1/2). We also carryout the test sequence with other values for , and the results do not change. The initial significance level for the sequence of LM tests is 5%. Table 5 shows the estimation results and diagnostic statistics. The estimation is performed by the QML method using the sequential quadratic programming numerical optimization algorithm. To avoid convergence problems, we divide the transition variable, y t−1 , by its unconditional standard deviation. The numbers in parentheses below the estimates are the standard errors.
The sequence of robust LM tests shows evidence of two limiting regimes for six series: AEX, ATX, FTSE100, Hang Seng, Nikkei, and SMI. For the CAC40, DAX, IBOVESPA, and S&P500 three limiting regimes are found. It is important to mention that for the AEX and Nikkei series the parameter c 1 is positive and statistically different from zero. On the other hand, for the ATX, Hang Seng, and SMI indexes c 1 is negative and statistically significant. Both cases contradict the usual zero threshold considered in the literature. Only for the FTSE100 series is the value of c 1 not statistically different from zero. For the series with three regimes it is clear that the first limiting (extreme) regime is associated with very negative shocks, representing "very bad news." The middle regime is related to tranquil periods, and the third and extreme regime represents large positive shocks. The slope parameter is not very high for nine series, indicating a smooth transition. Only for the Hang Seng index, the estimated transition is abrupt. In this case, we do not report the standard errors for the slope parameter because they are not very accurate. Moreover, as pointed out in Section 5, the t-statistic does not have its customary distribution under the null hypothesis that γ = 0.
Comparing the AIC from the FCGARCH model with the one from the GARCH and GJR specifications, the FCGARCH outperforms the other two alternatives, indicating that the final model is not overparametrized. Observing the results in Table 5 it is clear that, for most of the series, the estimated standardized residuals from the FCGARCH model have kurtosis coefficients slightly lower than both the GARCH and GJR models. As in the GJR case, the FCGARCH model seems to describe adequately the asymmetric relation between returns and volatility. In addition, when the coverage tests are considered, the FCGARCH model produces correct confidence intervals for all series with the sole exception of the DAX index.
One interesting fact is the large value of the estimated β 0 's, which indicates a very persistent regime associated with negative returns. Table 6 shows the persistence associated with each limiting regime in both the GJR and FCGARCH models. Considering the GJR model, the sum β 0 + λ 0 + λ 1 is the persistence associated with negative past returns ("bad news"), whereas the β 0 + λ 0 represents the persistence when the past return is positive ("good news"). On the other hand, in the FCGARCH specification, the sum β 0 + λ 0 is the persistence in the first extreme regime that can be associated with "bad" or "very bad" news depending on whether the estimated model has two or three limiting regimes. The sum β 0 + β 1 + λ 0 + λ 1 is the persistence either in the "tranquil period" or in the "good news regime" depending on whether the estimated model has two or three regimes. Finally the last column in the table shows the persistence of the last limiting regime in the FCGARCH model and is associated with "very good news." Some interesting facts emerge from the table. First, the regime associated with negative returns is much more persistent in the FCGARCH model than in the GJR specification. Second, the GARCH effect seems to be dissipated when the returns become more positive, especially when there are three regimes and not only two. Finally, even with a very high persistent regime, all the models are stationary, as restriction (7) is met for all cases.
Finally, we test the forecasting performance of the FCGARCH models. We use both the mean absolute errors (MAEs) and the root mean squared errors (RMSEs) as performance measures. The squared returns are used as a proxy to the volatility. 3.50 (1.65) 3.01 The numbers in parentheses below the estimates are the standard errors. The terms σ , SK, and K are the standard deviation, the skewness, and the kurtosis of the standardized residuals, respectively, Sb, Nsb, Psb, and Jsb are the p-values of the sign bias, negative sign bias, positive sign bias, and joint tests for asymmetry proposed in Engle and Ng (1993) . The term Pc, Pi, and Pcc are the p-values of the tests of unconditional coverage, independence, and conditional coverage. In the present case a 95% confidence interval is considered. AIC is the value of the Akaike's information criterium, and Likelihood is the estimated log-likelihood. The estimated model has the following form:
where σ is the unconditional standard deviation of y t−1 . Note: The table shows the persistence associated with each limiting regime in both the GJR and FCGARCH models. The sum β 0 + λ 0 + λ 1 is the persistence associated with negative past returns in the GJR model ("bad news"), whereas β 0 + λ 0 represents the persistence when the past return is positive ("good news"). On the other hand, in the FCGARCH model, the sum β 0 + λ 0 is the persistence in the first extreme regime that can be associated with "bad" or "very bad" news depending on whether the estimated model has two or three limiting regimes. The sum β 0 + β 1 + λ 0 + λ 1 is the persistence either in the "tranquil period" or in the "good news regime" depending on whether the estimated model has two or three regimes. Finally, the last column in the table shows the persistence of the last limiting regime in the FCGARCH model with three regimes, which is associated with "very good news."
The results are shown in Table 7 . We compare the performance of the FCGARCH model with the GARCH, GJR, EGARCH, and tree-structured GARCH models. Analyzing the results, on average, the FCGARCH model outperforms the concurrent specifications. More specifically, the FCGARCH model attains the lowest MAE for four series and the lowest RMSEs in seven cases. In two cases, the FCGARCH and the EGARCH are the best models according to the MAE figures and in one case according to the RMSE. The EGARCH, tree-structured GARCH, and FCGARCH models are even for one series when the MAE is considered, and the FCGARCH and tree-structured GARCH specifications are equivalent in two cases when the RMSE is used.
To check whether the forecasts are statistically different we use the superior predictive ability (SPA) test developed by Hansen (2005) . The null hypothesis is that a given model is not inferior to any other competing models in terms of a given loss function. When the MAE is used we have the following results. The GARCH is the only model rejected by the SPA test in the case of the AEX series. The forecast performance of the FCGARCH model is statistically inferior to concurrent specifications in only two cases: the Hang Seng and S&P500 indexes. For the first one, the only model that produces adequate forecasts is the EGARCH model. For the S&P500 series, the GARCH, GJR, and tree-structured GARCH have similar performances. On the other hand, for the ATX, CAC40, FTSE100, and SMI series, the FCGARCH and EGARCH specifications produce superior forecasts. For the DAX series, the EGARCH, tree-structured GARCH, and FCGARCH models have similar performance. Finally, for the IBOVESPA and the Nikkei, the FCGARCH alternative is the only model that produces adequate forecasts. When the RMSE is considered, most of the models produce similar forecasts according to the SPA test. However, some points deserve mention. The FCGARCH model is the only one that does not have the forecasts rejected for any of the 10 series. On the other hand, the forecasts of the tree-structured GARCH model are statistically inferior in two cases: the Nikkei and S&P500 indexes. When the Hang Seng and IBOVESPA indexes are considered, the only models that are not rejected are the tree-structured GARCH and FCGARCH models.
CONCLUSIONS
In this paper we put forward a new nonlinear GARCH(1,1) model to describe the asymmetric behavior observed in financial time series and also intermittent dynamics. The model is called the flexible coefficient GARCH (FCGARCH) and is a generalization of the logistic smooth transition GARCH (LST-GARCH) model, being capable of modeling multiple regimes in the conditional variance of the series. The proposed model describes some of the stylized facts of financial time series that existing techniques fail to model satisfactorily. Conditions for strict stationarity and ergodicity of the proposed model were established, and the existence of the second-and fourth-order moments was carefully discussed. It was shown that the model may have explosive regimes and still be strictly stationary and ergodic. Furthermore, estimation of the parameters was addressed, and the asymptotic properties of the QMLE mator were derived under second-and fourth-order moment conditions. A modeling cycle based on a sequence of simple and easily implemented LM tests was discussed to avoid the estimation of unidentified models. A Monte-Carlo experiment was designed to evaluate the methodology, and it was shown that the modeling strategy works well in moderate samples.
An empirical example with 10 stock indexes showed evidence of two limiting regimes for six series and three limiting regimes for the other four. In addition, for all the series with three limiting regimes, the first limiting (extreme) regime was associated with very negative shocks, representing "very bad news." The middle regime was related to tranquil periods, and the third and extreme regime represented large positive shocks. Thus we found strong evidence of both size and sign asymmetries. The first limiting regime was extremely explosive, indicating that bad news may induce very high volatility. When a forecasting exercise was considered, the FCGARCH outperformed the GARCH, GJR, EGARCH, and tree-structured GARCH alternatives. 
Under Assumptions 4 and 5, h 0 > 0 with probability one. Furthermore, it is clear that there is a positive and finite constant M such that g t ≥ M with probability one. Then,
As the functions f i,t , i = 1,..., H , are bounded and ε t ∼ IID(0,1), it is easy to show that the sequence {c t } is strongly stationary and ergodic with E |c t | 1+δ < ∞, ∀ t and for any δ arbitrarily close to zero. In addition, following the same arguments as in Corollary 1 in Trapletti, Leisch, and Hornik (2000) , it is straightforward to show that {c t } is also α-mixing with size −a, for any a ∈ R, such that the law of large numbers for dependent and heterogeneously distributed observations applies (White 2001, Cor. 3.48, p. 49) . Hence, the remainder of the proof is identical to the one of Theorem 2 in Nelson (1990) . This completes the proof. Defining two constants M and N and following the same rationale as in the proof of Corollary 1, the result is straightforward. The proof of the fourth-order moment condition follows the same lines and is omitted to save space. This completes the proof.
n Proof of Theorem 3. It is easy to see that G (w t ; ψ ψ ψ) in (1) is continuous in the parameter vector ψ ψ ψ. This follows from the fact that, for each value of w t , f y t−1 ; γ i , c i , i = 1,..., H , in (1) depend continuously on γ i and c i . Similarly, we can see that G (w t ; ψ ψ ψ) is continuous in w t , and therefore measurable, for each fixed value of the parameter vector ψ ψ ψ. where θ j = θ j for j = 1,..., H , θ j = θ j−H for j = H + 1,..., 2H , φ j = φ j for j = 1,..., H , and φ j = φ j−H for j = H + 1,..., 2H . Let ϕ j = γ j s t − c j , j = 1,..., 2H . Lemma 2.7 in Hwang and Ding (1997) implies that if ϕ j 1 and ϕ j 2 are not sign-equivalent, j 1 ∈ {1,...,2H } , j 2 ∈ {1,...,2H }, (A.9) holds if, and only if, φ 0 , φ 0 , and φ j vanish jointly for every j ∈ {1,...,2H }. However, Assumption 7 precludes that possibility. Hence, ϕ j 1 and ϕ j 2 must be sign-equivalent. But restriction (R.2) in Assumption 4 precludes that two functions ϕ j 1 and ϕ j 2 coming from the same model will be sign-equivalent. Consequently, ∃ j 1 ∈ {0,..., H } and j 2 ∈ {H + 1,...,2H +1} such Condition (a) is satisfied by assumption. Condition (b) follows from the fact that l t (ψ ψ ψ) is differentiable of order two on ψ ψ ψ ∈ and the stationarity of the FCGARCH model. Lemma 5 implies that condition (c) is satisfied. Furthermore, nonsingularity of A(ψ ψ ψ 0 ) follows immediately from identification of the FCGARCH model and the nonsingularity of B(ψ ψ ψ 0 ); see Hwang and Ding (1997) . In Lemma 4 in Appendix B we prove that condition (d) is also met. This completes the proof. see Engle (1982) .
