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PSEUDODIFFERENTIAL OPERATORS ON PREHOMOGENEOUS
VECTOR SPACES
PABLO RAMACHER
Abstract. Let GC be a connected, linear algebraic group defined over R, acting regularly
on a finite dimensional vector space VC over C with R-structure VR. Assume that VC
posseses a Zariski-dense orbit, so that (GC, ̺, VC) becomes a prehomogeneous vector space
over R. We consider the left regular representation π of the group of R-rational points
GR on the Banach space C0(VR) of continuous functions on VR vanishing at infinity,
and study the convolution operators π(f), where f is a rapidly decreasing function on
the identity component of GR. Denote the complement of the dense orbit by SC, and
put SR = SC ∩ VR. It turns out that the restriction of π(f) to VR − SR is a smooth
operator. Furthermore, if GC is reductive, and SC and SR are irreducible hypersurfaces,
π(f) corresponds, on each connected component of VR − SR, to a totally characteristic
pseudodifferential operator. We then investigate the restriction of the Schwartz kernel of
π(f) to the diagonal. It defines a distribution on VR−SR given by some power |p(m)|
s of
a relative invariant p(m) of (GC, ̺, VC) and, as a consequence of the fundamental theorem
of prehomogeneous vector spaces, its extension to VR, and the complex s-plane, satisfies
functional equations. A trace of π(f) can then be defined by subtracting the singular
contributions of the poles of the meromorphic extension.
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1. Introduction
Let GC be a connected, linear algebraic group defined over R, VC a n-dimensional vector
space over C with R-structure VR, and ̺ : GC → GL(VC) a R-rational representation ofGC on
VC with a Zariski-dense GC-orbit. The triple (GC, ̺, VC) then represents a prehomogeneous
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vector space, and we denote the dual prehomogeneous vector space by (GC, ̺
∗, V ∗
C
). In
case that GC is reductive, and the singular set SC is an irreducible hypersurface, there
exists an irreducible, homogeneous polynomial p such that SC = {m ∈ VC : p(m) = 0}, and
p(VR) ⊂ R. The singular set S∗C of the dual prehomogeneous vector space is then also an
irreducible hypersurface given as the set of zeros of a homogeneous, irreducible polynomial
p∗ satisfying p∗(V ∗
R
) ⊂ R. The rational functions p and p∗ are called relative invariants. Set
SR = VR ∩ SC, S∗R = V ∗R ∩ S∗C, denote by GR the group of R-rational points of GC, and let
G ⊂ GR be the connected component containing the unit element. VR − SR and V ∗R − S∗R
decompose into the same number of connected components denoted by Vi, respectively V
∗
i ,
i = 1, . . . , l, each of them being a G-orbit. The fundamental theorem of prehomogeneous
vector spaces [5], regarding the Fourier transform of a complex power of a relative invariant,
then states that for rapidly decreasing functions ϕ, ϕ∗ on VR, respectively V ∗R , the integrals
(1)
∫
Vi
|p(m)|sϕ(m) dm,
∫
V ∗i
|p∗(ξ)|sϕ∗(ξ) dξ,
which converge for Re s > 0, can be extended analytically to meromorphic functions on the
whole complex s-plane, and satisfy the functional equations
(2)
∫
V ∗i
|p∗(ξ)|s− ndeg p ϕ̂(ξ)dξ = γ
(
s− n
deg p
) l∑
i=1
cij(s)
∫
Vi
|p−s(m)|−sϕ(m) dm,
where γ(s) is given by a product of Γ-functions, and the cij are entire functions. Originally,
the theory of prehomogeneous vector spaces developed from an attempt to construct Dirich-
let series satisfying functional equations in a systematic way. Since every smooth affine
algebraic variety M which carries the action of a reductive algebraic group G, and posesses
an open orbit, is isomorphic to a homogeneous vector bundle G×H V , where H is a reduc-
tive subgroup of G, and V is a locally homogeneous H-vector bundle, the investigation of
such G-varieties can be reduced to the study of locally transitive linear actions of connected
reductive groups.
In classical representation theory, for every admissible irreducible representation (σ,H) of
G on some Hilbert spaceH , the continuous linear operators σ(f), defined by
∫
f(g)σ(g) dG(g),
where f is some test function on G, and dG denotes Haar measure on G, are of trace class,
and the global character of σ is defined in terms of this trace as a distribution on G. In this
paper, we will consider the left regular representation π of the group GR on the Banach space
C0(VR) of continuous functions on VR vanishing at infinity, and our main goal will consist
in giving a description of the corresponding operators π(f), where f is a rapidly decreas-
ing function on G. Since we will work in a C∞ framework, avoiding Hilbert space theory
entirely, we will rely on the theory of pseudodifferential operators in order to formulate our
results. It turns out that, for arbitrary prehomogeneous vector spaces, the restriction of
π(f) to C∞c (VR−SR) is a pseudodifferential operator with smooth kernel. In case that GC is
reductive, and both SC and SR are irreducible hypersurfaces, each of the components Vi is a
C∞ manifold with boundary ∂ Vi, the latter being smooth outside its intersection with the
set of non-regular points Ssing
R
of SR. As we will show, the restriction of π(f) to V i−SsingR is
a totally characteristic pseudodifferential operator lying in the class L−∞b (V i−SsingR ). These
operators are locally given as oscillatory integrals
Au(x) =
∫
ei(x−y)·ξa(x, ξ)u(y) dyd¯ξ,
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where a(x, ξ) = a˜(x, x1ξ1, ξ
′), and a˜ ∈ S−∞la (Z ×Rn) is a lacunary symbol. Here x = (x1, x′)
are the standard coordinates in Z = R+×Rn−1. The kernels of such operators are no longer
smooth, and become singulare along SR × SR. In the case of a smooth operator acting on a
C∞ manifold, a trace can be defined in a natural way by restricting its kernel to the diagonal,
which yields a density on the underlying manifold. If the manifold is compact, it can be
integrated, and the so defined trace coincides with the usual L2-trace. In our situation, the
restriction of the Schwartz kernel of π(f) to the diagonal defines a distribution on VR − SR
given by expressions of the form (1) for some critical exponent s, and its extension to
VR−SsingR , and the complex s-plane, satisfies functional equations according to (2). A trace
of π(f) can then be defined by subtracting the singular contributions of the poles of the
meromorphic extension.
As an application, we consider the holomorphic semigroup St of bounded linear oper-
ators on C0(VR) generated by a strongly elliptic differential operator associated with the
representation π. The latter is a differential operator of Euler type, and the corresponding
semigroup can be characterized by a convolution semigroup of complex measures, which are
absolutely continuous with respect to Haar measure. Denoting the corresponding Radon-
Nikodym derivative by Kt(g) ∈ L1(G), one has St = π(Kt), and since Kt(g) is analytic in t
and g, as well as rapidly decreasing, we can apply the above considerations. In particular,
we get explicit expressions for the Schwartz kernel of the operators St : C
∞
c (VR)→ D′(VR),
and their restrictions to the diagonal.
2. Linear algebraic groups and prehomogeneous vector spaces
Let GC ⊂ GL(m,C) be a connected, linear algebraic group defined over R, and GR =
GC ∩GL(m,R) the group of R-rational points of GC. We will assume that GC is symmetric,
so that GR becomes a real reductive algebraic group in the sense of [11], page 42. Let g be
the Lie algebra of GR, K a maximal compact subgroup of GR with Lie algebra k, and
g = k⊕ p
the corresponding Cartan decomposition of g. The mapping (k,X) 7→ k expX represents
an analytic diffeomorphism of K × p onto GR, while exp : k → K is a surjection. Let G be
the connected component of GR containing the unit element e. Clearly, G is a Lie group,
and its Lie algebra coincides with g. Choose a left invariant Riemannian metric on GR, and
denote the distance of two points g, h ∈ G by d(g, h). We set |g| = d(g, e). Then
|g| = |g−1|, |e| = 0, |gh| ≤ |g|+ |h|, g, h ∈ G.
In the following, we will say that a function f on G is at most of exponential growth, if there
exists a κ > 0 such that |f(g)| ≤ Ceκ|g| for some constant C > 0. If g = k expX is the
Cartan decomposition of an arbitrary element in G, one computes
|g| ≤ |k|+ | expX | ≤ CK + | expX |, | expX | = |k−1g| ≤ |k|+ |g| ≤ CK + |g|,
where CK = maxk∈K |k| <∞. Putting C′ = eCK ≥ 1, we obtain
(3)
1
C′
e| expX| ≤ e|g| ≤ C′e| expX|.
Let d be the dimension of GR, X1, . . . , Xl be a basis of k and Xl+1, . . . , Xd a basis of p. Since
exp : p ≃ P is an analytic diffeomorphism, there exists a C′′ ≥ 1, such that
(4)
1
C′′
|X | ≤ | expX | ≤ C′′|X |,
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where |X | =
√
q2l+1 + · · ·+ q2d is the length of X = ql+1Xl+1+ · · ·+ qdXd ∈ p. Realizing exp
as power series for matrices, relations (3) and (4) then imply that the matrix coefficients of
expX and, consequently, of g = k expX , are at most of exponential growth.
Let L respectively R be the left respectively right regular representation of G on the
Fre´chet space C∞(G) of smooth, complex valued functions on G, equipped with the usual
topology of uniform convergence on compact subsets of a function and each of its derivatives,
see [12], page 220. Let U be the universal enveloping algebra of the complexification of g,
and denote the representations of U on the space C∞(G)∞ of differentiable elements by dL,
respectively dR. Let dG denote left invariant Haar measure on G. We introduce now the
space of rapidly decreasing C∞ functions on G.
Definition 1. The space of rapidly decreasing C∞ functions on G, in the following denoted
by S(G), is given by all functions f ∈ C∞(G)∞ satisfying the following conditions:
(i) For every κ ≥ 0, and X ∈ U, there exists a constant C such that
|dL(X)f(g)| ≤ Ce−κ|g|;
(ii) for every κ ≥ 0, and X ∈ U, one has dL(X)f ∈ L1(G, eκ|g|dG).
Note that S(G) is π(G)- and dπ(U)-invariant.
Remark 1. Let f ∈ S(G). By the relation g eX g−1 = eAd (g)X , X ∈ g, and with respect
to the basis of g introduced above, one calculates
dR(Xi)f(g) = lim
h→0
h−1[f(g ehXi g−1g)− f(g)] = −dL(Ad (g)Xi)f(g)
= −
d∑
j=1
Aij(g)dL(Xj)f(g),
where the matrix coefficients Aij of the adjoint representation, and their derivatives, are at
most of exponential growth. Thus, for arbitrary X ∈ U and κ ≥ 0, dR(X)f satisfies the
conditions (i) and (ii) of the preceeding definition.
In the sequel, the following partial integration formulas will be needed. Let ∆(g) =
|detAd (g)| be the modular function of G.
Proposition 1. Let f1 ∈ S(G), and assume that f2 ∈ C∞(G)∞, together with all its
derivatives, is at most of exponential growth. Then, for arbitrary multiindices γ,
(5)
∫
G
f1(g)dL(X
γ)f2(g)dG(g) = (−1)|γ|
∫
G
dL(X γ˜)f1(g)f2(g)dG(g),
(6)
∫
G
f1(g)dR(X
γ)f2(g)dG(g) =
∑
α1+α2=γ
ια1(−1)|α2|
∫
G
dR(X α˜2)f1(g)f2(g)dG(g),
where Xγ = Xγ1i1 . . . X
γr
ir
, X γ˜ = Xγrir . . . X
γ1
i1
, and ιk = dR(Xk)∆(e) = dL(−Xk)∆(e).
Proof. First, note that f1(g)f2( e
−hXi g) is a differentiable function with respect to h, and
integrable on G for all h ∈ R, since |f1(g)f2( e−hXi g)| ≤ C|f1(g)|eκ(| ehXi |+|g|) for some
C, κ > 0, and f1(g) ∈ L1(G, eκ|g|dG). Furthermore,
d
dh
f( e−hXi g)|h=h0 =
d
dh
f( e−hXi e−h0Xi g)|h=0 = π( eh0Xi )dL(Xi)f(g),
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so that, for h0 ∈ R,∣∣∣∣f1(g) ddhf2( e−hXi g)|h=h0
∣∣∣∣ = |f1(g)π( eh0Xi )dL(Xi)f2(g)| ≤ C′|f1(g)|eκ′(| ehXi |+|g|),
where C′, κ′ > 0. Thus, for h0 ∈ (−ε, ε), f1(g) ddhf2( e−hXi g)|h=h0 can be estimated from
above by Cε|f1(g)|eκ′ , Cε > 0 being some constant. By the bounded convergence theorem
of Lebesgue, and the left invariance of Haar measure, we therefore obtain∫
G
f1(g)dL(Xi)f2(g)dG(g) =
∫
G
lim
h→0
h−1[f1(g)(f2( e−hXi g)− f2(g))]dG(g)
= lim
h→0
h−1
∫
G
f1(g)[f2( e
−hXi g)− f2(g)]dG(g) = lim
h→0
h−1
∫
G
[f1( e
hXi g)− f1(g)]f2(g)dG(g),
compare [1], pages 146 and 364. Since f1( e
hXi g)f2(g) and f2(g)
d
dhf1( e
hXi g)|h=h0, h0 ∈
(−ε, ε) can be estimated in a similar way, a repeated application of Lebesgue’s theorem
finally yields (5) for |γ| = 1. Similarly, by taking into account Remark 1, we deduce∫
G
f1(g)dR(Xi)f2(g)dG(g) = lim
h→0
h−1
∫
G
f1(g)[f2(g e
hXi )− f2(g)]dG(g)
= lim
h→0
h−1
∫
G
[f1(g e
−hXi )∆( e−hXi )−1 − f1(g)]f2(g)dG(g),
obtaining (6) for |γ| = 1. The general formulas then follow by induction. 
In what follows, we will denote the coordinate functions inMn(R) ≃ Rn2 by gij . With the
identification g ≃ Rd, and with respect to a basis X1, . . . , Xd of g, the canonical coordinates
of second type of a point g ∈ GR are given by
(7) Φg : gUe ∋ g eζ1a1 . . . eζdad 7→ (ζ1, . . . , ζd) ∈ W0,
where W0 denotes a sufficiently small neighbourhood of 0 in R
d, and Ue = exp(W0). We
will write for Φe simply Φ. As a real analytic submanifold of GL(n,R), GR is, in particular,
embedded in Mn(R), so that the matrix
D(g11 ◦ Φ−1g , . . . , gnn ◦ Φ−1g )
D(ζ1, . . . , ζd)
=
(
d
dζk
(gij ◦Φ−1g )(ζ)
)
ij,k
has rang d for all g ∈ GR and ζ ∈W0. For each tuple i1j1, . . . , idjd of indices we then define
the sets
(8) Gi1j1,...,idjd
R
=
{
g ∈ GR : det
D(gi1j1 ◦ Φ−1g , . . . , gidjd ◦ Φ−1g )
D(ζ1, . . . , ζd)
6= 0
}
,
in this way getting a finite covering of GR by open, although not necessarily connected, sets.
Let VC be a n-dimensional vector space over C with R-structure VR, ̺ : GC → GL(VC)
a R-rational representation of GC on VC, and suppose that ̺ has a dense GC-orbit in the
Zariski topology. Then (GC, ̺, VC) is called a prehomogeneous vector space over R. The
complement set of the unique dense orbit, the singular set, is a Zariski closed set, and will
be denoted by SC. Since ̺(GR) ⊂ ̺(G)R, the restriction of ̺ to GR induces a regular
GR-action on VR. Assume now that GC is reductive, and that the singular set SC is an
irreducible hypersurface. Then, there is an irreducible, homogeneous polynomial p such
that SC = {m ∈ VC : p(m) = 0}. It is called a relative invariant, and there exists a rational
character χ : GC → GL(1,C), such that
(9) p(̺(g)m)) = χ(g)p(m), m ∈ VC − SC, g ∈ GC.
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In this case, (GC, ̺, VC) is a regular prehomogeneous vector space, and one has deg p|2n,
det ̺(g)2 = χ(g)2n/ deg p, where n = dimC VC. By multiplying p with a scalar, we can
assume that p(VR) ⊂ R, and χ(GR) ⊂ R∗. Let SR = SC ∩ VR = {m ∈ VR : p(m) = 0}. As
before, denote by G the connected component of GR containing the unit element. Then, by
a theorem of Whitney, VR − SR decomposes into a finite number of connected components,
each of them being a G-orbit, and we write VR − SR = V1 ∪ · · · ∪ Vl. In what follows,
we will identify VC with C
n, and VR with R
n, by choosing a basis in VR, and assume that
G ⊂ GL(n,C) without loss of generality. Instead of ̺(g)m we will then simply write gm.
In particular, SC and SR become irreducible affine algebraic varieties in C
n, respectively
Rn. Their sets of regular points, Sreg
C
, respectively Sreg
R
can be provided with differentiable
structures, the underlying topology being the induced one. Let (GC, ̺
∗, V ∗
C
) denote the
dual prehomogeneous vector space of (GC, ̺, VC), and p
∗ its relative invariant satisfying
p∗(̺∗(g)ξ) = χ(g)−1p∗(ξ). Let S(VR), respectively S(V ∗R ), denote the Schwartz space of
functions on VR, respectively V
∗
R
, and let ϕˆ be the Fourier transform of ϕ ∈ S(VR). Let dm
be Lebesgue measure on VR. The following result is known as the fundamental theorem of
prehomogeneous vector spaces, and was proved by Sato in 1961 [5].
Theorem 1 (Sato). Let ϕ ∈ S(VR) and ϕ∗ ∈ S(V ∗R ). Then the integrals
(10) Fj(s, ϕ) =
1
γ(s)
∫
Vj
|p(m)|sϕ(m)dm, F ∗i (s, ϕ) =
1
γ(s)
∫
V ∗i
|p∗(ξ)|sϕ∗(ξ)dξ,
converge for Re s > 0, and can be extended analytically to holomorphic functions on the
whole s-plane, satisfying the functional equations
(11) F ∗i (s− n/ deg p, ϕˆ) = γ(−s)
l∑
j=1
cij(s)Fj(−s, ϕ),
where γ(s) is given by a product of Γ-functions, and the cij(s) are entire functions which do
not depend on ϕ. The functions Fj(s, ϕ), F
∗
j (s, ϕ) are called local ζ-functions.
3. Review of pseudodifferential operators
3.1. Generalities. This section is devoted to the exposition of some of the basic facts about
pseudodifferential operators, needed to formulate our main results in the sequel. Our main
references for the theory will be [4] and [10]. Consider first an open set U in Rn, and let
x1, . . . , xn be the standard coordinates. For any real number l, we denote by S
l(U × Rn)
the class of all functions a(x, ξ) ∈ C∞(U ×Rn) such that, for any multiindices α, β, and any
compact set K ⊂ U , there exist constants Cα,β,K for which
(12) | ∂αξ ∂βx a(x, ξ)| ≤ Cα,β,K 〈ξ〉l−|α| , x ∈ K, ξ ∈ Rn,
where 〈ξ〉 stands for (1 + |ξ|2)1/2, and |α| = α1, . . . , αn. We further put S−∞(U × Rn) =⋂
l∈R S
l(U × Rn). Note that, in general, the constants Cα,β,K also depend on a(x, ξ). For
any such a(x, ξ) one then defines the continuous linear operator
A : C∞c (U) −→ C∞(U)
by the formula
(13) Au(x) =
∫
eix·ξa(x, ξ)uˆ(ξ)d¯ξ,
where uˆ denotes the Fourier transform of u, and d¯ξ = (2π)−n dξ. An operator A of this
form is called a pseudodifferential operator, and we denote the class of all such operators
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for which a(x, ξ) ∈ Sl(U × Rn) by Ll(U). The set L−∞(U) = ⋂l∈R Ll(U) consists of all
operators with smooth kernel. Such operators are called smooth operators. By inserting in
(13) the definition of uˆ, we obtain for Au the expression
(14) Au(x) =
∫ ∫
ei(x−y)·ξa(x, ξ)u(y) dy d¯ξ,
which exists as an oscillatory integral, see [10]. The Schwartz kernel KA ∈ D′(U × U) of A
is therefore given by the oscillatory integral
(15) KA(x, y) =
∫
ei(x−y)·ξa(x, ξ) d¯ξ,
and is a smooth function outside the diagonal in U × U .
Consider next an n-dimensional C∞ manifold X , and let (κγ , Uγ) be an atlas for X .
Then a linear operator
(16) A : C∞c (X) −→ C∞(X)
is called a pseudodifferential operator on X of order l if, for every chart diffeomorphism
κγ : U
γ → U˜γ = κγ(Uγ), the operator Aγu = [A|Uγ (u ◦ κγ)] ◦ κ−1γ given by the diagramm
C∞c (U
γ)
A|Uγ ✲ C∞(Uγ)
C∞c (U˜
γ)
κ∗γ
✻
Aγ ✲ C∞(U˜γ)
✻
κ∗γ
is a pseudodifferential operator on U˜γ of order l, and we write A ∈ Ll(X). Note that, since
the Uγ are not necessarily connected, we can choose them in such a way that X × X is
covered by the open sets Uγ × Uγ . Now, in general, if X and Y are two smooth manifolds,
and
A : C∞c (X) −→ C∞(Y ) ⊂ D′(Y )
is a continuous linear operator, where D′(Y ) = (C∞c (Y,Ω))′ and Ω = |Λn(Y )| is the density
bundle on Y , its Schwartz kernel is given by the distribution sectionKA ∈ D′(Y ×X,1⊠ΩX),
where D′(Y ×X, 1⊠ΩX) = (C∞c (Y ×X, (1⊠ΩX)∗⊗ΩY×X))′. Observe that C∞c (Y,ΩY )⊗
C∞(X) ≃ C∞(Y ×X, (1⊠ΩX)∗ ⊗ΩY×X). In case that X = Y and A ∈ Ll(X), A is given
locally by the operators Aγ , which can be written in the form
Aγu(x) =
∫
ei(x−y)·ξaγ(x, ξ)u(y) dyd¯ξ,
where u ∈ C∞c (U˜γ), x ∈ U˜γ , and aγ(x, y, ξ) ∈ Sl(U˜γ ,Rn). The kernel of A is then determined
by the kernels KAγ ∈ D′(U˜γ × U˜γ). For l < − dimX , they are continuous and given by
absolutely convergent integrals. In this case, their restrictions to the respective diagonals in
U˜γ × U˜γ define continuous functions
kγ(m) = KAγ (κγ(m), κγ(m)), m ∈ Uγ ,
which, for m ∈ Uγ1 ∩ Uγ2 , satisfy the relations kγ2(m) = |det (κγ1 ◦ κ−1γ2 )′| ◦ κγ2(m)kγ1(m),
thus defining a density k ∈ C∞(X,Ω) on ∆X×X ≃ X .
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3.2. Totally characteristic pseudodifferential operators. We introduce now a special
class of pseudodifferential operators associated in a natural way to a C∞ manifold X with
boundary ∂ X . Our main reference will be [7] in this case. Let C∞(X) be the space of
functions on X which are C∞ up to the boundary, and C˙∞(X) the subspace of functions
vanishing to all orders on ∂ X . The standard spaces of distributions over X are
D′(X) = (C˙∞c (X,Ω))′, D˙′(X) = (C∞c (X,Ω))′,
the first being the space of extendible distributions, whereas the second is the space of
distributions supported by X . Consider now the translated partial Fourier transform of a
symbol a(x, ξ) ∈ Sl(Rn × Rn),
(17) Ma(x, ξ′; t) =
∫
ei(1−t)ξ1a(x, ξ1, ξ′)dξ1,
which is C∞ away from t = 1. Here ξ = (ξ1, ξ′). We will say that a(x, ξ) is lacunary if it
satisfies the lacunary condition
(18) Ma(x, ξ′; t) = 0 for t < 0.
The subspace of lacunary symbols will be denoted by Slla(R
n×Rn). Let Z = R+×Rn−1 be
the standard manifold with boundary with the natural coordinates x = (x1, x
′). In order to
define on Z operators written formally as oscillatory integrals
(19) Au(x) =
∫
ei(x−y)ξa(x, ξ)u(y) dyd¯ξ,
where a(x, ξ) = a˜(x1, x
′, x1ξ1, ξ′) is a more general amplitude and a˜(x, ξ) is lacunary, one
rewrites the formal adjoint of A by making a singular coordinate change. Thus, for u ∈
C∞c (Z), one considers
A∗u(y) =
∫
ei(y−x)ξa(x, ξ)u(x) dxd¯ξ.
Putting λ = x1ξ1, s = x1/y1 one obtains
(20) A∗u(y) = (2π)−n
∫
ei(1/s−1,y
′−x′)·(λ,ξ′)a˜(y1s, x′, λ, ξ′)u(y1s, x′)dλ
ds
s
dx′dξ′.
For a˜ ∈ S−∞la (Z × Rn), the succesive integrals in (20) converge absolutely and uniformly,
thus defining a continuous bilinear form
S−∞la (Z × Rn)× C∞c (Z) −→ C∞(Z),
which by [7], Propositions 3.6 and 3.9. extends to a separately continuous form
S∞la (Z × Rn)× C∞c (Z) −→ C∞(Z).
If a˜ ∈ S∞la (Z × Rn), one then defines the operator
(21) A : E˙ ′(Z) −→ D˙′(Z),
written formally as (19), as the adjoint of A∗. In this way, the oscillatory integral (19) is
identified with a separately continuous bilinear mapping
S∞la (Z × Rn)× E˙ ′(Z) −→ D˙′(Z).
The space Llb(Z) of totally characteristic pseudodifferential operators on Z of order l consists
of those continuous linear maps (21) such that vAu is of the form (19) with a˜(x, ξ) ∈
Slla(Z × Rn) whenever u, v ∈ C∞c (Z). Similarly, a continuous linear map (16) on a smooth
manifold X with boundary ∂ X is an element of the space Llb(X) of totally characteristic
pseudodifferential operators onX if, for a given atlas (κγ , U
γ), the operatorsAγu = [A|Uγ (u◦
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κγ)] ◦ κ−1γ are elements of Llb(Z), where Uγ are coordinate patches isomorphic to subsets in
Z.
4. A structure theorem for prehomogeneous vector spaces
Let (GC, ̺, VC) be a prehomogeneous vector space defined over R, and identify VC with C
n,
and VR with R
n, by choosing a basis in VR. Consider the Banach space C0(VR) of continuous,
complex valued functions on VR vanishing at infinity, equipped with the supremum norm.
Let (π,C0(VR)) be the corresponding, continuous, left regular representation of GR, which
was already introduced in [8]. The representation of U on the space of differentiable vectors
C0(VR)∞ will be denoted by dπ. We will also consider the left regular representation of GR
on C∞(VR) which, equipped with the topology of uniform convergence on compact subsets,
becomes a Fre´chet space. This representation will be denoted by π as well. As before,
we write G for the connected component of GR containing the unit element, and dG for
Haar measure on G. Let f ∈ S(G), and denote by π(f) the continuous linear operator∫
G f(g)π(g) dG(g) in C0(VR). Its restriction to C
∞
c (VR) induces a continuous linear operator
(22) π(f) : C∞c (VR) −→ C0(VR) ⊂ D′(VR).
To see this, let uj ∈ C∞c (VR) be a sequence which converges to zero in C∞c (VR), that is,
assume that there exists a compact set K ⊂ VR such that suppuj ⊂ K, and sup | ∂α uj | → 0
for all j and arbitrary multiindices α. Then, for v ∈ C∞c (VR), one has
| 〈π(f)uj , v〉 | =
∣∣∣∣∫
VR
(π(f)uj)(m)v(m)dm
∣∣∣∣ ≤ ‖π(f)uj‖ · ‖v‖L1 → 0,
since ‖π(f)uj‖ ≤ ‖π(f)‖ ‖uj‖, and ‖uj‖ → 0 by assumption. As a consequence, and accord-
ing to Schwartz, there exists a distribution Kf ∈ D′(VR×VR) such that 〈π(f)u, v〉 = Kf (v⊗u)
for all u, v ∈ C∞c (VR). The properties of the Schwartz kernel Kf will depend on the analytic
properties of f , and the orbit structure of the underlying G-action, and our main effort in
the following sections will be directed towards the elucidation of the structure of Kf . Denote
the coordinates of a point in VR, respectively V
∗
R
, by m1, . . . ,mn, respectively ξ1, . . . , ξn, and
put
ϕξ(m) = e
im·ξ = ei
∑n
j=1 mjξj , m ∈ VR, ξ ∈ V ∗R .
Clearly, ϕξ(m) ∈ C∞(VR × V ∗R ). Since f ∈ L1(G, dG), we can define the function
(23) fˆ(m, ξ) =
∫
G
f(g)(π(g)ϕξ)(m)dG(g) =
∫
G
f(g)ei(g
−1m)·ξdG(g), m ∈ VR, ξ ∈ V ∗R .
fˆ is continuous in m and ξ, and one verifies |fˆ(m, ξ)| ≤ ‖f‖L1 . Since ∂αξ ∂βm π(g)ϕξ(m) is,
together with all its derivatives, at most of exponential growth in g, we can interchange the
order of integration and differentiation in (23), yielding fˆ(m, ξ) ∈ C∞(VR × Rnξ ). The main
issue of this section will consist in proving the following structure theorem.
Theorem 2. Let (GC, ̺, VC) be a prehomogeneous vector space over R, and (π,C0(VR)) the
left regular representation of GR on VR. Then, for f ∈ S(G), π(f) : C∞c (VR)→ D′(VR−SR)
is a Fourier integral operator given by
(24) (π(f)ϕ)(m) =
∫ ∫
ei(m−m
′)·ξaf (m, ξ)ϕ(m′) dm′ d¯ξ,
with symbol
af (m, ξ) = e
−im·ξfˆ(m, ξ) ∈ S−∞((VR − SR)× V ∗R ).
On VR − SR, π(f) is a pseudodifferential operator of class L−∞(VR − SR).
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For the proof, we will need some lemmas. First, note that on VR−SR, one can express the
canonical vector fields ∂mi of VR locally as linear combinations in the fundamental vector
fields of the underlying GR-action.
Lemma 1. Let m˜ ∈ VR − SR. Then there exists a neighbourhood U ⊂ VR − SR of m˜, and
rational functions Θki (m) in m on U , such that, for arbitrary ϕ ∈ C∞(VR),
(25) (∂mi ϕ)(m) =
n∑
k=1
Θki (m)(dπ(Xjk )ϕ)(m), m ∈ U,
for some indices j1, . . . , jn.
Proof. For m ∈ VR, one has
(26) (dπ(Xj)ϕ)(m) =
d
dh
ϕ(e−hXjm)∣∣
h=0
=
n∑
i=1
d
dh
mi(e
−hXjm)∣∣
h=0
(∂mi ϕ)(m).
Because of the local transitivity of the GR-action on VR − SR, the n× d-matrix( d
dh
mi(e
−hXjm˜)∣∣
h=0
)
i,j
=
(
(dπ(Xj)mi)(m˜)
)
i,j
has maximal rang n for m˜ ∈ VR − SR, where, by assumption, d ≥ n. Therefore, there exists
a neighbourhood U of m˜, and indices j1, . . . , jn, such that for all m ∈ U
det
(
d
dh
mi(e
−hXjkm)∣∣
h=0
)
i,k
6= 0.
Denoting the matrix coefficients of the corresponding inverse matrix by Θki (m), the assertion
follows with (26). 
Consider the covering ofGR by the setsG
i1j1,...,idjd
R
introduced in (8), and putGi1j1,...idjd =
Gi1j1,...,idjd
R
∩G.
Proposition 2. Fix m˜ ∈ VR − SR. Then there exists a neighbourhood U ⊂ VR − SR of m˜,
such that, for arbitrary multiindices β, ϕ ∈ C∞(VR), and g ∈ G,
(27) (∂βm π(g)ϕ)(m) =
∑
|γ|≤|β|
bγβ(m, g)π(g)dπ(X
γ)ϕ(m), m ∈ U.
The coefficient functions bγβ(m, g) ∈ C∞(U ×G) are rational expressions in the coordinates
of m and satisfy the estimates
(28) | ∂αm bγβ(m, g)| ≤ CUeκ|g|
for some appropriate CU , κ > 0.
Proof. By the previous lemma, there exists a neighbourhood U of m˜ such that, for m ∈ U
and all g ∈ G,
∂mi π(g)ϕ(m) =
d∑
k=1
Θki (m)dπ(Xk)π(g)ϕ(m).
Now,
dπ(Xk)π(g)ϕ(m) =
d∑
j=1
d
dh
skj (h, g)
∣∣
h=0
dπ(Xj)ϕ(g
−1m),
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where the functions skj are given by the equations e
hXk g = Φ−1g (s
k
1(h, g), . . . , s
k
d(h, g)) =
g es
k
1(h,g)X1 . . . es
k
d(h,g)Xd , and are real analytic in h and g, compare [8]. Differentiating these
equations with respect to h one obtains
gij(Xkg) =
d∑
l=1
∂
∂ ζl
(gij ◦ Φ−1g )(ζ)|ζ=0
d
dh
skl (h, g)
∣∣
h=0
.
Let χi1j1,...,idjd(g) ∈ C∞(G) be a finite partition of unity subordinate to the covering
Gi1j1,...,idjd of G, that is, assume that suppχi1j1,...,idjd ⊂ Gi1j1,...,idjd , χi1j1,...,idjd ≥ 0, and∑
χi1j1,...,idjd(g) = 1 for each g ∈ G. Note that we are allowing the χi1j1,...,idjd to have non-
compact support. For g ∈ Gi1j1,...,idjd , D(gi1j1 ◦Φ−1g , . . . , gidjd ◦Φ−1g )/D(ζ1, . . . , ζd) becomes
invertible. Since ddζk (gij ◦Φ−1g )(ζ)|ζ=0 = gij(gXk), we therefore obtain, as a consequence of
the last equation, the relation
(29)
 s˙
k
1(0, g)
...
s˙kd(0, g)
 = ∑
i1j1,...,idjd
χi1j1,...,idjd(g)
(
gij(gXk)
)−1
ij,k
 gi1j1(Xkg)...
gidjd(Xkg)
 , g ∈ G.
The coefficients of g and the functions χi1j1,...,idjd are, together with their derivatives, at
most of exponential growth, so that equation (29) implies that the derivates of the functions
skl (h, g) with respect to h satisfy the estimates
(30)
∣∣∣∣ ddhskl (h, g)∣∣h=0
∣∣∣∣ ≤ Ceκ|g|
for some C > 0 and κ ≥ 1. Thus we obtain the assertion of the proposition for |β| =
1 , and bji (m, g) =
∑d
k=1Θ
k
i (m)s˙
k
j (0, g). Assume that the assertion holds for |β| ≤ N .
Differentiating (27) with respect to mi then yields the assertion for |β| = N + 1. 
Corollary 1. Assume m˜ ∈ VR−SR, and let U be a neighbourhood of m˜ as in the preceeding
proposition. Then, for arbitrary multiindices α, N ∈ N, and g ∈ G, the relations
(31) ∂αξ π(g)ϕξ(m) =
1
(1 + |ξ|2)N
∑
|γ|≤|2N
dγα,N (m, g)π(g)dπ(X
γ)ϕξ(m), m ∈ U,
hold, where the coefficients dγα,N (m, g) ∈ C∞(U×G) are rational functions in the coordinates
of m satisfying the estimates
(32) | ∂βm dγα,N (m, g)| ≤ CUeκ|g|
for some CU , κ > 0.
Proof. The key step in proving the corollary will be to express (1 + ξ2)N as a linear combi-
nation of derivatives of π(g)ϕξ(m) with respect to m. Since ∂
β
m ϕξ(m) = i
|β|ξβϕξ(m), one
computes
(33) (∂mj π(g)ϕξ)(m) =
n∑
k=1
∂(g−1m)k
∂ mj
(∂mk ϕξ)(g
−1m) = iϕξ(g−1m)
n∑
k=1
(g−1)kjξk,
and repeated differentiation leads to
(∂βm π(g)ϕξ)(m) = i
|β|ϕξ(g−1m)
(
(T g−1)ξ
)β
= ϕ(1−|β|)ξ(g−1m)
∏
β
(
∂mj π(g)ϕξ(m)
)βj
.
(34)
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Therefore, by first taking into account that (33) implies
ξj = −iϕ−ξ(g−1m)
n∑
k=1
gkj(∂mk π(g)ϕξ)(m),
and then applying (34), we obtain for (1 + ξ2)N the expression
(1 + |ξ|2)N =
N∑
k=0
(
N
k
)
(ξ21 + · · ·+ ξ2n)k = ϕ−ξ(g−1m)
∑
|β|≤2N
cβ(g)(∂
β
m π(g)ϕξ)(m),
where the cβ(g) are rational functions in the matrix coefficients of g. The corollary now
follows, since by the previous proposition, one computes
(∂αξ π(g)ϕξ)(m) = (g
−1m)αi|α|ϕξ(g−1m)
=
1
(1 + |ξ|2)N (g
−1m)αi|α|
∑
|β|≤2N
cβ(g)(∂
β
m π(g)ϕξ)(m)
=
1
(1 + |ξ|2)N (g
−1m)αi|α|
∑
|β|≤2N
cβ(g)
∑
|γ|≤|β|
bγβ(m, g)(π(g)dπ(X
γ)ϕξ)(m),
where the functions bγβ(m, g) are rational expressions in the cordinate functions of m satis-
fying the bounds (28). 
We are now in position to prove the structure theorem.
Proof of Theorem 2. Fix m˜ ∈ VR − SR, and assume that U ⊂ VR − SR is a neighbourhood
of m˜ as in Proposition 2. Then, by Proposition 2 and its corollary, one has
∂αξ ∂
β
m fˆ(m, ξ) =
∫
G
f(g) ∂αξ ∂
β
m π(g)ϕξ(m)dG(g)
=
1
(1 + |ξ|2)N
∫
G
f(g) ∂βm
[ ∑
|γ|≤2N
dγα,N (m, g)π(g)dπ(X
γ)ϕξ(m)
]
dG(g)
=
1
(1 + |ξ|2)N
∫
G
f(g)
∑
|γ|≤2N
∑
δ1+δ2=β
β!
δ1!δ2!
∂δ1m d
γ
α,N (m, g)
·
∑
|ε|≤|δ2|
bεδ2(m, g)π(g)dπ(X
εXγ)ϕξ(m)dG(g), m ∈ U.
Next, for arbitrary ϕ ∈ C∞(VR) and X ∈ U,
(35) π(g)dπ(X)ϕ(m) = dR(X)ϕm(g), g ∈ G, m ∈ VR,
where we set ϕm(g) = π(g)ϕ(m). Indeed,
π(g)dπ(Xi)ϕ(m) = lim
h→0
h−1[ϕ( e−hXi g−1m)− ϕ(g−1m)] = lim
h→0
h−1[ϕm(g ehXi )− ϕm(g)],
so (35) is correct for X ∈ g. Assuming that the assertion holds for Xγ ∈ U with |γ| = N ,
we obtain for arbitrary Xi
π(g)dπ(XiX
γ)ϕ(m) = lim
h→0
h−1[dπ(Xγ)ϕ( e−hXi g−1m)− dπ(Xγ)ϕ(g−1m)]
= lim
h→0
h−1[dR(Xγ)ϕm(g ehXi )− dR(Xγ)ϕm(g)] = dR(XiXγ)ϕm(g),
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so that, by induction, we get (35) for arbitrary X ∈ U. Now, integrating by parts according
to (6) yields
∂αξ ∂
β
m fˆ(m, ξ) =
1
(1 + |ξ|2)N
∑
|γ|≤2N
∑
δ1+δ2=β
∑
|ε|≤|δ2|
∫
G
Fα,β,Nδ1,δ2,γ,ε(m, g)dR(X
εXγ)ϕξ,m(g)dG(g)
=
1
(1 + |ξ|2)N
∑
|γ|≤2N
∑
δ1+δ2=β
∑
|ε|≤|δ2|
∑
σ1+σ2=̺(ε,γ)
ισ1(−1)|σ2|
·
∫
G
dR(X σ˜2)Fα,β,Nδ1,δ2,γ,ε(m, g)π(g)ϕξ(m)dG(g),
where we set
Fα,β,Nδ1,δ2,γ,ε(m, g) =
β!
δ1!δ2!
f(g)(∂δ1m d
γ
α,N )(m, g)b
ε
δ2(m, g),
and X̺(ε,γ) = XεXγ. Note that, for fixed m ∈ U , Fα,β,Nδ1,δ2,γ,ε(m, g) ∈ S(G), as a consequence
of the estimates (28) and (32), so that integration by parts is legitimate. Let ω be a
compact set in VR. For each point m˜ ∈ ω, let Um˜ ⊂ VR − SR be a neighbourhood of m˜ as in
proposition 2. By Heine-Borel, ω can be covered by finitely many neighbourhoods Um˜, so
that
⋃
m˜∈ω Um˜ has a finite subcovering. Fix l ∈ R, and let k be an integer ≤ l. Assume that
α, β are arbitrary multiindices. Setting N = |α| + |k|, and taking into account the above
expression for ∂αξ ∂
β
m fˆ(m, ξ), one computes
| ∂αξ ∂βm fˆ(m, ξ)| ≤ Cα,β,N,ω 〈ξ〉−2N ≤ Cα,β,k,ω 〈ξ〉k−|α| ≤ Cα,β,l,ω 〈ξ〉l−|α| , m ∈ ω,
where 〈ξ〉 = (1 + |ξ|2)1/2. Thus, fˆ(m, ξ) ∈ Sl1,0((VR − SR) × V ∗R ) for all l ∈ R, yielding
af (m, ξ) ∈ S−∞((VR − SR)× V ∗R ). Now, for ϕ ∈ C∞c (VR − SR), Fourier transformation gives
π(f)ϕ(m) =
∫
G
f(g)π(g)ϕ(m) dG(g) =
∫
G
f(g)
(∫
ei(g
−1m)·ξϕˆ(ξ)d¯ξ
)
dG(g)
=
∫
fˆ(m, ξ)ϕˆ(ξ)d¯(ξ) =
∫ ∫
ei(m−m
′)·ξaf(m, ξ)ϕ(m′) dm′ d¯ξ,
where the occuring integrals are absolutely convergent, so that we can interchange the order
of integration. This proves Theorem 2. 
5. Fixed point singular sets
Let (GC, ̺, VC) be a prehomogeneous vector space with singular set SC. In this section,
we restrict our attention to the case where SR = SC∩VR coincides with the set of fixed points
of the GR-action. If GR is reductive, zero constitutes the only closed orbit contained in SR,
and hence the only fixed point. This will be the case we will be mainly concerned with. If
m ∈ VR is a fixed point, the symbol of π(f) atm is simply given by af (m, ξ) =
∫
G f(g) dG(g).
Thus, if SR coincides with the set of fixed points FR of the underlying GR-action, one has
af (m, ξ) ∈
{
S−∞((VR)m′ × V ∗R ) if m ∈ VR − FR,
S01,0((VR)m′ × V ∗R ) if m ∈ FR.
(36)
In this situation, Theorem 2 can be restated as follows.
Theorem 3. Let (GC, ̺, VC) be a prehomogeneous vector space defined over R, and assume
that SR is equal to the set FR of fixed points of the underlying GR-action. Then π(f) :
C∞c (VR)→ D′(VR) is given by the family of oscillatory integrals
(π(f)ϕ)(m) =
∫
ei(m−m
′)·ξaf (m, ξ)ϕ(m′)dm′d¯ξ,
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where
af (m, ξ) = e
−im·ξfˆ(m, ξ) ∈ S01,0((VR)m′ × V ∗R ), m ∈ VR;
for m /∈ FR, one has af (m, ξ) ∈ S−∞((VR)m′ × V ∗R ). Its Schwartz kernel Kf ∈ D′(VR × VR)
is given by the continuous family of oscillatory integrals
VR ∋ m 7→ Kf,m =
∫
ei(m−·)·ξaf (m, ξ)d¯ξ.
Furthermore, one has af (m, ξ) ∈ S−∞((VR)m − FR) × (VR)m′ × V ∗R ), so that π(f), as a
mapping from C∞c (VR) to D′(VR−FR), represents a Fourier integral operator. In particular,
π(f) ∈ L−∞(VR − FR).
Example 1. Consider the simplest prehomogeneous vector space, (C∗,C), where C∗ acts
by multiplication on C. Then SC = SR = {0}, and p(m) = m is a relative invariant
corresponding to χ(g) = g, g ∈ C∗. One has VR − SR = R∗ = V1 ∪ V2 with V1 = R∗+,
V2 = R
∗
−. The fundamental theorem yields in this case the relations
(37)
∫ ∞
−∞
|ξ|s−1ϕˆ(ξ) dξ = (2π)−sΓ(s) 2 cos πs
2
∫ ∞
−∞
|m|−sϕ(m) dm, ϕ ∈ S(R),
see [5], Proposition 4.21.
Example 2. Let B be a positive definite real symmetric matrix of degree n ≥ 3, and
consider the positive definite quadratic forms p(m) = mtBm, p∗(m) = mtB−1m on Cn.
We define SO(n,B) = {X ∈ SL(n,C) : XtBX = B}. Setting ̺(α, g)m = αgm, ̺∗(α, g) =
α−1(g−1)tm, where α ∈ C∗, g ∈ SO(n,B), one obtains actions of GC = GL(1,C)×SO(n,B)
on VC = V
∗
C
= Cn. Again, SR = {0}, and by the fundamental theorem one obtains
(38)
∫
Rn−{0}
|p∗(ξ)|s− n2 ϕˆ(ξ) dξ = π n2−s
√
detB
Γ(s)
Γ(n2 − s)
∫
Rn−{0}
|p(m)|−sϕ(m) dm,
where ϕ ∈ S(Rn), see [5], Proposition 4.22.
Returning to the situation of the previous theorem, note that on (VR − FR) × VR, the
Schwartz kernel Kf of π(f) is given by the function
Kf(m,m
′) =
∫
ei(m−m
′)·ξaf (m, ξ)d¯ξ ∈ C∞((VR − FR)× VR),
while, as distributions, Kf,m → Kf,xF =
∫
G f(g)dG(g) · δxF as m → xF ∈ FR. In this way,
the orbit structure of the underlying GR-action is reflected in the singular behaviour of the
Schwartz kernel of π(f) : C∞c (VR) → D′(VR) at FR. In what follows, we will assume that
SR = {0}. In order to get a better understanding of the Schwartz kernel Kf of π(f), and,
in particular, of its restriction to the diagonal, we define the auxiliary symbol
a˜f(m, ξ) = e
−im·ξ
|m| fˆ(m/|m|, ξ) = af (m/|m|, ξ), m 6= 0.
By introducing the inverse Fourier transform
A˜f (m,m
′) =
∫
eim
′·ξa˜f (m, ξ)d¯ξ
of a˜(m, ξ), and since af (αm, ξ) = af(m,αξ), α ∈ R, we obtain the relation
Kf (m,m
′) =
∫
ei(m−m
′)·ξa˜f (m, |m|ξ)d¯ξ = 1|m|n A˜f
(
m,
m−m′
|m|
)
, m 6= 0.
Lemma 2. Kf(m,m
′) ∈ L1loc(R2n) ∩ C∞(R2n − {0}).
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Proof. By the structure theorem, a˜f (m, ξ) ∈ S−∞(VR−{0} , VR), which implies that A˜f (m,m′)
vanishes to all orders as |m′| → ∞. Since A˜f (m,m′) only depends on the direction of m,
A˜f (m, (m−m′)/|m|) goes to zero to infinite order as |m| → 0, provided m′ 6= 0. By setting
Kf (m,m
′) = 0 for m = 0, m′ 6= 0, we therefore obtain Kf (m,m′) ∈ C∞(R2n − {0}). Let L
be a compact set in R2n. Then, for arbitrary N ,∣∣∣∣∫
L
Kf(m,m
′) dmdm′
∣∣∣∣ ≤ CN ∫
L−{0}
|m|2N−n
(|m|2 + |m−m′|2)N dmdm
′.
For N = n/2, the last integral reads
∫
L−{0}
dmdm′
(|m|2 + |m−m′|2)n/2 =
R∫
0
∫
S2n−1
r2n−1 dr dω
rn
∑n
i=1 ω
2
i + (ωi − ωn+i)2
,
where we introduced in VR×VR ≃ R2n the polar coordinates r ∈ R+ and ω ∈ S2n−1 ⊂ R2n,
and assumed that L is contained in a sphere of radius R. Since
∑n
i=1 ω
2
i + (ωi −ωn+i)2 > 0
is a real valued, continuous function on the (2n − 1)-dimensional sphere which is bounded
from below, the infimum is adopted. Hence, there is a strictly positive number κ such that∑n
i=1 ω
2
i + (ωi − ωn+i)2 ≥ κ. This proves the lemma. 
The last lemma implies that Kf is given by the locally integrable function Kf (m,m′).
Let us examine its restriction to the diagonal. By the structure theorem,
kf (m) = Kf(m,m) =
∫
af (m, ξ)d¯ ξ =
1
|m|n A˜f (m, 0) ∈ C
∞(VR − {0}).
As a consequence of Theorem 1, we then have the following proposition.
Proposition 3. Let (GC, ̺, VC) be a reductive prehomogeneous vector space, and SR = {0}.
Set kf,s(m) = |m|sA˜f (m, 0). Then, for ϕ ∈ C∞c (Rn), the integrals∫
Rn−{0}
kf,s(m)ϕ(m) dm,
can be continued to meromorphic functions on the whole s-plane. For ϕ ∈ C∞c (Rn − {0}),
they satisfy the functional equations∫
Rn−{0}
|ξ|2(s− n2 ) ̂A˜f (·, 0)ϕ(ξ) dξ = π n2−2s Γ(s)
Γ
(
n
2 − s
) ∫
Rn−{0}
kf,−2s(m)ϕ(m) dm.
Proof. Put p(m) = m21 + · · ·+m2n = |m|2, and assume Re s > −n/2. One then computes∫
Rn−{0}
kf,2s(m)ϕ(m) dm =
∫
Rn−{0}
|p(m)|sA˜f (m, 0)ϕ(m) dm
=
∫
Sn−1
A˜f (ω, 0)
∫ ∞
0
ϕ(rω)r2s+n−1drdω,
everything in sight being absolutely convergent. Consider now the n-dimensional Mellin
transform
Ms : S(Rn) −→ C∞(Sn−1), Ms(ϕ)(ω) =
∫ ∞
0
ϕ(rω)rsdr, Re s > −1,
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which can be continued meromorphically in s with simple poles at s = −1,−2, . . . . Since,
by the above computation,∫
Rn−{0}
kf,2s(m)ϕ(m) dm =
∫
Sn−1
A˜f (ω, 0)M2s+n−1(ϕ)(ω)dω,
we obtain the first assertion. The second one follows directly from the relations (38) with
respect to the quadratic form p(m). 
Now, although the integrals
∫
Rn−{0} kf (m)ϕ(m) dm become singular for general ϕ ∈
C∞c (R
n), it is nevertheless possible to extend kf , as a distribution, to R
n. First note that,
since Kf (tm, tm) = t
−nKf (m,m) on VR − {0}, where t > 0, kf (m) defines a homogeneous
distribution on VR − {0} of degree −n according to
〈kf , ϕ〉 =
∫
|ω|=1
∫ ∞
0
kf (w)r
−1ϕ(rω) dr dω.
By [3], Theorem 3.2.4, an extension of kf to VR can then be constructed as follows. Let s
be a complex number with Re s > −1, and consider on R the locally integrable function
ts+ = t
s, if t > 0, ts+ = 0 if t ≤ 0.
It is homogeneous of degree s, and, as a distribution, can be extended to arbitrary complex
values of s by analytic continuation, except when s = −1,−2, . . . . In that case one defines
for ϕ ∈ C∞c (R)
t−k+ (ϕ) = −
1
(k − 1)!
∫ ∞
0
(log t)ϕ(k)(t)dt+
1
(k − 1)!ϕ
(k−1)(0)
( k−1∑
1
)
j−1.
For s 6= −1,−2, . . . , ts+ is then a homogeneous distribution on R. Now, for m 6= 0, and
ϕ ∈ C∞c (VR), set Rsϕ(m) = ts+n−1+ (ϕ(tm)), and let ψ ∈ C∞c (VR − {0}) satisfy∫ ∞
0
ψ(tm)
dt
t
= 1, m 6= 0.
Then, the extension of kf is defined as
(39) k˙f (ϕ) = 〈kf , ψR−nϕ〉 , ϕ ∈ C∞c (VR).
Summing up, we have shown the following proposition.
Proposition 4. Let (GC, ̺, VC) be a prehomogeneous vector space, and SR = {0}. Then, the
restriction of the kernel of π(f) ∈ L−∞(VR−{0}) to the diagonal is given by the homogeneous
distribution kf = Kf(m,m) ∈ C∞(VR − {0}) of degree −n, which has an extension to VR
given by (39).
Remark 2. The extension k˙f is unique up to a linear combination of δ-distributions at
zero, and is no longer homogeneous. One could also have defined k˙f as the integral over the
unit sphere of kfR−nϕ according to
k˙f (ϕ) =
∫
|ω|=1
kf (ω)R−nϕ(ω) dω, ϕ ∈ C∞c (VR).
Each of the extensions k˙f could then be regarded as a trace of π(f).
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6. Totally characteristic pseudodifferential operators on prehomogeneous
vector spaces
Let (GC, ̺, VC) be a reductive prehomogeneous vector space defined over R, and assume
that the singular set SC is an irreducible hypersurface. Denote by p the corresponding
relative invariant with character χ such that (9) is satisfied, and by (π,C0(VR)) the left
regular representation of GR on the Banach space C0(VR). As already explained in Section
4, for f ∈ S(G), the restriction of the operator π(f) to C∞c (VR) defines a continuous linear
operator
π(f) : C∞c (VR)→ C∞(VR).
Now, if VR − SR = V1 ∪ · · · ∪ Vl denotes the decomposition of the open GR-orbit into its
connected components, on each Vi, π(f)ϕ only depends on the restriction of ϕ ∈ C0(VR) to
Vi, so that one naturally obtains the continuous linear operators
π(f)|Vi : C
∞
c (Vi) −→ C∞(Vi),
which are elements in L−∞(Vi), by the structure theorem. Throughout this section, we will
make the following assumption.
Assumption 1. SR = SC ∩ VR is an irreducible hypersurface.
Denote the set of non-regular points of SR by S
sing
R
. We will then show that the restrictions
of π(f) to V i − SsingR are totally characteristic pseudodifferential operators in the class L−∞b .
Let us introduce local coordinates in VR − SsingR . Since the fibers of the categorical quotient
p : VR → VR/GR are, apart from the exceptional divisor SR, smooth affine varieties, we have
grad p(m) 6= 0 on VR − SsingR . Defining the open subsets
(VR − SsingR )j =
{
m ∈ VR − SsingR : (∂ / ∂mj p)(m) 6= 0
}
,
and the coordinates
κ(m) = (x1(m), . . . , xn(m)), x1(m) = p(m), x2(m) = ml1 , . . . , xn(m) = mln−1 ,
on (VR − SsingR )j , where
{
ml1 , . . . ,mln−1
} ∪ {j}, one gets
(40) det
(
∂ xi
∂ mk
(m)
)
ik
6= 0 for m ∈ (VR − SsingR )j .
By the inverse function theorem, there exists for every m ∈ (VR − SsingR )j an open neigh-
bourhood Wj ⊂ (VR − SsingR )j of m such that κ : Wj → W˜j = κ(Wj) ⊂ Rn becomes
a diffeomorphism, and we obtain a covering of VR − SsingR by charts. We define now the
following closed subgroups of GC. Let
GC(p) = {g ∈ GC : p(gm) = p(m)} = {g ∈ GC : χ(g) = 1} , GR(p) = GC(p) ∩GR.
Clearly, GR(p) acts transitively on each generic fiber of the categorical quotient p : VR →
VR/GR, and its Lie algebra is given by g(p) = {X ∈ g : dχ(X) = 0}, where dχ denotes the
infinitesimal representation corresponding to χ. There always exists a Y ∈ g such that
dχ(Y ) 6= 0; otherwise, VR − SR would decompose into an infinite number of G-orbits. For
the following considerations, we will make the basic assumption that GR(p) acts transitively
on Sreg
R
. Let us formulate this condition as follows.
Assumption 2. For all m ∈ VR−SsingR , there exists an open neighbourhood Z ⊂ VR−SsingR
of m and elements X1, . . . , Xn−1 ∈ g(p) such that m′ → (X˜1(m′), . . . , X˜n−1(m′)) defines a
section in T (p−1(c) ∩ Z) for each c ∈ R.
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Here we wrote X˜(m) = ddh (̺( e
hX )m)|h=0 for the fundamental vector field of the un-
derlying GR-action on VR induced by X ∈ g. Fix m ∈ (VR − SsingR )j , and let Wj and Z
be neighbourhoods of m as specified above. Let U,U1 be open sets containing m such that
U ⊂ U1 ⊂Wj∩Z, and assume that U is chosen in such a way that the set {g ∈ GR : gU ⊂ U1}
acts transitively on the GR-orbits of U . The so defined sets U constitute an open covering
of VR−SsingR . By choosing a locally finite subcovering, we therefore obtain an atlas (κγ , Uγ)
of VR − SsingR with the following properties:
(i) for m ∈ Uγ , one has κγ(m) = (x1, . . . , xn) = (p(m),ml1 , . . . ,mln−1), the mlj being given
by the prescription
{
ml1 , . . . ,mln−1 , j
}
= {1, . . . , n} for some j = j(γ);
(ii) for each Uγ , there exist open setsGγ ⊂ Gγ1 ⊂ GR, stable under inverse, acting transitively
on the GR-orbits of U
γ ;
(iii) for m ∈ ⋃g∈Gγ1 gUγ , one has ∂∂ mj p(m) 6= 0;
(iv) there exist X1, . . . , Xn−1 ∈ g(p), such that m′ → (X˜1(m′), . . . , X˜n−1(m′)) defines a
section in T (p−1(c) ∩⋃g∈Gγ1 gUγ) for each c ∈ R.
Example 3. As the generic case in the theory of prehomogeneous vector spaces, con-
sider an indefinite quadratic form p with signature (q, n − q), 1 ≤ q ≤ n − 1, on R.
Then, by Sylvester’s law, p(m) = Bt1q,n−qmtBm, for some B ∈ GL(n,R). Define the
orthogonal, resp. special orthogonal, group of p by O(p) = {g ∈ GL(n,C) : p(gm) = p(m)},
resp. SO(p) = {g ∈ SL(n,C) : p(gm) = p(m)}, and introduce on VC = Cn an action of
GC = GL(1,C) × SO(p) by setting ̺(α, g)m = αgm. Then p is an irreducible relative in-
variant of (GC, ̺, VC), and VR − SR = V+ ∪ V−, where V± = {m ∈ VR : ±p(m) > 0}. By the
theorem of Witt, p−1(0)−{0} is O(p)-homogeneous, and SO(p)-homogeneous for n ≥ 3. In
this case, the fundamental theorem yields the functional equations
(41)
( ∫
V ∗
+
|p∗(ξ)|s− n2 ϕˆ(ξ) dξ∫
V ∗−
|p∗(ξ)|s− n2 ϕˆ(ξ) dξ
)
= C(s)
( ∫
V+
|p(m)|−sϕ(m) dm∫
V−
|p(m)|−sϕ(m) dm
)
,
where ϕ ∈ S(VR), and
C(s) = Γ
(
s+ 1− n
2
)
Γ(s)|detB|π−2s+ n2−1
( − sinπ(s− q2 ) sin πq2
sin π(n−q)2 − sinπ(s− n−q2 )
)
,
see [5], Proposition 4.27.
Example 4. As an example of a non-regular prehomogeneous vector space, consider the
subgroup GC of upper triangular 2 × 2-matrices in GL(2,C) acting regularly on VC = C2.
In this case, SC =
{
m ∈ C2 : m2 = 0
}
.
According to the structure theorem of the foregoing section, π(f) is a pseudodifferential
operator on VR − SR with smooth kernel. In the present section, we will be concerned with
the action of π(f) as an operator on VR−SsingR . With respect to the atlas (κγ , Uγ), we define
for u ∈ C∞c (Uγ) the operators Aγfu = [π(f)|Uγ (u ◦ κγ)] ◦ κ−1γ , see Section 3. Explicitely, one
has
Aγfu(x) =
∫
G
f(g)π(g)(u ◦ κγ)(κ−1γ (x))dG(g), x ∈ U˜γ .
Let cγ ∈ C∞(GR) be a smooth function on GR with support in Gγ1 satisfying cγ ≡ 1 on Gγ .
Then, Aγf can be written as
Aγfu(x) =
∫
G
f(g)(u(κγg)(x))cγ (g)dG(g), x ∈ U˜γ ,
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where we put κγg = κγ ◦ g−1 ◦ κ−1γ . We define
fˆγ(x, ξ) =
∫
GR
f(g)eiκ
γ
g (x)·ξcγ(g)dG(g), a
γ
f (x, ξ) = e
−ix·ξfˆγ(x, ξ).(42)
By Lebesgue’s bounded convergence theorem, we can differentiate under the integral sign,
yielding fˆγ(x, ξ), a
γ
f (x, ξ) ∈ C∞(U˜γ × Rnξ ). Set
Tx =
(
x1 0
0 1n−1
)
, x ∈ U˜γ ,
and define the symbol
a˜γf (x, ξ) = a
γ
f (x, T
−1
x ξ), x1 6= 0.
Note that, by equation (9), p(gκ−1γ (x)) = χ(g)p(κ
−1
γ (x)) = χ(g)x1, so that
T−1x κ
γ
g(x) = T
−1
x (x1(g
−1κ−1γ (x)), . . . , xn(g
−1κ−1γ (x))) = (χ(g
−1),ml1(g
−1κ−1γ (x)), . . . ),
implying that a˜γf (x, ξ) can be expressed explicitely by
(43) a˜γf (x, ξ) = e
−i(1,x2,...,xn)·ξ
∫
GR
f(g)ei(χ(g
−1),ml1(g
−1κ−1γ (x)),... )·ξcγ(g)dG(g),
yielding a˜γf (x, ξ) ∈ C∞(U˜γ × Rnξ ). Put
U˜γ+ =
{
x ∈ U˜γ : x1 ≥ 0
}
, U˜γ− =
{
x ∈ U˜γ : x1 ≤ 0
}
.
The main result of this section will consist in proving the following theorem. Here (κγ , U
γ)
denotes the atlas of VR − SsingR constructed above.
Theorem 4. Let (GC, ̺, VR) be a reductive prehomogeneous vector space whose singular
set SC is an irreducible hypersurface, and let Assumptions 1 and 2 be satisfied. Then, for
f ∈ S(G), π(f) is locally given by the operators
Aγfu(x) =
∫
ei(x−y)·ξaγf (x, ξ)u(y) dy d¯ξ, u ∈ C∞c (U˜γ),(44)
where aγf(x, ξ) = a˜
γ
f (x, Txξ), and a˜
γ
f (x, ξ) ∈ S−∞la (U˜γ × Rnξ ) is given by (43). In particular,
Aγf ∈ L−∞b (U˜γ±).
Note that the symbols aγf (κγ(m), ξ) are defined even in the case when the coordinates κγ
become singular. The expressions (44) are then still absolutely convergent, so that π(f) is
indeed given globally by the operators Aγf . We will divide the proof of Theorem 4 in several
parts. To begin with, let us first state a technical lemma.
Lemma 3. Let ϕ˜γξ,x(g) = ϕT−1x ξ(κ
γ
g(x)). Then, for X ∈ g, g ∈ GR, and χ¯(g) = χ(g−1) one
has
dR(X)ϕ˜γξ,x(g) = iϕ˜
γ
ξ,x(g)[ξ1dχ(−X)χ¯(g) +
n∑
j=2
ξjmlj−1 (−Xg−1κ−1γ (x))].
Proof. First, one computes
dR(X)ϕ˜γξ,x(g) =
d
dh
e
i(T−1x κ
γ
g ehX
(x))·ξ
|h=0 = iϕ˜
γ
ξ,x(g)
n∑
j=1
ξj
d
dh
(
T−1x κ
γ
g ehX
(x)
)
j |h=0
= iϕ˜γξ,x(g)
[
ξ1dR(X)χ¯(g) +
n∑
j=2
ξjdR(X)mlj−1,κ−1(x)(g)
]
.
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By noting that
dR(X)χ(e) =
d
dh
χ( ehX )|h=0 = dχ(X),
we obtain dR(X)χ¯(g) = dχ(−X)χ¯(g). Similarly, one verifies the relation dR(X)mlj ,κ−1(x)(g) =
−mlj (Xg−1κ−1(x)), thus obtaining the assertion. 
Remark 3. For X ∈ g, one has
dπ(−X)p(m) = d
dh
p(̺( ehX )m)|h=0 = dχ(X)p(m),
as well as
dχ(X)p(m) = (Xm) · gradp(m).
Thus, dχ(X) is a measure for the transversality of the fundamental vector field X˜(m) = Xm
with respect to the foliation
VR = ∪c∈R(p−1(c) ∩ VR).
As a first step towards Theorem 4, we prove the following
Proposition 5. a˜γf (x, ξ) ∈ S−∞(U˜γ × Rnξ ).
Proof. As already noted, a˜γf (x, ξ) ∈ C∞(U˜γ × Rnξ ). While differentiation with respect to
ξ does not alter the growth properties of a˜γf (x, ξ), differentiation with respect to x yields
additional powers in ξ. Let Y ∈ g and X1, . . . , Xn−1 ∈ g(p) be given in such a way that
dχ(Y ) 6= 0, and condition (iv) is satisfied. By the previous lemma,
dR(X1)ϕ˜
γ
ξ,x(g)
...
dR(Xn−1)ϕ˜
γ
ξ,x(g)
dR(Y )ϕ˜γξ,x(g)
 = iϕ˜γξ,x(g)

dχ(−X1)χ¯(g) ml1(−X1g−1κ−1γ (x)) . . .
...
...
. . .
dχ(−Xn−1)χ¯(g) ml1(−Xn−1g−1κ−1γ(x)) . . .
dχ(Y )χ¯(g) ml1(−Y g−1κ−1γ (x)) . . .
 ξ
Writing Γ(x, g) for the matrix appearing on the right hand side of the last equation, we
obtain
det Γ(x, g) = dχ(−Y )χ¯(g)
∣∣∣∣∣∣∣
ml1(−X1g−1κ−1γ (x)) . . . mln−1(−X1g−1κ−1γ (x))
...
. . .
...
ml1(−Xn−1g−1κ−1γ (x)) . . . mln−1(−Xn−1g−1κ−1γ (x))
∣∣∣∣∣∣∣ .
Hence, det Γ(x, g) vanishes if, and only if, the fundamental vector fields Xi(m) = Xim,
i = 1, . . . , n− 1, do span the tangent spaces Tm(p−1(c)∩ VR) at each point m = g−1κ−1γ (x),
and if their span is not perpendicular to the hypersurface {m ∈ VR : mj = 0}. The latter
condition is equivalent to gradp(m) /∈ {m ∈ VR : mj = 0}, which in turn is equivalent to
the condition ∂ p/ ∂ mj(m) 6= 0 for m = g−1κ−1γ (x). By construction, these conditions are
fulfilled for x ∈ U˜γ and g ∈ supp cγ(g) ⊂ Gγ1 , as a consequence of the properties (iii) and
(iv) of the atlas (κγ , Uγ). Thus, for arbitrary γ,
Γ(x, g) is invertible for x ∈ U˜γ , g ∈ supp cγ .
We now consider the extension of Γ(x, g), as an endomorphism in C1[Rnξ ], to the symmetric
algebra S(C1[Rnξ ]) ≃ C[Rnξ ]. Regarding the polynomials ξ1, . . . , ξn as a basis in C1[Rnξ ], we
obtain  Γξ1...
Γξn
 = (−iϕ˜−ξ,x(g))
 dR(X1)ϕ˜
γ
ξ,x(g)
...
dR(Y )ϕ˜γξ,x(g)
 ,
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where Γ(x, g) denotes the image of the basis vector ξi under the endomorphism Γ(x, g).
Since, for x ∈ U˜γ , g ∈ supp cγ , Γ(x, g) is invertible, its extension to SN (C1[Rnξ ]) is also an
automorphism, so that every polynomial ξi1 ⊗ · · · ⊗ ξiN ≡ ξi1 . . . ξin can be written as a
linear combination
(45) ξα =
∑
β
Λαβ(x, g)Γξβ1 . . .Γξβ|α| = −iϕ˜γξ,x(g)
∑
Λαβ(x, g)[dR(Xβ1)ϕ˜
γ
ξ,x(g)] . . . ,
where the Λαβ(x, g) are C
∞ functions on U˜γ × supp cγ which, in addition, are rational in g.
Now, we need the following lemma.
Lemma 4. Under the identification Γξk = −iϕ˜γξ,x(g)dR(Xk)ϕ˜γξ,x(g) one has
irϕ˜γξ,x(g)Γξj1 . . .Γξjr = dR(Xj1 . . .Xjr )ϕ˜
γ
ξ,x(g)
+
r−1∑
s=1
∑
i1,...,is
dj1,...,jri1,...,is (x, g)dR(Xi1 . . . Xis)ϕ˜
γ
ξ,x(g),
(46)
where the coefficients dj1,...,jri1,...,is (x, g) ∈ C∞(U˜γ × supp cγ) are at most of exponential growth
in g, and independent of ξ.
Proof. For r = 1 one has iϕ˜γξ,x(g)Γξk = dR(Xk)ϕ˜
γ
ξ,x(g), and differentiating the latter equa-
tion with respect to Xj we obtain, by taking (45) into account,
−ϕ˜γξ,x(g)ΓξjΓξk = dR(XjXk)ϕ˜γξ,x(g)−
∑
l,r
(dR(Xj)Γkl)(x, g)Λ
l
r(x, g)dR(Xr)ϕ˜
γ
ξ,x(g).
Hence, the assertion of the lemma is correct for r = 1, 2. Now, assume that it holds for
r ≤ N . Setting r = N in equation (46), and differentiating with respect to Xk, yields for
the left hand side
iN+1ϕ˜γξ,x(g)ΓξkΓξj1 . . .ΓξjN + i
N ϕ˜γξ,x(g)
(∑
l,q
(dR(Xk)Γj1,l)(x, g)Λl,q(x, g)Γξq
)
Γξj2 . . .ΓξjN
+ . . . .
By assumption, we can apply (46) to the products ΓξqΓξj2 . . .ΓξjN , and to all other products
of fewer terms. This proves the lemma. 
Returning to the proof of Proposition 5, as an immediate consequence of equations (45)
and (46), one computes
(47) (1 + ξ2)N = ϕ˜γ−ξ,x(g)
2N∑
r=0
∑
|α|=r
bNα (x, g)dR(X
α)ϕ˜γξ,x(g),
where the coefficients bNα (x, g) ∈ C∞(U˜γ × supp cγ) are rational expressions in the matrix
coefficients of g. Now, ∂αξ ∂
β
x a
γ
f (x, ξ) is a finite sum of terms of the form
ξδe−i(1,x1,...,xn)·ξ
∫
f(g)dδβ(x, g)ϕ˜
γ
ξ,x(g)cγ(g)dG(g),
the functions dδβ(x, g) ∈ C∞(U˜γ × supp cγ) being at most of exponential growth in g.
Making use of equation (47), and integrating by parts, we finally obtain for arbitrary α, β
the estimate
| ∂αξ ∂βx a˜γf (x, ξ)| ≤
1
(1 + ξ2)N
Cα,β,ω x ∈ ω,
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where ω denotes an arbitrary compact set in U˜γ and N = 1, 2, . . . . This completes the proof
of Proposition 5. 
In order to prove Theorem 4, we need to examine the symbols aγf(x, ξ) and the kernels of
the operators Aγf more closely.
Lemma 5. The kernel of Aγf is given by the oscillatory integral
(48) KAγ
f
(x, y) =
∫
ei(x−y)ξaγf (x, ξ) d¯ξ,
where aγf (x, ξ) ∈ S−∞((U˜γy × R1ξ1) × Rn−1ξ′ ) ∩ S0((U˜γy × Rn−1ξ′ ) × R1ξ1). It is a continuous
function of x ∈ U˜γ with values in D′(Rny ).
Proof. One computes (∂αξ a
γ
f )(x, ξ) = x
α1
1 (∂
α
ξ a˜
γ
f )(x, x1ξ1, ξ
′). By Proposition 5, we therefore
obtain the estimates
| ∂αξ ∂βy aγf (x, ξ)| ≤ Cα,β,K |x1|α1 〈(x1ξ1, ξ′)〉
l−|α|
, l ∈ R, K ⊂⊂ U˜γ .
Hence, aγf (x, ξ) ∈ S−∞((U˜γy ×R1ξ1)×Rn−1ξ′ )∩S0((U˜γy ×Rn−1ξ′ )×R1ξ1). In particular, a
γ
f (x, ξ) ∈
S(Rn−1ξ′ ). Let χ ∈ C∞c (R) with χ(ξ1) = 1 in a neighbourhood of 0, and consider, for
u ∈ C∞c (Rn), the absolutely convergent integral
Ix,ε(a
γ
fu) =
∫ ∫
ei(x−y)ξχ(εξ1)a
γ
f (x, ξ)u(y) dyd¯ξ.
According to [10], page 5, it can be regularized using integration by parts, so that, by the
bounded convergence theorem, one may pass to the limit as ε → 0, in this way getting a
distribution
u 7→ Ix(aγfu) = limε→0 Ix,ε(a
γ
fu), u ∈ C∞c (Rn).
As a consequence, (44) exists as oscillatory integral and is equal to Ix(a
γ
fu), its kernel being
given by (48). 
We are now in position to prove Theorem 4.
Proof of Theorem 4. According to Proposition 5, a˜γf (x, ξ) ∈ S−∞(U˜γ ×Rnξ ), and it remains
to show that a˜γf (x, ξ) satisfies the lacunary condition (18). Since, on U˜
γ
+ resp. U˜
γ
−, A
γ
fu only
depends on the restriction of u to U˜γ+ resp. U˜
γ
−, we necessarily have
suppKAγ
f
⊂ (U˜γ+ × U˜γ+) ∪ (U˜γ− × U˜γ−).
By the previous lemma, the kernel of Aγf is given by the oscillatory integral (48). Conse-
quently, ∫
ei(x1−y1)ξ1 a˜γf (x, x1ξ1, ξ
′) d¯ξ1,
which is a C∞ function for x1 ≥ 0, y1 < 0, resp. x1 ≤ 0, y > 0, must vanish then. By making
the substitution t = y1/x1 − 1 in case that x1 6= 0, we arrive at the condition
(49) Ma˜γf(x, ξ
′; t) =
∫
e−itξ1 a˜γf (x, ξ) d¯ξ1 = 0 for t < −1, x ∈ U˜γ .
meaning that a˜γf (x, ξ) satisifies the lacunary condition (18). This completes the proof of
Theorem 4. 
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As a consequence of Theorem 4 we can write the kernel of Aγf , for x1 6= 0, in the form
KAγ
f
(x, y) =
∫
ei(x−y)·ξaγf (x, ξ)d¯ξ =
∫
ei(x−y)·T
−1
x ξ a˜γf (x, ξ)|det (T−1x )′(ξ)|d¯ξ
=
1
|x1| A˜
γ
f (x, T
−1
x (x − y)), x1 6= 0,
(50)
where A˜γf (x, y) denotes the inverse Fourier transform of a˜
γ
f (x, ξ),
A˜γf (x, y) =
∫
eiy·ξa˜γf (x, ξ) d¯ξ.
Since, for x ∈ U˜γ , a˜γf (x, ξ) is rapidly falling in ξ, it follows that A˜γf (x, y) ∈ S(Rny ), the
Fourier transform being an isomorphism on the Schwartz space. Consider the restriction of
the atlas (κγ , U
γ) to VR − SR. By (50), the restriction of the kernel of the operator Aγf to
the diagonal is given by
kγf (m) = KAγf (κγ(m), κγ(m)) =
1
|p(m)| A˜
γ
f (κγ(m), 0),
and we denote the corresponding density on VR − SR by kf .
Proposition 6. Let (GC , ̺, VC) be a reductive prehomogeneous vector space whose singular
set is an irreducible hypersurface, satisfying Assumptions 1 and 2. Let VR−SR = V1∪· · ·∪Vl
be the decomposition of VR − SR into its connected components, and set
kγf (m, s) = |p(m)|sA˜γf (κγ(m), 0).
Denote the corresponding density on VR − SR by kf,s. Then, for ϕ ∈ C∞c (VR − SsingR ), the
integrals
(51)
∫
VR−SR
ϕkf,s =
l∑
i=1
∫
Vi
ϕkf,s
converge for Re s > 0, and can be continued analytically to meromorphic functions in s ∈ C,
satisfying functional equations of the form (11).
Proof. Let χγ be a partition of unity subordinated to the covering {Uγ}. Let dm denote
Lebesgue measure in VR. Identifying the functions k
γ
f (m, s) with the densities k
γ
f (m, s) dm,
we obtain
l∑
i=1
∫
Vi
ϕkf,s =
l∑
i=1
∑
γ
∫
Vi∩Uγ
ϕ(m)χγ(m)k
γ
f (m, s) dm
=
l∑
i=1
∑
γ
∫
Vi∩Uγ
ϕ(m)χγ(m)A
γ
f (κγ(m), 0)|p(m)|sdm.
Since ϕ(m)χγ(m)A˜
γ
f (κγ(m), 0) ∈ C∞c (VR − SsingR ), the assertion follows with Theorem 1.
Note that there exists a finite covering of suppϕ by the open sets Uγ , so that, in particular,
the sum over γ appearing in the last equation is finite. 
Let us illustrate this in the situation of Example 3. By (41), one has, in this case, the
functional equations ∫V ∗+ |p∗(ξ)|s− n2 ϕˆ ∗̂χγA˜γf (ξ) dξ∫
V ∗−
|p∗(ξ)|s− n2 ϕˆ ∗̂χγA˜γf (ξ) dξ
 = (2π)nC(s)( ∫V+ kγf,−sχγ(m)ϕ(m) dm∫
V−
kγf,−sχγ(m)ϕ(m) dm
)
,
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where we set A˜γf (m) = A˜
γ
f (κγ(m), 0), and ϕ ∈ C∞c (VR − SsingR ).
Remark 4. We close this section by noting that a trace of π(f) can be defined in the
situation of Theorem 4 and Proposition 6 by a regularization procedure analogous to the
one in Proposition 4. This is closely related to the definition of the b-trace in the theory of
totally characteristic pseudodifferential operators.
7. Strongly elliptic differential operators and kernels of holomorphic
semigroups
As an application of the results of the previous sections, we study the holomorphic semi-
group generated by a strongly elliptic differential operator associated with the left regular
representation (π,C0(VR)) of a prehomogeneous vector space (GC, ̺, VC). Let π be a con-
tinuous representation of a Lie group G on a Banach space B, g the Lie-algebra of G, and
X1, . . . , Xd a basis of g. A differential operator
Ω =
∑
|α|≤l
(−i)|α|cαdπ(Xα)
associated with the representation π is called strongly elliptic, if, for all ξ ∈ Rd, the relation
Re
∑
|α|=l cαξ
α ≥ κ|ξ|l is satisfied, where κ > 0 is some positive number. By Langlands
[6], the closure of a strongly elliptic operator generates a strongly continuous holomorphic
semigroup of bounded operators on B given by
St =
1
2πi
∫
Γ
eλt(λ1+Ω)−1dλ,
where Γ is a appropriate path in C coming from infinity and going to infinity, such that
λ /∈ σ(Ω) for λ ∈ Γ, and the integral converges uniformly with respect to the operator norm.
Here | arg t| < α for an appropriate α ∈ (0, π/2]. The proof of this essentially relies on the
verification of a criterium of Hille [2] within the theory of strongly continuous semigroups.
The subgroup St can be characterized by a convolution semigroup of complex measures µt
on G according to
St =
∫
G
π(g)dµt(g),
π being measurable with respect to the measures µt. The measures µt are absolutely con-
tinuous with respect to Haar measure dG on G, and denoting by Kt(g) ∈ L1(G, dG) the
corresponding Radon-Nikodym derivative, one has
St = π(Kt) =
∫
G
Kt(g)π(g)dG(g).
The function Kt(g) ∈ L1(G, dG) is analytic in t and g, and given universally for all Banach
representations. In the following, it will be called the Langlands kernel of the holomorphic
semigroup St. Though, in general, the Langlands kernel is not explicitely known, it satisfies
the following L1- and L∞-bounds. A detailed exposition of these facts can be found in [9].
Theorem 5. Let (L,C∞(G)) be the left regular representation of G. Then, for each κ ≥ 0,
there exist constants a, b, c > 0, and ω ≥ 0 such that∫
G
|dL(Xα) ∂βt Kt(g)|eκ|g| dG(g) ≤ ab|α|cβ|α|!β!(1 + t−β−|α|/l)eωt,
for all t > 0, β = 0, 1, 2, . . . and multiindices α. Furthermore,
|dL(Xα) ∂βt Kt(g)| ≤ ab|α|cβ |α|!β!(1 + t−β−(|α|+d+1)/l)eωte−κ|g|,
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for all g ∈ G, where d = dim g, and l denotes the order of Ω. In particular, Kt ∈ S(G).
Let (GC, ̺, VC) be a reductive prehomogeneous vector space defined overR, and (π,C0(VR))
the regular representation of GR on VR. Assume that Ω is a strongly elliptic operator as-
sociated with π, and consider the corresponding holomorphic semigroup St = π(Kt) with
Langlands kernel Kt. It induces a continuous linear mapping
(52) St : C
∞
c (R
n) −→ C0(Rn) ⊂ D′(Rn),
and since Kt ∈ S(G), the result of the previous sections concerning the Schwartz kernel of
the operator (52) are applicable. We will illustrate this for the classical heat kernel and the
simplest prehomogeneous vector space, see Example 1.
Thus, let GC = C
∗, VC = C. In this case, GR = GL(1,R) = R+∗ acts multiplicatively
on VR = R. Let a = 1 be a basis of g = R. The action of dπ(a) on the G˚arding subspace
C0(R)∞ corresponds on R to the vector field
dπ(a)ϕ(x) = gradϕ(x) · ( d
dh
e−h x
)∣∣
h=0
= −x d
dx
ϕ(x).
The Casimir operator Ω =
(
dπ(a)
)2 ∈ U of the considered G-representation is therefore
given by
Ω = x2
d2
dx2
+ x
d
dx
,
and constitutes a differential operator of Euler type. Let dGR(x) = dx/x be Haar measure
on GL(1,R). Denoting by St the holomorphic semigroup generated by Ω, and by Kt(x) the
corresponding Langlands kernel, we get
St(ϕ) =
∫
R
+
∗
Kt(x)π(x)ϕ
dx
x
, ϕ ∈ C0(R).
In order to compute Kt(x) explicitely, we consider the Banach representation (π,C0(R
+
∗ )),
introducing on R+∗ the new coordinate x = e
r, r ∈ R. The Casimir operator is then
given by d2/dr2, and the Langlands kernel coincides with the classical heat kernel Kt(r) =
(2πt)−1/2 exp(−r2/4t). By transforming back, we get for Kt(x) the universal expression
Kt(x) =
1√
2πt
e−(log x)
2/4t .
Now,
(Stϕ)(x) =
∫
R
+
∗
Kt(y)ϕ(xy
−1)
dy
y
=

∞∫
0
Kt(xy
−1)ϕ(y)dyy , x > 0,
‖Kt‖L1 ϕ(0), x = 0,
0∫
−∞
Kt(xy
−1)ϕ(y) dy|y| , x < 0.
If we therefore define
St(x, y) =
{
Kt(xy
−1)|y|−1 for xy−1 > 0
0 for xy−1 ≤ 0,
we get for St the representation
(Stϕ)(x) =

∞∫
−∞
St(x, y)ϕ(y)dy, x 6= 0,
‖Kt‖L1 ϕ(0), x = 0.
One has SR = {0}, and Theorem 3 reads as follows.
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Proposition 7. The bounded linear operator St : C
∞
c (R)→ D′(R) is given by the family of
oscillatory integrals
(Stϕ)(x) =
∫
ei(x−y)ξst(x, ξ)ϕ(y)dyd¯ξ,
where
st(x, ξ) = e
−ixξ
∫
R
+
∗
Kt(z)e
ixξ
z
dz
z
∈ S01,0(Ry × Rξ), x ∈ R;
for x 6= 0, one even has st(x, ξ) ∈ S−∞(Ry × Rξ). Its Schwartz kernel St ∈ D′(R × R) is
given by the continuous family of oscillatory integrals
R ∋ x 7→ St,x =
∫
ei(x−·)ξst(x, ξ)d¯ξ.
Furthermore, st(x, ξ) ∈ S−∞((Rx − {0}) × Ry × Rξ), so that St, as a map from C∞c (R) to
D′(R− {0}), represents a Fourier integral operator. On R− {0}, St ∈ L−∞(R− {0}).
Since the Langlands kernel is explicitely known, it is illustrative to give a direct proof in
this case. Since G is unimodular, one has
st(x, ξ) = e
−ixξ 1
2πt
∞∫
0
e−(log y)
2/4teixyξ
dy
y
= e−ixξfˆt(−xξ),
where we defined the function ft(y) = Kt(y)y
−1, for y > 0, ft(y) = 0 for y ≤ 0. Clearly,
ft ∈ S(R). Indeed, Kt(y)ym ∈ C∞(R+∗ ) for all m ∈ Z, and by the substitution y = er, we
obtain
Kt(y)y
m =
1√
2πt
e−r
2/4t+mr =
1√
2πt
e−(r/(2
√
t)−√tm)2+m2t;
for y → 0 and y →∞, Kt(y)ym goes to zero together with all its derivatives, and it follows
|yα ∂βy ft(y)| <∞ for arbitrary multiindices α, β. Hence we deduce st(x, ξ) ∈ S11,0(Ry × Rξ)
for arbitrary x ∈ R, and st(x, ξ) ∈ S−∞(Ry × Rξ) for x 6= 0. Since
∂αξ ∂
β
x fˆt(−xξ) =
∑
α1+α2=α
α!
α1α2
∂β+α1χ fˆt(χ)|χ=−xξ(−x)α1β · · · (β − α2 + 1)(−ξ)β−α2 ,
we finally obtain st(x, ξ) ∈ S−∞(Rx − {0} × Ry × Rξ). The continuity of x 7→ St,x is
a consequence of the fact that St,x(ϕ) = (Stϕ)(x) ∈ C0(R) is continuous. This proves
Propostion 7.
Now, by Lemma 2, on R × R − {(0)}, the Schwartz kernel St of St : C∞c (R) → D′(R) is
given by the function St(x, y) introduced above. Indeed, for x 6= 0,∫
ei(x−y)ξst(x, ξ)d¯ξ =
∫ ∫
ei(z−y)ξft(zx−1)
1
|x| dzd¯ξ = ft(yx
−1)|x|−1 = St(x, y),
while, as oscillatory integral, ∫
e−iyξst(0, ξ)d¯ξ = ‖Kt‖L1 δ0,
where δ0 denotes the δ-distribution mit support at zero. Furthermore, St(x, y) ∈ L1loc(R2).
Following the discussion in Section 5, we define the auxiliary symbol
a˜t(x, ξ) = e
−iξ fˆt(−ξ) ∈ S−∞(Rx × Rξ),
so that st(x, ξ) = a˜t(x, xξ). The inverse Fourier transform
A˜t(x, y) =
∫
eiyξa˜t(x, ξ)d¯ξ = ft(1 − y)
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is a Schwartz function, which vanishes for y ≥ 1 together with all its derivatives. implying
that at(x, ξ) satisfies the lacunary condition (18). For x 6= 0 one computes
St(x, y) =
∫
ei(x−y)ξa˜t(x, xξ)d¯ξ =
1
|x| A˜t
(
x,
x− y
x
)
, x 6= 0.
Furthermore, by the general theory of conormal distributions, A˜t(x, y) ∈ I−∞(R×R, {y = 0}),
see [4], Theorem 18.2.8. In concordance with Proposition 4, the restriction st(x) = St(x, x)
of St to the diagonal defines a homogeneous distribution of degree −1 on R − {0}, which
has an extension to R given by (39). Note that A˜t(x, 0) = Kt(1) = (2πt)
−1/2. Setting
st,ζ(x) = (2πt)
−1/2|x|ζ , (37) then yields in our situation the functional equations∫ ∞
−∞
st,ζ−1ϕˆ(ξ) dξ = 2(2π)−ζΓ(ζ) cos
πζ
2
∫ ∞
−∞
st,−ζ(x)ϕ(x) dx, ϕ ∈ S(R).
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