In this paper, we present techniques for inverting sparse, symmetric and positive definite matrices on parallel and distributed computers. We propose two algorithms, one for SIMD implementation and the other for MIMD implementation. These algorithms are modified versions of Gaussian elimination and they take into account the sparseness of the matrix. Our algorithms perform better than the general parallel Gaussian elimination algorithm. In order to demonstrate the usefulness of our technique, we implemented the snake problem using our sparse matrix algorithm. Our studies reveal that the proposed sparse matrix inversion algorithm significantly reduces the time taken for obtaining the solution of the snake problem. In this paper, we present the results of our experimental work.
Introduction
Solving systems of linear equations is a problem of importance in many applications. Typically, a set of linear equations is represented by
where A is a n x n matrix, x and b are n x 1 vectors. This problem can be solved by matrix inversion. The inverse of a matrix A, denoted by A-', has the property that a system of equations Ax = 6 can be solved by performing the matrix vector multiplication z = A-'h However, O(n3) operations are required to compute x on a serial computer where b is given [Sed@] . Even with some other factorization techniques like LU-decomposition, Choleski factorization and normalized factorization, we need O ( n 2 ) operations to compute 2 given b [DD91]. Besides this, there are several iterative methods for inverting matrices such as Jacobi iterative method and the conjugate gradient method fBT891. Iterative methods do not obtain an exact solution of Ax = 6 in finite time, but converge to a solution asymptotically. Unfortunately, no single iterative method is robust enough to solve all sparse linear systems accurately and dciently [DD91] .
However, to solve sparse linear equations, a normal direct matrix inversion or factorization is inefficient in terms of computer time and memory. Normal matrix operations do not take into account the sparseness of the matrices. A 0-7803-3529-5/96/$5 .00 1996 EEE great deal of computing power i s spent on multiplication of zeros. Moreover, significant memory is wasted in storing zeros. There is a need to optimize the computation time and memory by exploiting the sparseness of the matrices.
Even though, matrix inversion demands high computational requirements, its inherent parallelism has led to much interest in parallel implementation. To the best of our knowledge, not much research has been reported on parallel sparse matrix inversion. In this paper, we propose two algorithms, one for SIMD computers and the other for MIMD computers, for inverting a sparse matrix A which is symmetric, positive definite. An example of such a matrix is shown in Figure 1 Figure 1 : an example of a sparse matrix row (or column) has the same number of non-zero (k) elements and we assume that 6 << n. Such systems occur in many applications [BE77] . Our implementations are mod-ified versions of the basic Gaussian elimination algorithm. We take advantage of the fact that the matrix we used is sparse, symmetric and positive definite. For matrix size of n x n, our SIMD algorithm works best when the PE array size is greater than ( ( k / 2 ) + k + n ) xn). For larger matrices, we map several matrix elements onto each PE. In section 4, we shall prove that our parallel SIMD sparse matrix inversion technique gives good results even when the PE array size does not match with the matrix size. We shall also prove that our parallel MIMD sparse inversion technique has higher computational speed and lower communication cost compared to the general MIMD Gaussian elimination algorithm. We have implemented our MIMD algorithm on a network of workstations (NOWs) using PVM.
The remainder of this paper is organized as follows :
we will examine the characteristics of sparse, symmetric and positive definite matrix inversion in section 2. And based on those characteristics, we will present our algorithms and implementation details for SIMD and MIMD computers in section 3. In section 4, we will discuss the performance of the implementation technique. Figure 3 , we show a sparse 64 x 64 matrix with k = 5 stored in our format. The purpose of the condensation is to convert the representation of the sparse matrix to a format better suited for Gaussian elimination. In specific, the goals are :
0 To assign mainly the non-mro elements of the matrix to processors. Thus, the converted matrix is denser and the utilization is enhanced.
0 To preserve the connectivity of the sparse matrix. As we shall see. in the later part of this section, in each column elimination, there is no conflict in the position of the X coordinates.
We observe, first that any r o w operation on A can be described as a sequence of :
Step : let X = a(i, i) and we divide row i by 2. Elimination Step : let X = a+, j ) and we add -A In the following sections, we will present the SIMD and MIMD implementation of the division step and elimination step for matrix A and matrix A -] . Given the P E array of size m x m. we transform the n x n matrix A, into two ((k/2) + k ) x n matrices VAL and X and we map the matrices onto the first (k/2) + k columns of the PE array; k is the number of non-zero elements on each matrix row. If m 2 (k/2 + k + n) we map the identity matrix I' on the following n columns. Therefore, any operations applied to V A L matrix can be simultaneously applied to I' in parallel. In other words, this algorithm works best when the PE array size is
However, in the r a e where the matrix size is bigger than PE array size, we map the I' onto the whole PE array evenly and apply those row operations to VAL and I' in serial time.
In cases where the matrix size is bigger than the PE array, if we can ensure that we map row i and z + 1 to different P E rows, then each PE will create at most one matrix non-zero element in each rdumn elimination. This results in higher computational speed than general parallel SIMD Gaussian elimination algorithm. In the rest of this section, we assume m = n. Figure  4 shows our modified version of Gaussian elimination. To do the division step, we broadcast the val(i, 0) to the rest of the row. Then since every PE in the row z has a copy of 
Our algorithm is implemented in a masta/slave program. 10: All initial matrices and the result matrix will be stored in 11: the master workstation. The slaves are sent partitions by 12: the master, which are then stored in local memory and op-13: erated on, with the results being sent back to the master 14: to be collated. For implementation of the MIMD algo-
15:
rithm, we employ a network of workstations (NOWs) and 16: the Parallel Virtual Machine (PVM) library. In the rest 17:
of this section we refer to each workstation as a PE. The
18:
codguration is shown in Figure 7 . 19: end Similar to the SIMD algorithm, we transform the n x n 20: end matrix A into two ((k/2) + k) x n patrices V A L and X.
The whole of VAL and X will be stored in the master PE. The master PE also maps the matrix I' onto the the slave PES evenly. For instance, if the matrix size is 256, the number of slaves is 4 and k is equal to 5, the master PE will have the transformed matrices VAL and X (each 7 x 256) and each slave will have a submatrix of I' of size 64 x 256.
Our MIMD Gaussian elimination algorithm is shown in Figure 8 and Figure 9 . In each column elimination, the master PE needs to broadcast all the non-zero elements of column i in matrix V A L to all the slaves (see Figure 8 ).
Since each column has k non-zero elements at the most, Once the communication operation is completed, the master and slaves can perform their computation independently. The master can compute the division step and elimination step for matrix V A L and X (Figure 8 ) and concurrently, each slave can compute the division step and elimination step for matrix I' (Figure 9 ). Since each column has only k non-zero elements, this results in lower computational cost than general parallel Gaussian elimination algorithm.
4 Performance analysis and result k 5 7 9
In this section, we determine the number of computational steps for our implementation of sparse matrix inversion. Further, as we are using the condensed form of the given matrix, we are using less memory space. If there are k vdid elements in the row of A, we store A in an array of size ( 5 + k) x n rather than n x R. Hence, saving in space
O($)-
is nxp x 100% = * x 100% . Table 3 ), it is shown that our MIMD algorithm is faster. Furthermore, the sequential sparsc matrix Gaussian elimination algorithm and the sequential general Gmssian elimination algorithm have also been implemented. The algorithms were executed on a DEC/5QO workstation. The timing for various matrix size and non-zero elements are shown in Table 4 and Table 5 . 5 Application -snake Our technique has proven to be useful when the matrix is sparse, symmetric and positive definite. We have used this technique in mi application called snake. The problem snake is from the doma,in of motion tracking in computer vision. It detects the edges of an object by k i t e dement method. A snake is an iterative energy miilimization procedure using sparse matrix method. It involves wnvolution, sparse matrix inversion and matrix-vector multiplication. The coordinates of the snake points at timef are given by
Assuming n is the number of points in a snake, x and y are n x 1 vectors which store the x coordinates and y mordinates of the points. A is a n x n sparse, symmetric and Since the matrix A-' is a dense matrix, we use the general parallel matrix-vector multiplication algorithm to perform all the iteration. We have constructed a snake of a square representing its boimdary using 64 points. Figure 10 shows the original image and the initial position of snake. We In the figures, we can see that the snake was attracted to the square boundary from a fairly large distance. Table 6 shows the speedup of various implementations of the snake. The SIMD snakes algorithm was executed on the DEC MP-1 Maspar system, the MIMD algorithm was Table 6 : Timing difference between the SIMD snake, MIMD snake and sequential snake for the example (in seconds)
Conclusion
In this paper, we have presented efficient algorithms for inverting a sparse, symmetric and positive definite matrix problems. These algorithms are modified version of Gaussian elimination and take into account the sparseness of the matrix. The results obtained by us are very encouraging as they indicate a substantial improvement in execution time over the general parallel Gaussian elimination algorithm. We have presented results for SIMD tls well as MIMD computations.
