Many techniques based on data which are drawn by Ranked Set Sampling (RSS) scheme assume that the ranking of observations is perfect. Therefore it is essential to develop some methods for testing this assumption. In this paper, we propose a parametric location-scale free test for assessing the assumption of perfect ranking. The results of a simulation study in two special cases of normal and exponential distributions indicate that the proposed test performs well in comparison with its leading competitors.
Introduction
When actual measuring of observations is expensive or time-consuming but ranking them (without actual measurement, e.g. by visual inspection) is cheap and easy, ranked set sampling (RSS), even in small groups, provides an efficient sampling method in comparison with simple random sampling (SRS). The notion of ranked set sampling was suggested, for the first time, by McIntyre (1952) for estimation of average harvest, when he realized that it is easy to rank amounts of harvest in different farms while it is hard to actually measure them. Ranked set sampling can be balanced or unbalanced. In the balanced case (BRSS), one draws k samples of size k, orders each sample in increasing order and then selects the i th smallest unit from the i th sample for measurement. This procedure is repeated n times (cycles) to produce a balanced ranked set sample of size nk. Unbalanced ranked set sampling (UBRSS) differs from BRSS in that the different order statistics are not necessarily selected the same number of times.
There has been a lot of research on RSS in both nonparametric and parametric cases since McIntyre (1952) introduced it. In the nonparametric case, Takahasi and Wakimoto (1968) proved that estimation of the population mean in RSS is much more efficient than in SRS. Stokes (1980) proposed an estimate for the population variance and proved its efficiency and then Perron and Sinha (2002) improved it in the multi-cycle case. In the parametric case, Sengupta and Mukhuti (2006) proposed an improved estimator of variance based on BRSS for the exponential population; Bhoj and Asanullah (1996) suggested BLUE based on RSS for generalized geometric distribution and then Balakrishnan and Li (2005) improved it by means of Ordered Ranked Set Sampling (ORSS). A short but useful description of works on RSS can be found in Wolfe (2004) .
Perfect ranking is one of the fundamental assumptions of RSS, under which the units in each sample are ranked without error. Generally, the procedures based on RSS remain valid if this assumption is slightly violated. Many authors have tried to show that their proposed techniques based on RSS remain valid or at least as effective as those based on SRS, when the assumption of perfect ranking is moderately relaxed. Obviously, if this assumption is violated, the efficiency and even validity of those techniques cannot be guaranteed. Therefore, in this situation, in order to have valid inference, some robust techniques should be used in practice. Frey et al (2007) gives two nice examples in both nonparametric and parametric cases, in which considerable judgment ranking error causes changes in inference methods. Based on the above argument, existence of some test for assessing perfect ranking seems to be vital. Surprisingly, it is only recently that we see that some tests for perfect ranking have been introduced. Frey et al (2007) and Li and Balakrishnan (2008) independently proposed some nonparametric (distribution-free) tests for perfect ranking. Vock and Balakrishnan (2011) improved one of the Li and Balakrishnan (2008) tests and made some comparisons among these tests, using Monte Carlo simulations. Furthermore, Vock and Balakrishnan (2012) generalized another test proposed by Li and Balakrishnan (2008) and showed that their generalized test is equivalent to the test proposed by Frey et al (2007) .
We organize the rest of the paper as follows: In Section 2 we introduce our proposed test and prove a theorem for easy computation of the test statistic. In Section 3, we compare empirical power of the proposed test with nonparametric tests under the assumption of normality and exponentiality. Final remarks and recommendations are provided in section 4.
We use the following notations in the rest of the paper: 
, are the actual measurements.
Introduction of the test statistic
One of the tests proposed by Li and Balakrishnan (2008) can be rewritten as:
where   .
I
is the indicator function.
The above test statistic can be interpreted as follows: If the assumption of perfect ranking is completely satisfied, then
where , i k E is the expectation of the i th order statistic in a sample of size k.
The proof is provided in the Appendix.
By the above theorem, assuming perfect ranking and that the population distribution belongs to a location-scale family, then the test statistic in (4) simplifies to: 
Empirical power comparisons
In this section, we compare our proposed test with its leading competitors, namely:
 The test based on , k n S from Li and Balakrishnan (2008) , which has the form of   
The powers of the competing tests were directly reported from Vock and Balakrishnan (2011) , Tables 3-6, while new simulations were carried out for the power of the test based on D k,n . Because of the undeniable importance of normal and exponential distributions in statistical inference, we consider these two special cases in our study.
Empirical power study under assumption of normality.
In this subsection, we assume that the population distribution is normal with unknown mean  and unknown variance 2  . Since the proposed test statistic in (6) is location free, we do not need to estimate  . But we should use an appropriate estimator for  in (6). We use the following estimator of  in (6):
where
It is clear that  is an equivariant estimator of  and therefore by replacing  in (6) Remark 3: We also provide simulation-based critical values of our proposed test for the tdistribution with df = 2, 3, 4, 5, 10 (Tables 10-14 in the appendix), which can be used if the assumption of normality seems too ideal.
We used the following scenarios (the same as those in Vock and Balakrishnan, 2011) :
We order the values of a concomitant variable Y and use that ordering for the variable of interest X , which has a correlation  with X .  Fraction of random rankings: We first perfectly order each sample of k simulations and then, with probability  , we replace each order statistics with an independent new observation from the original distribution. Thus the distribution function of   i X will be      
 Fraction of inverse rankings: the same as fraction of random ranking, but we use 
The power estimates for the proposed test have been obtained based on 100,000 repetitions for different values of  , (n,k) and under different imperfect ranking scenarios at significance level of 0.05
. The results (partly taken from Tables 3-6 in Vock and Balakrishnan, 2011) are reported in Tables 2-5 and visualized in figures 1-4. In these tables, bold types indicate that the test statistic achieves the maximum power among its competitors. Tables 3 and 4 contain empirical powers of the tests under fraction random rankings and fraction inverse ranking models, respectively. Obviously, under these imperfect ranking models, the power of the proposed test is consistently better than all of its competitors in all values of  , sample sizes and numbers of cycles considered.
The results are more in favor of , k n J than other tests when the imperfect ranking model is fraction of neighbors (Table 5) 
Empirical power comparison under assumption of exponentiality
In this subsection, we assume that the population distribution is exponential with an unknown mean  . The following theorem will help us in the construction of the test statistic. 
The proof follows from equation (2.1) in Sengupta and Mukhuti (2006) . Now, by the above theorem and Lagrangian method, it is not hard to obtain the BLUE of  based on BRSS. The estimate has the following form:
It is clear that  is an equivariant estimator of  and therefore by replacing  in (6) by (8), the resulting test statistic ( , k n D ) and thus its critical values do not depend on the unknown parameter.
Although the test statistic can be readily computed via theorem 2, the form of it is too complicated to allow us to derive its exact distribution under the assumptions of exponentiality and perfect ranking. Therefore we derive critical values of   based on 100,000 repetitions. . The results (again partly taken from Tables 3-6 in Vock and Balakrishnan, 2011) are tabulated in Tables 7-9 and visualized in Figures 5-7 . In these tables, bold types indicate that the test statistic achieves the maximum power among its competitors. 0817 .1144 .1515 .1936 .2367 .2795 .3261 .3782 .4227 .4710 The comparison results in an exponential population are similar to those in a normal population. When the imperfect ranking scenarios are fraction of random ranking and fraction of inverse ranking (Tables 7, 8 ) the proposed test is uniformly better than the other ones, but for fraction of neighbor ranking scenario (Table 9) 
Conclusion
In this paper, we propose a parametric test of perfect ranking in balanced ranked set samples. We show that our test is location free and it will be scale free if we use an equivariant estimator for the scale parameter. Then we compare our test with its leading competitors in two cases of normality and exponentiality. Our simulation results show that the proposed test is quite competitive, especially when ranking errors in the data can be severe (fraction of random ranking and fraction of inverse ranking), in which cases the proposed test is uniformly the best. Therefore, since most statistical methods are robust against mild ranking errors, we recommend using our proposed test in practice when there is an assumption about the population distribution. The advantage of our proposed test is higher power when it can be assumed that the unknown distribution belongs to a certain known location-scale family. Therefore our proposed test should be used with care if there are doubts about the correctness of the above assumption. 
