Abstract
The U.S. Geological Survey, in cooperation with the St. Johns River Water Management District, conducted a study to examine water fluxes in two small study areas in the Indian River Lagoon. Vertical arrays of temperature sensors were placed at multiple locations in the lagoon bed to measure temperature time series in the vertical profile. These data at one of the study areas, Eau Gallie, were used in two numerical models, 1DTempPro and VFLUX, to estimate seepage flux rates into the lagoon. 1DTempPro uses an inverse-modeling approach to calibrate groundwater flux to the measured temperature time series. VFLUX isolates the fundamental frequency signal in the temperature data and utilizes the resulting amplitude and phase differences between sensor locations to determine vertical water flux.
Field measurements were made during two time periods, March 23 to April 28, 2017, and June 1 to November 3, 2017 . Simulating the first, drier period at one location with 1DTempPro helped determine reasonable seepage fluctuations and provided guidelines for choosing which temperature sensor pairs used in the VFLUX simulations would produce the best results. VFLUX simulations at eight locations indicated daily average seepage flux rates of less than 20 centimeters per day (cm/d) and substantial seepage flux out to a distance of at least 110 meters from shore. The spatial variation in average seepage flux rates within 40 meters of shore seemed large, ranging from about 3 to 20 cm/d.
In the VFLUX application using the June 1-November 3, 2017 data, the seepage flux has a higher magnitude and fluctuation than the first simulation period, making the isolation of the fundamental temperature frequency signal in the temperature data difficult. However, useful partial or full simulations were achieved at 6 of the 10 locations. The storm surge of Hurricane Irma on September 10, 2017, changed the depths of the sensors relative to the lagoon bed and disrupted the ability of VFLUX to compute seepage flux for the posthurricane period. The June 1 to November 3, 2017, computed seepage flux rates were higher than those for the March 24 to April 28, 2017, period and were sometimes as
Introduction
The Indian River Lagoon (IRL) in east-central Florida is one of 28 "Estuaries of National Significance," as designated by the U.S. Congress ( fig. 1 ; Indian River Lagoon National Estuary Program, 2018). Phytoplankton blooms have occurred in the lagoon and resulted in decreased water transparency, increased light attenuation, and widespread seagrass loss (St. Johns River Water Management District and others, 2012) , as well as die-offs of fish and other aquatic species. One of the largest blooms occurred in 2011 and resulted in a decrease in seagrass extent from about 32,000 hectares in 2009 to 18,600 hectares in 2011 (Indian River Lagoon National Estuary Program, 2018) . The cause of the blooms is being investigated by various Federal, State, local, and private organizations. One potential factor contributing to degradation of the lagoon's water quality is the seepage of effluent from septic systems (Barile, 2018) . The flux of groundwater into the lagoon, transporting the contaminating effluent, can be estimated by measuring vertical temperature profiles in sediments beneath the lagoon bed.
Vertical profiles of temperature in sediments beneath water bodies have been used to infer the vertical exchange of groundwater and surface water (Irvine and others, 2017) . Diurnal oscillations in the temperature of a water body tend to propagate downward into the underlying sediments by means of conduction. Downward fluxes of water into the sediments transport the diurnal temperature signal deeper into the sediments through advection than would be expected by conduction alone. Conversely, upward fluxes of water from the sediments into the water body lead to more temperature 
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signal attenuation with sediment depth than would be expected via conduction (Irvine and others, 2017) . Vertical temperature profiles collected over time can be modeled to determine the vertical fluxes of water into or out of the water body in the sediment zones of interest. The U.S. Geological Survey, in cooperation with the St. Johns River Water Management District, conducted a study in 2017 to examine water fluxes in two small study areas in the IRL: one near Eau Gallie, Florida, and the other near Rockledge, Fla. (fig. 1 ).
The data collected in the Eau Gallie study area was chosen to apply a proof-of-concept approach regarding the use of heat as a tracer of vertical water exchange that may provide information about the relative scale of groundwater contributions to the lagoon. The Eau Gallie study areas is small relative to the size of the IRL, so this analysis cannot be used alone to evaluate the total groundwater contribution to the IRL. However, this is a first step in direct estimation of groundwater contributions to the IRL, and thus the potential for groundwater transport of nutrients.
Purpose and Scope
The purpose of this report is to (1) document the procedures used to collect vertical temperature profiles in sediments beneath the IRL, and (2) describe the modeling of these data to evaluate water fluxes into and out of the IRL in the Eau Gallie study area. This report includes discussions of the geography and hydrogeology of the IRL, the design of the temperature profiling stakes used to collect the data, the quality assurance of these data, and the analysis of the data from the Eau Gallie study area. The modeling and analysis of data are limited to those data collected from the Eau Gallie study area, which provided the most complete data available for analysis. Included in this report are estimates of upward and downward fluxes of water into and out of the lagoon at multiple locations and (or) distances from shore in the Eau Gallie study area.
Geography and Hydrogeology of the Indian River Lagoon
The IRL is an estuarine system consisting of three lagoons, namely the Banana River, the Indian River, and the Mosquito Lagoon ( fig. 1B) . The brackish estuary is 251 kilometers long, 2.5 to 8 kilometers wide, and extends from northern Brevard County to the southern boundary of Martin County ( fig. 1A ; St. Johns River Water Management District, 2007) . The IRL covers 568 square kilometers and has an average depth of 1.2 meters (m) (St. Johns River Water Management District, 2018) . Water from the IRL and Atlantic Ocean mix through five ocean inlets. The salinity of the IRL is controlled by the exchange of water through these inlets, as well as precipitation, wind, tidal forcing, evaporation, surface runoff, and potential submarine groundwater discharge (Swarzenski and others, 2000) .
The sediments of the IRL overlie the Pleistocene-age Anastasia Formation (Scott, 1993) . The Anastasia Formation is ". . . composed of interbedded sands and coquinoid limestones. The most recognized facies of the Anastasia sediments is an orangish brown, unindurated to moderately indurated, coquina of whole and fragmented mollusk shells in a matrix of sand often cemented by sparry calcite. Sands occur as light gray to tan and orangish brown, unconsolidated to moderately indurated, unfossiliferous to very fossiliferous beds" (U.S. Geological Survey, 2016).
The bottom of the lagoon at the Eau Gallie study area ( fig. 1B) consists mostly of fine sand. Quantitative analyses of sediment samples collected near the Eau Gallie study area were conducted by Trefry and Trocine (2011) , but no sediment samples were collected within the study area.
Methods
Temperature measurements have been used to estimate heat transport, and by extension water flux, in groundwater systems since the 1960s (Anderson, 2005) . These applications include the use of temperature to evaluate vertical groundwater seepage flux in fluvial environments, where surface water directly overlies groundwater (Hatch and others, 2006; Keery and others, 2007; Vogt and others, 2010) . Seepage may be discharge from groundwater to overlying surface water (upward flux) or recharge from surface water to groundwater (downward flux). Direct physical measurement of groundwater seepage is prone to large uncertainty because of the difficulty in access and flow detection in a porous media located beneath a surface-water body. Seepage flux measurements can involve embedded devices that directly measure fluid flow or indirect resistivity methods that determine flow locations by means of salinity measurements. The installation of such a device disturbs the seepage media and may influence the flow system. Tracer studies are useful, but the application of an artificial tracer is logistically intensive in an embayment and difficult to constrain. Using naturally occurring heat as a tracer has the advantage of simplified logistics and instrumentation but is limited by the ability of the sensors to resolve ambient temperature gradients and the assumption of purely vertical flow.
Locations where temperature variations may indicate groundwater seepage can be identified by using fiber-optic, distributed temperature-sensing surveys (Briggs and others, 2012) . During these surveys, pulses of light are transmitted through a fiber-optic cable, and the ratio of temperature-independent Raman backscatter (Stokes) to temperature-dependent backscatter (anti-Stokes) of the light pulse is measured. A spatially distributed temperature map is generated, yielding information that can be used to position temperature probes in order to determine seepage flux (Rosenberry and others, 2016) .
The determination of seepage flux using temperature can be defined as an inverse problem, where mass advection is estimated by matching calculated temperatures to observed temperatures. Temperature profiles in beds that underlie surface-water bodies can be related to seepage flux as in any other groundwater-flow environment, and even the shape of the vertical temperature profile (concave or convex) can be used to infer whether the flux is upward from the groundwater to surface water or downward from the surface water to groundwater (Bredehoeft and Papadopulos, 1965) .
Realistic estimates of heat-transport and groundwater flow parameters are needed to accurately estimate seepage flux from measured temperature data. Ideally, such estimates are obtained through analysis of the actual sediment, although estimates of heat capacity and conductance have been standardized for many soil materials (Arya, 2001) . Increased temperature difference between surface water and groundwater reduces uncertainty in groundwater flux estimates obtained by means of heat tracer studies/experiments, and areas having larger annual temperature fluctuations tend to have larger spatial gradients in temperatures and are more conducive to heat-tracer applications (Lapham, 1989) . The IRL does not experience large fluctuations in annual temperature compared to those of lagoons in temperate-zone regions, where many studies have successfully used heat to estimate groundwater seepage flux, but existing differences in inland and offshore water temperatures made the analysis presented herein possible.
The two models chosen for this study use the method of inverse modeling of mass advection from the temperature-profile time series and the method of determining mass flux from vertical propagation of temperature signals over time. These models both rely on the measured temperature data from probes imbedded in the lagoon bed, described next.
Temperature Data Collection
Vertical temperature profiles in the sub-bottom of the IRL were collected using 4 to 5 DS1922L-F5 Thermochron iButton temperature sensors imbedded in 0.6-to 0.9-m-long polyvinyl chloride (PVC) stakes designed to be driven into the bottom of the lagoon ( fig. 2 ). These temperature sensors have an accuracy of ±0.5 °C within the temperature range of -10 to +65 °C and were programmed to record temperatures hourly at a precision of 0.0625 °C. The memory storage in each temperature sensor can store 4,096 data values at this precision. To house the temperature sensors, flat-bottomed pockets that were 1 centimeter (cm) deep by 2 cm in diameter were drilled in each stake, perpendicular to its axis. The sensors were programmed prior to installation, placed in the pockets in the stakes, and covered with clear silicone caulking to seal them from the water of the lagoon. The stake was wrapped with 20-millimeter-thick PVC pipe-wrap tape at the location of each sensor to provide additional protection. It has been previously shown that wrapping of this magnitude does not substantially impact the measurement of ambient sediment temperature (Cardenas, 2010) . A reference mark was placed on each stake, indicating ground level, and the stakes were driven into the bottom of the lagoon to the depth of this mark.
Temperature data was taken during two time periods in the Eau Gallie area. Eight sensor stakes were installed for the period of March 23-April 28, 2017, denoted by a number and the letter A ( fig. 3) , and 10 sensor stakes were installed for the period of June 1-November 3, 2017, denoted by a number and the letter B ( fig. 4) . Similar data collection was also made at Rockledge ( fig. 1 ), but this study only focuses on the Eau Gallie area and the application of the measured temperature data to the simulation of seepage flux.
The first temperature profile data (Prinos and Briggs, 2017 ) from eight sensor stakes deployed in the Eau Gallie study area on March 23, 2017, and retrieved on April 28, 2017 ( fig. 3 ), involved the testing of two different stake designs. This initial deployment revealed that the diurnal temperature signal was weak at a depth of 63.5 cm. None of the sensors failed during this testing. Given the results of this first deployment of temperature sensor stakes, the two 0.9-m-long stakes were shortened to 0.6 m, which eliminated the sensor at 63.5 cm. An additional sensor was added at a depth of 5.1 cm for the second deployment ( fig. 4 ).
As part of this study, fiber-optic-distributed temperature sensing surveys were conducted at the Eau Gallie study area during May 25-30, 2017 (Prinos and Briggs, 2017) . Given the results of these surveys, 10 sensor stakes were installed for the second deployment at Eau Gallie on June 1, 2017, and removed November 2-3, 2017.
After they were collected from the field, the temperature profiling stakes were placed in an ice bath to check the accuracy of the sensors. All of the data collected from sensors within the ice bath were within the stated accuracy of the sensors, so no temperature corrections were required. Some of the sensors that provided partial record stopped recording for a period and then restarted. The ice bath provided a good date-time reference, so whenever possible, blocks of data were aligned using this reference. Some of the partial data could not be aligned using this reference because of multiple gaps in the record.
To test computational methods to determine water flux rates from changes in the vertical profile of the water temperature, the data collected at Eau Gallie from March 23 to April 28, 2017 (fig. 3 ) and from June 1 to November 3, 2017 ( fig. 4 ) (hereafter referred to as March-April and June-November, respectively) at depths ranging from 5.1 cm above to 36.8 cm below the bed surface ( fig. 2) were used. The diurnal fluctuations in temperature are well defined in the measurements and can be used to define the effects of advection, which can be used to infer flux. 
Computation of Groundwater Seepage
The estimation of groundwater seepage flux from temperature data involves determining the vertical fluid flux q (Darcy flux) of the one-dimensional heat transport equation:
where
= the thermal diffusivity of the saturated sediments, z = length along the flow path, q = vertical fluid flux, C w = water volumetric heat capacity, and C = the saturated sediment volumetric heat capacity. As heat is transported through both grains and water-filled pores, the typical controlling flow parameter of hydraulic conductivity is not explicitly contained in the heat transport equation. Given the values of the constants and the spatial and temporal variations in temperature, the fluid flux, q, can be computed. However, k e and C can have substantial uncertainty, and both are related to the total sediment porosity, n, by
and
where λ = saturated thermal conductivity, β = thermal dispersivity (the term is typically negligible over <1-m lengths), and C s = sediment-grain volumetric heat capacity. Given a time series of temperature in a vertical profile and estimates of n, λ, β, C w , and C s , the vertical flux, q, can be estimated by discretizing equation 1 in time and space. Various methods have been developed to fit the fluid flux to temperature data, and two different modeling techniques were applied to the temperature data from the Eau Gallie study area to determine seepage flux rates. These two simulators are 1DTempPro (Koch and others, 2016) and VFLUX (Gordon and others, 2012) . The methodology and applications of each model are described below. The simulation input and output files discussed herein are available in Swain (2018) . Simulations require several executables, MATLAB Version 2014a or later, and several MATLAB toolboxes as described in Swain (2018) .
Application of 1DTempPro Model
The 1DTempPro program uses the groundwater flow and transport code VS2DH in a graphical user interface to calibrate groundwater flux to measured temperature time series (Koch and others, 2016) . Originally designed for computation of flux from defined heat parameters and temperature profiles, Version 2 of 1DTempPro has a parameter optimization method wherein one of the parameters, q, n, λ, β, or C s , can be estimated individually via an inverse-modeling approach. Given the degrees of freedom (number of unknowns), reasonable estimates of the parameters are needed from independent sources, and an estimate of q at some simulation time is used to test known values of the other input parameters.
By applying 1DTempPro to some of the temperature data collected at the Eau Gallie study area, simulation results were used to assist in the development of the VFLUX simulation and to compare with the VFLUX simulation results. Location 1A data for the March-April period ( fig. 3 ; Prinos and Briggs, 2017) were used to test the n, λ, β, and C s values for suitability. For a given set of parameters chosen, an average q value for each day was computed from the 24 hourly temperature profiles ( fig. 5 ). This simulation period was sufficiently dry to assume the seepage flux, q, was near zero, so using suitable n, λ, β, and C s values in the 1DTempPro parameter-estimation solution was expected to produce minimal q values. Each daily flux was computed separately, because a time-series simulation cannot be specified to solve for a variable flux in 1DTempPro. When evaluating results, it must be considered that different combinations of the controlling parameters could result in near-zero computed q. Through manual adjustment of parameters and a preference for standard parameter values that might be expected for the fine sand soil type at Eau Gallie (Scott, 1993) , the following values were accepted:
• Porosity n = 0.28 
Application of VFLUX Model
The VFLUX program also estimates one-dimensional vertical fluid flow in saturated porous media. The program has several different analytical solution methods that are based on isolating the fundamental signal in the temperature data (usually the diurnal cycle) using a Dynamic Harmonic Regression method and utilizing the resulting amplitude and phase differences between sensor depths in analytic formulations to determine vertical water flux For a seepage-flux scenario that predominantly involves upwelling from groundwater to surface water, as is assumed at the IRL, the solution methods that use amplitude attenuation with depth, rather than phase differences, are considered more applicable (Briggs and others, 2014) . The phase signal at greater depths tends to dissipate rapidly when the advective flux is upwards, whereas the amplitude signal does not dissipate as much for these conditions. The Hatch formulation uses the amplitude method and is considered more appropriate for this study.
VFLUX solves for vertical flux on the basis of the time series of temperature differences between each possible pair of sensors in a vertical column (fig. 2) . The derived seepage flux values inevitably differ, and the user must decide which is most representative of the seepage exchange between groundwater and surface water. Whereas 1DTempPro estimates a vertically averaged flux, the VFLUX-estimated flux varies with depth, and values determined from sensors nearest to the surface should be the closest values corresponding to seepage exchange with the lagoon as well as where flux should be closest to vertical. In this analysis, the location of the topmost sensor at each location varies between 1.3 cm below the surface to 5.1 cm above the surface, and the calculated flux varies substantially on the basis of which sensor pairs are used for computation. In order to determine the most representative pair or combination of pairs of sensors, a comparison is made between simulated flux values using VFLUX and flux values using 1DTempPro.
Not every temperature measurement location in the Eau Gallie study area has a sensor above the lagoon bed. For example, in the March-April data, only 4 locations out of 8 have a sensor in the surface water. To account for missing sensors above the lagoon bed at locations 3A, 4A, 5A, and 8A ( fig. 3 ), a linear relationship was developed between the fluxes computed at sensor pair below the lagoon bed and sensor pairs including the surface-water sensor ( fig. 2 ). This linear relationship was then applied at all locations that do not have a surface-water sensor to estimate flux at what would be the uppermost pair of sensors.
Values of n, λ, β, C w , and C s must be input by the user to VFLUX. The tested and accepted values in the 1DTempPro simulation listed in the preceding section, although not proven to be unique, are considered appropriate for the VFLUX simulation. This allows a direct comparison of the two simulation methods and aids evaluation of the differences in model results.
A distinct temperature signal is necessary to obtain the proper solution of the VFLUX formulations. The temperature signal can be difficult to define when temperature differences along the vertical profile are small. Additionally, VFLUX solves separately for individual pairs of sensors in the vertical column, whereas 1DTempPro solves the heat transport equation for the entire vertical column of sensors. However, VFLUX can solve for a variable seepage flux over an extended time series, contrasting with 1DTempPro, which represents a constant seepage flux for each simulation period. Thus, for this study, VFLUX was used to estimate the longer flux time series on the basis of characteristic temperature signals, and 1DTempPro was applied to more limited time series to confirm VFLUX results and help determine the most representative sensor pairs in the VFLUX solution.
Estimation of Groundwater Seepage Exchange With Lagoon Surface Water
The 1DTempPro and VFLUX simulations were applied to vertical heat-profile measurements at multiple locations offshore in the Eau Gallie study area (figs. 1, 3, and 4) for two time periods as specified above. The March-April period was relatively dry and was assumed to have seepage flux rates of very low magnitude. The June-November period contained major hydrologic events, including Hurricane Irma on September 10, 2017, and was assumed to have periods of substantial groundwater seepage flux into the lagoon.
Dry Season Simulation Period
The results of the March-April 1DTempPro simulation indicate the seepage flux at this location varied in direction over time with absolute values under 10 centimeters per day (cm/d; fig. 6 ). VFLUX simulates the same time period at location 1A with a 2-hour time step (twice the sampling rate). A comparison of different combinations of sensor pair computed values in VFLUX with the 1DTempPro results indicated the closest match occurred with the average of the highest three sensor pairs (pair I, II, and III in fig. 2 ). The lowest sensors deviated the most from the 1dTempPro values and showed a negative bias. The temperature signal is weakest at the lowest sensors because of much smaller temperature fluctuations. For the March-April 2017 period, the average temperature fluctuation amplitudes of each sensor from the top downward were 2.8, 2.4, 1.7, 1.0, and 0.3 °C. With such a small amplitude at the lowest sensor, the 4th sensor pair is quite unreliable and uncertainty in the temperature signal can create inaccuracies and bias in the computed seepage flux. This average of the top three sensor pairs was chosen for subsequent analyses at other locations.
Magnitudes of bidirectional seepage and patterns of variation are similar, as indicated by comparison of the 1DTempPro and VFLUX results ( fig. 6 ). More fluctuations are visible in the VFLUX simulation than in the daily 1DTempPro results, partially because of the higher temporal resolution of the VFLUX simulation. The 1DTempPro simulation calculates a constant seepage flux over each day on the basis of the hourly measured temperature distributions, whereas VFLUX calculates a flux every 2 hours based on the hourly data. Differences in solution methods also were a factor, because 1DTempPro solves for seepage flux using the heattransport equation, whereas VFLUX delineates temperature fluctuation signals and analytically tracks their advective movement.
Estimating Flux for Locations Lacking A Surface-Water Sensor
For simulating the March-April period using VFLUX, the offshore locations 3A, 4A, 5A, and 8A do not have a sensor in the surface water above the lagoon bed, so sensor pair I is missing ( fig. 2) . A linear fit was assumed in order to develop equations relating the flux computed from the sensor pair below the lagoon bed (pair II in fig. 2 ) and the average fluxes for the top three sensor pairs (pairs I, II, and III, fig. 2 ) for locations 1A, 2A, 6A, and 7A using
where Q ave is the average flux for the top three sensor pairs I, II, and III; Q II is the flux for the sensor pair II below the lagoon bed; and A and B are the slope and intercept coefficients, respectively. Given the apparent scatter in the data, the best-fit parameters were manually chosen to visually match most of the data, as shown in figure 7 . These parameters vary between locations, with location 6A differing from the others in that it is the only one having a negative intercept coefficient, B (table 1) . Location 6A is also much farther offshore than the other three locations, which may be a factor. A decision was made to use average parameters from the three locations having a sensor above the bed, except at location 6A, to compute fluxes for the locations without a sensor above the bed (locations 3A, 4A, 5A, and 8A, table 1). Thus, the equivalent fluxes for the average of the top three sensor pairs (approximated as if there were a sensor above the bed) were calculated using Q ave = 2.4Q II + 34 (cm/d).
Simulations at all Locations
The March-April time series of seepage fluxes simulated with VFLUX were similar in magnitude and pattern among the eight different offshore locations ( fig. 8 ). Temporal fluctuations in seepage flux were distinct close to shore (location 3A located 4 m offshore), whereas those farthest offshore tended to fluctuate less (locations 5A and 6A both 110 m offshore). It would be expected that seepage responses to environmental variations are dampened further offshore, away from nearshore effects. The average seepage flux over the March 24-April 20, 2017, period had a maximum of nearly 20 cm/d upward and varied substantially within 40 m of shore ( fig. 9 ). The two farthest locations 110 m offshore had similar average upward seepage flux values of about 10 cm/d and probably indicate a decline in seepage flux between 40 and 110 m offshore. The large spatial variability in the locations and the limited number of locations, however, precludes definitive conclusions other than that upward seepage flux exists more than 100 m offshore and tends to be less than 20 cm/d nearshore.
Wet Season Simulation Period
The June-November period contains wetter hydrologic events, including Hurricane Irma, than the March-April period. Simulation results obtained from VFLUX were less conclusive for this wetter period in discerning the fundamental signal in the temperature data at a number of locations, most likely because the advection of the higher seepage flux rate obscured the diurnal temperature variations. VFLUX was unable to delineate the fundamental signal for any substantial period of time in the simulation for locations 2B, 4B, 5B, and 15B (fig. 4) . Successful simulations, each containing solutions for large portions of the time series, were made at locations 1B, 3B, 7B, 9B, 13B, and 14B, providing sufficient insight into spatial seepage variability. As was done for the March-April data, those locations having a surface-water sensor above the lagoon bed (locations 1B, 9B and 13B) are used to develop the linear estimator for those locations without a surface-water sensor (locations 3B, 7B, and 14B). The relationship between average flux for the sensor pairs I, II, and III, and the average flux for the sensor pairs II and III for each location is different before and after the landfall of Hurricane Irma on September 10, 2017 ( fig. 10 ). This change is most likely due to disturbance of the lagoon bed changing the sensor-placement depths; it was not possible to verify the sensor depths when removing them. The change also indicates that computations of seepage flux rates after the hurricane may be substantially compromised if the sensor depths change from assumed values. Linear fit coefficients were developed for each location for the periods before and after Hurricane Irma (table 2) . These coefficient values indicate that conditions changed substantially at locations 1B and 9B, but much less so at location 13B ( fig. 10 ). The changes manifested by the hurricane primarily affect the linear equation slope A. It is possible that the highest sensor in the surface water became partially buried by sediment during the hurricane surge, and so its measured temperature time series became similar to the other subsurface sensors. The prehurricane coefficients are similar between locations and coefficients were chosen to estimate fluxes at the locations without a surface-water sensor (locations 3B, 7B, and 14B) using Q ave = 0.8Q II + 30 (cm/d).
Successful VFLUX simulations were achieved for the period between June 19 and October 27, 2017, and were more continuous and reliable before Hurricane Irma made landfall September 10; substantial periods of failed numerical solutions occurred at most of the locations post-landfall ( fig. 11) , most likely for the reasons discussed previously. Most of the locations shown have a continuous simulation before the hurricane except for location 7B where numerical solutions failed during large downward seepage fluxes, such as on July 30 and August 12 ( fig. 11 ). Only at location 14B was a continuous simulation maintained after the hurricane.
The June-November simulations show higher seepage flux rates than the March-April simulations, sometimes as great as 40 cm/d, and greater than 60 cm/d at location 3B nearest the shore, with a large downward flux simulated during the hurricane followed by a reverse upward seepage flux as rainfall increased groundwater inflows ( fig. 11 ). Location 3B is only 5 m from the shore ( fig. 4 ) and had the largest upward seepage flux during the rainfall response period, and location 7B, somewhat farther from shore, had the second largest upflow. The rest of the locations further offshore showed a greater downward seepage flux during the hurricane and less upward rebound. The effects of the hurricane including the storm surge, appeared to have initially raised lagoon levels, reversing the surface-water to groundwater gradient and driving the seepage flux downward. Then as the inland precipitation recharge raised the groundwater levels, the seepage flux was driven upwards from the groundwater to the lagoon. The storm-surge effects appear to be dominant at most of the locations farther offshore, but one of the two locations 5 m from shore shows a dominant upwelling effect.
Most of the locations show similar magnitudes of temporal fluctuations, except for location 3B, which shows much smaller temporal fluctuations ( fig. 11) . Location 14B is a about the same distance from shore as location 3B but shows larger fluctuations similar to those at sites farther offshore ( fig. 11 ). Location 3B also shows the largest upward seepage flux during and after the hurricane, as discussed earlier, so the connectivity to groundwater and the lagoon may be substantially different at location 3B than at other sites.
Given the difficulty in simulating parts of the June-November period using the VFLUX method, a subperiod was chosen during which continuous simulations were computed at all locations for examining average seepage flux rates (June 20-July 20). The highest seepage flux rates were at one of the locations 5 m offshore, about 27 cm/d, and the rates appear to decrease with distance offshore out to 70 m ( fig. 12 ). The seepage fluxes at 110 and 130 m offshore were over 20 cm/d, only slightly lower than the highest nearshore value and about twice as high as values at this distance offshore in the March-April simulations ( fig. 9 ). The simulations indicate that, relative to the March-April period, the June-July period exhibited greater variability in seepage rates and direction, with higher mean upward seepage flux extending farther offshore. Distance offshore, in meters Average seepage flux, in centimeters per day
Limitations
The results described in this report have limitations based on the data collected, the assumptions made, and the computational methods used. A complete determination of water and nutrient fluxes into the IRL is beyond the scope of this report. When interpreting these simulation results, the following limitations must be considered:
1. The seepage flux at discrete locations is estimated, which does not describe the total groundwater contributions nor quantify the groundwater transport of nutrients to the IRL.
2. The computational techniques are both indirect methods that estimate seepage flux on the basis of the behavior of the vertical temperature profile. The 1DTempPro simulation iteratively determines a seepage flux that results in a temperature profile fitting measured values. The VFLUX simulation delineates the frequency of the temperature signal and uses the ratio of amplitudes between two temperature signals to determine the vertical flux from the advective-transport characteristics.
Both of these methods have inherent limitations and uncertainties based on their estimation techniques and the accuracy of input parameters.
3. Flow and heat-transport parameters were manually calibrated in the 1DTempPro simulation with a preference for standard values for the lagoon bed sediment. These same parameter values were used for the VFLUX simulation. The similarity in magnitude of computed seepage fluxes in the two models helps validate the results but does not preclude other nonunique solutions, and the chosen input parameters have high uncertainty.
4. At locations that did not have a temperature sensor above the lagoon bed, it was necessary to use a linear estimator to represent the effects of the upper sensor, which was based on nearby locations that do have upper temperature sensors. If a distant location's linear estimator was substantially different than those at closer locations, it was omitted in preference to the closer location. This approach assumes that spatial variations are represented in the observed differences in linear estimators, but the data locations are too sparse for any certainty.
5. The lack of local groundwater-level data to determine the groundwater gradient to the lagoon makes it impossible to independently estimate flux direction and magnitude. Having such information available would substantially help constrain the results of the simulations.
6. Changes in the sediment-water interface bed elevation, primarily brought on by Hurricane Irma, alter the assumed temperature-sensor depths and confound the data collection assumptions. Small-scale sedimentation and erosion can cause similar but smaller changes in bed elevation at other times without the information existing to account for the effects on flux computations.
Discussion
Although the simulation results indicate substantial spatial variations in seepage flux in the study area, the distribution of measurement locations is quite sparse. More temperature-measurement locations would be needed to truly characterize the spatial heterogeneity of groundwater seepage flux into the lagoon. In addition, the general characteristics of the Eau Gallie study area described in this report may differ from those in other parts of the IRL. As mentioned earlier, the Eau Gallie study area consists mostly of fine sand, but the bottom of the lagoon at the other area where temperature data were collected, Rockledge, contains rock outcrops covered in most places by a layer of organic-rich sediment and aquatic vegetation. The simulations also indicated that substantial seepage flux exists even at the farthest measured offshore locations, 110 to 130 m offshore, so further investigation would be needed to determine the full extent of groundwater seepage to the lagoon.
The temporal fluctuations in simulated seepage show a similar pattern at different locations, indicating the driving factors have large spatial scales. This would be expected if precipitation, groundwater, and lagoon levels were important. The magnitude of the temporal fluctuation varies substantially between locations, and the hydraulic connectivity of the lagoon bed to nearshore groundwater may be an explanatory factor.
The 1DTempPro simulates a constant seepage flux and must be applied stepwise to simulate a varying seepage time series. As a result, 1DTempPro is more cumbersome to use than VFLUX for longer-term transient simulations. However, VFLUX has more difficulty determining the temperature amplitude signal at higher flux rates, which can cause the simulation to fail. These failures were periodic and varied from location to location, but the periods of highest seepage flux are of most interest to studies of flow and transport of nutrients. If VFLUX simulation failures obscure flux results in times of crucial interest, it would be possible to apply 1DTempPro at these times to avoid the problems inherent in VFLUX.
This study demonstrates that the application of heat-transport and flux modeling that utilizes heat as a tracer can be used to estimate seepage flux in the IRL. This indirect method can be applied to further measurements for different time periods and locations to develop a better estimate of the temporal and spatial distribution of seepage fluxes in the IRL. These results provide useful insight that can support studies of the mass balance of the lagoon and nutrient loading, and the technique can be applied to other locations where groundwater/surface-water exchange must be determined.
Summary
The U.S. Geological Survey, in cooperation with the St. Johns River Water Management District, conducted a study to examine water fluxes in two small study areas in the Indian River Lagoon in east-central Florida: one near Eau Gallie and the other near Rockledge. For this study, vertical arrays of temperature sensors were placed at multiple locations in the bed of Indian River Lagoon at the Eau Gallie study area to measure temperature time series in the vertical profile. These data were used in two numerical models, 1DTempPro and VFLUX, to estimate seepage flux rates into the lagoon. 1DTempPro uses an inverse-modeling approach to calibrate groundwater flux to the measured temperature time series. VFLUX isolates the fundamental frequency signal in the temperature data and utilizes the resulting amplitude and phase differences between sensor locations to determine vertical water flux. Both of these methods were applied to the temperature data collected at Eau Gallie. The 1DTempPro results were used to determine which pairs of sensors were best to use for the VFLUX computation of flux. Because some of the locations did not have a sensor placed in the surface water above the lagoon bed, which was found to be important in computing seepage flux, a linear-fit method using the deeper sensors was developed to estimate fluxes for those locations without a surface-water sensor.
Field measurements were made during two time periods, March 23 to April 28, 2017, and June 1 to November 3, 2017. The first time period was shorter than the second period, and it corresponded to the dry season, whereas the second longer period was wetter and included the landfall of Hurricane Irma on September 10, 2017. Simulating one location during the first, drier period using 1DTempPro helped determine reasonable seepage fluctuations and provided guidelines for choosing which temperature sensor pairs used in the VFLUX simulations would produce the best results. VFLUX simulations at the eight locations indicated seepage flux rates of less than 20 centimeters per day (cm/d) and substantial seepage flux out to a distance of at least 110 meters from shore. There seemed to be a large spatial variation in average seepage flux rates within 40 meters of shore, varying from about 3 to 20 cm/d.
When applying VFLUX to the June 1-November 3, 2017 data, the simulation technique failed completely at four locations and had periodic simulation failures at other locations. The most likely reason for these failures during the second simulation period was the higher magnitude and fluctuation of the seepage flux compared to the first simulation period; isolating the fundamental frequency signal (that is, diurnal temperature variation) in the temperature data is more difficult under these conditions than when seepage fluxes are small. However, useful partial or full simulations were achieved at six locations. The landfall of Hurricane Irma added further complexities, and analyses of the computed fluxes showed that the relationship between fluxes computed with the highest sensor in surface water and fluxes computed with lower sensor pairs changed markedly after the hurricane. It is likely that the hurricane storm surge changed the depths of the sensors relative to the lagoon bed. The simulated seepage flux time series before the hurricane is considered most reliable.
The June 1 to November 3, 2017, simulations yielded higher seepage flux rates than the March 24 to April 28, 2017 simulations, sometimes as great as 40 cm/d, and more than 60 cm/d at one location. The seepage time series during the hurricane indicates a downward seepage flux as a result of the storm surge followed by upwelling from precipitation recharge inland. At one location, closest to shore, the upward seepage flux seems to have dominated and little downward flux was noted. The average seepage flux rates are as high as 25 cm/d near the coast and are about 20 cm/d 130 meters offshore, substantially higher than during the March-April period.
