Abstract-This correspondence analyzes the performance of concatenated coding systems and modulation schemes operating over the additive white Gaussian noise (AWGN) channel by examining the loss of capacity resulting from each of the processing steps. The techniques described in this correspondence allow the separate evaluation of codes and decoders and thus the identification of where loss of capacity occurs. Knowledge of this capacity loss is very useful for the overall design of a communications system, e.g., for evaluating the benefits of inner decoders that produce information beyond the maximum-likelihood (ML) estimate. The first two sections of this correspondence provide a general technique for calculating the composite capacity of an orthogonal or a bi-orthogonal code and the AWGN channel in isolation. The later sections examine the composite capacities of an orthogonal or a bi-orthogonal code, the AWGN channel, and various inner decoders including the decoder estimating the bit-by-bit probability of a one, as is used in turbo-codes. The calculations in these examples show that the ML decoder introduces a large loss in capacity. Much of this capacity loss can be regained by using only slightly more complex inner decoders, e.g., a detector for M-ary frequency-shift keying (MFSK) that puts out the two most likely frequencies and the probability the ML estimate is correct produces significantly less degradation than one that puts out only the most likely frequency.
I. INTRODUCTION
When a code and a decoding algorithm are used in isolation then the error probability is usually a sufficient measure of performance. However, when a code is used as an inner code in a concatenated coding system, more sophisticated measures of performance are necessary to evaluate it, since the inner decoder in a concatenated system may provide many types of information beyond its best estimate of the transmitted codeword to an outer decoder. There is effectively no difference between an inner code in a concatenated coding system and a modulation technique; capacity is a useful metric for evaluating the performance of both.
Schemes employing the feed-forward of information from an inner to an outer decoder have been considered for many years and tremendous effort has been expended on the development of generalized minimum distance decoding algorithms for Reed-Solomon codes that exploit extra information from the inner code [1] - [11] . Sometimes this extra data improves the performance of a concatenated coding system immensely, e.g., the use of soft-decoding information from an inner code is essential in the operation of turbo-codes [12] - [15] . This correspondence develops techniques for determining when the complexity of generating additional information from an inner code and at the same time, employing an outer decoder using generalized minimum distance decoding is worthwhile. The development of this correspondence is restricted to orthogonal and bi-orthogonal codes operating over the additive white Gaussian noise (AWGN) channel; however, the methods have wide applications and can be used to assess arbitrary codes on other channels. The analysis in this correspondence also yields the performance on the AWGN channel of modulation schemes based on orthogonal functions, e.g., orthogonal M -ary frequency-shift keying (MFSK) and pulse position modulation, and bi-orthogonal functions, e.g., orthogonal MFSK where the polarity of the transmitted signals can also be varied.
The next three sections of this correspondence together set bounds on the gains provided through the use of information beyond the maximum-likelihood (ML) estimate. Section II provides a quick definition of composite capacity. Section III investigates the capacity of a composite channel consisting of an encoder and AWGN channel in isolation. Each of these composite channels has a capacity less than the underlying AWGN channel but greater than the composite of the encoder, AWGN channel, and any nontrivial inner decoder. Section IV first investigates the composite capacity of an inner code, AWGN channel, and ML inner decoder. The difference between this composite capacity and the composite capacity calculated in Sections III for a given code limits the gains that can be achieved by employing an inner decoder that provides information beyond the ML estimate and thus limits the potential benefits of a generalized minimum-distance outer decoder. Section IV also presents techniques for estimating the composite capacity of an encoder, AWGN channel, and various popular inner decoders which provide more information than the ML estimate. Section V then presents numerical results for the capacity of orthogonal and bi-orthogonal codes for several values of k, the number of information bits in the code. The curves in this section show the performance of the code in isolation and combined with each of many different inner decoders.
Other papers have employed the concept of composite capacity to assess communication systems. Modulation systems are often analyzed using this technique, e.g., [16] - [20] evaluate the capacity of a bandlimited phase-only modulated system on a Gaussian channel. The work here is an extension of [21] in which the composite capacity was used to assess orthogonal and bi-orthogonal codes with ML detection on an AWGN channel and [22] - [25] which present the composite capacity of the noncoherent MFSK AWGN channel with ML decoding. This correspondence is closely related to [26] in which the composite capacity of a random code and BSC was investigated. The authors in [27] - [29] investigate the capacity of linear codes and decoders on the binary-symmetric channel. The composite capacity of the wire-tap channel and magnetic recording channel is used to characterize these channels in [30] - [32] ; [33] and [34] discuss the composite capacity of a discrete memoryless channel with a d-decoder and provide a lower bound for this capacity.
II. COMPOSITE CAPACITY
Consider the communications system shown in Fig. 1 . In this system, the output, U U U = (U 1 ; U 2 ; 1 1 1 ; U k ) of a source (e.g., the output from an outer encoder) is encoded by a (2 k ; k) orthogonal code or a (2 k01 ; k) bi-orthogonal code to yield a codeword X X X . X X X is then transmitted on a channel disturbed by additive white Gaussian noise with noise spectral density N 0 =2. At the output of the AWGN channel, Y Y Y is received and processed by the inner decoder. The output Z Z Z of the inner decoder may simply be the maximum-likelihood estimateX X X of X X X . Alternatively, the output of the decoder may be botĥ X X X and other data such as an estimate of the probability of a correct 0018-9448/98$10.00 © 1998 IEEE and bi-orthogonal signal sets, the AWGN channel, and the inner decoders considered in this correspondence, the composite capacities are achieved with an equiprobable 2 k -ary source distribution, i.e., p(X X X = x x x) = 1=2 k , 8x x x where C = (x x x 1 ; x x x 2 ; 1 11; x x x 2 ). Furthermore, since X X X is an invertible function of U U U , CY U = CY X and CZU = C ZX .
The bandlimited capacity C Gaussian of an AWGN channel is given in bits per second (b/s) by CGaussian = B log (1 + S=(N0B)) where B is the bandwidth and S is the signal power. If T seconds are used to send an orthogonal code, then S = Es=T = kE b =T where E s and E b represent the energy used to send a codeword and each bit of information, respectively. For an orthogonal code sent in T seconds, B = 2 k01 =T . Thus, the energy in an orthogonal code is potentially capable of conveying 2 k01 log (1 + kE b =(2 k01 N 0 )) bits/codeword. By a similar argument, C Gaussian for a bi-orthogonal code is found to be 2 k02 log (1 + kE b =(2 k02 N 0 )) bits/codeword.
When the bandwidth is not limited, i.e., B ! 1, the capacity of the AWGN channel is (kE b =N 0 )= ln 2 bits/codeword for both orthogonal and bi-orthogonal codes.
The capacity loss resulting from a fixed inner encoder is determined by comparing CY U to the bandlimited and wideband AWGN channel capacities. The loss due to inner decoding is assessed by comparing C ZU to C Y U . The following sections provide these comparisons for orthogonal and bi-orthogonal codes.
III. COMPOSITE CAPACITY OF AN ORTHOGONAL OR A BI-ORTHOGONAL CODE AND AN AWGN CHANNEL
This section provides a technique to calculate CY X and, thus C Y U =C Gaussian , for an orthogonal and a bi-orthogonal code. Each codeword, x x x2fx x x 1; x x x 2; 111; x x x 2 g, in these codes can be represented as a point x x x = (x 1 ; x 2 ; 1 11; x n ), in an n-dimensional signal space.
After passing through the AWGN channel and a bank of n correlators matched to the signal set, the recovered signal is representable by y y y = (y1; y2; 111; yn) where the ith correlator output is given by y i = x i + n i and n i is a normal random variable with mean zero and variance N 0 =2. The capacity of the AWGN channel with input restricted to a signal constellation, C, but with no restriction on the p(y y y; x x x) dy y y:
Therefore, for these codes, C Y X is derivable with the knowledge of p(y y y j x x x i) for all x x x i.
The next two subsections calculate the capacity of orthogonal and bi-orthogonal codes on the Gaussian channel. The only difference between an orthogonal and a bi-orthogonal code is that the signal is allowed to have not only a variable location but also two different polarities. This slight change in the signal constellation can produce a substantial change in the capacity, due primarily to the fact that in orthogonal signaling, a fraction 1 0 2 0k of the signal power is wasted in a nonzero component.
A. Orthogonal Codes
A 2 = 2E s =N 0 is the signal energy normalized by the noise power spectral density ratio. Then, for orthogonal codes, x x x m = f0; 1 11; 0; A; 0; 1 11; 0g where A is in position m and [35] p(y y 
Using (2) Figs. 2 and 3 show the efficiency of several (2 k ; k) orthogonal codes on the AWGN channel. They were generated using the technique described in Appendix I to evaluate the expectation in (3) . The capacity loss on the bandlimited AWGN channel is shown in Fig. 2 , whereas Fig. 3 shows the loss on the wideband AWGN channel. The k = 1 curves are obtained using the fact that, for both orthogonal and bi-orthogonal codes, C Y X ! k bits/codeword for k ! 1 and E b =N 0 01.6 dB (Shannon's limit) [21] . At the Shannon limit, the wideband AWGN channel capacity is k bits/codeword. Figs. 2 and 3 demonstrate that for small E b =N 0 , it is always better to use a more complex orthogonal code because the coding efficiency increases as a function of k (although most of the potential capacity is obtained using a relatively small code such as k = 6 or k = 8).
However, for large E b =N0, Fig. 2 shows that quaternary FSK (QFSK) makes the most efficient use of the channel bandwidth. QFSK is also uniformly superior to binary FSK. If bandwidth is not constrained, e.g., in deep-space communications, then complex codes outperform simple codes for all E b =N 0 as shown in Fig. 3 . Many other results from this section can be used to guide the selection of optimum MFSK modulation parameters.
All the curves in Fig. 3 approach ln 2=(E b =N 0 ) since the composite capacity saturates at k bits for large E b =N 0 . The small-signal limit for the curves in Fig. 2 is given by 1 0 2 0k , representing the average energy loss per given performance of the orthogonal code as compared to the simplex code, which is asymptotically optimum at low E b =N0 since the simplex signal constellation is symmetric about the origin [36] . 
B. Bi-Orthogonal Codes
For these codes, x x x m = f0; 11 1; 0; 6A; 0; 111; 0g, where A is in position dm=2e and is positive if m is odd and negative otherwise. 
Using (4) in (1) yields
Figs. 4 and 5 show the capacity loss for bi-orthogonal codes on the bandlimited and wideband Gaussian channels, respectively. The evaluation of the expectation in (5) is described in Appendix I as before. At small E b =N0, the figures show that the efficiency of simple bi-orthogonal codes is significantly greater than that found for simple orthogonal codes, as expected because the bi-orthogonal signal constellation is symmetric about the origin [36] .
IV. COMPOSITE CAPACITY OF INNER ENCODER, AWGN CHANNEL, AND VARIOUS INNER DECODERS
This section explores the composite capacity of an orthogonal or a bi-orthogonal code, AWGN channel, and each of several common inner decoders, viz., an ML decoder, a decoder that generates the ML estimate and the probability the estimate is correct, a decoder that produces the two most likely codewords (i.e., a list decoder with list of size two), a decoder that puts out the bit-by-bit ML estimate of a bit, and a decoder that estimates for each bit the probability the bit is one. An inner decoder producing probabilities for each bit is integral to the operation of turbo-codes, and the analysis of the capacity loss of this decoder provides some insight into why the idea of turbo-codes does not work for complex component codes.
A. ML Decoder
The most commonly used inner decoder in a concatenated coding system is the ML decoder. The output,X X X, of the ML decoder is the most likely codeword given Y Y Y . The ML decoder for an orthogonal code puts outX X X = x x x i if yi is the largest correlator output. For a biorthogonal code, if the absolute value of the jth correlator exceeds the absolute value of the other correlators thenX X X = x x x 2j01 if y j 0 orX X X = x x x 2j if y j < 0. Reference [21] calculates CX X when an orthogonal or a biorthogonal code and ML decoder are applied to the AWGN channel.
Figs. 6 and 7 show, for several k, (CX X ) orthogonal =(C YX ) orthogonal and (CX X ) bi0orthogonal =(C YX ) bi0orthogonal , respectively. These figures show that the ML decoder becomes very inefficient for complex orthogonal and bi-orthogonal codes for E b =N 0 less than 0 dB. Therefore, there is potentially much benefit in passing information beyond the ML estimate for these codes at low values of E b =N 0 , i.e., pure ML detection of MFSK is very inefficient.
Reference [21] plots (CX X ) orthogonal =C Gaussian and (CX X ) bi0orthogonal =C Gaussian for several values of k. These plots show that with ML detection, the overall coding and decoding efficiency increases with k for E b =N 0 near 0 dB, although the rate of improvement is small for k > 6. However, simple codes are more efficient than complex codes when E b =N 0 is small or large. It is found that the overall efficiency in the small-signal limit for both orthogonal and bi-orthogonal codes decreases exponentially with k. In addition, for a particular k and small E b =N0, bi-orthogonal codes are roughly twice as efficient as orthogonal codes.
B. ML Estimate and Probability That the Estimate Is Correct
Suppose now the inner decoder output consists of the ML estimatê X X X and the probability P of a correct decision given Y Y Y . Such a decoder is the starting point for Hagenauer's soft-output Viterbi algorithm [9] . The composite capacity CX X of an orthogonal or a bi-orthogonal code, the AWGN channel, and this decoder is given by 
where is given by To evaluate (7), it is assumed that the inner decoder passes the probability the ML estimate is correct with finite precision, i.e., i is passed if (i 0 1)=0 < i=0. Then : (8) Equation (8) is evaluated numerically using the technique described in Appendix II. p(X X X = x x x 3; P = )
where is given by (CX X ) bi0orthogonal is also evaluated by assuming that the inner decoder passes the probability the ML estimate is correct with finite precision. Then
1 log p(X X X = x x x 1;P =i j X X X = x x x 1) p(X X X = x x x 1 ;P = i ) :
Appendix II provides an approach to calculate (9).
C. List Decoder, L = 2
Next consider an inner decoder that, for a given Y Y Y , puts out the two most likely codewords, denoted byX X X 1 andX X X 2 . Such a decoder is referred to as a list decoder [35] , with L representing the number of codewords output by the decoder (here, L = 2). If an orthogonal code is used, this decoder assignsX X X 1 = x x x i andX X X 2 = x x x j if the output from the ith correlator is greater than the output from the other correlators and the output from the jth correlator is second greatest. For bi-orthogonal codes,X X X 1 andX X X 2 are determined by the correlator output y i with the largest absolute value and the correlator output y j with the second largest absolute value. If y i 0 thenX X X 1 = x x x 2i01 . Otherwise,X X X 1 = x x x 2i. Similarly, if yj 0 thenX X X 2 = x x x 2j01; otherwise,X X X 2 = x x x 2j . CXX X is given by
Because of the symmetry of an orthogonal code,
Furthermore, p(X X X 1 = x x x i ;X X X 2 = x x x j j X X X = x x x t ) = p(X X X 1 = x x x 2 ;X X X 2 = x x x 3 j X X X = x x x 1 ); i 6 = j; i 6 = t; t 6 = j p(X X X 1 = x x x 2 ;X X X 2 = x x x 1 j X X X = x x x 1 ); i 6 = j = t p(X X X 1 = x x x 1 ;X X X 2 = x x x 2 j X X X = x x x 1 ); i = t 6 = j 0; i = j:
Thus from (10) 
In addition, p(X X X 1 = x x x 1;X X X 2 = x x x 2 j X X X = x x x 1) = (P c ) orthogonal
where (Pc) orthogonal is the probability the ML estimate is correct [21] . Equations (12)- (14) are then used to evaluate (11). Because of the symmetry of bi-orthogonal codes, (10) can be written 
BecauseX X X 1 andX X X 2 are determined by the two correlators with the largest absolute value p(X X X 1 = x x x i ;X X X 2 = x x x i01 j X X X = x x x j ) = 0; ieven and 8 j (16) and p(X X X 1 = x x x i ;X X X 2 = x x x i+1 j X X X = x x x j ) = 0; iodd and 8 j: (17) Therefore, 
In addition, since p(X X X 1 = x x x 1 ;X X X 2 = x x x 3 j X X X = x x x 1 ) = p(X X X 1 = x x x 1 ;X X X 2 = x x x j j X X X = x x x 1 ) for j = 4; 5; 11 1; 2 k p(X X X 1 = x x x 1 ;X X X 2 = x x x 3 j X X X = x x x 1 ) = (P c ) bi0orthogonal
where (P c ) bi0orthogonal is the probability that the ML estimate is correct given a bi-orthogonal code [21] . 
where P21 = p(X X X = x x x 2 jX X X = x x x 1) which is given in [21] . In 
where
Equations (16)- (24) are used in (15) to evaluate
D. Bit-by-Bit Estimate of Information Bit
A communications system with a set of k inner decoders each outputting the ML estimateÛ i of a different bit U i is shown in Fig. 8 .
Suppose that theÛi from many different codes are scrambled by an interleaver so that the capacity of the output of the group of bit estimates in Fig. 8 is reduced to just the sum of their individual capacities. The composite capacity of an orthogonal or a bi-orthogonal code, AWGN channel, and one of these decoders is given by Fig. 9 . Inner decoder: bit-by-bit probability information bit is one. 
E. Bit-by-Bit Probability Information Bit is One
In the communications system shown in Fig. 9 , the output of the AWGN channel is split and, as before, sent to k inner decoders whose outputs are not simultaneously available to an outer code. However, now the ith decoder determines the probability, 4 i , that the ith bit is one. An inner decoder similar to this one but for a convolutional code rather than an orthogonal or a bi-orthogonal code is an integral part of a turbo-code [12] - [15] . The authors conjecture that many of the effects seen for orthogonal and bi-orthogonal codes are mirrored for convolutional codes.
The composite capacity of an orthogonal or a bi-orthogonal code, AWGN channel, and a single one of the Fig. 9 decoders is given by
For an orthogonal code, the probability that the ith bit is one given Y Y Y is given by 
Using ( 
To evaluate (28) , it is assumed that the probability the ith bit is one is represented as one of L levels, i.e.,42f1;2; 1 11;Lg, that are equally spaced between 0 and 1 and where j is passed Again, for bi-orthogonal codes, p(4i = j U U U = u u u m) can only be one of two values, q 1 or q 0 , for a given . Therefore, assuming that the probability the ith bit is one is represented as one of L levels, defined as above, (26) can be determined by
q0j log 2q 0j q 0j + q 1j +q1j log 2q 1j q 0j + q 1j
: (30) Appendix III describes the process used to evaluate (30) .
V. RESULTS
This section applies the techniques developed in Sections III and IV to determine the capacity loss when one of the Section IV inner decoders, or one of several other inner decoders, is used with an orthogonal or a bi-orthogonal code. The first of the other inner decoders puts out the ML estimate and the correlator output magnitude that is largest. This inner decoder is often employed in communications systems operating over channels subject to multipath fading [37] . The second is the Viterbi ratio-threshold decoder [8] , [38] - [41] in which the decoder puts out the ML estimate and a quality bit based on the ratio of the correlator output magnitude that is largest to the correlator output magnitude that is second largest. If the ratio exceeds a certain threshold , the quality bit is set to 1; otherwise, it is 0. Such an inner decoder is useful in a jamming environment. For the range of E b =N0 and k investigated in Fig. 10 , the value of maximizing the composite capacity of an orthogonal or a bi-orthogonal code, the AWGN channel, and the Viterbi ratiothreshold decoder is the same for both codes (k > 2). The third, and final, additional decoder is one that puts out the two most likely codewords and the probability the ML estimate is correct.
Figs. 11-13 (for k = 4, 10, and 15, respectively) compare the fraction of the bandlimited Gaussian channel capacity remaining after the application of only an orthogonal code and then various inner decoders. Table I then presents some specific illustrative data points from Figs. 13 and 15. The capacity losses in decibels (over and above that produced by the code) caused by the various decoders are compared. All of the decoder algorithms considered produce significant capacity loss when E b =N 0 is small. However, substantial performance gains above that of the ML decoder are possible with simple to implement inner decoders, e.g., the decoder putting out the two ML codewords and the probability the ML estimate is correct.
A surprising feature of Fig. 11 is the near equivalence of the ML decoder and the seemingly more lossy bit-by-bit probability estimator. However, the efficiency of this strange decoder which is such an integral part of the turbo decoding procedure decreases as k becomes larger, e.g., as the code becomes more complex. This effect is illustrated clearly in Fig. 14 produce a much greater loss than simple orthogonal codes. The authors conjecture that this effect holds for convolutional codes as well and that is why people have been unsuccessful in using large convolutional codes as component codes in a turbo-code [13] , [14] , [42] .
Figs. 15-17 show the capacity loss for k = 4, 10, and 15, respectively, when a bi-orthogonal code is used. The results obtained for bi-orthogonal codes are similar to those found for orthogonal codes.
VI. CONCLUSION
This correspondence has shown how the composite capacity of the different components in a coding system can be used not only to circumscribe the performance of the system but also to guide its design. As a practical example, consider a rate 1=2 convolutional code operating at E b =N 0 = 3 dB on a deep-space probe. Each of the two symbols produced by this code has E s =N 0 = 0 dB. Figs. 3 and 5 suggest that quaternary FSK (QFSK) and binary phase-shift keying (BPSK) would have nearly equal power efficiency for this code. Under certain conditions the final amplifier of a communications system can make more efficient conversion of dc power to RF power for continuous phase modulation schemes such as FSK than it can for discontinuous phase modulation schemes such as PSK. Therefore, QFSK might be a better choice for this communications system.
On the Gaussian channel, there is no fundamental difference between an inner code and a modulation scheme and an obvious use of composite capacity is for inner code selection or constructions.
Since the outer code in a concatenated coding system operates over a channel which includes both the inner code and its decoder, these should be designed to preserve as much of the capacity of the physical channel as possible. Moreover, in a number of operational communications systems, e.g., the Galileo spacecraft, the outer code may be variable; thus choosing an inner code which preserves as much capacity as possible will allow future performance improvements. A good modulation scheme should preserve capacity and a good inner code should preserve capacity while having as low a rate as possible, i.e., if the capacity loss is small while the added redundancy is large then the code has generated this redundancy efficiently.
The techniques presented in the correspondence also provide guidance for the design of outer codes and decoders. As calculated in Section V, the capacity increase produced by each type of information beyond the ML estimate shows what information is most useful to incorporate in a generalized minimum-distance decoding procedure for an outer code. Section V shows that when orthogonal or biorthogonal codes are used, the potential benefit derived from passing additional information is significant, especially for small E b =N0. For example, passing the second most likely codeword and the probability the ML estimate is correct provides a reduction in capacity loss of more than 1.3 dB for small E b =N 0 and large k. However, because the capacity loss for the decoder putting out the bit-by-bit probability the bit is one is large (e.g., nearly 6 dB for k = 15 and 
where y i1 ; y i2 ; 11 1; y 1N are random observations of the variable y i
and it is assumed that X X X = x x x 1. (CY X ) orthogonal is approximated by choosing N large enough to ensure that with a high probability the estimate of (C Y X ) orthogonal , (CŶ X ) orthogonal , is within a given range around its true value. The following describes the process used to determine N as a function of A and k.
Chebyshev's inequality states that
where 2 is the variance of (CŶ X ) orthogonal =2 k . Define
and zj = log j. Because zj, j = 1; 2; 111 ; 2 k ; are independent The required N for estimating (3) from (31) 
APPENDIX II
This appendix presents the composite capacity of an orthogonal or a bi-orthogonal code, the AWGN channel, and the decoder putting out the ML estimate and the probability the estimate is correct. # of trials given X X X = x x x 1 (33) and (32) and (33) # of trials given X X X =x x
Equations (34)- (36) are determined for all i using a Monte Carlo simulation with 0 = 100. Based on the results, (CX X ) bi0orthogonal
is then calculated using (9) .
APPENDIX III
This appendix provides the composite capacity of an orthogonal or a bi-orthogonal code, an AWGN channel, and a decoder putting out the probability a certain information bit is one. A similar approach is used for bi-orthogonal codes. q0j is determined by the fraction of trials, in the limit, where (38) is between (j 0 1)=L and j=L given U U U with a zero in the ith coordinate. q1j is given by the fraction of trials, in the limit, where (38) is between (j 0 1)=L and j=L given U U U with a one in the ith coordinate. q 0j is calculated assuming i = 1 and U U U = u u u 1 and q 0j is calculated assuming i = 1 and U U U = u u u 2. The results of a simulation are then used to evaluate (C 4 U ) bi0orthogonal from (30).
Decoding Linear Block Codes

I. INTRODUCTION
The use of block codes is a well-known error-control technique for reliable transmission of digital information over noisy communication channels. Linear block codes with good coding gains have been known for many years; however, these block codes have not been used in practice for lack of an efficient soft-decision decoding algorithm.
Several researchers [2] , [5] , [20] , [25] have presented techniques for decoding linear block codes that convert the decoding problem into a graph-search problem on a trellis derived from a parity-check matrix of the code. Thus the maximum-likelihood decoding (MLD) rule can be implemented by applying the Viterbi algorithm [24] to this trellis. In practice, however, this breadth-first search scheme can be applied only to codes with small redundancy or to codes with a small number of codewords [16] . Some coset decoding schemes have been proposed [10] , [18] , [19] , [23] ; however, they depend on the selection of a specific subcode. An efficient algorithm has also been proposed for long high-rate codes, and short-and moderate-length codes [4] .
We recently proposed a novel maximum-likelihood soft-decision decoding algorithm for linear block codes [11] - [13] . This algorithm uses a generalization of Dijkstra's algorithm (GDA) [17] to search through the trellis for a code equivalent to the transmitted code. The use of this priority-first search strategy drastically reduces the decoding search space and results in an efficient optimal soft-decision decoding algorithm for linear block codes. Furthermore, in contrast with Wolf's algorithm [25] , the decoding effort of our algorithm is adaptable to the noise level.
In Section II we review the MLD of linear block codes, describe the code tree for a linear code, and briefly state the decoding algorithm proposed in [13] . In Section III we give an upper bound on the computational effort of this algorithm, and in Section IV we present a suboptimal decoding algorithm. Simulation results for the (48; 24), the (104; 52) binary extended quadratic residue codes, and the (128; 64) binary extended Bose-Chaudhuri-Hocquengham (BCH) code are given in Section V, and concluding remarks in Section VI.
II. PRELIMINARIES
Let C C C be a binary (n; k) linear block code with generator matrix G G G, and let c c c = (c0; c1; 1 11; cn01) be a codeword of C C C transmitted over a time-discrete memoryless channel with output alphabet B B B. Furthermore, let r r r = (r0; r1; 11 1; rn01), rj 2 B B B denote the received vector, and assume that Pr (r j jc i ) > 0 for all r j 2 B B B and c i 2
. Let c c c be an estimate of the transmitted codeword c c c.
The maximum-likelihood decoding rule (MLD rule) for a timediscrete memoryless channel can be formulated as [3] , [22] , [23] 
We, therefore, may consider that the "received vector" is = (0; 1; 1 1 1 ; n01). In the special case where the codewords of C C C have equal probability of being transmitted, the MLD rule minimizes error probability. Our decoding algorithm (presented in [13] ) uses the priority-first search strategy, thus avoiding traversing the entire trellis. Guided by an evaluation function f, it searches through a graph that is a trellis for a code C C C 3 , which is equivalent to code C C Since the probability is very small that our decoding algorithm will revisit a node of the trellis, our implementation did not check for repeated nodes [13] . In this case, the graph where the search is performed is a code tree. A code tree is a way to represent every codeword of an (n; k) code C C C 3 as a path through a tree containing n + 1 levels . In the code tree, every path is totally distinct from every other path. The leftmost node is called the start node, which is at level 0. There are two branches, labeled 0 and 1, respectively, that leave each node at the first k levels. After the k levels, there is only one branch leaving each node. The 2 k rightmost nodes are called goal nodes, which are at level n.
To determine the sequence of labels encountered when traversing a path from a node at level k to a goal node, let G G G 3 be a generating 0018-9448/98$10.00 © 1998 IEEE matrix of C C C 3 whose first k columns form the k 2 k identity matrix. Furthermore, let c0; c1; 111; c k01 be the sequence of labels encountered when traversing a path from the start node to a node m at level k. Then c k ; c k+1 ; 11 1; c n01 ; the sequence of labels encountered when traversing a path from node m to a goal node, can be obtained as follows:
(c 0 ; c 1 ; 11 1; c k ; c k+1 ; 111 ; c n01 ) = (c 0 ; c 1 ; 11 1; c k01 )G G G 3 :
The cost of the branch from a node at level t to a node at level t + 1 is assigned the value ( 3 t 0 (01) c ) 2 , where c 3 t is the label of the branch. Thus the solution of the decoding problem is converted into finding a lowest cost path from the start node to a goal node. Such a path will be called an optimal path.
We define the evaluation function f for every node m in the code tree as f(m) = g(m)+h(m), where g(m) is the cost of the path from the start node to node m and h(m) is an estimate of the minimum cost among all the paths from node m to goal nodes. The cost of a path is obtained by summing all the branch costs encountered while constructing this path. The GDA requires that for all nodes m i and mj such that node mj is an immediate successor of node mi h(mi) h(mj) + c(mi; mj) (3) where c(m i ; m j ) is the branch cost between node m i and node m j . This requirement guarantees that the GDA will find an optimal path. In the GDA, the next node to be expanded is the one with the smallest value of f on the list of all leaf nodes (list OPEN) of the subtree constructed so far by the algorithm. Thus list OPEN must be kept ordered according to the values f of its nodes. Every time the GDA expands a node, it calculates values f of two immediate successors of this node and then inserts these two successors into list OPEN. In this process the GDA visits are these two successors. All the nodes on list OPEN also keep the labels of the paths from the start node to them, which can be used to calculate function f.
When the algorithm chooses to expand a goal node, it is time to stop because the algorithm has constructed a path with minimum cost.
For practical applications there may exist many functions h that satisfy inequality (3) . Following are some results presented in [13] that can be used to design a suitable function h to reduce the number of nodes visited. for every non-goal node m. Furthermore, there exists a unique optimal path. Then the GDA, using evaluation function f2, will never expend more nodes than the algorithm using evaluation function f 1 . From the above theorems, we intend to design a function h such that the value h(m) for any non-goal node m is as large as possible; however, the computational effort of h(m) is usually higher when h(m) is larger. The best function h we may have is h 3 . Usually, the computation of h 3 (m) involves the search of a path from node m to a goal node with minimum cost, and such a search is intractable. Thus there is a tradeoff between the number of nodes visited and the computation complexity of function h. Normally, to define a good function h we need to have some knowledge of the structure of the graph where the search is performed.
We use some properties of linear block codes to define our function h [13] that satisfies inequality (3). For every received vector , since we order the components in according to their reliability, the properties that we use to define function h must be invariant under any permutation of the positions of the codewords with which we obtain C C C 3 from C C C; otherwise, we need to define different function h for every received vector, which is impractical. Since the Hamming distance between any two codewords is invariant under the permutations with which we obtain C C C 3 from C C C, our heuristic function is designed to take into consideration the fact that the We now define function h as
2) For nodes at level`, with k ` n:
Let m be a node at level`. We define function h as
where v 3 ; v 3 +1 ; 111 ; v 3 n01 are the labels of the only path P m P m P m from node m to a goal node. Note that if node m is a goal node, then h(m) = 0. Since we can construct the only path from any node m at level`, with` k, to the goal node using G G G 3 , the estimate h(m) computed here is always exact. Furthermore, h(m) = h 3 (m) since there is only one path from node m to a goal node and h(m) is the cost of this path.
An algorithm to calculate h(m) for node m at level`, with 0 ` k 0 1, whose time complexity is O(n), is presented in [12] and [13] . In [13] it is shown that our decoding algorithm is a depth-first search type that will search the code tree only up to level k. The labels of the combined paths from the start node to node m at level k, and from node m to a goal node, correspond to a codeword. Therefore, the cost of this path f (m) can be used as an upper bound (UB) on the cost of an optimal path. Therefore, we can use this UB to reduce the size of list OPEN. Furthermore, the algorithm will still find an optimal path even if in the computation of function h the algorithm considers all the Hamming weights of any superset of HW . More details about this decoding algorithm can be found in [12] and [13] , where we also described other speedup techniques such as the stopping criterion and changing the seed during the decoding procedure. It is shown by the simulation results in [12] and [13] that speedup techniques reduce the number of nodes visited by our decoding algorithm. Therefore, it is worthwhile to briefly describe the speedup techniques here.
The search procedure can be stopped at any time when we know that a generated codeword c 3 c 3 c 3 = (c 3 0 ; c 3 Since all the theorems and simulation results are obtained when we assume that code C C C is transmitted over a memoryless, additive white Gaussian noise (AWGN) channel, we describe the channel here. We assume that antipodal signaling is used in the transmission so that the jth components of the transmitted codeword c c c and received vector r r r are respectively, where E is the signal energy per channel bit and e j is a noise sample of a Gaussian process with single-sided noise power per hertz N 0 . The variance of e j is N 0 =2 and the signal-to-noise ratio (SNR) for the channel is = E=N 0 . In order to account for the redundancy in codes of different rates, we used the SNR per transmitted information bit b = E b =N 0 = n=k = =R, where R = k=n is the code rate.
III. ANALYSIS OF THE COMPUTATIONAL EFFORT OF THE ALGORITHM
Our decoding algorithm can be considered a branch-and-bound algorithm. In general, it is difficult to know how well a branch-andbound algorithm will perform on a given problem [6] ; however, we can derive an upper bound on the average number of nodes visited by our decoding algorithm, which shows that this decoding algorithm is very efficient for most practical communication systems where the probability of error is less than 10 03 .
One important measure of the computational effort of an algorithm is its time complexity [1] . If the complexity is taken as the "average" complexity over all inputs of fixed size, then the complexity is called the expected (average) complexity. In a decoding problem, the inputs are received vectors. The time complexity of our decoding algorithm is the multiplication of the number of nodes visited and the time complexity to calculate the function f (m) [11] . Since the time complexity to calculate the function f (m) in our decoding algorithm is O(n), the average complexity of our decoding algorithm is determined by the average numbers of nodes visited [12] , [13] .
In order to derive an upper bound on the average number of nodes visited by our decoding algorithm, we will define another heuristic function, h s , that satisfies the condition h s (m) h p (m) for every node of the code tree where hp is the function defined in the preceding section. Thus by Theorem 2, the decoding algorithm using the function h p will never open more nodes than the decoding algorithm using the function h s .
We now define the function hs and the function fs. 
Thus when f s (m 0 ) is calculated, f s (m) can be obtained by (4) . Since the start node mstart has no predecessor, we cannot use (4) to obtain the value f s (m start ).
In order to obtain an upper bound of the computational effort of our decoding algorithm, we first derive an upper bound of the computational effort of a simplified version of it, which we denote by SDA. In this version 1) we do not order the positions of , 2) we use function hs as the heuristic function. For a given received vector , by Theorem 3, if node m is selected for expansion, then f (m) f 3 (m start ), where f 3 (m start ) is the cost of the optimal path. Since we do not order the positions of , the components of are independent random variables. Furthermore, since the cost of the path whose labels correspond to the transmitted codeword is greater than or equal to f 3 (mstart), by the central limit theorem we can calculate an upper bound on the probability of a node being expanded. Consequently, we may calculate an upper bound on the average number of nodes visited by the SDA.
We now state the main results of the computational effort of the SDA when code C C C is transmitted over the AWGN channel given in Section II. Since the result is derived by using the central limit theorem, it only holds when n is large. The proof of Theorem 4 is given in Appendix A. The first term on the right-hand side of (5) is due to the assumption that the path whose labels correspond to the transmitted codeword will be expanded. In the second term, Q(0(`; d)=(`; d)) is an upper bound on the probability of a node being expanded, where the node is at level`and the sequence of the labels of the path from the start node to this node have Hamming distance d to the transmitted codeword.
In the decoding algorithm proposed in [13] we ordered the positions of to obtain 3 , which is assumed to be the "received vector."
Next, we prove that if the k-most reliable positions of are linearly independent, then the reordering will not increase the computational effort of the SDA. We remark here that it is not always true that the k-most reliable positions of are linearly independent. In this case, we cannot guarantee that N ( ). Therefore, we can take N to be a good estimator of an upper bound on N , the average number of nodes visited by our decoding algorithm in [13] .
When the GDA (SDA) searches for an optimal path in a code tree of an (n; k) linear block code, the minimum number of nodes visited by the GDA (SDA) is 2k, which is the number of nodes visited while the GDA (SDA) searches along the optimal path only. Therefore, the average number of nodes visited by the SDA and N are greater than or equal to 2k. However, the average number of nodes visited by the decoding algorithm proposed in [13] may be less than 2k due to the effect of the stopping criterion. Since the computation complexity of the stopping criterion is the same order as the computation complexity of the SDA that searches along the optimal path only [13] , it is reasonable that we compare N with the average number of nodes visited by the decoding algorithm in [13] without using the stopping criterion when N is close to 2k.
The values of N for the (48; 24) code for b equal to 2, 3, 4, 5, 6, 7, 8, 9, and 10 dB are given in Fig. 1 . In this figure are also given the simulation results of the average number of nodes visited by the SDA and by the decoding algorithm proposed in [13] with and without using the stopping criterion. These averages were obtained by simulating 10 000 samples. The 10 000 samples were generated randomly by a codeword generator and then transmitted over the AWGN channel described in Section II. For the AWGN channel, by the result given in Appendix A we can substitute r r r(r r for the AWGN channel, the bit error probability of uncoded data (P e ) is the probability that r i < 0 [7] . It can be shown that this probability Pe is given by When the probability of error of uncoded data is less than 10 03
(P e 10 03 ) and a 1=2 rate code is transmitted over the AWGN channel, by (6), b 6.8 dB.
By the results given in Fig. 1 , the values of N for the (48; 24) code are very tight to the average numbers of nodes visited by the SDA that are obtained by computer simulations. Furthermore, the values of N are very tight to the average numbers of nodes visited by the decoding algorithm proposed in [13] without using the stopping criterion when SNR is greater than 6 dB. However, because of the simplifying assumptions we had to make, the values of N are not tight to the average numbers of nodes visited by the decoding algorithm proposed in [13] with and without using the stopping criterion when SNR is less than 6 dB.
In Figs. 2 and 3 we give the values of N for the (104; 52) code and the (128; 64) code for b from 2 to 10 dB, respectively. We also give the average numbers of nodes visited by the decoding algorithm proposed in [13] with and without using the stopping criterion for b from 5 to 10 dB. By the results presented in Figs. 2 and 3 , the values of N are very tight to the average numbers of nodes visited by the decoding algorithm proposed in [13] without using the stopping criterion for SNR greater than 6.8 dB. Furthermore, the values of N are closed to 2k for SNR greater than 6.8 dB. Thus we may conclude that the decoding algorithms proposed in [13] are efficient for codes of moderate lengths for most practical communication systems where the probability of error is less than 10 03 when we assume a 1=2 rate code is transmitted over the AWGN channel. Even though this upper bound is not tight for SNR of less than 6.8 dB, we still have complexity gains 10 5205 = 10 47 (10 6406 = 10 58 ) on SNR = 5 dB for the (104; 52) code (the (128; 64) code) compared with Wolf's algorithm. It should be mentioned here that we could not get simulation results when we applied the decoding algorithm given in [13] to the (104; 52) and the (128; 64) for b under 5 dB. Due to the limitations of the memory of the computer, we encountered a received vector, generated by our simulation program, that could not be decoded before the computer crashed. However, to the authors' best knowledge, this algorithm is still the only feasible optimal decoding algorithm for these two codes, even for b greater than 5 dB.
IV. SUBOPTIMAL DECODING ALGORITHM
In the previous section we showed that the GDA is quite efficient for codes of moderate lengths for most practical communication systems where probability of error is less than 10 03 ; however, by the results given in Figs. 2 and 3 , for codes (104; 52) and (128; 64), the number of nodes on list OPEN in the decoding algorithm presented in [13] (GDA) is still too large for the algorithm to have practical applications for low SNR's.
The results of our simulations have shown that the number of nodes that need to be stored on list OPEN before an optimal path is found is considerably smaller than the total number of nodes stored before the algorithm stops. Thus we may limit the search with small degradations on the performance of the algorithm.
In this section we present a suboptimal soft-decision decoding algorithm in which we limit the size of list OPEN by using the following two criteria. 1) If a node m needs to be stored on list OPEN when the size of list OPEN has reached a given upper bound, then we discard the node with larger f value between node m and the node on list OPEN with the maximum value of function f . 2) If the probability that an optimal path goes through a node is smaller than a given parameter, then we do not store this node. That is, we can make sure that every node that stays on list OPEN has a high probability that an optimal path goes through it. Next, we describe in detail how to use these criteria.
Memory requirements are usually a crucial factor in the practical implementation of any decoding algorithm, especially in the VLSI implementation. Since, in the worst case, for any (n; k) code the maximum size of list OPEN is 2 k01 , the GDA is impractical even for the (48; 24) code for low SNR's. However, simulation results indicate that the required size of list OPEN may be much smaller than 2 k01 if a small degradation on the performance of the GDA is tolerated. Thus in the first criterion we limit the size of list OPEN by giving an upper bound on the maximum number of nodes that can be stored on list OPEN. While the GDA searches for an optimal path in a code tree, it calculates f(m) for every node m visited. If f(m) is large, then node m has a low probability of being expanded before the optimal path is found. In other words, when f(m) is large, the probability that the optimal path goes through node m is low and we can discard node m before the optimal path is found without degrading the performance of the GDA much. Therefore, to use the second criterion we need to calculate the probability that an optimal path goes through a node. We now demonstrate how to calculate this probability for an AWGN channel. For any received vector 3 , if an optimal decoding algorithm decodes it to a nontransmitted codeword, then it is almost impossible for a suboptimal decoding algorithm to decode it to the transmitted codeword. Thus when an optimal decoding algorithm decodes a received vector to a nontransmitted codeword, we do not care which codeword a suboptimal decoding algorithm decodes to. Therefore, it is reasonable to consider only those received vectors that will be decoded to transmitted codewords by an optimal decoding algorithm.
That is, when we derive the probability that an optimal path goes through a node, we will assume that no decoding error will occur if we employ an optimal decoding algorithm. Under this assumption we have the following theorem.
Theorem 7:
Let a codeword of an (n; k) code C C C be transmitted over an AWGN channel. Furthermore, assume the branch cost assigned to the branch from a node at level t to a node at level t + 1 in the code tree is replaced with the value The proof of Theorem 7 is given in Appendix C and the theorem holds only for large n.
Let node m be a node in the code tree of the transmitted (n; k) code C C C and let UB be the lowest upper bound on the cost of an optimal path found so far by the algorithm. By Thus when a node is visited, the algorithm calculates T UB for this node. If this value is less than a given threshold, then we will discard this node. We remark here that to use the second criterion we need to replace the branch cost from a node at level t to a node at level t + 1 in the code tree with the value Now we describe the outline of our decoding algorithm. In our suboptimal decoding algorithm we will fix the maximum number of nodes MB allowed on list OPEN. As in an optimal decoding algorithm, list OPEN is always kept ordered. When a node m is visited, the algorithm calculates T UB for this node. If T UB is less than a given threshold , then discard this node. Otherwise, we need to insert this node into list OPEN. If the number of nodes on list OPEN is equal to MB, then the algorithm discards the node with larger f value between node m and the node with the largest f value on list OPEN. The algorithm inserts the remaining node into list OPEN.
We remark here that all the speedup techniques described in Section II, such as stopping criterion and changing the seed during the decoding procedure, can be applied to the suboptimal decoding algorithm.
V. SIMULATION RESULTS FOR THE AWGN CHANNEL
In order to verify the performance of our suboptimal decoding algorithm, we present simulation results for the (48; 24), the (104; 52) binary extended quadratic residue codes, and the (128; 64) binary extended BCH code when these codes are transmitted over the AWGN channel described in Section II. We do not know HW for the (104; 52) and the (128; 64) codes, so we use a superset for them. For (104; 52) we know that dmin = 20 and that the Hamming weight of any codeword is divisible by 4 [15] . Thus for this code the superset used is fxj(x is divisible by 4 and 20 x 84) or (x = 0) or (x = 104)g; for (128; 64), the superset used is fxj (x is even and 22 x 106) or (x = 0) or (x = 128)g, since this code has d min = 22.
We have implemented a suboptimal version of the adaptive decoding algorithm presented in [13] . Let y y y = (y0; y1; 11 1; yn01) be the hard decision of r r r 3 . In the optimal version of the adaptive decoding algorithm presented in [13] , the initial seed c 3 0 is constructed by The simulation results for the (48; 24) code for b equal to 1, 2, 3, and 4 dB are given in Fig. 4 and in Table I for three MB's; is equal to 0.0. Bit error probability of the uncoded data (P e ) is also given.
From the results given in Fig. 4 , for the (48; 24) code the performance of the suboptimal decoding algorithm with MB = 500 is the same as that of the optimal decoding algorithm whose MB = 2 24 = 8388608. When MB = 250, the performance of the suboptimal decoding algorithm is slightly worse than that of the optimal decoding algorithm. From the results given in Table I , the average number of nodes visited is smaller when MB is smaller. Furthermore, when we do not limit the size of list OPEN in the optimal decoding, the maximum number of nodes in list OPEN will grow to 3961, which is far smaller than 8388608, the possible largest size of list OPEN. However, it is still very large if we compare it with 500. Therefore, for code (48; 24) to limit MB to 500 seems a feasible solution for practical application when the SNR is low. Since the average number of nodes visited by the suboptimal decoding algorithm with MB = 500 is small (754), it is not necessary to use the second criterion given in Section IV.
The simulation results for the (104; 52) code for b equal to 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, and 3.25 dB are given in Fig. 5 and in Table II for three threshold values. MB is equal to 3000. In Fig. 5 we also give a lower bound on the bit error probability of the maximum-likelihood decoding algorithm. This lower bound is obtained as follows [8] . For every sample, when the suboptimal decoding algorithm terminates, we have a codeword that is obtained from the algorithm. If this codeword is closer with respect to Euclidean distance to the received vector than to the transmitted codeword, then any optimal decoding algorithm will also decode the received vector to a nontransmitted codeword. Thus we assume that the optimal decoding algorithm will decode to the codeword obtained from the suboptimal decoding algorithm and report if a decoding error occurs. Bit error probability of the uncoded data is also given in Fig. 5 . From Fig. 5 , for the (104; 52) code the performance of the suboptimal decoding algorithm with = 0:0 is within 0.25 dB of the performance of an optimal decoding algorithm; the performance of the suboptimal decoding algorithm with = 0:25 is within 0.65 dB of the performance of an optimal decoding algorithm; and the performance of the suboptimal decoding algorithm with = 0:5 is within 1.025 dB of the performance of an optimal decoding algorithm. Thus for the samples tried, limiting the size of list OPEN to 3000 nodes introduced only a small degradation on the performance of the algorithm for the (104; 52) code. However, the average number of nodes visited for the sample tried is several orders of magnitude smaller than the upper bound given in Fig. 2 .
The simulation results for the (128; 64) code for b equal to 1.0, 1.25, 1.5, 1.75, and 2.0 dB are given in Fig. 6 and Table III for three threshold values. M B is equal to 6000. In Fig. 6 we also give a lower bound on the bit error probability of the maximum-likelihood decoding algorithm and bit error probability of the uncoded data.
From Fig. 6 , for the (128; 64) code the performance of the suboptimal decoding algorithm with = 0:0 is within 0.5 dB of the performance of an optimal decoding algorithm; the performance of the suboptimal decoding algorithm with = 0:25 is within 0.6 dB of the performance of an optimal decoding algorithm; and the performance of the suboptimal decoding algorithm with = 0:5 is within 0.75 dB of the performance of an optimal decoding algorithm. Thus for the samples tried, limiting the size of list OPEN to 6000 nodes introduced only a small degradation on the performance of the algorithm for the (128; 64) code. However, the average number of nodes visited for the samples tried is several orders of magnitude smaller than the upper bound given in Fig. 3 .
VI. CONCLUSIONS
In this correspondence we present an upper bound on the average number of nodes visited by the maximum-likelihood soft-decision decoding algorithm given in [13] (GDA). Since this upper bound is derived by applying the central limit theorem to a simplified version of the GDA, the results hold only for large code lengths. However, from the results presented in Section III, this upper bound shows that the GDA is efficient for codes of moderate lengths when the probability of error of the channel is less than 10 03 . For low SNR's, the GDA becomes impractical for these codes. In order to solve this problem, we also give a suboptimal version of the GDA that reduces the decoding complexity, but compensates for a loss in performance.
The branch cost assigned to the branch from a node at level t to a node at level t + 1 in the code tree, presented in Section II may be replaced with the value 0(01) c 3 t to save computation power. However, the designed heuristic function cannot violate the requirement of inequality (3) in order to guarantee that the GDA will find an optimal path. For example, in the case that h(m) = 0 for any node m at level`, with` k 01, the branch cost cannot be changed It is interesting to verify the performance of the decoding algorithm given in [13] when all simulated samples contain at least one error in the hard decision of the received vector for high SNR's. We simulated 10 000 samples and the samples containing at least one error among these 10 000 samples for SNR were equal to 7 and 8 dB. There are 4489 and 2510 samples containing errors among the samples simulated for SNR = 7 dB and SNR = 8 dB, respectively. For SNR = 7 dB, the average number of nodes visited for both cases are 0.0164 and 0.0232, respectively. For SNR = 8 dB, the average number of nodes visited for both cases was 0.0. Therefore, for high SNR's, the decoding algorithm given in [13] is still very efficient when we apply it to those received vectors whose hard decisions contain at least one error.
APPENDIX A PROOF OF THEOREM 4
Let an (n; k) code C C C be transmitted over an AWGN channel. It is easy to show that the MLD rule can be formulated as [7] set c c and we can substitute r r r for in our decoding algorithm when C C C is transmitted over the AWGN channel [3] , [7] if we set a = N Now let node m be a node at level`in the code tree and the labels of path P P P 0 m , the path from node mstart to node m, be v0; v1; 1 11; v`0 1 Now we want to calculate the probability that node m is expanded by the algorithm. By Theorem 3, if the GDA expands the node m then f s (m) f 3 s (m start ). Thus this probability will be less than or equal to the probability that fs(m) f 3 0 , we can assume that node m 0 0 0 will be expanded. There are k nodes on this path that will be expanded. We now consider those nodes that are not on this path. It is easy to see that, for any node that is not on path P P P 0 0 0 0 , the labels of the path from node m start to it will contain at least one 1. Consider those nodes at level`whose paths contain d ones, where 1 d `and 0 ` k 0 1. From the above argument, the probability of these nodes being expanded are Q(0
). The total number of these nodes isd . Since the first k positions of any codeword are information bits, the average number of nodes expanded by the algorithm is less than or equal to
Since, when a node is expanded by the algorithm, the algorithm will visit two nodes, the average number of nodes visited is less than or equal to ) by proving that, for every node m1 in the search tree generated by the decoding algorithm when it decodes , we can find a one-to-one correspondent node m 2 in the search tree generated by the decoding algorithm when it decodes 3 such that fs(m1) fs(m2). Let the labels of the path from the start node to node m 1 at level`be c 0 ; c 1 ; 111; and c`0 1 .
Let us define S s (`); S a (`); S b (`); S c (`); S d (`), which are subsets of f0; 1; 2; 111 ; n 0 1g as follows:
S s (`) = fxjx `0 1 and (x) `0 1g
It is clear that
Now let us define the labels c 3 0 ; c 3 1 ; 11 1; c 3 01 from the start node to node m 2 as follows: otherwise and q( ;`) is a bijection from S b (`) to S a (`). It is easy to see that for any node m 1 , node m 2 is a one-to-one correspondence to node m1. and q( ;`) is a bijection from S b (`) to S a (`), then jS f (`)j = jSe(`)j. Furthermore, since the k-most reliable positions in are linearly independent, it follows that j 3 i j j j j for any i 2 S f (`) and j 2 S e (`). Thus f s (m 2 ) f s (m 1 ). By Theorem 3, the GDA will expand the node m only when fs(m) f 3 s (mstart). Furthermore, the cost of the optimal path is the same, no matter when the GDA decodes or 3 . Therefore, we have N s ( 
) N s (
).
APPENDIX C PROOF OF THEOREM 7
Let an (n; k) code C C C be transmitted over an AWGN channel. If we assume that no decoding error occurs, then the decoded codeword that forms an optimal path is the transmitted codeword. Assume the transmitted codeword is (c0; c1; 111 ; cn01). By inequality (7) 
APPENDIX D
In this appendix we show that the branch cost assigned to the branch from a node at level t to a node at level t + 1 in the code tree may be replaced with the value 0(01) c 3 t . First, we derive another form of MLD rule which contains the value 0(01) c 3 t .
Next, we prove that the function h p defined in this correspondence still satisfies inequality (3).
Another form of MLD rule can formulated as follows [3] , [14] : Since the proof that hs satisfies inequality (3) is easy we omit it here.
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I. INTRODUCTION
The data processing inequality (or the data processing theorem) is used in information theory for proving the converse channel-coding theorem with equality if W 0 (X) 0 X form a Markov chain, e.g., if (1) is an invertible function. The proof of (1) follows straightforwardly from the chain rule and the positivity of the mutual information [6] . The name "data processing inequality" apparently came from the analogy to the problem of optimal filtering. Suppose that W; X; Y are real variables. In analogy with (1) and (2), it is clear and easy to verify that the conditional variance, i.e., the mean-squared error of the conditional mean estimator of W , satisfies the data processing inequalities VAR(W jY ) VAR(W jX) and VAR(W j(X)) VAR(W jX) (3) where
When the estimated quantity is a parameter (i.e., not a random variable), it is impossible to use the conditional variance as a measure for the goodness of the optimal estimator. Instead, it is common to use the Fisher Information matrix (FI) of the measurement X X X relative to the parameter vector , defined as [4] , [6] , [10] J J J(X X X; )
where = ( 1 ; 11 1; m ), the set ff (x x x)g is a family of densities of X X X parameterized by ; @=@ denotes the gradient (i.e., a column vector of partial derivatives) with respect to the parameters 1 ; 1 11; m ; ln(1) denotes the natural logarithm, and COVf1g denotes the m 2m
covariance matrix calculated relative to the distribution of X X X: Here X X X may either be a single measurement or a vector of n measurements. The importance of the matrix J J J(X X X; ) follows from the Cramer-Rao Bound (CRB), [4] , [6] , [10] , saying that for any unbiased estimator = (x x x) (i.e., estimator for which Ef (X X X)g = ) the error vector
) 01 (5) where throughout the correspondence an inequality between (nonnegative definite) matrices means that the difference matrix is nonnegative definite. As it turns out (see Lemma 3 below), the notion of data processing extends easily to the FI; if
Y satisfy a chain relation of the form f (x x x; y y yj ) = f (x x x)f (y y yjx x x) (i.e., the conditional distribution of Y given X is independent of ), then we have the data processing inequality
whose deterministic version (in analogy with (2)) is
Equality in (7) In the context of information-theoretic inequalities, e.g., in the derivation of the Entropy Power Inequality (EPI), there appears a 1 An alternative ("Bayesian") way to express the equality condition is that 2 2 2 0 (X X X) 0 X X X for a Markov chain for any distribution on the parameter :
0018-9448/98$10.00 © 1998 IEEE special form of the FI matrix, namely, the FI of a random vector with respect to a translation parameter
where f (n n n) is the density function of the vector N N N (f (n) is independent of ), and J J J(N N N ) is a square matrix whose dimension equals that of N N N ; see [3] , [4] , [6] , and [8] . Unlike the general case (4), this form of the FI is a function of the density of the random vector alone, and not of its parameterization. 2 The FI under translation (8) exhibits some well-known properties [1] , [7] , e.g., (11) with equality iff N1 and N2 are Gaussian. Vector, matrix and "convex" versions of (11) exist in the literature [7] , [8] , some of which will be mentioned in the sequel. The FII (11), together with the De-Bruijn identity, 3 consist the key tools in the classical proof of the EPI [3] , [4] , [8] . Both FII and EPI relate to the tendency towards Gaussianity of the sum of independent random variables [1] , [9] , [16] .
Existing proofs of the FII (11) [3] , [4] involve a direct calculation of the convolution of the densities of N N N 1 and N N N 2 and application of the Cauchy-Schwartz inequality, and they are rather technical.
In this correspondence we show that the FII follows from the Fisher information data processing inequality given in (7) . We derive the FII by applying the data processing inequality to a suitable linear model relating the measurements and the parameters. This model provides an interesting interpretation to the difference between the two sides of inequality (11): J(N 1 + N 2 ) 01 0 J(N 1 ) 01 0 J(N 2 ) 01 amounts to the loss in the CRB after optimal linear estimation. If N1 and N2 are Gaussian, linear estimation is globally optimum, and the CRB loss is zero. However, if N1 and N2 are not Gaussian, noninvertible linear operation may increase the CRB. In our proof, we consider a generalized form of the FII (11), namely, the matrix form of the FII, which was presented in [15] and [16] . The new derivation of the FII (11) is given in Section II. Some additional properties of the matrix form of the FII are given in Section III. In Section IV we use the matrix-FII to analyze the loss in FI (or in CRB) due to prefiltering in a certain linear model for parameter estimation. This part of the work appeared originally in [14] .
II. DERIVATION OF RESULTS
In this section we prove a matrix form of the FII using the Fisher information data processing inequality (7) . For completeness we give also a proof for (7), for which we could not find a reference in the literature. We then show that the matrix form of the FII implies the form in (11). where Z is a standard normal variable.
The derivation follows a sequence of lemmas. Below we assume that ff (x; y)g is a family of density functions parameterized by , where the first and second derivatives of f (x; y) with respect to exist and are absolutely integrable (see [10, p. 66 we see that J(X; Y ; ) is given by the sum in the right-hand side of (12), plus a cross term which is twice
where the right-hand side follows by iterating the expectation. This cross term is zero since the inner expectation in the right-hand side of (14) is zero for each value of X (see e.g. where the second equality follows from the chain rule (12) since (X) is deterministic given X thus J J J((X); jX) = 0: The inequality becomes equality if J J J(X; j(X)) = 0, i.e., if (X) is a sufficient statistic. Remark: Inequality (24) was shown in [13] and [16] for the case where the components of N N N are statistically independent.
Proof:
a) Assume m = 1: Combining (20) and (21) in (20) , and substitute in (21) to obtain the inequality. The sufficient conditions for equality follow from (9) and (10) In the model above the vector N N N was arbitrary. We now specialize to a vector with independent components and give our main result. (19) , and then using (20) to calculate the corresponding CRB's J(X1 + X2; ) and J(X1; X2; ).
We thus proved that the FII follows from the Fisher information data processing inequality. Furthermore, the FII corresponds to the loss in CRB due to "filtering" in a certain linear additive-noise model for parameter estimation. This loss is due to the non-Gaussianity of the noise and vanishes if the noise is Gaussian. A certain drawback in this alternative derivation of the FII is that the necessity of the equality condition does not follow easily, and requires some additional effort. See Proposition 3 in the next section.
III. ADDITIONAL RESULTS REGARDING THE MATRIX FORM OF THE FII
For completeness, we review below additional results regarding the matrix form of the FII, some of which appeared elsewhere. We start with a convex-matrix form of the FII (11) which was presented in [12] and [15] . Taking the trace of both sides of (23) results in (26) .
We turn to a convex-matrix version of the Entropy-Power Inequality (EPI) which also appears in [12] and [15] . i;j h(Nj) (27) where h(1) denotes (joint) differential entropy. From (27) it is easy to obtain the matrix form of the EPI presented in [16] ; see also [12] and [15] .
We end this section with a special case of (24), regarding a linear transformation of an independent vector, for which we can prove a necessary and sufficient condition. The proof can be found in [13] . The necessary condition of Proposition 3 asserts that the joint FI can be used as a "contrast" (or "objective") function for blind deconvolution/signal separation [5] , [9] . N may represent a radar application, where X1 1 1 1 Xn are the outputs of an n-element phased array which observes the targets 1 1 1 1 m , where n m; here the entry q ij of the matrix Q is the (complex) gain of the jth element towards the ith target [11] . Another possible application is that of AR parameter estimation, where a long "training" sequence X 1 1 1 1 X n is modeled concisely by X j = 1 X j01 + 1 1 1 + m X j0m + N j ; j= 11 1 1 n:
Here qij = Xj0i:
In the applications above Y Y Y = PX X X represents a prefiltered version of the measurements, from which we wish to estimate : The matrix P thus represents a noninvertible linear operation. For instance, we may perform such a prefiltering operation to reduce the dimensionality and hence the complexity of the (possibly nonlinear) estimator. See [11] , [2] , and the references therein. A case of interest would be when the matrix P is a projection matrix (i.e., PP t = Im 2m ) whose rows span the row space of Q (i.e., Q = GP for some m2m matrix G). This guarantees that in the noisless (N N  N 0) case, Y Y Y contains the same information about as X X X. Furthermore, it makes sense to assume that the noise samples N1 1 1 1 Nn are i.i.d., and that the n columns of Q have a fixed, say, unit norm, i.e., (The latter condition corresponds to a fixed total power gain per each element in the radar phased array application above.)
Under these quite natural assumptions, one may wonder how does the quality of the estimation vary with n and with the noise properties, and how much do we loose (do we?) by applying the projection operation P prior to estimation.
In order to isolate the effect of the signal-to-noise ratio (SNR)
on the performance, we introduce a noise gain parameter , and consider the model One simple implication of (29) is that without prefiltering the total FI increases linearly with the number of the measurements. The same is true even after projection by P if the measurement noise is Gaussian. However, for non-Gaussian noise projection causes a loss of FI whenever m y < n: Thus from the FI/CRB point of view, the optimal estimator cannot be decomposed into projection followed by nonlinear processing.
This phenomena can be explained by the tendency towards Gaussianity of the sum of independent random variables. Projection, which is a noninvertible linear transformation, makes the residual noise more Gaussian and thus less favorable for estimation. A similar phenomena causes increase of entropy after noninvertible filtering [9] , [16] .
In [14] , we suggested another way to interpret (29) 
I. INTRODUCTION A GENERAL 0-ERROR PROBLEM WITH MEMORY
For the space Z n of words of length n over alphabet Z, there are several interesting graphs G = (Z n ; E n ) with vertex set Z n and an edge set En reflecting string properties.
Examples are, the strong graph product (Shannon's product graph) and the case Z = f0; 1g with (x n ; x 0n ) 2 E if and only if (iff) for no two components s; t xs = 1 6 = x 0 s and xt = 0 6 = x 0 t . The product space structure makes it particularly interesting to investigate (G n ), the maximal size of cocliques, as a function of n.
Then the coclique of the graph in the first example is Shannon's wellknown zero-error code and the coclique of the graph in the second example is the well-known Sperner system or antichain (c.f., e.g., [6, Ch. 1] ). We propose here a quite general class of such problems, which we term "0-error 1-memory capacity problems," because they generalize Shannon's well-known zero-error capacity problems and concentrate on a new aspect, namely, memory. Those problems arose for instance in [2] .
Definition We call any pair of words from Z`a separator and any set S (Z`) 2 of pairs of words of length`a set of separators.
For any n `we consider the associated graph G n S = (Z n ; E(S) n ), where (x n ; x 0n ) 2 E(S) n iff for no (s`; s 0`) 2 S there is an index set I = fi 1 ; 1 11;i`g f1; 11 1;ng with x i = s j ;
x 0 i = s 0 j (i1 < i2 < 111 < i`). In the examples above S is symmetric, that is, (s`; s 0`) 2 S implies (s 0`; s`) 2 S. Here the graphs can be viewed as undirected graphs. In the sequel we assume that S is symmetric. Thus S can be viewed as a set of unordered pairs of subsequences.
This covers also t-error correcting codes for S = f(0 2t+1 ; 1 2t+1 )g. .
II. CONSECUTIVE SEPARATING PAIRS
Another associated graph G 3 S = (Z n ; E 3 (S) n ) is obtained by limiting I in the previous definition to intervals in f1; 2; 1 11;ng. S plays here the role of a set of consecutive separating pairs of words of length`. Here the problem is to find a maximal C Z n such that for all c n ; c 0n 2 C there is an f; g 2 S and an i 2 f1; 2; 1 11;n 0`+ 1g such that f(ci;ci+1; 0018-9448/98$10.00 © 1998 IEEE However, this seemingly different case is a special case of the former: replace the pairs of S by all pairs of length n by adding a total of n 0`letters at the beginning and/or the end. Already by no means easy problems arise in the cases Z = f0; 1g and jSj = 1. The case`= 1 being trivial let us start with = 2. Here S contains one pair of 2-length binary sequences.
There are totally ( 4 2 ) = 6 such S's. However, by interchanging "0"
and "1" and "reading" codewords backwards, there are only three nonequivalent cases: S 1 = f(00);(11)g; S 2 = f(01);(10)g; and S3 = f(00);(01)g. Denote the maximal code sizes in Z n by n (S i ); 1 i 3.
The codes C 1 = f00; 11g ;
for n even f00; 11g 2 f0g; for n odd C 2 = f01; 10g ;
for n even f01; 10g 2 f0g; for n odd show that n(Si) 2 b c ; for i = 1; 2:
On the other hand, we readily verify that this bound is tight. Indeed, for a code C use the partition C = C 0 _ [C 00 (2.2) where C 0 contains exactly those words of C, which start with 00 or 10. Now, if C is an n-length code for S 1 (respectively, S 2 ), then the codes obtained by deleting the first two bits of C 0 and C 00 are (n 0 2)-length codes for S 1 (respectively, S 2 ). So jCj 2 n02 (S 1 ) (respectively, 2n02(S2)) holds and thus n (S i ) = 2 b c ; for i = 1; 2:
3)
The case S 3 is already a little bit more complicated. Here we observe that for any code C those codewords, which start with 1, can be modified by exchanging this 1 by a 0, because this 1 is useless for the separation.
Therefore, we can assume that all words in C start with a 0. We call such a code canonical. Let now C have length n and let us partition it into the subcodes C 0 , with words starting with 00, and C 00 , with words starting with 01. Now C 0 n01 , obtained from C 0 by omitting the first 0 in all words, is an (n 0 1)-length code for S3 and C 00 n02 , obtained from C 00 by omitting the first two bits 01 in all words, is an (n 0 2)-length code for S3.
Furthermore, f0g 2 C 3 [ f01g 2 C 33 is a code for S3, if C 3 is an (n 0 1)-length canonical code for S 3 and C 33 is (n 0 2)-length code for S3. Thus Finally, for` 3 we have no conclusive results. In the next section we settle a seemingly interesting case with jSj 1.
III. THE ENLIGHTENED DICTATOR CHANNEL
The problem discussed in Section II can also be viewed as a kind of zero-error capacity problem of finite memory channels. Indeed, with a set S of unordered pairs of words of X`we can associate a stationary`-memory channel W , which satisfies y2Y W (y j )W (y j ) = 0 exactly if f; g 2 S and is a finite-state channel in the sense of [3] , which is discussed also in [4, Secs. 3.5 and 3.6] and in [5, Sec. 4.6].
Just let 0 = X`0 1 be the state space with transition function f: 0 2 X ! 0 defined by f(x1; 111; x`0 1 ; x) = (x2; x3; 11 1;x`0 1 ; x):
This is the most straightforward generalization of Shannon's zeroerror capacity problem for a memoryless channel. Here already for binary alphabets interesting problems arise. Our investigation has led to a very interesting type of finite memory channel, which we call "enlightened dictator channel." Clearly, a dictator always follows his own opinion. However, we speak of an enlightened dictator, if he responds to the unanimous vote of the people against his opinion to the degree, that in this case he reaches a decision by coin tossing.
M k (k 3) is a binary input and binary output channel with (k 0 1)-memory with transmission probabilities Pr (y t j x t ; x t01 ; 111 ; x 1 ) = Pr(yt j xt; 11 1;x t0k+1 ) = 1 2 ; if () x t 6 = x t01 = 111 = x t0k+1 for t k 1; if yt = xt and not ():
For t k 0 1 () cannot occur, so we are in the second case.
Denote the zero-error capacity of the channel by C 0 (M k ).
Theorem C0(M k ) = log 3 (k) 2 C n01;k01 ; xn = 1 0 xn01g: (3.5) Clearly, this is a zero-error code for M k with length n.
Moreover, by this recursive construction C n;j = ; for j k; n k 0 1 and jC n;1 j = k01 i=1 jC n01;i j (3.6) jC n;i j = jC n01;i01 j; for i = 1; 2; 11 1;k 0 1: (3.7)
In terms of the jAn(x`)j only depends on j t(x`) and m n 0`. Therefore, we can write it as A(j; m). Any zero-error code with prefix x`can be partitioned into two subcodes with prefix x`0 or x`1, respectively. On the other hand, for all x`with t(x`) k 0 2, An(x`0) [ An(x`1)
is a zero-error code, because one can seperate any c n 2 A n (x`0) and c 0n 2 A n (x`1) at the`+ 1st bit.
Therefore, for t(x`) k 0 2, we can write An(x`) = An(x`0) [ An(x`1) A(j; m) = A(1; m 0 1) + A(j + 1; m 0 1); for j k 0 2:
By the definition of M k in (3.1), when we send a binary sequence x n = (x 1 ; 111 ; x n ) over M k , for t k the tth bit of the output sequence is not uniquely determined. It may be 0 or 1, if x t agrees with none of its k 0 1 predecessors. One cannot separate x n from any n-length binary sequence at the tth bit, when this occurs, and we say that the tth bit of x n is ineffective. It is called effective, if it is not ineffective.
We observe now that for all x n 2 A n (0 k01 ) we can change x t to 1 0 x t and get a new zero-error code, if a) xt is ineffective or, for all x 0n 2 An(0 (Actually we thus not only proved the converse, but also the direct part again.)
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