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О ПОЛИКАТЕГОРИИ МНОГОМЕСТНЫХ ОТНОШЕНИЙ И 
ПОЛИКОЛЬЦОИДЕ ЧАСТИЧНЫХ МНОГОМЕСТНЫХ ФУНКЦИЙ
Э.Реди
Кафедра алгебры и геометрии
В работе найдены некоторые идеалы поликатегории много­
местных отношений, а также поликольцоида частичных много­
местных функций. В частности, найдены их наименьшие нетри­
виальные двусторонние идеалы. Эти утверждения аналогичны ре­
зультатам Л.М. Глускина [2J.
Все понятия, которые в работе не определены, можно най­
ти в работах [5 ,6] автора или в книге Кона СМ.
§ I .  Поликатегория многоместных отношений
Пусть _ фиксированная система непустых и непе-
ресекащихая множеств или &-ч*лгебр (см . L4], стр. 62).
Для декартова (прямого) произведения (см. [4], стр. 63) мно­
жеств ( Sl-алгебр) этой системы и элементов такого произве­
дения введем следующие обозначения (см. [б ^ст р . 67 ) :
= Мцх,.. х 
( * Г >  0*ь>о) ,
Через ^(рс) обозначим множество всех подмножеств множества 
X  (включая пустое подмножество). Для множества всех (т^)~ 
местных отношений (см. [I]^ стр. 90) между элементами мно­
жеств М. .. /Ч; , 14; введем обозначение
М) /, "V ’ </
. х М ^ л М Д
Запись при f ye M j, означает»
что элементы находятся в отношении а,. Пустое
отношение из обозначим через 0^«,.
При введем следующие понятия: множество
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х Г л ,  S { J  € M: i ^  € а }  ( I )
называется полным образом набора (Л Г Н  при а<= .
Пусть К произвольное подмножество из М . (при U u  4^.). 
Введем обозначение
U , - i  . . rtv г. U "I _
jC, ( 2)
Множество
Ro- - £ ^  IК  t)ta  . некоторого (зс^)е М ^ } (3 )
называется образом отношения ле.  ^ а кардинальное число 
I Rcc| называется рангом отношения <х.
Множество
называется полным прообразом элемента ^ при отношении а ) 
а множество
Ь а * ( К > ^ 7 1 ( ^ еа,при некот°Р°м ^
называется областью определения отношения о.,
В силу этих определений имеем следующие равенства:
Ret - U x ^a , ‘  U *Г"-,
[*?)«= £>л 
Ол : И Ц<х4 = (J ( iü 1 .
рЫр. ^ R a õ
Отметим, что при (П/ = о мы положим но множества Da,
и не определяем.
Очевидно, что только пустое отношение 0^ т. ИЗ
L i Ь1
имеет пустую область определения и пустой образ, т .е . из
или Ra-~ cf> для а .е Р ’Ц  вытекает, что а - ö ^  . От­
метим, что при nv>ü имеют место следующие равенства:
Ret
Da = Ц х Г >  l\.»l лГа, t<p)
Если все суть ß -алгебры, то мы можем на
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каждом Pfrtv следующим образом задать структуру Ф-алгебры.
I )  В случае ^ > 0  для всяких сч .., f?U , Lot Q.^ {^>,1) 
положим
х '7 (.£ <ч) - X  1*7°-':) ( 6)
при любом (л-Г)е Ми<^. Здесь и в дальнейшем пользуемся обо­
значением4аЗ и/
- X  уъ для некоторых у;еК; И г ,л)]г(7)
для всех непустых подмножеств KL<k Mj1 Если хотя бы 
одно К ^Ф , то и 1  Кс *ф . ^
В случае г^-о^  мы определим £<^ 1 согласно (7 ) .
2) При ^ fe Я 0 для всякого (х?)«: положим
* Г o ' i  - {öj } f (.8)
где Oj - элемент ^-алгебры M; , отмеченный операцией 
V (в частности, 0^  * { ü j  } ) .  ,
Пусть (J, 1) есть С гс-замкнутый) полиграф Сем. [53, 
стр. 32). Образуем набор
и определим операции следующим образом:^
Операция применима ко всяким CLtftC , при
1 * и  * р и произведение а л  v  e Pju-i есть такое 
отношение, что*
(<Х7С Л'] " '' гп.-ьи (9)
. /w©p lV(
для всякого U i ) е j r 1 iT j£4 1 где правую часть надо истол­
ковать по формуле С2). Значит, в случае т,©р>о имеем, что
D ( « “ *•) .и » ,* ® 1) 4 М, Г С  И
(х*-< у ) € 0 ^ при некотором *j( 10)
* В работе введено обозначение п-ифр =■ т  + р-А для всех 
целых чисел т  ^  0 ( Р > О.
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Заметим, что при *г© р = о, т .е . при m. =о, р * w -1 ( a t  PVf 
(■t ^  произведение а я  4 -9 Мк иQ
а х Ч  ~ Üxb. ( 9)
Х€ a
Замечание I . Если хотя бы одно из отношений сх. и & 
является пустым, то и произведение есть пустое отно­
шение из соответствующего множества отношений.
Предложение I . Набор является поликатегорией (.оп­
ределение см. [5 ] ,стр. 32) но, вообще говоря, не поликоль­
цоидом.
Доказательство. Проверим ассоциативность, т .е . выпол­
ненность равенства
(<хх\)Х *е * * я аФУ&тС'с) ( i i )
для всяких отношений a , с t  рЦь целых чисел
4* u i P/ и граней {if • (Jft « ,)у («V -Cjej, Дейст­
вительно, для любого (x/K<ßf><ßv) 6 l имеем1 ‘' j 14*1
*,Лв<,в1с с « * Ж с ] С с * Г ,р® (.
v-i+u-i V nWPW^i-, Л©р©4'
- *. u ,
i I '’'"V “©*-■» '»»©pgV p -1 т#р©г
* U La» IOC £ t jx  r * c  -
<П+ыв^  /n©p + V (gj
. 'n(£>p©%_v X- U Хч г. зс Г „, „ Л'ТС еЛ -
**wa©vv- ' u ;л
u(£)v
В силу произвольности набора (*, r J нами доказано, что
(л,Л)Х^с=
Здесь мы пользовались легко проверяемым фактом, что от­
ношения л и Ну из 1%, равны тогда и только тогда, ког-
4  -  6 -
да множества >'-Го. и совпадают для любого набора (*Г)<:
t  IM.л . В дальнейшем будем пользоваться этим фактом без до-
‘'-I
полнительного напоминания.
Аналогично проверяется и частичная коммутативность,т*е. 
выполненность равенства
a7C*(bl'c) = с) ^
для всяких cct f 4^ Рр> , & t  , < 6 u. * v <r ^  (ь4 <4 
{ t '4 ) 4 i .  В самом деле, при любом w  .р *
Л> J J К4 14 н | Г И 1
имеем
'"-©Р©*,. «,,  ^ vT *НГ -n®u •. '"©Р®’1'./-* >^  лц и ц ск\х^и (<гъ с) ^
= и  x r i X ^ ' W e )  -t , A«u  < m.«. OJ
и .
*  U хи'\ «Mn-iy-if р е г л ® * ж 
itx'"®*'«*, 'n”u rnwv ■* mtfp+v (i>
= u  iu, e „»M:« UfeX ®Рфу,4- 0 P  +  n & l
^ ^  у
I l  1,1 U'i J*®*-* гк&ръч \
^ i6)ä
С 1П© г u
JC тфу
,  I I M&V-1 лиЗ>р®Ь
Ufcx-’vppev^ 1 ci) 
а "V®Y
•rv£y/-<. *>.©pev Лфр©!/' .
= * , Н а д , й>*
= C ‘ !* ’ t K '“ v s M i  
В силу произвольности набора (x,'a<dP©1’) и отношений сс,4-,& 
нами доказано, что равенство С12) выполняется в Р, как 
только произведения определены.
Аналогично получим равенства С И ) и C I2 ), когда «ч£)р<£>^ -о, 
т .е . когда в формуле С И ) будет т/= о, р ■*»«,* 4 или в ( i 2) 
выполняется ^  = р = о , v = 1
Следовательно, является поликатегорией. Покажем,
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что в Pj дистрибутивность в общем не имеет места, т .е . 
равенство
к  ) = I .  «ДС*
, iC.
не выполняется для всех ßL  , Pjf> , 1 ьи .ьр.(оьЯ^
(и-И), Предположим, что
7 1 4  *«)•
Ввиду (7 ) отсюда следует существование т а к и х г ^ - .^ е М ^  что
и 4l £x ? V x^ « A -
Значит, согласно (.2) имеем
U-4. ftv<gw. -! ffv®P - _«•» k
г,, fc X, I х„ л,]:Х 1 J; f  X. Г(аХ 4 ) .<- < ■ и- _ °  (б; 1
Теперь из (.7) заключаем, что
i  * £
Т 1 (t) с
Этим нами доказано включение
л-Хи'(£ . I  ссх“*^  . (14)
Аналогично получим включение (14) и при т .е . при
rtV ■sü| р - -I
■JlycTb I I Выберем такие отношения «-e
с-Р/л ( kr,r  (14U 4Р), что при фиксированных (^ )e M L«
Ijr. »!.<)* Vit. ииееи
Тогда согласно (10) получим
Из определений ( 6) ,  (7 ) и (9 ) вытекает, что D (Z  ^ ) - 
= { К ) 9 *-м )W , но L> (алс.а (Х ^  ))’0Следовательно,
£ « * “*» * ‘f r -г д ..1 а м  * ■
Приведенный пример показывает, что включение, обратное 
к (14 ), вообще говоря, не имеет места в Следовательно,
О _ V
P j не является поликольцоидом (.определение см. [6)/ стр. 
Ь'З). Отметим, что если все l\ (U 3) тривиальные, т .е . одно­
элементные i l -алгебры, то Р^  является поликольцоидом 
при любой сигнатуре Q  (определение см. [Hl, стр. 62). 
Предложение доказано*
Построенную поликатегорию назовем ^-поли-
категорией многоместных отношений над системой (МI ) U 3 ) .
Отметим еще, что операции X\ALr -- являются для мно­
гоместных отношений более естественными чем операция, р ас­
смотренная в [2]. Именно, Л.М. Глускин [2] показал, что 
многоместные отношения не образуют системы Менгера, так как 
не выполняется соответствующий закон ассоциативности.
§ 2. Поликольцоид частичных многоместных функций
Обозначим через подмножество всех однозначных от­
ношений (частичных функций) из PjjU вместе с пустым отно­
шением, т .е .
W iv Ч ° 1? , а€ ;«|из следует (15)
В частности, когда т, = о и a-t VV// то ccfOJ является 
одноэлементным множеством.
Замечание 2. Если множество J с«-  одноэлементно, т .е .
то будем писать 
Образуем набор
Wj, - W j (Mj, , L fc J) = {J, 'J, W ta f Q  rt),
где операции определены по формулам ( 6) ,  ( 8) и (9 ) .
Предложение 2. Если для £2 будет то набор Wj
является поликольцоидом и подполикатегорией в Pj.
Доказательство. Проверим, что определения ( 6) и ^ к о р ­
ректны, т .е ., применив операции к однозначным отношениям, по­
лучим опять однозначные отношения. . с 
Пусть взяты произвольные W j£ , U v j . f  
] Предположим, что
x/| ■*, Lxu.
Ввиду (2 ) это означает существование т а к и х ч т о
2
* i€ x* f i Из ae W.-n, no вытекает 2 '*  У* 
и теперь в силу U W  p по (15) заключаем, что b^~iL. Зна­
чит* алсЧ-е W .ид.т,.р и определение (9 ) корректно. Этим жеI 1 1 (t.41’'1 » р
мы показали, что является подполикатегориеи в i-j.
Корректность определения ( 6) означает, что образует 
ГЬподалгебру в при любом Проверим это.
Пусть и) - произвольная операция из Q K. Напомним, что . по 
условию теоремы I .  Берем произвольные а 1; . . 
Предположим, что  ^ ^
Ввиду (7 ) существуют такие yt ;2* e  М.- * ) ,  что
uv UJ
Поскольку CV4C lV;U , т о = 2^ /4-fc *0 . Поэтому Ч-
1 и
*• Остается проверить дистрибутивность. Мы знаем, что имеет 
место включение (14)* Надо доказать обратное включение.Пред­
положим, что
£ t  x ^ Pi  X  a.xtti t ] = z_ х ^ о х Ч ^ ) .
■t i t ) 1-
Ввиду (7 ) существуют такие, что
Поскольку a e W J.rtV) то (.в силу замечания 2) и мы 
имеем
С- U.-1! лъ&)р »
2. ^  ž- I *4 ® *1 ^ n^vt-X* i 4
Значит, ввиду (7 ) получим
 ^ *> * ** rt'1^ * (у
Следовательно, равенство (13) имеет место в ß j, если только 
первый сомножитель является однозначным отношением. Поэтому 
VVj является поликольцоидом.
Предложение доказано.
Условие Я 0 =0 является существенным, если система
-  1 0  -
(М- и?) нетривиальна, т .е , хотя бы одна ä -алгебра ^  не 
является одноэлементной. Действительно, если то при
{rn>o)l Da.fMt'*1' ( .u u s p )  не выполняется свой­
ство элементов, выделенных нульарными операциями, т*е. не 
выполняется равенство
< (Вд
У IC
так как p ,
J 1 ''I J <*** J 1 Ч  j  !*■*•<
а D ^a^O ?]» ) = (Cx^Pjfc H j^ i^ jPu4 l{ x ^ >u)e p a ,( tM im.)j.
Поликольцоид Wj назовем J- -поликольцоидом час­
тичных функций или частичных отображений над системой
Поскольку для всех , (ot'T'lfc множество j(a
одноэлементно, то определения С6) и (9 ) означают равенства 
элементов, а не множеств, как в общем случае.
Обозначим через . Скак и в  L5J ) подмножество
всех полных функций из AVJ{*> , т .е .
У*т. -{<ъ к W{m, I pec * ML«, ) . (Д? )L 4 i
Следствие. I  Набор f j  - ^  { ^ i , * U , j ,  i Q t я ) 
является подполикольцоидом поликольцоида л
Доказательство. Поскольку D ( £ а . . ) - О D<4 ( то сумма 
полных функций опять полная функция. Из CIO) следует, что 
^произведение полных функций также является полной функ­
цией. Поэтому f j  является подполикольцоидом в Wj. Отметим, 
что f j  является поликольцоидом при любой сигнатуре О. 
(.даже при , см. [6J, предложение 2).
Напомним, что i t J )  называется 1-симметри-
ческим поли кольцо и дом С 6 j над системой , õ t J j .
§ 3. Цилиндрические отношения
При угь>о отношение а. с называется цилиндриче­
ским. если для любых имеет место 
i t x ^ c x ,  тогда и только тогда, когда и у t 
т .е .
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ft, * Da. x R a , (1 8 )
Если Da- L и R<\- K., то такое щишндрическое отношение 
обозначим через (L ,K ). Из одноместных отношений цилиндриче­
скими считаются все непустые отношения, причем отношение, 
которое совпадает с непустым подмножеством обозначим
через (К).
Введем обозначения
С1!*, a t  I a. = Dclx Rtx} ( n > 0).
S s  I <-1
ci = <Ы, tK)i <P * Ks Mj >, сю)
Далее введем для любых множеств L, с  М-т # <£• (р>о),
К с № ^ ( числа д , pi  и отношения ссе ftU следующие 
обозначения:
L<* L, = v ^ s . , 1
6 Li. для некоторого (20)
Ц  х Lz = U l(l4 П ч а () л L J  -
0a.,
/И,® и.
(ос4 u x ’4'®p )fcL, для некоторого ч * «.y. ( 21)
i I и I Нь + U* <д
Заметим, что l, £ тогда и только тогда, когда либо L,=
= 0 ( р ^ ) ,  i-i = 0, либо К Где
PVLi * ^ fc Мя некото1юго
( 22)
Можно считать, что при >ъ*о формулы (20) и (21) прини­
мают соответственно вид
лк-ис О*
t i z при некотором ( 20»)
а , ч  I |^«ч f> м .«-<./» ((*• .j  \ 'te
XL^"'wc4?3l L2- 1 ' ^  J ^ V '
a при некотором ( 21»)
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Кроме того, сравнивая определения (10) и (2 1 ), получим
О(соЛ^) = 0«я.л 04-. (23)
Теорема I . Поликатегория является двусторонним иде­
алом поликатегории 1 замкнутым относительно операций из
О..
доказательство. Покажем, что для всех непустых «.£ Я4нf
7 ( ч Х ) 4 Сч ,- ч ^  K‘ ‘ V '
1). р>0 ; .а«: i р )
“1
имеют место следующие равенства
(ЧОа-л L , К ), если ß°- П L f  ф ,
a £ u (L K)s 1 лк *  roL\
' V Д и<-?</£+-< » в ПР°ТИВН0М случае (24)
1 '(ц д, ■.. xLVl 1К4х...лКр) V). если
^цг- Ч т  > в противном случае, (25)
Г (<-'л l ( К ) , если * 0 .
(1‘ к')ли№  1 *
'  ’ в противном случае (26)
, u f ( £ , L, М  . если X 'O p x ^L ^ ^ ,
(К )я  (иЛ) 1 q<- в противном случае (27)
£ .  , к 1) = j  если P„L4 ’t tf,
1 Of* , в противном случае (28)
° ; i -  { о ; } ) .  (.29)
Л
Для доказательства равенства (24) берем произвольные
р ) ,  К  /<М>
Если ß<*. О рги<-= ^  то Из (21) и (23) следует, что ЭДаТсЧцК.))- 
•*ф( т .е . a x w'(L (Kj= Так как в силу ( 9) будет
R(a3iuM с R t
для любых отношений cxt PfU. ( ke Р,> то из %с<.П L 4 ф 
по (23) следует, что
-  13 -
a3Lu ( L ( K ) s (0 « .A  L ,К ).
Пусть теперь элементы х ,, , • • ■; » i  находятся в от­
ношении L К), т .е . ввиду (18) имеем
(лГ*^) С D o ,£ l. tfcK.
Это означает согласно ( 21) ,  что
(х^ и) fc 0Л;,(х1и'1^ л #,)К для некоторого
Значит, £  е л“ "1^  (ц к\ и wg.pc*^u o.. Из ( 2) и (9) за­
ключаем, что t  G х * * г £  * ъ 4  t ,  к j j .  Следовательно,
(Oflox L .K ) t  a,7cu (Lf KJ 
и равенство (24) проверено.
Равенства (26) и (27) являются частными случаями равен­
ства (24) при a » ( .L' (K') и а, г (к1) соответственно.
Чтобы доказать равенство (25 ), возьмем произвольные
И предположим, ЧТО К,,х .. лКр ^ Dlr + Ф И *41 L h * ■
"■■*1-1 , (К/■ * Следовательно, ввиду ( I )  и (18) получим
(0С,1 , . . . , Л4 * а ) fe L<X • * и ,  ( М  ...X kr ) t
Значит, ^  - - ь Lt и существуют такие
Jj.fc К. (t = -i • ,р ) , ЧТО д ь  ч ^ -  Поэтому ввиду (18) имеем
' V U « - v
, К, ,1
ife К
Отсюда, применив р раз определение (9 ) и равенство ( 2) ,  
получим
4 fc X t1 ■ J L ^  L ( 4 * 1 Ч tU, V 11' ' (V^J-
Все приведенные рассуждения проходят и в обратном порядке, 
поэтому равенство (25) проверено.
Равенства (24) и (25) показывают, что Cg является со­
ответственно левым и правым идеалом (определение см. [S^cTp. 
35) поликатегории Р}. Значит, Ст есть двусторонний идеал 
(см . [5], стр. 35) в Р, .
Для проверки равенства (28) возьмем произвольные (Li.,
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Л Ь  Тогда из ( 6) и (7 ) имеем,что
0 ( £ у .  к» ^ -п  lV  Согласно определениям (б ) и (7 ) ясно 
тайке, что и>А/ г— . / .
I А> ( (
Поэтому, пусть i  fc х ?  (g 4 К! ), т .е .
Ž - 1  i i  , 2-с (*■ = ^ ^ ) & [h ^  •
Значит, ввиду (18) имеем z;e17(^,Ю .Вак°неЦ, ВВИДУ ^  заклю­
чаем, что
г £ Z  х ч «г (Lt К. ) = х ?  ± [l.l (К . ). 
t (if) *■
Этим доказано, что
(Л  L t , £ * J  ^  C V t X ) ,
£г4 с 1
и тем самым завершена проверка равенства (28 ).
Равенство (29) вытекает непосредственно из определения
(8).
Поликатегория не является, вообще говоря,поликоль­
цоидом, так как дистрибутивность не выполняется (все отно­
шения, встречающиеся в контрапримере на стр. 8 , являются ци­
линдрическими), но в силу равенств (28) и (29) поликатего­
рия замкнута относительно всех операций из &•
Теорема доказана.
Назовем тривиальными в ^  все идеалы, состоящие только 
из одноместных и пустых отношений, остальные назовем нетри­
виальными. Идеал, отличающийся от самой поликатегории,назо­
вем собственным. ,
Опишем все тривиальные идеалы поликатегории ß j , где
.П/
] - U J ' т .е . полной поликатегории отношении над системой 
1мГ, Если 6 = ( З1, |Ул(йл) левый, (строгий) пра­
вый или (строгий) двусторонний идеал поликатегории А =
* Q,^), то полиграф Р', j 1) является соответственно ле­
вым, (строгим) правым или (строгим) двусторонним идеалом 
полиграфа P , J )  (см. С5], стр. 35).
По предложению 2.3 и следствию 2.10 из С5] левыми идеа­
лами полного полиграфа (J , 5) являются все полиграфы [3, З^и 
и 3(3,)) и только они, где
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и хотя бы одно из множеств J1 i  3 и З ^ с З О *  является не­
пустым.
При ( ц ^ ’Н  3 (5.1 ),>ъ>о положим
ч ° м ,L 4 i ,
при j  fc берем H<f с Pi так, чтобы obeüJj а для /е 
£ JL возьмем произвольное непустое подмножество я PJ. 
Образуем набор
Ч и Н з .)  '  l'J< ^ и 5Л) ,  й^ , я ,п>-
Предложение 3, Тривиальными левыми идеалами поликатего­
рии Pj являются наборы ^^u5 U i)>  и только они» гДе 3,
Л, 3t Л '3. * $  и хотя бы одно из множеств ( Зг_ не 
пусто.
Доказательство. Ясно, что все H3tU 5 l3/() являются ле­
выми идеалами, притом тривиальными (если правый сомножитель 
есть пустое отношение с индексами из то и произведе­
ние есть пустое отношение с индексами из 3(3,,^ а одномест­
ные отношения не могут быть правыми сомножителями). Ясно 
также, что других тривиальных левых идеалов в P j не су­
ществует, так как из И р Н ^ ^ п р и  р> 0 следует, что 
0\ € для всякого ’ц"1; «.)* 3 (а,). В самом деле, для лю-
быЗс a , t  ' а.г.fePd1 . . . , a p <= P<ip имеем, что
a<7C [лрцР 0%  )■••) =
N 1 d <* 1 ■«
принадлежит рассматриваемому левому идеалу. Но мы можем еще
произвольным образом прибавить 0-местные отношения.
Предложение доказано.
3амечание_3. Мы будем писать С, К  Р вместо С- W j, 1°^ 
где 5 - Ö o'*. Через
о - « и А и З ^ и о М . а , * )
34ü3U,) ' 4
обозначим подполикольцоид пустых отношений из Р. В част­
ности, 19 состоит из всевозможных пустых отношений над 
системой (M i 1 fc ?)
По предложению 2.4 из С 5] граф (3,3) является единст-
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венным тривиальным правым идеалом в (3 ,? ) , По следствию 3 .8 
из L5J нетривиальными правыми идеалами в (3,3) являются все 
полиграфы (3,01*3) и (3 ,3  и и только о ни, где Я
подполугруппа свободной полугруппы 3 (см. C5J, стр. 41).
Предложение 4. Кроме ® ь А о Л и  роо) все наборы R3 -
- ( j  'ip i'X )  И а 3 U U » 3)|Pjr -{(Xm} (/ио о ) /Я-Ь
и только они, являются тривиальными правыми идеалами поли­
категории Р.
^оказ^Хельство. Ясно, что все эти наборы являются пра­
выми идеалами в Я Действительно, если хотя бы одно отно­
шение из отношений а*, р фиксированного набора есть 
пустое отношение, то при любом произведение —
apTr i^- является пустым отношением этого же набора.Ес- 
ли все <*■<)•", «>р есть одноместные отношения, то и о,тЛ. 
...apTtP't' является одноместным отношением.
Наоборот, пусть А = (3'( ,я )  - произвольный три­
виальный правый идеал в Р. Тогда совокупность индексов 
пустых отношений из А образует правый идеал полного поли­
графа (.0 ,3 ), который, как отмечено выше, имеет один из сле­
дующих видов: (3, 3 ), О ,  Д.< 3 )^0 , 3 и (J(x j) ) t где X  подполу­
группа свободной полугруппы 3. Если в Я нет непустых 
отношений, то А совпадает с однй* из наборов 03/ 
или Пусть теперь существует т .е .
пусть се есть непустое подмножество из Му  Для любого
Pfc, т .е . непустого подмножества W«., образуем ци­
линдрическое отношение (a., k)fe . Тогда произведение
«xx1 (сс(Л)
принадлежит ^  как правому идеалу. Значит, к*~ для всех 
t-b 3 и идеал ^  имеет вид <?л или Q0U(x s j j4
Предложение доказано.
Легко проверить, что единственным двусторонним идеалом 
полного полиграфа (3. л) является тривиальный идеал (3 ,3 ). 
Нетрудно также убедиться, что верно следующее предложение.
Предложение 5. Единственными тривиальными двусторонними 
идеалами поликатегории Р являются наборы, ( С, и
R® R j -- ( . э Д  PJ, (0{л  ^ (т.>о),тс).
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3
Предложение б. Собственный строгий правый идеал полика­
тегории Р не содержит непустых одноместных отношений.
Доказательство. Пусть Д. - (З1, '* (Mm строгий пра­
вый идеал поликатегории Р  и пусть Q«i^cctÄ<J при некотором 
j O .  Для любого непустого отношения образуем отно­
шение
Mr ? fcl PjL« ,
называемое прямым произведением отношений л- (одноместного) 
и V (любого). Тогда произведение 
аЛ1 (о,* /г) - Ь*
принадлежит А как строгому правому идеалу. Значит, А-Р, 
т .е . Л не является собственным.
Следствие 2. Тривиальными строгими правыми идеалами по­
ликатегории Р являются О ; все наборы 0%1( 3 = ( з , X * 0,
{ ) ,Я 1п )' и только они, где X  двусторонний идеал сво­
бодной полугруппы J.
Доказательство. По предыдущему предложению произвольный 
строгий правый идеал А -(3 ,д ',Ц т  /S i^)  поликатегории Р  не 
содержит непустых одноместных отношений. Поэтому 
для всех ]'■ Понятно, что О б ъ яв л яет ся  стро­
гим правым идеалом полного полиграфа и поэтому по следствию
3.5 из С 51 полиграф (J'j') совпадает с 5) или имеет вид 
(J, 1хз),где X двусторонний идеал свободной полугруппы J.
Следствие 3. Единственным строгим двусторонним идеалом 
поликатегории Р является (9.
Доказательство. Ясно, что Ф является строгим двусто­
ронним идеалом, так как произведение является пустым отно­
шением, если один из сомножителей есть пустое отношение. С 
другой стороны совокупность индексов всех пустых отношений 
идеала является строгим двусторонним идеалом полного поли­
графа, но О , 5 ) не имеет собственных строгих двусторонних 
идеалов. По предложению 6 собственный строгий правый (тем 
более строгий двусторонний) идеал не содержит непустых одно­
местных отношений. А из существования в идеале непустого бо­
лее чем одноместного отношения вытекает существование в нем 
непустого одноместного отношения.
Следствие доказано. 1й
Пусть выбран произвольный элемент 3 и взято любое 
непустое подмножество К- ^  м*<-- Введем обозначения
5 ( »  * UJ m*0
п ,к )1ф H s  
£HSK ),10^ K )!, (30) 
с(<.,Ь)--Цпч,С^(1, к ) а л ) .
Теорема 2. Все поликатегории С(<сК) и только они, яв­
ляются минимальными нетривиальными левыми идеалами полика­
тегории R
Доказательство. В силу равенства (24) все наборы С (^ ,к ) 
являются левыми идеалами поликатегории Р( притом нетриви­
альными.
Пусть А = (о1 > ] ' , 7t)- произвольный нетривиальный ле­
вый идеал поликатегории Pf содержащийся в С (*-( К),В силу 
нетривиальности существует «ьгА такое, что 1Л’( к)еА^л ( l ' ^ 0). 
Пусть взято произвольное отношение (ЦК) из п ри у^ез15. 
Поскольку L ф ф / то существует Образуем цилиндричес­
кие отношения (*0 , Um,). (Здесь и в дальнейшем
будем пользоваться короткими обозначениями (.Цх) и (ос) 
вместо (Л-Дх)) и (<xj) соответственно). Тогда произведение
(хг)% (L ,KJ
(ЛГ)
принадлежит вместе с к левому идеалу Лг. Значит, С(*-(.К)с
s А, По выбору идеала А имеем, что Д& (-(<.,«•), Следова­
тельно, Л =С к) и С (<,К) является минимальным нетриви­
альным левым идеалом в Р.
Остается доказать, что других минимальных левых идеа­
лов в Р не существует. Предположим, что 4 = 0 ' ) 
является минимальным нетривиальным левым идеалом в Р. В си­
лу нетривиально сти идеала А ддЯ некоторого ( if )  О  ^ J 1 (*^>о) 
существует 0 ^  * Л.м , Образуем цилиндрические отноше­
ния где (.*? ) е Oty [*ф ). Произведение
(МС„1Лт )Х>п{'= ,Л?£)
принадлежит вместе с ^  левому идеалу А (напомним, что 
является множеством). Образуем набор Отношение
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} э с п р и н а д л е ж и т  к П С ^ ^ ^ . З н а д а ,  набор
4 П С {«*, * 7  как пеРес®чение левых идеалов является 
левым идеалом поликатегории Р притом нетривиальным. По­
этому из минимальности идеалов А и С ( jS ^ f ) вытекает, что 
Jt = C(ic
Теорема доказана.
Введем обозначения
По построению состоит из всех полных (частич­
ных) константных функций из в М-, Далее введем
еще обозначения:
р  " / L. )^ ^  * L - ml?} I"**0),
ftb к » ) - {<?>,(»)), <зз>
= 0 ,5(0 , n % ) ,
(3/0
С ,  (з ,5 ^ ) , Ls j ) ,s i ,*)•
Следствие 4. Все подполикатегории только
они, являются минимальными нетривиальными левыми идеалами 
поликатегории VV(^) .
Утверждение следует из доказательства теоремы 2 в силу 
того, что произведение (полных) однозначных отношений явля­
ется (полным) однозначным отношением и того, что используе­
мые в доказательстве вспомогательные отношения 
являются полными и однозначными,
Теорема 3. Поликатегория всех цилиндрических отношений 
является наименьшим нетривиальным двусторонним идеалом по- 
ликатегории Р.
Доказательство. По теореме I  О является двусторонним 
идеалом поликатегории R Покажем, что С содержится в 
произвольном нетривиальном двустороннем идеале Я * (3’, 
поликатегории P. s
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В силу нетривиальное™ для некоторого т ,> о  существует 
непустое Как и в предыдущей теореме по­
лучим, что
С ^ гх ^ )  с  Jt-
при некотором D4-. Пусть (J-, к)<= С • ^  ) ( . ^  с)& 3 взяты
произвольно. Мы должны доказать, что Поскольку
C(<,ri? k )c J t i то (L , A J40 ь ЯД . Произведение
принадлежит вместе с правому идеалу Л . Значит,
С-рсЛ-р при любом с/, -ч)ь5 т .е . С <5 А.
cP ® / ' /
Следствие 5. Подполикольцоид частичных (полных; конс­
тантных функций в ( С ) является наименьшим нетривиальным 
двусторонним идеалом в W ( f j •
Доказательство. Так как все использованные в доказатель 
ствах теорем 2 и 3 вспомогательные отношения принадлежат по 
ликольцоиду f  то доказательство теоремы 3 проходит и в 
этих случаях.
Следствие доказано.
§ 4. Об идеалах
Напомним, что весом L5] системы назы ается на­
именьшее кардинальное число w-(M) такое, что I J4 J*  ^ ( М )  
для всякого 1еЗ. Пусть v  - произвольное, х  - произволь­
ное бесконечное кардинальное число. Введем обозначения
0 l j  I Оо~\ < Л f I S a J c O ,
(35)
Если ■» (М то вместо будем писать про с
то 1%  ^ Рп). Далее введем обозначения
W3f V 3=V3 nw.j ,
' 1  - 'f t / if , .
Q « ö J
одесь мы предположим, что так как иначе введение ч,
не накладывает никаких ограничений.
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Теорема 4. Если *v - произвольное, а л - произволь­
ное бесконечное кардинальное число, то все являются 
подкатегориями, а все левыми идеалами поликатегории ß. 
Все являются правыми идеалами в Р^-, ■
Доказательство. Пусть сое ' 4*6 ф* , 4 6«. </э,
I t f f J u ) ,  взяты произвольно. По^определениям (3 )
и (9 ) всегда имеет место включение
R (ссХ ^б ) с  Ri-,
Поэтому из lR i| < v  вытекает, что i Rl«-xu & - ) l S к oji“ ^  
принадлежит к j £+1 • Значит, ^  является левым
идеалом в Pj. .
Пусть a'fc,V(^ß , 'Ч fc •• ' взяты произвольно.
Применив р раз формулу ( 10) получим, что
D (^X /| ... tpTLPa.) £  p ^X - x D ^p . (36)
В силу бесконечности числа а получим
j р  ( {цД, '1 ■. • )| <■ j D ^ x  ■ ■ х 01р\  - [  04.| j -- I P f y |  < X®5 -  ?> ■
Как и выше заключаем, что i ßUi 7^ - i R a l c i  Значит &,ц\ 
р ^ rj 
■*« fepU'a £ J-г...-Lm,, и a! 1 является правым идеа-
Г V Л Р т3 <7лом В Pj, , v Л
Пусть (хь xP!Z. , ) f - ^р  взяты произвольно.
Тогда по (10) в силу бесконечности числа х  получим
jQ (a x u ^ j| -  I Da,| I Dt-l < я*л - Л / 
т .е .  a x " i - £ V .u -1 .»v ,p и .f l является подполикате-
_ A l)  u4 Ju-Ч х 4
гориеи в К .
Теорема доказана.
В силу введенных обозначений получим следующее утверж­
дение.
Следствие 6. Если v  - произвольное, л - произволь­
ное бесконечное кардинальное число, то все являются 
подкатегориями, а все ’’'W j левыми идеалами поликатегории
W-1. Все \vi-> являются правыми идеалами поликатегории vVvV 
п (I А J  Г/ <>
Все т-j являются левыми идеалами поликатегории y-j
Для всякого непустого множества К Мс  такого, что
-  2 2  -
jK . l<^ ,  введем обозначение
‘ С К К . )  - J  п С («., к ) .
Введем также обозначение
Л П
Следствие 7 . Все поликатегории (*., К); (д/М 'Ч^и толь­
ко они, являются минимальными нетривиальными левыми идеала­
ми поликатегории (\W)-
Доказательство совпадает с доказательством теоремы 2, 
только вместо ) можно взять, например,
(х4, хО , * . . , и^.л-п,) и получить отношение ( * * , * 7 0  в каче­
стве общего элемента левых идеалов 4
Следствие в. Поликатегория \С (.^6 ) является наи­
меньшим нетривиальным двусторонним идеалом поликатегории
У Ч > 0 .
Доказательство аналогично доказательству теоремы 3 ,толь­
ко (соответственно ) надо заменить на 
(xJ4 ,K ) (соответственно ) .
Теорема 5. Если ч/ = 2 или бесконечно, то все 
ляются правыми идеалами, а все W j двусторонними идеалами 
поликольцоида Wg. Все являются двусторонними идеала­
ми поликольцоида f i .
Доказательство. Если uo £ i ), г ßU ,
произвольны, то из определений ( 6) и (7 ) и из однозначности 
операции со как (и.-м)-местного отношения вытекает неравен­
ство
1 <*i )1 £ I £сцI •• • I ( 37)
Поэтому из сц , ■ ■■,а*е  *Р4* в силу бесконечности числа ь 
следует, что
|ß (2> c)| <• I |... | R « J  < чГ-г,
j j  С . ^
т .е . . X- о-i £ ftU  . Так как О С £ ‘ч ’) *  П Оа^то все *Р!*м 
(As ^ ) е 1 ) при бесконечном ъ замкнуты относительно опе­
раций из Ä .
При 'v = 2 имеем, что
I R ( £ .  ) [ < [ R a ^ [ ... [ (^ ал I = 4 . i  ~ A ,
Следовательно, при v  = 2 или бесконечном ъ являет­
ся £1 - подалгеброй в Р{» .
Для всех o j из vV выполняется неравенство 
Поэтому аналогично предложению 3 из L5J доказывается, что
I £  ^  JI*. ■. 4ртср<х)| ^ I fH iI ■" I I ^ g )
для всяких Ц е  i^~4i ■ -iP), • Если все h r  -^ p
принадлежат Х ^ ,  то в СЙЛУ бесконечности числа п. получим, 
что
I £  (hJC4.., ^pX^)\4s |RM ... I R4p| < гР- г ,
т .е . М^-*- -tpjr^a. , если только a,fcW^. Аналогично при
Т/ = 2 получим, ЧТО I ■ • 4|5ЛР<х)| ^  <р» 4 и .
В силу (36) из 4-1, fexWg вытекает, что ^ x 4-4pVat*Wj
при (XfeWj, Значит, AW3 является правым идеалом в *W^; а 
является двусторонним идеалом поликольцоида 
Теорема доказана
Введем обозначения ,■
££*{« • .6 $ * , Dcc *  l '» * ’)/
р>7 « a . i t j /  (39)
Теорема 6. 'Поликатегория является строгим пра­
вым идеалом поликатегории a’P  ^ C'Wj), Прил-2 или бесконеч­
ном ^  поликольцоид v wlj является строгим правым идеа-
*V. . / ®
лом поликольцоида Wg.
Доказательство. По формуле (10) ясно, что из Dcc *  ML«- 
вытекает, что D(ал/Ч-) для любых a.(i-<=. ,
для которых произведение определено. Поэтому vPj являет­
ся строгим правым идеалом поликатегории ^  ( ^ ) -
Если ч/ = 2 или V , бесконечно, то W-» является поли-
> •/I *
кольцоидом. Каждое WAn замкнуто относительно всех 
£ Действительно,
(> ( £ « .. )  * П OaL f  ,
L I «<♦ -
как только хотя бы одно из D<x- f  Значит, все суть1 1 u Л
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Я. -подалгебры в ^ (U? j j ) у ) и v w/^ является стро­
гим правым идеалом поликольцоида .
Теорема доказана.
Предложение б . Собственный строгий правый идеал полика- 
тегории V  ) не содержит непустых одноместных отноше­
ний.
Доказательство совпадает с доказательством предложения
5.
Теорема 7 . Поликатегория Qw ) не содержит собст­
венных строгих двусторонних идеалов кроме О.
Доказательство. Пусть л - (o', нетривиаль­
ный строгий двусторонний идеал поликатегории ЛР (\Wj. Тог­
да А является и нетривиальным двусторонним идеалом и по 
следствию 8 содержит наименьший двусторонний идеал ( д ^ - 
Поэтому он содержит и непустые одноместные отношения и по 
предложению 6 не является собственным.
Теорема доказана.
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MITMEKOHALISTE SEOSTE POLÜKATEGOORIAST JA 
OSALISTE MITMEKOHALISTE FUNKTSIOONIDE POLÜRINGOIDIST 
E.Redi 
R e s ü m e e
Töös on le itu d  mõningad id e aa lid  mitmekohaliste seoste 
polükategoorias n ing o sa lis te  mitmekohaliste funktsioonide 
po lü r in g o id is . Nende hulgas on minimaalsed a it te t r iv ia a ls e d  
vasakpoolsed id e aa lid  ja  vähim m itte tr iv ia a ln e  kahepoolne 
id e aa l. Viimaseks osutus mitmekohaliste seoste polükategoo­
r ia s  k o ig i s i l in d r i l i s t e  seoste alampolükategooria ning 
o sa lis te  mitmekohaliste funktsioonide po lü ringo id is  ko ig i 
o sa lis te  konstantsete funktsioonide alampolüringoid.
ÜBER DER POLYKATEGORIE DER MEHRSTELLIGEN 
BEZIEHUNGEN UND ÜBER DEM FOLYRINGOIDE DER TEILIGEN 
MEHRSTELLIGEN PUNKTIONEN 
E* Redi
Z u s a m m e n f a s s u n g
In  der Arbeit sind e in ige Ideale der Polykategorie der 
m ehrste lligen Beziehungen und dee Polyringoide der te il ig e n  
m ehrste lligen Punktionen beschrieben. Unter ihnen sind auch 
die minimalen n ic h t tr iv ia le n  Linksideale und das k le ins te  
n ic h t t r iv ia le  zweiseitige Id e a l. Nämlich, in  der Polykate­
gorie der m ehrste lligen Beziehungen b ilden  a lle  zy lin d ­
rische Beziehungen und im Polyringoide der te il ig e n  mehr­
s te llig e n  Punktionen b ilden  a lle  te i l ig e n  konstanten Punk­
tionen das K leinste zw e ise itige  Id e a l.
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ОЯВДВЛЯЕМОСТЬ СВОБОДНОГО ПОЛИГОНА ЕГО 
ПОЛУГРУППОЙ ЭНДОМОРФИЗМОВ
В. Фляйшер 
Кафедра алгебры и геометрии
Настоящая статья продолжает изучение полугруппы эндо­
морфизмов свободных полигонов, начатое в работе автора Г3j . 
Ввиду этого, предполагается знакомство читателя с определе­
ниями, обозначениями и результатами упомянутой работы. Че­
рез End (£, f )  обозначена полугруппа эндоморфизмов сво­
бодного S -полигона с § образующими + ф - произволь­
ная мощность) над моноидом Основным результатом дан­
ной статьи является доказательство того, что полугруппы 
End (S , J j  и End iТ, *р) при изоморфны тогда и 
только тогда, когда (• = ^  и моноиды S и Т изоморфны. 
Этот результат допускает и более сильную формулировку (тео­
рема 5 ). Заметим, что аналогичный результат для полигонов 
с нулем доказан в работе [1], однако в предположении, что 
исходные моноиды не содержат нетривиальные идемпотенты. В 
заключение данной статьи приведен общий вид изоморфного от­
ображения полугруппы End [S, на полугруппу End (Т, л^ ). 
Эти результаты являются аналогами некоторых результатов Л.М. 
Глускина [ 2 ]. Однако, методы исследования в данной работе и 
в [ 2] различны: мы рассматриваем матрицы над моноидами, а в 
[2] берутся матрицы над телами.
Пусть S - моноид, т .е . полугруппа с единицей На­
помним, что полугруппа End(5, изоморфна ( Г 3], теорема 
1 ) матричной полугруппе S, элементы которой суть всевоз­
можные матрицы порядка | , в каждом столбце которых стоит 
ровно один элемент из S , а на остальных местах - символ
0. Правило умножения матриц задается обычным образом, пола­
гая
0+-4 * d ^ С = i , j 0 = Oj - О
для каждого а е $ » То обстоятельство, что элемент a t  5 
стоит на месте (i,j) в матрице X а из f будем
обозначать Как и в [з] , I  - вполне упорядочен­
ное множество индексов строк (или столбцов) матриц из $^
-  97 -  5
и £ - его мощность, т .е . I l l  * I . Через S j  { 1 S Ч $ $) 
обозначена совокупность всех матриц из sA содержащих 
элементы из 5 не более, чем в ^  строках. Через 
где ф Ф J 4 J ; обозначена совокупность всех матриц из iL  
содержащих элементы из 5 только в строках с индексами 
из J .  Для каждого J  {ф + J  £ I )  зафиксируем матри­
цу Ej а (ьу) из S. ( j ) ,  определенную следующим обра­
зом: для каждого j  6 1 *
I i$ и L-^ёол и  j  6 J 
( 4 ,  и t J  (О)
Vo, в противном случае,
и
где jo - минимальный элемент в J . Ясно, что при ~J « I  
матрица Е2 ж Е есть единица полугруппы 5 ^ ; а в случае 
J »  | 1 } ; где i  е I , матрица E i , такова,что все элемен­
ты в L-ой ее строке равны S. В работе 13] показано, 
что для произвольного 3 [Ф f  J ^ I)  множество
S t (JJ есть правый идеал в S c .
Лемма 1 Множество ( 1 )  {ф +■ J  £  I )  является
главным правым идеалом в ; порожденным идемпотентом E j .
М Ш Ш Т Ш Ш Р . • Нам, очевидно, достаточно доказать, что 
для любой матрицы X  = [Хц) из ( J J  выполняется t j X  
=Х . Пусть E jX  ■ У * Тогда для каждого / е J  i
% Lj = О будет
при некоторых о, ^  t  I .  Так как -X £ ^  ( j j  и *  О, 
то 4.е J и, ввиду ( 0) ,  и 7 т .е .
Поскольку -X и У имеют в J -ом столбце только один 
ненулевой элемент, то У s X  и леглма доказана.
Двусторонний идеал Р полугруппы Т назовем разложи­
мым, если его можно представить в виде объединения попарно 
не пересекающихся правых идеалов fj [ j e j  } I J I / J )  
полугруппы Т, В этом случае обозначаем Р -  •
Теорема \, Множество S i является разлоя&мым двусто­
ронним идеалом в полугруппе (Л +А) и Sfe *  С/т Ь. [1) =
■ О  lEu 'S j). * 5 t * 1 5
в работе С3J показано, что S* есть 
двусторонний идеал в 5*.. По определению идеала & имеем
J -  28 -  j
Si а ввиду SAi)  Л при i+ j, по­
лучаем Для каждого ь t. I , по лемме
имеем S^ \i) =fc£ L - 5 j , следовательно, 5^ = ^  (1)я.О
Лемма 2^  Если в моноиде Д* для двустороннего идеала р  
имеем
? =  Ü lp iUJ  = Ü U M ) ,
ь-Cl J'®
г д в { ^ \ е 1 , t l j  i ie  j  (Ui l  O I > 1> системы ме- 
ментов из Ц то суп{ествует взаимно-однозначное соответст­
вие Tl между элементами множеств I  и 7 такое, что 
ри ^  а %%&) У* для каждого I € I .
Доказательство. Для произвольного '*-fc Г, ввиду того, 
что U -моноид, имеем pi е pi U ^следовательно, р;,£
6 U (pi,ll)= 0 tyjU). Поэтому существует такой у е. 3 ; что € 
t f a .  Этот'элемент j  обозначим через Жч). Ясно, что 
этт£ определено однозначное отображение тс : I -* J, такое, 
что X :  l-rTit1) для каждого õeJ-  Аналогично, для каждо- 
го j  J  существует ровно один *-е1 , такой, что ^ t p LU. 
Этот элемент I обозначим X 'y j и этим определено отображе­
ние J —» I ■ Тогда для произвольного i t  I имеем
p i и  £: t  fc (X tU ) ^  ■
Если бы то pi U, Л Px'iKßj)^ что противо­
речит первому разложению идеала Р. Поэтому яЧяЩ)* i и 
тогда р-U  £ с ^ (,^ и  £ pi U, т .е . U  - Аналогично 
для каждого j  е. J  выполняется
V  U & lP U *
т .е . и U, * рлЦ )М ,, Отсюда следует,
что л: - взаимно-однозначное отображение и f>L tC - 
для каждого йь I , Лемма доказана.
Из леммы 2 следует, в частности, что разложение идеала 
S  * u i  ^  единственно.Покажем, что 5^ является наи­
большим разложимым двусторонним идеалом в 5|. Для этого 
вначале докажем ряд вспомогательных утверждений.
Пусть - некоторое множество матриц из . Сово­
купность всех элементов из S , встречающихся в I-ой
строке ^  <= I) матриц из «  назовем l -ым основанием 
множества зз , - ?q -
ffemua 3. Пусть ® - правый идеал в 5^, Тогда из 
f. ф ( ie j )  следует, что f o j i  является правым идеалом в 
S.
Доказательства.. Пусть ^  fr , т .е . найдется матри­
ца 6 - Ih j )  £ , так что для некоторого \i{. 
Для произвольного <i е S существует матрица Л -(•*.£. ) £  & 
такая, что Тогда С * (<^j * ßJC € зэ
- у  •*# - К
т .е . И  е L“»/1 • Лемма доказана.
Лемма Ч. Пусть матрица & *  (h j)  е идемиотентна,
ъ - и C®]L £ Тогда элемент i- - Wi ч $
ндешютентен и [ « J .u = 4*5.
йоказательстао;. Пусть Ф * 6  ^  и 4 - произвольный 
элемент из l ^ j 0. Это значит, что существует матрица $»{%'*})-
* 6 JC € зз ( -X =(JC^ )- некоторая матрица из 5^ ) ,  такая,что 
ö “ = ^  х *</ 
для некоторых € J. в õ-ом столбце матрицы б £ 
находится единственный элемент из  ^$, который мы обозначим 
^  = h i  ( ^ ^ JJ- Тогда, ввиду ß * В; элемент ^  ‘ 
принадлежит S и также как и 4 ^  стоит в е.-ом столбце 
матрицы ß , следовательно, и 4 = ^  ?
Тогда
^ = 3 V = ^  ^  xt i ) '  hi %  г4-
Так как 6  fe то 4  » е и, положив 4 - = 4*^} полу­
чим ^
Лемма 5. Пусть ® И( 5?' являются правыми идеалами в 
Для того, чтобы ^  ^  ® * f i  необходимо и достаточно, чтобы 
DöJ; П [ а ^  для каждого с с. I ,
о чевидна.
_Hfio6холимоптъ. Пусть ^  л ч*' •= ф и предположим противное, 
что найдется такой i  £ ], что С^]ь П С Пусть j€ [°^}л
Л [ ^ U l - Это значит, что найдутся матрицы 6 *  ( 'S 
б ' * [h j)£  ^  , такие, что б * ^  для некоторых £
t l .  Тогда матрицы õ £ j и õ ' t k совпадают с матрицей из £ ,^ 
все элементы из S которой равны А и находятся в й-ой 
строке, т .е . 6 f j  - 6>£4. Но ß ^ ’ € ' S  т .е.
Полученное противоречие доказывает лемму.
Лемму 5 мы будем часто использовать в такой форме: из
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условия £ *] . П С * Ф для некоторого  ^€ 1 следует
«  п *  0 . v
Теорема 2. Пусть двусторонний идеал з* полугруппы Su 
($ * 1 ) является разложимым и Ф где |>
й/д ^  - Фм для каждого /< е 9R. Тогда 3* £  5^ . ^
Доказательство .  Предположим противное, пусть ® £  6'^ . 
Это значит, что существует матрица 6 6 &, содержащая эле­
менты из S более, чем в одной строке. Тогда существует 
такое /«- € а«, что & е ß M-S  ^ и, следовательно, матрица ß^c 
содержит элементы из S более, чем в одной строке. Пока­
жем, что тогда матрица необходимо диагональная.
Пусть l , j  € I {I ) индексы строк матрицы = (kß, 
в которых находятся элементы из $ . Тогда, ввиду леммы Ч, 
на местах (Л ,^ ))  У  ij) матрицы ß/л стоят идемпотенты из S, 
соответственно, 4* и ^  . Зарксируем некоторый произ­
вольный элемент 4 ^1  и пусть Л - некоторая матрица из 
5^, такая, что . Матрица 3) = (dLj) =А&м
принадлежит идеалу (s/ следовательно, для некоторого yu't 
с as выполняется 2) £ вуц' ’ . Из того, что
*4 l - 4 L  ^й. я 
следует £ [буи О [ б*/ , т. е . £
Л £ 6 м' Я ] .  *  Ввиду леммы 5, отсюда следует в *
Л в*/ у  0^, Тогда, по предположению, уч **  и S t  6 ^  
Из равенства
^ ^ Л/ * ^  ■ Ь
следует [ £у< • Это, ввиду леммы 4, означает, что
на месте (4, k) матрицы ß/* стоит некоторый идемпотент 
fc 5. Ввиду произвольности индекса Ь  1, матрица вд,-  
диагональная.
Теперь покажем, что наше предположение приводит к про­
тиворечию. Ввиду I ак j > 4 ( существует /<'е эя (/*'*/*■) такой,что 
л 6/<< Sc л Ф- t Пусть 4  в I  некоторый индекс стро­
ки матрицы Ьу - в которой на месте (&,&■) стоит идем-/  ^ 0 г X- V » /  "
потент ь. Пусть, далее - произвольная матрица
из такая, что о 
=■ А - 6/« выполняется
. И _
Для матрицы
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s a u  k i  * V  ^
= a^. • ^  l .
Ввиду £■ e C - ö sA  л t e j jb *  1^+*ф, по лемме 5 полу­
чаем «& € 6 «  S . .  а , ввиду f c l j  € [%St], л С 6 *, S J ,  t  ф,
---------- -- - - ’  “  ' V ' S / ,  т .е . 5Ä  £ в / , S, Л 4 , s 4
шю. Теорема доказана. *
по той же лемме имеем 5> е ßy 
что противоречит предположени
Из теорем I  и 2 вытекает
jkei^cTM e.j^ Двусторонний идеал полугруппы
{)>*) и только он является наибольшим идеалом, разложимым 
в объединение попарно непересевающихся правых идеалов, по­
рожденных идемпотентами.
Пусть - другая матричная полугруппа над моноидом Т, 
состоящая из всевозможных матриц порядка в каждом столб­
це которых стоит ровно один элемент из Т, а на остальных 
местах - символ 0} и пусть I ' - вполне упорядоченное 
множество индексов строк Сили столбцов) матриц из
Теорема 3 . Если полугруппы St и изоморфны, то 
= и существует взаимно однозначное отображение ЗС мно­
жества 1 на множество 1\ так что S^(0  и (к^^изоморф­
ны для каждого I t I-
Доказательство, Пусть ^  - изоморфное отображение по­
лугруппы St на полугруппу Т .^ Так как при изоморфизме свой­
ство идеала быть наибольшим разложимым в объединение попар­
но непересекающихся правых идеалов, порожденных идемпотен­
тами, сохраняется, то, по следствию I ,  идеал ^ ( S ^ )  являет­
ся таковым в TL. Однако, применяя следствие I  к полу-
(/ п-л
группе Т^} получим, что этим свойством обладает идеал 1  ^ и 
только он. Отсюда следует, что f  ( Ц )  * L . Но Т« *
‘Vs!)=
Здесь через t[. обозначена матрица из Тц,f все элементы из 
Т которой равны единице 1т моноида Т и находятся в i/- 
ой строке. Из последнего равенства, по лемме 2 , вытекает, 
что существует взаимно однозначное отображение зс множества 
1 на множество l j  так что ^  т .е .
= (л: (1)1 * 1 Г 1 * \ и _ _ .
^ ( 5 . ( 0 )  - f  (М Г *  - t x (l)Tt  - Т ^ М )
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для каждого i- € I .  Теорема доказана.
Произвольная матрица А - (.<4 ; ) £ ^  допускает, как это 
показано в [3 J , запись в виде -мерного вектора
(«г;. . .  , су, .. ,
где а Ч- для каждого j  е Г н S' - отображение множества 
I  в себя, такое, что тогда и только тогда, когда в
матрице Л на месте (l,j) находится элемент из S. Правило 
умножения таких векторов записывается следующим образом:
[cff « j ,
Через ^  обозначим отображение множества I в элемент с£
€ I .  Тогда произвольная матрица А =• (<4j) из запишется в 
виде
( V - - ,  “5 > • • • ) ; « г
Теорема 4. Пусть S и Т - моноиды. Изоморфизм полу­
групп 5^ (4.) и Т (р , где индуцирует изоморфизм монои­
дов 5 и Т.
Доказательство. Пусть if - изоморфизм полугруппы ^  (*0 
на полугруппу Пусть -X - (^fc/ ■ • • , , ..., aci; . про­
извольный элемент из S jW  и *f(Ž) • У * ( ^ ‘> ••• 1 
€ у ) . Определим отображение f  полугруппы 5 в Т : *
Vt«-*.) = 3 ;  .
Так как X  - произвольный элемент из то ж элемент
эс^ - произвольный из $, т .е . отображение определено
на всей полугруппе S. С другой стороны, для произвольного 
‘ ty c T  существует V » ,  ••• , •••, •• )lc  j  из Tl (j) та­
кой, что Существует, также, X  *
«•- (i.J такой, что ^  Р 0 »У и тогда
т .е . ^  отображает Š на всю полугруппу Г.
Проверим однозначность отображения у .  Пусть для неко­
рого х € S выполняется и ^ ( х )  = у . Это значит, что 
существуют элементы X  * (v>fe, • ■ -, ( - .., , - • . ) ;е j » X* *
- W-i *•*» ’Н )  *• •»’* 1  из такие, что х.к*х!±*хж
« f W  -.-У - ( ^ ,  у . I ,  f W " S * ( } . • • • < J t-- i i f
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5
из Т, (j), где 4j * ^ / Jj *$' произвольного элемента Л* 
z 0 *1 , "•)• t i из выполняется
Xfli = (v^  , “ -j t x l >" ’k e l I *b<X,'i ’”-W
но следовательно? ХЯ  зто означает,
ввиду произвольности элемента Jt в что для любого ße 
t  Tfe(i) выполняется
У & * У а .
Возьмем в качестве элемента £> элемент ^  из (j)- Тогда 
*" ^ " ‘'У1' 1 L Т ^ г " '  ^  "'\ъ1 ' *^еГ
и, ввиду У fj * ^  I получим ~ y'j ■
Проверим взаимную однозначность отображения f  . Пусть 
для некоторых ос, ос' 6 $ выполняется f(*)~  <f Lx') •* ^ . Это 
значит, что существуют элементы JC *  (i^, , * " ) ^ е1>
JC'=*(V>t  , * '  r “)LtI из 5 (4) и V-
* I ' ” / > "  » Žf*- ( ' Afcl I ^  ^  1 ^
из Г^у) такие, что
* ( * ' ) - У '
и y j= ä ' xj  x jci л] т°* чт° j j = э) ° значает»
что для любого 6  е 7" (j) выполняется
V0 = У/Ь.
Следовательно, для каждого Л 6 (£) должно выполняться^*- 
В качестве элемента Л возьмем £*.. Тогда
’ 1 1 * I ' ’ 3 ” ‘^ CfcL
*  £t 5 , - •' г \ I ' xi r-‘)u r г • ч V'-'cfe Г  И , • • •/ xk, "'ht Г, 
т .е .
Остается показать, что «f сохраняет операцию. Пусть 
у(х)-=-  ^ и >f (*')*V, где a ^x 'eS ,  4 ,4 ' tT .  Тогда существуют 
ЭС * (л£,--*| Л*,, x t) ‘ ■‘■^ иГг X  (Vt| • .. )ife£€
Так как <*> - изоморфизм, то
т .е . <((*■*■'J- = '■ Теорема до-
казана.
Следствие 2. Полугруппы S& и изоморф­
ны тогда и только тогда, когда § = *t и моноиды S и Т  
изоморфны.
Достаточность очевидна. Необходимость непосредственно 
следует из теоремы 3 и теоремы
Заметим, что предположение f i в следствии 2 суще­
ственно. Действительно, пусть 5 - конечный моножд. 
Полугруппу Sl можно рассматривать,как матричную полугруп­
пу первого порядка. Таким образом, (S i )1 = S*, но SL не 
изоморфна полугруппе £ . t , ,
Теорема _5. Полугруппы и ( j ,  j f 't  “J; 4* 4*1* f )  
изоморфны тогда и только тогда, когда ^  * 'l, , и моноид
5 изоморфен моноиду Т •
, очевидна.
Необходимость. Как показано в ([3], стр. 198 ) , полу­
группы и TjP являются плотно вложенными идеалами, 
соответственно, в и Т у . Из следствия 3 работы [Ч] 
следует, что из изоморфизма полугрупп 5^  и ТЛ' следует 
изоморфизм полугрупп S  ^ и Т у . Из следствия 2 следует 
тогда, что ^ * V  и моноиды S и Т  изоморфны, причем, 
если >f : -* изоморфизм,^ то существует взаимно од­
нозначное отображение зС *• 1 I  ( так что 
f  ( S ^ ( i ) )  = Т ^ ( х ( 0 )
для любого Ife l. Покажем, что Предположим против­
ное и пусть Возьмем некоторое множество I0 $ I  мощ­
ности *1 и рассмотрим правый идеал 5^ ( I .) , который, по лем­
ме I ,  порождается матрицей Е^. Поскольку S^[L ) содержит 
ровно ^  правых идеалов вида 5 ^ ( 0 , а именно,идеа^ S<,(0, 
где l f e I « t TO правый идеал | Л   ^ по_
рождаемый матрицей ^  содержит ровно правых идеа­
лов вида TL CJ), i е % (.!«.)■ Это означает, что матрица
I* f
('с содержит элементы из Т по крайней мере в ^
строках, что, ввиду ^  * Ч,» невозможно. Если * (>%}  т о* 
применяя изложенное рассуждение к изоморфизму ; 7^ -* S , t 
также получим противоречие. Теорема доказана.
Лемма б. Элемент С m ("Я, £ $$ обратим
тогда и только тогда, когда ТС - обратимое преобразование 
множества I и cL - обратимый элемент в S при любом
I 6. I .
Доказательство. Heotiходиностк. Единица полугруппы 
представляется в виде вектора Е » (ь . где I  - тож­
дественное преобразование множества \} а все остальные коор­
динаты равны is6 $. Если элемент С » (тс, c< v ^ e] обратим, 
то найдется элемент У fr г " k t  I из так что
= y c »E f т .е .
- U  I W, •• 0 ; . ,  ^  д ,  - - U  (V-, i - i
fä|* * • Г ^ )  ') °L Г • )lt J "(«ПС, - ■ •, ^ i j CL V "
Отсюда следует, что - а'тс-• ^  т .е . 3t - обратимое преоб­
разование множества I  и
$X(l) ^  * \) Ci- * ^JCd)^X(iJ “ Is)
т .е . c u - обратимый элемент в S.
Jp j^^^äHQjH tb. Положим 8  - IjC*, - ■ где 4 ^
в. с "14 для каждого l e i .  Тогда
х ' (L)
С2>» - - A i,  *
где V - тождественное преобразование и
* " Л * ! ,
Теорема б. Всякий автоморфизм ^  полугруппы имеет
вид
« f (M - C H(y-4)C , (1 )
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где С - обратимый элемент из S ., a f  -А обозначает приме­
нение автоморфизма полугруппы S к элементам из S 
произвольной матрицы А е. $^.
ДоказательствоЛ Пусть - произвольный автоморфизм по­
лугруппы По теореме 3, существует взаимно однозначное 
преобразование Ж множества I ,  так что
1 (2) 
для любого I/ fei. Для произвольного tfe I  элемент *
s (V*. ■ принадлежит S (^fe) и по этому, со гласно ( 2) ,
f(E  ) е  S (х (4 ))' Обозначим элемент <f(4 ) через С * »  
c ,t ' ')и 1Тепе5ь зафиксируем некоторый элемент
■ t  Для него имеем С1* * (V (1).. е,<* .. Положим С »
= (тс , -.., cL, . . .  )г t   ^ ( где тс - преобразование множества X, 
определенное формулой ( 2) ,  и о с » с{ для каждого «-ь1 . 
Покажем, что построенный элемент С  удовлетворяет формуле
( I ) .  Вначале покажем, что С  - обратимый элемент.
Для произвольного 4бГ  имеем f  (Et) ~ Cfe*(v^(fe,r .., с* ,
Taif как t t  является левой единицей правого идеала ^  (*), то 
С  необходимо является левой единицей правого идеала S,(x(*J! 
Тогда, ввиду £ fc ь S . должно выполняться *
= ^x(fe)»T,e*
и значит
°^ Hs (3 )
для произвольного 4.fei. Далее, из условия для про­
извольных I  , следует с ^ с А *  с* ' т .е .
сь; • "  ‘ »* ■ • \ t  (■ 4l (t; »* ’ • I
Следовательно,
'■л(4 j  
i
cx(fc) ‘ сл(1) = 1
- Кс(А)> • • ■ I ci I
4 ; c t  -  c f  (4 )
для произвольных 4 #6 U  I .  Отсюда, взяв <- * Ji(fy получим 
t  - л6 w '
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и, ввиду симметричности I  и t ,
k. I 4
° Щ 1) е*(*0 = ° Х ( t)  в /| •
Таким образом, элементы ^K(t) V обратимы и
/ к \~* 1  / с\
~ СЛ ( У  ^
Отсюда, ввиду леммы 6, элемеет С  «(3C' / - ^ , " , ^ feI обратим 
и С ' 1 - (Х/ ... # d Lr.-)Lei  , где ^ * 0%(i)для каждого U I .
4 Покажем, что для произвольного А * (»4., •••, из
^  имеет место формула ( I ) .  Согласно ( 2) , Sj(^(j))-
Из теоремы 4 следует, что изоморфизм f  индуцирует авто­
морфизм у полугруппы S. При этом, если ОС *
Пурть Ä * (vi , - произвольный элемент из
^  и «fCAj * 6  = ••• ; * i t --Ote r *  Для
про и звольного t  fe I  элеме нту
Erf-A£t  * ( ^ г " >  **г"кь1  " ' » ^ Г ’О ь б Г Н г - * / " * ^ t l  - 
соответствует элемент
* ^it(j),-■. I ' " ) i t i '
В силу определения автоморфизма f ( отсюда следует
i
У ( ^ г )  ~ Grt(fc) C7ty) (6 )
Тогда, ввиду (5 ) ,  получим
W j s l c i ( ky  C* ( ^ ^ C*.(*j
ДЛЯ любого £*■ f .  С другой стороны
С  4(^-А)С-* *"/ CV '\ b l  =
s ’ ' ’Л г К - ' ( 1 ) ] си - W *  (4>J 
= t V y  ■ • •» ■*>u t * ■ ■ • / I * ■ • W  ö *
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(Таким образом, мы показали, что для любого элемента А ь 
ё формула ( I )  имеет место, т .е . автоморфизм <f полу­
группы S* индуцирует автоморфизм полугруппы 5, ви­
да ( I ) .  Продолжим автоморфизм до автоморфизма f  всей 
полугруппы имеющего вид ( I ) .  Так как S l  - плотно
вложенный идеал в то,ввиду следствия 5 работы [4], сле­
дует, что это продолжение единственно, т .е . = 'f. Теорема 
доказана.
Теорема 6 . Всякий изоморфизм ^  полугруппы Su на по­
лугруппу имеет вид
f (А) = С -AJ С ,
где С  - обратимый элемент из а у  - изоморфизм по­
лугруппы S на Т  применяемый к элементам из S матри-
да А ь £ У
ÄOK^aTe^JiTBOj Полугруппы и ТУ являются плотно 
вложенными идеалами, соответственно, в ^ и  Т^, Из след­
ствия 3 работы [4] следует, что изоморфизм <f полугруппы & 
на “1^  можно однозначно продолжить до изоморфизма f '  по­
лугруппы 5^ на .
Пусть X - некоторый изоморфизм полугруппы Т  на S. 
Определим отображение х '  элементов из ^  в 5  ^ следующим 
образом:
х'(Ъ) - х * ß
для любого Легко проверить, что X - изоморфизм
полугруппы на 5^, Тогда * ' f '  является автоморфизмом 
полугруппы S^ . Из теоремы 5 следует, что существует обра­
тимый элемент GU ^  и автоморфизм y ' полугруппы S так, 
что для произвольного элемента X t  Ц  имеет место равен­
ство QO = X )Q  . Тогда
= ( Г ' < Г )  C r y  ■*)(*-*• G.). (6)
Обозначим изоморфизм X 1 у' полугруппы S на Т через ^  
элемент (х  ■ (л)ьТ^ через С, Тогда равенство ( 6)
запишется в следующем виде:
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/«f' СЛ] = f  (Aj - C'\f -А)С
Теорема доказана.
Замечание. Аналогичным образом, отказываясь от матрич­
ного языка и делая очевидные изменения, можно доказать оп- 
ределяемость свободного полигона над моноидом с нулем своей 
полугруппой эндоморфзмов (т .е .  доказать следствие 2, где
S и Т - моноиды с нулем). Это позволяет снять ограни­
чения на исходные моноиды, наложенные в работе C i l .
В заключение автор искренне благодарит доцента Я.В.
Хиона за руководство работой.
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Поступило 
10 I 1974
vaba polügooni mSaratavus endomorpismipoolrühma 
ABIL 
V. F le ischer 
R e s ü m e e
Olgu S monoid. Tõestatakse uhest suurema moodustajate 
arvuga vaba 5 -polügooni määratavus endomorfismlpoolrühma 
a b i l .
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DETERMIBABILITY OP A FREE POLYGON 
BY ITS ENDOMORPHISM SEMIGROUP 
V .F le ischer 
S u m m a r y
Let S be a monoid* The endomorphism semigroup o f a 
free S -polygon ( £> -set) w ith t  generators is  denoted
by S r v d f S , ^ ) .  ^
Theorem. The semigroups £ftd (S ,i^ ) and % n с1(Т, where 
^ 4 1 are isomorphic i f f  ^  ^  811(1 ^  is  isomorphic to
T.
Analogously th is  theorem can be proved fo r monoids S T 
w ith zero.
The automorphisms o f J (£>, are described.
6
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О ГОМОЛОГИЧЕСКОЙ КЛАССИФИКАЦИИ ПОЛУКОЛЕЦ С НУЛЕМ 
В. Фляйшер 
Кафедра алгебры и геометрии
§ I .  Введение
Множество А называется полукольцом с нулем, если на 
нем определены две бинарные операции ’V  и такие, что
1. ( А ,  +) - коммутативная полугруппа ,
2. (А  , • ) - полугруппа с нулем 0 ,
3. для произвольных am e til выполняется
= <Я£. + irС, £ [о*+ Ъ-) - ССо С V, схО= О-СХ - О.
Понятие полукольца есть, таким образом, частный вид SZ-коль- 
ца C7J, в котором Si состоит из нульарной операции, фик­
сирующей 0Л , и ассоциативной коммутативной бинарной опера­
ции "+". Полигоны [3] над такими ^-кольцами называются по- 
лумодулями, т .е . множество Л  называется правым А-полу- 
модулем, если (J4 , +)-коммутативная полугруппа с фиксиро­
ванным элементом 0М и для произвольных п п , £. Я ,  А 
определено nuxeJk так, что
м ,  iru + . v j a .m a  + fta.,
иг (<х+ Ir) * fTva + ^0  - ■
В дальнейшем полукольцо А предполагается содержащим еди­
ницу I  Ф- 0 и все А-полумодули считаются правыми унитар­
ными, а также вместо термина "полукольцо с нулем" будем 
просто говорить "полукольцо".
В ряде работ рассматривались вопросы гомологической 
классификации различных классов Я.-колец, например, колец 
[4], моноидов [5], некоторые вопросы рассматривались и для 
дистрибутивных структур [63. Понятие полукольца является 
обобщением понятий кольца, дистрибутивной структуры, а так­
же моноида с нулем, поскольку моноид 5 с нулем Os можно
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рассматривать как полукольцо с нулевым сложением» т .е , для 
любых 3, t€ .S  выполняется d+-t = Os . В предлагаемой ра­
боте дана гомологическая классификация полуколец по свой­
ствам проективности и иньективности. При этом оказывается 
целесообразным конкретизировать класс рассматриваемых А- 
полумодулей над полукольцом А-
Пусть 4 - произвольное полукольцо. Ясно, что полу­
кольцо 1 можно рассматривать как полумодуль над самим со­
бой. Пусть А - некоторое многообразие А-полумодулей,та­
кое, что А-полумо дуль А принадлежит Л . В настоящей ра­
боте решается вопрос1: для каких А и Л все А-полумодули 
из А проективны и для каких А и Л все А-полумодули 
из А инъективны . „
Совокупность А-полумодулей А вместе с их гомомор­
физмами образуют категорию, которую мы также обозначим Л- 
Всюду в дальнейшем, говоря об А-полумо дулях, предпола­
гается, что они содержатся в Л- Заметим, что если в полу­
кольце А элемент 0 является аддитивно нейтральным, т .е . 
а + о  - а. для любого а е А  (в этой работе такие полукольца 
мы называем специальными), то необходимость во введении мно­
гообразия А  отпадает. В этом случае свободный А-полу- 
модуль совпадает с прямой суммой некоторого числа А-полу­
модулей А (см. [8]) и, следовательно, ввиду А&А-, произ­
вольный А-полумодуль будет принадлежать 71, т .е . Л  
совпадает с многообразием всех А-полумодулей. Для едино­
образия (со  случаем не специального полукольца) мы, однако, 
сохраним обозначение Л ( как класса рассматриваемых Л-по­
дмодулей.
Напомним, что А-полумодуль Р называется проективным,
если всякая диаграмма
„ ——У—,
Аналогичный вопрос естественно ставить и для полуколец беа 
нуля. Оказывается, что этот случай сводится к случаю, рассмат­
риваемому в настоящей статье. Этот факт отражен в кратком со­
общении автора, опубликованном в Сборнике реаюме сообщений II 
Всесоюзного симпозиума по теории колец, алгебр и модулей, Ки­
шинев, 1674, стр. .
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в категории 4,-полумодулей, где тс - эпиморфизм, замы­
кается, т .е . существует f  '• —? Н , такой, что 
Здесь под понятием эпиморфизма понимается гомоморфизм, яв­
ляющийся сюрьективным отображением. (Заметим, что категор- 
ное понятие эпиморфизма в категории полумодулей над полу­
кольцом, вообще говоря, не совпадает с понятием сюрьектив- 
ного гомоморфизма. Например, в категории абелевых полугрупп 
с нулем, т .е . полумодулей над полукольцом натуральных чисел
• с нулем, вложение ^ — *2. , где 7  - множество це­
лых чисел, легко видеть, будет категорным эпиморфизмом, но 
не сюрьективным отображением.)
Полумодуль Q  называется инъективным, если всякая диа­
грамма
N /VI
fl
Q
в категории А-полумодулей, гдг I - мономорфизм * замы­
кается.
В заключение этого параграфа докажем одно утверждение, 
которое нам понадобится в дальнейшем. Пусть Д- полукольцо. 
Отношение ^ на i  назовем правой конгруэнцией, если f  
есть конгруэнция на полугруппе ( А ,  +) и, кроме того, из 
следует (схе, для произвольных а ^ е е  Л.
Правую конгруэнцию f на it назовем двусторонней или прос­
то конгруэнцией, если для произвольных а ,  Ц ое  Лиз 
следует (со,(о 4 ' ) е ^ .
Теорема I . Пусть у - двусторонняя конгруэнция на по­
лукольце Л ,Л  - некоторое многообразие Я-полумодулей. 
Пусть X  - многообразие -^/j> -полумодулей, порожденное - 
полумодулем-fyf. Тогда все ^  -полумодули из К суть Д-по- 
лумодули из А , а ^-гомоморфизмы суть Л -гомоморфизмы. 
Если все Д,-полумодули из Л проективны (иньективны), то 
все полумодули из JL проективны (иньективны).
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Доказательство« Сперва докажем первое утверждение.Пусть 
Я  - произвольный ^»-полумодуль из Л .  Для произвольных 
рл, fc М ( л  е 4  положим
ггиХ ® (
где САЗ - класс конгруэнции ^ , содержащий элемент a t  А. 
Простой проверкой аксиом полумодуля легко убедиться,что 
полумодуль J4 относительно введенного умножения на элемен­
ты из А, будет А-полумодулем. По определению Д , 
полумодуль М получается из применением операторов 
взятия прямых произведений, подполумодулей и гомоморфных об ­
разов (см. (2], стр. 185).
Условие Д<=А будет доказано, ввиду Ä/ f ^ A ,  если мы 
покажем, что применение операторов взятия прямых . произве­
дений, подполумодулей и гомоморфных образов к ^-полумоду- 
лям из А  равносильно применению этих операторов к ним, 
как к А-полумодулям. Для операторов взятия прямых произ­
ведений и подполумодулей это очевидно. Покажем это для опе­
ратора взятия гомоморфных образов. Пусть N — «произ­
вольный Л^-гомоморфизм ^ i-полумодулей из А . Тогда для 
любых гг ь /v; А
Y (ns<x) = С&]) г. C&J - 4,(fV)Cl-) 
т .е . ^  есть А-гомоморфизм. Таким образом, К  е А  • 
Последнее рассуждение доказывает, что всякий ^- г ом о ­
морфизм ^-полумо дулей из Л является 4-гомоморфизмом.
Докажем теперь, что если все А-полумодули из А  про- 
ективны, то и все ^-полумодули из А проективны.Пусть 
задана произвольная диаграмма вида
Р
М ^  /\|
в категории Л  и ST- эпиморфизм* Ввиду выше сказанного, эту 
диаграмму можно рассматривать в категории X  и тогда, по­
скольку А-полумодуль Р  проективен, существует А-гомо-
морфизм у  ; Р —г J4 , так что тс * f .  Для произвольных ре Р
a. t  А г '
* у ( рл )  = ^ ( р ) а  - Y (p)Ca] ,
А/
т .е . у  есть -гомоморфизм и, следовательно, Р-  проек-
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тивный т^-полумодуль. Утвервдение в скобках доказывается 
аналогично* Теорема доказана.
§ 2. Полукольца, над которыми все полумодули 
проективны
Пусть всюду в дальнейшем & - полукольцо с нулем О и еди­
ницей 1 , Л - некоторое фиксированное многообразие Л-полу- 
модулей, такое, что А&Л.  Обозначим через г,&А элемент 
1 + 0 , т .е . ч = 1 + О,
Лемма 0. Элемент £<=•& является идемпотентом и для лю­
бого a t  А выполняется
Действительно, «Г = ( I  + 0)(1+0) = 1 + 0 +  0 + 0 = 1  +
+ 0(1 + I  + I )  = I  + 0 = G-, т .е . «5 = ^  и для любого к  
выполняется ^  = о- <- о  ~ ои<о.
Полукольцо А назовем специальным, если в нем Ясно, 
что полукольцо специально тогда и только тогда, когда а~+о~ 
- cl, для любого А, Наша первая цель - показать, что 
все А-полумодули из А  над специальным полукольцом А 
проективны тогда и только тогда, когда А - классически по- 
лупростое кольцо. Для этого сформулируем ряд вспомогательных 
утверждений.
Полукольцо А назовем полукольцом с аддитивно внешним 
нулем, если для произвольных из условия
следует Пусть А -произвольное специальное
полукольцо. Определим на А отношение ^  следующим обра­
зом;
(&-'t i ')  fc ^ О- + X - & 7 &+ у ~ О- (2 )
для некоторых А. Ввиду специальности полукольца А
(благодаря ей ^ рефлексивно), легко проверить, что 
отношение эквивалентности и, более того, ^ - двусторонняя 
конгруэнция на А . Через Q обозначим множество 
{ с о ь А 1 т .е .
Демма I . Пусть А - специальное полукольцо и у - кон­
груэнция на А , заданная условием (2 ) . Тогда R -io] яв­
ляется подкольцом в A t причем из <x+i--o для некото­
рых следует Полукольцо ^/<? является 
специальным с аддитивно внешним нулем.
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Доказательство. Вначале докажем первое утверждение. Для 
любого v £ R | ввиду (,^,0)6 найдется a t  А, такой, что ы- 
При этом x e ß ,  так как .х + ^  = о ( o-t-a.*-x и значит 
(_3c(o ) £ f-  Остальные аксиомы кольца для R , очевидно,выпол­
няются. Если теперь cc+^-o для некоторых сх)^ е к ) то из
0 + о- = о ,  0+4-=^ следует (л,,о)ь ? > О /0) 6 т .е .
Покажем теперь, что A/j> - специальное полукольцо с ад­
дитивно внешним нулем. Специальность следует из того, 
что
О ]  + [ОЗ “ O-to J  * О ]
для любого a t  Л.. Пусть теперь + С&'] = £03 для некоторых 
о-,4-ei t .  Тогда (Л. + & o ) t ?  и значит найдется х е А ,  та­
кой, что (л.+ *-") +ос г 0 . Тогда cl *• (4-+л )*0 и, ввиду 
вышедоказанного, a . e R 1 т .е . и Са 3 -О, Анало­
гично, (»✓+ .х)=о и 0 3  - СоЗ- Лемма доказана.
Для произвольного схеД, обозначим (Хл,^ (о.) = ( cg А 1^=0 У
Лемма 2. Пусть А - специальное полукольцо с аддитивно 
внешним нулем. Если все Д-полумодули из Л  проективны, то 
Л = о.
Доказательство. Рассмотрим А-полумодуль ?*= Д,*Л * А, 
являющийся декартовым кубом A-полигона Л.. Элемента» 
А-полигона 7  являются трехмерные векторы с элементами 
из Л , а операции и равенство на элементах из У  опреде­
лены покомпонентно. Поскольку А-полигон А принадлежит 
А, то Л-полигонТтакже принадлежит А .
Определим на F  отношение следующим образом:
(сч ,сч ,сь )  ' Ч Ч h ,  Ц ) ^  а г ^ (  , ° Ч " 4 ,
из С/1 (Хна\ (a*) <j  0-,vA, L<xt ) следует ~
Покажем, что отношение ~ является конгруэнцией на -А-полу- 
модуле ^  Очевидно, что ~ эквивалентность.
Пусть (.сц jCXj. ,0^3) ^  (4^, ч Л ) *  тогда для произвольного cU 
е & выполняется ( а Д ,  c^et ( сцс*) ^  ( М  Действительно,
и сцел г 4кл( ввиду а.1 = ^ ; а г = 4 ,  Если 
теперь с  t  (Як*. ( л ^ )  и <Яп*\< то t  CIk*.
и тогда <х3(Л,с)* t 5(«k,)( Тв6> (а3Я)е  = (4^л)с. Пусть те­
перь ^ , а г, а 3)л, , Ц )  и U i j  )
Тогда (Л 1 + С1 ; + С* I а 3 + ^  т et*. , -Ц + <£3 ).
Действительно, а 1 + с , - 4 cL^} ввиду
S  - А  j cz =4 - Если а  е. (а, + е< )uQmv (.V е*)
то (л.„+е,,)зс » о  или С<ч + с ,.)х . * о ,  т .е ,  л ^  + с 4 х-  о  
или л^д. + CjX ~ о. Поскольку А - полукольцо с аддитивно 
внешним нулем, отсюда следует ец х  * с,лх * о } или о ^х ^с3х ^ о ) 
т .е ,  х £ СХлъл. [&-л) U Cinsr. (а*.) и х  е (\л  ^(c*i) и (Xir^ (Сз.). Тогда 
о-э-Х - и х  - cCs-x, т<е. [а3 4 C3j x  » (,ц  +d})x .
Таким образом, ~ - конгруэнция на Т. Ясно, что ^/L fc Л- 
По предположению все 4-полумодули из А , проективны
и, следовательно, диаграмма
%
I1
f  & ,
где тс - естественный эпиморфизм, должна замыкаться, т .е . 
существует такой гомоморфизм f : 3/ ^ — *-•£", что rc^ > I .  
Здесь и всюду в дальнейшем через I обозначен тождествен­
ный гомоморфизм. Теперь обозначим L4 ,° , °) * ’> (0,4,0)* fa , 
( 0, 0, 4) £  fs- Покажем, что (см.г.з) ,  где через
[ jL] обозначен класс конгруэнции ~ , содержащий элемент Не­
действительно, есЛИ la<i)a'*fa 3)~ С^0»0)» *° а 1в/| > аг ш°> 
а так как 1 & О.*-^  (a-i) t то 4 = о-1, т .е .  «*-3 * о  и 
( a ^ a ^ a , )  * И, о , о ). Аналогично для j z и j b . Так как 
Я -f ( [ j j ) -  I Cfi3 = T0 ^ ( C fO )  €. [ j  J  и тогда »f ( f f  ij j*  
= ДЛЯ любого 1=4 , i , i -
С другой стороны, ДЛЯ любого о. fe Л 
И , 4, л ) ~ ( 4 , 4 , 0 ) ,  
поскольку из эсе 0-И.1Л. (4) u cWt (1) следует х -0 и тогда 
(хх » Ох * О. Ввиду специальности полукольца А , (-»Д0^* 
И ,4, о )  - f i+ f* .  и значит
Ц Л  + Г 4 г Ь Ы *  =^f< +f- *СИ,1,а)3 =114,4,0j x
■ L f W f i ] .
Применяя гомоморфизм <р к обеим частям этого равенства, 
получим
т .е . (4>/1, (Х) * И ;  о) для любого л е А .  Отсюда следует 
л * о  для любого а б А .  Лемма доказана.
Теорема 2. Все Д-полумодули из А над специальным 
полукольцом А проективны тогда и только тогда, когда А - 
классически полупростое кольцо.
Достаточность следует из [13 (ст р . 27, 
теорема 4.2) и из того, что всякий А-полумодуль из А 
над кольцом А при любом А является модулем.
Необходимость. Если все А-полумодули из Л  проективны, 
то, по теореме I ,  все ^»-полумодули из Ä  также проек­
тивны, где ^ - конгруэнция на А , определенная условием
(2 ) .  По лемме I  полукольцо Ад> является специальным полу­
кольцом с аддитивно внешним нулем и, ввиду леммы 2, л/^ = О. 
Это значит, что ('l , ° ) t f ,  т .е . существует такой х е А ,  что
1 + х  - о. Тогда для любого а е А  существует противоположный 
ему элемент а х е .А ; поскольку
а  + (хх » а . (,4+ эе) - О )
т.е. А - кольцо и, следовательно, ( [ I] , стр. 27, теорема 
4.2) классически полупростое. Теорема доказана.
Предположим теперь, что полукольцо А не является спе­
циальным, т .е .  е .*4 + о +4.  Рассмотрим А-полумодуль 
J4 =(Д,хД)еЛ, являющийся декартовым квадратом А, действие 
на элементах которого определено покомпонентно, и рассмот­
рим подполумодуль б  t-Л полумодуля М, порожденный элемен­
тами I r  l i 0) и i t *Co,4). Тогда для произвольных 
€ А элемент + i t  у имеет вид ,о )^ t  =
= + - (Э1- + о ) о + ^ )  =. (а-х  , ьу). Следовательно,
ß «{(х,о)| xeJty и {(0,^)1 * 1% £
Заметим, что ' ö * ,vb Действительно, элемент <ifcA, ввиду 
леммы 0 , является идемпотентом и по предположению * .* 't- 
тогда nA f-Л , ибо в противном случае, если найдет­
ся такой х е А ,  что 'ьх-'i и, следовательно, г.*«/-! - ь ч х *
=. i  х * - А , т .е .  L-*, что противоречит предположе­
нию 1 * 1. Подполумодуль \Ъ ^ А , будет нами использован 
в следующей лемме.
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Лемма 3. Если все А-полумодули из А  проективны, то 
в А выполняется тождество
х  + ^  - x l  +■ н *. = х  + о .
Доказательство, Если полукольцо Л - специальное, т .е . 
* .» 4+о=н, то равенство х-м^ = хе + + + ^ + о,
очевидно, выполняется. Предположим, что полукольцо А не 
специальное. Пусть Т - свободный Д-полумодуль из -А 
с двумя свободными образующими U и ft.- Заметим, что та­
кой А-полумодуль 7 е. А существует, поскольку в много­
образии Я-алгебр существуют свободные ^-алгебры с 
произвольным числом свободных образующих (см . ,  например, [Z\ 
стр. 186).
Элементами свободного полумодуля ^ ) очевидно, являются 
всевозможные элементы вида f 1c^l f i c ,  | ,а+ | гс  А ) .
Диаграмма
ß
!'
г
г _ 2L*_ 6  ,
где к  - эпиморфизм, такой, что a h  ( im V )  , ввиду
проективности А-полумодуля В>, замыкается, т .е . сущест­
вует у : 5 —*Т) так что 3c«f * I .
Покажем, что при эпиморфизме тс в элемент ^  пере­
ходит лишь один элемент 0 -*,2). Действительно, пусть 
^  € F  такой элемент, что s 4v  Если j  ^ 
при некоторых то
K(y) = 7Z(j.iX+fiy) -li{f«)*
т.е .  ^  =(*,0) = с у) и е з сМ ,  что невозможно, ввиду 
tA  с  i  Если cj~j.t y } то lj_y » (о,
и тогда мы получим и,° )  = (0,Ч>,что невозможно, ввиду 1 ^ 0. 
Если, наконец, <t = .2^  х  , то Tu (^ ) = or ( ^ ) х =- 1,д. ^ (x ,g ;  
и тогда получим И, о ) ‘ С* /0 ); т.е.  эс --1 и ^ = f i  . Та­
ким образом, в элемент Ц при эпиморфизме отображает­
ся только один элемент ^  . Аналогично можно показать, что 
только элемент отображается эпиморфизмом х  в элемент
г^. •
Но теперь из = I  ( t . ) = 4-, _ следует, что
- 50 -
( l =4,2). Заметим, что в полумодуле & выполняется следую­
щее равенство
Ц +i*. =• (1,0) + (0,4) = ( 4 + 0 , 0 + в»)-(^e,K-Si
Применим к обеим частям этого равенства гомоморфизм tf и 
получим
Этим, очевидно, лемма доказана.
Сформулируем еще два вспомогательных утверждения, кото­
рые представляют и самостоятельный интерес. Правую конгру­
энцию <j> на полукольце к  назовем порожденной элементом 
а е Д ,  если
1М ) С? • (4)
Легко проверить, что это определение корректно, т .е . отно­
шение определенное условием (4 ) ,  действительно являет­
ся правой конгруэнцией.
Лемма 4. Все циклические Л-полумодули проективны 
тогда и только тогда, когда каждая правая конгруэнция на 
Л порождается некоторым идемпотентом а-€.А, таким, что
(Л|1) € f.
Доказательство. Необходимость. Пусть произвольная 
правая конгруэнция на Л ; тогда есть циклический Д- 
полумодуль с образующим [ I] , поскольку для любо­
го x t l  Ввиду проективности А-полумодуля 
диаграмма ы
_
где 7L - естественный эпиморфизм, замыкается гомоморфизмом 
•f: ^ / f — т. е.  Обозначим <х* fC{]. Тогда д:(л.) =
= (СО) -- 1(СП) * Ci3f т .е . (а ,« )еу . Далее, а. а. «.
= (С П о-) - 4*lL°0) = ^ (C”f j )  = т.е .  c i = а .  Пусть
( х (^ ) е  >^, т .е .  [ 1] л  * C*]*L*j] тогда
о,х = f  (LO )* * y(LxV -
Обратно, если то ч'Хч.
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[x j = [ i] *  = я. (л)* ° - * )  = х(л^) »x(<*Oj = [jj.
Таким образом, ^ порождается элементом А и необходи­
мость доказана.
Достаточность. Всякий циклический А-полумодуль изо­
морфен фактор-полумодулю А/р, где f  - подходящая правая 
конгруэнция на А. Как и в теории модулей над кольцами 
нам достаточно показать, что существуют гомоморфизмы у  .'А-* 
и vf> г ЛД>—»Д?так что а 1- Пусть М s ^-произвольный 
циклический А-полумодуль. Тогда по предположению, правая 
конгруэнция порождается некоторым идемпотентом a t я, таким 
что (а (1)е^. Пусть теперь ^ :А  — естественный эпиморфизм 
и if : _ *  4 такое отображение, чтО «р £*] « а х  для лю­
бого -хеА. Из того, что аеА  порождает следует однознач­
ность ^ и то, что ^  - вложение. Легко проверить также,что 
f  есть А-гомоморфизм. Тогда у  у (f t 'a j)  - ^ ( Лх) =. 
- f l i  *  * С * 1 ,  т .е .  i f f  « I .  Лемма доказана.
Лемма 5. Для того, чтобы все ^-полигоны Над моноидом 
^ с нулем О были проективны, необходимо и достаточно,что­
бы (ср . [5]), теорема 3).
Доказательство. Достаточность очевидна.
Необходимость. Пусть R - собственный правый идеал в S 
и ^ - правая конгруэнция Риоа , склеивающая все элементы 
из R и не склеивающая никакие различные элементы из SAR. 
По лемме 4 ^ порождается идемпотентом a e S ( таким, что 
Последнее, по определению у , означаете <х~\) 
т .е .  ^ есть нулевая конгруэнция и R -О. Отсюда следует 
(ввиду того, что S содержит единицу), что i> есть груп­
па с внешним нулем. Пусть теперь 6* - конгруэнция на St 
склеивающая все элементы из группы 5\0. По лемме 4 она 
также порождается идемпотентом таким, что (л.,и) £ <3,
т .е . <ле$\0. Но так как а. - идемпотент в группе Ъ\0, то 
cl -'l и er - нулевая конгруэнция. Это возможно лишь в 
случае 3 ® Лемма доказана.
Теорема 3. Все А-полумодули из А  над полукольцом А 
проективны тогда и только тогда, когда либо
I )  А - классически полупростое кольцо, либо
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2) A * {'l,0} - моноид с нулевым сложением и в Л  выпол­
няется тождество 0С+^ 1 -О.
Доказательство. Достаточность следует из теоремы 2 и 
леммы 5.
Если полукольцо А специальное, то по 
теореме 2, А удовлетворяет условию I ) .
Предположим, что все полумодули из Л. над не специ­
альным полукольцом А проективны и докажем, что тогда вы­
полняется условие 2 ) . Так как 4 + 0*4 ,  то по лемме Ü, гД- 
собственный двусторонний идеал в Л. Более того, ьЛ~$са1аеН}: 
•»{гх+о I а е А }  легко видеть, является идеалом в аддитив­
ной полугруппе (А ,+). Теперь можно определить конгруэнцию Ри­
са , склеивающую все элементы из г.А в один элемент и не 
склеивающую никакие различные элементы из А\«А. По лемме 
Ц эта конгруэнция <j> порождается идемпотентом <хе4 ,  та­
ким, что (<x(i ) t £ .  Так как i f  ^А, последнее означает,что
о.«и и следовательно, ^ - нулевая конгруэнция, т .е .  еД=о 
и ч*0.  Тогда по лемме 3 в А выполняется тождество 
х  + ^  * a*- г ус =0 .
Теперь произвольный полигон >М над А как моноидом, 
можно превратить в А-полумодуль, введя на М нулевое 
сложение (легко видеть, что все аксиомы полумодуля выпол­
няются) и, очевидно, М ^ А .  Поскольку все Я-полумодули из 
А  проективны, то все полигоны над моноидом А проективны. 
Тогда, по лемме 5, А - {^,0}. Теорема доказана.
Замечание. При выводе результатов этого параграфа мы 
пользовались лишь тем условием, что все конечно порожденные 
А-полумодули из А  проективны.
§ 3. Специальные полукольца, над которыми все 
полумодули иньективны
В этом параграфе мы всюду, если не оговорено противное, 
будем рассматривать Д-полумодули из А  над специальным 
полукольцом А , т .е .  полукольцом, где О+а - а  для любого 
сх-еА. Наша цель: показать, что если все А-полумодули из 
А над специальным полукольцом А иньективны, тоД являет­
ся  классически полупростым кольцом.
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Как и в § 2 , изучение специальных полуколец мы сведем 
к изучению специальных полуколец с аддитивно внешним нулем. 
Поэтому вначале докажем ряд вспомогательных утверждений для 
специальных полуколец с аддитивно внешним нулем (как ухе было 
замечено, термин "специальное" в этом параграфе для краткос­
ти опускается).
Лемма 6. Пусть А - полукольцо с аддитивно внешним ну­
лем. Тогда отношение £ на А / определенное :
CU*v(x) - C W f y ) ;
является правой конгруэнцией на Л.
Доказательство. Очевидно, что ^ - эквивалентность. Ес­
ли теперь (Dtij)fc^TO для любого аьА .  Действи­
тельно, пусть с е  CU^.(jLa)j т .е .  ( х а ) с ^ О .  Тогда х[лс)*о 
и a x e c w v C x ) ,  значит О.*#» (у) ; т .е .  ^ (Я с )^ о  и 
(ма,)с * о. Следовательно, и мы получили 
а^*[ха-)с, C W  (ууо~). Аналогично доказывается и обрйтное 
включение.
Пусть, наконец, и Покажем, что
(x+Xi, Действительно, если а е ^ ^ О ,  т .е .
(х + х ^ а .  = х а  t  x 1cc-ü| то поскольку А - полукольцо с 
аддитивно внешним нулем, "* 0^-) —■ О * ТорД& А, —
= и т .е . (х  + х<) с. CWv (■ч +
Аналогично доказывается обратное включение. Лемма доказана.
Правую конгруэнцию из леммы 6 назовем эквианнулятор- 
ной конгруэнцией. Заметим, что нулевой класс LOJ конгруэн­
ции состоит лишь из одного элемента 0 , поскольку из 
( a o ) t ^  и 4<= CWk,(o)следует ~ с -а } т .е .  а  =*о. 
Этот факт будет нами использоваться в следующей лемме.
Леш а 7 . Пусть А - полукольцо с аддитивно внешним ну­
лем, над которым все полумодули из 71 инъективны. Тогда в 
Я существует элемент уе Л, порождающий эквианнуляторную 
конгруэнцию и такой, что # + а ' = $ м я  любого а-еД
Доказательство. Рассмотрим А-полумодуль М*-% * А, 
являющийся прямым произведением Д-полумодулей и А,
где ^  - эквианнуляторная конгруэнция на А. Ясно, что 
J4 (г А  - Определим на Л  отношение сг следующим образом:
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([a]|4'J сгЧС&Д "M ^  ^ и из l> ]  с  = [о] следует 
= Отношение o' , очевидно, является эквивалентностью.
Покажем, что & есть конгруэнция Ä-полумодуля JH. 
Отношение б' сохраняет умножение на элементы из А. Дейст­
вительно,из ([л] 14') С Цсц] ( 4-,) для любого осе Д. следует 
Сл]х »  С л Л х ) ввиду [<*•] = СсчЗ* Если (C a Jo O c  - СоЭ^ 
то [а]  (эсс)-о и, следовательно, И>-с.) =^(лс).Тогда (4ос)с =
*  и значит ([а] ос krx) ([aJ  а ; ^  ос). Отношение сг
сохраняет операцию сложения. Действительно, пусть 
с г Ч а д Л )  и (С а*] ,Ц .) (Г (С а3]Л э)-Тогда ввиду lX № J , 
[a ] » Ы  имеем La ] + [лг 1  - О ,]  + [ajj. Если теперь (.Ca] + L’«iJ)c= 
' С о J *°» поскольку C0J ‘ 0 имеем + а,о--о. Но отсюда сле­
дует L\,z. - <x^z * о и [л]с. - [«2.4 с  » f o j . Тогда необходимо 
4>,с, ^2.с * ^ з с  и (Л 4^ . ) ’2, = (4ч + ^ з ) с .  Таким образом 
4 La tJ , (. L ^ J  +■ fö-j j ;
Заметим, что из условия {Coj/i )  o' ( f o j t Ьл) следует 6^
= h ) так как Г о ]-4 ~fo] и тогда Поэтому от­
ображение i- ‘Л —» такое, что
õ ( a )  . ( C 0] ,a .)<ri
где правая часть этого равенства означает класс конгруэнции 
б", является вложением. Следовательно, ввиду иньективнос- 
ти А } диаграмма
А —  Mk
И
Л
замыкается гомоморфизмом —*А( так что ч?1-’'!- Обозна­
чим »j = if (Ci 1, о )<г. Покажем, что элемент чей удовлетво­
ряет нужным нам условиям.
Действительно, для произвольного о. еА выполняется 
(й] , О ) <г CC I J , л-), поскольку из r O c * L ö ]  следует 
и тогда О' с. - сх-с - о . Поэтому
A j + a .  «  ^ ( C - i ] , o ) ( f  4-  ( t O , 0 ) < r ^  f  ( [ < - ' ] ,  a ) < r -
- 'H l i] ,« .)*  3 'f (l <i , ü)<r ^ 4 .
Теперь покажем, что ^ порождает эквианнуляторную кон-
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груэнцию <J. Действительно, пусть тогда
^  (C-t'i о)а  °. - <р ([а] +о)а - f  0> i + o V  =
Обратное докажем от противного* Пусть найдутся такие Af
что и (.сх, ^ ) ^  Тогда CW v(a)^ CW(£) и# следо­
вательно, существует и е Л ) такой, что, для определенности, 
<хjC -O t к   ^О. Тогда ^  (k -)  *  ( ^ 4- jc  = (^<х)с = -  о ;
т .е .  у[4гс)=0. Но из уЛ — о  для некоторого Л-tA следует 
А - о ,  ибо
° - 3
Поэтому 1ъ-С; что противоречит условию ^е^-о .  Таким 
образом v ^ порождает эквианнуляторную конгруэнцию.
Последнее рассуждение доказывало то, что не является 
делителем нуля, т .е . СЫп(ц) = C W (<)*■ о; другими словами 
и тогда ^ = У' Лемма доказана.
Прежде,чем сформулировать следующую лемму,докажем одно 
утверждение, которое имеет место и для не специального по­
лукольца.
Лемма В. Если правый идеал R полукольца А инъекти- 
вен как А-полумодуль, то он порождается идемпотентом, 
являющимся левой единицей в R ,
Доказательство. Ввиду инъективности R , диаграмма
где i - естественное вложение, должна замыкаться гомомор­
физмом if •. Я —>• R . так что » I  - Пусть j. -= (-1 v. Тог­
да для произвольного ч е  R
jn , <{-(«■') ~ [ ( ъ )  - * •
В частности, Лемма доказана.
Лемма 9 . Если над полукольцом к j-О с аддитивно внеш­
ним нулем все полумодули из -Л- иньективны и на нем отсут­
ствуют нетривиальные двусторонние конгруэнции, то эквианну- 
ляторная конгруэнция на Л  является нулевой и для любого
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cL s. (.у + 1 \е{. - ij d  + А = О f t ’l =р( .
будет /j-f-cc-Л.
Доказательство, По лемме 7 в полукольце 4 найдется 
элемент у t порождающий эквианнуляторную конгруэнцию, и 
такой, что |дя любого и Как было
показано в конце доказательства леммы 7, из -^а-~0 следует 
О/’ о и аналогично из следует cc-о, т.е* ^  не
является делителем нуля.
Докажем, что для произвольного из ^  будет
У Ч  т % - Для этого сперва покажем, что -О.
Действительно, пусть с  ) } т .е ,  ( л ^ } с =0
Тогда для произвольного х е &  имеем
^ ) х о  - с  + О *  <а(^х)о + си^с. - аД^л 4^ je. =
- (X ьч, » 0 ;
поскольку Ч + -Ч' Теперь определим отношение <т форму­
лой
(с1/с&) е ^  ■<=> для любого эсе$
Легко проверить, что o' - двусторонняя конгруэнция на Л. 
Мы видели, что <я^,(хо)=о для любого х е А ( т .е . M j £  
е ст. По предположению, <f -  тривиальная конгруэнция. Яс­
но, что б" не единичная, ибо тогда (1,0) £ ^  и =
= 0^0  = 0 , т«е. что противоречит условию о^ ф-о.
Следовательно, сГ - нулевая конгруэнция и значит с - о  
Таким образом С Ь ^ ( а ^ ) ~ 0  = О.^-х.^лу
Так как порождал эквианнуляторную конгруэнцию,
та 'ßlX^ ~ ^  для любого o - t-Д, а . ^ 0 .
Рассмотрим идеал Если Jty i ~ Л, то найдут­
ся сц&'бА, так что о-иЬ-А. Тогда ^  » a (a-u 
’  И $ ■“ ^  ~ ® - ^ т . е .  г-(р.у)(у =
И УтвеРжДение леммы, очевидно, выполняется.
Покажем теперь, что строгое включение с не­
возможно. Действительно, идеал A^Jt - инъективный пра­
вый идеал и по лемме б, он порождается идемпотентом -f-eyd. 
Тогда для произвольных
В частности,взяв (уъЦ, получим ° ^ =$> а взяв 
получим ®с^ = <j для любого 0,6 Л. Но тогда в Л от­
сутствуют делители нуля, ибо если cUr~ö [а^ ,^^о)) то О- 
~aT h  ЧТ° невозможно» ввиду Л * о . Это значит, 
что элемент О оказывается внешним в полугруппе (•&,') и, 
следовательно, в полукольце Л. Конгруэнция, склеивающая 
все ненулевые элементы в один, должна быть тривиальной,т.е. 
к-1\°) и здесь y s i f что противоречит предположению с  
Л. Лемма доказана.
Теорема 4. Все полумодули из Л  над специальным по­
лукольцом А иньективны тогда и только тогда, когда А - 
классически полупростое кольцо.
Доказательство. Достаточность, как и в теореме 2, сле­
дует из ( L . I J ,  теорема 4.2, стр. 27),
Необходимость. Если А - кольцо, то справедливость ут­
верждения следует из теоремы 4.2 (Г 11, стр. 27). Пусть Я  не 
является кольцом, тогда на А двусторонняя конгруэнция у, 
заданная условием (2 ) в § 2, будет нетривиальной. Покажем, 
что это приведет нас к противоречию.
По лемме I  - специальное полукольцо с аддитивно 
внешним нулем и, по теореме I ,  все -полумодули инъек-
тивны. По следствию 6.4 (см. [ 2 J, стр. 103) на полукольце 
А х существует максимальная собственная , двусто­
ронняя конгруэнция Тогда на полукольце А' = л /сг от­
сутствуют нетривиальные двусторонние конгруэнции и все Д - 
полумодули иньективны. Ясно, что Д также является спе­
циальным полукольцом.
Покажем, что Л _ полукольцо с аддитивно внешним ну­
лем. Действительно, конгруэнция (2 ) из § 2, определенная на 
А , должна быть тривиальной, т .е . либо Л" - полукольцо с 
аддитивно внешним нулем, либо Л - кольцо. Последнее не­
возможно, поскольку в Л/=-А/у, по лемме 7, содержится та­
кой элемент Я', что у'+а'-ь' для любого d  t  А . Тог­
да + СЛ 4^ И° такое равенство в кольце Л' воз­
можно лишь, когда Д -0 что противоречит собственности
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б Значит А" - полукольцо с аддитивно внешним нулем.
Теперь по лемме 9 эквианнуляторная конгруэнция на^ Л 
является нулевой и для любого о- е А будет а.% 1 «4  . По­
кажем, что тогда А" - дистрибутивная отруктура.
Действительно, для произвольного А." правый идеал
И п II а  # Я  и » II
а  А иньективен и по лемме 8 существует идемпотент f  >
II . И II _ ,11 II II _ * II н 1» _
такой, что (к-j <х. Пусть f  = л с . Тогда ас,сс-<х. Легко
видеть, что CUvH. (oa' j= CW  (а'^); иб0 из а*х" - о  следует
( с - " а " ) а а  из (с'а")д ,'= D следует o?j ! !- cl(c c Ü)x.'*0 . 
и ii // а " а ''
Но тогда с, <х -о~ и о. - а. = а .
Теперь остается доказать лишь коммутативность умножения.а I ii ли
Для произвольных а- V t  А будет
Умножив слева на &.л ^ , получим
/ * л /г / I « » на J е",и
'О* V  J (ß- & )  ^  (X k  GC f
I Л / *\I 110*\ "L"
но (.a, v д а- v ; - а'Ь' и , следовательно,
Ч "  * J 1 f f  1 " t H/ j L
a v a  - + a  v <г * a f r  ( i + a, J * a, v .
С другой стороны, имеем
Л ' + Г - ( a  + .С. ".
Умножив справа на получим
i V r  - ( a ' o c a v ;  4 t V t y a V + i V V )  * ö T :
• Тогда
a! - ( A V  - ( i V O f t  = l * V ) ( * V )  * < V .
Таким образом( A - дистрибутивная структура, над которой 
все полумодули инъективны. Из результатов работы (16] г стр* 
1159) следует, что А я О ( что противоречит собственности
Теорема доказана.
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§ 4. Полукольца, над которыми все полумодули 
иньективны
В этом параграфе мы дадим описание полукольца А (не 
обязательно специального), над которым все полумодули из Л  
иньективны. При этом, как и в § 2, в случае проективных по­
лигонов,. возникает некоторое дополнительное условие и на 
многообразие А-полигонов Л.
Пусть, по-прежнему, с .- 4+0.
Лемма 10. Если все полумодули из А над полукольцом А 
иньективны, те идеал полукольца Л является классиче­
ски полупростым кольцом.
Д ° М ^ 1®льство. По лемме 0 идемпоТент коммутирует
с любым элементом сььА и потому правая конгруэнция f, 
порожденная элементом сеА ,  является двусторонней и, лег­
ко видеть, t-A Следовательно, по теореме I ,  все 
полумодули из Л над полукольцом иньективны. Но для лю­
бого имеем х +0 - otd+o) - xt. т .е .  полу­
кольцо ьА является специальным и тогда, по теореме 4, 
классически полупростым кольцом. Лемма доказана.
Заметим, что единицей кольца ■= R будет элемент 
t t  R и для каждого v fc£ через (--и)ей условимся обо­
значать такой элемент, что n,+-(-v ) -О-
Лемма П . Если все А-полумодули из А иньективны, 
то в Л выполняется тождество
х  + л-j - зсс
Доказательство. Пусть 7  - свободный в А  полумодуль, 
порожденный двумя свободными образующими ^  и j-г.- Обо­
значим через & совокупность пар вида ( х , О р ) ; ( О р ( л) 
уь)' где я, у пробегают весь полумодуль 7 ’. Если 
теперь на элементах из & определить операцию "+" и ум­
ножения справа на элементы из А покомпонентно, то (я 
превращается в А-полумодуль, поскольку для любых х е  
^ t Та, выполняется
ЭС + уь*  x + j j l i  + o )- x ^ i ^ O j r )  * ^  6 7su-
Таким образом, (я. оказывается подполумодулем .^-полу-
б О —
г
модуля 6 *  7  л Т  £ А  и 6 , t  Л .
Поскольку G. - инъективный Л-полумодуль, диаграм­
ма
I
где i- - естественное вложение, замыкается гомоморфизмом 
^ : (Ъ — *§,, так что ^  * I .  Теперь будем различать два 
случая*
I .  Предположим, что е. Ф-о. Пусть 
Тогда
и# следовательно, х с  = Ввиду ф 0 ^  f имеем
XJb + QFI уъ + Of , а это означает, что я ? о Р , у Ф 0F, 
Отсюда, по построению подполумодуля £. и ввиду (х , ^ ) £  (Я, 
следует, что o l^ ^T ju . Тогда л с-л . ,  и* следова­
тельно,
Аналогично можно показать, что -f (f^ l j i  (-*■)) - [j'i.t'/fi (’*-))■ 
Действительно, если ^  [jZ/ jA-*-)) = (а, ^ ) ,  то
(х^, о с ) ,  'fljzt'if* (~*')) = y i(f iLt /f 1(-0) -
- j'i ('*■))
т .е .  x t v j t C '  Отсюда следует ф о ^  и зна­
чит х (^<=£ъ  и jc jl y lL = 4)  т»е»
Ч I f  ’  L*, j )  * ( i t ,  у )  - ( jS  ф  ('<■)) ■
Заметим, что 'I *■ ( 'О  -  ^+ U _ t ) +0 l - ( j  + 0) +-(~e,) = l+(--c)=o 
Тогда в 6  имеет место равенство
+ i{1 = (f1 /'f* 1 * M-*-)))*
Применяя к этому равенству гомоморфизм ^  и учитывая, что
элемент из правой части принадлежит т .е .  ^  оставляет 
его на месте, получим
( f ^ ,  ^.j + f i  Of ) * (L +.L' Q  j
it-i 1
т .е . ^  + fi.)c . Поскольку -  свободные об­
разующие, то аналогичное равенство выполняется для любых 
элементов любого А-полумодуля из А  и в  этом случае 
лемма доказана.
2. Предположим теперь, что « - * 0 . Тогда (Я = { , Of  )у 
P j : , ( л.(  ^ е 7" }  . Предположим, для опре­
деленности, что >-f (j. 4 1j  j J * ( x ; Of) для некоторого ос t  Т .  
Заметим, что в 6  выполняется равенство
i f 1 / f  ) "  , ft.)  4 f l  +Орф+{г) ’
применяя к нему гомоморфизм vf и учитывая, что {Of  ( j 2.)> 
? т .е . ц" их оставляет на месте, получим
Iх / 9 f ) + ' f 2- ) г  -^x+c!f I t'/ i ) = K f e>  K f (
т .е .  j-1 + j-z. - Of ~ i f i Лемма доказана.
Лемма 12. Если все Д-полумодули из 71 иньективны,то 
для всякого идемпотента  ^ е A\R выполняется j t -Ъ -
 ^о ка зат е льство. Пусть и Рассмотрим
множество P -j-A U R .  Множество Р  является правым идеа­
лом, так как для любых эс,  ^ е Я ( по лемме И ,  
и для любого cK.ii.Ji) очевидно, £  Поскольку р -
инъективный правый идеал, то, по лемме 8 , он порождается 
идемпотентом р ь- Р ) являющимся левой единицей в Р, Ясно, 
что р  ^ R , ибо в противном случае р с ß ) что противо­
речит условию j- 4- R- Значит f - f 0^  ДОЯ некоторого a t  4 . 
Тогда jp  = <£ ifa~)* fo^-jb- -р и» поскольку р -  левая еди­
ница в Р Отсюда получаем
j-JL j- (р*0 - t jp ) Ь »  рС ^
Лемма доказана.
В дальнейшем нам понадобятся некоторые факты из теории 
полигонов над моноидами.
Лемма 13. Если все 5-полигоны над моноидом 5 с ну­
лем О иньективны, то нуль 0 в моноиде 5 является внеш­
ним. ч
Доказательство. Вначале покажем, что если идем-
потенты в $ ,  то либо либо Действительно,
аналогично доказательству леммы 8 можно показать, что вся-
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кий правый идеал моноида S  порождается идемпотентом 
т .е . Л 5 и (L является левой единицей в Й.Пусть
теперь I  и Q произвольные идемпотенты в S  . Тогда 
правый идеал ( lS  U *jS  порождается идемпотентом ее. 6 
и 0с1 Предположим для определенности, что с -^ х
для некоторого x e š ,  т .е . f c - ^ x ^ f x  = о Тогда
^ -■ fl«-?) - ( H j  aC1  *?•
Если предположить, что с ь ^ -S, то получим
Пусть теперь для некоторых выполняется Х У = 0.
Правый идеал ocS порождается идемпотентом SJ и
x j f x  * jc. Аналогично найдется так (что ^
-идемпотент). Элементы хГос ( ^  являются идемпо- 
тентами в S  и поэтому либо либо W ik ? * ) "
ос. Если выполнено первое равенство, то
если выполнено второе, то
ос- = ( x ^ V \ x = ü .
Лемма доказана.
Теперь введем в рассмотрение одну конструкцию, которая 
нам понадобится в дальнейшем. Пусть 5 -  произвольный мо­
ноид Сне обязательно с нулем) с единицей ^ ^  -  произ­
вольное кольцо с единицей е R t у  ■. 5 —— р -  некоторый го ­
моморфизм полугруппы S в мультипликативную полугруппу 
кольца (2 , причем Рассмотрим множество Л® $ о R,
являющееся непересекающимся объединением множеств S  и R 
На множестве А операции умножения и сложения являются 
частичными. Продолжим их на все Л ; полагая для произволь­
ных е v«: R
4 + t  - i + ö -» у  (4 ) +: у  (t) f J+-,b * Tt4 '6 = 4J(!))+-^
j -г = y(ö)o- ; VJ = x f  lo) , ( 5)
Легко проверить, что А  является полукольцом с единицей.Ас­
социативность и коммутативность сложения следуют из того,что  
таковым является сложение в К . Ассоциативность тчю ие ния
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следует из ассоциативности умножения в £ и R. Например,
{M)h - { 4>(.ОН - Cl' vf  (3j)4 /l't ) = f  * ^ир(з(г)-яИ^
для любых Дистрибутивность:
с|Д4U )  = + у  (t)) *
4 ^  + p)* )('u t p) '  f  (a )ru -I- ^(ojp = + 4p;
f  U ) ( f  (o)-t-a) = f ( i a )  + f ( i ) n ,  =
-  i  1
для любых ^j ^ ip tR ' Остальные случаи проверяются
аналогично. Таким образом, Л является полукольцом, отно­
сительно введенных операций (5 ) , причем ^  € Л является 
единицей в А , поскольку
4S ■ х  = у Н з К  -  «Л' = ,ь/ х • i s - ъ у (4Ь) t
для любого г е  R, Полукольцо l - S u R ; определенное усло­
вием (5 ) , будем называть расширением кольца R моноидом
S и гомоморфизмом у  и обозначать (,PtS (^)- Заметим, что 
говоря о расширении ( .R ,S , t J  кольца Я моноидом 5 и го­
моморфизмом у ,  мы допускаем случай $ = ф. Тогда, конечно, 
^ = 0  и, очевидно ((?,<£, <Р) изоморфно кольцу R . Мы допус­
каем также случай R = 0 и, по скольку тогда единица £ 
совпадает с 0 , отображение у ;  £ — +Q (4*ао) определено кор­
ректно ( т .е ,  единица i s из 5 переходит в единицу 0 коль­
ца R= 0 ) . Ясно, что расширение (0 , 3 , 0 ) является монои­
дом с нулем 0 и нулевым сложением.
Теорема 5 . Если все А _ полумодули из А  инъективны, 
то полукольцо А изоморфно расширению кольца ß монои­
дом S и гомоморфизмом у  I где ß -  классически полу- 
простое кольцо, 5 и 0 _ моноид, над которым все полигоны 
инъективны, - гомоморфизм 5 в мультипликативную полу­
группу кольца R 1 отображающий все идемпотенты из S в 
единицу e,eß кольца R
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Доказательство« Если все А-полумодули иньективны, то, 
по лемме I I ,  для произвольных А будет
-а,ь + 1ъ- Тогда на А , как мы это уже делали в доказатель­
стве теоремы 3, можно определить конгруэнцию Риса склеи­
вающую все элементы из еА -  R в один элемент. Мы полу­
чим = (A\R)uQ . ПрИчем На полукольце сложение 
будет нулевым. Если А/^=*0 t T .e . А * R » то по лем­
ме 10, А -  классически полупростое кольцо, т .е . А изоморф­
но (R , Ф , </> )•
Пусть теперь f  О. По теореме I  все ^--полумодули 
из Л иньективны, но поскольку всякий полигон над моноидом 
*7? можно рассматривать как ^-подмодуль с нулевым 
сложением, то получаем, что все Лл -полигоны иньективны.Это 
значит, ввиду леммы 13, что нуль 0 моно!да является
внешним, т .е . множество A\R замкнуто относительно умно­
жения и является моноидом, который мы обозначим через S. 
Тогда, очевидно, А = S U R . По лемме 10, R -  классически по­
лупростое кольцо, а по определению S f все полигоны над 
моноидом S и О = иньективны.
Для каждого 4 a S = A \ R  положим = и пока­
жем, что Y есть гомоморфизм из 3 в мультипликативную 
полугруппу кольца Й > отображающий все идемпотенты из S 
в единицу кольца R- Действительно, при любых 4 ,t « -S
ввиду леммы 0, имеем
(£) =• i t  - -  у  ( * l)  ,
и для любого идемпотента j- fc Š = A \ R ,  ввиду леммы 12,
^р( )^ = t j-  -   ^о -  -
Теперь остается проверить выполнение условий (5 ) . Действи­
тельно, для любых 1 ,-fc & £>! ß
Л-f-t ~  oe, - i c  = c i  -f c i  -
j + t  *■ <j * (ч,+0 ) = U *-0 ) *-1 ~ cö +-П/ * 4>(<1) + ’г '
1 г  = i( tT-)  - (4С)Ч/ s  (4 4 )n, * vp(4) г ,
Теорема доказана.
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Теперь мы покажем, что условия, сформулированные в тео­
реме 5 и лемме I I ,  являй с я достаточными для того, чтобы все 
А-полумодули из А  были инъективными. Вначале докажем 
вспомогательное утверждение,
Подполумодуль N  полумодуля М называется ретрактом в 
JU , если существует гомоморфизм ^ ; № - *  j\f, индуцирующий на 
■ЛГ тождественный автоморфизм.
Лемма 14. Если для произвольного 4-полумодуля ■Mt А и 
произвольного собственного его подполумодуля существует 
А-полумодуль Р> такой, что ^ с Р с У Ч  и N  -  ретракт 
в Р , то все А-полумодули из А  инъективны.
Доказательство. Пусть задана произвольная диаграмма ви - 
да pf —it *  М
состоящая из А-полумодулей из А  и их гомоморфизмов, где 
t -  вложение. Нам хотелось бы продолжить гомоморфизм ^ до 
гомоморфизма f  : М —» GL, Пусть максимальный подполу­
модуль в Я ,  такой, что существует расширение X ' М — Q. 
гомоморфизма , т ,е , ^  Существование такого ^
следует из леммы Дорна (аналогичное рассуждение см,, напри­
мер, в [ I ] ,  стр. 24), Если Н ' - Я } то положим f  = У  и 
все доказано. Если же N 1 с М (Л 'Ч ^ то , по предложению,най­
дется А-полумодуль Р) Л  с. р qMi и гомоморфизм х  : Р~г V , 
такой, что -  I I * . .  Тогда гомоморфизм Р  —*  Q.
является расширением гомоморфзма у ., что противоречит мак­
симальности -АТ'.
Теорема 6 . Для того, чтобы все А-полумодули над полу­
кольцом А были инъективны, необходимо и достаточно, чтобы
1) полукольцо А было изоморфно расширению ( R , S , y )  
кольца R моноидом S и гомоморфизмом vp; $ -^ К ,гд е  R -  
классически полупростое кольцо, $ и О -  моноид, над кото­
рым все полигоны инъективны, у  -  гомоморфизм из S в 
мультипликативную полугруппу кольца R/ отображающий все 
идемпотенты из $ в единицу с<=. R кольца R , и
2) в А  выполняется тождество +4 « т +М тО .
Доказательство. Необходимость следует из теоремы 5 и 
леммы I I .
юность. Заметим сразу, что из того, что А = 
следует, ввиду (5 ) ,
у  (4) -  -^чЧ*) -  <•*/
1 + 0 = у ! 1) + 0 = -  ь.
Отсюда, ввиду условия 2 ), для любых (JMfcA) имеем
rtv+yv -  »W/-h»v-t Од^ * (nv tl«-) (4 +0 ) »  (m.+iv)t, = ( 6)
Пусть J4 -  произвольный А-полумо дуль из -А и W -  
произвольный собственный подполумодуль в М, т .е ,  УУсТЧ. 
По лемме 14 нам достаточно показать, что найдется такой А - 
полумодуль Р) что -/V“с Р s  -М и N  является ретрактом 
в Р. Пусть ^ 4  0н _ произвольный элемент из М ' N  и 
обозначим P=vwA и JV и ["ьъА + Мс), По формуле ( 6) множе­
ство Р является подполумодулем в и W c Р. поскольку 
гп, ь Р и ^  4 №. Покажем, что JV является ретрактом 
в Р. Для этого будем различать два случая.
I .  т Д  П W с Мг,.
В этом случае вначале построим отображение ■ Р — ♦
—+ ß u  (rwcA + JV4.)( определенное так:
^4 (ma) ^ (съ) » |л,; ^  (»vux +-Л.) -  г  ,
Это отображение корректно, поскольку если т Д  /ч -ЛГ
то trwx fc т .е . rt-vci. = *ve, для некоторого (vt-fV и
- л,ь -  m-o-, т«е . (*vCL)-=rwc<x = т,а«.»л»л. 
Кроме того, если в Р  выполняется равенство гп, 
то ввиду ( 6) ,  это означает m-at c и значит
^  (rwa1 )=  (тДг. +п*). Отображение 'f i является А -го - 
моморфизмом, поскольку
^  (r>va) 4 = (лгссс)'З = n t ( w )  ® 'f/i (m A i J)
для любого 4 <=. Ь и аналогично у((гла),ъ для любого
Ясно, что гомоморфизм 'f, С по определению) индуци­
рует тождественный автоморфизм на
Теперь заметим, что »we-A является унитарным по-
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лумодулем над кольцом 8 -  *-Л и значит R-модулем. По­
скольку R -  классически полупростое кольцо, то все R -  
модули иньективны. Это значит, что существует такой R-го ­
моморфизм ж ; (.»п^А -ьМс) — что •X-Ijv'*, - 1 1^ Определим 
теперь отображение ^  ; и (.'"'«✓Л + ,/\Гс)_*лГ так,что
(*'v) — КЪ I ^  [nVbCo)
ДЛЯ любых Л, Ь Л, fc А
Покажем, что является 4-гомоморфизмом. Это ото­
бражение определено корректно, поскольку если лг<ьа4 Л'| то 
но mvö~<b * « m-еля, _ т .е . rruux. е 
и x,(rM*cxs) * ввиду •Hjvj, • Остальная часть
проверки корректности легко следует из корректности х  
и формулы ( 6) .  Для произвольных ог&ае , ввиду ( 6) ,
^  (m/txx +-1Л^ ) = ^  ) ■» г^ ( > +**<.=
-  '(г. ( fn'e-xx'  ) ь  + ^  ~ ‘■fi ( f  к.  г  {гкса} (- (и. ),
Наконец, для произвольного 4 t  S выполнено Jt4 ь R и по­
этому
^(гыа.)! гх(«гм .)1  = Сх(г»КА)с] 4 ) -
= X. ^  ^  ( fwtcv4 ) .
Таким образом, 4>,_ есть А-гомоморфизм и, по определению,
= i Ы ■
Теперь гомоморфизм —* Х  индуцирует на JV
тождественный автоморфизм и, следовательно, ЛГ -  ретракт 
в Р  Перейдем ко второму случаю ,
2. rrvjt П JV $ #t,.
Обозначим через "3 множество { о-еЛ, | ^<х е Я ),  Легко 
проверить, что П будет правым идеалом в  ^ и <уьАпЛг*т ]  
Ясно, что J Ц: ^ , ибо в противном случае для любого ^ 1  
будет fci, = <- и тогда m/L - t  т .е . oOs
что противоречит предположению. Через Т  обозначим множе­
ство 1 П 5 - Из 3 ß следует,что Т  =  ^ ,п ? *  0 Покажем, 
что тогда гк*?* fe jVo , т .е . »^ и-Л ^
Множество Т ,  поскольку J есть правый идеал в Jt, 
является правым идеалом в S . Значит T ' = T ü Q  есть пра-
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«rv-x-fruj если fvtoc( fyu^ ^  m ß
вый идеал в 5 1 -  S О 0, Так как все Б^полигоны инъек­
тивны, то, по лемме 8 , Т* порождается идемпотентом ~{4 0, 
являющимся левой единицей в Т ' - Т  d 0. Более того, по 
теореме 2 работы L5] следует, что ^ можно считать специ­
альным идемпотентом, т .е . , по определению, таким, что для лю­
бой правой конгруэнции на S ' найдется так, что 
( и из следует для лю­
бых
Определим теперь на S » S  и О отношение  ^ следующим об­
разом: для любых S -  S \0
(=С, 0), С0,3> m\xf € ж  R » m vk
е ш к
Легко проверить, что  ^ является правой конгруэнцией 
на моноиде S '.  Ввиду специальности идемпотента Т '  най­
дется f f k  j - S 1,  так, что и влечет 
(/•* I у- у. Легко видеть, что f  лгй. Действительно, 
если t  лг R , то = rn (j. Т  j  = ) т   ^ и тогда 
»^3 = * щ Ль, что противоречит предположению mlqNc 
Из ovj" mR и е f , по определению р . следует / -> 0  
( т .е .  ) и
hrv|. - (7 )
Тогда, поскольку | • с * У Cf) • ^  = ь-е. «  ü,( получим
(*v jt)c  = (8 )
т .е ,  = »n-jtc fc tm - T ji,  с (_in,З)«- c. /vc В дальнейшем, на 
самом деле, воспользуемся Формулами ( 7 ) ,  С8) и свойствами 
элемента ^  ^ ~
Построим отображение ^ . Р  — ♦ Jv'’ 5 определенное следую­
щим образом:
- nX^ C\^ i (и>) - l/Ь :  ^(^0,- f-к- j = *vw/.£ f-'LC
Покажем, что будет нужным нам гомоморфизмом, индуци-
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рующим на тождественный автоморфизм.
Сначала проверим однозначность ^ Г  Из rwl=m-t для не­
которых е. S следует (д4)«= f  и тогда ( f l ,  f t y f ,  т .е .  
Лг(^4) И * 4>(»п4 ) Из m/j »  i*w  (4 fcS, х <ь R)
следует (4, 0 ) Тогда T .e . ^ i  fem,  ^ и, сле­
довательно, »w^ -  Теперь
vf(rwd) * rwjtd = ■= = rw-bö = '»'ИС = M t *
= (dvt)n-t = (ж/^*.)гг_ = »n^i-L -  г  = < (^wvv),
Из следует, ввиду ( 8) ,
vf (т.’ц ) г  m^ -n^  a try. a1 e, *  ( -  m-txy = »n-x* -  1*11^ -
-  M/bX^  - - rny- \  - 'f ).
Если то <x 3. Если теперь «xfeT T o <х = ^ з
для некоторого <\ е S и тогда, ввиду (7 ) ,
(^m/O.) i  fTbjcO, ■> mj* Ца) = ( ^ f ) ö  - {mj )3 -  иго,=
= tt, S j-(n')
Если, наконец, т^сц+иц = тча^ + »г^f то по формуле ( 6) iua,et 
■+ = Ю/О^ ои,/. и тогда ^ (т-сч + *н ) *   ^ + л,ъу
Покажем теперь, что ^ есть А-гомоморфизм из Р в 
JV. Проверим лишь то, что ^ сохраняет сложение (ос­
тальная проверка тривиальна). Для произвольных ссе^(
^ г^уих + ^ ) * ^ ( KWOX -илХ) = М/СлХ гЛА^- ■* n-L-
{*> , ,-  ((^jLj6)a + -r (vt- r  -
-z. ^ (KHjCv ) +- (**V ) ■
Таким образом «{ . i ° —?7Y является гомоморфизмом и, по оп­
ределению, 'f j jy  '  ~L N ) т *е* ^  “ ретракт в Я  Теорема 
доказана.
В заключение остановимся на более подробном описании 
строения Jt-полумо дулей из А , когда все они инъективны.
Пусть J4 -  абелева группа, Р  -  множество и y.'- Р-+М  
некоторое отображение. На множестве JV * Р  и М операция "+ " 
является частичной (она определена лишь для элементов из JW ) .  
Продолжим ее на все jV". полагая для произвольных р>Д £ P f
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Легко проверить,что ( ^ +) является теперь абелевой полу­
группой. Полугруппу (ЛГ +) будем называть расширением груп­
пы К  множеством Р  и отображением J -, обозначая при 
этом А/ (JU( Р 1 У-)-
Теорема 7 . Пусть полукольцо к  является расширением 
(R (5 ^ ] кольца R моноидом S  и гомоморфизмом«^ . Пусть 
Jf -  А-полумодуль, в котором Для лю-
бых x ^ f e -А/. Тогда JST является расширением ) абе­
левой группы М множеством Р  и отображением , где Н 
является R-модулем, PUÕ есть ($^0}-полигон и f ‘P~* Я  
такое отображение, что
У (р * )  * /  ( p J f W  (9 )
для любых р € P. d t  S i если рл + о.
Обратно, всякое расширение /if~ (-W, *), обладающее ука­
занными свойствами, есть А-полумодуль, где А = (^($(^ )и в
- х + ^  +■ Ow ■
Доказательство. В начале докажем прямое утверждение. 
Пусть A = (R $ д )  и М является А-полумодулем, в котором 
х  + ч  » x f  м + 0 N для любых t  N. Тогда, ввиду -1+0 =
“ Y И )+0 *е+о-е.б^( получаем
для любых Ввиду этого равенства, отношение j  на Л,
склеивающее все элементы из N R -  W •? («,А) »(Л/£)а> *  jV^ 
в один элемент и не склеивающее никакие различные элементы 
из -М \ JV^ ^ является конгруэнцией А-полумодуля Л- _
Рассмотрим теперь А-полумодуль JV/^  = (jV\jvc)üO = РиО; 
где Р *  J\)\_JVa>. Сложение на P(j Õ ( очевидно, является нуле­
вым^ РиО  аннулируется идеалом I? = Wi. Таким образом 
РиО фактически является (S«-' 0 ) -полигоном, на котором оп­
ределено нулевое сложение. Ввиду Р~ N \ -  N \ имеем 
iV -P U M ( где М Ясно, что является ß_
модулем, поскольку jvR есть полумодуль над кольцом R .
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л\ь.М
Определим теперь отображение f  '■ Р—*А следующим обра­
зом:
Я V р) * рь 
для любого р е Р. Тогда
р  •+■ (TV *  j O C  +■ r v v o  *  р4, -b =  yt ( p j  +  (TV
р - ч  */»«■ n c -
т .е .  -N есть расширение №,?,/■) абелевой группы М мно­
жеством Р и отображением . Справедливость условия (9 ) 
вытекает из равенства
? (р О  -  / > * *  М /О * Г  К )
для любых р t Р, з в  S , таких, что ро *  о.
Докажем теперь обратное. Пусть Л = (М>Р>}), гдеЛявляется 
R -модулем, Ри Õ есть (5о0)_полигон и отображение /  
удовлетворяет условию (9 ) .  Покажем, что N  является Д-по- 
лумодулем, где A v j » ) .
Для произвольных р е Р, т ,ь М  f 4 t  S, v t R элементы pot Р 
(если р5 * 0  ) и тл е М  уже определены. Если р ^ *0 ; то 
положим
р 6 - . } ( р ) у ( 1 ) ь м .  (10) ,
Положим также
r W 3 * ^ vf ( i ) ;  P ^ - 7 P(p)*V * ( I I )  ^
Таким образом, мы определили для любых си^Д Их про­
изведение »v a tX  Легко проверить, что Х г  (ЯЧ , Р, 7 ) теперь
является ^ )-полумодулем. Проверим некоторые из ак­
сиом полумодуля (остальные проверяются аналогично).
Для произвольных р е Р  i (t t  S ( ввиду (9 ) ,
(Ю ), ( П ) ,
I .  t ^ - р ь  “ 3 * ?• fp » Y И ' r  'Vvy(^) r^ ip jy f i)  =
r  rruj - v (0 4 ) = - p<j , если 0.1 * 6
- I m,:) j- p 1 ( есЛИ h -1 = 0
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2. { г ъ + р ) ъ  - (иг * / ( р ) ) 4' • +
3. p(st) * (po)-fc. Для доказательства этой формулы бу­
дем различать три случая:
а) p b t )  t  б, тогда t p s H f õ  и (р4)^~р(^),посколь­
ку Р о б  есть ($иО)-полигон.
б) p(<l t ) = õ, рз f  с , тогда (,p4 ) t “ 0 ; т .е . (р^Н m
• ? и  w m . » ^  -  *  ^  w  -  .
в ) p(afc) -  о, ро =■ Õ, тогда pd t  УЧ и 
P ( e t ) a^ i p ) Y ( ^ ) - ( > i p ) v i 4V r ^ )  м р ^ ) у ( ^ )  - ( р о И .
4. rtv(it) s s
5. P  (o-v) * p (f (4>-u) -  > (p K f  ^ ) 'VJ - IM p )^  (°)1'U
X (p iK  = tpo ) * ,  если p4  ^Õ 
p o = o .
6. m, • ^  - m. ^(-<5 ) * <'*«'<"■ = Л'1', pü = У-(р)° = 9/W •
Таким образом, JV - ( Я ,P у) является Л-полумодулем, Я=
* (R.S,f), и для любых с JV, ввиду x + jc i H ,  имеем 
:х - ос *  ^*• ол . Теорема доказана.
Теорема 7 позволяет переформулировать теорему 6 следую­
щим образом:
все Д-полумодули из А инъективны тогда и только 
тогда, когда
1) А является расширением (R ,S (y), где R - классически 
полупростое кольцо, £ -  монодд, такой, что все (Sи 0) ~ поли­
гоны инъективны, у  -  гомоморфизм из £ в (R*), переводящий 
идемпотенты из Š  в единицу а кольца ß , и
2) каждый А-полумодуль N из А  является расши­
рением (М, Р, /•). где к  есть R  -модуль, РиО есть ($ио)- 
полигон и
Я р О  = / (Р) f  Ю
ДЛЯ любых Р t  3 ё $ , т а к и х , ЧТО pi  f  О
В заключение автор приносит искреннюю благодарность до­
центу Я.В.Хиону за ценные советы и замечания, сделанные при 
чтении рукописи.
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NULLIGA POOLRINGIDE HOMOLOOGILISEST 
KLA SSIFIKA TSIO O N IST 
V *P le isc h e r  
R e s и m e e
Olgu A  ühikuga ja  m u lt ip l ik a t i iv s e  n u ll ig a  p o o lrin g  
n ing  JL s e l l in e  parempoolsete —poolm oodulite muutkond, 
e t . Käesolevas a r t i k l i s  k ir je ld a ta k s e  s e l l is e d  j t
j a  X  , e t ko ik  A-poolm oodulid  muutkonnast A. on p ro je k -  
t i iv s e d  ( in je k t i iv s e d ) .
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ON HOMOLOGICAL CLASSIFICATION OP 
SEMIRINGS WITH ZERO 
V .F le is c h e r  
S u m m a r y
L e t &  be a se m irin g  w ith  id e n t i ty  1 and m u l t ip l ic a t i­
ve zero 0(1^0)• L e t A be some v a r ie ty  o f  r ig h t  $-sem im o- 
dules such th a t A  -semimodule A- belongs to  A  . I n  the  
p resent paper we in v e s tig a te  f o r  which Л  and A  a l l  j t -  
semimodules from  A  are p ro je c tiv e  ( in je c t iv e ) .
Theorem 3* A l l  A -semimodules from  A  are p ro je c tiv e  
i f f  e ith e r  1  i s  a semieimple ( in  the sense o f Bourb a k i)  
r in g  o r :ft»|4,0\and l  + ho lds in  A  .
Le t ft be an a rb it ra ry  r in g ,  S  a semigroup, ^ ; 
a homomorphism. On the s e t JV~ S u ß  the s t ru c tu re  o f  a semi­
r in g  can be introduced in  the fo llo w in g  way:
1+ ъ » 2>+1 r 4 ) t-S - t  'j'M  , * ' j  КО г 
f o r  a l l  , *>* 2 , We denote t h i s  se m irin g  by (й .,
Theorem 6« A l l  A -semimodules from  A are in je c t iv e  
i f f  Л wher e d  i s  a sem isim ple r in g  w ith  id e n t i ty  
i s  a completely r ig h t  in je c t iv e  monoid, ^  i s  such 
homomorphism th a t f o r  each idempotent j -ё ^  and
ОС + у * Hfl* 0  ho ld s in  Л .
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ИДЕМПОТЕНТЫ ПОЛУГРУПП ЭНДОМОРФИЗМОВ ГРУПП
П. Пуусемп 
Кафедра алгебры и геометрии
Основной целью данной статьи является исследование свя­
зи между группой Q. и идемпотентами ее полугруппы эндомор­
физмов End и  .
В § I  указано связь между полупрямыми разложениями груп­
пы и ее идемпотентными эндоморфизмами. Доказано, что разло­
жение группы в прямое произведение можно описывать при по­
мощи ее идемпотентных эндоморфизмов без действия сложения. 
Из этого выведен ряд полезных следствий.
ь § 2 определены все конечные группы, которые обладают 
собственными ненулевыми эндоморфизмами и все они идемпо- 
тентны. Такими оказываются только группы диэдра?^, где а- 
простое число.
В § 3 показано, какое строение имеет коммутативная по­
лугруппа эндоморфизмов конечной некоммутативной р -группы. 
Наконец, в § 4 на основе предыдущих параграфов показано,что 
каждая конечная абелева группа определяется своей полугруп­
пой эндоморфизмов. Ранее Бэром было доказано [5 ], что каж­
дая коммутативная р -группа определяется своим кольцом эн­
доморфизмов. *
Будем придерживаться следующих обозначений:
CUj) -  порядок элемента ч группы 6.; 
г  Ч  1 И / / • О '
гл М  -9 к СГ ‘
J(6l ) -  совокупность всех идемпотентов полугруппы iSnd и ; 
[^ц, -  ограничение отображения  ^ на подгруппе N 
К [х.) *  n^d G j у *  = *</ = *f } ,  где х  е G ■
ОД*-) м I 3х  
С I •,-л.-->-подгруппа, порожденная элементами ...
и подмножествами -
Отметим, что при ve Д(Я) подмножество К (•*-) образует под­
полугруппу с единицей х  в полугруппе .ind (Я.
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§ I .  Идемпотенты полугруппы End (Я
Пусть в течение этого параграфа через £  обозначена 
произвольная группа.
Лемма I . I . Если х  является идемпотентом полугруппы 
End G.. то группа G разлагается в полупрямое произведе­
ние (Я *  ке г л . л 1 тх  и Im x совпадает с совокупностью не­
подвижных точек эндоморфизма х .  т .е . I т л  -  ■(  ^ € I $х = $}- 
Доказательство. Пусть х  t  Равенство imx * в &J 
tj.x * <5  ^ вытекает сразу из равенства хг = х .  Пусть 
Тогда cj_x ~ (c jx)x-, ^ x jfK e rx . т .е . при неко­
тором U  fe КегX', Поэтому G. * 1шд. • Кегх. Если J( £ Кег х П1тх,Т0 
cj.x. = I = с| и; следовательно, Кег х. Г) ImX =<Ь  и &, -K e ra Л1т^ 
ибо Kef ( т .е . К е гл  -  нормальный делитель группы £ )
Лемма доказана.
Лемма 1 .2 . Если а. = НЛ< и .Sndfc;TO отображение ■{>'*:£■* 
—? где (»c/vjy** , te  ^  /vt Н, является эндомор-
фи змом группы G.,
Доказательство. Действительно, каждый элемент группы & 
имеет вид гМ  где *. е i c * и Hüi^ i)(<ü4)f*»
I г д е  , Ц Л « Ч
Поэтому End (Я, Лемма доказана.
Лемма 1 .3 . Если G.-»h a >IC, то существует единственный 
х  с 3(6) такой, что Н = Кегх и £  = im x
4° 5 2 s t  ел ь с т  во. По лемме 1.2 отображение &: & —? G</ оп­
ределенное равенством » c / является эндоморфизмом 
группы По определению отображения & ясно, что t z -
- Ь и И “ Kert/., Ъ  = Imt-, Если существует еще х.ь )[<к) со 
свойствам! Н -  Кегх ( К, = Imx, то по лемме I . I  при каж­
дом к.€ ic и td  Jc( А/е Кег X, Следовательно,
Лемма доказана.
Из лемм I . I  и 1.3  следует, что существует взаимно одно­
значное соответствие между идемпотентами полугруппы End & 
и полупрямыми разложениями группы
Определение. Если £. = цл<с и И = Кег.х^ -С ~ 1т л ; хе J (бу^  Т0 
будем говорить, что идемпотент ■*- соответствует полупрямо- 
му разложению G =  Н а  К .
По лемме 1.3 идемпотент, соответствующий полупрямому раз
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ложению (Я »  H^'fC определен однозначно.
Лемма 1 .4 . Если 6. = н х К  и подгруппа L £ К-} то L  -  
^ L n H jX 'K .  В частности, если и im^$ L , to l s
- (L  ЛКег^)Х Im^-
Доказательство. Так как <я = Нх.К( то <Я -HiC/ H<iS / НЛ1С~ч> 
Ясно, что Н-п lo  L  и (Н H L)n  4С * <  Ъ .  Пусть L  s  6L  
Тогда  ^ выражается в виде ч ~ k L ) KJ*.4Cj h z  И. Поскольку 
в силу С*. L имеем L, то •А/ е Ип L и L * (hol
Следовательно, &> = (ьпи)х<-. в частности, если е 0 (<Я) и 
im-ч $ L ,  то по лемме I . I  <а*Кег^л Im  ^ и поэтому L -  
=(Кег  ^O L)s im у Лемма доказана.
Лемма 1 .5 . Если -Х|^е -End ft и то ( lm ,x j^ £
£ Im x и (Кег)ч  ^ Kerjo т .е . Im x^ End,(tmoc) и Ч |Кегх t  
t  hud (Кегх),
Доказательство. Пусть x,<j£ EndG. и зс^~^х, Ясно,что 
( Im ((kx)<j = l&^)x £ 6.x  ■* im x . Если (.Кегх)^ то  ^=
= ^  ' при некотором ke Ke rx  и (A^jx -(4л)<^ = ^ т .е . 
.^£ КегА.. Следовательно, ( K e r x j J  <: К е гх , Лемма-доказана.
Лемма 1 .6 . Если х е  J (S .) ; то полугруппы End ( im x j и 
< ,(x j= .[^ e  End & I ух. в х^. »<2 ) изоморфны.
Доказательство, Пусть x e  Л (Я), Если  ^ ^ W , то ja *  
=. s  и по лемме 1.5 ^ I Im x  е End. (J^vxJ и < {^кегл£ 
е End fKerxJ. Так как  ^ = х ^ ( то  ^ jK e rx  => о. Поэтому в 
силу <Я = Кегх л im-л ясно, что у определен уже огра­
ничением  ^lim ос и соответствие  ^ —* ^ l i m x  определяет 
мономорфизм из полугруппы 40(x j В полугруппу End (im x J .
Если End ( im х^ то по лемме 1,2 отображение где 
= fc-f, ^ Ы т х ( А,«: К е гх .
является эндоморфизмом группы &. При этом =
- -fc, x^ а »cf ('bA.Jyp* т .е .
 ^ -  f *  f * € k (xJ. Из определения f *  следует, что
f^lim-a -  f . Следовательно, отображение ч —» ч /lmo. является 
даже эпиморфизмом. Поэтому полугруппы Cv*-) и End ( im x j 
изоморфны. Лемма доказана.
Пусть Р  -  произвольная полугруппа и х  ^ _ идемпо- 
тенты полугруппы R Обозначим через Qt*S^) совокупность 
всех таких идемпотентов г  полугруппы ß  которое удов-
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летворяют следующим двум условиям:
I . х  € К  С2-) ,  ^£ С (2) •
2- = С*Й)(Я
где £ { * ) «  (u/€ Р]ш£ = гсс = и .) -  полугруппа с единицей £
На множестве всех идемпотентов полугруппы Р определим 
частичную бинарную операцию х  следующим образом:
1) определено тогда и только тогда, когда 
<^х=0 ; £ )(х( )^  ^ $  и множество содержит 
свой двусторонний нуль Ст.е. существует такой ä fc 0(Л,^ что  
zu, = <а*  -  £. для каждого ^  е
2) х х  ч  считаем равным двустороннему нулю множества
Очевидно, что если существует х ^ ( то он определен 
однозначно. Выясним смысл полученной частичной операции для 
полугруппы Р-» Snd-Gl.
Теорема 1 .7 . Пусть 6 3(,GJ. Для того, чтобы суще­
ствовал необходимо и достаточно, что и
G, = ( Ке гх  Г) Ker^) х ( Im/J» л Im%)> ( I . I )
В таком случае идемпотент х*<< соответствует полупрямому 
разложению C l. I )  и
Кег(хх^ ) = Кег О Ker^ f Im (xx^ j = Imu:x ,
Доказательство . Достаточность. Пусть 
 ^ уз. о и имеет место равенство C I . I ) .  Обозначим через 
г. идемпотент, соответствующий полупрямому разложению C I. I) .  
Покажем, что г. = осх^. Сначала установим, что 
По определению идемпотента г. имеем
К е г*  = К е гл . П  K e r^  f Im X  X Im
G. -  K e rž  \ Im 2r. Cl* 2)
Поэтому \ImtjS Im« и Кег г   ^ Кег^. Так как в силу е
ь Л(&) и леммы I . I  произвольный элемент <ч группы G. имеет 
ВИД j  = где Ira  ^ Ci Irn-^ Кегл,™
= (tA,)ty£) = lat = fc.
Следовательно, т .е .  ^ М *)- Аналогично
Покажем, что Для этого предположим,
что V е CcW Сх) и покажем, что im.  ^ и Кег* инвари­
антны относительно 1Г  Тогда u - х г и  -те т .е . 
г г  = t r  = п  По лемме 1.5
Im  х  ) -г £  Im  х   ^ (К е г  х )  г* <: К е г  л   ^ ( 1 . 3 )
( i m X ^ I m p r  = ( Im i) Г 4 Im г <! Im x:* Im^ ; (K e r iJ r6^ , ( X # 4)
Так как ч х -о ,  то Im ^ ^ Kerx, llm^)r<. (Кег*)г откуда в си­
лу соотношений (1 .3 )  и (1 .4 )
(im ^>- сс К е г* Л ( im x *  Im^)- С1. 5)
Пусть Ь  = (cm, fc К е гХ . П ( I m x  *. Im ^^  Г д6 Im jc ^  Im -J.
ПОСКОЛЬКУ TO Im ^ < K e r x  И A^nT1 £ К е г  П Im jis < '^ ,
Следовательно, iv - iv u  и К е г х  0 ( im x х Im^jbim^, По со­
отношению (1 .5 )
( lm ^ J '- 4  Im<j. ( I t 6 )
Поскольку х ij = 0 , то Ima. * Кег^, По лемме 1 .4 .
о
К е г  у = ( К е г^  0  К е г х )  Л Im X  = K e r i  A Im x. ( 1 . 7 )
В силу включений (1 .3 ) , (1 .4 )  и равенства (1 .7 )  имеем
[ к е Т ' у ) п ?  К е г  ^ , ( 1 . 8 )
Пусть По лемме I . I  существуют такие к е  Im^>
b ё Кег ^ , что ч = По включениям (1 .6 ) и (1 .8 ) полу­
чим, что
s • (С* г)у){[(у#-)р) = (fcv-j ^
 ^ [у г )  = (юА/)(^ лл) =. IO.tr
ибо по лемме I . I  для каждого с  е Im^, Поэтому
и т »е» Следовательно,
< (£й,ы . Аналогично Цсд*)^) 4 СМ*; Получим равенство
ЧсЛг.)^ “ СС'й)^)'
Следовательно, г. в ß(x , у) f-
Покажем, что г  является двусторонним нулем множества 
6 (х, ^}. Для этого предположим, что м* £ 6 (*,^). Тогда
откуда получим Kerco,*. Ке гх( Кег*д.£ Кег >^ 1®^
т .е .
Кегсс i  Ke rx П K e rj = Ker*
В силу 1 т ь  4 1т</С имеем ибо по лемме I . I  к**.»**
для каждого е Imu,. Так как u.e то по лемме I . I
^  = Кег д Imcc. (1 .9 )
По равенству (1 .9 ) каждый элемент группы (х имеет вид
Где <■ £ Im и*, к, е Keru,, Так как Кег^с £ Keri^ то
(k X )(u ^ )  -  к-'t =
и to .-? :. Следовательно, ^  -  £ и -г. является дву­
сторонним нулем в множестве Поэтому До­
статочно сть доказана.
Необходимость. Пусть x i 3{G.) и существует Л'A^ , 
Из определения элемента сразу следует, что
-  О. Покажем справедливость равенства ( I . I ) .
По лемме I . I  G. = Кег^ л imy, ибо <* * 3(6.). В силу ,Хи = q 
имеем im л  £ Кег^ откуда по лемме 1.4
Кег^ = ( K e rx  Л  Кег^)д Im ос .
Поэтому
& = Кег^ д Im^ = (( Ke rx ПKer^jA Imjc)A Im^  
и для проверки равенства ( I . I )  достаточно доказать, что
C I.IO )
то
( I . I I )
то
Im x ( Im<^>- Imх  х Im^ .
Так как ImA. £ K e r i j  и ^  Kertj-M.<1>
I  fix О Imü а < 1 > .
Обозначим i  = x a ( j ,  Поскольку - ic  f t  (х  ( сИ 
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Imft ■ Imac х Im ^,i  imcc.
X U -  =  U-JC = X ; ч
( 1. 12)
В силу i £ ](& ) и леммы I . I  <л = Kere \ Ьа*. Поэтому 
каждый элемент группы б. имеет вид где £•€• im *;
fc К е гг . Поскольку х г » .х . ,  to Im x 4 im* и соответ­
ствие (с. —» сС tee*,) где о, € im x; определяет эндомор­
физм группы ima. По лемме 1.2 отображение м^.Л) где
( ^ ^ i v ) = сС”1 *ссъ; fe-fe ima, Кег£;
является эндоморфизмом группы &. При этом
з fc-ул  ^ = (<оЦий)т .е . »/< л . С другой стороны ^ г-аД  
ибо im/v, = ime. Следовательно, * y v  и /чя & t (2).
Покажем, что / V  е ^к.(ь) т *е* Д * *  = как
Imx S Im-г то по лемме 1.4
Im* => С Кегэс 0 1 т г )  Л Im x.
Поэтому в силу <Я = Кегг. л  1тг каждый элемент группы G. 
имеет вид К.А/С( где £.<= 1 т х ( Кегх П Ima; се К е г* , 
Далее
(/сА& )(./*л Х ) “ = ((с^)(А/Мв])зс =*
где второе равенство имеет место по определению , а
четвертое и пятое в силу A/yufc€Ker:*.n im* и «уИя € Im x.
С другой стороны(
СкЛе ) (х^а) = ((^ (^ (c o c J J ^ r ((fcx)(cx)j/^ = *  fc/ 4
ибо K e r i 4 Ке гх в  с и л у  а з с = х  (см. равенства ( I . I 2 ) )  
Следовательно, х/ал *  ^ х  и /*■«. е (*).
По равенству С1.13) /Vе т .е . То г­
да по лемме 1.5 1ш.. По равенствам С1.12)
* у , т .е . im«. Поэтому в силу определения
эндоморфизма у л^. при < е  1[&у, имеем *yv, -  откуда
( 1 .14)
Ввиду произвольности выбора элемента <л. из im * можно у т -
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Л> • ( Im*j) CKj (_ Im
верждать, что включение ( I . I4 )  имеет место для каждого <х€
«, imx. Аналогично доказывается, что
(.im x j.c U  im*. (1 .15)
для каждого 1тЧ‘ Из включений ( I . I4 )  и ( I . I5 )  вытекает, 
что
< Imx, I n y  = Im ас • Im ^ ( Im * «  Imac • In g , I y  lm* . Im^,
откуда по равенству ( I . I I )  сразу вытекает равенство) ( I .IO ) .  
Необходимость доказана. Теорема доказана.
Следствие 1.8. Пусть хе 3(£). Группа <3 разлагается 
в прямое произведение 6. - Кегэс * imx тогда и только тог­
да, когда существует такой уь 0(.<Я), что = /\.
Деказатйльство. Если че 0(G), то по теореме
1.7 4JX а * о и <Я = Imx X® Inuj, ибо Kerl « Kerx ЛКег^« 
,  < i > и InH » Imxx Im^mfi. В силу Ч Л * о  имеем 
Im<^  $ Keroc? откуда по лемме 1.4 Kerx « ( Kerx Л Ker j^AIm^*
*  <4>Л Im^ *  Im^. Поэтому 6, * Imxx Kerx.
Пусть, наоборот, (Я* Ker*< imx. Если где 4^е
€ Kerx, ТО определим <*ч А,, Тогда 4 е
Im *» Kerx. Ker^a Imx, Кег* л  Ker^ = < f > ,  x j  = ^x «о  И &  .  
аСКегх 0Кег^)Л(Ьпз(*1 .^Так как Kerl» Kerx О Ker<^*<f/ и 1пь< *
=- imjc^im^, то Следствие доказано.
Другое необходимое и достаточное условие для прямой раз­
ложимости 6  * Kerxx imx, х е  3(60, можно вывести из сле­
дующего результата Моргадо [Ю ]: если Ends, то G.*
= Кег^ х 1тцг тогда и только тогда, когда существует такой 
t e  Aut<5i, что и для каждого
внутреннего автоморфизма и- группы 6L. В связи с тем, что 
по полугруппе Ende, трудно узнать, какие ее элементы яв­
ляются внутренними автоморфизмами группы <*, этот резуль­
тат Моргадо для наших целей неудобен.
Следствие 1.9. Если х , ^е  1Х&.) и определено xx^ej fe^
то
для каждого ^ с G, ■
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Доказательство. По теореме 1.7 х^  = у л -о  и
<Я - Кег Л 1га(хх^)( КеГ (хх^)-КегхЛ Ker^( ImfaxyJ*Imi*Irry,
Поэтому каждый элемент  ^ группы <ä имеет вид у= < ^ гд е  
ке  1т.зс, ^€ 1т^ ( се Кегх О Ker«, Так как Irafxx^) и се
t K er(ac*^); ТО ^ (г*-*#,) -  (fc^c)(3cx-t)) = («.&)(хху) -  ПОСКОЛЬКУ
ТО Im<7 i  К е г д .( Im x s K e r^  и дх • (*£с)х = k J t к.,
- (Uc)y » 4ч = 4< Следовательно, b t '- ifö lfä )  для
каждого ае и , Следствие доказано.
Ввиду следствия 1 .у ясно, что равен обычной
сумме х  + % эндоморфизмов групп. Прямые разложения идем- 
потентов произвольной полугруппы рассматривал АД.Лившиц [13. 
Можно показать, что в случае полугруппы эндоморфизмов груп­
пы наша операция х совпадает с операцией А.Х. Лившица, 
если в результате получается так называемый S -правильный 
элемент Сем. А.Х.Лившиц [ I ] ) .
Следствие 1.10. Если x , ^ , £ £ j и существуют зел 
и то существуют идемпотенты <^ х ъ . ,
ах(^ха) и
(х хц)к е. s ^ x ( ^ - 2 ),
Пусть лф-г. t  эса) и существуют идем­
потенты -хх^ и По определению операции * 
отсюда следуют равенства
х.у -  ух.  ~о,  ■* г  (л *  у )  -  О
« j l ,
Это дает
г=л.*-е.С(лх^)-ос) « ( 4 - U x j^ x  - 0 - j l= o
Аналогично
хат = = о. C I.X6)
Следовательно, im«. £ Кег^ лкег* и по лемме 1.4
Ker<-j. п К е г*  = (К ег л  Г) Кег у П К е г ^ Л  Хлм[ . C I.I7 )
Так как существуют осх*и и ( х х ^ )л г ,  то по теореме 1.7 
и формуле С 1.17)
- ( Кег(л <у)  Л К е гг)л 1  Х:п(х*^)л La<) =
- (K e r r t  Ker^  А K e r i ) Л I  x I.my л I n *  ) _г
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-  ((.Кег X П Кегч ,^ Л K e ra ) Л Irnoc) X ( Im^ *  Im*  ) ~
■=. ^Кег^ П Ker*) Л ( Im^x Im*)- ( I . I 8 )
Ввиду равенств С 1 .16), (1 ,16 ) и теоремы 1.7 идемпотент jx a  
существует. При этом по этой теореме
КегфхгЬ Кег^ЛКег^^ Im (^ f ) s  Im  ^ х Im i. ( 1 .19)
В силу г  д. = о и imoc 4 Кег^о Кег* имеем
- 0( (^xä)-jt*. +ъх = o+Q~0, ( 1. 20)
Из равенств ( I . IÖ )  и (1 ,19 ) следует
G. * ( Кегх О Кег(^х% ))л( Imjt х Im(^xa)), ( 1 .21)
Из равенств ( 1. 20) и ( I . 21) в силу теоремы 1.7 следует су­
ществование идемпотента При этом образы и ядра 
идемпотентов (лх^рла и л .х 1^ ха) совпадают. По лем­
ме 1.3 (хд ^ )л« Следствие доказано.
Отметим, что коммутативность операции х следует уже 
из ее определения. В силу следствия I * 10 она даже ассоциа­
тивна на 0(G). Поэтому можно записать
5 ^ л ^ х г ; (•••((,■****г.)лjca)a ...л  ос*)-л, *
Индукцией по числу сомножителей получим равенства Л
К е гЬ .л  . . .  л л * 0  * П К егл * , 1т(д,л ... * ) = Im a, а . . .  л Im.**, = П 1га .
I  sl
Отметим, что на множестве идемпотентов произвольной полу­
группы операция х не обязательно ассоциативна.
Следствие I . I I . Пусть 6  -  — и i i r . . ,x (V|7ife з(а;
такие, что
Кег-х - Imx = П <я •, К е г * /V.4 ГГ S.., 1ш<з^  = ^  • ( I .  22) 
j =1 « 1*1 J
Тогда J
X ••• (1 .23 )
Наоборот, если -я^; эсе 0(60 и имеет место равенство
(1 .2 3 ) , то б. - (& ,* .. .лб О ( где jv’ ( ... . удов­
летворяют условиям ( 1. 22) .
Доказательптво. Докажем-равенство (1 .23) индукцией по 
числу сомножителей л .  Пусть л. = 2. Так как 1.щл.1 * Кег-л ,^
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imTLj. ^ Kerjc1 , то x ,  x t  = x l x 1 * о. Далее, если n,^= 
'rvLfr. К ь л ' ' ч  L s s '</2-), T0 **1*1 *■ 2г.^\  откуда
легко вывести, что ч  и пересечение Кегзс< n К е гх^
- (.Л/А <Я*.)П1^ Лб„) равно X.Тогда &={ КегтС^ПКегД^МЬп^х 1тЗц) 
и по теореме 1*7 ^  »  х ,  хх*..
Предположим теперь, что 2 и для числа сомножителей 
менышх чем л  равенство (1*23) имеет место. Обозначим JV4 
»  t fx  G. .^ Тогда 6. G.*,.«). По лемме 1.3 су­
ществует Tt/fe э(<я), где
Кеггс  ^ * Л'^ Im тс' -  ГГ &. . (1.23а)
Так как %[ и удовлетворяют равенствам
( 1. 22) ,  то по предположению индукции имеем ъ ' * л лх ... х х  , 
Из (1 .22 ) И (1.23а) следует, ЧТО Inwt *  Imx4' *  Inwc^ , Кегтс*» 
= Ж  Л 1тд^ , Ker,jc' -  /ГА imxc*. Теперь опять по предположению 
индукции имеем х * х ^ х х ^ ; т .е . х  = х ,х  .-.х  jc»v. Следо­
вательно, равенство (1 .23) имеет место для всех
Пусть, наоборот, имеет место (1 .2 3 ) . Обозначим G.t -  1тл^ 
X я Кег.зс. При существовании элемента -х-х^ имеем
ПО теореме 1.7 Кег (х*%) =■ Кег* ПКету и Im(atxtjjs Im X* 1ть 
Теперь повторным применением теоремы получаем G. » К е гл  Ainot*
* К ег (л^х . . . Л )  X I m t ^ x  . . , х  я«, ) »  (, K e r l ^ x  . . .  a x K_f )Г) K er.jc*) X
X I Im ( Х , х . . . л Я « - | ) *  I n u i „ . ) -  =■ ( В г 1 , л . . . л к е г ^ )  >.
М  Ima, jv x  ( & * . . . »  & * ) .  Равенства ( 1. 22)
кроме третьего очевидно выполнены. Ясно, что X  $ Kerjc-. По 
определению произведения х имеем
• • • х эс^ ) . *о, т .е . 17 š j  -  11 Imjtj =. Im(x,x...xa£_f* •
К е г  JT, По этому Kem i и в силу
(Я * к е *хс л л П я^с^ о^  что имеет место и
третье равенство из р4вёкств (1 .2 2 ). Следствие доказано.
Следствие I . I 2 . Если полугруппы эндоморфизмов групп 6. 
и И изомбрфны (.f: End 6 —*■ EndHj и существует х^.., 
. . . x ju ,  где x L e 3 ( 6 ) ( то существует ( * i • <х f x * * ) 
и { x ^ -. .х  = (л-,^)х ...X  ). Также K(x)^ = k.(xj)
для каждого х  €. End Ö.
Доказательство. Так как равенства у х  = лу  = у и 
73 / f f  End равносильны, ибо  ^-
изоморфизм, то = £  (м )  для каждого осе Ends. По­
скольку из х<л. s вытекает и на-
оборот,то С М )- г €
следует д..,, х г t  Лс (*) и С ^ С хО  -  Cfc(Äj С**)- Отсюда по­
лучаем, что , л А •* * 4с (м ; и ^ (4 ^ j f )= ^ ( a f Это
бСм» x t f  ), откуда 6 (х1(х*)^с «Мх* * ,  х* <). Анало­
гично получаем обратное включение. Следовательно, х  являет­
ся двусторонним нулем множества <3 С*-),**.) тогда и только 
тогда, когда -x f является двусторонним нулем множества 
(Ь(х^, acif). Поэтому оцха^ существует тогда и только 
тогда, когда существует (х,, i 1) *  Cx i - f ) HQ ). При этом
« (зц ^ ) к С *!'*). Индукцией по можно убе­
диться теперь в справедливости утверждения следствия для про­
извольного и*. Следствие доказано.
Теорема I . I 3 . Если полугруппы эндоморфзмов групп G и 
Н изоморфны и <я. *  Ц х  ... л аЛ| то существует такое 
разложение группы Н в прямое произведение Н *  Н,* *  Н*, 
ЧТО полугруппы End. &{, И End Ht изоморфны
Доказательство. Пусть  ^ ; End <л- *  EndН -  изоморфизм.
По следствию 1,11 будет тслх ... * к*. -  ^  , где х - -  проекция 
группы &. на подгруппу Согласно следствию 1,12 
имеем (зц^)* А -  * н • По следствию I , I I  tl -  infamy.
х 1ш(зсЛ^). Обозначим ■= 1т(л .А^). Тогда И * н^х..,* Нк . 
По следствию 1,12 С^(Тч))*? = & (7Ct >{). Поэтому полугруппы
< (Гч) и к  ft-L ч ) изоморфны. По лемме 1.6
End Gkl = EndC O ^JlO ^^C ^Ü-^C ^i.^)- Ь»(И **))-Вйа ^\
Теорема доказана.
Следствие I . I 4 . Если End & a EndНt <* ( и -  группы,то 
из неразложимости группы Н в прямое произведение своих 
нетривиальных подгрупп следует, что группа G не разлага­
ется в прямое произведение своих нетривиальных подгрупп.
Доказательство. Будем применять следствие I . I I .  Пусть 
G. -  а £ г . Тогда jZ1 к. 7[^  * , где K i  -  проекция груп­
пы ( i на подгруппу ( I  = 1 ,2 ) . В силу изоморфизма :
: End 6. —» EndH имеем R = * H l  f где j-|t = и
-образ эндоморфизма л ч .  Если £ ,  f  <<>,(*, то \
и, следовательно, * 0 , 4 , т .е . н , * ъ (н (ведь (н )).
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Так как М неразложима в прямое произведение своих не­
тривиальных подгрупп, то случай Н 1 * < 1 > ,  И невозможен. 
Следовательно, (к4 - < 4 > или <Я и группа 6. неразложима 
в прямое произведение своих нетривиальных подгрупп. Следст­
вие доказано.
§ 2. Конечные группы, у которых все собственные 
эндоморфизмы идемпотентны
Известно, что группа диэдра задается со следующи­
ми определяющими соотношениями:
сС'Ьъ = ( 2. 1;
Лемма 2 .1 . Группа диэдра , где г. -  нечетное прос­
тое число, обладает ненулевыми собственными эндоморфизмами 
и все они идемпотентны.
Доказательство. В Г З ]  (теоремы I  и 3) доказано, что не­
нулевые собственные эндоморфизмы группы диэдра -  не­
четны, образуют полугруппу j- (£v ) Щ l , j c ^  
с правилом умножения
i l l ,  j  n - l i i ' J ' u  * li L i ' , j i ' + j ' l i .  ( 2 . 2 )
Если Пг -  простое нечетное число, то из неравенства 
£ I  всегда следует, что «- = о (/носС )^; т . е .  х о в кольце 
вычетов 2 ^ ,  и ~(%v) - { I I  о, j  I I I j  t  В силу правила 
( 2 . 2 )  ясно, что ~ ^ Для каждых л  в част­
ности хг - д. для каждого х е Г № г ), Лемма доказана.
В настоящем параграфе докажем, что указанным свойством 
обладают только группы диэдра , где ъ  -  нечетное прос­
тое число.
Лемма 2 . 2 .  Пусть Я  -  конечная группа нечетного по­
рядка, со -  ее автоморфизм, ю“ = 4 , А * *  Gc l j u :  -  ^ в  =
^  ^я £ G. [ = Тогда 6. = А в  и А Л 6  =<•/>,
Доказательство. Покажем, что Для этого пред-,
положим, что 3 ^ ^  и l^-l s ^  ^ ' Обозначим J^/
и ^  ^   ^■ Тогда Кроме того ,
е<*8 - Ц* И '1- 1чи>))Л w = Ц ^ Н и ^ Г 1- «. )J -
* [ у * - = £~*
Следовательно, cc e А , i-  ^ ß , S. - A e .
Покажем, что A rt  f t  = < 0 .  Для того предположим, что 
 ^fe 4 л  6 . Тогда ^  - j  = f   ^ и ВВИДУ нечетности 
порядка группы (Я. имеем ^ = 4. Следовательно, А Л 6  = < /1>, 
Лемма доказана.
Лемма 2 . 3 . Пусть выполнены предположения леммы 2 .2  и 
cjo f. а. Тогда или а) <Я -  ; ß -  <Я, где ^  -  некоторое не­
четное простое число, или б) найдется такой (.6) =
-  E n d  (я \  (  A u t Q  ^ { О ^ Ч Т О  ю Л - =  X t O ,
Доказательство. Фейт и Томпсон [ 7 ]  доказали, что каждая 
конечная группа нечетного порядка разрешима. Следовательно, 
группа 6. разрешима и 6 .4  G, (  & ' -  коммутант группы G ) .
Так как Gl является характеристической подгруппой группы 
& , то всегда из ^ " Ч е  ^  следует ~ (^£o)'fcw)e Gl\
Поэтому отображение <х>*; (Я ->  Q , где = является ав­
томорфизмом группы <Я- Та к  как ю 1 = I ,  то о"*2- = 1 . По 
лемме 2 .2  <Я = А*- f t " ,  А* л  й* = < 4 > , где А * = 1$ ^  
^ 5Г= {0,€ (Я I }• Так как группа (Я коммутативна,
то А и в_* являются подгруппами группы Ясно, что 
Ä £ А * и '3 4 f t * .  В силу А *л  f t *  = < 0  имеем А п  6  = 
^<1>. По лемме 2 .2  G . * A ß ; откуда <яз Д - 3 -  Поэтому А = А* 
f t  = ГЬ* и
Ввиду коммутативности группы &  и равенства ( 2 . 3 )  най­
дутся такие с4) - - • , е Аи<\ что
^ s < 6 1 > X . . , X < C )k> | Ci  М ,
и порядок элемента является степенью простого числа
( , - I S l i r ^ ) .  Ясно, что c : c o a t ct ' ) где 1, е {-1 ; Обозначим 
jV » < С г . ( Gi >. Тогда и Х а ; - jv‘( ибо e-to -
- и ^  ix> — Gi'. Пусть порядки элементов с,, и
суть соответственно и c^ fc. Тогда также - < с ^ л ' >  
имеет порядок Обозначим через А эндоморфизм груп-
Обозначим
С2.3)
-  89 -
12
гш б.j который получается как произведение следующих ест­
ественно возникающих гомоморфизмов:
Ь  - г  Ь/л  = < слМ> /
т«е*
(е /М \  = с/ , £,е/Л
Так как Хьо=Лг и К е гл * <дГ) То
(ci L ){\ u ) - e ft*  и?  ^ , (с/ ^)Cuja)c(c^(W)x= < у ^
т .е . 5v w jä o jx . По построению Если Aut Gl; то
имеет место утверждение б) леммы.
Предположим, что Ae Aut S.. Тогда -ЛГ»<и> и £  s  4 с,>~
~ Cf m'- В силу с<со-с^ и сом  имеем ь - -а) т .е .  0*^ 0=
-  с /. Если "v>4, ТО  эндоморфизм Г  группы бс ) где с(г *
-  удовлетворяет равенству zoo = илг. В силу ^  ^ AutGufoj 
имеем T t  T(Gi) и получим случай б) леммы. Если m, = I ,  
то 6. -  6. * (Ъ и получим случай а) леммы. Лемма до­
казана.
Лемма 2 .4 . Если & -  конечная группа и Aut^ ~ <л>> 
то ä * < 4 > или <k
Доказательство. Если AutGi * <1 ?, то ®/z(gq -  <■1 > и 
группа & коммутативна. Отображение 4 —? j ' 1, я в ­
ляется автоморфизмом, откуда ввиду Aut GL = < 4 > следует, 
что  ^ т .е . ч2- = И для каждого  ^ fe <S . Если
(Я *  < о ,то  С* -  C-z* Q x --.xC£ , откуда сразу следует,что 
&«(<,. Лемма доказана.
Теорема 2 .5 . Конечная группа 6  обладает собственными 
ненулевыми эндоморфизмами и все они идемпотентны тогда и 
только тогда, когда она изоморфна группе диэдра ^  , где 
некоторое нечетное простое число. При этом для каж­
дых Г (& ) . 0
Доказательство. По лемме 2.1 группа ^ -  нечетное 
простое число, обладает ненулевыми собственными эндоморфиз­
мами и все они идемпотентны. При этом оеч = ц для каждых х<, е
* Г ^ ) .  1 3 7
Пусть конечная группа G. обладает собственными не­
нулевыми эндоморфизмами и все они идемпотентны, т .е . $ f  
4 3(6).Пусть х е Г ( б ) .  Тогда х  + о и л ."= зс.По лем-
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Me 1.6  End( Imoc) -  %.(*■). Так gng End6i
и х ь Г ( 0 ,  то Je (x )*  T(c*)ü {о )  и все элементы полугрупп 
£ ( л )  я sad ( im x )  являются идемпотент аии. Следовательно, 
Aut ( im x) -  < о  и по лешее 2 .4  imx <*■ , ибо х  *  о.
Фиксируем х е П *) .То гд а  im* * < *  > *  Q  и по ление I . I ,
G. -ж К е г х Х < а . > ,  о (a ) - L ,
Это означает, что каждый элемент ^ .*6  записывается в виде<j = 
гаЧ,где и г,, и f^eKeraL. Порядок группы кегх  является не­
четным, ибо в противном случае существует элемент с, е. Кегх, 
второго порядка и эндоморфизм t; группы 6  ( для которого г 4» 
а о( г  *  о (например, в качестве тг можно взять произведение 
следующх естественно возникающих гомоморфизмов: &/Кег*= 
= <л К е гх> —> <-с >, т .е . (.c & M z  = с1,* -*  Keracj.
Определим u j t  Aut (Кегх) следующим образом:
A.UJ = «Г1 , к, 6 К е гх  
Тогда ибо d  * 4. Если со * ^, то <Я * Кегх a imx.По­
строим отображение  ^ по формуле / Кегл..
Тогда  ^ е Т(6 .) и для него также имеет место im^  ^ С-.. 
Так как 1ш^  = К е гх ; то ввиду нечетности порядка группы Кегх 
получим противоречие. Следовательно, ю ф л  и к группе Кегх. 
применима лемма 2 .3 .
Предположим, что имеет место случай б) леммы 2 .2 , т .е* 
существует такой >. z  J { кегд.)( что оол ■= х ю . Определим 
отображение /а Gt - *  <Я следующим образом:
* Ä-4'. (^Л)^ £,fc Kerjc,
Покажем, что t  Т ( 6.).Так как л€гТ(Ке гх); то для того до­
статочно доказать, что у-t е End 61. Но ^  fe Enda, ибо
-  K " L V ' W -  С))/< =
г <£н \к(со1'* ) - LA lx)) -  аСн'(^(а^)-<1а))--
-  а£" г('-а ':'\4.х)а1'. (У л^ л^^ аЗ-д/ сА,'*) =
где >Ц tJ  е Кегх. Поскольку л-уи - л  и ввиду а *  о будет 
(Кегэс)уИ * (Кегд-)л *  < 4 > , ТО I I > ! < I ■=■ Z  , Ввиду 
yufcT(£0 имеем ira^ -  ^ , f im^ | Полученное противоре­
чие показывает, что случай б) лекшы 2.3 в данном случае не
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а а ^ Н Л 'Л / ч
имеет место. Следовательно, имеет место случай а) леммы 2 . 3 ,  
т . е .  существуют такие ß'fc K e rx  и простое нечетное число 
q , что Кегд= < ^ >  с: CL iu j - <х Ьа. -  . Поэтому группа 
(а задается определяющими соотношениями а  = i  /
а. , где ^  -  некоторое нечетное простое число.
В силу соотношений С2 .1 )  ясно, что &  “V -  нечетное
простое число. Теорема доказана.
§ 3 . Коммутативность полугруппы эндоморфизмов
Неизвестно, для каких групп & полугруппа SndG. я в ­
ляется коммутативной. Для коммутативных групп этот вопрос 
рассматривали Селе и Сендрей L I 3 J , Шульц С12] и Леувен [1 4 ] .
В частности из их результатов следует, что в классе всех ко­
нечных абелевых групп коммутативными полугруппами эндоморфиз­
мов обладают лишь циклические группы. Среди некоммутативных 
групп коммутативными полугруппами эндоморфизмов могут обла­
дать только метабелевы группы (Я , ибо группа абелева 
ввиду коммутативности группы внутренних автоморфизмов груп­
пы
В данном параграфе мы докажем существование таких полу­
групп (теорема 3 . 6 )  и опишем строение полугруппы End 6. в 
случае, когда эта полугруппа коммутативна и группа G. конеч­
на. Если конечная группа 6  абелева или метабелева, то 
она разлагается в прямое произведение своих силовских под­
групп * (ä1 * • ■ . X. И ЯСНО, ЧТО End 6. -  En d & ^ -.x En d ^  
По этому достаточно рассматривать только p-группы. Для 
конечных абелевых групп задача решена. Поэтому рассмотрим 
только конечные метабелевы р-группы.
Пусть G. -  конечная метабелева p -группа с коммута­
тивной полугруппой эндоморфизмов End6. Ввиду коммутатив­
ности группы <Я/Q,' коммутант группы £  ) имеем
^ / й ' *  < Q  > Х • ' *  < , /о  г ,
oUO ;
при некоторых ул1 ■ -- , ^  t  G. Поэтому каждый эле­
мент группы &, выражается единственным образом в виде
0 4 ' “ а‘ 0 .2 )  
Действительно, в силу равенства ( 3 . 1 )  каждый элемент <] 6 &
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выражается в виде (3 .2 ) . Если еще q ~ Я i* “  • ‘i * * - , где ä 'f iS '
то u, &')Ч.. i j » w « ' ) .i f r « ; > * - «.V . 
:4  « . . .  -  c / & '> V  откуда
............................................... . . . .
по равенству ( З Д )  ^  = s ,  и поэтому также
*  -  г ' .  Будем называть этот вид элемента  ^ каноническим.
В группе 6. справедливы следующие формулы (см. [ 2 ] ,  
стр. 115):
5 С | Л Н « 1*0 ,
( з . з )
[ j + r . C f , * . ]  • [} ,!> ” ] ,
где , <с , ^  € <*( rrv -  натуральное число. Докажем при сде­
ланных предположениях некоторые леммы.
Лемма 3 . 1 . ^  = • ■ • = |V - 
Доказательство. Пусть L . J ( еЧ^,-■ - , и ^-„ =
Рассмотрим следующие гомоморфизмы: ь  ■ & -»  s '  -  естествен­
ный гомоморфизм; atj : &/<я' = < ^  * • * - * < ^  GO '  &'>
где ( & . ' )  ^ г <^ Р г  “( ^  являетбя гомоморфизмом, ибо 
O U, G.')*p5 и (  ^Л П 1.)p ic смотрим гомоморфизмы
Так как Im^ <  Im ^  < 6 ., то можно ут­
верждать, что ''£)•„, £ End j]0 определению эндоморфиз­
мов 'CjL И Л  к .  получим
л  - (" 1, если I  ,
л к.) = Ql *-к. ~ i . ( 3 . 4 )^  ** , ^ если c = c;
f  4. если fe. *  I 
r  J > г а-; . ( 3 . 5 )
Л J I /  \  если " . » j .
Та к  как полугруппа End6. коммутативна, то -с,--. х ^ =  По­
скольку 0 1 ^ ) = то в силу равенств ( .3.4)  и ( 3 . 5 )
имеем
+ £ “ I V 1 , если L * j  *  ( 3*6)
 ^ *1  если ь = fc ,
т . е .  d
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еСЛИ L t j -  3^ -7)
Поскольку ^ ) 1, то при i- в силу (3 .7 ) имеем = wajc/ü 
Л1 +ßi,-<*■]}• и в силу (3 .6 )  имеем ~
° ч + / и .  Следовательно, Л‘- ^  при  ^ # j  
и (bj )<*j -  Так как I  и j  являются произвольными чис­
лами из множества •{ />/ • ) / то отсюда ясно, что 
для каждых l , j  ь {1, • “ , * } .  Поэтому
(Ь-и Ь (Ь * , •■•,<**) ( 3. 8)
для каждого I  £ ( * , - • • , *■ )■
Пусть у, к  € & и <3 задан в каноническом виде (3 .2 ) .  
По формулам (3 .3 )  ввиду включения i  Z  (6t) получим
13 Л  J pft- 1>ч  • ^  г Л  j ^  !>;■ ■ • • *• j 1^
= ( [ 5 Г Л ] - - . Г ; Г Л ] ) ^ Г ^ Л ^ ^ - С } Г Л ^ =
Так как i  то I  (6.) и , суш-
довательно} [ j. ,  А. 3 ^ = 1  Поэтому также еР^ -4  для каждого 
с. е. 6.'. В частности,
t o ' V - i / * * - « .
т .е , О (^ ) * *А» ž- ^ , «/ * Р и ^  <с (ь
для каждого I  е { 'S  ••- >  ^ )• Теперь в силу неравенства 
(3 .8 )  ясно, что
'!/) = •-' - (Ък = ^ ’  {о** ( • ■ • , А* >,
Лемма доказана.
Пусть с « , , c*v€ 6/ и определим о т о б р а ж е н и е e :G'~,G: 
следующим образом: / 1
t - f r ......-‘■^ •£4 —
3 и.  ^ в i  5. <= <Я
чи *- •
Лемма 3 . 2 . Отображение ^  с«, является эндомор­
физмом группы &  тогда и только тогда t когда
°Ч
CuP s 1 )  L t  {1, . . . ,  *г).  ( 3 .1 0 )
Доказательство. Пусть элементы заданы в ка­
ноническом виде:
0
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3J -/V /* < t /
для некоторого г. ь «•• Разделим l j  ^ с остатком на 
р°Л , т .е . выразим i j  + ^  в виде + i j  * 4. ■ pJ ■+ t j ,  0& 
g -ij < p i t e {о, 4 ) .  Тогда элемент имеет ка­
нонический вид *<1
/ ^ Р ,  *ЛР 7  J» а ^
' " S h  'J -  5 - '
где e&'t ибо OU ): рЧ По определению отображения и*
= ync с получим
”  * « f - - - ? ь > . ,
*  f . . .  <£<?..
*  J*4 - : £ * • * . ’ - • • •
= 33'°’ц "?-■ « . C 3 . li)
- Ъ  ■•■ ъ  -с, ...С», ^  г . . .  * г  г. г  г.' =
Й4' Л-4*1 ö3,PA1 а ^р*к$:1з' г*1 С**
г " ‘ Ь  • J г Г * а2 *•' Л =
■ I j V ” •••<£.
(3 .12)
Из равенств ( 3 . I I )  и (3 .12) следует, что е Enda тогда и 
только тогда, когда
,  -V ц -f *М „ Чг * ’•''и.С, . . .  СЛ =  С, 1 •••Civ rt ( 3 . 1 3 )
,  , /  г ы. 1
для каждых Lj> LJ > где о $ , L j < р I  , ПуСТь j<=
и Чс.-Л. - 0  при каждом. ( А, »M U jV  Тогда 
из равенства (3 .13) следует, что «c ^ V . Следова­
тельно, f* е 010 <х тогда и только тогда
, ч r LVС, J - с J <1 
J <1
для каждых j  и ^ , l j ,  Так как l j  * Lj я ^ . pH t j и 1 t  
то ясно, что /* fc End & тогда и только тогда, 
когда имеют место равенства (3 .1 0 ). Лемма доказана.
Лемма 3 .3 . Пусть х  с End&, Тогда для каждого Н^*->г, 
существует такое а - , о 4  fe <*' и натуральное
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Так как Ч 6.' коммутативна и 6 ' £ 2  (6.), то
ЧИСЛО t ,  что
v ' jT4 >
и
£т: -  г *  
для каждого *   ^ £  •
Доказательство. Пусть х  £ End s . фиксируем j  е {*, ■ ■ ■ Jr. 
Пусть имеет канонический вид
cj5k £ ) г,е а1, Об h  < р^, 4 U " -
Предположим, что ^  , ,c^ fe Ends.. Так как х /*сл, =
= ^  И 4
J j W "
^  с . ) - (}?*...
то f.
Ci'T = (1 1
-I ’ Л • (З .М )
По лемме 3 .2  равенство (3 .14) имеет место для каждого набо­
ра Се*, ,е.Л ). который удовлетворяет условию (3 .1 0 ). Ес­
ли в зя ть  один раз ct  н , < t  {'•, • , а )  ^ I/ } , второй раз е£ = 
= I ,  it {4t ... , M 4 j ,  fc), et * , где
с в обоих случаях одинаково, то из равенства (3 .14) еле-d
дует, что
-s1*-'•/'s/s (ЗЛ5)
т .е . “ 'l Для каждого Так как по
лемме 3.1  р> * (V  и о^«.) - р т о  в силу о* 
 ^ 1К < р°  ^ ясно, что V ~ ü- Следовательно, ^ с - ± и 
первое утверждение леммы доказано. ,
Как отмечалось в доказательстве леммы 3 .1 , сг - 4 для 
каждого с. в. G.' Существует такой j , что 5 ^  ■ При та­
ком j  в равенстве (3 .15) в качестве ^  можно взять  
любой элемент из <Я^  Следовательно, с/с^сЧ для каждо­
го с t  g!! откуда следует второе утверждение леммы. Лем­
ма доказана.
Лемма 3.4.  Пусть u е Enda. Тогда в обозначениях леммы 
3.3 имеем: I )  если ' t t  nutG., то и t  = I
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M š i  ^*  ) '. 2) если "C e Ead <*/ Aut 6^  ? TO t  а О и Imtr $
4 £* 4 KerTJ.
Доказательство. Пусть £,<£&. Обозначим через отоб­
ражение где ~1аХ],В  силу равенств (3 .3 ) 
является эндоморфизмом группы 6 . Так как и по 
лемме 3.3 имеем С|-и/А /]т = L ^ (^ J  , то
^  = [ j i * ,  ^  * C j ? \ = Г ,1Л Л
f  Л  ] т  -  ^  J = L j?  2-с Ь
= (ф , L x f 1 = [ } \ ,Л  1*
(ЗЛ6)
При L - J j  ихееи Су.,- te ]  - [ 3, ,  ^  ] •  t y ,  t f j  j  -  [y., j . f i  и 
равенства C 3.I6) принимают вид
см р
Так как группа £/ порождается элементами и пока­
затель группы равен pß, то существуют такие i- и L что 
о ( [ ^ ( J ) = pi1. При этих I  и J  из равенств (3 .17) по­
лучим сравнения
t  s  OjL a aL ctj (modp^). (3 .18)
Аналогично
i  = а , = ctj<xL ( modp/*). (3 .19)
Пусть 4c f e ( l , , *v). Так как 4fcP %  (* то по лемме 3.3 
"Sc. Л . * р*с ^  р* с
°TKWa Kp(> * i j^ V  ^  - l^ V V ^ -
СЦ, p/3 pß a-ipP
= Je -  J fc P >
ибо 2.P = -f. Следовательно, ip f  5 ( modp(V*'< t), т .е .
t  a a ^( modp0^ ) . (3 .20)
Если 'Cfe Aut&.( ТО ясно, ЧТО U ,p J -  i. Из формул 
(-3.18) и (3 .19) следует, что (а ^ р )-^ , »  4 ( modpf*) 
и t  м . Сравнивая с (3 .2 0 ) , получаем для каж­
дого <• fc { 1, • • •) *г. У  Поэтому утверждение I )  леммы имеет
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м есто .
Пусть 'С ь End Gt\ AutGi. 'Тогда существует такой К  
е I 1г), ЧТО <^ = 0 ( modp). В силу сравнения С3»20)  так­
же t  а о ( modp). В силу сравнений (3 .18) и (3 .19 ) со. -а 0 (modp) 
И <XL S  <XL а.- ( modpf);T.e . & L = a L cc^ p/( modp/*) И Сц « О ; Ибо 
г o (mod. pi0)- Следовательно, tr=o и Gt i  Kerc (ведь 
crc -  для каждого се. ). В силу сравнения (3 ,20) <v“0 
для каждого Поэтому * 2t  £ 6 ' и i,n.-c <
<Я • Лемма доказана.
Теорема 3 . 5 . Пусть полугруппа всех эндоморфизмов конеч­
ной некоммутативной р-группы & коммутативна. Тогда:
1) полугруппа всех собственных эндоморфизмов группы яв ­
ляется полугруппой с нулевым умножением;
2) группа автоморфизмов группы Я  изоморфна внешнему пря­
мому произведению подходящих подгрупп коммутанта <Я' группы
3) ест -  га. = т  для каждого автоморфизма л и каждого 
собственного эндоморфизма -с группы £•
М Е§зательство . Пусть T ; r ' t  End, G.\ A u ta , По второй час­
ти леммы 3 .4  имеем im tr < &•' 6 Кег-&‘ } т . е .  т т ' *  о и ут­
верждение I )  имеет место.
Из первого утверждения леммы 3 .4  следует, что каждый ав­
томорфизм группы (к имеет вид мс Пусть s^oUA utG  
и л  »  уЧ , , ос =. и , Тогда' /с,I , с'л
W ')  =■ « (ü L^)-c . =
т . е .
/*с,(...; <ч ' /wc;,.--,c/K -Лс4с'г ..,сХ* ^ * 21)
Обозначим
3 fe Gi' I ^Р04 м  l Ä l ^ r v .
Так как эндоморфизмы вида 0rv являются автоморфизма­
ми группы и каждый автоморфизм группы 6. имеет та­
кой вид, то ввиду леммы 3 . 2  и равенства (3 .2 1 )  ясно, что 
группа A u t  б. изоморфна внешнему прямому произведению групп 
A4 I - • ’ I Ä ^  . Утверждение 2) доказано.
Пусть л, -  и„ , & Aut 6. и ' t t  End fe.\ Aut Тогда
/  С 4 j  * • • > C* v
по лемме 3.4  к е гт  и у  ~ откуда
<^'с*‘хг) ибо & = ^ > .  Теорема доказана.
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с, с. = Ч,с,с.
Следующая теорема показывает, что существуют конечные 
метабелевы р -группы с коммутативными полугруппами эндо­
морфизмов. г.
Теорема 3 .6 . Группа 6. 3 < I  ^ ;
(о.^  ] t ck^ 'J - \, 4$ с, j , к. $ M , Сл * I ^ 2. ]  * ä-m ^  /аз^  a 3^ i
[ аг , азЗ sÄ tf, - 1, Саз, I a* ] » аз^ >, r ^e p ~ нечетное
простое число, является конечной метабелевой р-групгой с
коммутативной полугруппой эндоморфизмов.
Д о к а ^ т е л ^ т в о . в работе [6 ]  доказано, что заданная 
группа Gl является конечной метабелевой группой, для ко­
торой
Im /c  S б. i  Кегтг ^  2 2 '
1Г ) . ? £ (Я ( 3 . 2 3 )
для каждых г  <ь End s.\ Aut Я  , c^ fc Aut G. t  ^e &. В силу соот­
ношения ( 3 . 2 2 )  -сj*  ^ /лт  ^ о для каждых г , ^ £  End£\/f<j-£. 
Далее из (3 . 2 3 )  следует = ' f .  ^ ( л г )  = для 
любого ^6. 6-, т .е .  л г  * т .  Ввиду соотношения (3 .23)для  
каждого £ £  существует такой с,~ t  <Я, что *Так как
< 2. 16.), то [ p b j o L  = Ly* ,  &A.J * [ ^ С у  L c K ] = L y . - b ]  
для каждых А, €. G.. Следовательно, $ №я  каждо­
го й. е б/ и в  силу соотношения ( 3 . 2 2 )  то<_ =тг ( te  End^ \
\ Auf <*.,<*£■ Aut &.).
Пусть <*-fß  t  Aut я  и ^ ©.■ Как мы отмечали ^  *
*  ’ fj(^ '  f  ^ 3 HP* некоторых е (яЛ Так как
с.«. sc | i - с для каждого с е <* , то
5 ( ^ , - ( Г з ) р . ( j p i - c j- 4 Y T - V 1лу
у ((>"-) -- ” ЭС3‘У
Следовательно, = (%<*.. В силу доказанных равенств яс­
но, что все эндоморфизмы группы О. коммутируют друг с 
другом. Теорема доказана.
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§ 4. Определяемость конечной абелевой группы 
своей полугруппой эндоморфизмов
Если группа абелева, то совокупность всех ее эндомор­
физмов образует кольцо. Существует целый ряд работ, где ис­
следуется связь между абелевой группой и ее кольцом эндо­
морфизмов. Например, Бэр [5 ]  доказывает, что каждая комму­
тативная р-группа определяется своим кольцом эндоморфиз­
мов. Используя результаты предыдущих параграфов, дадим прос­
тое доказательство факту, что каждая конечная абелева груп­
па определяется своей полугруппой эндоморфизмов.
Лемма 4 .1 . Если End £  о: E n d 1 р _ простое число, 
Ы О ,  то группы & и Ср*. изоморфны.
До ка зател ьство. Пусть End а End с.рЛ . тогда группа 
(к конечна, ибо полугруппа End о. конечна (см. 14], тео­
рема Н), и Aut £  *  Aut Ср^  . Ввиду коммутативности по­
лугруппы End. G. группа внутренних автоморфизмов группы <Я 
коммутативна, т .е . группа ^ /г (&) коммутативна и 
Следовательно, группа <Я коммутативна или метабелева. По­
этому группа & разлагается в прямое произведение своих 
силовских подгрупп. Так как группа не разлагается в
прямое произведение своих нетривиальных подгрупп, то по 
следствию 1 .14 группа (л. также неразложима в прямое про­
изведение своих нетривиальных подгрупп. Следовательно, груп­
па (к является абелевой или метабелевой ^-группой для 
некоторого простого числа <^ -
Пусть (я -  абелева. Тогда 6. -  С'я™ при некотором 
ибо группа &. неразложима в прямое произведение своих 
нетривиальных подгрупп, и End ь. -  End Спгру * EndСрл, Следо­
вательно, I End. G<.| = с^ - -  р*^  т .е . р - в , >п= ^  и груп­
па &. изоморфна циклической группе Ср*- *
Предположим теперь, что группа <Я метабелева ^-груп­
па. Тогда р = 2, ибо в противном случае группа .*ut G.
Aut Сри.) циклична (см. [ I I ] ,  теорема 9 .1 ) и группа &. 
являлась бы коммутативной ввиду цикличности группы <*/£(&). 
Следовательно, End 6.  ^ End . Так как End С*, комму­
тативна, то по теореме 3.5 имеем
'С Л -  т
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при каждых oL е Aut и % е End С^Л Aut С,,*.. Равенство 
(4 ,1 )  равносильно сравнению
l j  з. ( mod гЛ ); (4 .2 )
где
i 1, 2- ) * '1, У , 1) * 2 -
Пусть 1 * 3 ,  i *  !■ Тогда в силу сравнения (4 ,2 )  имеем 
G> s  2 I  mod zK) i т .е , 4 з о  ( mod 1Л)- Следовательно, a i l .  
При ^  ^2. группа Aut циклична. Поэтому группа Aut& 
также циклична, группа ^ /£.(&.) циклична и группа 6. абе­
лева. Это противоречит предположению, что группа <Я мет­
абелева. Следовательно, группа £. метабелевой быть не 
может и из изоморфизма n^d <Я ^ Endc^ следует изоморфизм
6. -  Сри. • Лемма доказана.
Теорема 4 .2 . Если полугруппа всех эндоморфизмов группы 
<Я изоморфна полугруппе всех эндоморфизмов конечной ком­
мутативной группы Н, то группы <* и Н изоморфны.
Доказательство. Пусть н -  конечная коммутативная груп­
па, & -  группа и End G: ^ snd И- Группа Н раз­
лагается в прямое произведение своих циклических примарных 
подгрупп
н = <<j„> X . . , X <
(<H^fi) -  степень простого числа). По теореме 1 .13 сущест­
вует такое разложение <Я * (к,,* -. . х , что End.
~ End < ^ i > ,  4 < L £  По лемме 4 .1  группа изо­
морфна группе Ccji> .  Поэтому группы <Я и И изоморфны. 
Теорема доказана.
Отметим, что из изоморфизма Aut с* Autw; где Q. -  ко­
нечная абелева группа, еще не следует изоморфизм групп О. 
и Н (см. Лептин С9]). Существуют неизоморфные бесконеч­
ные абелевы группы, кольца эндоморфизмов которых изоморфны 
Вольфсон [1 4 ]) . Поэтому теорема 4,2 для произвольной абе­
левой группы Н неверна.
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RÜHMADE MDOMORFISMIRÜHMADE IDEMPOTENDID 
P, Puusemp 
R e s ü m e e
Käesolevas artiklis uuritakse vahekorda rühma (k ja te­
ma endomorfismipoolrühma &  idempotentide vahel. Para­
grahvis 1 defineeritakse poolrühma kõigi idempotent- 
sete endomorfismide hulgal J(&) osaline tehe, mille abil 
on hästi kirjeldatav vahekord rühma (Я otsesummaks aren- 
diste ja poolrühma £ omaduste vahel. Järgmises para­
grahvis näidatakse, et ainsaiks lõplikeks rühmadeks, mis 
omavad nullist erinevaid pärisendomorfisme ja kõik need on 
idempotendid, on 2p. järku dieedri rühmad 6Ьл , kus p on 
paaritu algarv. Paragrahvis 3 näidatakse, et kui lõpliku 
mittekommutatiivse p-rühma 6. endomorfismipoolrühm ^ 6 ,  
on kommutatiivne, siis: 1)1Л=хи = (3 iga uXt korral; 
2) »г -^  ’ T  iga<^tüutGi ja x  t &\W<i korral; 3) hux<k — 
(väline otsekorrutis), kus 4, , • •, Л*, on teatavad 
rühma 6.' alamrühmad, lõpuks näidatakse, et iga lõplik kom­
mutatiivne rühm määratakse ära oma endomorfismipoolrühmaga
( 4 ) .
DIE IDEMPOTENTEN DER ENDOMORPHISMENHALBGRUPPEN 
DER GRUPPEN 
P, Puusemp 
Z u s a m m e n f a s s u n g
In diesem Artikel untersuchen wir die Eigenschaften der 
Idempotenten der Bndomorphismenhalbgruppe й. der Gruppe 
<л , Im ^1  führen wir eine neue partielle Verknüpfung auf 
der Menge j  (<л) aller Idempotenten der Halbgruppe ein.
Im 2 finden v/ir alle endlichen Gruppen G. , die den fol­
genden Bedingungen genügen: tr iA  6. -•]{&)£ {o j;. Die Klasse 
solcher Gruppen besteht nur aus Diedergruppen Sb-, von Ord­
nung 2,p (p — eine ungerade Primzahl). Im £3 beweisen wir 
den folgenden Satz:
-  103 -
Es sei die Halbgruppe aller Endomorphismen
der endlichen nichtabelschen p-Gruppe G\ kommutativ. Dann 
gilt es: 1)т:Л ■* ЛДГ = 0 für alle Ли-i6 ; 2) =
■sX  für alle T X e  'b*Ab.\Auž<k undc^tAuiö ; 3 
(äußeres direktes Produkt) für die passenden Untergruppen 
кл, • • • , ^к/ der Gruppe 6, «
Mit Hilfe der Resultate der Paragraphen 1 und 3 ist es 
leicht zu zeigen, daß. jede endliche abelsche Gruppe durch 
ihre Endomorphismenhalbgruppe bis zum Isomorphismus eindeu­
tig bestimmt ist (§4)*
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МИНИМАЛЬНЫЕ ИДЕАЛЫ В ПОЧТИ-КОЛЬЦАХ
К.Каарли 
Кафедра алгебры и геометрии 
В первой части статьи С§§1-3) изучаются почти-кольца 
НотГ 0 (б / ^  (д введенные Полином в [ 4 ] .  Полученные резуль­
таты далее применяются для исследования артиновых почти-ко- 
лец. Во второй части (§§ 4-6) получается описание минималь­
ных идеалов артиновых ночти-колец. Из этого описания следует, 
что в любом артиновом почти-кольце R существует ряд идеалов
О = R 0 с &лс - . .  с ft, (д)
факторы которого либо нильпотентны, либо суть полные мат­
ричные кольца над телами, либо же почти-кольца Нотro W f ,&)/ 
где 6 /? -  свободный конечнопорожденный Г, 0-полигон.
В § 7 вводится новый класс почти-колец. Именно, почти-  
кольцо R называется полупримарным,если оно обладает ря­
дом ( I ) .  Доказывается, что класс полупримарных почти-колец 
замкнут относительно взяти я идеалов и гомоморфных образов.
В следующих публикациях автора будет показано, что почти 
все известные теоремы о строении артиновых почти-колец ос­
танутся верными и в полупримарном случае* Более того, суще­
ствование ряда ( I )  позволяет получить новую информацию об 
артиновых почти-кольцах.
§ I  Основные понятия
Почти-кольцом называется тройка (/? где (R,■*•)-группа, 
(£,•) -  полугруппа и выполняются тождества + i)  « м t i ,  
Ох, » 0  (v n ,- te  О -  аддитивный нейтральный элемент).
Модулем над почти-кольцом Я или просто R -модулем 
называется группа если для всех f i , л/бб, опре­
делены Q X ' t b ,  так ЧТО < j { ^ )  -  И 0 ^ - 0  при
всех (л. Если не ясно, над каким почти-кольцом
модуль рассматривается, то f i-модуль 6v обозначается через6^  
Понятия гомоморфизма почти-колец, гомоморфизма моду-
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лей и подмодуля ясны. Ядро почти-кольцевого С R -модульного) 
гомоморфизма назовем идеалом почти-кольца (__ К-модуля,!. Под­
модули (идеалы) модуля Rr назовем правыми квазиидеалами 
(правыми идеалами) почти-кольца £•
Символ S < R  (А 0 ^ 6 ) обозначает, что 5 (А)
есть идеал почти-кольца R ( R -модуля ) .  Вместо S< KR 
иногда пишем S<Ja R.
Хорошо известно, что нормальный делитель М аддитивной 
группы R -модуля G, является идеалом R -модуля то г­
да и только тогда, когда
(  ^ ~ ^ ( 2)
при всех (см. [ I I ] , стр. 442),
Правый идеал 5 почти-кольца R является идеалом тогда 
и только тогда, когда v<i е S при всех 've u  S .
Пусть !\ и в  -  подмножества некоторого R -модуля 
а С -  подмножество почти-кольца R.
Положим
Л С »  {  бос. j cot A С i  
(в:А )р= {
Нильпотентность подмножества почти-кольца понимается в 
обычном смысле. Правый квазиидеал (правый идеал, идеал) на­
зывается нильпотентным, если он нильпотентен, как подмноже­
ство .
Для любого R -модуля (х вводим обозначения
R -модуль <л называется
-  абелевым, если (6 +) -  абелева группа и (|f 
при всех 4/6  ^/
-  тривиальным, если ~<Я^жС>/
-  циклическим, если
-  сттюго циклическим, если = 'М '*) U (а и G<t 6.°-}
1 ‘ ........
Полин С L 5 3, стр. 7Z) определил нильпотентность подсистем
-  простым, если он не имеет идеалов* отличных от О и (*>
-  О-неприводимым, если он цикличен и прост;
-  I-неприводимым, если он строго цикличен и прост;
-  2-неприводимым, если он не имеет подмодулей, отличных 
от о и
-  точным, если (0 <я)в * 0.
Обозначим класс всех L-неприводимых R -модулей через
, ( I  = 0 , 1, 2) ,  Идеал П  £(0 *<х) r называется t-радика­
лом почти-кольца ß и обозначается через ^ (£ )(с м , лем­
му А). Если б обладает точным L-неприводимым модулем, 
то ß называется ь-примитивным.
Почти-кольцо называется артиновым, если оно удовлетво­
ряет условию минимальности для правых квазиидеалов,
Приведим три леммы, находящие неоднократное применение 
в работе.
Лемма А. Если & является R-модулем, и
то ( Ь :А )Ь при любом подмножестве А Если кро­
ме того S ч R и ARC  то i 6  '.A)s <i R ,
Доказательство. Утверждение леммы хорошо известно в 
частном случае £ *  R ( t i l ] ,  предложение I . I ) .  Наше утверж­
дение следует теперь из равенства ^ s 
и того, что пересечение правых идеалов является правым иде­
алом.
Лемма В (С ^ ] ; лемма I ) .  Если некоторое R -модульное 
тождество выполняется в точном R -модуле, то оно выпол­
няется также в модуле Если некоторое R -модульное тож­
дество выполняется в , то оно выполняется и в любом цик­
лическом ft-модуле.
Лемма С ( [9 1 ,  лемма I ) ,  Если G. -  циклический ß -мо- 
дуль, и то
§ 2, Почти-кольца Нотro (6-/?i
Самым обычным примером почти-кольца является множество 
ь; cg. ) всех преобразований, сохраняющих 0 , некоторой адди­
тивной группы 6  относительно сложения и композиции от­
ображений. Следуя Полину (см, С4 J стр. 260), расширим этот 
круг примеров»
Пусть Г  -  группа. Множество А называется Р-поли-
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гоном, если для всех Г  и л е  А определен элемент 
е А; причем f  (сГ«.) и при всех ^,cf& Г и
«■ £ А . Г-полигон А называется П О-полигоном. если
отмечен элемент Од. е А и ^ 0 *  -  О* при любом $■ е Г.
Г-полигоны, а также 1“ 0-полигоны, являются универ­
сальными алгебрами относительно подходящих систем операций. 
Следовательно, ясны понятия гомоморфизма и конгруэнции Г- 
полигонов, а также Г,0-полигонов.
Пусть А есть Г, 0 полигон. Множества вида Га  =.
‘V ttk € rj (r Äe ссеА, называются Г-орбитами множества А. 
Известно, что А есть непересекающееся объединение своих 
Г-орбит (см. [ 3  jjC Tp . 84-65). Назовем элементы о ,,<^6 А 
Г-эквивалентными. если их Г-орбиты совпадают. Непустую 
систему (a- U e  0) элементов множества А назовем f -не­
зависимой, если она не содержит нулевого элемента и из каж­
дой Г-орбиты содержит не более чем один элемент. Макси­
мальную Г-независимую систему назовем базисом Г f l-поли­
гона А . Существование базиса в любом Г!Ü-полигоне обес­
печивается аксиомой выбора. Действительно, базисами являют­
ся все подмножества Г  0 - полигона, содержащие по одному 
элементу из каждой ненулевой Г-орбиты.
Пусть теперь на Г, 0-полигоне А фиксирована конгруэн­
ция Будем говорить, что элементы 0 , ^ 6  А находятся 
в отношении ^ , если их ?-классы Г-эквивалентны в А /р . 
Понятно, что "С является эквивалентностью. Скажем, что сис­
тема элементов Г 0 -полигона А % — незави-
. О ,т 1
сима , если система ( L a. 3) является ('-незави­
симой системой в А/<£. Максимальную -Г-независимую систе­
му ^О-полигона А назовем базисом Г (7-полигона А отно­
сительно у .
В дальнейшем применим следующие обозначения. Если М- 
подмножество в А и А -  подмножество в Г ,  то 
](Н) -  r l v ^ H
н -  ü(l(H)).
2 - ,
Через обоаначим класс элемента л по эквивалентнос-
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Иногда отождествим одноэлементное множество с самим элемен­
том, т .е . вместо пишем и т .д .
Рассмотрим такое множество К преобразований 
.^to полигона А ( что
1) Од*, «о
2) («•«■>
3) ^  СМс-'Мс
при всех А- и ^ е Г. Множество К является по­
лугруппой относительно композиции отображений. Условие 3) 
дает, что каждое *-<=■ ^ индуцирует функцию \ Л/? Л> 
а в силу условий I )  и 2) эта функция является ГО-гомомор- 
физмом. Отображение ^ ~ г биективно и поэтому полугруп­
па К обозначается через нотrü  В течение 
§§ 2-3 К имеет это же значение.
Теперь укажем связь между множествами  ^ , базисами и 
элементами полугруппы К .
Лемма I . Пусть  ^ -  конгруэнция Г( Ü-полигона ^ и 
К ■* Нел1 р 0 , А ) - Тогда имеют место следующие утвержде­
ния.
1) Если <х>{ Ь' £ А, К и <як -  & i то k'b о~,
2) Если в А заданы базис I о t  3 ) относительно £ 
и для каждого i  fc 3 элементы й, t  , то найдется един­
ственный элемент такой что *  h  при всех 1ь 1
Доказательство. I )  Пусть ом. ^ и 1 j(a j, т .е .
Мы должны показать, что л , т .е .  p -i-- i* . Ha 
самом деле, в силу и условий 2) и 3) из опреде­
ления К  имеем
у.{у - f  (аю) =• 1/0-)^- * &-16 = ^
2) Пусть о-i и W выбраны, как указано в формулировке 
леммы. Так как {°*l 1  ^ '•>) есть базис в А относительно 
у, то А\ L о J  ^ является не пере се кающимся объединением 
"С-классов LA iic  , i - t  J . Обозначим :.<*•<, 4-^  *  ^Ц, . Вклю­
чение означает существование такого у-е П, что 
Отсюда следует (ОД? L ] при любом Je 
t T ,  т .е . множества являются Г-подполигонами /-по­
лигона А' Покажем сначала, что для каждого I  сущест-
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вует Г-гомоморфизм h  такой что
Так как -X*t является Т-классом элемента ^  ) то для 
любого существует такой что (/'•«' .^По­
ложим о .1)^ и покажем, что это определение корректно.
Действительно, пусть для некоторого а, е О н а й д у т с я  ^  и 
<Г из Г , такие что 0-% (^ai )  и а$(<Г<ч). Тогда 
откуда (<Г Г«**) ■ Так как то из последнего со­
отношения получаем <Г‘ £ 4 С - ^  , откуда -  ^ .Следо­
вательно, aft;. не зависит от выбора f-dT,
Покажем, что X i являются I -гомоморфизмами. Если 
л^ Ч^ с ч), то при любом сГе Г  имеем (cTa.)  ^ ■
Следовательно, в силу определения ; получаем <хХь - 
и откуда <5"( < * - )  -  ( <Гл) •
Определим теперь преобразование к- формулой 
[ л Х с , если л *  X L 
\ О f если a. <= •
Определение корректно, так как А есть непересекающееся 
объединение множеств L°]^  и ЭС^  I t  X  Так как X i  являют­
ся Г-гомоморфизмами, то fe есть тоже Г-гомомор^изм. 
Явно функции X i  переводят <4 в ^  и равнодействуют 
на (^-эквивалентных элементах. Следовательно, преобразо­
вание (с имеет те же свойства. Лемма доказана.
Следствие I . Если заданы ь & > где_ I t  3 , такие,
что система (<Ч I I t  1) Т-независима и При всех
I  fc 3 то существует се К ( такой что при всех
* fc j.
Доказательство. В силу леммы Цорна систему 11  ^ fe 0) 
можно вложить в максимальную чг-независимую систему.
Следствие 2. Если л,<= то a .-* * «  -  {«яд j iceK^.
Доказательство. Включение л  К. S  о. следует из пер­
вого пункта леммы I .  Докажем обратное включение. Так как 
 ^ то одноэлементная система (а) т-независима. По 
следствию I  тогда для любого найдется fcfc К , такой
что Таким образом, откуда о. £ .
Если группа Г  является группой автоморфизмов (не об­
язательно всех) некоторой аддитивно записанной группы (д, то 
(л превращается естественным образом в Г^ “П0ЛИГ0Н»
Пусть еще <г -  некоторая конгруэнция П О-полигона <Я. Те -
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перь можно на полугруппе К определить сложение, полагая 
С^ [«.л -И&2.) *  «fc* +  ^ Сг. При любом И ВСЯКИХ К.
В итоге К. превращается в почти-кольцо, являющимся под- 
почти-кольцом почти-кольца
Далее будем под тройкой понимать систему где Г-
группа автоморфизмов аддитивной группы (Я и  ^ -  конгруэн­
ция ГО-полигона G.. Соответствующее почти-кольцо К =.
= Нош (6/$ назовем почти-кольцом, связанным с тройкой
Сопоставляя паре (ф-О; где К-е К элемент
е (я превратим 6. в К-модуль.
Так как тройка (. Г  <л^ ) у нас фиксирована, то назовем 
базисы Г, О-полигона G. относительно  ^ просто бази­
сами группы
Предложение I . Пусть в группе G. задан базис (<^ 1 1ьУ). 
Обозначим ~ П_, ( 0 :^ ) ^ ,  Тогда
1) множества4* являются подмодулями в ,а множе­
ства К- являются правыми идеалами в К. и поэтому под­
модулями в К|^  •
2) Кч - K f i -
3) Ч ' - к П  К {  3
Доказательство, I )  Множества являются подмодулями в 
силу равенства ^  установленного в следствии 2. Мно­
жества K l  являются правыми идеалами в силу леммы А,
2) Сопоставим элементу ь 1^ элемент f  {<<■{.)
Очевидно,  ^ есть К-гомоморфизм из К; на дс К- t . Заметим, 
что Кс -  ä, .  Действительно, по первому утверждению леммы I  
имеем а второе обеспечивает для любого k e  <j-.
существование такого к. t  R , что »  (h и o t c - ü  при 
 ^  ^ с. Последние равенства означают, что
Надо еще доказать, что  ^ взаимно однозначно. Если (^к,-)-- 
~ ^ К \ Т0 Ч  и в силу е К ; имеем О _ ^ »
- ^  t{  при всех ,| ts j  ; j i f  õ . Следовательно, на осно­
ве второго пункта леммы I  мы заключаем, что ■
^ Символ П обозначает прямое произведение К -модулей.
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2) Каждому ic. е X сопоставим систему (<i\  ь J). где 
i i i * )  £ Ki определен по правилу
M i l «  -- { Ъ л < если c/.='i  (3)
Щ I  о , если дфь.
Элементы I^  существуют и притом однозначно определены в 
силу леммы I .  Следовательно, система (<ч| i t ! )  однозначно 
определена,
С другой стороны, любая такая система определяет эле­
мент * - е К .  Действительно, ^  ^  € у  по первому пунк­
ту  леммы I ,  Из второго пункта той же леммы вытекает сущест­
вование и единственность такого к-е К , что ^  <*- -  ^ ^  при 
каждом 3- Очевидно, если теперь к полученному элементу 
к- применить правило (3 ) , то получаем исходную систему. 
Таким образом, имеем взаимно однозначное соответствие 
между К и p  < i ‘ Легко видеть, что всегда ^
= ^  (jO + 'fiA-t)1'*  J ( id ) ъ соответствие сохра­
няет операции. Предложение доказано,
С точки зрения общей теории особенно важны почти-кольца 
Нот (6 'Д , (д)? связанные с тройками (Г, 6 , £), где
и из следует либо / =  I ,  либо
^  о. Назовем такие тройки регулярными. Известна сле­
дующая
Лемма Р L l i l g  ле»ма 5 ). Тройка регулярна
тогда и только тогда, когда Г] 0 -полигон <а/£ свободен.
Полин доказал, что любое 2-примитивное почти-кольцо, не 
являющееся кольцом, изоморфно плотному под-почти-кольцу 
почти-кольца Н о т -0 {&/fi б), где тройка регулярна
С Г4] теорема 2). Сходное утверждение для 1-примитивных 
почти-колец следует из теоремы 4 работы [91, Наша работа по­
казывает, какое особое место занимают почти-кольца указанно­
го вида в теории артиновых почти-колец.
Предложение 2. Если ( Г  -  регулярная тройка и К - 
Нот ( 6 / ^ , 6 ) ,  ТО
Г) при любом (Я\ LOJs, будет  ^•» G. и поэтому мо­
дуль (а  ^ является строго циклическим,
2) модуль есть прямое произведение изоморфных ко­
пий модуля Ъи ,
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3) К имеет левую единицу.
Доказательство j ) T ак как LO]^ то в силу регулярнос­
ти тройки_из следует ^ -  I ,  т .е . Таким 
образом, -  Z  ( )J = 2  И ) ~ £ .  По следствию 2 имеем -  
= ^ - ( Я .  Поскольку ^ К - о  при любом j t  f o J §) то этим 
доказана строгая цикличность модуля (*«>
2) По предложению I  имеем К к -  ,П ßc i где i I <■’ ь V~ 
базис группы 6\. Первый пункт настоящего предложения дает 
ус ~ <Я при всех i  ь 3-
3) Пусть С е 3) есть базис группы (Я. По перво­
му пункту имеем = G. при всех i t ] .  Следовательно,со­
гласно лемме I ,  найдется i t K ( такой что - Qi  при 
каждом õt 3- Тогда для каждого I t  3 и t t f C  имеем
- [^4,) к. -  т .е . и (с равнодейст-
вуют на базисе. В силу леммы I  отсюда получаем «лс-<с.
§ 3. Соответствие между идеалами почти-кольца К 
и идеалами модуля (Я^
В этом параграфе, если отсутствуют оговорки, предпола­
гаем регулярность тройки с Г ( ся, ^
Обозначим через 3 (К) множество идеалов почти-кольца К, 
а через 3 ((*,*_) -  множество идеалов модуля <Як■
Сопоставим каждому Не 3 (6 .к ) идеал И ^ - (Н '& )к ,а каж­
дому S t  3 (К  ) подмножество 6 S  -  & ■
В силу леммы Л множества действительно являются 
идеалами в К . Покажем, что множества будут идеалами 
модуля (Xj/ •
Лемма 2, Если S  <i К , то q S = £  S ПРИ $ е ^ ^ к )
и поэтому 6lS  <1^ 6 .
&9Ш.зательство. Модуль является строго циклическим 
по предложению 2, откуда получаем (лЬ -  0.  ^S U ‘M G ^ S'S lG ^ S, 
Пусть ^ " i  ^ (^«.)* Тогда найдется fc-e такой что 
- •  Следовательно,  ^ СИЛУ произволь­
ности у, и Зг. получаем а4 ^  ^ =J*V/~
По лемме С имеем & при любом  ^ е ^  ( к ).
'Значит (ЯЬ Лемма доказана.
Определение ( L 2 j  Стр. 363). Говорят, что иеаду час­
тично упорядоченными множествами ( fvl, О  и (^  > * ) уста-
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новлено соответствие Галуа. если указаны функции 
и ' у М' —* М 1 удовлетворяющие для любых а,1^ еМ1 <*■, V t М' 
следующим требованиям:
1) ек < ^ (а ) > У t*')
0 ,'^ V 1 => У[а!) Z 't ' ib '1).
2) f ( t t o i))b e i.
Предложение 3. функции а и р> осуществляют соответ­
ствие Галуа между (.3 ( К ) у с )  и ( Э ( 6 К ) ; 2 ) .
До^^тельство. Очевидно, если Н,, ( с & , то из Нл $ Hz 
следует (.К ,: 6)«. & (^г.'■&)<• Далее из S t 2  следует <Я^
2 & S i  при любых подмножествах и Sz. почти-кольца К. 
Таким образом, условия I )  из определения соответствия Галуа 
выполнены.
Справедливость условий 2) вытекает из включений 6 (Н '& ^  
с Н и (<*S ; 6 ) к  э $. Предложение доказано.
При соответствиях Галуа всегда представляет интерес опи­
сать замкнутые подсистемы, т .е . идеалы вида И и К-иде­
алы вида
Предложение 4. Идеал Н модуля 6.^ замкнут тогда и 
только тогда, когда Г  И Я К .
Замечание. Ясно, что из f H s  Н следует ^ Н - Н  при 
любом f  € Г.
Доказательство. Необходимость. Если Н e Gi S для неко­
торого идеала S< *K , то
^ ( Н )  -  ^  1 6 S )  ( & ) S  = 6 S  = Н-
при всех е Г.
Достаточность. Допустим, что .ГН  £  И и покажем, что 
тогда Н * Г .  & 1Н •. 6.)к совпадает с И. Согласно пред­
ложению 3 надо для любого n. fc Н показать, что 
Для этого берем некоторый базис K t  3) группы <Я и 
фиксируем элемент 0. Теперь построим для элемента к>
по лемме I  элемент <cfc К следующим путем
о. (С .  I  е 0 т  j ' * *
Т  \ О, если ь * Lo-
Так как к/ -  произвольный элемент из Н ; то для за-
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вершения доказательства надо показать, что «сеСН-б)«,  т .е .  
G.«- я' И’- Пусть <j -  произвольный элемент и з0\С °3?,
Так как I 1' е 3 ) есть базис в <Я, то найдутся ^  J и 
/■е Г ,  такие что Сле®)вательн0»
= Ui «
В силу условия ГН-е Н и произвольности  ^ из (4) по­
лучаем с н , что и требовалось доказать.
Для описания замкнутых идеалов почти-кольца К придет­
ся ввести некоторые новые понятия.
Определение. Если М есть R-модуль, то носителем 
элемента ve  R (относительно М ) назовем множество
(*v) — {»-vv € М I
Пусть (со* I есть семейство преобразований из S0 (G.),
носители которых относительно 6. попарно не пересекаются. 
Суммой данного семейства назовем элемент ле ^^определенный 
правилом
qo. = 1 Г 1' еСЛИ $ b ,U fP  (СЧ)>
<? I  о, если V -  J уь
Если множество 3 конечно, то со совпадает с обычной сум­
мой»
Определение. Множество A s  Sc (СО назовем суммируемым, 
если сумма любого семейства элементов из А с попарно не- 
пересекающимися носителями принадлежит А .
Лемма 3. Пусть ( Г  G ^ ) -  произвольная тройка. Носитель 
любого элемента из К относительно 6  является объеди­
нением т^-классов. Почти-кольцо К  является суммируемым 
под-почти~кольцом в £«(&)•
Доказательство. Для доказательства первого утверждения 
достаточно убедиться, что множество {$£  & | $<■ » о }  является 
объединением ^-классов при любом fc. е К. Но действи­
тельно, если - о и  ^ ) для некоторого Г, то 
у « .--
Докажем второе утверждение леммы. Берем семейство 
(«-’UfcJ) элементов К , носители которых попарно не пере-
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секаются. Пусть -  базис группы (к. Тогда 6  ~
= [OJ^U X -) ( где X j  -  [^ j  tr • По первому пункту настоя­
щей леммй; носитель каждого элемента к- являетоя объедине­
нием 'ь'-классов. Множество индексов соответствующих 't -  
классов обозначим через jü ,  т .е .
õ u fp fa )  *  U X j.  (5)
,  I ■ - ]  V
Так как носители элементов семейства (*4 \  ^  ^ J ) попарно 
не пересекаются, то и Ъ  П Т ,  ■= ф при i f  С'. По лемме 
I  существует элемент t e  К определенный формулой
<з.(с = J есЛИ
Ъ  \ 0 ,  есл v i ej j ^ i .
Проверим, что является суммой семейства (<ч! ьь  
Пусть  ^ -  произвольный элемент из (я- Если а е К ) ,  
то в силу (5) найдется j  <= , такой что при не­
котором ^ fe Г . Следовательно,
JK. - ( ^ ) - с .  -- irify«-) * г 1^  ^  1
Если же  ^ не принадлежит ни одному из множеств ci),
то имеем две возможности: I )   ^ fO t 2) > где j  не
принадлежит ни одному из множеств i t  j .  В первом 
случае явно ^  * 0 ,  а во втором ), где Г. В
силу определения <■ получаем
Лемма доказана.
Предложение 5. Идеал S почти-кольца К замкнут 
тогда и только тогда, когда он суммируем.
Доказательство^.Необходимость. Пусть £ * Н для неко­
торого К-идеала Н<^(л, Верем элементы Le 3, 
носители которых попарно не пересекаются. Так как К сум­
мируемо Слеьлма 3 ), то в К содержится сумма ^  семейства 
! õfe 3), По определению суммы имеем для каждого 6  
либо - у Н , так как t  = (Н Gi )к , либо 
же ft* - -0. Поэтому (xfc- £ И , т .е . (Н : 6\
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SoQTä£04HO£Tb. Пусть S -  суммируемый идеал. Покажем, 
что - S. Фиксируем в 6. базис (<^ i I i-t 3). в силу пред­
ложения 2 и следствия 2 тогда  ^i. ^ при любом с<£ 
ь  J. По лемме I  «  содержит для каждого L O  элемент ес> 
определенный правилом
J f  , e^ H  j - t
S j 4  '  t  О, если j  + 1. ^
Покажем, что любой элемент такой что < Я < S ,
принадлежит S. Для этого установим сначала, что элементы 
Ч Л  принадлежат 5.
Поскольку по лемме 2 S ' = ^  S и е. S|fi; то
для каждого U  ]  существует t  S, такой что 
Так как S -идеал, то Покажем, что <6; ю .
Согласно лемме I  для этого достаточно показать, что о-к. и 
iOi ^  равнодействуют на элементах базиса. Имеем
Если же то
f t  ) -  { f j ч  К -о  -  t i  ) . . *  ^
Так как по лемме 3 носитель каждого элемента из К есть 
объединение т-классов, то из определения элемента Ч  
следует, что 4c<-f>p(^ ) = [^: L  , Поскольку мрр(е(и,)9 iuj)j)(ii)/то 
носители элементов 4**-, попарно не пересекаются.
Так как ^ ( . Ч 10) ~ Ч  ) * -= при любом Ц  то суммой 
семейства (.Ч * -1 * )  является с . Из суммируемости иде­
ала S и условия ä/*k. m «=- Ь теперь получаем 
Предложение доказано.
Следствие 3. Если <л/^  является свободным конечнопо- 
рожденным Г, Ü-полигоном, то все идеалы почти-кольца К 
замкнуты.
Доказательство. По лемме D тройка (И 6,f) является ре­
гулярной и мы можем применить предложение 5. Следовательно, 
надо убедиться, что все идеалы почти-кольца V суммируемы.
Так как Г( О-полигон 6/? конечно порожден и классы 
и L  принадлежат одной Г-орбите в точности тогда, ког­
да Ч ^ в . ,  то (к имеет конечное число Т-классов. Таким
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образом, из леммы 3 следует конечность любого семейства е 
попарно не пересекающимися носителями. Сумма такого семейства 
совпадает с обычной суммой. Теперь из аддитивной замкнутос­
ти идеала следует его суммируемость.
Теперь наша ближайшая цель -  описать фактор-почти-коль- 
ца почти-кольца К по замкнутым идеалам. Для этого нам 
понадобятся некоторые вспомогательные результаты.
Лемма 4. Если М -  строго циклический L -модуль, 
и о/ *  М , то М L состоит из полных смежных клас­
сов по N.
Доказательство.Пусть A/fc iV и е М , Если М ,
ТО В силу строгой ЦИКЛИЧНОСТИ (»v-'-i'wjL -  М, Поскольку 
N o l M  и •=-о , то + s  + ■ »vt 6 N при 
любом Так как IV t  №, то N П ^ С M l.) -  <£>, откуда
ввиду строгой цикличности получаем N £ М^ , Таким образом, 
№ = (<v + »rv)L 'S N 9  М } что противоречит строгой цикличнос­
ти М •
Леша 5 . Пусть , Н Ф G. и Тогда
для любого h e  Н найдется cTt &  , где
д = e n v j e b ^ - j f e H l > ,
такой что С<Г )^.
Доказательство. По предложению 2 модуль строго цик­
личен. Поэтому лемма 4 дает, что  ^ ^  е ( (дк ) при любом
И.  Так как Н  j  то
(6)
при любом ‘e t « .  Отсюда следует, что Дейст­
вительно , _так как е ^  (^ к ),то последствию 2 име­
ем = . Поэтому при + ^ 4  В  силу
следствия I  существовал бы < £ К, такой что + М 'с<к п, 
ъ « -  = 0, откуда
Поскольку то существует такой f t  < , что
+ (.7)
Через <Г обоэначим отрицание отношения f .
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Покажем, что jffc  Так как то любой 6.
можно представить в виде * j*_ . В силу (6) и (7 ) получаем
О  - 9 '  ‘ Г ^ Г ) - ^ ' 1П М 1С = |- Г Ь К  ■ ? ‘c t  н -
Из произвольности элемента £ &. следует теперь f  л .
Предложение 6. Пусть ( г ,  <*,?) -  регулярная тройка и И -  
собственный замкнутый идеал модуля 6.^- Тогда
1) множество ^ f   ^ Г I V &  ^  ^ и V является 
нормальным делителем группы Г.
2) отношение  ^ индуцирует на &/Н следующую экви­
валентность <?'.
(^, + Н ) ? Ч ^ + Н) з
1 (8)
3) тройка (Г ', о! , <?'), где Г 1- Г / Л  , Ь. - G./Иf регулярна. 
Доказательство. Группа Г  является группой автоморфиз­
мов группы & по определению тройки. Так как Н -  замк­
нутый К-идеал, то в силу предложения 4 имеем ГМ  9  И. 
Поэтому определено представление группы Г  относительно 
(л /Н , т .е . гомоморфизм t  : Г  - *  A ut(& /H ) (см. 1 3 ] ,  
стр. 82, 87 ). При этом + = j^a + И, гд е ^6. Г, ^*6. 
Легко видеть, что К е г (-t) = { ^  е Г  | „ 6 + Н -  а 
последнее множество совпадает с д . Следовательно, Д я в ­
ляется нормальным делителем.
2) Проверим, что ^  есть эквивалентность. Рефлексив­
ность и симметричность отношения ^  следуют из соответ­
ствующих свойств Докажем транзитивность.
Пусть
+ Ijz . *^t),  (9 )
где e & , e. И. Мы должны найти
такие Ц -, Ц ,£ Н , что ^^(,)- Рассмотрим от­
дельно два подслучая: ua) t  , б) ^_е IH G -k.) .
^а) Так как  ^ <ЯК , то по лемме 4 имеем ^  + *4 ., ^  
е (а.к . Из предложения 2 в силу регулярности тройки ( Г (<*, §) 
следует, что | =  ^  ^ ^  для любого у ь Ск,\ 1°3^. Сле­
довательно, ^_+ £г. и C|j. +• Ц , содержатся в Со]  ^ и тем 
самым  ^ -  эквивалентны. Благодаря транзитивности отноше-
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ния £ теперь получаем ( ^ i ( ф+" Ч) ,  что и требовалось 
доказать.
б) Так как то в  силу строгой циклич­
ности и леммы Ч также  ^ ^  (& к ). Из лем­
мы 5 тогда следует существование такого S *-&■, что +* 
(c fU t  + А,т,)}. Учитывая соотношения (9) и то, что у является 
Г, О-конгруэнцией, получаем
'cji + ^ ) f  (cpL + ^ z.) J + 4  j i  f  ГсГ(5 з *A *)J
с / j j  + <а% = +
откуда (^, 4 bi) $ t (.- + «^з h < f^ ) l  
Так как ^ , то - ^ 3 fC^ b fcH , a  сГЦ ьН  ввиду замк­
нутости идеала Н. Таким образом, - 4 } * < ъ^ + е н и 
можно брать 'Ч,*' ~ Ъ  h<fh  N^ -Утверждение доказано.
3) Так как Д является ядром представления Г1 отно­
сительно 6  / Н , то определено также представление Г '  отно­
сительно & /Н . Оно задается формулой
{  (ГОЧЧ3 ) « * ( / 4 ), (ю )
где ^ : 6 —* £* и ^ ; Г  - » Г 1 -  естественные гомоморфизмы. 
Ядро последнего представления равно единице группы Г / и 
поэтому Г '  можно рассматривать как группу автоморфизмов 
группы {*/. Докажем, что ^  является конгруэнцией ffü-no- 
лигона & ■
Пусть ^ где ai, jt. t  G., т .е .  по опреде­
лению ( 8 ) ,  существуют Ал, t  f t ,  такие что
)^ > + & *). ( И )  
Поскольку  ^ -  ГО-конгруэнция, то из ( I I )  следует
+ ( 12) 
при любом j*-t Г ,  Так как Н замкнут, то  ^ й
применив опять определение (8 ) ,  получаем у'’
Согласно формуле (10) отсюда вытекает f  Ql,) v{43<) у'  ^
Поокольку отображения  ^  ^ и ^ являются эпиморфизмами, то 
этим доказано, что  ^ есть Г , 0 -конгруэнция.
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Покажем, что ^ ') является регулярной трой­
кой. Пусть и Q*-) )-^(^^р^.Тогда найдут­
ся ч^,, Н , Т ак что + hi)<j + Следовательно,
(I3)
при всех *оь К .  Так как Н*3 ^ '  то в силу найдутся А*, 
Ll+eHl такие что + £л,)<с -  (|>^к = Ц  и Uj + -  L*.
Следовательно, из (13) получаем 1^4 10 - Х  ‘ V
+ i<J + )ю - Ц  + Ц  -  ^  + 4,t  )(С t H ; откуда
|Ч^<о) - (^С fc К  (14)
при любом ^ fe К- •
В силу формулы (8) из ^ ( p f 'o  следует т .е . ^
4 LO jj, Так как тройка (Г (я, у) регулярна, то предложение 2 
дает 6}К .  & . Теперь из (14) получаем /•€. Л , т .е .
Теорема I . Пусть (Г <л, ^) -  регулярная тройка, S  -  соб­
ственный замкнутый идеал почти-кольца К* Нотг  ^ (<Я/р, 6 )  и 
Н - sP. Тогда S К ■= О и
К / S  — К ' — Н отр»0 t b / f ' , 6 1),
где (Г', G , ) -  регулярная тройка, определенная по Н как 
в предложении 6.
Доказательство . Так как функции о*, и Л осуществляют 
соответствие Галуа, то Н является собственным идеалом мо­
дуля &*<.' Поскольку <дк является по предложению 2 строго 
циклическим модулем, то это влечет О -  Н К  - S^K = (6 tS )K  = 
.= & (S  К ) ; откуда $ К = О-
Пусть I  и {  -  естественные гомоморфизмы:
I  I Г  —7 Г  Определим отображение 1 ;  К —* К' правилом
= ^ ( ^ ) /  (15)
где е в  и ю е К .
Покажем, что t  корректно определено, т .е . ,  что оно 
действительно является отображением из К в К 1- Так как 
, то естественный гомоморфизм ^ - 6 . —'( * / И является 
К-гомоморфизмом. Следовательно, если 'f  (^*-), 70
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* ' f ( j t ) * - я  CjaA) при всех и
ict К . Таким образом, -fc есть отображение из К в So(6). 
Покажем, что fc(*-)fe ^ ' при любом « - £ К ( т .е . для всяких 
И' и V t  &( выполнены условия:
I )
э у, f  * -**<*•>•
1) Представим и <^/ в виде -  f  (/•) /  ^ где 
f  е Г ,  Ge- Учитывая формулы (10) и (1 5 ), получаем
с f (jo f  ад] = t  ^  j ) *  w  * т r  i f f ) 1*-ь  t  [r 1 s
что и требовалось доказать.
2) Пусть Ji* и  Jt '*'?  (j<), По опреде­
лению отношения  ^ существуют t  Н ; такие что
+- ^ <) ? (-^ г, М , т »е* представителей ^  и ^  можно 
выбрать так, что ^  В этом случае имеем
jU O O * 'С ^ Ж 'О "  ‘U f * <0 -  =
что и требовалось доказать.
То что t  сохраняет алгебраические операции, вытекает 
из следующих выкладок. Если ^ * 6 ,  k v  € К ,  то
f  ^ ) - Ч ‘ч + к*.) - ^ C<J («4^0-1 = f  (^ ч  + ‘j  <^) =
= f  ^ г (*c-'«y) + 'P (^ ) t (*4 .)- (^ )^C (^tf)+
t (t,tcb) -  ^ ^ C l^ O ^3 *
- -f (^и) t  (fct) -  [  ^ ) -t (fci ) }  -t Ü O  ~
- i  (%) С М И  -fett.,)] >
Для завершения доказательства надо показать, что t  яв­
ляется эпиморфизмом и K e r ( t ) - S ,  сначала установим 
первое. Пусть И ^ ; И  u ь Э) есть базис в <Х. Тогда
I i t  1 )  -  я  -не зависимая система в <д* Действительно, 
если было бы Qь S 3 Ь  где ^’ Т0 П0 0ПРеделению ? мы 
получили бы ^ ) -- f  (/-) vf U  ) , т .е .
Последнее противоречило бы т-н е  зависимости сис­
темы («к) W fe О ).
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Пусть К ■ Выберем из каждого класса пред­
ставителя h l ’ По предложению 2 и следствию 2 имеем 6 .- 
« ^ K - f in p H  каждом о. Следовательно, в силу следствия I  
существует к - е К ,  такой что при всех I .  Приме­
няя к полученным равенствам ^ и учитывая выбор элементов 
Ц  получаем
'f ( jO M * )  *  = f  0 4 )  ( 1б)
Так как система ('■f 0^)1 0) является базисом, то лемма
I  дает И? (<✓) =■ ic .
Докажем равенство S -  Ker(-t), Так как Н  *  S '-(a£.to по 
формуле (15) получаем -  О для лю­
бых <J е S и 2 £ &• Поскольку ^ -  эпиморфизм, то 
это дает S ^  Ker(t). Пусть, наоборот, имеем такой 
х е к ,  что " Ч О ^ О , Тогда ^ ( Ä ) i( ^ )  *  О, откуда в 
силу (15) получаем  ^ (6х>-0.т.е , 6ц . е й .  Следовательно, 
(И -;(Я)^  -  Н * .  Так как l- r -  и S -  замк­
нутый идеал, то се. $ Теорема доказана.
Рассмотрим в конце параграфа ситуацию, где К содержится 
в качестве идеала в некотором почти-кольце R. С такой си­
туацией мы встречаемся в следующих параграфах. Заметим, что 
из К 43 R следует, что (я можно считать ß -модулем.По 
предложению 2 модуль является циклическим, (ä= <^ К., и 
^  ” I t  э  ^с ; TJI'e Следовательно, произвольный
модуль K i j  где является циклическим, К .
Значит, ^ R - U i K j R  =c-(KR)ctcLK » K t( т .е . К; является
R -модулем. Изоморфизмом ~ к G. структура R -модуля 
переносится с К;, на <£.
Обозначим через 3 ^ ( к )  множество идеалов почти-кольца 
ß j содержащихся в К .
Лемма б. Пусть R -  почти-кольцо и К<3 ß.. Тогда
1) H < R 6  => H *< lR ,
2) S  е J R ( K )  =? Sp<rG,
Следовательно, ограничения функций л  и (Ь осуществляют 
соответствие Галуа между (.-^ (K )( <s) и (3 (<*R ), ? ).
Доказательство. I )  Следует из леммы А-
2) По лемме 2 имеем S ' = &Ь =* 4 S для любого ^
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Следовательно, согласно лемме С ( из S < R следует ^5 =
- S p<ir G . Лемма доказана.
Наша ближайшая цель показать, что множество
{  S € 3^ (К ))  S Р К t S ^ =  S )
имеет наибольший элемент. Сначала выведем еще один вспомо­
гательный результат.
Лемма 7 . Пусть Л является правым квазиидеалом почти- 
кольца L  и Му N - суть L-модули, причем М - цикли­
ческий A-модуль. Тогда каждый Д-гомоморфизм |vi-?n 
является L-гомоморфизмом. В частности, Аи^М д.) = AutfMJ.
Доказательство. Берем произвольные m/ е М  и -tfcL. 
Ввиду цикличности модуля lv'/v можем представить пъ в виде 
т, - ъ<х, где iv е М  л, t А - Тогда
- = (/upo))-C - .
Лемма доказана.
Теорема 2. Пусть (к, >^) есть регулярная тройка и К - 
= Ногаг о (^ /^ ,  & ) •  Тогда множество собственных замкнутых 
идеалов'почти-кольца К , являющихся идеалами почти-кольца 
R ( имеет наибольший элемент.
Доказательство. Так как функции <*. и а осуществляют 
соответствие Галуа между -) и ( З ^ р Д  3), то они
индуцируют взаимно однозначное монотонное соответствие меж­
ду замкнутыми подсистемами. Следовательно, достаточно убе­
диться, что имеет наибольший собственный замкнутый 
идеал.
Покажем сначала, что модуль &%  имеет наибольший соб­
ственный идеал. Так как - циклический модуль, то по 
лемме Цорна он имеет максимальный идеал V. Допустим, что 
найдется еще R -идеал N , N не содержащийся в V, 
Тогда Iч ■+ V - 6  •
Ввиду того, что модуль (Я^ строго цикличен по предложе­
нию 2, имеем N - По лемме 4 из ^  t t  следует, что 
rv +  'Z S , поэтому ( противоречие. Итак; G.
имеет наибольший идеал V
Очевидно, что V инвариантен относительно всех R -ав-
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томорфизмов модуля <л. Так как Г s  Aut(£r4) и Aut(Älc)-s
- Aut ( 6 R) (лемма 7 ) , то ГУ s  V. Значит, по предложению
4 V является замкнутым R-идеалом. Теорема доказана.
В дальнейшем нас особенно интересует случай, где G . - 
конечно по рожденный Г, 0-полигон. В этом случае верна
Теорема 3 . Пусть тройка (Г, (л, ^ ) такова, что G.L - конеч- 
нопорожденный свободный ГО-полигон и К *  Нош ^  ( (д)<и?. 
Тогда
1) R имеет единственный идеал 6 _ максимальный от­
носительно свойства S c « ;
2) S К О ;
3) к / S  - Нотг, 0 (й'/у,<а') , где <л/^! ч- конечно-
порожденный свободный Г 10-полигон.
Доказательство. По лемме D тройка (Г (д, f) регулярна, 
поэтому применимы теоремы I и 2. Следовательно, по теореме
2 в множестве собственных замкнутых идеалов почти-кольца К, 
являющихся идеалами в R ( существует наибольший элемент 5 
Так как в силу следствия 3 все идеалы в К замкнуты, то 
Ь является искомым идеалом. По теореме I имеем S К- 
и К./ Š — Ношг,0 [Ujy ; (х') ,  где (Г' (я1,^1) - ре­
гулярная тройка^ По лемме О Г1 Q-полигон О.1/^  свободен. 
Поскольку из следует j [ )^ ^ то конеч­
ная порожденность г, 0-полигона влечет конечную по-
рожденность Г', 0 -полигона
Предложение 7 . Пусть выполнены условия теоремы 3. Тогда 
К будет минимальным идеалом почти-кольца R в том и 
только том случае, когда (Яй .
о т е л ь с т в о . Из леммы 6 следует, что функции л и 
осуществляют взаимно однозначное соответствие между замкну­
тыми объектами из (К) и (см. стр. 374). 
Таким образом, если К - минимальный идеал, то не 
имеет замкнутых идеалов, отличных от О и (к. Пусть 
h 6 , причем О * Н + (я. Так как модуль (Я^ является 
циклическим, то по лемме Цорна Н содержится в максималь­
ном R -идеале F , а последний, как мы показали в теореме
2 , является замкнутым. Мы получили противоречие ввиду того, 
что предполагали существование R -идеала, отличного от О 
и Следовательно, <Я£ t-ivj; .
Наоборот, если то (а  не содержит ft-идеалов,
отличных от О и &  и поэтому К не содержит замкну­
тых идеалов почти-кольца R ,  отличных от О и К . Из 
следствия 3 тогда вытекает минимальность идеала К .
§ 4. Одно обобщение теоремы плотности
Свяжем с каждым модулем 6,z тройку Т  ) = (Г, 6.|(г, ) 
где Г = Aut ( & Д  а определяется правилом:
3<<rR <j, < => V v te
Отношение 'l , определенное этой тройкой, обозначим через гй>
Бетчем доказана следующая теорема плотности ( тео­
рема 2. 8) .
Если СЯ €=-  ^ и не является кольцом, то
для любых X -независимых <^л) ... , ^  (&) и произволь­
ных L, , ' J' , е &  существует £ такой что
= Ч ;  1 а/(/ tVl
Мы обобщим эту теорему, показывая, что элемент ч, может 
быть выбран из любого правого идеала £ } такого что
I # , к, ,
Начиная с этого места фиксируем следующие объекты ис­
следования и их свойства.
A. R - почти-кольцо.
B. S <за R •
C. <л - О-неприводимый R-модуль.
О* является циклическим S-модулем.
Обозначим Г- Aut(G^). в силу леммы 7 имеем также Г= Aut( 
Следовательно, J (69  ) ^  О ( 6  , ^  )» Г ( 0 к) = (Г, 6 , o"ß).
Лемма 8 . Если ^ ^  70
(o :g Js  - ; s =*
Доказательство. Из заданного включения следует сущест­
вование S -гомоморфизма S —■* f S ,  определенного пра­
вилом Так как е ^(<д5 ) ,  то ^  определен 
на всем &  и отображает его на все О. • Если включение 
строгое, то имеет ненулевое ядро. Последнее невозможно, 
поскольку по лемме 7 является R -эндоморфизмом, а в 
силу О-неприводимости все ненулевые ß-эндоморфизмы мо­
дуля &  являются мономорфизмами. Лемма доказана.
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Лемма 9 . Если a, j* € 'Ь (^$) > то
.. . lO--f)s*lOif)s **fVsf-
Доказательство, Пусть сначала , т .е . при неко­
тором I“ е Г имеем Тогда
ср = 0 <*=> ]f~ 1%<>) = 0 ^  ^  Г 4 =
Наоборот, пусть (0 : J )j - 1° ; f)<, • Тогда, как в преды­
дущей лемме, получаем, что отображение / • :  & 6.) опре­
деленное правилом / ' ( ^ 4J =rf 4i есть 5 -автоморфизм. По­
скольку *  £  F jO  = ’fa при любом 4fcS ; 
значит
Лемма 10. Если (Я - неабелев 5-модуль, то из вклю­
чения (0 : {^г., > J*}js 5 I где Jj. Ь 
L = -(,i . - ■. / следует существование такого w > ^  что
525§5§?®5ьство. Если = 2, то утверждение следует из 
лемм 8 и 9.
Допустим, что лемма верна при и рассмотрим слу­
чай л/»<е. + 1. Предположим, что в этом случае утверждение не 
верно. Значит, существуют & ^ ^ s ) ,  так что
СО; {^ы * 'ч  > но при всех
Обозначим К.л = (О: , Ki ~ Тогда явно К1пкг=
=■ [0 \ {^ t. ( ) ^н.+1  ^ )s . Если бы К* *  (0 ;й, . то со­
гласно индуктивному предположению мы имели бы поэто­
му K 1 £  Аналогично (0 : ^»)s> Рассмотрим R” 
модуль
L - [ ( K 1 t ( 0 : ^ ) s ) n ( K ^ ( O ^ O s ) j 7 E K in K i t (0 :j l)s ] / (Г 7 )
который является абелевым (см. [73  лемма 2 .9 ) .  Поскольку <*,£ 
'Ь i^s)) то 6. — R S / (0 : )s , Следовательно, яв­
ляется максимальным идеалом модуля ^  в силу О-неприво- 
димости модуля & R- Поэтому K ^ ( ü : ^ 3 s - К* г [о: <jsJs =Ь. Учи­
тывая еще включение К,П {0: )S; из (17 ) получаем 
L - S / i c '•‘31)5 ~ Таким образом, & s является абе­
левым, что противоречит предположению леммы.
Теорема 4. Пусть R - по чти-кольцо, .S и <Я -
О-неприводимый R-модуль, являющийся циклическим неабе­
левым S -модулем. Тогда для любых ^-независимых
• ••, ^A/t ^  и произвольных t Q. существует
- 1?7 -
3 fc Ь , такой что $ - k>i,  ^*  4, • • • / ^ '
59,^ § 5:2®^ьство. Рассмотрим сперва случай L>z ~ - - ^ = 0. 
Здесь мы должны доказать равенство ^  ( О , • • */ ^  i )s ® Ci, 
Допустим, что это не так. В силу лемм А и С у  ( 0 ■. 
является R-идеалом в (Я а из-за О-неприводимости 
он равен нулю, откуда (О '• {^ 4 , •• •, ^  5)st (о :^ ;.П о  лемме 10 
из этого следует существование такого 1>*, что 
Это противоречит выбору элементов <%1.
Общий случай легко сводится к рассмотренному. Действи­
тельно, следуя первой части доказательства найдем элементы
• ■ •, fe S , такие что
j ki t если I = j
\ 0 , если t ^ j ■
^  rv a
Тогда ^  <>__ ■ ПРИ любом L. Следовательно,
в качествеi 'о  можйо брать Jl. ^  ■ Теорема доказана.
Следующее предложение устанавливает интересную связь 
между отношениями \  и
Предложение 8. Пусть выполнены условия теоремы Ч и 
Тогда
%  гъ22 ^  •
Доказательство. Доказательства требует лишь импликация 
, => "• Мы применим теорему 4 в случае S- R. Это можно 
сделать, так как из неабелевости модуля следует неабе- 
левость модуля & £  •
Докажем сперва импликацию ^  ^  ^  =? ^  Предположим 
от противного, что существуют ^  ^ ^  такие что
^  0' %  и в силу теоремы 4 найдется vfc R ; такой
что
e .I1/
(18)
Так как 5 Од, ^ , то по формуле ( 2) е ^
при любых л fe S. t t R. Таким образом, ввиду ср <г^ о^ _ по­
лучаем
^  С(3 - *vtj = L(4+ x/)t -vi J ;
0ТКУДа (g,*
- 128 -
или, учитывая (18)
t - l j + ^ н - } ^ .  СЮ)
где Поскольку ^  4 'б(£s)yто ^ можно счи­
тать произвольным элементом модуля пусть ^ ^  . Из
(19) тогда получаем
- ^2° )
По теореме 4 для любого А, <Я существует i t  такой
что 41^ * 0 . 4.4. ^ = ^ .  Учитывая ( 20) ,  тогда получаем -4,*-
Покажем, что тр- эквивалентен одному из эле­
ментов На самом деле, в противном случае из теоремы
4 следовало бы существование такого t ь d , что
а это противоречило бы равенству ( 20) .  
Пусть ( ~ ^ ( е с л и  вместо у, взять <^L) то 
рассуждения аналогичны). Тогда {-fr для не­
которого ,)*•<= Г и с помощью ( 20) получаем
- ft  + ^ t  - I f  у  И  ( 21)
для всех *fc€ ß.. Найдем опять по теореме 4 такой t е что 
c^t = о ,  t^'fc * о} а это противоречит равенству ( 21) . Этим 
доказано
Теперь установим, что ^  ^  • По определению ^  суще­
ствует такой <Ге Г, что (< ^ ) ,  Следовательно, 4 =
= =• SLfc*) при всех д е  $. По предположению
^  имеем для любого о е $ .  В силу
е ^(6^ теперь заключаем, что ПРИ любом Зна­
чит, $  - 4 и ^  , что и требовалось доказать.
§ 5. Важный частный случай
В’ настоящем параграфе предметами изучения будут те же R,
5 и G. , что в § 4. Мы только усилим условии В и D и 
наложим дополнительное условие £, Эти требования следую­
щие:
в' S o  Я
0‘. G» - точный строго циклический 5-модуль.
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Е. Почти-кольцо R удовлетворяет условию минимальнос­
ти для правых идеалов, содержащихся в 5 .
В этих условиях удается описать строение идеала S как 
почти-кольца.
О
Предложение 9 . Пусть R - почти-кольцо, S<*ß, 6. е , 
Г - Aut((».) G. является неабелевым S-модулем и выполне- 
1 \
ны условия 0  и Е. Тогда
1) Г 0 -полигон (к/гь конечно порожден и свободен.
2 ) нош г 0 (А/с; , &)■
Доказательство. I) Докажем, что - свободный fj-0-
полигон. По лемме 0  для этого надо показать, что из 
я , где cj,e вк\ и y-t Г, следует Ввиду 
условия 0' имеем Следовательно, любой
можно записать в виде р  - Тогда в силу {/"%)%<] получаем
3 $ 1> откуда
Покажем, что Г 0 -полигон 6</<^  конечно порожден. До­
пустим от противного, что найдутся t y l / f  . . .  t 
находящиеся в попарно различных ненулевых Г-орбитах поли­
гона 6 /(7^ ,  Ясно, что представители ^  , I обра­
зуют тогда ^независимую систему группы В силу ус­
ловия D1 все в: е ub(.Gi.s), Образуем убывающую последователь­
ность
2  "  ■ , ^~>Js а ••• . ( 22)
члены которой являются правыми идеалами почти-кольца R по 
лемме А. Согласно теореме 4 для каждого rv существует та­
кой 4 £ 5 , что р  $ - * •' *  **■<>, Следовательно, 
все включения в (22) строгие. Таким образом, получено про­
тиворечие с условием Е.
2) Сопоставим любому ae S преобразование ^  —г Я4 на 
группе (я. Тогда легко проверить, что эти преобразования 
принадлежат Homr o , 6 ) .  В силу точности 6 S по­
лучим вложение ŠS Нотг й причем оно есть гомомор­
физм почти-колец.
Покажем, что мы получили отображение на. Для этого бе­
рем базис , ■ - ■ , tj«, группы &  (относительно ^  ) ,
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По теореме 4 для каждого х €  R o m существуем 
зе S» такой что tyi-*- 1 а 4) • ■', *v» Теперь лемма I
дает, ч т о х - з .  Итак, Ь Homrö (6/ ^ , & ) .
Лемма I I . Любой ненулевой ^-эндоморфизм модуля ^  яв­
ляется автоморфизмом.
Доказательство. В силу леммы 7 и 0-неприводимости моду­
ля всякий S-эндоморфизм О модуля 6. является 
мономорфизмом И поэтому j‘-б.-з 6 . Ввиду строгой цикличности 
для любого собственного подмодуля Н-с Gi будет Н 5 - 0 ; но 
такой модуль не цикличен как Таким образом, ^  Ок - £к. о
Предложение 10. Пусть R - почти-кольцо, S < ß, <Я£
Г0 * End (.<*<,), (Я является абелевым S-модулем и вы­
полнены условия Р* и Е. Тогда
1) Ге является телом.
2) 6. является конечномерным векторным пространством 
над Го-
3) Почти-кольцо S изоморфен полному кольцу матриц над
Доказательство. I) По лемме II  имеем I” » Ги^о)( где Г =. 
=. Aut (б^а из абелевости 6  ^ следует, что 'о есть абеле­
ва группа относительно поточечного сложения эндоморфизмов 
(см.'С^.^ стр;' 127-130). Аксиомы дистрибутивности проверяют­
ся тривиально.
2) Очевидно, что &  - векторное пространство над С. По 
условию 0  модуль <л^  точен и тогда по лемме В в 
выполняются тождества коммутативности сложения и правой 
дистрибутивности. Поэтому S является кольцом.
В силу абелевости б  является S-модулем в теорети­
ко-кольцевом смысле. Покажем, что G. есть неприводимый S- 
модуль. Поскольку по условию Oj модуль является стро­
го циклическим, то для этого нужно показать, что <Ss »О, До­
кажем, что 4^ 6 , тогда желаемый результат следует из 0- 
неприводимо сти модуля 6.^. Берем »jk>iG.bi j' b (Я, vfcß, <ifc6 
Тогда »  $4 -А/а = о , откуда с •
Значит, есть подгруппа в а в силу абелевос-
ти'даже нормальный делитель. Далее, так как S о  ^получаем 
v ie  S и
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= (j+ ^ )(0 /4 )  ( * * ) *  J ^ V )  ~ 0 -
Итак, C^+ f ) ' v ~f’v f r ^ S  и откуда -0 .
Применяя вместо теоремы 4 теорему плотности для непри­
водимых модулей С C il, стр. 49), получаем также как в 
предложении 9, что пространство &  конечномерно над Г0 ,
3) Так как кольцо S  имеет точный неприводимый модуль, 
конечномерный над телом S -эндоморфизмов Г0 , то оно изо­
морфно полному кольцу матриц над телом Г0 (смЛ I]  стр.55),
Предложение I I . Идеал S имеет левую единицу и разла­
гается в прямую сумму конечного числа минимальных правых 
идеалов почти-кольца R , каждый из которых R -изомор­
фен модулю <л.
Доказательство. Если модуль (Я5 абелев, то существова­
ние левой единицы следует из предложения 10. Если модуль 
неабелев, то по предложению 9 имеем S ^  Hom(G./^ г 6 ), где 
тройка (Г <*,$) регулярна (здесь надо взять ‘J = ^  ) .  
Следовательно, S имеет левую единицу в силу предложения 
2.
Докажем второе утверждение. Пусть сначала модуль £5 не­
абелев. По предложению 9 имеем S 2,1 Нот г;о ^ , ^), где ГО- 
полигон & / J  конечно порожден и свободен. В частности,
- регулярная тройка по лемме D. В дилу предложе­
ния 2 имеем разложение Ь - «L. , где причем
jn
г "  I ~ базис группы Там же показано, что S - 
l p  f I Ь . - л -
Множества Ь’ являются правыми идеалами почти-кольца 
R по лемме А и, в частности, ß -модулями. Теперь 
из леммы 7 и - s &  следует, что Так как £
не содержит R -идеалов, отличных от 0 и GL , то тем бо­
лее 5^ не содержит правых идеалов почти-кольца отлич­
ных от 0 и S-.
Пусть теперь модуль 65 абелев. По предложению 10 поч­
ти-кольцо S' изоморфно кольцу всех линейных преобразований 
конечномерного векторного пространства. Пусть fJi > "  > -  
базис этого пространства. Тогда из теоремы плотности ( £ 1 ^
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e L ( j +f ) v  ]ь - [j*)õ Ä
стр. 49) вытекает, что S * . ^ S L>rAe Даль-
нейшее доказательство дословно повторяет доказательство слу­
чая. где 6ц неабелев.
Учитывая следующую простую лемму, сделаем из доказанного 
предложения одно следствие.
Лемма Е . Если правый идеал 5  почти-кольца Я  имеет 
левую единицу с , то
Следствие 4 . Идеал S является прямым слагаемым модуля
Kß-
Доказательство, Так как 5 имеет в силу предложения 
II  левую единицу с. то по лемме Е имеем разложение -
= £ + l O : « - V
Используя предложение 8 , можно показать, что (0 - не 
зависит от выбора левой единицы t и совпадает с [O' 
Последний является единственным дополнением к S в R R .
Слегка усовершенствуя доказательства, можно почти все 
результаты § 5 получить и тогда, когда S является только 
правым идеалом. Отличия появляются лишь в случае абелева %
Из полученных результатов можно вывести, что S являет­
ся минимальным идеалом в R . Если 6  абелев S-модуль,то 
это следует из предложения 10, а если неабелев, то из пред­
ложения 7. В следующем параграфе мы покажем, что все мини­
мальные идеалы с ненулевым квадратом артинова почти-кольца 
устроены таким образом.
§ 6. Минимальные идеалы в артиновых почти-кольцах
Впервые минимальные идеалы артиновых почти-колец были 
рассмотрены в работах [10, II] Скотта. Он доказал, что не- 
нильпотентный минимальный идеал артинова почти-кольца R 
выделяется прямым слагаемым в модуле (см. [IIJ стр.443) 
и разлагается в прямую сумму минимальных ненильпотентных 
правых идеалов почти-кольца ß (u I I ] ,  теорема 4 .6 ) .  Мы опи­
шем строение минимального идеала как почти-кольца. Из этого 
описания следуют результаты Скотта,
Лемма F (П И , предложение 1 ,2 ) . Пусть CS - подмножеот- 
во почти-кольца fl и P ö  £ Ö- Тогда правый идеал 
порожденный множеством Ь , является идеалом.
Лемма 12. Пусть S - минимальный идеал почти-кольца
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содержащий правый квазиидеал F, минимальный относительно 
свойства F S f. О, Тогда R обладает О-неприводимым моду­
лем (х, являющимся точным, строго циклическим S-модулем.
Доказательство. Покажем, что F является строго цикли­
ческим S-модулем, Для этого убедимся, что из F сле­
дует f S  — О при любом j- £ f .  Итак, пусть j-S Р F. По­
скольку (|S )R  =■ ^(,5 ß ) ь f S ( то / S  - правый ква­
зиидеал в R ) причем ^ S с  к  в силу свойства мини­
мальности F получаем (f- }$ откуда СЬ2-J - О а по 
лемме А ^  3^ = 0. Ввиду леммы F имеем 
причем ясно, что О £ (.S ^  ?  S , Так как по определению 
F будет O r  F 3  и F S  ^  S i( то S^ fiO, Следовательно, в 
силу минимальности $ получаем ( Ь » $ и j-S =■ О.
Таким образом, из j-b + F следует -tS - О, Учитывая 
еще, что F S  f  О, получаем, что F - строго цикличе­
ский S-модуль.
Поскольку F - циклический S-модуль, то он цикличен 
как ß-модуль и в силу леммы Цорна имеет максимальный (?- 
идеал И . Явно G * F / H  есть 0-неприводимый R -модуль. 
Кроме того, модуль является строго циклическим как
фактормодуль строго циклического модуля Fs -
Покажем, что точный $ -модуль. По лемме А имеем 
(Or о  R* Ввиду минимальности идеала S либо (0:6)$"
~0 , т*е, точен, либо (о: G. )ь-S. В последнем случае было 
бы & $  -О и F S s H ,  что противоречило бы цикличности Fs . 
Лемме доказана.
Теорема 5 . Простое почти-кольцо R, обладающее правым 
квазиидеалом F ; минимальным относительно свойства р
I-примитивно.
Доказательство. Применим лемму 12, взяв за S само R. 
По ней R обладает точным О-неприводимым строго цикличес­
ким модулем а. Значит, Q. е й и R 1-примитивно.
Следствие 5. Классы артиновых простых и артиновых 1-при- 
митивных почти-колец совпадают.
Доказательство. Как показано в [ 6] (следствие 2.6),ар- 
тиново I -примитивное почти-кольцо является простым. Обрат­
ное утверждение следует из теоремы 5.
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Теорема б. Пусть S - минимальный идеал почти-кольца 
S^ t-C и £ удовлетворяет условию минимальности для пра­
вых квазиидеалов, содержащихся в S- Тогда
1) S изоморфен либо полному кольцу матриц над телом, 
либо почти-кольцу Нот-0 ч^/V- ** 7; где &/£- свободный ко­
нечно порожденный г, 0-полигон;
2) S разлагается в пряную сумму минимальных правых 
идеалов почти-кольца ß ; каждый из которых является 0-не- 
приводимым R-модулем;
3) S имеет левую единицу и поэтому выделяется прямым 
слагаемым в модуле Яд*
Доказательство. Условия леммы 12 выполнены, ибо из S ^0  
и условия минимальности следует существование правого квази­
идеала минимального относительно свойства F S t = 0 . По­
этому существует S. £ ( являющийся точным, строго цик­
лическим S -модулем. Условие Е также выполнено, так как 
правые идеалы являются правыми квазиидеалами. Следовательно, 
применимо предложение 10 или предложение 9 в зависимости 
от того, является модуль (кь абелевым или нет, а также пред­
ложение II и следствие 4.
Закончим параграф двумя замечаниями. Во первых , в слу­
чае почти-колец перестает быть верной известная теорема из 
теории колец, утверждающая, что минимальный идеал с ненуле­
вым квадратом является простым кольцом. Во вторых, не вся­
кое почти-кольцо Homj-)0 где $ / ?  - конечно- 
порожденный свободный Г;0-полигон, может выступать в ка­
честве минимального идеала. Автор располагает соответствую­
щими примерами.
§ 7 . Полупримарные почти-кольца
Пусть ß - артиново почти-кольцо. Обозначим через S(ß> 
сумму всех минимальных идеалов с ненулевым квадратом почти- 
кольца ft- В L8.K следствия 1.2  и 5 .1 ) установлено, что й 
имеет наибольший нильпотентный идеал, который совпадает с 
j о (R). Построим цепочку
О - F* S  £., с г, с £ , с к  с .. . , (23)
где - Т, (С / F .1) fi/i3v - Ь (R / ). Покажем,что
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цепочка (23) доходит после конечного числа шагов до Р .
Лемыа 13« Пусть R - почти-кольцо, обладающее цепочкой 
идеалов (может быть, бесконечной)
•- , (24)
где каждый идеал L-u имеет левую единицу ы  по модулю Kl. 
Если обозначить Ml - t ^ i : 4'J^,To
П  Ml *  Л  Mv, rv = 2.,3,*-- . (25)
1 —< 1=1
Доказательство. Так как идеал Ц /К ,  почти-кольца £ /  
имеет левую единицу t «-4 , то по лемме £ имеем разло­
жение
R / К ,  = Ц / К „  +  <YU / ^  )
откуда получаем канонические изоморф!ага
М4 /К , - ( R /^ * )  /  ( Ц /  Ki) — R / Ц .  (26)
Пусть -f: R / Ц  есть изоморфизм из (2 6 ) . Тогда
if (»V/ Ц )  *  (N П M-,) / K>i (27)
при любом подмножестве N, таком что Ц  £  N £ R-
Докажем теперь лемму индукцией по rv. Пусть *г= 2 и 
предположим от противного, что М* - Mi п iv^. так как 
^ (M i /L i )  - (IVli П M-i)/Ki в силу (27 ), то из ^
следует Mt s R< Поскольку -левая единица почти-
кольца Lz / I то последнее равенство дает противо­
речие.
Пусть лемма уже доказана при п,= <--* и рассмотрим 
случай К/=(с, в почти-кольце R / Ц  имеем цепочку идеалов
О S  Кь/ Ц  о  ц / ц  с  К4 / ц  с  ... .
Применяя к этой цепочке изоморфизм получаем в K , /K i
цепочку идеалов
О К-i с  £ K.«, с  , (28)
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где K l •  • Ясно, что
здесь идеалы li  обладают левыми единицами по модулю K t - 
По след ними являются элементы ^  s * L J .  Следовательно, 
цепочка (28) является цепочкой того же вида, что (24 ) . По­
этому, согласно индуктивному предположению, применима фор­
мула (25) в случае n /s ic-ч. Получаем
/к * ^ < - 4 /к ■ сг9)
Рассмотрив произведение Ui + h ) ^  + где убе­
димся, что из формулы IV»L = -( K t : ({)% следует M (,/L,»(K;/'ly  
Отсюда применением изоморфизма f  получаем - л
~(К; ’• t[ V / k V  'l=2A - " . Так как ^ (W-./< - < )= о Mij/к,, то из 
формулы (29*) вытекает
IC-1
п  ( NL,П М ') /К , ^  П  n Ml) / к 4) откуда .Q  (м *ЛМ:]*
i'®*- к. 1-А
* Л С.М-10 Ml К т.е . Г) Ml *  Л Ми- Этим доказана вер-*V *1 i t !  \ s^|
ность формулы (25) при »v = ;e, и значит, для любого
Определение. Назовем почти-кольцо матричным, если оно 
изоморфно либо полному кольцу матриц над телом, либо же поч- 
ти-кольцу Нотj-Q (ц /^, & ) ,  где - конечнопорожденный 
свободный '^-полигон.
Заметим, что матричное кольцо над произвольным кольцом 
не является матричным почти-кольцом по нашему определению. 
Название оправдывается тем, что матричные почти-кольца за­
нимают в теории артиновых почти-колец то же место, что мат­
ричные кольца над телами в теории колец.
Теорема 7 . Если R - артиново почти-кольцо, то цепоч­
ка (22) доходит после конечного числа шагов до R. Таким 
образом, R обладает рядом идеалов
О- Rcc .. .  с *  d, где e .i /R i-1
либо нильпотентно, либо является 
матричным почти-кольцом, L-'i, (30)
Доказательство. Так как гомоморфный образ артинова поч- 
ти-кольца является артиновым и I то все
факторы FL I ?i-i нильпотентны (см. [8 ], следствия 1.2 и 
5 .1 ) .  Рассмотрим факторы F« / с : .  По определению / Вi есть
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сумма минимальных идеалов с ненулевым квадратом артинова 
почти-кольца £ / Е;,. Известно, что сумма любого семейства ми­
нимальных идеалов £1-группы является прямой суммой неко­
торого подсемейства стр. 49 ). Следовательно, в силу 
артиновости / E t - /Et , где Kj I -минимальные 
идеалы артинова почтййсольца причем ^  $ Ei .
По теореме 6 факторы Fv / 5  ^ суть матричные почти-коль­
ца и обладают левыми единицами. Теперь утверждение теоремы 
следует из леммы 13 и артиновости почти-кольца £ * Дейст­
вительно, рядом вида (28) будет ряд
О = Fa е Ff1 с ft1*. F1t <= * * е  ^  °  с с R •
Теорема доказана.
Знание существования ряда (28) позволяет получать новую 
информацию об артиновых почти-кольцах, а многие уже извест­
ные их свойства могут быть установлены исходя лишь из суще­
ствования этого ряда. Поэтому целесообразно ввести новый 
класс почти-колец.
Определение. Назовем почти-кольцо полупримарным, если 
оно обладает рядом вида (2 8 ) . Обозначим класс всех полупри- 
марных почти-колец через qi , а соответствующий ряд назовем 
«31--рядом.
Класс 'Л шире класса артиновых почти-колец, так как 
охватывает все нилыютентные почти-кольца и пересекается с 
классом колец по полупримарным кольцам. Установим некоторые 
простейшие свойства полупримарных почти-колец.
Определение. Пусть &  и U - идеалы почти-кольца 
причем U c  1/. Фактор V / U, называется минимальным.ес- 
ли между U  и V нет других идеалов почти кольца На­
зовем -я-РЯД полупримарного почти-кольца R приведенным, 
если все его матричные факторы минимальны.
Лемма 14. В каждом полупримарном почти-кольце сущест­
вует приведенный ^-ряд.
Доказательство. Пусть ß;+i / есть матричный фактор 
«у-ряда почти-кольца й- Если является матрич­
ным кольцом над телом, то / й-l сам есть минимальный
фактор.
Пусть теперь ^  где Gr/^ >- конеч-
нопорожденный свободный ^О-полигон. Тогда, по теореме 3, 
почти-кольцо Rj^i имеет единственный идеал S/Ri макси­
мальный относительно свойства S c f ? ^ .  По той же теореме 
Rc+i/S является снова матричным почти-кольцом, а S /Ri 
нильпотентно. Следовательно, каждый <&-ряд можно уплотнить 
до приведенного «21-ряда. Лемма доказана.
Предложение 13. Идеал полупримарного гочти-кольца яв­
ляется полупримарным почти-кольцом.
Доказательство. Пусть R c s i  и 0 ^ R, с с . . . с  R^-R 
есть приведенный «п-ряд. Для идеала S построим ряд
0 = $0 <5 $, £ s  . . .  c s ^
где = S П •
Очевидно, из нильпотентности Rih / Rl следует нильпо­
тентность $iH / Si. Пусть RuJRl - матричный фактор. Тогда 
он является минимальным в силу приведенности ^-ряда. Так 
как О S + Rl есть идеал, находящийся между Ri и Rc-m > 
то имеем две возможности: I)  ßj+4 П S -*• R ; « £;>>< . 2) R>., п 
nb  + Ri = Ri-
В первом случае получаем
ßi,+i /^ <- ~ ( /Rl — Si+i/föinft R'J *
а во втором
Su, / к  - Si f l / [ R i n S i t ,)=: (5 ;„ -eO/Ri - о.
Предложение доказано.
ЦЕ™бчание. На самом деле даже каждый правый идеал полу- 
‘примарного почти-кольца полупримарен.
Предложение 14. Класс полупримарных почти-колец замкнут 
относительно взятия эпиморфных образов.
Доказательство. Пусть R £ -I и O c R , c ^ t c  * -cR^-R 
есть приведенный si-ряд. Пусть $ ^  R- Построим для фак- 
тор-почти-кольца R ~ i ? / S  ряд
О - R0 я R, £ Rl ^  ‘ '' с ” R >
где Ri - (Ri + $) / $ ■
Так как $ <* R, то из 'Ч ^  £ ^1 следует 
' V , + Oi) • • - о *  + 4.v) £ £: +- S при всех ^
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Таким образом из нильпотентности 
фактора вытекает нильпотентность фактора
Пусть - матричный фактор. В силу приведен­
ности si-ряда имеем две возможности: I) +Ь) п = RCj
2)ß i+i s ßi + S. В первом случае получаем
r 'ua  I + s ; •  ( RC+1 + Ri + S )/(R ; + s ;  *
n ( « L + $))-
а во втором
О й {  » ( R ^  + S y f t  + s j- O
Предложение доказано.
Примечание при корректуре
После сдачи рукописи настоящей статьи в печать автору ста­
ло известно о работе [ižj Скотта, где доказано, что каждый 
минимальный идеал артинова почти-кольца является прямой суммой 
минимальных правых идеалов.
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MINIMAALSED.IDEAALID RINGOIDIDES 
К. Kaarli 
R e s ü m e e
Käesolevas artiklis on saadud Artini ringoidi minimaal­
sete ideaalide kirjeldus. Kasutades seda tulemust: õnnestub 
heita valgust ka Artini ringoidi ehitusele üldse. TÕÕ esi­
meses pooles uuritakse põhjalikumalt Polini poolt artiklis. 
[4  ] defineeritud ringoide Hom £ )» Artikli pohi-
tulemuseks on.
Teoreem 7. Artini ringoidis ß eksisteerib loplik
ideaalide jada
0 * R0 с й4 с .. . с Rn, * R . (*)
mille koik faktorid on järgmist tuupi ringoidid:
1 ) nilpotentsed;
2 ) täielikud maatriksite ringid üle kaldkorpuse;
3) ringoidid Homro , ^0, kus on vaba lõplikult 
moodustatud Г 0 -poiugoon.
Lähtudea jada (* ) olemasolust, tuuakse töö lopuosas 
sisse poolprimaarse ringoidi moiste. Näidatakse, et pool- 
primaarsete ringoidide klass on kinnine ideaalide ja epi- 
morfsete kujutiste suhtes.
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MINIMAL IDEALS HI NEAR-RINGS
K .Kaarli 
S u m m a r y
The object of this paper is to describe the structure of 
a minimal ideal of an artinian ( i .e .  satisfying d .c .c . for 
right R-subgroups) near-ring. Using this description we 
prove the structure theorem for artinian near-rings.
In Ц  2-3 we consider the near-rings Homr£) (<*/£, 6 ) in­
troduced by Polin in [4 ]. In ij \ 4-5 we generalize the theo­
rem of density due to Betsch Г7], The main results of the pa­
per are contained in ^  6-7.
Theorem 5. A simple near- ing R, which has a right R-sub- 
group F, minimal with respect to property PR ^ 0, is 1-pri­
mitive.
Theorem 6. Let S be a minimal ideal of a near-ring R,
satisfying d .c .c . for right R-subgroups, contained ’in S and
2
S ^ 0. Then S is isomorphic to the near-ring of following 
types
1 ) matrix ring over a division ring,
2) near-ring Hony q  (G/? , G) where &/<y is a finitely 
generated free l~ 0 -polygon.
Theorem 7 . In an artinian near-ring R there exists a se­
quence of ideals
0 * R0 с  R1 С  . . .  с  Rn = R (* )
all of whose factors are either nilpotent or isomorphic to 
the near-rings of types 1 ) and 2) from theorem 6.
Theorem 7 leads us to introduce a new class of near-rings 
We call a near-ring R semiprimary1 if  it has a sequence ( * ) .  
We show that the class of semiprimary near-rings is closed 
under ideals and epimorphic images.
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О НЕКОТОРЫХ КЛАССАХ ПОВЕРХНОСТЕЙ V3 РАНГА 2 В ^
Э.Абель
Кафедра алгебры и геометрии
В последнее время в дифференциальной геометрии »^мерных 
поверхностей .^-мерного пространства большое внимание уде­
ляется фокальной классификации поверхностей ^  ранга ^  
(тангенсиально вырожденные поверхности о < ^  ) проек­
тивного пространства Рм (см. [1,4,7)). В то время метричес­
кая теория поверхностей ранга ^  неевклидового прост­
ранства сравнительно мало развита.
Некоторые вопросу теории о-параметрических семейств ка­
мерных плоскостей в рассмотрены, например, в работе L21. 
Более подробно рассмотрены вопросы метрической теории 2-па- 
раметрических семейств прямых 4-мерного и 5-мерного неевк­
лидова пространства Сем» например C3,8,Sä).
В данной работе рассматривается 3-мерная поверхность 
ранга 2 в пространстве . Семейство прямолинейных образую­
щих такой поверхности ^  образует фокальную псевдоконгру­
энцию прямых в В статье строится метрическая теория 
поверхностей ранга 2 в SN и рассматриваются некоторые 
специальные классы таких поверхностей.
§ I . Неевклидово пространство
Рассмотрим ]\Г-мерное проективное пространство Его 
точки задаются векторами (JV+ 1)-мерного векторного прост­
ранства L . Пусть в LNil[ выбран базис о, 
Произвольная точка Н проективного пространства ß, задает­
ся линейной комбинацией базисных -^3,т .е .  вектором
Ä --AMj- ( 1. 1)
Здесь числа х  называются однородными координатами 
точки -^относительно проективного репера,определяемого ба­
зисом
Пусть в проективном пространстве 6* задана невырож­
денная гиперквадрика
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называемая абсолютом. ^
Пусть в каноническом виде квадратичной формы ^>к.х  х 
меньшее из чисел коэффициентов одного знака равно ^
В этом случае расширенное неевклидово пространство Ь\ 
индекса I  определяется как проективное пространство Р,у , 
фундаментальной группой которого является подгруппа колли- 
неаций, сохраняющих абсолют.
При помощи симметрического относительного тензора р с 
можно ввести скалярное произведение точек Л (^), &(ук) прост­
ранства % jV как следующий относительный инвариант:
(1 .3 )
где
у.)1с - (1 .4 )
Следовательно, точка &  лежит на абсолюте тогда и только 
тогда, когда (А ,А )=  О, Если (А( 6 ) =  0 , то говорят, что 
точки А и б  полярно сопряжены относительно абсолюта ( 1. 2), 
Расстоянием £ между точками А и (Ъ в пространстве 
4 /v- называется инвариант, который определяется формулой
(& , я>.) ( т
COS Р - — ----- — ■— ■ *
№  X ) *
Пусть пространство ол- отнесено к подвижному, авто полярному, 
нормированному реперу т*е. реперу, при котором
.  /О , если * .* 0  
J3ic 1 1 или -I, если f c 'J .  ( • )
В уравнениях инфинитезимального перемещения репера { Л  j}
= t-Oj J4 j. ? (1*7 )
пфаффовы формы со3 удовлетворяют уравнениям структур ( [ 10] 
стр. 143):
и условиям инвариантности метрики:
(1.9)
В случае, когда выполнены (1 .6 ) ,  из (1 .9 )  следуют:
с (1. 10)
где
<ЬЖ '  f a  ' • C i .ll )
§ 2. Тангенсиально вырожденные поверхности ^  в ^Sjy
I . В пространстве ^v-мерная поверхность VK называет­
ся тангенсиально вырожденной, если ее касательная плоскость 
зависит от V параметров, где Точнее, в этом
случае говорят о ранга ^
Такая поверхность '/^ состоит из (л'Ч-мерных плоских 
образующих, вдоль каждой из которых касательная плоскость 
не меняется. В семействе этих образующих существует раз­
вертывающихся однопараметрических подсемейств, образующих 
так называемые торсы (см. Г 1 ,4 ,7 3 ) .
В данной работе рассматривается трехмерная поверхность 
%  ранга 2. Такая обладает семейством прямолинейных об­
разующих.
Отнесем поверхность V* автополярному нормированному 
подвижному реперу, первые две точки Л<, - = 0,4) кото­
рого принадлежат прямолинейной образующей, следующие две 
точки Н *  *•' принадлежат общей касательной плос­
кости к 'А, в точках этой образующей, а остальные (-лг-з) точ- 
ки -Ир Lp, ---з\-'/*) принадлежат (Л*-4)-мерной плоскости 
полярной к касательной плоскости
Тогда в формулах инфинитезимального перемещения репера
условием инвариантности касательной плоскости вдоль
образующей L ^ t] является равенство
(2. 1)
145 -
19
co{ - О - (2 .2 )
Стационарная подгруппа, оставляющая фиксированными образую­
щую и касательную плоскость, определяется системой
-о, (2 .3 )
Если предполагать, что формы линейно независимы и 
выбрать их за базисные формы, то имеют место соотношения
Cd* = uoj* , 3 V  = ^  • ( 2.4 )
Дифференцируя соотношение (2 .2 )  и учитывая равенство ( 2 .4 ) ,  
находим
(25)
<  .  Л ' *  .
Итак, поверхность Vj ранга 2 в пространстве^ определяется 
пфаффовыми системами ( 2. 2) и (2 .4 )  и конечными соотношения­
ми ( 2 .5 ) .
_^2. Для^точки «а. на образующей, определяемой вектором *6=
= Н 0 + х М. и м е е м
яЗс- хий?Мо + {*л + ш<о )Я  г (“£ + *< *£ )&< ■  ( 2. 6)
Если для точки ^  и некоторого направления (определяемого 
некоторым отношением toö : между значениями форм ц£) 
точка, которую для этого направления определяет вектор 
принадлежит образующей L-^  J , то X  называется фокусом и 
направление - фокальным. Тогда в (2 .6 )  должны иметь место 
равенства
<"Оо" + -X uj1 -О, ( 2*7)
которые после выражения главных форм через базисные с по­
мощью уравнений (2 .4 )  примут вид
+■ г>Г,л ) со£ - о. ( 2. 8)
Последняя система имеет нетривиальное решение относительно 
io£ тогда и только тогда, когда
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I! ^ fr J" i ~ о >
откуда находим уравнение:
I * «  *’«j - 4  ^ 2  ) *  + ( 4  + * » ) * + <  -О ( 2 .9 )
для определения параметра х  фокусов.
Линейчатые подповерхности, определяемые фокальными на­
правлениями, будут развертывающейся (торсы).
Исключая из системы (2 .8 )  параметр находим уравне­
ние торсов
* °  . ( 2.Ю )
3. Как известно, взаимное расположение двух «^плоокос- 
тей в Sjv определяется («v-м) стационарными расстояниями 
^ г 'ч  ) которые осуществляются на общих перпендикуля­
рах плоскостей ([5 ] , стр. 224), Общие перпендикуляры двух 
m-плоскостей также перпендикулярны к полярным плоскостям.
Рассмотрим образующую [ A U  и бесконечно близкую ей об­
разующую С/ч;+<Лм j. О снования их общих перпендикуляров на 
образующей [ А ]  зависят от направления, определяемого отно­
шением и)0 ; и)1,, и называются горловыми точками образующей.
Если^1 -ос1^ . , Ü = и,АЯд. [A,br ..f = 2 ,3 , ,М), *3 =
» j c +  ли  , определяют точки пересечения об­
щего перпендикуляра образующих С Д ,] и соот­
ветственно с плоскостями [ д ц ] , и С ^ д Я к ^
то стационарное расстояние f связано с двойным отношением 
этих точек следующим образом (С6] , стр. 69):
со8^ » ( хч,  uv). (г.и)
Учитывая определение и свойства двойных отношений, на­
ходим
COS^V - 1 - Ли .
5 r ’ ( 2. 12)
о тку да £ точностью до бесконечно малых второго порядка, по­
лучим
■ А ^  .} ’• „А }- ( ; ( .М 3 )
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где главная часть стационарного расстояния 
Если учитывать, что
V = х1 M L f *  + ^ ),
/jfe и x {'^ ctJUA]^ A  ^ /v'L(J\ + öt)V ,  (2 .14 )
и приравнивать коэффициенты при соответствующих базисных то­
чках в левой и правой частях,находим с точностью до беско­
нечно малых второго порядка систему
Если здесь Л= 0 , то общий перпендикуляр вырождается в 
точку X , которая в этом случае является фокусом.
В дальнейшем мы предположим, что в уравнениях
(2 ,15 )  для горловых точек. Тогда из этих уравнений следует, 
что
Следовательно, квадраты главных частей стационарных рас­
стояний определяются собственными значениями матрицы И^ ^ 1, 
а горловые точки - соответствующий собственными векторами.
Итак, для определения главных частей стационарных рас­
стояний из уравнений (2 .16 )  находим уравнение
где инвариантные формы и Ф* (см. также 12]) имеют вид:
С другой стороны на основании (2 .1 3 ) ,  по формулам Вие- 
та5 имеем:
XJdf » О ,
I d.
A  LL  -  ЗЛ u j j  !
^  У- -И. CjO
(2 .15 )
зЫ (uJj - S{ Л/я) - о. (2 .16 )
> .у  -0 j (2 .Г7)
(2 .18 )
.1
( ^  ,  ( а - а ?а.) .
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( 2 .1 9 )
где
Из уравнений (2 .10 )  и (2 .18 ) вытекает, что уравнение Фг= С 
определяет торсы.
Если для определения горловой точки X  ввести неодно­
родные координаты
V i  <2.20)
и исключить из системы (2 .16 ) произведение , то нахо­
дим уравнение для определения параметра у горловых точек:
Принимая во внимание соотношения (1*10) и ( 2 .4 ) ,  полу­
чим:
Ал5 <о,?з * ш‘ ~ °‘ <2-22)
^Цл, - £ (Лол. Х ^
• /  т/ -Ч /  т / (2 .23 )
О*. 0(1 ^  -
Пусть ^  и ^ 2. являются решениями уравнения ( 2 .2 2 ) .Тог­
да по формулам Виета из уравнения (2 .22 ) получим:
УЧ*-“ ~ % о к  * ( 2 * 24)
Следовательно, горловые^точки к-л и к~г.у определяемые соот­
ветственно векторами ^  = ме + %i^i  и V l 5 ^  , 
полярно сопряжены, так как в силу (2*24) имеет место
= 0 .
При изменении направления, определяемого отношением ^  - 
- j горловые точки ^  и fcj. образуют на образующей 
C-Wj некоторые множества. Точки этих множеств называются 
(см. [б]) горловыми точками, соответственно, первой и вто­
рой серии.
4. Горловые точки Р, соответствующие стационарным зна­
чениям параметра называются граничными (см. также 0 , 8] ) .
Чтобы найти параметры граничных точек, введем обобщен­
ный параметр
£ ‘ (2 .25 )
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Здесь при bo'i-'f стационарным значениям параметра z. со­
ответствуют стационарные значения параметра Так будет 
и при если исключить из рассмотрения случай,ког­
да граничные точки обеих серий горловых точек совпадают и 
лежат на абсолюте = tz, 4<,£ж
На оснований (2 ,2 5 )  приводим уравнение (2 ,22 ) к виду
4 ^ 0 ^ *  + -О. ( 2. 26)
Теперь для нахождения стационарных значений параметра г про­
дифференцируем равенство (2 .26 ) по ,и имеем
-о, (2 ,27 )
Исключая базисные формы из системы (2 .2 7 ) ,  получим уравне­
ние для определения стационарных значений параметра z. в 
виде
det К4^ji! 2.г + (А33 + +det II l^lhc. (2 .28 )
Четыре значения параметра ^ для граничных точек най­
дем из системы, которая составлена из уравнений (2 .28 ) и 
(2 .2 5 ) .
Линейчатые под поверхности поверхности ’/3 ; ддя которых 
граничные точки являются горловыми, называются главными. 
Исключим параметр г. из системы (2 .27 ) и находим уравнение 
главных подповерхностей
(А**  ^ - Äjbi •= о. ( 2.29)
5, Точки С, и Ct, равноудаленные от фокусов, называ­
ются центрами образующей LM J
Пусть фокусы £{ и определены векторами 7К 
и ^  = М0 г К , , где параметры x f и являются
решениями уравнения ( 2 .9 ) .  Тогда значения параметра с цент­
ра б - jhI с, JUj определяются формулой
(2 .30 )
я, +■ V  ^
>нтры к О., определенные векторами 3 f = •Ak ^ ^  и
• • 1-0 -
1 полярно сопряжены относительно абсолюта, 
так как &£*-)= 0 . .
Если существуют поверхности V3 в 5 ^ , для которых од­
новременно выполнены условия
4 * 4 = ° ,  (2>31)
А з * «  + Ъсм = 0 /
то для этих Vj уравнение (2 .9 )  для определения параметра 
фокусов х  будет в виде
хг = - ъ 01. (2 .3 2 )
Точки Т , неоднородные координаты которых удов­
летворяют условию (2 .3 2 ) ,  лежат на абсолюте, так как (>, FJ-C 
Следовательно, для таких точек расстояние от любой точки С  
образующей не определено и поэтому центры неопределе-
ны.
В дальнейшем рассмотрим только те поверхности , для 
которых центры определены, т .е . уравнения в системе (2 .31 )  
не выполнены одновременно.
6. Величина р( определяемая уравнением
t a n p , ^ i i  (2 .3 3 )
Г Af,
называется параметром распределения линейчатой подповерхнос­
ти поверхности ^
Из соотношений (2 .19 )  находим, что
tan1 • (2 .3 4 )
' %  - Ч Фа.
Линейчатые подповерхности, на которых имеет ста­
ционарное значение, называются распределительными.
Пусть стационарными значениями параметра распределения 
будут tanp, и tan pi. ■ Тогда величины
fc. -ban Pi tan jh. ,
, , , n (2 .35 )
~tonpf*tanP^
называются соответственно полным и средним параметрами
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§ 3. Центральный репер поверхности
Для некоторых специальных классов поверхностей це­
лесообразно построить частично канонический репер,аналогич­
ный так называемому центральному реперу, построенному в ра­
боте [91 .
Поместим точки и репера в центры и С*. об­
разующей Тогда параметры центров должны иметь значения 
и с« =оо. Следовательно, в формуле (2 ,30 ) имеет место 
условие которое на основе уравнения (2 .9 )  имеет вид
(3 .1 )
Теперь легко показать, что граничные точки Р, и 
принадлежащие одной серии горловых точек, равноудалены от 
центров образующей. Действительно, на оснований (2 .2 3 ) ,  мо­
жем в уравнении (2 .2 8 )  (уравнение для определения стацио­
нарных значений параметра г ) коэффициент при параметре г. 
в первой степени представить в виде
(Л1и + л % )Г 1^ ^ ( л 11х;>-лга >4<,)] , (3 .2 )
Если точки репера Д> и /7, помещены в центры, то имеет 
место ( 3 .1 ) .  Следовательно и коэффициент (3 .2 )  равен нулю. 
Если теперь найти расстояния граничных точек R и от
центров, то имеет место равенство -cos^CR^ &i).
Дальше выберем положение точек H L и репера так, 
чтобы
-о, (3 .3 )
т .е , поверхность отнесено к распределительным подпо- 
верхностям, которые будут определяться уравнениями
<-сл" -О ‘ O' (3 .4 )
Условия (3 .1 )  и (3 .3 )  равносильны условиям
13 * ^
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Au ~ - ^ ic; ( 3 . 5)
Как иы показали в пункте 5 параграфа 2, условие (3 .5 )  вле­
чет за собой условие
t 0^1 ^ (3 ,6 )
Условия (3 .5 )  при (3 .6 )  приводят к частичной канониза­
ции репера только тогда,когда
А1«, ^ 2.3 f  (3 .7 )
Действительно, для определения форм *4  и ^  через базис­
ные следует продолжить систему (2 .4 )  и в полученной 
системе
+ Чн ] + C\s+ Ч а *« ) (°t+^it|ju,?/ 
с1л4з= " Ч з ^ 1'лп ) ^  + ,
С^. Л12_ * "  + -^ <3 ^ 0  + (\ з  “ "* -^U/k'^f,
- t 1>13 ) * *13 -Ni4 *1*13 f ^
tl A ^  r- '  (aL  Льз AJU ) U)‘ + 2 Ay u£ - ujP t- /) cof;
d. - - (Ay Xjs * < 3 Л|3] ц; + (Ajj - 4 i лм ) 4  " yAt j ^ "  Л2^ ° “ /
- ( <  * A ^ ^ j )u )j- 2tu A ^ >  - Л * ,^  * Л ) / ,
сделать подстановку из ( 3 .5 ) .  В итоге получим:
~ til t^b *■ + 0 <Э г *03 A L) 4  + *<i/3 Ц, -Ü
-1лп + ч > Л11^1
Отсюда видно, что формы u)J и можно выразить через 
базисные только при условии (3 .6 )  (которое ддя изучаемых по­
верхностей \'ь выполнено автоматически) и при условии (3 .7 ).
В выбранном репере уравнение (2 .26 ) для определения об­
общенного параметра £ запишется в виде
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'•Oi 3 + u'o bj* ^ ^ 4^)
Если Л <ъ * I l} ^ l *■ о, то в общем случае горловой точкой 
любой линейчатой под поверхности будет точка М ^ т . е .  пара­
метр горловой точки не зависит от направления.
Определение I . Поверхность в 'b/V называется изот­
ропной (в случае N  = 4 см. С9])3 если горловые точки на 
каждой образующей поверхности ^  не зависят от направле­
ния смещения.
Следовательно, условием (3 .7 )  исключаются из рассмот­
рения некоторые подклассы изотропных поверхностей в % .у 
Условиями (3.5-7) частично канонизированный репер будем 
в дальнейшем называть центральным репером.
В центральном репере поверхность V\ определяется сле­
дующей системой пфаффовых уравнений
'.а / - u)J - о  (
2. 3Со j ~ А  ^  ^  .
uj>  ^ •- Х ц  ю:с ; (3 . 1 0 )
- X * А £ Х ,
\3 ЛР - лР
* Ai3n it ,
Продолжение системы (3 .10 )^учитывая (З .б) и ( 3 .7 ) ,  при­
водит к системе:
, 4 .О
'“о * ,
/ •*
2. " ^Ifb^o , (3 . II)
d-hur (2 Л2. / а ' ■ ОЪ ,
^ л1з= -/ly *■ К ) ' Ч з < ; ^  */C ^ 13AC)/Jj ^
где
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^<3  ^‘t'Ct)Äab ~ (A <3 t i i3 Л<г )y\ty ^
+ t0J  * !*  П ^ з  + Ч 3ЛП ) * k  ,
/VL.3 ‘-/C  > C3 .I2)
-^ 13^  iii /Ц з^Чл г '^2-zL(}\/2. * «  ±<ио\) A 0 j -
- 3+ 4 i Xu) ЛУ  + 2. A « \ i  * о * ^ 0 .
Продолжение первого уравнения системы ( 3 . II )  приводит к урав­
нениям:
• 1 .4 ß 
ct'A O i . ' - A a ^ o ,
v-V 4 (ЗЛ З)v А оъ - A 0
( J
где
V - Д Л , 9 - ^<3
< ^ А ^ ' Х з - Л к А ^ ) ] ^ ,
Л о а = А ^  j
£,
§ 4. Рибокуровы поверхности V3 в 5/v
I. Для дальнейшего введем следующие понятия.
Определение 2. Назовем поверхность 'l/*, в рибокуро- 
вой первого (второго) типа, если ее торсы секут первую 
(вторую) среднюю поверхность по сопряженной системе.
Определение 3 . Назовем поверхность V3 в вполне рибо- 
куровой , если ее торсы секут одновременно оба средние по­
верхности по сопряженным системам.
На основании соотношений (2 .IO ) и ( 3 .5 ) ,  торсы поверх­
ности '-(j в центральном репере определяются уравнением
Л ,, {^1 f  - [<4 )L - о. (4.1)
1 г
Если А ,г= ü или = 0 , то из (2 .9 )  вытекает, что фо­
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кусы ^  и »-j. совпадают с центральной точкой М ^ а  торсы 
сдваиваются и совпадают с распределительной поверхностью.
Определение 4. Поверхность V3 в H N) фокусы которой 
совпадают с центральной точкой, называется параболической 
поверхностью.
В этой работе мы рассмотрим только непараболические ри- 
бокуровы поверхности,т.е. предположим, что в центральном ре­
пере
можем написать дифференциалы центральных точек и в 
виде:
зависимы и определяют проективные реперы первого порядка со­
ответственно для первой и второй средней поверхности.
Введем обозначения:
и обозначения Сне суммировать по ?* и 6 и f  &  ) :
(4 .2 )
2. Если ввести обозначения
(4 .3 )
(4 .4 )
f "2 X г ^  X
Системы точек {Я*,) JupJ и \ ,  'т* ] линейно не-
(4 .5 )
f
Тогда дифференциалы точек ^  и выражаются в виде:
ЛЕ* , ^ Ц ' 7 ^
K - Z - A  * & Л  * й^ -
Вторыми квадратичными формами для первой средней поверх­
ности являются формы
4* - Q l  V *
ч Т  0 ’ (4 ,0 )
а для второй средней поверхности формы
¥ ° » й £ ц ?( (4 .9 )
^Г- Й р  <*’?•
Пользуясь соотношениями (3.10-14) и (4.5- 6), можем вы­
разить квадратичные формы (4.8-9) через базисные формы
f ' = ^  “ 'о ^с'\
•f? . ( (4 .10 )
^  ^о*
lp-' Л  ‘- А ^ ц ^
где
^ ' 4 2-<-.,vaV.4*4) ,
j  ^ I- *. ^
Ь  > ~ Ас Э ) " у V i ^ o  > Л^  ' t--, *Л > I
* ( 4 . I I )
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t (А \Ъ ) ^0  ^   ^^  ^ i 2. + ^ Oi )],
^Э3 = Wl L'^0/>) 1 (А ^  () *о£ \ з  ~ ^  (^tt ) \ <-^ P3f 
+ ( ^13 Г  Acs
3, Из уравнения торсов (4 .1 )  вытекает, что направления 
по которым торсы секут средние поверхности, определяются 
отношениями:
u i : J 0 *± \ j%  ; . (4 .12 )
Условия сопряженности направлений (4 .12 )  на первой сред­
ней поверхности сводятся к
* 0 ; (4 .13 )
а на второй средней поверхности к
*°> C ^ .W )
так как в силу конечных соотношений в (3 .1 0 )  условия сопря­
женности с коэффициентами форм аР и сводятся к тож­
дествам.
После подстановок из ( 4 . I I ) ,  получим эти условия соот­
ветственно в виде
Л;}('Чли. * ^0) Л^2.) ' i^oi >t Нз  ^ 02. = О) (4 .15 )
•Vf} L * 02.i *" ^OL ' V 3 Лог *i£2 j +
* '* 1*üi * 133^  =(J С^.16)
Поверхность является вполне рибокуровой, если одно­
временно выполнены условия (4 .15 ) и (4 .1 6 ) ,  т .е . если
(X ,Jx ü}^ y ( \ b ^  4 г  V  4.17)
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и выполнено условие (4 .1 5 ) .
Условия (4 .1 5 ) , (4 .16 ) и (4 .17 ) вместе с (4 .15 ) не толь­
ко необходимые, но и достаточные условия для соответствен­
ных классов рибокуровых поверхностей в Следовательно,, 
справедливы следующие теореш:
Теорема I . Для того, чтобы непараболическая поверхность 
V*, в была рибокуровой поверхностью первого типа, не­
обходимо и достаточно, чтобы имело место условие (4 .1 5 ) .
Теорема 2. Для того, чтобы непараболическая поверхность 
Ь  в С^ л/ была рибокуровой поверхностью второго типа, не­
обходимо и достаточно, чтобы имело место условие (4 ,1 6 ) .
Теорема 3 . Для того, чтобы непараболическая поверхность
в была вполне рибокуровой поверхностью, необходимо
и достаточно, чтобы имели место условия (4 .1 5 )  и (4 .1 7 ) .
§ 5. Некоторые специальные классы 
поверхностей в °ЬЫ
I . Перенесем на случай неевклидова пространства следую­
щее понятие, известное в случае евклидова пространства.
Определение 5 . Поверхность ','ь называется поверхностью 
класса С в , если ее полный и средний параметры распре­
деления оба постоянны ( к.-с. - c-c-vjt и А, - k. ) .
В центральном репере параметр распределения р опре­
деляется формулой
_ £ 5 Л )
Так как параметр распределения р имеет стационарное значе­
ние на распределительных подповерхностях, которые определе­
ны уравнениями (3 .4 ) ,  то в центральном репере имеем:
tan р* — ~ j ц,; %2.л
1 ______ 5; (5 .2 )
tfinp  ^ - Уи;Лч  л\г
По определению (2 .3 5 ) ,  полным и средним параметрами 
распределения поверхности 'Л, в центральном репере будут
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соответственно величины
(5.3)
Отсюда следует
Теорема 4. Для того, чтобы поверхность в 5^ была 
поверхностью класса с., необходимо и достаточно, чтобы вели-
2. Л
чины и Л и были постоянными.
2. Введем следующее известное понятие.
Определение 6 . Поверхность в ^5;V называется нор­
мальной, если она допускает однопараметрическое семейство 
нормальных поверхностей.
Теорема 5. Поверхность в является нормальной, 
если выполнено условие
Доказательство проведем в общем автополярном нормиро­
ванном репере.
Пусть поверхность (Я )  ^образуемая точкой
будет ортогональна к образующим поверхности \\. Пользуясь 
выражениями (1 .7 )  и (2.3- 5), продифференцируем равенство
(5 .4 ) и находим ^
Чтобы поверхность fJ4) была бы ортогональна к оОразую- 
щеи Смi,l,необходимо и достаточно, чтобы неизвестная функция 
удовлетворяла уравнению
Ка основе равенств ( 1. 8) ,  ( 1.10 —11) и ( 2 .4 ) ,  находим усло-
' %I = М0 - X Я1; (5 .4 )
или
cL.xj * 0 * ^  ^ (5 .5 )
Условие (5 .5 )  вполне интегрируемое, если
iLu/1 О ,
1 ьО
вие нормальности поверхности Уъ в автополярном нормирован­
ном репере в виде
£чгЛ^<э-Ц^и) * о; (5 .6 )
что и требовалось доказать ^
3. По определению I параграфа 3, поверхность Vj в 
называется изотропной, если горловые точки на образующей не 
зависят от направления смещения.
Рассмотрим сперва условия изотропности поверхности 
в общем автополярном нормированном репере.
Обобщенный параметр £ в уравнений (2 .26 ) не зависит 
от смещения на образующей, если
- fcžä. • (5 7") 
&2Z ^i-ъ ^3}
Следовательно, в рассматриваемом случае условия изот­
ропности поверхности V3 имеют вид
Jtü =• )
Учитывая здесь обозначения (2 .2 3 ) , получим условия изо­
тропности Vb в произвольном автополярном нормированном ре­
пере в виде:
(■^43 r +-
+ (АЧ.5^<гЛ<Э ^
, 1  1 - , t г (5 .8 )
)Lt03 J  +
l2- * ^12 ^ I^) 3 О
I
Если для поверхности в /^v где ž-ct 3 Чгз, выполнены 
условия (3.5- 7), то условия изотропности (5 .8 )  сводятся к 
условиям . 5
Ъо\ - ■ A fi )
( 4 f n  . (5 .9 )
lc
Определение 7 . В пространстве bN  ^ где W , = W.3 , под­
классы изотропных поверхностей V«, , определенные условиями 
(3.5-7) и (5.9)^ назовем особо-изотропными.
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4. Покажем теперь в $>N некоторые связи между классами 
поверхностей ^  9 приведенных выше.
Из условий нормальности ( 5 .6 ) ,  условий (5 ,9 )  и из тео­
ремы 4 следует
Теорема 6. В пространстве S ^ , где особо-изо­
тропные поверхности Vj
1) принадлежат классу нормальных поверхностей,
2) принадлежат классу поверхностей класса С.
Введем еще одно понятие.
Определение 8 . Подклассы поверхностей ^  в которые 
одновременно являются нормальными и классом С/ , назовем 
поверхностями класса G О Л',
Покажем теперь, как связаны поверхности класса С и ри- 
бокуровы поверхности в .
Теорема 7 , Если непараболическая поверхность класса С 
в принадлежит классу рибокуровых поверхностей первого 
типа (второго типа), то она является и вполне рибокуровой 
поверхностью.
Soj&sat&UifiXSft. Действительно, в случае поверхности клас­
са С- имеем * Ь I, Поэтому = о. 
Следовательно, в системе (3 * I I —12.) имеют место соотношения
^  - 0 /
i-Uvt0O x 10J -о,  ^
(tu, +• ) х1^  + U  +• ^  и) = О , 
или в силу (3 .6 ) и (3 .7 )  имеем
^ I.V-, ~ *  ° )
^  Ч \ 3 . ( 5 . II)
^  - - (t
На основании соотношений ( 5 . I I ) ,  условие (4 ,17 ) выполнено, 
а условия (4 .15 )  и (4 .16 ) оба приводятся к виду
i
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t - ^ a ‘033 - (i + [tu. + l0i Г  (* -кз “ )*1г = О, ( 5. 12)
чем и доказывается теорема 7 .
Справедлива и следующая
Теорема 8 . В пространстве SN; непараболиче­
ские поверхности класса C/1N вполне рибокуровы по- 
верхностиг если «■ Чз
Доказательство. Действительно, на основании условия 
(.5.6) и теоремы 4, условием нормальности поверхностей V3 
класса С в пространстве ; является условие
t - 4 i ^  * C5. I 3)
Отсюда следует, что в пространстве условие (5 .1 2 )  
для поверхностей V3 класса C O N  имеет вид
и Л ^А у .- Лоэ.О = О ,  (5 .14 )
что и требовалось доказать.
I
§ 6. Рибокуровы поверхности в
I
I. В четырехмерном неевклидовом пространстве цент­
ральный репер является каноническим репером. В результатах 
предыдущих параграфов надо считать, что р. ^ = 4 и, 
следовательно, - ю* =о,
Исследование системы (3 .IO )  показывает, что поверхность
jj
^  ранга 2 в пространстве S4 определяется с произволом 
двух функций двух аргументов.
Условия (.4.15-17), которые определяют рибокуровы по­
верхности, не зависят от размерности пространства. В этом 
параграфе покажем, что рибокуровы поверхности существуют в 
и определяем их произвол существования.
Теорема 9 . Непараболические рибокуровы поверхности пер­
вого типа Vi, существуют в с произволом одной функций 
двух аргументов.
Доказательство. Для общей поверхности V,, ранга 2 в 
продолженная система систем ( 3 . 10-12) имеет вид
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d-^OL ~ 'K° 2-/^  )
lk  Qb * AoijCJo
'  ^ 2ip, I
V Л 3^ * ^223 °^ 0 f ^ 13j ^  ;
^ 4 5 3 -  ( ^ 0 3 3  ~^2Л 3а.зз)ц)о x ^ 3 3 3  4  ,
* * V -  С ^ Ч ^ 1о и Н д д ^ ; ( е л )
v ^  lAL r 2A« ^ +^ 3 xV ^ o u K +
^ { 2< А г г  < ъ^ < о М  t 
” ^112 3 •^2-3'X,il3 + ^ l3^'|l Aoi3Ju)o +
f £ U J  A Cl., 7 *^3 ^ i33 * ^  ”^ 2-2-2- ^ 5  ^ 22 3 f
+ 4  ' 0^33 4 ^  огз f h ^ azz J 100 ,
где новыми величинами являются ^оъъ.^л*. ( л3133 ; Л133^
A5tiii. и ^ i2_ix / а £д (-4= I» . . . »  8)
выражаются только через коэффициенты систем ( 3 .10-12) .
Рибокуровы поверхности первого типа определяются пфаф­
фовыми системами ( 3 .10-12) и ( 6 . 1) ,  при р = ^  = 4, и усло­
вием (4 ,1 5 ) .
Представим условие (4 .15 ) в виде
•\>i3 * (A i*.) [ Л щ -^ou. ^ 3 ^ 0 3  V i i  ’  ^i^'n.^-OL ^ i } ] • ( 6 . 2 )
Тогда для рибокуровой поверхности первого типа система ко- 
вариантов системы ( 6 . 1) имеет вид
с  A  oil ^  ^ ^  0 - о  ,
7 х[кь А «£ + л^ з (a\J ^ X o^ A ujJ =0у
Х Я м ) Л ^ с - 4 7 A2J.3А " О ,
V  A3u s AuJp + 7  x \ 3yiW c -О ,
L ^ U u T ^ i * ^ - k v ^ i i j J A c o J r  v x 'j j  A ^  *0
V Л3игг A *>0 + 7 ^oa.3 * b d  ^\ zz) h ^ l  - О  .
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Здесь имеется 8 уравнений, содержащих 9 вторичных форм. Ис­
следование системы (6 .3 )  показывает, что характеры системы 
следующие: \ - 8 , i = I и (-Я - ^  + 10, а в продолжен­
ной системе число новых величин N  = 10. Следовательно, по 
признаку Картана система (6 .3 )  в инволюции и теорема 9 до­
казана.
2. Рибокуровы поверхности второго типа определяются 
пфаффовыми системами ( 3 .10-12) и ( 6 . 1) ,  при р = ^ =  4, и ус­
ловием (4 .1 6 ) . В системе ковариантов системы (6 .1 )  при ус­
ловии (4 .1 6 )  имеется, как и в предыдущем случае, 8 уравне­
ний^ содержащих 9 вторичных форм. Исследование этой системы 
показывает, что характеры ^ = 8 , I и 0.= 10, и что 
в продолженной системе число новых величин 10. Следо­
вательно имеет место
Теорема 10. Непараболические рибокуровы поверхности вто­
рого типа \/3 существуют в *S4 с произволом одной функ­
ций двух аргументов. ^
3. Вполне рибокуровая поверхность V3 в определяется 
пфаффовыми системами (3.10- 13), где выполнены условия (4 .17 ) 
и (4 .15 ) при р = 4.
Систему ( 3 . I I ) ,  учитывая условие (4 .1 7 ) ,  можем предста­
вить в виде
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4 J ß>
c00 - Л ар и)0 )
з З А
^  4  ,
A 0i^ V  ^03 ijJv +
+ L CU + ^<5^01^13 *" -^03 ^ i*'^ (6 .4 )
. i 3 L t К i 3 ' 3
с^Л,, - '^0 *  > Л01 *- j u5c (
= (A ^  f ^ А 2г * £ц>-ог.)^ о * (A'UJ'rtjXi3+iijAjj),<J^
A fj - (^ L-J + *5*U + ^ O i ) W>e + ( ^  ^ ^  ^  ^ (гг + Ц ^05 +
ч^ с Л\э r ^ > * г
где величины lA ( А = I , . . . , 13) выражаются через 
енты из системы (3 .1 0 ) .
Система ковариантов системы (6 .4 )  имеет вид
с1лоаА ^  -*• ^> озА ^с  «о , 
d х^/\ <*£ * ?  л\3 Atoj = О у
( ^  V  А ^  *• %  S7 ) A uJq +  ( V  A,,Li <- ^с{ Х.02 *■ £5<7Л05
4 + М * ц + h ^ u ) Al° l 90, ( 6 . 5)
V Л '-^О "*" 1^ 1 + ^ а-Л?^ )л * 0 /
(vr/V!ti ■* ьч^ог.)л + M i t 3+V 3L'T Ц 7Л«)АЧ ’ су
(у "t tg-^  А12 * 'tfc^ ^OL ) ^ *А> +’
- (+-z V ^  V Л352л_+ V А*о3 \ j 1-
ч (--14 А  ^/\ ui^  •= Q ^
где величины ^  ( А = 1 , . . . , 7 )  выражаются только через ко­
эффициенты из систем (3 .10 ) и ( 6 .4 ) .  В системе (6 .5 )  имеет­
ся 6 уравнений, содержащих 7 вторичных форм. Характеры сис­
темы равны ^ = 6 , 3; = I , и 0. = 8 .
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Разрешая уравнения (6 .5 )  по лемме Картана и учитывая 
условие (4 .1 5 ) , находим:
; 4 л1 u'ßс{/Лог ~ ЛоцЪ С I
~ и)о + гс^ 2-) /^
Я \  ) - \ у  ,
*izi_ =L l M r V W 0i2 '^OZ}~ hhzz~ k  \з}* £j'6)
-t Ä's \o j  t it Xlzi) oü* ^
~^з\г/} ~^ н ^oiß) u>f ,
7 A*H3 ~ (A Ziü H  wo +
[^■/^IZ.J.Z^y^^lftov.i'^CZ} +<^5А*т  + ^  b^iij +
+ <^.? Л'51ьз -f 4,1» Л* j us] t
где л1. ^>?г^  и здесь имеется 7 новых величин. Следова­
тельно Q. > Л' и систему ( 6 . 6) надо продолжить.
Система ковариантов системы ( 6.6) имеет вид:
*" ^ и'°
Г7 х' А U_>Q + Д-.v* У-оц/^ о 3
v *Л,огз ° *
«7 л’ ;, A ui0 j- ^  Лц-», A w-’o ~ Оt
- 7  л\г3А ^  >о,
LiA< ci1 - V Xö« - 4  " S V>li3 * ^ * 6 . 7 )
t ^  “^ CIZ. + ^ ^ щ ) Л  Uli = Ü (
(vA ^_-  ^3 V ifvAou ) А ш Г ^ 7>L.j '
-t4v 4 5) ^ c  -0 ,
1vAUi-i ^  'tЭ7 7ЛОгз)^<  ^  f V ^ j  ♦<M i )^ >ou *
+ V Аод v ctj 7 -X;r? +■ Д.^  <7 J f  j Auic = 0  #
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Здесь имеется 7 уравнений,содержащих 7 вторичных форм. 
Характеры системы следующие: 4i == 7, ^  = 0 и Q  = 7 . В 
продолженной системе новых величин I/ - 7 . Следовательно, 
справедливо
Теорема I I . Непараболические вполне рибокуровы поверх­
ности существуют в LS  ^ с произволом семи функций од­
ного аргумента.
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PINDADE l y  MILLE ASTAK ON 2,
MÕNINGATEST KLASSIDEST RUUMIS ^
E.Abel
R e s ü m e e
Artiklis uuritakse pindu V^, mille astak on 2, mitteeuk- 
leidilises N-moStmelises ruumis ja luuakse selliste
pindade meetriline teooria.
Järgnevalt vaadeldakse lähemalt mõningaid uuritavate 
pindade eriklasse.
SOME CLASSES OP THE SURFACES V,
I 3 
’.71TH RANK 2 IN SPACE SN
E.Abel
S u m m a r y
In this paper the surfaces V_ with rank 2 in noneucli- 
dean space bN ore investigated and the metrical theory of 
such surfaces is created. Some special classes of the surfa­
ces especially the following classes are considered:
1) the surfaces V^, the torses of which intersect with 
the middlesurfaces along the conjugate system(the Ribaucour's 
surfaces V J ;
2) the surfaces V^, the full and average distribution 
parameters of which are constant (the surfaces of the 
class С).
22
ОТНОШЕНИЯ ВКЛЮЧЕНИЯ МЕЖДУ ЯДРАМИ КНОППА 
И ЯДРАМИ j -СХОДИМОСТИ 
С.Рудаков
Уральский государственный университет 
Введение
Кнопп определил ядро М х )  комплексной последователь­
ности ( х к.) как замкнутую выпуклую оболочку ее пре­
дельных точек (см. [ 2J, гл. 6) .
Л.Лооне в [3J определила ядро К W  элемента х  то­
пологического векторного пространства. Ядро К Iх ) элемен­
та х  топологического векторного пространства ^ над R 
(или С ) есть множество в R (или С ) ,  определяемое не­
которым фильтром и в  пространстве топологически 
сопряженном к F* При некоторых ограничениях ядро К(х) 
элемента х  t F определяется только одним множеством про­
странства F ',  Например, в пространстве т- всех ограни­
ченных последовательностей х  = с обычной нормой !|.хц=. 
= вир {|х-_|У ядро Кноппа К-(х) состоит из значений в точ­
ке х  всех таких функционалов, норма которых равна едини­
це и сужение которых на пространстве всех сходящихся после­
довательностей х - { х с\ совпадает с lim.x^
В настоящей работе будет использовано следующее утвер­
ждение, доказанное Л.Лооне ( L4J, предложение 10) :
Пусть L и IV) - слабо бикомпактные подмножества, оп­
ределяющие ядра в пространстве ( причем j- ? о для каж­
дого { из L U M .  Пусть А -=• - матричное преобразо­
вание на т,. Для того, чтобы имело место l (Ах) с  М (х J 
для всех х е  in-, необходимо и достаточно выполнение сле­
дующих условий:
1. b n a ;J ) )  = 0 ;
2.
где А1 = ( Re^ )  и А1 - линейный оператор из m  в ^  
сопряженный к А4 •
В § I приводятся обозначения, известные факты и опреде­
ления.
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В § 2 вводится понятие ядра 4-сходимости, обще свой­
ства которого изучены Л.Лооне. Здесь же даются необходимые 
и достаточные условия на матрицу А, при выполнении кото­
рых ядро К(Аэ«.)о (а .^ ) с К (х)1 где (с*-,*') "  произвольный 
интервал, включенный в ядро Кноппа К(х).
В §■ 3 указываются необходимые и достаточные условия на 
матрицу А, при выполнении которых jv)s (xj и
М ь (Ал) с  К (а), где Мь(д) - ядро d-сходимости.
§ I .  Определения и обозначения.
Пусть N - множество всех натуральных чисел; t - про­
странство ограниченных вещественных последовательностей гх.* 
-I3-*.'!! с нормой ljjx.ii■« supi ; t - пространство веще­
ственных непрерывных линейных функционалов на £ с нормой
II = sup{c.x(^>( .-ll-xlicl, где f fe £ * хеЕ и ос. f> - били­
нейная форда, которая порождает отношение двойственности 
между пространствами Е и £ •
Определения. Движением называется взаимно-однозначное 
отображение о : N —^ N без циклов, то есть для любых tN 
rv ^  где означает fc-кратную суперпозицию отоб­
ражения л : ■» 6 j> ■ ■ -[Д H1J. Для общности положим 4°(ъ)с п. 
Отображение S; N —Т£ называется согласованным с движением
з, если S j = Отображение согласованное с дви­
жением, очевидно, линейно и непрерывно.
Через К обозначим множество функционалов удов­
летворяющих следующим свойствам:
<. W  , 'f > -о для всех к-fcN, ( I )
< , i > » 1 , ( 2)
Ч f 'Н =1 , (3)
причем с- = { i , 1, -, л, ■ • {о, O'.. uoi I о... у где I стоит на 
fc-ом месте.
Через Mb обозначим множество функционалов ffcK , ин­
вариантных относительно движения л , то есть удовлетворяю­
щих условиям ( I ) ,  ( 2) ,  (3 ) и условию
< л - Sx , 'f > = О, (_4)
где S : Е —г Е - отображение согласованное с движением з .
Приведем некоторые известные факты, которые нам понадо-
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бятся в дальнейшем:
К и - непустые, выпуклые, слабо бикомпактные 
подмножества из Е ' С[3], § 3; 5 ).
Множество К(л) = {<.x,f > : f  t совпадает с замкнутой 
выпуклой оболочкой множества предельных точек последователь­
ности то есть с ядром Кноппа этой последователь­
ности Ц З ] , § 3 ) .
JlycTb I  - функционал, определенный на подпространст­
ве Ь с  Е всех сходящихся последовательностей из t сле­
дующим образом: с .*.,£> = lim -V • К - множество тех и 
только тех функционалов из С', которые продолжают I  с 
сохранением нормы С[6], лемма 14).
Положим f >; 5 _  суперпозиция
отображения 5, согласованного с движением на себя 
Kj раз S^-  • t Srt)_  линейный оператор из t
в Е- Ь-1 - точечный функционал из Е 1, то есть <а(с>=, 
-ос  ^ для всех В. Тогда (.16]) выполняются следу­
ющие равенства
sup ,ЧД*) = 11т sup{< $*,*-,*■'>} =lim х yVj ] (5)
»Л/ р-О
►vH
infMsH =  У а  inf inf^ f c u ' V ( o ^  <б)
IV k-tN ' 7
Если для некоторого -X эир№4(х) - i n f M ^ x )  = 
то пишут - Н и х  - <*,, и справедливо равенство
М, - lima. - lim ^  2_\г>м ?>ав11СшеРН0 по (7)
•* /V р io л iv
В дальнейшем мы будем пользоваться следующими обозначениями: 
lim Х г  5  iim  =. l i m x  , А-(д)-=А-Х;
— - 
Y~ S 2_.а-'Чс » ~ /
ZV, ^  ю =о
{ - W h  { ^   ^ « ;
(ij - целая часть от t.
Понятия движения v, N —*N. согласованного с ним отображения 
S :E  — ’ Е, множества М4 введены и изучались в работах [5-7]
-  172  -
§ 2. Преобразования, уменьшающие ядра последо­
вательностей
Определение« Множество >: ^ £,V|si называ­
ется ядром з-сходимооти точки X.
Следующее вспомогательное утверждение приводим без до­
казательства.
Лемма I . Пусть 3feE - последовательность, удов­
летворяющая условиям ___
lim х  = О и lim л- = 4. (8)
Тогда существуют системы подмножеств натуральных чисел {'‘О  
и {^л.} где А. ~ и й <•))“  такие, что
1 <■*) 
выполняются следующие условия:
{h*, I 'btJ.vjtc, - дизъюнктная система множеств, (9)
£*.(*,т.) <Сс(Л1 пг-м) и £ ^  »n,) < ^(*v, *г-и) для всех *улгьЙ; ( 1 0 )
а(гъ.»г)< Ь [*,<*) для всех ^ » v f c N ;  ( ц )
I.Y , Л< 4? для всех 'VCfeN и Г*. > С- ■ (12)
! x ^ liv ^ - 1 для всех sv, *ct N и ^  (13)
Теорема I . Для любой последовательности удов­
летворяющей условию (8 ) и для дюбых целых чисел с^  ß ^  та­
ких, что 0£ 6-р £ существует движение 3 : N -г N такое, 
что IV!Дх) = ^  ^  J.
Доказательство. Пусть ^ , р, - заданные целые числа
такие, что О & З р  *ъ. По лемме I , построим для последо­
вательности -X = ( ^ системы { и подмножество 
натуральных чисел, удовлетворяющих условиям (9)- (13 ). Для 
каждого I  € 1\) построим множества = {с . В зави­
симости от значений i / р , определим с следую- 
Б(им образом:
( СК li j т  } при *  ^  ч iw i  + (tv ~ ч ) ,  
( 'um.)  = V
^ t, **v ) При +- (tv -t| ) с tvv tr (k, + 'I ) -X/
для нечетных I ,
CX, ( I иг,) при ic. tv < in/ 4. СЛ/ +- ( л, -р ) /
С( L,m.) -
при O V  + (л , - (> )<  /vv i (юМ)п-
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для четных о, где ^  - некоторое целое неотрицательное 
число.
Отметим некоторые свойства 1 Из условия (9 ) следует
Ci  П -C,- - (р для всех I -j . (14)
Из неравенств ( IO ) ,  ( I I )  следует, что
ДЛЯ всех i-, >w fc N , ( 1 5 )
Из построения ■( следует, что множество
оО
N N U  С> где fc > -<с ■ — бесконечно (16)
1.-1 u 1 t*j w <
Определим отображение а : N N положив
С, (Š О  при О. * К-1 , 
с  (j , n-t 1) при = С'(^  ( Ш/ )
для всех A/&N. В силу свойств (14)-(16) ^ - однозначное 
отображение, определенное на всем N. Далее, пусть 
тогда существует только одно число je П такое, что к е  С  
Тогда J Г
■ Г У )  - / V  еоли
i е, (^ , i»v} eели w  ■ c, +
Следовательно, -1 - взаимно-однозначное отображение. Пусть 
^  - с,' t N \ Д  С- . Тогда с: + 4 ?  (K.J ) = с (j ( р] *  для
всех peN.  "Ь ели же п- - С (J , •*-), то $?(*/) - о  (j , ^  yPetj,*). 
Следовательно, 3 - движение.
Отметим некоторые соотношения, которые нам понадобятся 
для доказательства равенства , % 1 .
Так как о (N )с  U С,- , то
р*0
ГИ-/1
"•с,,- ,-..о (17)V k )  ^  р,0 с '/, ^р)
для некоторых ( s  j *  , - • • ) ,  где з ft) = С (j,
Тогда выполняются неравенства
I* ~ž- »A—1
-J- I - |j Д. II f /  -X Ss
^  fTo Зр(с)
*  М  2~ x cf. Up) 4 I *  Hl.
P «  ld' p (18)
Пусть - некоторое натуральное число, и натураль­
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ные числа l ,t  t l , такие, что выполняются нера­
венства
(-t -1)п» -I $ L * |V)0 4 bv < ("t г Л )tV i (1+^Л-1 . (19)
Тогда справедливо равенство .
.к-z ^ - '4 <— е
" ‘■tj.r) рТТi>*i
-tA/ <n+j£ -i С 20)
+ > Лег» )  * L .  *cij, p> +
l>= I.+(У\_, d'f'  P-Um “ р*Ь.-ч
В правой части равенства ( 20) под знаком первой суммы сла­
гаемых не более чем под знаком второй и четвертой сумм 
слагаемых не более Zrv. Применяя в неравенстве (18) равен­
ство ( 20) и заметив, что |*к,| £ ИЛ получаем неравенства
£ ц.х,(-Ме -‘•“ О* £  *c(j,p)J 4 *  £  W
Г  х . . .  1 . (21)
p-U-1 ‘> Г 1
Покажем, что М 5 ( ^ ) с L & i & J ,  Для этого, в силу ра­
венств (5 ) и ( 6) ,  достаточно показать, что для любого Ъ? и 
существует такое число М ^ N , что для всех юа > М  и для 
всех «- к N выполняются неравенства
m.—I
^  - Ь < к  Ž- a iP(c) < ^  1 • (22)
Пусть £ в дальнейших формулах означает или р. 
Справедливо равен c£BOf
pTÜ-ч у То p-(t+y)*vi-i °g,p;  (23^
Je*-»
+ I— £— с(ьТ>v-о *(л.-4Ь< J
Причем, при -t-o будем считать вторую двойную сушу рав­
ной 0 ( а при t^ i\, будем считать первую двойную сумму 
равной О. В результате такой перестановки слагаемые пер­
вой двойной суммы, содержащей [i -‘О  (л - - ) слагаемых, 
удовлетворяют неравенству ( 12) ,  а слагаемые второй двойной 
суммы, содержащей слагаемых, удовлетворяют нера-
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венству (13 ) . Используя неравенства ( 12) и (1 3 ) , из равен­
ства (23) получаем неравенства
А il-iU  - . (24)
Из неравенства (19) следуют неравенства
(т, - М 0 -1л.) k ( Z - I ' i 6 (irv . (25)
Из неравенств (2 1 ) , (24) и (25) следуют неравенства
-Г li.xll 1VL + Hail Ц*гп) + _ J _____  1 _ i (M0 ы) _  i i
‘ ПТ/ гП/ 2.**^  OV J »V • AV ~ *V л-
/■ Г il -X H ’ ' 4с II .x il j_ 'I 1 + ž_
>>v /  ^ I- ^  ^  £t'v «V -1 *V *
Нетрудно проверить, что при *v > М* где
. 4  * t.p. I ^  , / а в ф у , / | , £ .
выполняются неравенства
4t ~К-к- +i; если oic.JuCj при (26)
нечетных , ;
mrl
Я  “ t 4 ^  \р(Л) с ft + ^ - если о (с) с Cj при (27) 
четных j.
Тогда будут выполняться и неравенства (2 2 ) . Следовательно,
выполняется включение (д ) с 1\ , -£.] ,
Равенство L’k < k J  следует в силу формул ( 5 ) , ( 6)
из неравенств (2 6 ) , (2 7 ) , которые показывают, что %  и ^  
суть предельные точки последовательности
; 1 \ I
1 rn /  X , J
.0 3i4*-) v *  ■
Теорема 2 . Для каждой последовательности ->-t t такой, 
что 1 ira \ и linn. L ) для любых ex., V, таких, что
^ tr и для любого t >с существует движе­
ние 4 : /V —? N такое, что выполняются включения 
it ' v )  с М у(х,) c ( a r t ,
Доказательство. Существуют * t R , с, = (с )  е Е , ={%*,) fe Е, 
причем lim =о и iim^ = ^ | такие, что х * <-^+ о .  Суще­
ствуют также такие целые числа ^  (0 4 3, % л>), 
что U^1 ~Ь~с)-с, и 4  * ( (6*-Ъ-с).-1>(
Тогда, по теореме I , существует такое движение о : N —* N, 
что [у) - [fa ,£  ] . По предложению 3 ([4 j)  Ms (x)*Msl*
= <dVls(^) + o +с1*.£  + «■] , откуда и следует (2 8 ) .
В дальнейшем мы будем рассматривать только непрерывные 
матричные преобразования А-* (л**.), то есть такие, что 
sup{ r j c w i )  ^ М для некоторого М > 0. Тогда А '£  -* В1
определяется по формуле <•*, Аи> =  < Да, ч > для всех 
t Е
Теорема 3 . Пусть А - — действительное матричное пре­
образование Е в Е ; о- движение. Для того, чтобы вклю­
чение K(AxJ  с (v)sU )  выполняюсь для всех л ь  Е, необхо­
димо и достаточно выполнение следующих условий:
для всех *ceN/ (29)
(30)
(31)
•с
lim Г  = 0 и lim > ^ ( ы !  •
Необходимость. Условия (2 9 ) , (3 0 ) , (31) выполняются,так 
как выполняются включения К(Аэс)с: (я) с K.U) (см. [21,
6 , 4 . I I ) .  Докажем необходимость условий (3 2 ) . Допустим про-, 
тивное. Пусть существует предельная точка ос последова­
тельно сти
{ TL 1а л*,1 l^vvjftV’  а ^ | ,  Рассмотрим матрицу 6 * 
где
^  я Г * если *Tvfc3(K)>
^  * 1 ^ если rw = 3 ( O i
и двойную последовательность где = sgn & лт/
Матрица 6  и двойная последовательность {.х*^ удовлетворяют 
условиям леммы ( [ 2 ], стр. 176). Тогда существует подпоследо­
вательность {Зт.\с такая, что предельная точка 
последовательности
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23
^ + t0w .f ^  X)V  ^  ‘  (33)
= ( 1  = A ( * . - S * )
«О
совпадает с ос *  О. Тогда существует функционал ^  1( та­
кой, что <х = < A (x-S-x)^ = <ос - $*.' д '^  > + о . В 
силу предложения Ю  ([ 4 ] ) , ^ t Ms Ддя всех f  £ К ( то 
есть для функционала A 'f выполняется условие (4 ) для всех 
ос 6 Е. Противоречие с предложением.
Достаточность, Докажем, что при выполнении условий С29) — 
( 32) “ДГ("К) с "м “ "  Известно (С2], 6 .4 ,1 1 ) , что при выпол­
нении условий (2 9 )—C3I) А  (К ) с  К, Остается показать,
I 9
что функционал A f  $ -инвариантен для каждого tf ь К. 
Для каждого n, е N
I ^  (£W  ***> 1 4
< il ot II Г Л  1 ^ 1  + 2 1 |а ~о(сУ'а п^|] .
Из этого неравенства и из неравенства^ 33) следует, что пра 
выполнении (32) последовательность { гЧ»*.fc*. 
сходится к 0. Тогда < А(х- $ * ) ; » < эс-Sx, д' ^ > s q 
для всех >f t К.
Пример ,!^ Класс матриц, удовлетворяющих условиям (29)-
(3 2 ) ,  непуст.
Пусть задано некоторое движение о ; N — t’N). Зафиксируем 
произвольную последовательность { * = ■ « , Положим
О при т, f. ■**)
при IW = ^  (р - 4 • ■ •/ *\),
Матрица А - 1^ ^ )  удовлетворяет условиям ( 2 9 ) 4 3 2 ) .
Теорема 4. Для любой последовательности x t E ; для 
любого отрезка [сц ( 1^2 £  К (л) и для любого 
существует такое движение  ^ •* ^  ~ r N, что для любой мат­
рицы А , удовлетворяющей условиям (29)- (32), выполняется 
включение К (А х ) с  (a1 -i ( С4 + 'и).
Доказательство. Утверждение теоремы следует непосредст­
венно из теорем 2,3 и из существования матриц, удовлетворяю-
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щих условиям (29)- (32).
§ 3 .  Включения (Ä-х) с  К(х) и (у|5(Ла)^ (xj
Теорема 5. А = (&**,) - действительное матричное преоб­
разование t в е Л - движение. Чтобы для каждого 
х е  Е имело место включение М ь (Ах) с К необходимо 
и достаточно выполнение условий:
M s- и®  <\^ - 0 для всех *-€ N, (34)
Ms - ^  ' (35)
lim х  > , 1=1 равномерно по (36)
,v рТо
Доказательство. Используя предложение 10 ( [ 4 ] ) ,  доста­
точно доказать эквивалентность условий (34)-(36) включению 
Л'(М5) с К .
Необходимость. Пусть a4M s)cK. Тогда для каждого е 
функционал Л'^ удовлетворяет условиям (1)- (3). Из условия 
( I )  0 а <• в*,? А ^ > = < Л ^ ^  в <• { ^ > следует, что
Ms - •|vl m = О для всех fcfcN. Из условия ( 2) -1 = 
* < ь ,  >{> = < » 'f > следует, что Ms-
- lim >” c l , = 1  то есть по равенству (7 )
lim %  2- 2.  а  =/| равномерно по fee М. Из соотно- 
шении^ г л-i _  »и
и предположения, что условие (36) не выполняется, следует, 
что для некоторого t >  О существуют ^  и { *ч }. такие
чисел, что
i + l.
Матрица fe=(^trtv) и двойная последовательность {х !Н . где
Л.-., t
= *1 \то ‘V k i W  и egn^ (t- ^)
удовлетворяют условиям леммы ( [ 2], стр* 176). Тогда сущес­
твует подпоследовательность } с { * Г )  такая, что 
Iх ** I - 1 и предельная точка последовательности
совпадает с <*. > л + н,. Для этой после­
довательности х= * { х т  ^ выполняются соотношения
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по дпо следовательно сти, ртуральных
sup{<  A ot, f  >: f  fc = e u p { < x ;A'^> : A 'f eKJj =
лН
- lim sup f-fc Ц  H  0^ n , oc^: Ice N } ^ /( r t.
ъ m/ p*o
Получили противоречие, так как из условий (3 ) следует нера­
венство
I < х ,  A ^ > U  sup{j< а. А «f >1 : ||а!( < \) М .
Достаточность. Покажем, что при выполнении условий (34)- 
(36) V ( M s) c K .  Условия ( I )  и ( 2) для функционала А'^ сра­
зу следуют из условий (3 4 ) , (3 5 ) . Для каждого f t  Мь 
RA^II = sup{(<AJc, f>|: \\хЫ\}>1) так как при x~t *1.
Допустим, что для некоторых f t  Ms , хе E(Hxll^'f) txftpz
-*>А. Тогда ___
вирЧ, (я) = ilm Bup{i X  L
что противоречит условию (36) , _так как
”р” » * » « ' ■
Следовательно, А (М4) с К .
Пример_2. Условие (36) не эквивалентно условию
(Vj - lim Г  j c ^ J  - ^  (37)
i’V
Рассмотрим матрицу А- * удовлетворяющую условиям
(35)-(37) и - М(л, к' е^)/ где М > 0 . Определим мат- у 
рицу 6  - anv ), положив
f c c ^ + Л М ,  если (fcfcN);
^  » j  с ц ^ - з ^ ,  если а (fctN) ;
1 ^ к .  при остальных л, L .
Очевидно неравенство
Тогда -1 __ . а-i
lim вир f t  L o I j ^ j )  * Ц ®  Я |г0 ^ V t y  J * 1 *  М '
то еоть условие (37) для матрицы 6  не выполняется. По­
кажем, что условие (36) для матрицы 6  выполняется. Для 
этого достаточно доказать, что для любого Ь>о  существует 
К > 0  такое число, что для любых Кб N и К вы-
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полняет'ся неравенство
14-1
\i L l  L V p i o - v 1 < ъ '
Справедливы равенства ( |
(t + »V ■_■ р
4 z _  1 z _  V +p(i I+ H - 1 ‘v ^ j J ,
(K-IC. p-0 Wst+ЛН K
rx-1 <v^. nsJ
)_ 1 il V 4/ » 1"
f>=o P
»V-1 oo 1,4 *1
+ 1 fro * I-3 M * I+ I
+ I £ _  + ' 31*' Т^ 0 а 1‘ +Р(<; л <" ' ^ '
Из этих равенств следуют неравенства
 ^ ^ < * ^  * |тоа^гр(1)^ ' " ^   ^ ' ^Ь^Р(0 J  4
к~1
< 4- \ I N <х I + —  < 1 + t
*  »V Z _  I Z _  o^+P(i)»rv 1 *v
rtv p^ o
при *v> к - maz 1^ 7*1 где число N,, & N выбрано
так, что
Л.-1
i t  ž _ I ž_  < ^
m, p=»o '
при всех n,> I4, и l<= N. Таким образом, матрица 6 ® ( 4 ^ )  
удовлетворяет условию (3 6 ) , но не удовлетворяет условию (3 7 ) .
Замечание. Из этого примера и из теоремы 5 следует,что 
условия (34 ) , (35) и (37) суть достаточные, но не необходи­
мые, как это утверждается в предложении 18, сформулирован­
ном Л.Лооне в [4] для случая, когда движение з • N —г N 
есть сдвиг, то есть з Ю  *п , + 1.
Теорема 6 . Пусть А *  - матричное преобразование Е 
в Е , 4 : N —9 IM - движение. Чтобы для каждого а  € £ 
имело место включение И л( А х ) с  (з.) необходимо и до-
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статочно выполнение условий (34 ) , (35 ), (36) и
^  ^  1 £г0 ^ Р ( * )  .i(m,ra iP(it)JI=0 равномерно по <с} (38)
ЛгЛ '
lim ъ У  I > a, 1 = 0  равномерно по fc-, (39)
Необходимость, Условия (3 4 ) , (35 ), (36) необходимы, так 
как Ms (Ад.) <= fVls (л) «с К (х). По предложению 10 (C4J), A'fWjc 
С Wls ) то есть для всех х  t ь и для каждого функционала ft
6 ^  сое-S x ; A'v|>> =,< A ( a -Ьх)} где
Из последнего равенства следует, что
 ^ ölZ.1 _____
^  <L-o Z__ ХЦгк)) г О равномерно по <с.. (40)
Из равенства
г\_-^
^ ^ ^  D/ ^  ^  (м,)^  ~ 
pj(3 ^  Or(t)iw 
Л-~ 1
и равенства (40) следует, что
11ш ^ [ £ _ Л м Ы «- аГц , ^  <41)
равномерно по ic для всех х  = Е,
Предположим теперь, что условия (38 ) , (39) не выполня­
ются. Тогда существуют *.>о, {*i} с. N такие, что
Л~\ л-(
^  ~ [ i  1 1W  '  % J ^ A ^  ' i =*  ■
Матрица 6 = t'Huw.) и двойная последовательность {•*-*. j где
v*
, ^  "Р" "-£ 4 И
при
и x ^ s g n ^ A -  ''очевидно, удовлетворяют условиям леммы (L 2l; 
стр. Г7~6). Следовательно, существует подпоследовательность 
X - j x ^  с  { х ^ }  такая, что условие (41) неверно. Это 
противоречие доказывает необходимость условий (3 8 ) , (3 9 ) .
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Достаточность, Из условий (34)- (36), по теореме 5, сле­
дует включение Иь (Ах)с К(Л)- Из условий (3 8 ) , (39) и 
из неравенства
►4-1 _
: ^  Х (*•), 4 И  ^  ^  1 (н/* "i * ^
* 11x11 Л^ ^ +^ 7(1)
следует равенство (41 ) , а значит, и равенство (4 0 ) , которое 
влечет включение A '( M j c  M s , откуда, по предложению 10 
( С^ 3 ) .  следует включение M s (Да) с  К ( л )  для всех ле 
£ Е.
Пример 3, Существует матрица, удовлетворяющая условиям 
(34)- (3б), (3 8 ) , (39 ), для которой не выполняется условие
М - lim I л , - I .  0 . (42)
J >V rt-V 1 1
Легко проверить, что матрица А *  ( а ^ ) , где
J O  при «V £ {iii), 4Z(i), . . . ,
\ 4  при (р = 1,2 , . . . .  *г);
удовлетворяет условиям (34)- (36), (3 8 ) , (39) и (4 2 ) . По­
строим матрицу 6  - (.^ /vrw), положив
если или ф s(i)^
1 ■ , (- л*" при »г = j f y )  (р£ N ) и чг, «эН) .
Матрица <3 отличается от матрицы А элементами, кото­
рые находятся в <5 (О  столбце и в строках с номерами 
Посмотрим,как это отличие сказывается на условиях (34)- (36), 
(3 8 ) , (39) и (42 ). Из неравенства
[ к ŽL JlJ ž _  +  2— **1 ^
P«0 w / p-*0 J p*o
г li. f  _J___  I +i-
и из того, что Ms- lim cl = о следует, что
Mc - lim (<-e N). Л-Дак как «i
М Г  l i - U L ^ - W  + ž l  V ) , . , . ) 3 - 1 -
Так как А1 - положительная матрица, то
^ ^   ^ ^  Я  ^  £7о^(<c>J - л, zJ V w « ,I"i •
Тогда r ”'°
(V[ - lim ) _  I ^  j = 4 .
J Aj Л.
Выполняются равенства
£| £
Ov Р=С
»v-1 Л-1
л-1
L//JL jJ t b ö v  l i v
То *(rj Л^ ),*(1п) ' +
+ IZ--  « ~ +* f c b ^ fc) * n f  % H  « W *  •p_0 J v Л ' p-o
Если J {.fc-j f  ö^H) (ifrN); to можно везде заменить
на • Если же л(«-)=^(<д' для некоторого it  N; то
V^* 'J
»V р-о
rv-Л
£ ü  I / _  (<Y+f ^  '
o-v ртго
Отсюда следует, что равномерно по к
. l\, —f
lim I Z I  (fyW"v~ Ъ к), = ° ’
•v (VI/ P*0
Условие (39) для матрицы 6 ; очевидно, выполняется. Отме­
тим соотношения
И/
Л/ _ .«,» ——
У  Ц  I Н?(1) j-— ^3?(i).4m) 4Г^)/л+
П-V р-4 '* rtv*^-НО '
+ Z _  l4V w
?*4 • 7 К
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p=1 ' ,/l 
Отсюда следует, что
Mj- li“  JT_ (CtM ^  | не существует.
Замечание. Этот пример и теорема б показывают, что ус­
ловия С34)—С3б), (42 ), (39) суть достаточные, но не необхо­
димые, как утверждается Л.Лооне в предложении 19, сформули­
рованном в [4] для случая, когда движение 4 ; fvJ —г Ы
- сдвиг.
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blöALDUVUSE SUHTED KNOPPI JA 4-KOONDUVUSE 
TUUMADE VAHEL
ä.Rudakov
R e s ü m e e
Tõoa vaadeldakse Knoppi ,ja 4т-koonduvuse tuumade vahe­
kordi.
THE RELATIONS OP INCLUSION BETWEEN KNOPP 
AND 4-CONVERGENCE CORES
S.Rudakov
S u m m a r y
The core K(x) of a sequence x =-[хк  ^ of complex numbers 
has been defined by Knopp (see [2], ch. 6 ). This concept 
was extended by L.Loone who defined the core of an element 
in a vector space (see [4 ] ) . In the present paper investiga­
tion of the core defined by L.Loone is continued.
The section 1 contains some known facts and definitions. 
In the sections 2 and 3 the core of s-convergence of bounded 
sequence x = { of real numbers is defined and the author
investigates the problems of inclusions of the cores K (A x )С 
£ M _(x ), M (Ax) c Iff(x) and M (Ax) с K (x ), where K(x) is
S  а  Э  0
the core of Knopp and A is the real matrix which transforms 
the space of bounded sequences of real numbers into itself.
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ОБ АФФИННОЙ КЛАССИФИКАЦИИ И ПРИЗНАКАХ ВЫПУКЛЫХ МНОГО­
ГРАННИКОВ В ЕВКЛИДОВОМ ПРОСТРАНСТВЕ II I
К.Рийвес
Кафедра математической статистики и программирования
В настоящей работе описывается методика получения анали­
тических признаков для некоторой аффинно инвариантной клас­
сификации выпуклых многогранников п.-мерного ( ^ О  евкли­
дова пространства являющихся пересечениями конечного 
числа ^>/ 2 замкнутых полупространств, которые заданы, соот­
ветственно, ^  линейными неравенствами. Пусть ранг коэффи- 
циентов системы последних неравенств равен ? 0 $  ? 4 <пиъ(лг(п.};. 
Число классов многогранников предлагаемой классификации ко­
нечно. Но так как оно при возрастании т, в общем случае рез­
ко возрастает, то полная классификация и соответствующие 
аналитические признаки классов даны только в некоторых част­
ных случаях. Мы приводим здесь полное решение задачи при у = 
= I ,  т. _  произвольное и один из наиболее типичных подслучаев 
при т- = 4, а именно, случай р = 2, т, = 4. Отметим, что ре­
зультаты [2,3] являются частными случаями приведенных в нас­
тоящей работе при произвольном *v> 2, rrv= 2,3.
§ I .  Основные определения и методика исследований
I. Вводные _замечаниа. По определению многогранник U  за­
дается системой линейных неравенств
где I , пг - произвольное конечное натуральное ч и с л о ,^  2 
(С23, стр. 116) и для каждого I по крайней мере один 0. 
В дальнейшем через обозначается замкнутое полупростран­
ство в (^определяемое l -ым неравенством системы ( I . I ) .  
Тогда U, * К, fl пг о . о . Множество всех точек из 
удовлетворяющих уравнению
CI.I)
( 1. 2)
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является граничной гиперплоскостью полупространства и
обозначается через Г" .
Не ограничивая общности, можно предположить, что ранг р 
матрицы коэф<|яциентов II а  ^ 11 системы ( I . I )  определяется мино­
ром, находящимся в первых у столбцах, т.е* 
и
На; J
а.
4L1 ■ %
/ Ц ,4  1 * •
ау
<х■Y  " • <V
Этого всегда можно добиться подходящей перенумерацией век­
торов базиса пространства При таком предположении 
координатная плоскость заданная уравнениями
х U . 3 )
пересекается с U . Пусть это пересечение обозначено через Щ 
т .е . ^.Множество Uo состоит из всевозможных точек
= ( xl, . . . ,  осI} О , . . .  ,0 ) е R с удовлетворяющих системе 
неравенств .
(1>t)
Поэтому Uo - выпуклый многогранник в являющйся пере­
сечением пг замкнутых полупространств Н-0 П R j .
Обозначим через множество базисных ре-
шений однородной системы
L  ^ а*  = о, '•'•hi,-■■I'»-
Пусть
/
-<4,t Ч *  - ач ■ 4.S-
\
- V V "
G.: ,
V • ачл «-«у
0 (М О ^V >%%. >W> ..
»a t,< ч»- а-? Ч< «ч »"
J
a v
а; ,
S s а:V S*-- a 4S 1
" V "
t
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Тогда из определений (1 ,4 ) , (1 .5 ) следует, в силу (1.1)„что 
любая точка ЭС в 'U с. й ^  представима в виде
X  * Х а-+ И  I tt - произвольные числа, ( 1. 6)
-t a f+<
т.е. любая ЭСе U получается из некоторой X 0aU.o параллель­
ный переносом на некоторый вектор подпространства V(R,v_f)c 
с V IR *) где V (R n) обозначает множество векторов прост­
ранства и базисом его подпространства М (£*-?) является 
множество векторов^ (^ = f + V -Д определенных п° формуле 
(1 .5 ) . В таком случае говорят, что многогранник И  является 
суммой многогранника U 0 и подпространства \/(Я„,_?):
Ь. * Но (1 .7 )
По определению ([2], стр. 116) «с-мерная грань &<. ~
= V - П »HO-
гогранника Ucßn, ^задаваемого системой (Д .1; ,  является либо 
некоторой (с.-мерной плоскостью R* в КЛ) либо некоторым вы­
пуклым многогранником В ПЛОСКОСТИ Rk. и при этом 
Из теорем о представлении многогранников (С4], стр. 118) 
следует, что основную роль при описании многогранника U  
играют его (л - f ) -мерные грани и такие -мерные
грани которые являются замкнутыми полуплоскостями
некоторых плоскостей в Последние разделяются в
классы по параллельности, т.е. считается, что в один класс 
Т  входят грани являющиеся замкнутыми полуплоскос­
тями параллельных плоскостей с  . Многогранник
Кл, характеризуется числом 0 < г„..у 4 С.Д граней и
числом 0 <, классов Т его граней •
Отметим, что если ^ 0, то К-?) -мерные грани явля­
ются параллельными плоскостями с направляющими век­
торами (1 .5 ) в Если же *v-f=0(TO ^  есть число вериин 
многогранника U  и \>л - число классов его непараллельных 
ребер, являющихся замкнутыми полупрямыми или, другими сло­
вами, р4 - это число направляющих векторов неограниченных 
ребер многогранника U.
Множество вершин и направляющих векторов неограниченных 
ребер многогранника U ö = U 0 в совокупности с векторами 
i t U-?+<, •••,"v) называется множеством определяющих эле-
- 189 -
ментов для многогранника U .
Если = 0, многогранник U охарактеризуется
наиболее точно, если указать число Ой ^  пар его 
(*-4)-мерных параллельных граней. Рассмотрение характерис­
тики я -^1 основано на том, что (*-<)-мерные грани много­
гранника U могут быть параллельны только попарно* Дейст­
вительно, если среди граничных гиперплоскостей П, (I 
... 'Г»,) существует более двух параллельных, то ранг матрицы 
коэффициентов подсистемы линейных неравенств с соответству­
ющими индексами равняется единице и последнее утверждение 
следует из результатов § 2.
Пусть многогранники Uc. и ^  с заданы системами 
типа ( I . I )  с рангами матриц коэффициентов, соответственно,
? И
Определение 1 ,1 . Многогранники , 'UcRa' называются
многогранниками одинакового типа, если V-f - V - j ' >
и при также
В дальнейшем для простоты мы будем говорить о характе­
ристиках и ( не упоминая каждый раз о 
том, что рассматривается только при = 0.
Так как между многогранниками и Uc с имеет
место соотношение (1 .7 ) , то они являются многогранниками 
одинакового типа. Тип характеризуется числом вершин, 
числом рл направляющих векторов неограниченных ребер и чис­
лом jj,, пар параллельных (^-<)-мерных граней (ср. Й ] , стр. 
115). Множество всевозможных выпуклых многогранников Uo про­
странства ^  (а также многогранников ,UC ^ )  разбивается на 
классы многогранников, соответствующие всевозможным различ­
ным комбинациям чисел vV| pi , ^ . л l'V-j. = р'^.?+4 *р, , - 
= fy.,, ). Следовательно, в один класс входят многогранники Ut- 
с (U е Я.л\ с одинаковыми числами г ,, р, , p ^ft4, ).
Так как аф<|инные преобразования обратимы и сохраняют парал­
лельность,то описанные классы многогранников инвариантны 
относительно аффинных преобразований. Поэтому эта классифи­
кация многогранников является аффинно инвариантной,но сле­
дует отметить, что действие аффинной группы преобразований в 
ее классах иногда оказывается нетранзитивным,т.е. тогда клас­
сы нашей классификации состоят из некоторого ^-параметричес-
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кого \) множества аф(|инных классов.
Действительно. Если рассматривать совокупность всех тре­
угольников которые составляют один класс нашей клас­
сификации и учитывать, что на плоскости всегда сущест­
вует аффинное преобразование, переводящее любой треугольник 
в произвольный другой, то транзитивность действия аффинной 
группы в классе треугольников очевидна. Если же рассматри­
вать класс нашей классификации, состоящий из всех трапеций 
Цс. й1; не являющихся параллелограммами, то в нем действие 
аффинной группы будет нетранзитивным. Это следует из того, 
что трапеции характеризуются отношением 'Х+л длин своих па­
раллельных сторон,а аффинное преобразование плоскости всегда 
сохраняет такое отношение. Тем самым, не существует аффин­
ного преобразования, переводящего друг в друга трапеции с 
различными значениями отношения Л. Следовательно, во всем 
классе трапеций действие аффинной группы нетранзитивно, но 
легко проверить, что оно транзитивно в подклассах с одина­
ковыми значениями \ . Поэтому класс трапеций распадается 
на I-параметрическое множество аффинных классов. Отметим, 
что при Л -4 трапеция оказывается параллелограммом и 
действие аффинной группы в классе параллелограммов - тран­
зитивное.
Мы поставили своей задачей выработать методику, которая 
дала бы принципиальную возможность определения всех классов 
многогранников U с й*, с любыми допустимыми комбинациями чи­
сел т/' , рЛ_у.н , при помощи задания их аналитиче­
ских признаков. Как было показано, эта задача равносильна 
разысканию аналитических признаков различных классов много­
гранников с соответствующими числами >и = Ч*.-?, /Vft
= Нами ВВ°ДЯТСЯ нужные понятия, которые формально ^ 
дают возможность полностью решать поставленную задачу, за­
давая признаки классов многогранников в виде некоторых со­
отношений между определителями, составленными из коэффици­
ентов системы (1 .4 ) , определяющей tu с й?. Но так как оп­
ределение всех допустимых комбинаций чисел , [Ч , есть 
самостоятельная, пока в общем случае нерешенная сложная за­
дача, то фактической возможности для решения нашей задачи 
в самом общем случае нет. Следует отметить, что предлагав-
- 191 -
мая нами методика исследования дает возможность при любой 
фиксированном и соответствующем у решть задачу опре­
деления комбинаций ( V  p4l ) с помощью введенных поня­
тий, опираясь на свойства определителей. Поэтому задача 
классификации многогранников полностью решена в некоторых 
наиболее простых случаях, когда или соответствующее чис­
ло классов многогранников не очень велико.
2. Аналитические признаки типов многогранников U oC J^ 
Пусть многогранник Uoc(^  является пересечением 2 замк­
нутых полупространств где и L - Следо­
вательно, координаты точки X ^ U 0 удовлетворяют 
системе
Ы.т.1
в которой f г Нл^ н.при этом граничные гиперплоскости Ч 
полупространств Нi задаются уравнениями
£  «v. CI.9)
cjLä1 ^
В дальнейшем удобно пользоваться следующими обозначениями:
A-
■ , с*. -1 , •«.+<
a*a,<*■*■< aiX)<«.+< *' a.*г
• %
J.
( I* 10-8)
A;
44* • • ‘•f+1
I « V  •• * 4  \
= “V  ■ • %  4.
*4 1 *4 1 • V 4 • % Л -
(I.I0E )
'•••Jr
ai’ a, . . • (X : 0 i’li L Л  J
и V > t  Lt<
ajf*S *jr-t
Jf  tiw-.jj-r);
« «Ut AЧ» к ' ’ 1 4 'I» • • ’
V I l~ . «U^
Ц = ^  A 4 4 ,,,i’I 1 
2 чм £
sH
<ut Ац СУЧ 1
( 1 . 10 F)
(I .IIA )
(I.IIB)
(I .IIC )
C I.II2 )
CI.I2A)
CI.I2B)
(I.I2C )
^ 4 ^ •""j * va^Aj, 4 I
]jj' ' J \~x " TUa'*l --C 1
где 4 , i i , ‘-Ч is<Ll** »d"'J4 »J*» ' </Vt e f*. • •/'n с уче­
том введенных обозначений и свойств определителей очевидно, 
что среди всевозможных определителей :А-• • ^  * ^ч*-* *7 
существенными будут те, которые соответствуют различным со­
четаниям индексов (без повторений). Остальные могут от них 
отличаться только знаком или равняются нулю. При помощи этих 
обозначений легко выписать некоторые прямые следствия систе­
мы (1 .9 ), которые сформулированы в виде нижеследующих пред­
ложений.
OR
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Предложение I . I * Пусть 4 * °  (тем самым все йд,-
, Ц - различные). Тогда решение подсистемы системы (1.9), 
составленной из уравнений с соответствующими индексами,дает­
ся формулой
х* .  . .  „ ц  , CI.I3)
и, 1/2.
" “1 S 4 ’ ■
Точка
я (I .I4 )
является однозначно определенной точкой пересечения гранич­
ных гиперплоскостей i~, ( , ... , (~? , причем имеет место соот­
ношение . -
h ~  Н ) «цЛ ..4, ’ W .I 5 )
Предложение 1 .2 . Пусть р  I и для некоторых ч , 4 ,••■
... L  е{<|г и м е е т  место
1 * С
д. £ ,
öL-sl *
Обозначим через
* Äl v - v < '  , S “ S f ’ (1Л 6)
решение однородной подсистемы системы (1 .9 ) , составленной из 
уравнений с соответствующими индексами. Тогда имеет место 
соотношение
Ž. " ^ « i f *  t-f-, / ( I .I7 )
j * 
и ненулевой вектор
*'{-1 = “
является направляющим вектором прямой пересечения граничных 
гиперплоскостей i” t) .,. # . При у = 4 этот вектор не 
определен.
Рассмотрим неупорядоченную последовательность, состоящую 
из  ^ различных индексов L,, ■ • -» » где I , , L L, . . , ,  €
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e { 4,2. , . . , ,m) и обозначим ее через (ч , ч , - • • , ) -
Определение 1. 2. а) Неупорядоченная последовательность 
(чЛ. — .Ц) называется J -вырожденной (короче ) ,  если 
? и точно J из определителей равняются
нулю (.3 = 0 , Тогда 3 называется порядком вырож­
денно сти последовательности* Пусть
- { u 5 . i l , . . CI . I8' )
тогда
(к) Последовательность 1 называется А-вырож-
денной порядка < (короче ) при u t  4 у -1, если
■ hu'1, " к 'х ~ ? " <и") где 'i r ' " ' '  U-v Фиксир°*’
ваны во множестве {i, (ii ( ... (Ц } и + 4
При ВСеХ j fe { Ц , I ■ • ) У ^ {j t,j s.) • ■ •, j! j } .
с) Последовательность (l, ,it|-■ называется АБ-вырож- 
денной порядка «  (короче А6С6 ) при если
’Ц " ‘if-t " где h  'j1' " ‘»if-г рксированы
во множестве >4  ^ и существуют такие j £ {s, Ч., • ■ •
••• Ц Ъ  ••• / it--p }, для которых я9ц£*-**^ н 1 а
также такие, для которых ^v- jf-c - 4  •
а.) Последовательность называется Б-вырожден-
ной порядка *с (короче бс 6 ), где если
фиксированных
• I jf-c £(:' i и ПРИ всех j & { ч |«.t, N {ji ,jt,• - •) j у-х i
Из этих определений следует, что при у®\ понятия А-, 
АБ- и Б-вырожденно сти ш  следовательно сти-индекса l>„) не оп­
ределены, Кроме того следует отметить, что понятие АБ-вы- 
рожденности порядка I последовательности ( ч Ц  ) не 
определено. Для того, чтобы при некотором f -4 V)
последовательность (ч , ^  i • - • , 4) являлась АБ-вырожденной 
порядка т ( должно иметь место неравенство j-ri. Пос­
леднее утверждение следует из определения 1. 2, предположе­
ния кеч*.1 * ? и свойств определителей.
Определение 1 .3 . а) Пусть неупорядоченная последова­
тельность (4 ,1а,* >4 ) является 3-вырожденной и если  ^= I,
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то J - о , ■ • ■, »ь - 1 , если же ? > \ , то 3 - 0 ,  • ■ ■, ^  - f - * • 
Такая последовательность i называется К-до пусти -
мой (короче ВД), если существует точно К значений индекса
Le -С 1, , . .  •, ш)\ ^  таких, что
( I .I9 )
при ЭТОМ ji = 0, 'I, • , KTV - э.
4-) Пусть неупорядоченная последовательность (ч ,Ч >  •••
* ‘ f >1 является 3 -вырожденной и 
- о )с (1(гг ..,тУМно*ество содержит некоторое (f -
-1 )-членные подмножества 1<ч и индексы
к. такие, что
<<<,.■ ■■ct-S > <W '-ty-, *°- ( 1. 20)
оСх1
Неупорядоченная последовательность > fci * • • • > ) элемен­
тов из Мцч-- ^  удовлетворяющая условиям ( 1. 20), называется 
К-допустимой относительно множества и индекса < е
<• М -.if, если точно К -1 определителей &-ч  ■ ■. <.у_ ,f j e 
t ^удовлетворяют одному из условий
АК .. *0 , CX.2IA)
= / (1,21В)
при этом К » '*,i ) ■ "  , Э-И-
При помощи приведенных определений 1,2 и 1,3, введенных 
обозначений (1 ,10), ( I . I I ) ,  (1,12) и предложений 1 ,1 , 1,2 
можно, с учетом систем (1 ,8 ) , (1 ,9) и их следствий (1 ,15), 
(1 ,17), доказать следующие утверждения, доказательства ко­
торых для краткости изложения опускаются.
Предложение 1 .3 . Однозначно определенная точка -
“ U V u z . " , ^ ,  ^ ^ ■ ■ • ^ г  -,:х^ л - ^ п р и н а д л е ж и т  т о ч н о - , yx~ f )
граничным гиперплоскостям Ц. •• тогда
и только тогда, когда последовательность (Ц,Ч., /1у) явля­
ется 3 -вырожденной.
Следствие I . I . При I точка ^  совпадает точно
с 3, 3 = о . . , ,^ - 1 . граничными точками П, тогда и
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только тогда, когда индекс (ч) будет J-вырожденным.
Рассмотрим некоторое подмножество индексов ч j ч. > • • ■ < L? 
из множества индексов линейных уравнений сис­
темы (1 .9 ), задающей в пространстве гиперплоскости П.,
, т.. Если порядок А-у АБ- или Б-вырожденно сти <- 
последовательности (ч,ч., удовлетворяет условиям 4 $
то в силу 2'и^. - и (I.ЮС)»долж­
но существовать по крайней мере одно подмножество ij\ Ja., • ■
• так, что
‘ (1.22)
Обозначим через число подмножеств ■ • • ,^-с $ с
с. \ ч Л  > ,.. (lj\ удовлетворяющих условию С1. 22) ( подмножеств 
полного ранга). Можно показать, что гч  i ^  \ Нуме­
руем эти подмножества полного ранга при помощи индексов «г 
И s - w * , .  J.flpH всяком таком подмножестве пересечение (J,, п 
ПI". п . ..  a  Q оказывается т;-мерной плоскостью, которую 
обозначим через (при имеет место
Базисные векторы этого пересечения образуют фундаментальную 
систему решений системы
£ v *-% о, £  v * * .o ,  (1 -э )
Из (I.I2A) имеем ^цч-- Ц "?_г И1 п0 теореме о ранге матри­
цы, каждая строка матрицы Ац^...^ является линейной комбина­
цией строк с индексами >j?-tПоэтому координаты упомя­
нутых базисных векторов удовлетворяют также системе 
? ? 1
cU4 (A;1 ‘
Но система эта одинакова для всех пересечений Г-, П Г-, о . пГ -
_  d ~  J f  -C
* . Следовательно, все эти плоскости либо параллельны, 
либо часть их совпадает. Следующее предложение выясняет,ког­
да именно эти случаи имеют место.
Предложение 1 .4 . а) Все плоскости R^ , 1' ^  * *^4 ^  ■ ^  - 
is-г $ будут параллельными (совпадающий) тогда и
только тогда, когда последовательность 1чЛ,-• ,Ц) является 
A-вырожденной (Б-вырожденной) порядка т
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О  Среди плоскостей R* , iitf-i ^ и м е ю т с я  
как параллельные, так и совпадающие тогда и только тогда, 
когда последовательность (ч А )  • , 4  ) является АБ-вырож- 
денной порядка
Хотя необходимые и достаточные условия параллельности 
или совпадения гиперплоскостей пространства общеизвестны, 
нам удобнее сформулировать их в терминах А- и Б-вырожденно- 
сти. Оба условия являются эквивалентными.
Следствие 1 .2 . При фиксированных индексах 4 ,4 , е 
t {\, I , ■ ■., «V \ где I i ъ * f , гиперплоскости (Ги , • - ■, 1~г 
параллельны (совпадают) тогда и только тогда, когда всевоз­
можные последовательности (ч , 4 1 • • - » 4,, ч -i > • • ■ i 4  в 
которых >4
являются Агм~вырожденными (Бгм-вырожденными).
Предложение 1 .5 . Пусть 1ч,4 , -•, 4 ), ? и Л удовлетво­
ряют условиям определения 1.3а). Однозначно определенная 
точка . ^^■■•4 , •**» х чч-- -{) пересече­
ния гиперплоскостей ML'Ll...if , принадлежит точно К
открытым полупространствам H-t\ Г (It { <,2, ...,пг)\ )
тогда и только тогда, когда последовательность \>4)
является К-допустимой. При этом точка принадлежит
тем й-и\ Г 1 для индексов I которых выполнены условия
( I . 19).
Предложение 1 .6 . Пусть при ? > I неупорядоченная после­
довательность (4 )4 , ■ •• I ) является J -вырожденной о) 
и ■- d b  Пусть, кроме того, для (-чл,-
. . .К ..Д  составленной из элементов Мц , выполняются
условия (1 .20). Тогда точка
Л- = ^ч^-- 4 " **•■**?-« >
? "г S
где м^ • ttj.,= ^ - I *icz" '4"' / ' -^<\1финадлежит 
( I Г ^ i^n . Pi I“ • Для того, чтобы X 1 принадлежала 
точно К - ^ Ч к . j 1 + '1) полупространствам Hj ( j ь 
t (•«•, *•<> • •• * V ’V), необходимо и достаточно, чтобы
последовательность О , , , ci , ■" ; ;^-t) являлась К-допустимой 
относительно множества и индекса <• При этом точ­
ка X ‘ принадлежит тем Г с Hj у для которых имеет место
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(I.2IA ) и тем \ ^ ? для которых выполнено условие (1.21Б).
Следствиями предложений I . 3-1.6 и определений вершин и 
направляющих векторов неограниченных ребер многогранника Ucc 
с Rf (cm.C4J; стр.112-114) являются следующие результаты. 
Предложение 1 .7 .Однозначно определенная точка 
s ( х| • • , ,'''/4 ,^  ^)пересечения гиперплоскостей £(te
fe 1 является вершиной многогранника ^ 0С задан­
ного системой (1 .8 ) , тогда и только тогда, когда последова­
тельность ( ч Л ' ) будет либо 3-вырожденной 
и [n-f- j j -допустимой, либо (."V - ^-вырожденной.
Предложение 1 .8 . Пусть у>,\ и точка является
вершиной многогранника заданного системой ( 1 .8 ) ,т.е.
последовательность (ч ,ч (• • • > Lf ) характеризована одним из 
двух условий предложения 1.7. Пусть 1^,4/- •• является
некоторой tj- 1 )-членной последовательностью в ,
удовлетворяющей условиям (1 .20 ). Ненулевой вектор
* - d2 , • ■ • •<т., *'Чч- • *f-< • ■* •' * °Ч v • <f.. J
является направляющим вектором неограниченного ребра, про­
ходящего через вершину для многогранника и0с, й  ^
тогда и только тогда, когда выполнено одно из условий:
а) при О-вырожденной и (иг-у)-допустимой последо­
вательности любая последовательность {j,
■ ■■,*4.4 ), где j t { V * , • ■ ("т-) \ U 4, ^  > будет либо
^  -вырожденной и Kj -допустимой так, что 3^ + ^  ™ - у , 
либо A-вырожденной порядка I ;
О  при 3-вырожденной U 3 I,2-.’ --f и - Jj-до­
пустимой последовательности (.ч ,ч, * ^  ) последователь- 
ность будет (Jt л) -допустимой относитель­
но множества и индекса Кроме того, для всех
• • • ,nvj\ if последовательность к-j-i )
будет либо вырожденной порядка lj Ц  -вырожденной) и К-- 
допустимой (в смысле определения 1 .3а )), так что Jj 
либо A-вырожденной порядка I •,
с) при (r»v - у )-вырожденной последовательности (4 Л2., • ••
■ последовательность (*ч, ..., cf. , ) будет (m-y-r* j-до­
пустимой относительно множества /VI: ■ ., ■ и индекса
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Замечание. Если I , то U 0c ß1} где й, - первая
координатная ось, направляющим вектором которой мож­
но выбрать либо либо Поэтому при предположении, 
что Uo имеет неограниченное "ребро”, его направляющим век­
тором будет один из двух возможных (см. § 2).
Проиллюстрируем предложения 1.7 и 1.8 на одном примере» 
рассматривая многоугольник Для определения всех вер­
шин многоугольника U« надо по предложению 1.7 исследовать 
типы вырожденности и допустимости пар индексов, а для опре­
деления направляющих векторов неограниченных сторон по 
предложению 1.8 исследуются типы вырожденности и допустимо­
сти одного индекса (см. определения 1.2, 1 .3).
Пусть многоугольник IU является пересечением четырех 
замкнутых полуплоскостей Н4, hL, н3( нц, соответственно с 
граничными прямыми П, Q., Г5 t t" ) которые пересекаются в 
точках Х и , Д., j , , Х гч, Х 1н, т.е. * , * 1 , ^ * 4 , у »z. 
(см, чертеж, рассматриваемый U0 - заштрихован).
Рассмотрим точку 3^,. Так как она принадлежит только 
прямым П , il, то по предложению 1.3 пара (1 ,2 ) является 0- 
вытюжденной (j=0), Кроме того, точка Х ц  принадлежит от­
крытым полуплоскостям Hj\i j , Нц\ > и, в силу предложения
1.5, пара (1 ,2 ) является 2-допустимой ( К « 2). Следова­
тельно, г » т- 'р т.е. для пары (1 ,2 ) выполнено усло­
вие предложения 1.7 и будет вершиной многоугольника У.0. 
Аналогично проверяется, что и точки Хгъ ( являются верши­
нами для 'Uo-
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Рассмотрим вершину X 1t. Как было сказано, для пары (1 ,2 ) 
имеет место J = 0, < = >n-f *  2 (случай а) предложения 1 .8 ). 
Определены ненулевые векторы ^ . В данном случае ^  
будет направляющи вектором неограниченной стороны и0) пото­
му что при j = 3 е{1,2,3,4)\ {1,2) пара (1 ,3 ) является О-вы- 
рожденной и I -допустимой ( З3= 0, < =  I, 2) и при j =
= 4 пара (1 ,4) является A-вырожденной порядка I. Вектор ^  
не будет направляющим вектором неограниченной стороны, так 
как при j = 3 e{l,2 ,3 ,4^\  {1,2) пара (2 ,3 ) является О-вы- 
рожденной и 2-допустимой ( = 0, Кг= 2, 2 = m" j ) .
Аналогичным образом проверяется, что через вершину Xtb 
не проходит неограниченных сторон, но через проходит од­
на с направляющим вектором ^ , который в данном случае кол- 
линеарен с ^ • Следовательно, характеристиками рассматривае­
мого U а будут ъ* = 3, (Ч= I, ^  - не определен.
Соглашение. Пусть фиксированы два индекса {1,2,
линейных неравенств (1 .8 ), задающих U„c Если при ч , и 
выполнены условия совпадения из следствия 1.2, то граничные 
гиперплоскости 1 ц , ^  замкнутых полупространств в
совпадают. При таких предположениях по результатам [2] (стр. 
125) пересечением Н ^п И ц . будет либо все полупространство 
Иц з Ног (если либо (если *
В первом случае наша задача исследования пересече­
ний ох полупространств Н;. ( i = I , . . . ,  ) приводится к са­
мостоятельной задаче исследования пересечений ль- I полупро­
странств Ию ••• - ^  > < * ч  )- Поэтому в дальнейшем, когда 
выполнены сделанные предположения, целесообразно изучать 
только пересечения U0 аН<П Н-п ■ ПНтс ^.соответствующие вто­
рому случаю. Система (1 .8 ), задающая такие Ц 0> называется 
неприводимой. Тем самым, полупространства li- -1, • • ■;^)) оп­
ределенные неприводимой системой (1 .8 ), будут различными,хо­
тя некоторые граничные гиперплоскости могут попарно сов­
падать. Если Г^*Г^,то ctCj,i.
С помощью введенных понятий J -вырожденности и К-допус- 
тимости неупорядоченных последовательностей (ЦЛ*, ^ ) 
или (l, ,L , ... ,Lf,() индексов можно дать
характеристику классов описанной аффинно инвариантной клас­
сификации и соответствующие аналитические признаки много-
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гранников К с 5 заданных неприводимой системой (1.8)« От­
дельно рассматриваются три этапа.
1°. Перечисление всех возможностей взаимного располо­
жения гиперплоскостей П. в заданных уравнениями
ч
£  о.. , L *1,2.,... ,*п, ™.>Л}
в(.*1
при исследованием типов вырожденности всех раз­
личных последовательностей (иЛ  ■ "  ш> *■?)• Комбинации типов вы­
рожденности для всех ■•»Ц), совместных в смысле свойств 
определителей, представляют собой аналитические признаки 
соответствующих расположений гиперплоскостей Ч  (ср. СП, 
стр. 247, 263). Основываясь на результатах предложений 1.3,
1.4 и следствий I . I , 1.2 описываются типы расположений,т.е. 
указывается число различных точек пересечения гиперплоскос­
тей I“ и параллельные или совпадающие П.- Если перечисле­
ны все совместные комбинации типов вырожденности 1ч,ч> •••)'ч), 
то подученная классификация является полной, т.е. она охва­
тывает все возможные типы расположений !“• (>= 1,2.,...(т ) при 
-f- Если гиперплоскости а  будут граничными ги­
перплоскостями для и„с£у(то по сделанному соглашению из 
дальнейшего рассмотрения опускаются те случаи, когда среди 
fl совпадают больше чем два. Остальные расположения назы­
ваются допустимыми.
2°. Перечисление типов многогранников заданных не­
приводимой системой (1 .8 ) , по всевозможным комбинациям чи­
сел р1( • При определении последних применяются 
описания всех допустимых расположений граничных гиперплос­
костей I“ , учитывая определения вершин и неограниченных ре­
бер многогранника 14 е ^  •
3 °. Нахождение аналитических признаков всех перечислен­
ных типов многогранников У-о исследованием типов допусти­
мости всех последовательностей (ц»4, •••/'•? ) или (.ŠA,---/Ц -i); 
основываясь на результатах предложений 1.7, 1.8. Все воз­
можные допустимые классы взаимного расположения граничных 
гиперплоскостей Пи рассматриваются отдельно. Совместные в 
смысле свойств определителей комбинации типов вырожденности 
и допустимости всех Ц ) или (š,4., •••> V< ) явля­
ются искомыми аналитическими признаками рассматриваемого
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типа Кссßj. Если перечислены всевозможные такие совместные 
комбинации, то перечень комплектов признаков всех типов мно­
гогранников 1C с будет полным. Из соотношения (1*7) сле­
дует, что полученные аналитические признаки типов многогран­
ников ис с й? будут также аналитическими признаками соответ­
ствующих многогранников И с Rn такого же типа, заданных не­
приводимой системой ( I . I )  при ila^ü » р-
§ 2. Признаки пересечений т , замкнутых полупрост­
ранств в ^  при f * 1
Если многогранник Хкс ß*, задается неприводимой системой
(1.1), для которой 9 = то Следовательно,при сде­
ланных нами соглашениях U e является замкнутым выпуклым под­
множеством первой координатной оси. Опишем коротко все три 
этапа, на которые разделяется решение задачи классификации 
и характеризации множества Ч>, если координаты его точек X* 
~(х<) удовлетворяют неприводимой системе
к , * °  , ^  С2,1)
Каждое неравенство системы определяет полупрямую Н:, произ­
вольная точка -X » (х*) которой представима в виде
a - a tfA Lj L; \ > ,0 , (2 .2 )
где -Х£ а (Т = =. (4-ь/ ) _ граничная точка полупрямой
направляющий вектор полупрямой Н-,
1°. Признаки взаимного расположения т  граничных точек 
В силу у= I , в роли неупорядоченной последовательнос­
ти индексов сейчас будет один индекс (ч)- Как было отме­
чено, для индекса (ч) не определены А-, АБ- и Б-вырожден- 
ности никаких порядков. По определению 1.2 а) индекс (й )  
будет 3 -вырожденным, если для точно J определителей 
имеет место Я, , = 0, { i ,i , , "т,) \ { • • • ,  3 и  
» О, ь  *• * I**-*. По следствию I .I  соответствующие точки 
должны совпадать с Д,ч . Но так как по предположению система
(2 .1 ) является неприводимой, то каждый индекс О , ) может 
быть либо О-вырожденным, либо I-вырожденным.В последнем слу­
чае, по сделанному соглашению <U/n,о. л--*чпа Очевидно, что
(J vl' « i4*
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тогда и индекс (*V) будет I-вырожденным. Поэтому имеются 
две возможности.
1) Все индексы (£.), i являются О-вырож- 
денными. Тогда все точки JCj. - различные.
2) Существует по крайней мере одна пара индексов (ч),(«*), 
ц ,ч €{'1> ■■•»'п), являющихся I-вырожденными. Тогда соответствую­
щие точки совпадают.
2°. Перечисление типов замкнутых выпуклых подмножеств 
прямой ßi. Их будет четыре: отрезок (v„ = 2 ,  jh - О), по­
лупрямая = I, р<= I ) ,  точка (V  = I , р., = 0), пустое 
множество (w  = р1 = 0 ) .  Отметим, что число в рассмат­
риваемом случае не определено. Если граничные точки П мно­
жества Uo все различные, то 2, если же существует хо­
тя бы одна пара совпадающихся граничных точек, tot^s I. Со­
ответствующими многогранниками Wc полученными из указан­
ных Но по формуле (1 .7 ) , будут: при = 2 ,  р*. - 0 - 
ки-мерный слой, при ч.-< = I , рл.= I - замкнутое полупрост­
ранство, при V < “ I» P*v = 0 - (*г _ I)-мерная плоскость; при
Ч.-< - Р* = 0 - пустое множество.
3°. Аналитические признаки всех четырех типов при
J - I .
Предложение 2 .1 . а) Пусть все индексы (<- ) , I = 1,• • •, ^ , 
являются 0-вырожденными. Тогда имеет место одна из возмож­
ностей:
1) существует точно два индекса (ч )р. 1ч ), являющихся 
[г*. - \ )-допустимыми,
2) существует точно один индекс (Š ),являющийся (/^- д о ­
пустимым,
3) не существует ни одного индекса, являющегося к-О- 
допустимым.
б) Пусть (ч), (i-i) - пара индексов, являющихся 1-вырож- 
денными. Тогда либо
1) индексы (ч), (.<-«.) будут -i)-допустимыми,
2) индексы Цлг. не будут 0^-г)-допустимыми.
Доказательство этого предложения основывается на опре­
делении 1.3 а) допустимости индекса 1>) и соотношении
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Аналитические признаки всех четырех существующих типов 
W представляются в виде предложений, дающих необходимые и 
достаточные условия для того; чтобы неприводимой системой
( I .I )  при  ^= I задавался U  указанного типа. Так как до­
казательства этих предложений вполне аналогичны доказатель­
ствам, приведенным в [2], и легко следуют из введенных нами 
определений 1.2, 1,3 и предложений 1.7, 1 .8 , то мы их опус­
тим.
Предложение 2 .2 . Для того, чтобы U , заданный неприво­
димой системой ( I .I )  при ?=1, являлся ^-мерным слоем,tn- -I)- 
мерные грани которого проходили бы через точки Дц/Необхо­
димо и достаточно, чтобы все индексы tl), i *4, являлись 
О-вырожденными и существовали точно два индекса (ч), (U), яв­
ляющихся im, - <)-допустимыми. Тогда любая точка Д. с. U пред­
ставима в виде
rV
где определены формулами (1 .5 ) ,^  о, ^  +• <ч * 'I, <ft - 
произвольные.
Предложение 2.3. Для того, чтобы U } заданный неприво­
димой системой ( I .I )  при I , являлся замкнутым полупро­
странством, необходимо и достаточно, чтобы все индексы (С),
i. * ч, •••, иъ, являлись О-вырожденными и существовал бы точно 
один индекс являющийся О*- \ J-допустимым. Тогда Ч  
совпадает с Иц и любая его точка -X представима в виде
rV
где X Ll » ,0,.. ,0), = (- '°),\определены фор­
мулами (1 .5 ) и (bL^  о, fa _ произвольные.
Предложение 2 .4 . Для того, чтобы tC; заданный неприво­
димой системой ( I .I )  при у = I, являлся гиперплоскостью, 
проходящей через точку Х 1Г- [^л/а-ч1,0, необходимо и
достаточно, чтобы существовала одна пара индексов t4), (ч),
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Ч Л ,.£ { 1, • w ) , являющихся I-вырожденными и ("г-^-допус­
тимыми. Тогда U  совпадает с 4t = Г^.
Предложение 2 .5 . Для того, чтобы неприводимая система 
СI . I) являлась при f = I противоречивой, т.е. - чтобы U 
являлся пустым множеством, необходимо и достаточно, чтобы 
все индексы , L»*,-. . ,  ^г, являлись J-вырожденными 
И <. -допустимыми, и 3 ■+• К. < <U -1.
Из результатов предложения 2.1 следует, что все возмож­
ности совместных комбинаций типов вырожденности и допусти­
мости индексов (>), и *4 , ■. •, »-п. исчерпаны предложе­
ниями 2.2 - 2.5 и поэтому перечень комплектов признаков име­
ющихся четырех типов U e  является полным.
§ 3. Признаки пересечений четырех замкнутых 
полупространств в при £ = 2
Кроме примера, приведенного в предыдущем параграфе на 
применение предлагаемой методики классификации многогран­
ников, нами подробно рассмотрен случай, когда многогранник 
U  в £*, является пересечением четырех ( т  = 4) замкнутых 
полупространств. Задача классификации и описания таких мно­
гогранников заданных неприводимой системой
2 _ a - ^ s k ,  ( .- М А Ч , C3.I),—- ил. ' • I г /
приводится к четырем самостоятельным задачам классификации 
и описания многогранников tc0c  ^ _ i t2,3 ,4 . Эта задача 
при у = I нами полностью решена в § 2 лдя случая произ­
вольного так что в рассматриваемом случае существенно 
решать поставленные задачи при 2 4 ?  i 4.
Пусть в (3 .1) имеет место $ '= 2 , следовательно, K ö яв­
ляется многоугольником на плоскости R i, заданной уравнени­
ями у? ~ ■ ■ = эС ~ о. Многоугольник 'Uc определен пере­
сечением Не - Н1 о п н3п нц л в котором все Нс различ­
ные. Другими словами, координаты произвольной точки Х е  U 0 
удовлетворяют неприводимой системе линейных неравенств
( 3 .2 )
Ot=.1 ^
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где по крайней мере один ^ ч . * 0, s , 4 e О ,  Д). Нике описы­
ваются все три этапа, на которые разделяется решение задачи 
классификации многоугольников Uoc %г. (см. п .2 § I ) .
1°. Признаки взаимного расположения четырех прямых на 
плоскости Граничными гиперплоскостями П, в рассматри­
ваемом случае являются граничные прямые П, на плоскости 
задаваемые уравнениями
(3 .3 )
Исследование взаимного расположения четырех прямых разби­
вается при у = 2 на четыре подслучая:
I все <1 (  ^ = 1 , . . . , 4 )  попарно пересекаются;
II среди <1 ( i - 1 , . . . , 4 )  имеется точно одна пара па­
раллельных;
III среди П, ( Ь = 1 , . . . , 4 )  имеется точно две пары па­
раллельных;
1У среди i~ ( «- = I , . . . , 4) имеется точно три пары па­
раллельных.
Если пар параллельных прямых больше чем три, то р = I. 
Тогда либо все II параллельны между собой, либо часть из 
них совпадают друг с другом (ср. предложение 2.1 и след­
ствие 1 .2 ) . В силу предположения $>= 2, этот случай в 
дальнейшем рассматриваться не будет.
Как было сказано, аналитические признаки всевозможных 
типов взаимного расположения четырех прямых на ^  при у =2 
даются в терминах или 3 -вырожденности ( 3= 0 ,1 ,2 ) , или 
А-, или Б-вырожденности порядка I существенных шести пар 
индексов (чЛ*), -**)- Так как существует единст­
венная возможность T-sf-* - i, то АБ-вырожденность пары 
1чЛ) не определена. Искомые признаки для всех случаев I-
1У получаются, основываясь на результатах предложений 1.3,
1.4 или следствия 1.2, и представляются в виде таблицы 3.1.
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Таблица 3.1
Тип вырожденности пары Парал- Совпа­
дающие
прямые
Число
точек
пересе
чения
N?
[>» 1 (,чЛ>) (и,*-*«) г Ц) Ui Л ) прямые
I А OB OB OB OB OB OB - - 6
Б IB IB OB IB OB OB - - 4
В 2В 2В 2B 2B 2В 2B - _ I
II А OB OB OB OB OB AB *I3 , Г. - 5
Б
В
IB
OB
IB
IB
OB
IB
IB
IB
OB
IB
AB
БВ
‘ч Л
3
3
Г 2B 2B гв 2B 2B БВ - I
III А OB AB OB OB AB OB г г  .|Т Г.“ч  '-J, 4 I  V1, 4
Б IB AB IB IB БВ IB Гч Л 1 11 Ц 2
В 2B БВ 2В 2B БВ 2B - П . ,Л ^ ,Ч 1
IV А OB OB OB AB AB AB - 3
Б IB IB OB БВ AB AB 1 11 ‘г 2
В 2B 2B 2B БВ БВ БВ - ' <-L , * i > 1 1 "Ч I
Предложение 3 .1 . Комбинации типов вырожденности шести 
различных пар индексов, указанные случаями 1А-1УВ таблицы
3.1 , исчерпывают все возможности при р = 2.
Этот результат доказывается при помощи определения 1.2 
типов вырожденности, учитывая свойства определителей.
Каждой из строк 1А-1УВ таблицы 3.1 соответствует пред­
ложение, которое дает необходимые и достаточные условия для 
определения взаимного расположения прямых Г-, заданных сис­
темой С3.3) при = 2. Эти предложения доказываются при по­
мощи предложений 1.3, 1.4 с учетом определения 1.2. Сформу­
лируем для примера предложение, соответствующее условиям IA.
Предложение 3 .2 . Для того, чтобы четыре прямые, задавае­
мые системой (3 .3 ) на плоскости пересекались в шести 
различных точках, необходимо и достаточно, чтобы все шесть 
пар (и ,ч ) индексов ч были 0-вырожденными.
Если рассматриваемые четыре прямые ~ct заданные систе­
мой (3 .3 ) , являются граничными прямыми многоугольника 
то по нашему соглашению все взаимные расположения прямых, 
соответствующие условиям 1А-1УБ,являются допустимыми. Един-
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ственное недопустимое расположение граничных прямых опреде­
ляется условиями 1У£(совпадают три прямые).
2°. Перечисление типов многоугольников заданных
системой (3 .2 ).
Предложение 3 .3 . Для многоугольника U „c задаваемого 
системой (3*2), справедливы соотношения p ^ z ,  
Всевозможные допустимые комбинации р 1 , 4 1 ) представлены 
в таблице 3.2.
Таблица 3 .2 .
I 2 3 4 5 6 7 8 9 10 II 12 13
*Vo 4 4 4 3 3 3 2 2 2 I I I 0
ь 0 0 0 0 I 2 0 I 2 0 I 2 0
0 I г 0 - - 0 - - 0 - - 0
Доказательство этого предложения основывается на опреде­
лениях и свойствах вершин и сторон многоугольника U 0 с ^-( см. 
С 4], стр. II2-II4), на определениях чисел и на ре­
зультатах, указанных в трех последних столбцах таблицы 3.1.
Для целостности изложения приведем определения всевоз­
можных типов многогранников заданных системой (3 .1 ) 
при у = 2, учитывая предложение 3.3 и формулу (1 .6 ), где 
вектор *з , заданы формулами (1 .5 ).
Определение 3 .1 . Пусть ъ0 * 4 и соответствующие вершины 
Uo обозначены через ЭЦ. Так как pi = 0 , то лю­
бая точка X выпуклого многогранника U  с представима в 
виде (см. (Xl, стр. 115)
JL
(3 .4 )
usi t*2,
J
*.«>0 , tb -произвольные.
Если <\\ - 0, то 'U. называется а-мерной призмой над че­
тырехугольником (^о - общий выпуклый четырехугольник). Ес­
ли = I ,  то Ч  называется (г-мерной призмой над трапе­
цией ( К  - трапеция). Если 2, то ^  называется ^г 
мерной призмой над параллелограммом ('К* - параллелограмм),
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Определение 3 .2 . Пусть т<,= 3 и соответствующие вершины 
Uo обозначены через X ,; По предложению 3.3 много­
угольник 'Ü.» может иметь ^  направляющих векторов неогра­
ниченных сторон. Пусть при pi Ф 0 они обозначены через м,г- 
Тогда для любой (см* fä]) имеет место
3J р1
X - + (3 .5 )
-jr/l ö i=3
i
«■«..ft« » °> 4  *« ' А  - произвольные, 
где при = О считаем Z. «= 0. Если р, = = 0, то U  
называется »г-мерной трехгранной призмой ( U 0 - треуголь­
ник). Если pi = 2, то 14 называется (%-мерным двукратно 
усеченным двугранным углом ( V* - двукратно усеченный угол). 
Если I , то W называется <г-мерным двукратно усечен­
ным слоем ( - двукратно усеченная полоса).
Определение 3 .3 . Пусть V  « 2 и соответствующие вершины 
И. обозначены через По предложению 3.3 многоугольник 
1U может иметь неограниченные стороны и в обозначениях 
определения 3.2 для любой точки Л ь Ц  U3 имеет место
х 4 . ? ^ +1 м ' 4 - ^ '  о . «
д.
cLUl{iJ)>^ 0) £ * « • ' 1, ft - произвольные,
где при p-t = О считаем = °* Если “ 1И = °* то ^
является (iv - I)-мерным слоем (U о - отрезок). Если р, = 2, 
то U  называется п.-мерным усеченным двугранным углом 
( ио - усеченный угол) СзЗ. Если pi = I, то U называется 
а-мерннм усеченным слоем (Но - усеченная полоса) L3J.
Определение 3 .4 . Пусть г» *= I , т.е. имеет одну верши­
ну X,. Тогда с учетом предложения 3.3 в обозначениях оп­
ределения 3.2 любая точка Х е  К представима в виде 14]
t  £
3=4 0 +=з (3 .7)
с
= А  - произвольные.
Если Pt= О, то U является (^  -2)-мерной плоскостью ( К - 
точка). Если ■ I , то ^  является ( - I)-мерной замк­
нутой полуплоскостью ( tte - полупрямая). Если р1 = 2, то
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U  является ки-мерным двугранным углом ( Ue _ угол).
Если ъ «= pi * = 0, то ^  , а также Я, будет пустым 
множеством.
Вообще существует 13 типов многогранников U c R ^  являю­
щихся пересечением четырех различных полупространств,задан­
ных неприводимой системой (3 .1 ) при ? = 2. Отметим,что при 
а = 2 во всех формулах представления (3.4)-(3.7) считается
3°. Аналитические признаки всех типов ^  с заданных 
системой (3 .1 ) при р = 2 даются с учетом результатов,пред­
ставленных в таблице 3 .1 . Случаи 1А,Б, IIA-B, Ш А ,Б  таб­
лицы 3.1 рассмотрены в таблице 3.3 и классифицированы по К- 
допустимости пар ( ч , '-г.)- Случаям IB, И Г , IIIB соответствует 
таблица 3 .4 , где классификация дается по К-допустимости ин­
дексов Сч, )•
С помощью применяемых определений понятий типов вырож­
денности и допустимости, и соответствующих геометрических 
истолкований, сформулированных в виде предложений 1.3, 1.4,
1 .5, 1 .6 ,можно обосновать, почему в таблицах 3.3, 3.4 не 
указаны типы допустимости некоторых пар(чЛ) или индекса 
(.ч) (они либо не определены, либо совпадают с некоторыми 
другими). Доказывается также результат, который можно сфор­
мулировать следующим образом.
Предложение 3 .4 . Комбинации типов допустимости парСч,^) 
и индексов (ч), указанные в таблицах 3 .3 , 3 .4, исчерпывают 
все возможности при = 4, у = 2.
Аналогично этапу 1° исследования взаимного расположения 
четырех прямых на плоскости R1( строкам таблиц 3 .3 ,3 .4  сей­
час тоже соответствуют некоторые предложения. Из этих таб­
лиц видно, что часть типов многогранников R* определяется 
только одним комплектом признаков ( ъ -мерные призмы над 
четырехугольниками, ^-мерные призмы над трапециями, хи­
мерные призмы над параллелограммами, а-мерные двукратно 
усеченные двугранные углы, /^-мерные двукратно усеченные 
слои). Но остальные восемь типов многогранников кото­
рые получаются из системы (3 .1 ) и были определены на этапе 
2°, определяются несколькими комплектами признаков из соот-
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Тип многогранников K c R/n
(?= 2 )
Аналитические признаки типа
(чЛ) (ч j *-j) (Ч Лч)
~ŽÄ
2Д
1Д
2Д
2Д
1Д
1Д
1Д.0Д
Таблица
Faa- 
мер-
1  А'ТГ
2 .
3.
4 .
5.
6.
т т
2 .
у?83ШШойризма ыад четыРех~ 
л-мерная трехгранная призма 
-?85рный двукратно усеченный
§3  Лйй8р^?Ёлусеченный Двугран- 
iv-мерный двугранный угол 
цустое множество________________
1Д
2Д
2Д
2Д
1Д
2Д
од
1 Ш
2Д
2Д
2Д
1Д
1Д
1Д
ОД
Ш хЖ
2Д
1Д
1Д
од
1Д
од
1Д
1A Q &а
2Д
од
2Д
1Д
ш
2Д
1Д
од
1Д
2Д
од
2Д
1Д.ОД
1Д
1Д 
2Д
од 
од 
1Д
од 
Щ хШ
Irv
►v-мерная трехгранная призма 
£ м е р ш *  усеченный двугранны.]
мерный двугранный угол 
(л, - 2) -мерная плоскость 
пустое множество
W
ОД
1Д
ОД
1Д
ОД
2Д
ОД
1Д
1Д
1Д
1Д
од
1Д
1АОД
J ^  
а-1
II L  I. л-мерная призма над трапециё! 
•г-мерная трехгранная призма 
^ щ р н ы й  двукратно усеченный
л-мерный усеченный слой 
\ rv-мерный усеченный двугранный 
J угол
} »v-мерный двугранный угол 
пустое множество______________
1Д 
2Д 
2Д
1Д 
1Д 
2Д 
1Д
j & i
2Д
2Д
2Д
2Д
2Д
2Д
1Д
1Д
2Д
од
2Д 1Д
— од 
01
2Д
I j j  ОД
2Д
2Д
1Д
1Д
2Д
1Д
1Д
1Д
ш
2ДГ
1Д
2Д
1Д
од
од
1Д
од
м
I X
rv
Пу
} « .
п,
ш
II Б I, 2.
3.
4. ah
»v-мерная трехгранная призма 
уго!рный Усеченный двугранны! 
^мерный усеченный слой 
•^мерный двугранный угол
1Д
ОД
1Д
1Д
ОД
2Д
2Д
2Д
0Д,1Д
2Д
2Д
2Д
1Д
од
1Д
К Тип многогранников U.c ^  
(?=  2)
Аналитичес*сие признаки типа Раз­
мер­
ность
lv Pi
(Ц<г) 1‘-1,Lh) (% Ч ) 1Lh) (и > ) V
II Б 5. 
6.
(/v-2 )-мерная плоскость 
пустое множество
1Д
ОД
- 1Д 
IД, ОД]
- 1Д
Л А Ж ,
-
>%-г. I
0
0
0
0
0
II В I.
(Z 9
3 .
(o,-i)-мерный слой
nioc&>c¥fpHaa замкнутая под^- 
avcToe множество
1Д
1Д
1Д
1Д
1Д
од
1Д
ОД
ОД
-
п,- 1 
*гН
2
I
0
0
I
0
0
0
IIIA  I .
2 .
3 .
4.
л е 5 8 ^ Ш о А разма над парал"
гъ-мернкй усеченный слой 
а-мерньй двугранный угол 
пустое множество
2Д
2Д
2Д
ОД
-
2Д
2Д
1Д
ОД
2Д
1Д
1Д
од
-
2Д
1Д
од
од
п.
п,
л,
4
2
I
0
0
1
2 
0
2
0
1IIB I. 
2 .
3.
(Л-I) -мерный слой 
nitocioc^ipHaa замкнутая полу­
пустое множество
1Д
1Д
од
• - 1Д
од
од
—
-
п,Ч
•г-1
2
I
0
0
I
0
0
0
1У A I. 
2 . 
3 .
'^•мерный усеченный слой 
гь-мерный двугранный угол 
цустое множество
2Д
2Д
М * ° л
2Д
1Д
1Д.0Д
1Д
од
1Д,од
-
- •Т/
Л,
2
I
0
1
2 
0 0
1У Б I . 
2 .
1ш ос1осЧ1рная аамкнУтая п°ду- 
пустое множество
1Д
од
1Д
1Д
-
*.
а--) I
0
I
0 0
Таблица 34,
1? Тип многогранников
(? = 2 )
Аналитические приэнаки типа
' £аа- 
мер-
H O C T I ft V( Ь ) Ui) Uj) (Ч)
I В I . л,-мерный двугранный угол з д зд 2Д 2Д «V I 2
2 (л-2\-мерная плоскость г_ 2Д,1Д._ 2Д,1Д 2Д.1Д 2Д Л Д а -2 I 0 0
п  t  i . плоскЯ??!** 8ашснУ ™  полу- 2Д £Д зд •г-1 1 I -
2 » ^-Ч-мерная плоскость
■ ■ ?Д
2Д 2Д - п.-2 I 0 О
III В t. (л.-4-мерная плоскость г2 _ ЗД _ - <v- 2 I 0 Ö
ветствующих строк таблиц 3.3, 3.4. В первом случае эти 
комплекты, а во втором случае их серии, представляют собой 
необходимые и достаточные условия для того, чтобы t(c  ^  
был многогранником данного типа. Для примера сформулируем 
предложение, соответствующее первой строке таблицы 3 .3 .
Предложение 3 .5 . Для того, чтобы многогранник ^ з а ­
даваемый неприводимой системой (3 .1 ) при f = 2 у являлся 
a-мерной призмой над четырехугольником, ( ^  - 2)-мерные 
грани которой проходят через точки >
необходимо и достаточно, чтобы все шесть пар {itj )  индексов 
с { I , 2 ,3,4} были О-вырождеиными,
ib., ч) - 2-допустимыми и (чЛ \  (Ц А ) - I-допус­
тимыми.
Доказательство этого предложения аналогично доказатель­
ствам, приведенным в [2] и основывается на определениях 
1.2, 1.3 и результатах предложений 1.3 - 1.7.
Для полного решения поставленной нами в начале этого па­
раграфа задачи классификации и описания заданных 
системой (3 .1 ) , остается рассмотреть случаи  ^ = 3, f = 4.0ни 
аналогичны случаю ^ = 2 и будут изложены отдельно.
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EUKLEIDILISE RUUMI Rn KUMERATE HULKTAHUKATE 
AFIINSEST KLASSIFIKATSIOONIST JA TUNNUSTEST.III
K .Riives 
R e s ü m e e
Töös kirjeldatakse meetodit, mille abil saab anda ruumi
R_ selliste kumerate hulktahukate afiinselt invariantse klas- 
n
sifikatsiooni, mis esitatakse lõpliku arvu m kinnise pool- 
ruumi lõikena, kusjuures poolruume määrava lineaarse võrra­
tuste süsteemi kordajate maatriksi astak olgu m in(n ,m ). 
Täielikult on klassifitseerimisülesanne lahendatud ja  antud 
vastavate klasside analüütilised tunnused mõningatel lihtsa­
matel erijuhtudel, kui klasside arv pole väga suur (m - suva­
line , у = 1 või m = 2 ,3 ,4  Г2 ] , [З])® Töös esitatakse ülesan­
de täielik  lahendusv kui m on suvaline ja  <■-> = 1 , ning m я 4,
? - 2-
ABOUT AFFINE CLASSIFICATION AND CHARACTERS 
OF CONVEX POLYTOPES IN EUCLIDEAN SPACE R ^ I I I  
K .Riives 
S u m m a r y
In the paper a method of affinely invariant classifica­
tion of convex polytopes, intersections of m closed semi­
spaces in Euclidean space Rn , is described. Let the rank of 
the system of linear inequalities , determining these m semi­
spaces be 1 & ^ ^  m in(n ,m ). The problem of classification 
is  completely solved in some particular case, when the num­
ber of classes is  not very large (m - arbitrary, f  = 1 or 
m = 2 , 3,4 [ 2 ], [3] )  and the characters of corresponding clas­
ses of convex polytopes are pointed out. Complete resolution 
of the problem is presented, when m - arbitrary, ^  = 1 , and 
m = 4, ^ = 2.
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О НАХОЖДЕНИИ КРАЙНИХ ЦЕЛОЧИСЛЕННЫХ ТОЧЕК ВЫПУКЛОГО 
МНОГОГРАННИКА В ЕВКЛИДОВОМ ПРОСТРАНСТВЕ R3
Е.Ворошнина
Кафедра математической статистики и программирования
Данная статья посвящается нахождению всех крайних цело­
численных точек ограниченного многогранника в трехмерном 
пространстве. В книге Корбута, Финкельштейна ( D I ,  стр. ?22) 
говорится, что эта задача "не менее сложна, чем задача це­
лочисленного программирования, и в настоящее время неиз­
вестны эффективные алгоритмы для ее решения". Поэтому раз­
работка подобного алгоритма для пространства представ­
ляется важным частным случаем. Полученный результат дает 
возможность найти выпуклую оболочку целочисленных точек и 
решить соответствующую задачу целочисленного программирова­
ния с произвольной целевой функцией.
А. Приведем некоторые определения, используемые нами в 
дальнейшем. Заметим, что определяемые ниже понятия можно 
было бы вводить, выбрав произвольную координатную ось ^ 
или £ ) .  Нами сделан выбор лишь для обеспечения простоты 
геометрической интерпретации.
Пусть в трехмерном евклидовом пространстве задана
система неравенств
<Vm X * а и $
.................................  И-О
Известно (см. [3], стр. 108-109), что система неравенств ти­
па О . ' ! )  определяет выпуклый многогранник. Обозначим этот 
многогранник через JL . Предположим, что система 0 . 4 )  за­
дает ограниченный многогранник.
Целочисленная точка ^ 3(£в) £• X  называется верхней 
целочисленной точкой относительно координатной оси z., если 
точка teo, и нижней целочисленной точ-
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кой относительно г, если точка (■Хо)^ г' > ^  i- Сово­
купность всех верхних и нижних целочисленных точек назы­
вается множеством крайних целочисленных точек и обозначает­
ся через Z  (.<£)•
Заметим, что поскольку нами рассматриваются лишь цело­
численные крайние точки, то будем всюду ниже говорить о 
крайних верхних и о крайних нижних точках, подразумевая их 
целочисленными.
Полупространство
называется верхним (нижним) относительно координатной оси-г., 
если <Ч3>0 (.a-i.i<°),a соответствующая ему грань многогран­
ника Л, верхней (нижней) гранью.
Проекцией множества <L на координатную плоскость ос, ^ 
называется множество «£' всех таких точек для кото­
рых существует хотя бы одно значение г, что точка (х(^,г)е 
с <£.
В силу ограниченности Л  проекция «£' представляет 
собой выпуклый ограниченный многоугольник, задаваемый на 
плоскости х, у  при помощи неравенств.
Приведем некоторые теоретические соображения, на кото­
рых основывается метод нахождения крайних точек для системы
О . О .
Лемма Ц  . Проекция пересечения конечного числа полу­
плоскостей •• • , к ) равна пересечению одно­
именных проекций пересечений всех пар этих множеств, т.е.
Приведенная лемма является следствием из теоремы 7 ста­
тьи Шапота (C2J; стр. 111 9 ) , где рассматривались множества 
более общего вида.
Лемма 1.2. Пусть заданы верхнее относительно оси 2 по­
лупространство
и нижнее полупространство
+«Ч»4 0 (1>3)
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a}‘»x '*'cw  +с^** ” ^ °
Тогда проекция пересечения 0 * 3 )  и 0 * 4 )  на координатную 
плоскость х ,ч  задается неравенством
(Üst - ä i U W S S i -  2t )H - Ь . Д  s o .
\*Чз '*** ^  0 . 5 )
Доказательство. Неравенства 0 . 3 ) ,  0 . 4 )  и (1 .5 ) пред­
ставим в виде Л i .
* . £ Ü 3 C -  2 й ч  (1 *6>
^ 14  ^ G43 ' о
V  a<M *j* T< * '  (4 .7 )
Л15 °-tb aib °ji ftjs 
Последнее, учитывая введенные обозначения, перепи вен
Возьмем произвольную точку (хв|^ .)е >’
Тогда найдется хотя бы одно значение н = г.0; что выполняются 
неравенства:
$1 (Хо,уи)) 2-» > Х^о » J")/
следовательно, верно
*J«) £ j i  (л 0 , 
а для значений х = л,, верно (4 .5 ) ,  откуда
P ^ i f i  П *-> 1'Х-ЗЬ1.
С другой стороны, возьмем произвольную точку та­
кую, что
^  [Хо^о) i ji
Тогда нетрудно найти значения 4*
причем li £ *•<> , и для любого числа £„ го 3 имеет
место
* .>  Jj
Следовательно,
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Сопоставляя полученное, имеем
P>,j (* * fi Л г i Jj) * {*,%1 % (*-,$ 4 ft l*<3:»>-
Лемма 1 .3 . Проекцией на координатную плоскость л (м пе­
ресечения пары верхних (нижних) относительно оси г полу­
пространств является вся плоскость •х ,^ -
Доказательство проведем для пары верхних полупространств 
2 « ft x^ >^' Возьмем- произвольную то^ку LXofy0)
плоскости. Тогда можно найти значения
Выберем число io так, чтобы было < н., = min. (а>\ zj ). для 
такого -io будет 2. * ft  Z-ešji > т.е.
е öd. Следовательно, имеет место е РКь dt.
Лемма 1 .4 . Пусть заданы полупространства
o*i4х + - 4г = kL(x,^)* 0 (1 .8)
и
V 0-
Тогда проекция их пересечения задается неравенством (1 .8 ). 
Леша доказывается аналогично двум предыдущим.
Обозначим через 3 совокупность индексов всех верхних 
ограничений системы ( I . I ) ,  через ^ -совокупность индексов 
всех нижни*. ограничений, через ^-совокупность индексов, 
для которых ограничения имеют вид (1 .8 ) .
Лемма 1 .5 . Пусть (put^ 0)- произвольная целочисленная 
точка проекции <£‘ многогранника, задаваемого системой-
( I . I ) ,
VH *fr154^ '
Тогда, если1 0^3  = ] то точка , а . ) одно-
временно верхняя и нижняя целочисленная точка; если Ca(Le]>
>]г^С,то точка (*о,уо) верхняя, a J ъ^[) нижняя 
целочисленные точки многогранника JL-
* Символ О»] означает наибольшее целое, меньшее или равное o-t 
символ Зо-С означает наименьшее целое, большее или равное о.,
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Доказательство проведем для нижней целочисленной точки 
(хв1у0) ] ). Возьмем неравенство «. > (х ,у) для j - jo. 
Тогда, учитывая, что , имеем
следовательно, ]&j0[ Ч ) ^ <£ и точка )
нижняя целочисленная.
Заметим, что все вышеизложенные леммы I . 2-1.5 нетрудно 
сформулировать и доказать для произвольного (v-мерного евк­
лидова пространства. В алгоритме мы используем соответству­
ющие аналоги для £г-
2. Метод нахождения крайних точек многогранника. Перед 
точным описанием алгоритма познакомимся с его основной иде­
ей. Как было сказано, нашей задачей является нахождение 
всех крайних точек многогранника X .  Пусть каким-нибудь об­
разом найдена проекция <£' многогранника <£ на некоторую 
координатную плоскость. Далее, пусть найдены все целочис­
ленные точки проекции d.', обозначим их совокупность через 
2! (^').Тогда необходимо исследовать для каждой пары значе­
ний е £ '(£ ')  пересечение прямой х  = о 
верхними и нижними гранями многогранника <£. Выбирая из 
всех точек пересечения с верхними гранями точку с минималь­
ным значением i-invw и, взяв - L получим по лемме 
1*4 верхнюю точку (•*■«>, Vе» *•)• Беря из всех точек пересече­
ния с нижними гранями точку с максимальным значением 
получим нижнюю целочисленную точку где 
Рассмотрим подробнее основные части алгоритма.
А. Нахождение проекций многогранника Л, заданного сис­
темой (.1.1) на координатную плоскость и ось. Хотя описанным 
ниже способом можно найти проекцию на любую координатную 
плоскость, в данном случае находится проекция на плоскость 
Как видно из леммы I .I ,  для нахождения проекции много­
гранника <£, надо найти проекции пересечений всевозможных 
пар полупространств, задающих грани <£. Но в силу леммы 1.3
но
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нет смысла учитывать проекции пар одноименных (верхних ли­
бо нижних) полупространств. Далее из результата леммы 1.4 
проекция пересечения полупространства» параллельного оси 1, 
и верхнего либо нижнего полупространства,есть соответствую­
щая полуплоскость (1 .6 ) . Учитывая это, проекцию многогран­
ника, задаваемого системой ( I . I ) ,  можно записать в виде:
Используя аналоги лемм I . 2-1,4 для пространства £г , не­
трудно определить проекцию <£" многоугольника ; задан­
ного системой (2 ,1 ) , на некоторую координатную ось, пусть, 
для определенности на ось Заметим> однако, что в отли-
верхних и возрастания наклонов нижних, т*к. наклоны граней 
выпуклого многоугольника, рассмотренные слева направо, об­
ладают таким свойством.
В. Нахождение множества ^  (<£) целочисленных точек про­
екции и множества £ (<£) крайних целочисленных точек много­
гранника* Имея в виду лемму 1.5 и ее аналог для пространст­
ва Ri, определим для каждого целочисленного значения %,<■
Предположим, что проекция Л! найдена в форме 
* лх  + 4
(2.1)
чие от нахождения проекции на плоскость, здесь выгоднее 
устроить перебор пар граней в порядке убывания наклонов
для каждой пары «.'le.ZUd!)
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Тогда крайние целочисленные точки находятся по правилу:
1° если tj>0j то крайней целочисленной не
существует;
2° если tj * у  (<*у то точка является и верхней и 
нижней целочисленной;
3° если tj < 4j (“j < )f то имеются различные нижняя и 
верхняя целочисленные точки.
Отсюда для каждого целочисленного XjüJ .4 получим, если вер­
но 2°, то , ^ ) е 1 ^ ) ,  если верно 3°, то последова­
тельность (xj > ^  I € ^  ^  ^ Если же точ- 
ка £'№') такая, что имеет место 2°, то найдена 
крайняя точка (xj i 4j j^j) & %№)>  если же имеет место 3°, то 
(3Cj, yj, -ly) - нижняя, (xj , öj) - верхняя точки много­
гранника.
В алгоритме используется величина М *
При описании алгоритма используются следующие параметры 
и обозначения:
£ _ ГО, если вычисляется крайняя точка проекции,
1.1, если вычисляется крайняя точка многогранника;
если вычисляется верхняя точка, 
если вычисляется нижняя точка;
т  - число заданных ограничении;
1,4, п, - номера рассматриваемых ограничений;
»V - фиксирует число ограничений различных типов;
- текущий номер неравенства вида (1 .3 )  [(1.4^;
- текущий номер неравенства вида (1 .5 ) ;
j t г - в части А текущий номер неравенства, содержа­
щего лишь переменную х ,
j - в части В номер вычисляемой крайней точки; 
р - текущий номер крайней точки проекции;
АЦ) - коэффициенты исходной системы ( I . I ) :
~ коэффициенты исходной системы ( I . I ) ,  
разрешенной относительно г.,
"  коэффициенты неравенств вида (1 .5 ) ;
A/v - коэффициенты неравенств, содержащих лишь
переменную х •
ij - текущее значение верхней (Я =°) или нижней -О
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целочисленной точки;
Oj (ij) - текущее значение верхней (нижней) целочис­
ленной точки;
•Хр7 olj - текущее значение абсциссы крайней точки;
Vf'Vj tup(uj ) - текущее значение ординаты верхней (ниж­
ней) целочисленной точки.
Работа части А алгоритма начинается с перебора нера­
венств - ограничений исходной системы ( I .I ) .  Когда коэффи­
циент при переменной 2. отличен от ноля (п. 2), проводится 
разбиение неравенств на верхние и нижние относительно оси £ 
(п.п. 3 .4 ,5 ) . В противном случае ищутся коэффициенты, зада­
ющие проекцию на плоскость (п.п. I I—13), или на ось, если 
коэффициент при у есть ноль (п.п. 8-10). Далее (п .п .15-28) 
ищутся коэффициенты неравенств, задающих проекцию на плос­
кость. Для этого находятся проекции пересечений пар верхних 
и нижних граней. Одновременно с этим, полученные ограниче­
ния разбиваются на верхние и нижние относительно у- Исполь­
зуя полученные в алгоритме коэффициенты (п.п. 12,13'или 18, 
20), верхние и нижние ограничения проекции можно записать в 
виде
t ' h . *  ' ft, ’
Проведя упорядочивание (п. 29) коэффициентов К  ® ^,г-) ■ ■ > М, 
,^м *)> по аналогии с предыдущим, ищутся про­
екции пересечения верхних и нижних граней многоугольника 
(п.п. 31-39). В обозначениях алгоритма это
х > После упорядочивания (п. 40) проек­
цией на ось будет
Часть В алгоритма начинается перебором целочисленных 
абсцисс таких, что Сер ,4^.Выбирается минимальная из 
всех значений ординат, получающихся в п. 7 (там xj подстав­
ляется в равенства, соответствующие верхним ограничениям) и 
берется ее целая часть (п.п. 4 .7 ,9 ,10,16,17). Аналогично пе­
ребираются нижние ограничения, но из значений ординаты вы­
бирается такое целое, которое больше или равно максимально­
му (п.п. 21,4,5,11,12,14-17). Каждая найденная крайняя це­
лочисленная точка фиксируется в п. 26, где р - ее порядко­
вый номер, х'р - значение абсциссы ^pl v} - значения ординаты
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нижней и верхней точек, соответственно. Далее проводится 
перебор целочисленных точек многогранника, начиная с левой 
нижней (х^, «^.Ищутся аппликаты aj пересечения соответствую­
щей прямой с верхними и нижними гранями многогранника тем 
же способом, как для плоскости, лишь заменяя п. 7 на 6 и 
пункты 21, 12 на 22, 13. Если найденные из 10, 15 та­
ковы, что (п. 32) верно то в п. 33 фиксируется край­
няя точка (р^ -, , 4^ ). В противном случае, и еели ^-и$ ^ , 
точка рассматривается таким же образом. Как толь­
ко имеет место ^  ^  (п.п. 37,38), индекс j заменяет­
ся на j-и, т.е. берется следующая нижняя целочисленная 
точка. Если же (п. 3S) индекс j таков, что j>p/ то все точ­
ки перебраны, и алгоритм заканчивает работу.
3._^овитм_нахождения крайних^целочиеденных точек мно­
гогранника»
Часть А.
1. Положим и 1, л , »V з ,-v =о.
2. Проверим, будет ли а-^о. Если да, идем к 7. Если нет,
к 3.
3. Проверим, будет ли а :з>0. Если да, идем к 4. Если нет, к 5.
4. Заменим 4 на Ьм, положим -<Ъ,,/си 
Идем к 14.
5. Заменим-«, на tl t f, положим , Я , dl = 4 /а. .
T j > JM й i,y лг ч  jt3 <- ьу
Идем к 14.
6. Заменим I на t-м. Идем к 2.
7. Проверим, будет ли a Ll=0. Если да, идем к 8. ЕсЛи нет, к
II.
8. Проверим будет ли а^о.Если да, идем к 9 „ Если нет, к 10.
9. Заменим j на j+u Положим ^  = ^Дем к
10. Заменим v на »v-м. Положим с^= ^  /лй . Идем к 14.
11. Проверим, будет ли a,u>o. Если да, идем к 12. Если нет,
к 13.
12. Заменим i на Положим! *-<х../сх.., L  = /а., Идем
1к4 t-i t-*-/ J CZ. ь V*
к 14,
13. Заменим л на л-м. Положим --а. /а, .<5, --&/&. . Идем 
к 14< и а ^
14. Проверим, будет ли Если да, идем к б. Если нет,
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15, Положим = k.
16* Положим w = х .
17. Проверим, будет ли с Е с л и  да, идем к 19. Если нет, 
к 18.
18. Заменим л на *-м. Положим q
Идем к 25. ~
19. Проверим, будет ли с 1 ' % г- Если да, идем к 21. Если нет, 
к 20.
20. Заменим £ на Lm. Положим 
Идем к 25.
21. Проверим, будет ли Кл~%- Если Да» иДем к 25. Если нет, 
к 22.
22. Проверим, будет ли ^ni> ^  Если да, идем к 23. Если нет, 
к 24.
23. Заменим j на j+*. Положим Ag Идем к 25.
24. Заменим ^ на ъ+а. Положим  Ц^-cfe,).
25. Заменим п. на ^-4.
26. Проверим, будет ли а>о, Если да, идем к 17. Если нет, к 
27.
27. Заменим 4 на 4 -а.
28. Проверим, будет ли 4>о) если да, идем к 16. Если нет, 
к 29.
29. Упорядочим ул1 (л * <,£, . С) по возрастанию, ^  
(к,«*, г , . . .  , л) по убыванию.
30. Положим - I.
31. ПОЛОЖИМ Л/ «• А.
32. Проверим, будет ли Если да, идем к 33. Если 
нет, к 35.
33. Проверим, будет ли ^  * ja ■ Если да, идем к 36. Если нет, 
к 34.
34. Заменим j на J-м. Положим -/ДИдем к 36.
35. Заменим г на % + 4. Положим
36. Заменим tv на ни .
37. Проверим, будет ли »v>0,'Если да, идем к 32. Если нет, 
к 38.
38. Заменим 4 на М
39. Проверим, будет ли о>0. Если да, идем к 31, если нет,
к 15.
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к 40.
40. Упорядочим по возрастанию,
по убыванию. Идем к BI.
Часть В.
1. Положим j =4, р-0.
2. Положим a0at, R* Ä ' * 0 ,
3. Проверим, будет ли Xj>4,. Если да, идем к 27. Если нет, 
к 4.
4. Положим 1- =/1-
5. Проверим, будет ли Я = 0. Если да, идем к 6. Если нет, 
к II.
6. Проверим, будет ли &  = 0. Если да, идем к 7. Если нет, 
к 8.
7 . Положим + ft** Идем к 9.
8 .  ПОЛОЖИМ OCj +  t  '
9. Проверим, будет ли 4. 5 Zj. Если да, идем к 16.Если нет, 
к 10.
10. Положим * ]-г-j £. Идем к 16.
11. Проверим, будет ли & = 0. Если да, идем к 12. Если 
нет, к 13.
12. ПОЛОЖИМ ij *  Идем к
13. Положим г.. = oL*_i + d u y + ^ i3 •
14. Проверим, будет ли i\>, Zj. Если да, идем к 16. Если нет, 
к 15.
15. Положим ■tj = ] г-j L.
16. Заменим I на
17. Проверим, будет ли Если да, идем к 5. Если нет, к 
18.
18. Проверим, будет ли R = 0. Если да, идем к 19. Если нет, 
к 23.
19. Положим ßsM.
20. Проверим, будет ли Q. = 0. Если да, идем к 21. Если нет, 
к 22.
21. Положим \  Идем к 4.
22. Положим и* -х. Идем к 4.
23. Проверим, будет ли £ = 0. Если да, идем к 24. Если 
нет, к 31.
24. Проверим, будет ли 4jVtj* Если да, идем к 26. Если нет, к
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25.
25. Заменим j на j  -ч. Положим xj - *•_, +1. Идем к 2.
26. Заменим р нар и . Положим Vv = 'sj ' Идем 
к 25.
27. Проверил, будет ли j » l .  Если да, то конец работы алго­
ритма. Если нет, идем к 28.
28. Положим £ = I. R - 0 , j = I.
2 9 . Положим Ä ^  *
30. Положим n0 =4,  - N j ij *■ ~A/j. Идем к 4.
31. Проверим, будет ли Если да, идем к 32. Если нет, 
к 35.
32. Проверим, будет ли ^ -Ьу Если да, идем к 33, если нет, 
к 34.
33. Запишем в таблицу решений xj, ^  ^ . И д е м  к 35.
34. Запишем в таблицу решений ^  , tj , 4j •
35. Проверим, будет ли Если да, идем к 38. Если нет, 
к 36.
36. Заменим на у j -ч.
37. Проверим, будет ли Wj Если да, идем к 30. Если нет, 
к 38.
38. Заменим i на j +л.
39. Проверим, будет ли j $ р. Если да, идем к 29. Если нет, 
то конец работы алгоритма.
4. Численный пример на применение алгоритма. Пусть в
трехмерном пространстве задана следующая система неравенств: 
~6х +3^  +5г $ 17,
Ьх + 3^ -5* £ Z?,
- у + г $ о, (4.1)
i : x "  3 _ 5 * s ~гч-
Тогда в список начальных данных следует занести ^  = 4,
аи = -6, Ац = 3, <Хц S 5, 4, = 2/ ,
“ и = 4, 3, aib = -5 k  = 27,
С431 = о, *JZ = -I, - I h  = o,
«11 = 2, -I, =
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-5 И  = -24.
Кроме того, пусть М = 20.
В результате работы части А вычисляются коэффициенты 
неравенств, задающих проекцию <£ многогранника опреде­
ленного системой ( 4 .Г), на координатную плоскость x,»j. Прс- 
екцию X  можно записать в виде:
2 » 1 / 3 *  + 4, 
ц> 2 ^  - 27/2,
U  2 ос + 3/2,
1 /3 * + 9.
На чертеже 4.1 изображен заданный этими неравенствами четы­
рехугольник Л В Сй*. Кроме того, найдена проекция & н 
многоугольника на ось -х, причем ^  = 1,5, 13,5.
Работа части В алгоритма вначале дает совокупность 
координат верхних и нижних точек проекции JL, приведем их 
значения в таблице.
С I 2 3 4 5 6 7 8 9 10 II 12
2 3 4 5 6 7 8 9 10 II 12 13
ь 5 5 6 6 6 7 7 7
8 9 II 13
ч 5 7 9 10 II II II 12 12 12 13 13
На чертеже найденные точки отмечены в четырехугольнике 
A'iVg'ä. Далее часть В дает ответ на вопрос, существует ли 
целочисленное значение Zj [j ш <, • • • , р), что точка (*j, ^  )- 
крайняя целочисленная, и находит это значение. Приведем 
список верхних и нижних целочисленных точек в следующей 
таблице
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4 6 9 10 1Z #4 «
Черт. 4.1,
J XJ ъ
JS
Л * j
I 3 5 5 j
2 3 6 5 .1
3 4 6 6
j
4,5 4 7 5 6
б 4 8 5 п
7 5 6 6
8.9 5 7 6 7
10 5 8 6
11.12 5 9 5 6
13 5 10 5
14 6 6 6
15.16 6 7 6 7
17.18 6 8 6 7
19.20 6 9 6 7
21 6 10 6
22 6 II 6
23 7 7 7
24.25 7 8 6 8
26.27 7 9 6 8
28 7 10 7
29 7 II 7
30 8 7 7
31.32 8 8 - 7 8
33.34 8 9 7 9
35.36 8 10 7 9
37 8 II 8
38 9 7 7
39.40 9 8 7 8
41.42 9 9 8 9
43.44 9 10 8 10
45 9 II 9
46 9 12 9
47 10 8 8
48.49 10 9 8 9
50.51 10 10 9 10
52 10 II 10
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L  j х' ft к V
1 53 10 12 ю .......
54 II 9 9
55 11 10 ___10 ■ _ J
56.57 II II 10 И  !
58 II 12 II
59 12 11 II
60 12 12 12
61 12 13 12
62 13 13 13
Задача решена. На чертеже 4.1 треугольниками отмечены те це­
ло численнные точки проекции, для которых не существует цело­
численного значения аппликаты, крестиками - те целочисленные 
точки, для которых существует лишь одно целочисленное =, точ­
ками - те, для которых имеются два значения г., т.е. различ­
ные верхние и нижние целочисленные точки.
Литература
1 . К о р б у т  А.  А. ,  Ф и н к е л ь ш т е й н  Ю. В ., Диск­
ретное программирование. Москва, 1969.
2. Ш а п о т Д. В ., О построении ортогональных проекций то­
чечных множеств, заданных системой неравенств. Ж. вычисл. 
мат. и мат. физ., 19 71, I I , N? 5, I I I 3-II26.
3 . Ю д и н  Д.  Б. ,  Г о л ь ш т е й н  Е. Г ., Линейное прог­
раммирование. Теория, методы и приложения. Москва, 1969.
Поступило 
5 1У 1974
- 232 -
EUKLEIDILISE RUUMI R-j KUMERA HULKTAHUKA 
ÄÄRMISTE TÄISARVULISTE PUNKTIDE LEIDMISEST 
J.Vorošnina 
R e s ü m e e
Käesolevas töös antakse meetod, mille abil saab määrata 
ruumi R^ kumera hulktahuka koik äärmised täisarvulised punk­
tid. Esitatakse teoreetiline põhjendus, algoritm ja  arvuline 
näide.
FINDING OP EXTREME INTEGER POINTS OP A 
POLYTOPE IN EUCLIDEAN SPACE R3 
J.Voroshnina 
S u m m a r y
A method that determines all extreme integer points of a 
polytope in Euclidean space R^ is described. The theoretical 
base of the method, corresponding algorithm and a numerical 
example are given.
30
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НАХ01ДЕНИЕ НЕОТРИЦАТЕЛЬНЫХ РЕШЕНИЙ 
ЛИНЕЙНОГО ДИОФАНТОВА УРАВНЕНИЯ 
Р. Кундер
Кафедра математической статистики и программирования
В настоящей статье излагается метод, которым можно найти 
число неотрицательных решений заданного линейного диофантова 
уравнения и затем вычислить координаты всех таких решений 
этого уравнения. Получение неотрицательных решений тесно свя­
зано с задачами целочисленного линейного программирования, 
так как в этих задачах значениями переменных могут быть толь­
ко неотрицательные целые числа. В [ 2 ,4 ,5 ]  рассмотрено на­
хождение общего решения линейного диофантова уравнения, а в 
L61 указан метод получения общего решения системы таких урав­
нений. Неотрицательные решения линейных диофантовых уравне­
ний и неравенств рассматриваются в [6,7], но в этих работах 
не дается метода получения всех неотрицательных решений та­
ких уравнений.
Линейным диофантовым уравнением называется уравнение
СЦ + а1 Х1 * • • • + CWv ^  (I)
где коэффициенты , j = 4, -*• и &  целые числа. Решениями 
уравнения (I)  считаются только целочисленные векторы
л«)- Не ограничивая общности, можно предполагать, что 
коэффициенты положительные, а свободный член
Ь неотрицательный. Если при некотором j будет ^ <. о> то 
можно заменить Xj на -Xj и на - .
Из теории чисел известно, что уравнение (I)  имеет реше­
ние тогда и только тогда, когда ь делится нацело на наиболь­
ший общий делитель чисел o-j. При этом если то множество 
решений бесконечно и общее решение является линейным выраже­
нием от tv -'I целочисленного параметра. Для неотрицательных 
решений,т.е. для решений, в которых все X-J * 0)это условие 
разрешмости не является достаточным. Кроме того, если неот­
рицательные решения найдутся, то число их конечно.
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Назовем число неотрицательных решений уравнения ( I )  де- 
HyuepiiHTOM и обозначим его через Q - z , - - . По­
скольку коэффициенты заданы, то денумерант можно обо­
значать через 3  (*■)•
Идея метода решения уравнения ( I )  следующая: множество 
всех решений разобьем на два непересекаювдеся подмножества» 
затем оба подмножества разобьем опять на два непересекаю- 
щиеся подмножества и т.д . При разбиении может оказаться,что 
одно из подмножеств пусто. Процесс разбиения завершен, если 
в каждом непустом подмножестве только одно решение.
Основой процесса разбиения служат дополнительные усло­
вия, накладываемые на величину координат решения. Обозначим 
число решений уравнения
+ О Л +  ... t - X  (2)
через ^  где j * % * # •••, ^  и х ~ о 1 } Имеют место
следующее утверждения.
Лемма I . Число решений уравнения (2 )  с дополнительным 
условием
равно ©j-, (* - где fc неотрицательное целое число.
Доказательство. Из любого решения X  уравнения (2) с 
дополнительным условием (3) можно элиминировать переменную 
поскольку значение ее фиксировано. В результате этого 
получим уравнение типа (2) со свободным членом х  - с и 
переменными х 1(- , По нашим обозначениям число ре­
шений такого уравнения будет (x  _ üav')- Следовательно,
и число решений уравнения (2) с условием (3) равно (л-с^)
Леша 2. Число решений уравнения (2) с дополнительным 
условием Xj г равно
Доказательство. легко видеть, что люсоыу решениюX урав­
нения с условием (3 ) можно взаимно однозначно сопоста-
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вить решение X  уравнения
сцх, + ... + « jX j  * К -  (5)
При этом
ев)
Так как число решений X равно то и число решений
JC равно - ъс )^.
При помощи приведенных лемм можно получить соотношение, 
которое позволяет вычислить значения 2)^  если известны 
значения W-
Теорема I » Имеет место формула
д м * )  > \ ^ г [х)> ест  х < а » '  т
У  { 2 ^ ,  i* j  + ^  (х - ЛД если a c ja j
Сем. также [I])«
Доказательство. Разобьем множество всех решений уравне­
ния (2 )  на два непересекающиеся подмножества. В первое под­
множество входят все решения с условием х^=0 а во второе 
все решения с условием } 1  Из леммы I вытекает при 
что число решений в первом подмножестве равно (х) . из 
леммы 2 вытекает при «■ -1, что число решений во втором под­
множестве равно Если ТО .X -а. <0. Следова­
тельно в любом решении уравнения (2 )  может иметь только 
значение О и поэтому второе множество является пустым.Это 
значит, что 2^ С*)3 2^1*). Если то х - а р о  и пе­
ременная %• может иметь и другие значения. Следовательно, 
SjCx)-^j*i (p6  + %J U - oj ) . атим теорема доказана.
ß ходе решения уравнения ( I )  мы составим таблицу дену- 
мерантов из чисел ^ ^ х), r^e j 3 ^  и Л •• *, *'■ ^ля 
получения чисел »1 (эс)отметим, что диофантово уравнение с 
одной переменной а ,* ,»*  имеет одно решение, если х делится 
нацело на о>Л и не имеет решения в противном случае. 
Следовательно»
$  be)« J 1’ если Х делится на 0,4» (8)
1 1 0, если х не делится на сц,
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Значения ^ Ц г д е  вычисляются из формулы (7 ).
В таблице денумерантов каждое число определяется индек­
сом строки j и индексом столбца х  как координатами. Чтобы 
более наглядно изобразить ход решения уравнения (I ) , построим 
ориентированный граф, вершинами которого являются пары (j ,*)• 
Если и то введем стрелку из вершины (/, *)
в вершину (j-i x). Если %jix) и (х то введем
стрелку из вершины {f,*õ в вершину (j,.x - Назовем путем из 
вершины (^,f) в вершину (1 ,0 ) последовательность вершин
где и (j/5, л/>) *
причем для любого к.** .. . ,  р- 1 из вершны (]*■, х*') идет
, . л-н , «Ли \ ■?
стрелка в вершину {j } х
Теорема 2. Число путей из вершны к * )  в вершину (1 ,0 ) 
равно №)•
Для доказательства теоремы достаточно показать, что каж­
дому решению уравнения (I)  можно взаимно однозначно сопоста­
вить путь из вершины (^,^) в вершину (1 ,0 ) .
Пусть задано решение X  уравнения ( I )  в котором •х,-V- 
w.j Построим соответствующий путь. Для этого образуем
последовательность вершин
[ rv^J  ( ir - £ Ц , ^  * S - v j )
Поскольку X  решение уравнения ( I ) ,  то • + >:1<*<)*сж,
следовательно, последняя вершина есть (1 ,0 ) .Кроме того,в лю­
бой вершине последовательности значение денумеранта отлично 
от нуля. В самом деле, предположим, что в некоторой вершине
(jz I  Л*-»0'» + "  -+ 1V Ö  значение денумеранта равно нулю. Это 
значит, что не получится ни одного решения, где
* Но это противоречит тому, что X  решение уравнения 
( I ) .  Следовательно все соседние вершины последовательности 
соединены стрелками и поэтому последовательность (9) есть 
путь из вершины C'v,^) в вершину (1 ,0 ) .
Пусть теперь задан путь из вершины ( л »  в вершину (1 ,0 ). 
Построим соответствующее решение. Исходим из вершины С)_ 
Возможны два случая-.
I) За вершиной (л, Ь) следует вершина ^  ~ #-Л). Тогда
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положим и приступим к рассмотрению вершины 1*% ^-сч),
2) За вершиной K t )  следует вершина (*.-1, i-), Тогда в со­
ответствующем решении и мы приступим к рассмотрению 
вершины чтобы аналогичным образом установить зна­
чение .
Предположим теперь, что мы дошли до вершины ij ,-*■)• Это 
значит, что координаты ^п.1 х л.-,, ■ , \jri в соответствую­
щем решении уже найдены, а х- пока имеет значение <j Опять 
возможны два случая.
1) За вершиной у,*-) следует вершина (jt х-а ). Тогда по­
ложим Xj * -'f и идем к вершине ij , х )■
2) За вершиной {j, *-) следует вершина (j-i, х). Тогда в 
соответствующем решении х  имеет значение <j и мы пойдем 
к вершине у -л, *.) для установления значениях., . Этот про­
цесс продолжается, пока не найдены все координаты соответ­
ствующего решения.
Из приведенных конструкций вытекает, что различным пу­
тям соответствуют различные решения и различным решениям 
соответствуют различные пути. Поэтому соответствие между ре­
шениями уравнения ( I )  и путями из вершины в вершину 
С 1,0) будет взаимно однозначным. Этим теорема доказана.
В процессе решения уравнения (I )  мы пройдем все пути из 
вершины в вершину С 1,0) и построим соответствующие ре­
шения по приведенной в теореме 2 конструкции. При этом об­
щая часть нескольких путей до ветвления проходится только 
один раз. Отметим, что значение Фу (*) показывают число пу­
тей, проходящих через вершину (j, \) до ветвления.
Пусть (j! 5v) вершина, для которого -Qjtx)>o. Если 
то из соотношения СО  вытекает, что ^  Следова­
тельно, из вершины у »  все пути направлены к вершине [j, 
Если с^-, (*) то из вершины у , *) все пути на­
правлены к вершине у -v*)- ]!'сли 0 то из вер­
шины lj,*) часть путей направлены к вершине (j -1, ), ос­
тальные к вершине lj, x-Oj). Такие вершины мы назовем точка­
ми ветвления. Достигнув некоторой точки ветвления, мы сна- 
чало пройдем все пути, направленные к вершине ( j , а за­
тем пути, направленные к вершине ^  %обы вернуться 
к уже пройденной точке ветвления, мы запомним ее координаты
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(j,x ). Запомним также уже построенную часть нескольких ре­
шений, которую назовем неполным решением. Отметим, что в 
точке ветвления по существу и происходит разбиение множеств 
решений на две части.
Чтобы разбить множество из (^) элементов на 3)(f) од­
ноэлементных множеств> надо сделать разбиение на 
два множества. Следовательно в ходе решения уравнения ( I )  
мы пройдем через точку ветвления.
Алгоритм решения уравнения (I)  состоит из двух частей.В 
части А при помощи формул (7) и (8) составляется таблица 
денумерантов. Таблица заполняется по строкам и поскольку 
значение 5) (£") ^ получается последним, то после ра­
боты части A J = и -х. * 4-,
В части В мы вычислим координаты всех решений уравнения 
( I ) .  В пункте I мы проверим, будет ли ® W  больше нуля.Ес­
ли да, то начнем построение решений. В противном случае 
уравнение (I) не имеет решения и работа алгоритма заканчи­
вается. В пункте 2 мы присвоим координатам первого решения 
уравнения нулевые значения. Если в пункте 3 окажется, что 
Э-./ч) то в соответствующем неполном решении значение
(xj) уже найдено. Тогда заменим j на J + 1 и вернемся опять 
к пункту 3. В противном случае идем в 6, где проверим, бу­
дет ли $>•-, I*) больше нуля. Если да, то (j, x) точка ветв­
ления. В пункте 8 мы запомним ее координаты и полученное 
неполное решение (.х ,; x Z / ... , ), В противном случае про­
должим построение соответствующего неполного решения, заме­
нив xj на x-j+4, где *- номер продолжаемого решения. За­
тем будем проверять условие пункта 3 в вершине [j, л ). Если 
после замены х. на x ~cxj оказывается, что х-о то найдено 
очередное решение.
Если в ходе построения решений мы попали в первую стро­
ку таблицы денумерантов, то мы не будем находить вершины в 
этой строке, поскольку значение jc, получается в виде э^-х/а, 
После нахождения очередного решения заменим к на < + 1. Если 
к * S) (С)/ т0 вернемся к <,-ой точке ветвления, чтобы пройти 
остальные пути. Если к >%(L),w все решения уравнения ( I )  
найдены и работа алгоритма заканчивается.
Наконец, сделаем еще несколько замечаний насчет приме-
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нения алгоритма.
I. Хотя алгоритмом мы найдем только решения уравнения 
( I ) ,  полученную таблицу денумерантов можно использовать для 
решения любого уравнения типа (2 ), где и Этот
факт является особенно полезным тогда, когда надо решить не­
сколько уравнений с теми же коэффициентами ) но с различ­
ными свободными членами. Примером такого подхода является 
простая одномерная задача о раскрое: максимизировать
2. Так как описанный метод является чисто комбинаторным, 
то он позволяет решить линейное диофантово уравнение с лю­
быми неотрицательными коэффициентами cij. При этом наиболь­
ший общий делитель может быть больше единицы.
3. Предположим, что коэффициенты fly, j в взаимно 
просты. Тогда существует неотрицательное целое число
( которое называется классификатором чисел
сц( сц. f .. Ш) а*, и определяется следующими условиями Г7j .Урав­
нение ( I )  разрешимо, если I' > Я  (а,, аг; ■ и не имеет 
решения, если £- - Л  (л*,«*., •-',«*). Из определения денумеранта 
и классификатора следует, что Je (а, ^ г . и ,^) есть максимальное 
значение х} для которого Известно, что ^  =
= сца^-сц- аь. Ясно так же, что для любого >z. Kta1 )<*lr../aH)L 
<. X  a.^. Из сказанного следует, что для нахождения клас­
сификатора можно использовать модификацию части А, которая 
находит значения денумеранта для и х = о  - -
Затем уменьшим значения л до получения первого нуля в 
последней строке таблицы денумерантов.
Алгоритм
А. Составление таблицы денумерантов
1. Положим X. - J - \ , 8 j l-*) ~ 1 '
2. Заменим х на >• +/|
3. Если ^ s Ц  то 4, в противном случае 7 .
4. Ь'али х делится на cv1; то 5, в противном случае 6.
5. Положим идем в 7.
6. Положим **7, lx) i и. _ ■ 0 _
ецх, + .,. + при условии
о ., Х.| Г . . .  + x .v ž ^
(Ю )
(I I )
7 . Если j <л'/ то 8, в противном случае Я>1.
8. Заменим I на i-H и положим х * 0 .
9. Положим «öj I*) * Ху-1 (х ^‘
10. Если х < ^ ( то II , в противном случае 7.
11. Заменим х на i H .
12. Если х  < с^ ( то 9, в противном случае 13.
13. Положим 2yU)= *)y-i (х) (x ~aj ), идем в 10.
В. Нахождение решений уравнения ( I ) .
1. Если SU (£■)>0, то 2, в противном случае работа ал­
горитма заканчивается, уравнение не имеет решений.
2. Положим £-4 , * о, где I *v.
3. Если ^  м то 4, в противном случае 6.
4. Заменим j на J .
5. Если то 3, в противном случае 14.
6. Если [у-)>01 то 7, в противном случае 9.
7. Заменим ^ на Ь  '- ^
8. Положим х^ = х, = / гДе I s 4,
9 . Заменим xj на х*" +1 и х  на - ау.
10. Если х><з то 3, в противном случае II.
11. Заменим к. на
12. Если к, < SU'),то 13, в противном случае работа алго­
ритма заканчивается. (Найдены все решения уравнения 
( I ) ) .
13. Положим j * j * х  - х  ; идем в 4.
14. Положим х~ = иДек в И *
Приведенный алгоритм запрограммирован на языке АЛГОЛ, и 
испытан на ЭВМ МИНСК-32. Было решено три примера, один из 
которых здесь представлен.
Пример. Найти все решения уравнения
f-x,  ^ i х 3 = 60,
В результате работы части I получим таблицу денумерантов 
2^0 ), где j = 1,2,3; к - 0 , . . . ,6 0 .
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Таблица
0 I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23
I О О О 0 I 0 О О О I 0 0 0 0 I 0 0 0 0 I 0 0 0
I 0 0 0 0 1 0 0 I 0 I 0 0 I 0 I I 0 I 0 I I 0 I
I О О О 0 I 0 0 I 0 I I 0 I 0 I 2 0 I I I 2 I I
24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43
0 I 0 0 0 0 I 0 0 0 0 I 0 0 Q 0 I 0 0 0
I I I 0 I I I I I I I I I I I I 2 I I I
2 I 2 2 I 2 2 2 3 2 2 3 2 3 3 2 4 3 3 4
44 45 4ft 47 48 49 50 51 52 53 54 55 56 57 58 59 60
0 I 0 0 0 0 I 0 0 0 0 I 0 0 0 0 I
I 2 I I 2 I 2 I I 2 I 2 2 I 2 I 2
3 4 4 3 5 4 4 5 4 5 5 5 6 5 5 6 6
Из таблицы видно, что 2^(60) = 6. Следовательно, уравнение 
имеет 6 решений. Положим x L = 0, где I ~ 1 ,2 ,3 , Так как
2)t(60) = 2 < 6, то (3,60) точка ветвления. Поэтому положим 
j1 * 3, х2- в 60, = о, t «= 1 ,2 ,3 . Увеличим jc^  на единицу 
и уменьвим х  на Л3 = и .  Так как % ( Ф )  = 4, а\(49)= I, 
то (3,49) тоже точка ветвления. Положим j 3 = 3, х* = 49, 
х* = х» s = о. Дальше положим xj = 2 и х  *  49 - II = 
= 38. Так как ^  (38) « 3, а \  (38) = I , то (3,38) точ­
ка ветвлегая. Положим j1* <= 3, 38, *?=  х£ - 0 , 2. 
Дальше положим х^ *  3, х * 27. Так как * 0, то 
(3,27) не является точкой ветвления. Положим х* = 4, х  = 16. 
Видим, что (16) = 2, ^ ( 1 6 )  * I. Следовательно, (3,16) 
точка ветвления. Положим j3“ = 3, >? = 16, a f=xf=  0, xf=4. 
Дальше положим х\ - 5, х  = 5. Так как (5) * 3^(5) = I , 
то положим j = 2. Но так как 5^(5) = I, то положим j = I. 
Теперь xj = 5/5 = I. Мы получили первое решение уравнения 
xj = I , х| = 0 ,  а] = 5.
Дальше положим к. = 2. Будем продолжать второе решение 
уравнения. Положим j = 3 - 1  = 2, х  = 60; так как ^ (6 0 )=
= 2, а я,(60) = I. то Д 2,60) - точка ветвления. Положим ■*=
= 2, = 60, х[ * х- = о, где 1=  1,2 ,3 . Теперь получены
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все неполные решения. Их можно продолжить аналогично продол­
жению первого решения.
Решения уравнения даны в следующей таблице
1C
к.
*1
«о
х л
I I 0 5
2 4 5 0
3 5 3 I
4 6 I 2
5 0 2 4
6 12 0 0
Согласно замечанию 3 X  , ^г.) = Л  (5*8) ■= 5- 8-5-8 «
= 27. Следовательно, для нахождения К  (5 ,8 ,11) нам при­
шлось бы составить таблицу денумерантов до значения *  « 27. 
Так как ^ ( 2 7 )  £ 0 , то уменьшим значение х ; пока получим 
■^3 (Г7) = 0. Следовательно, (5 ,8 ,11) «= Г7.
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LINEAARSE DIOFANTILISE VÕRRANDI 
MITTENEGATIIVSETE LAHENDITE LEIDMINE 
R.Kundeг 
R e s ü m e e
Käesolevas toös esitatakse lineaarse diofantilise võr­
randi koigi mittenegatiivsete lahendite leidmise meetod. Sa­
muti esitatakse meetodi põhjendus, vastav algoritm ja tuuak­
se arvuline näide.
FINDING OP NONNEGATIVE SOLUTIONS 
OP A LINEAR DIOPHANTINE EQUATION 
R.Kunder 
S u m m a r y
In this paper a method of finding of all nonnegative so­
lutions of a linear Diophantine equation is described. The
theoretical base of the method, corresponding algorithm and 
also a numerical example are given.
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