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The approximation to a specified function on the real line by fitting a cubic 
in a piecewise fashion is achieved by minimizing the deviations in the mean 
square sense. The coefficients of the cubic are determined sequentially em- 
ploying the method of dynamic programming. Employing this method a 
known function is approximated and the results of the computation are 
tabulated. 
1. INTR~D~JcTI~N 
In a previous contribution (1) the authors derived the usual spline appro- 
ximation to a function prescribed at several points in an interval on the real 
line. In many cases it may be advantageous to approximate a complicated 
known function by a cubic polynomial in a piecewise fashion. In the paper by 
Bellman and Roth (2), segmental approximation by a straight line was carried 
out. The main principle underlying this approximation is to minimize the 
deviation of the approximation and the actual function in the mean square 
sense. This means that the square of the deviations over the whole interval 
and over each subinterval is to be minimized. The minimization of this 
* Supported by the National Institutes of Health under Grant No. GM 16197-05, 
the National Science Foundation under Grant No, GP 29049 and the Atomic Energy 
Commission, Division of Research under Contract No. AT(O4-3)-113, Project 19. 
t Legal notice. This report was prepared as an account of work sponsored by the 
United States Government. Neither the United States nor the United States Atomic 
Energy Commission, nor any of their employees, nor any of their contractors, sub- 
contractors, or their employees, makes any warranty, express or implies, or assumes 
any legal liability or responsibility for the accuracy, completeness or usefulness of 
any information, apparatus, product or process disclosed, or represents that its use 
would not infringe privately owned rights. 
* On leave of absence from the Institute of Mathematical Sciences, Madras, India. 
47 
Copyright 0 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
AOOiAdI-A 
48 BELLMAN, KASHEF, AND VASUDEVAN 
functional which represents the integral of the square of the deviations over 
the interval, calls for the application of the methods of discrete dynamic 
programming which in turn leads to the determination of the coefficients of 
the polynomial approximation in a sequential fashion. Starting with an 
initial value of the function and its slope, the minimization procedure leads 
to the determination of these quantities in a stepwise manner and yields a 
recursive relation for the coefficients of the approximating polynomial. 
2. DERIVATION OF THE MEAN SQUARE SPLINE BY 
DYNAMIC PROGRAMMING 
In deriving a cubic polynomial approximation to a known although 
complicated function u(t) in an interval a < t < b, we subdivide it into a 
number of intervals 
A: a = t, < t, < t, ... < t, = b. (1) 
We seek an approximation S,(t) on [a, b] w ic is continuous with its first h h 
and second derivatives and coincides with a cubic in each interval 
ti < t < t,+l (i = 1, 2 ,..., n - 1). 
Let us demand S,(t) approximates the given function u(t) in the mean square 
sense. This means that the following integral is to be a minimum. 
J(a, b) = Lb [u(t) - S/,(t)12 dt. (2) 
Function t?,(t) in each interval is determined by methods of dynamic 
programming. To this end we express the cubic Si(t) in each interval as 
q(t) = yi + z,(t - ti) + q(t - tJ2 + Wi(t - tg. (3) 
Evidently yi is the value of the function in the approximation at each ti and Xi 
the corresponding slope (i.e., xi = y<‘). The continuity conditions yield 
% = & [3(Yi+1 - Yi) - ~,+&,+1 + 2.43, 
z+l 
wi = 2 [2(Yi+1 - YJ - ~i,l(%,l + 41, 
zt1 
(5) 
where 
hi+l = ti+l - ti . 
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To apply the methods of dynamic programming (3), we write the functional 
to be minimized over the interval ti to t,+r , as 
n-1 
1 J 
ti+1 
Fi(Yi 9 4 = yir$@+k c [u(t) - W>l” dt , 
j=i tj I 
k = 1, 2 ,...) n - i, 
(6) 
where i = 1, 2,..., n-land--<yyi,mi<co. 
We have taken the approximation functions to assume the value yi at 
ti and its first derivative to have the value zi . All the subsequent values of yc 
and zi are to be determined by the minimization condition. The usual 
method of splitting up the above equation is to view it as the value of the 
minimizing functional over the interval i to i + 1 and ‘the value of the integral 
over the rest of the intervals. Hence we have 
tit1 
FdYi 3 4 = pp+, [j tt [u(t) - W>12 dt + J'i+l(yi+l, zi+d] . (7) 
It is easy to show that eachFi(yi , zi) is quadratic in zi and yi and to see this 
we evaluate it over the last interval, (n - 1, n) where the function 
Fn-1(Yn-1 ) znml) = min Y”,zn s ,‘1 [u(t) - &-&)I” dt n 1 (8) 
and then use induction. 
The function u(t) is taken to be known completely. To facilitate computa- 
tion we introduce the following notation. 
J‘ tit1 fifl u(t) dt =&A+, , @W2 dt = h,,i+l , ti s t, I 
s 
%+I 
44 (t - ti) dt = h.i+l , 
ti 
(9) 
s ti+1 i tit1 u(t) (t - Q2 dt = Z2,i+l , u(t) (t - Q3 dt = Z3,i+l .ti 
These values can be obtained easily by numerical procedure or otherwise 
since u(t) is a given function and the intervals are small. The minimization 
over the yn and x, lead to the following equations. 
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Hence F,&y+I , z,-,) is found to be 
(12) 
F,,-I(yn-l , z,.J is quadratic in y,,-r and z,-r , and hence, by induction or 
otherwise, Fi can be shown to be quadratic in yi and zL . 
Therefore, we can write the key equation in dynamic programming which 
leads to the recursion relations for the coefficients of the approximating 
polynomial as 
Fi(yi 3 xi) = ai + biyi + Cizi + diyizi + CiYi2 + fixi 
ts 
tit1 
= min 
Yi+l+i+l ti [u(t) - S,(t)12 dt + ai+1 + bi+lYi+l + ~+lzi+l 
+ di+lYi+lxi+l + Ci+&+l +fi+,zf+l * I (13) 
The minimizing conditions yield two simultaneous equations for the quan- 
tities yiil and xi+r . After a good deal of algebra, we arrive at the following 
relations. 
xi+1 = & h,i+l + ht+lQa.i+lYi + hf+lq,,i+lzil* (15) 
Substituting the values of yi+r , zi+r from Eqs. (18) and (19) into the expres- 
sion for Fi( yczi) on the right-hand side we obtain the recursion equations for 
the coefficients a, b, c, d, e and f of the cubic approximation in each interval. 
These recursion relations are 
ai = ai+l + k,,i+l - ;;L kLi+Ai+I + g2,i+lQZ,i+Il, (17) 
bi = b,+l + Ql,i+l - %,i+l + hi+1 9 ~.i+l 1 z Ci+l- & hi+l!Z2.<+1] 2 (18) 
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Ci = -Ci+l - 2 [g2,,+1 + 4,f+l - *] 
+ 
hf+l 
Q.i+1 - 70 !72.ffl I 9 
d. =gh? - ’ 
’ 105 e+l [ g h:+m+l + f hf+a,i+, 47,i+l 420 
A!+, 
+ ~P4.i+1 + 420 r+1%,f+1 9 
13h? ] 
e. =Eh. 
2 
* 35 t+1 - 2 [ $ qs.i+l + & h,,q,,i,,] 9 
h:,, h;,, 13 
fir= 105 [ 
hi+l 
- - 47.1+1 Jgj !z5.i+1 + -jqj- !7a.c+1 I * 
We have used the following rotation. 
362 i+l 21s i+l bf+l 
&#f,l = * - A - - > 
f+l h3 f+l 2 
I s.i+1 1 2.f+l cf+l 
g2.i+1 = c - hd+l - 2 > 
d. 
P 
a+1 - - - & h:+l , 1.i+1 - 2 
P,,f+l = ef, + g hf+l 9 
Ps.i+l =fi+l + & h:+, , 
ql.f+l = PS,f+lgl,i+l - Pl,f+lg2,i+l 9 
42.f+l = P2mf+lg2.f+l - Pl,i+l~l.f+l 9 
9 13 
qs.i+l = pjPs,i+l + r. hi+tp,,, 9 
9 13 
qa,i+l = 7oPl,i+l + 42o hi+,P,,i+i 1 
13 
!75.i+1 = $- P,,f,, + 420 Ps,f+l 9 
13 hi+1 
QS.f+l = 420 Pl,i+l + 140 P2,f+l t 
2 
!77.f+l = P2,i+lPa,f+l - Pl,f+l * 
51 
(19) 
(20) 
(21) 
(22) 
(23) 
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These recursion relations start with the values of coefficients for the last 
interval given by 
a,-, = k2,, - (24) 
L, = + [--14G.n + 15W,,, - %z3knl, 
1 
c,-1 = - 
An2 [ 
- y l,,, + 6h&, - 2hn2L > 1 
hn e,, = - , 4 
fn-l = go. 
(25) 
(26) 
(29) 
Starting with these intervals, the recursive relations determine the coefficients 
at all intervals. Computing these values for all i = 1, 2,..., 71, we arrive at the 
minimum functional for the entire interval assuming the value of yr and zr 
at i = 1, we have 
401 F 4 = al + by1 + vl + dlwl + w12 +fiz12. (30) 
We now minimize this with respect to yr and zr and obtain the optimal values 
for yr and xi . Starting with these optimal values and using the recursive 
relations (10) and (ll), we compute values of yi and xi for all subsequent 
intervals. Once these are known the cubic approximation or the mean 
square spline itself is completely determined for all the intervals from Equa- 
tion (3). This will now serve as a useful approximation for u(t). 
Extension of this method to higher dimension can be straightforward, but 
again requires a considerable amount of algebra. 
3. COMPUTATIONAL RESULTS 
As a specific example we considered the function u(t) = sin t on the inter- 
val (0, n). This interval was divided into (N - 1) subintervals. In each 
subinterval, a cubic spline was constructed and all the necessary integrations 
(Eqs. 9) were done numerically using Trapezoidal rule. Employing dynamic 
programming algorithm, as detailed above, it was feasible to obtain results 
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with speed and accuracy. In the above example, numerical computations 
yielded 3, 5, and 7 point accuracy for iV = 5, 15, 25, respectively, as seen in 
Table 1. 
TABLE I 
t Actual N=5 N= 10 N= 15 N = 20 N = 25 
0.314 0.309016 0.308915 0.309022 0.309015 0.309017 0.309016 
0.377 0.368124 0.368042 0.368127 0.368124 0.368124 0.368124 
0.942 0.809016 0.808873 0.809027 0.809014 0.809017 0.809015 
1 .OOs 0.844327 0.844199 0.844331 0.844327 0.844327 0.844327 
1.571 1 .oooooo 0.999839 1.000012 0.999997 1 .oooooo 0.999999 
1.634 0.998026 0.997899 0.998029 0.998027 0.998026 0.998027 
2.199 0.809018 0.808895 0.809028 0.809016 0.809018 0.809018 
2.262 0.770514 0.770439 0.770514 0.770515 0.770513 0.770515 
2.827 0.309019 0.308999 0.309019 0.309020 0.309018 0.309021 
2.890 0.248692 0.248716 0.248686 0.248694 0.248698 0.248693 
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