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Abstract
Within context of quantum logic, it is possible to assign dispersion-free probabilities to experi-
mental propositions pertaining to qubits. This makes qubits distinct from the rest of quantum
systems since the latter do not admit probabilities having only values 0 and 1. The present paper
shows that erasing qubit discrimination leads to a model of computation which permits execu-
tion of many primitive operations in a massive parallel way. In the paper, it is demonstrated
that such a model (that can be called a quantum parallel random-access machine, QPRAM) is
quantum mechanically plausible.
Keywords: Truth value assignment; Experimental quantum propositions; Propositional se-
mantic; Closed linear subspaces; Probability measure; Systems of linear equations; Solvability;
Cost of computation; Quantum parallel computing.
1 Introduction
A quantum bit (qubit for short) is a two-level quantum system, i.e., one whose corresponding Hilbert
space is two-dimensional. It is the simplest quantum mechanical system that can exist. Therefore,
it is reasonable to expect that – otherwise than the least complicated mathematical framework
required for the analysis – there is no distinction against or in favor of a qubit in quantum theory.
But, surprisingly, attempts to prove this apparently right claim using the mathematical formalism
of quantum mechanics run into difficult questions underlying quantum logic and computer science.
In particular, within the scope of quantum logic, i.e., an orthomodular partially ordered set of
closed linear subspaces of a Hilbert space H (as well as corresponding projection operators), qubits
– unlike many-level quantum systems – cannot be included in the domain of Gleason’s theorem [1]
which gives a motivation for a continuous probability measure on the abovementioned set. In this
way, one of the fundamental theorems in quantum mechanics discriminates against qubits.
To eliminate the said discrimination, one may consider positive operators (so-called effects) instead
of projection operators and define a probability measure as a function on those objects [2, 3]. How-
ever, such a line of attack invalidates the natural link between closed linear subspaces of a Hilbert
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space and experimental quantum propositions. Meanwhile, the search for the alternative assump-
tion(s) needed to include qubits into a Gleason-type theorem is still going on (as an example, see
the recent papers [4] and [5]).
What is more, qubit discrimination goes further than Gleason’s theorem.
Indeed, as it is known from elementary linear algebra (see, for example, [6]), the closed linear
subspace, say P, can be mathematically represented using the subspace spanned by linearly in-
dependent column vectors of the matrix M(Pˆ ) that encodes – with respect to some arbitrary
orthonormal basis – the projection operator Pˆ accordant to the experimental quantum proposition
P . Consequently, the statement declaring that some unit vector in H, say |Ψ〉, belongs to P is
equivalent to the statement that the matrix Ψ encoding |Ψ〉 (with respect to the chosen basis) is
within the said span. That is, the statement |Ψ〉 ∈ P is true together with the statement asserting
the solvability of the linear system RX = Ψ, where R is the matrix that comprises the linearly
independent column vectors of M(Pˆ ).
On the other hand, if the statement |Ψ〉 ∈ P is true, one can say that |Ψ〉 assigns the truth value of
true to the experimental quantum proposition P represented by the subspace P. In this way, the
truth assignment can be treated as a computational problem, namely, the inspection of solvability
of the linear system RX=Ψ. Likewise, the assignment of the falsity to the proposition P can be
seen as the inspection of solvability of the linear system KX=Ψ, where K is the matrix that con-
sists of the linearly independent column vectors of I −M(Pˆ ), the difference between the identical
matrix I and the matrix M(Pˆ ).
A puzzling matter is that the linear system RX=Ψ has only one unknown, while the linear system
KX=Ψ has n − 1 unknowns. This implies that for the case of n > 2, i.e., for the experimental
atomic propositions relating to many-level quantum systems, the number of primitive operations
needed to assign the truth value of false must be greater than that of true. In contrast, for qubits,
the truth and the falsity of experimental atomic propositions are expected to be equal in numbers
of primitive operations. One can infer from this that the truth value assignment discriminates in
favor of qubits.
The present paper offers a way to resolve the discrimination both against and in favor of qubits
thus formally proving that qubits are part of the quantum realm.
2 The problem of an extra object
Let a quantum system be associated with a (separable) Hilbert space H, whose unitary vectors
correspond to possible pure states of the quantum system. In accordance with Birkhoff and von
Neumann’s proposal [7], the mathematical representative of some experimental proposition P per-
taining to the quantum system is ran(Pˆ ), the range of the projection operator Pˆ accordant to the
proposition P :
ran(Pˆ ) =
{
|ϕ〉 ∈ H: Pˆ |ϕ〉 = |ϕ〉
}
. (1)
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By the same token, the mathematical representative of ¬P , the negation of the proposition P , is
ker(Pˆ ), i.e., the kernel of the projection operator Pˆ :
ker(Pˆ ) =
(
ran(Pˆ )
)⊥
= ran(1ˆ− Pˆ ) =
{
|ϕ〉 ∈ H: Pˆ |ϕ〉 = 0
}
, (2)
where ⊥ stands for the orthogonal complement property and 1ˆ denotes the identity operator. Sup-
pose that the system is in the pure state corresponding to the unit vector |ψ〉 which belongs to
either ran(Pˆ ) or ker(Pˆ ). Then, one can say that |ψ〉 assigns the truth value of either true or false,
respectively, to the proposition P .
This suggests that the truth value of any experimental atomic proposition in an arbitrary pure state
can be determined by the agency of the relation “is an element of”, ∈ , between the unit vector
|Ψ〉 describing the given state and two closed linear subspaces, ran(Pˆ ) and ker(Pˆ ), representing the
given proposition, that is, |Ψ〉∈ ran(Pˆ ) and |Ψ〉∈ ker(Pˆ ).
To make this suggestion precise, let us use the double-bracket notation [ ·] to express a truth value
of a mathematical statement or an experimental proposition (as well as a propositional formula
constructed from atomic statements or experimental propositions).
Let x be a mathematical statement, for example, |Ψ〉∈ ran(Pˆ ). Since x is either true or false (but
not both), the truth value of x can be regarded as the image of x under the function v, namely,
v : S→ B2 , (3)
where S is the set of mathematical statements and B2 is the set of two truth values, true and false
(or 1 and 0). The image of x under v can be denoted [x]v = v(x).
Now, consider the map
b : B2 × B2 → B2 , (4)
where b is the Boolean function
[P ]b = b ([x]v, [y]v) (5)
that takes the truth values of two mathematical statements x and y, which cannot be true together
in any physically meaningful state, |Ψ〉 6= 0, namely,
x : |Ψ〉∈ ran(Pˆ ) , (6)
y : |Ψ〉∈ ker(Pˆ ) , (7)
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to elements of B2 and, by doing so, assigns the truth value to the experimental atomic proposition
P . In particular, b returns 1 if x is true and b returns 0 if y is true. Symbolically, b(1, 0) = 1 and
b(0, 1) = 0.
However, since the statement |Ψ〉 /∈ ran(Pˆ ) is not logically equivalent to the statement |Ψ〉∈ ker(Pˆ )
(in symbols, ¬x<y), it may be the case that the statements x and y are false together. Given
three different objects, that is, three ordered pairs (1, 0), (0, 1) and (0, 0), but only two categories
to put them into, i.e., the truth values of true and false, one has a problem (which can be called
the problem of an extra object): What is the image of the pair (0, 0) under the Boolean function b?
In other words, what truth value should be assigned to the experimental atomic proposition P in
case the vector |Ψ〉 is a linear combination (superposition) of vectors in the subspaces ran(Pˆ ) and
ker(Pˆ )? This problem can be symbolically presented as follows:
[P ]b = b ([x]v, [y]v) =


1 , [x]v = 1
0 , [y]v = 1
? , [x]v = [y]v = 0
. (8)
Furthermore, let L(H) be a set of closed linear subspaces of a Hilbert space H. Each two-element
subset in L(H), that is,
S(Pˆ ) =
{
ran(Pˆ ) , ker(Pˆ )
}
, (9)
corresponds to a certain projection operator Pˆ . Let two projection operators Qˆ and Pˆ be distinct
from each other and 0. The subsets S(Qˆ) and S(Pˆ ) can be called comparable if their elements
ran(Qˆ) and ran(Pˆ ) can be ordered by set inclusion (or reverse set inclusion), that is, if the logical
disjunction z
z = z1 ⊔ z2 (10)
whose operands are the mathematical statements
z1 : ran(Qˆ)⊆ ran(Pˆ ) , (11)
z2 : ran(Pˆ )⊆ ran(Qˆ) , (12)
where ⊆ denotes set inclusion, is true. Note that when [z]v = 1, the projection operators Qˆ and Pˆ
commute (are compatible), namely, QˆPˆ = Pˆ Qˆ.
Contrastively, the subsets S(Qˆ) and S(Pˆ ) can be called incomparable if their elements ran(Qˆ) and
ran(Pˆ ) are orthogonal to each other, that is, if the logical disjunction w
w = w1 ⊔ w2 (13)
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whose operands are the mathematical statements
w1 : ran(Qˆ)⊆ ker(Pˆ ) , (14)
w2 : ran(Pˆ )⊆ ker(Qˆ) , (15)
is true. Note that in case [w] v = 1, the projection operators Qˆ and Pˆ are compatible and orthog-
onal, specifically, QˆPˆ = Pˆ Qˆ = 0.
Let the proposition asserting that the subset S(Qˆ) is comparable to the subset S(Pˆ ) be denoted
by S(Qˆ) ⋚ S(Pˆ ). The truth value of this proposition can be determined using the map (4) such
that
[S(Qˆ)⋚ S(Pˆ )]
b
= b ([z]v, [w]v) , (16)
where b is the Boolean function that takes truth values of two mathematical statements z and w,
which cannot be true together in any physically meaningful state, to elements of B2. Expressly, b
returns 1 if z is true, and b returns 0 if w is true.
Again, like in the situation with an experimental atomic proposition, the problem of an extra
object arises. To be sure, because ¬z<w, the statement z asserting ordering by set inclusion and
the statement w asserting orthogonality may be false together. So, given three ordered pairs (1, 0),
(0, 1) and (0, 0), but only two categories to put them into, what is the value of the Boolean function
denoted by the map (4) if the subspaces ran(Qˆ) and ran(Pˆ ) are neither ordered nor orthogonal?
That is, what truth value should be assigned to the proposition S(Qˆ)⋚ S(Pˆ ) in case the projection
operators Qˆ and Pˆ do not commute (are noncompatible)? In symbols,
[S(Qˆ)⋚ S(Pˆ )]
b
= b ([z]v, [w] v) =


1 , [z]v = 1
0 , [w] v = 1
? , [z]v = [w] v = 0
. (17)
To overcome the problem of an extra object, two simple workarounds are available.
3 Birkhoff and von Neumann’s workaround
A workaround proposed by Birkhoff and von Neumann [7, 8] is to assume that the map (4) is a
non-injective surjective function. That is, it is not required that elements of B2 × B2 be unique;
the Boolean function b may associate two elements of B2 × B2 with one and the same element of
B2. As a result,
b(0, 0) is equal to either b(1, 0) or b(0, 1) . (18)
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Suppose that b(0, 0) is equal to b(0, 1). Then, for example, if x is true, b returns 1, but in case y is
true or the conjunction ¬x⊓¬y is true, b returns 0.
On the other hand, for any two mathematical statements, say s1 and s2, such that s1⊓s2 = ⊥ even
though s1⊔s2 6= ⊤ (where ⊥ and ⊤ denote arbitrary contradiction and tautology, respectively, i.e.,
propositions which are false or true in any nonzero state: [⊥]b ≡ 0 and [⊤]b ≡ 1), the following
logical biconditionals hold:
s1,2 ⊔ (¬s1 ⊓ ¬s2) ⇐⇒ ¬s2,1 . (19)
For this reason, the application of the assumption (18) to (8) makes the truth value of the exper-
imental atomic proposition P subject to the truth value of the statement x : |Ψ〉 ∈ ran(Pˆ ) or the
statement y : |Ψ〉∈ ker(Pˆ ) alone, but not both. E.g.,
[P ]b = b ([x]v) =
{
1 , [x]v = 1
0 , [x]v = 0
. (20)
Likewise, the application of the assumption (18) to (17) makes the truth value of the proposition
S(Qˆ)⋚ S(Pˆ ) subject to the truth value of either the statement z declaring the order by set inclusion
for the subspaces ran(Qˆ) and ran(Pˆ ), or the statement w asserting their orthogonality. Thus,
[S(Qˆ)⋚ S(Pˆ )]
b
= b ([z]v) =
{
1 , [z]v = 1
0 , [z]v = 0
. (21)
Despite being seemingly elegant, Birkhoff and von Neumann’s workaround is marred by controversy.
Specifically, not only this workaround brings in the failure of the distributive law of propositional
logic, it also creates a paradoxical situation, in which qubits are discriminated against many-valued
quantum systems.
According to the valuation (21), every pair of elements of the set L(H) are either ordered or not
ordered by set inclusion. This means that L(H) is a poset, i.e., a set with a partial order.
Providing each pair {ran(Qˆ), ran(Pˆ )} of the poset L(H) has a meet ran(Qˆ) ∧ ran(Pˆ ) and a join
ran(Qˆ) ∨ ran(Pˆ ) defined (in accordance with [9]) by
ran(Qˆ) ∧ ran(Pˆ ) = ran(Qˆ) ∩ ran(Pˆ ) , (22)
ran(Qˆ) ∨ ran(Pˆ ) =
(
ker(Qˆ) ∩ ker(Pˆ )
)⊥
, (23)
where ∩ denotes set-theoretic intersection, the poset L(H) is a lattice. However, this lattice is not
distributive.
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To see this, consider atomic propositions Q, P1 and P2 pertaining to qubits. Suppose that P1⊓P2 =
⊥ but P1⊔P2 = ⊤. The propositions P1 and P2 are represented by the subspaces ran(Pˆ1) and
ran(Pˆ2) whose accordant projection operators Pˆ1 and Pˆ2 are compatible and orthogonal: Pˆ1Pˆ2 =
Pˆ2Pˆ1 = 0. Taking into consideration their orthogonality, i.e.,
ran(Pˆ1,2) = ker(Pˆ2,1) , (24)
and making use of (23), one gets:
ran(Pˆ1) ∨ ran(Pˆ2) =
(
ker(Pˆ1) ∩ ker(Pˆ2)
)⊥
=
(
ran(Pˆ2) ∩ ker(Pˆ2)
)⊥
= {0}⊥ = H . (25)
Suppose that the projection operator Qˆ corresponding to the proposition Q does not commute with
Pˆ1 and Pˆ2. As a result of this, the intersection
ran(Qˆ) ∩ ran(Pˆ1,2) =
{
|ϕ〉 ∈ H: |ϕ〉 ∈ ran(Qˆ) and |ϕ〉 ∈ ran(Pˆ1,2)
}
(26)
is the zero subspace {0} containing only the vector |ϕ〉 = 0. Given that the join of two zero
subspaces is the zero subspace again, one finally finds that distributivity of ∧ over ∨ does not hold:
2∨
k=1
ran(Qˆ) ∧ ran(Pˆk) = {0} , (27)
ran(Qˆ) ∧
2∨
k=1
ran(Pˆk) = ran(Qˆ) ∩H = ran(Qˆ) . (28)
On condition that logical conjunctions and disjunctions of experimental propositions relating to a
quantum system are respectively characterized by meets and joins of elements of the lattice L(H)
representing those propositions, nondistributiveness of L(H) entails the breakdown of the distribu-
tive law of propositional logic.
Suppose that a quantum system is prepared in the state determined by the truth value [s]v of some
mathematical statement s relating to the system. Consider the probability that if it were to be
tested, the experimental proposition P about this system would have the truth value of true. Let
this probability be denoted by the value of the probability function p[[s]]
v
at P , i.e., p[[s]]
v
(P ).
As it can be shown (see, for example, [10, 11]), if the probability function p[[s]]
v
is a function that
uniquely associates experimental propositions with real numbers
p[[s]]
v
: P→ R , (29)
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where P and R stand respectively for the sets of experimental propositions and real numbers, and
therewith p[[s]]
v
satisfies the following constraints
∀P ∈ P: p[[s]]
v
(P ) ≥ 0 , (30)
p[[s]]
v
(P ) =
{
1 , [P ] b = 1
0 , [P ] b = 0
, (31)
∀P,Q ∈ P, P ⊓Q = ⊥ : p[[s]]
v
(P ⊔Q) = p[[s]]
v
(P ) + p[[s]]
v
(Q) , (32)
then
∀P ∈ P : p[[s]]
v
(P ) ∈ [0, 1] , (33)
∀P,Q ∈ P, P ⇐⇒Q : p[[s]]
v
(P ) = p[[s]]
v
(Q) . (34)
Consider the statements concerning qubits, namely, x1 : |Ψ〉 ∈ ran(Pˆ1) and x2 : |Ψ〉 ∈ ran(Pˆ2),
where ran(Pˆ2) = ker(Pˆ1) and so y1⇐⇒ x2. Suppose that the qubit is prepared in the state given
by [x1]v = 0. In this case, [P1]b = 0 in accordance with the valuation (20); hence, the probability
of the proposition P1 being verified must be 0, or symbolically,
p[[x1]]v=0(P1) = 0 . (35)
Then again, if the statement x1 is false, the statement x2 can be either true or false. However,
within Birkhoff and von Neumann’s workaround b(0, 0) = b(0, 1), explicitly,
b
(
[x1]v = 0, [x2]v = 0
)
= b
(
[x1]v = 0, [x2]v = 1
)
, (36)
i.e., the case where both x1 and x2 are false is indistinguishable from the case where x1 is false but
x2 is true. As a result,
p[[x1]]v=0(P2) = p[[x2]]v=1(P2) = 1 . (37)
Now, let the qubit be prepared in the state given by [x1]v = 1. Then, [P1]b = 1 and [P2]b = 0
thanks to x1⊓x2 = ⊥; consequently,
p[[x1]]v=1(P1) = 1 , (38)
p[[x1]]v=1(P2) = p[[x2]]v=0(P2) = 0 . (39)
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Hence, for qubits, the probability function p[[s]]
v
, where s = x1⊔x2, is dispersion-free, i.e., this
function has only the numbers 0 and 1 as domain:
p[[s]]
v
∈{0,1}(P1,2) ∈ {0, 1} . (40)
By contrast, if a n-level quantum system, which is characterized by n > 2 experimental atomic
propositions P1, . . . , Pn, such that Pk⊓Pl 6=k = ⊥ and ⊔
n
k=1Pk = ⊤, is prepared in the state given
by [x1]v = 0, one gets the sum
p[[x1]]v=0
( n⊔
k=1
Pk
)
=
n∑
k=2
p[[x1]]v=0(Pk) = 1 , (41)
whose summands p[[x1]]v=0(Pk) are not required be only 0 or 1. So, in general,
p[[s]]
v
∈{0,1}(P1,2,3,...,n) ∈ [0, 1] , (42)
where s = xk⊔yk, k ∈ {1, 2, 3, . . ., n}. Accordingly, one can conclude that Birkhoff and von Neu-
mann’s workaround discriminates against qubits.
In the literature, one can find an ample amount of works dedicated to erasing this discrimination.
A common approach exhibited in those works is to come up with some assumption(s) – additional
to (18) – which would facilitate bringing qubits in the domain of a Gleason-type theorem presenting
a mathematical motivation for continuous quantum probabilities. So far, this approach has yielded
no satisfactory resolution of the qubit discrimination: Some of the added assumptions are disputed
whereas the others lead to new problems (see the critical analysis of the selected papers in [12, 13]).
Anyhow, a continuous flow of publications on the extension of Gleason’s theorem to the 2-dimensional
case can be viewed as a sign that, most likely, there is no easy solution for the discrimination against
qubits emerging from Birkhoff and von Neumann’s workaround.
4 The workaround based on the assumption of a partial Boolean
function
The alternative workaround allowing to overcome the problem of an extra object is to assume that
the map (4) is a partial Boolean function. That is, the function b is not forced to map every element
of B2 ×B2 to an element of B2 but only some 2-member subset of B2 ×B2. Consequently, the pair
(0, 0) has no association with the elements of B2 and therefore
b(0, 0) is not defined . (43)
According to this assumption (which can be called the assumption of a partial Boolean function),
the truth value of the experimental atomic proposition P in the pure state described by the vector
|Ψ〉 is determined by
[P ] b = b ([x]v, [y]v) =


1 , [x]v = 1
0 , [y]v = 1
0/0 , [x]v = [y]v = 0
, (44)
where 0/0 denotes a truth-value gap. This gap signifies that in the case where the vector |Ψ〉 is a
superposition of vectors belonging to ran(Pˆ ) and ker(Pˆ ), the proposition P has no truth value at all.
In the same way, the truth value of the proposition S(Qˆ)⋚ S(Pˆ ) is determined by
[S(Qˆ)⋚ S(Pˆ )]
b
= b ([z]v, [w]v) =


1 , [z]v = 1
0 , [w]v = 1
0/0 , [z]v = [w]v = 0
. (45)
Compliant with the above valuation, there are pairs {ran(Qˆ), ran(Pˆ )} in L(H) which are neither
permitted nor prohibited to be ordered by set inclusion (or reverse set inclusion). This means that
the set L(H) is not a poset.
Still, for the subsets S(Qˆ) and S(Pˆ ) whose accordant projection operators Qˆ and Pˆ are compatible,
the proposition S(Qˆ) ⋚ S(Pˆ ) is either true or false. That is, either the subspace ran(Qˆ) precedes
(follows) the subspace ran(Pˆ ) in the ordering by set inclusion, or the subspace ran(Qˆ) is orthogonal
to the subspace ran(Pˆ ). As a result, the meet ran(Qˆ) ∧ ran(Pˆ ) and the join ran(Qˆ) ∨ ran(Pˆ ) are
defined in that case. E.g., giving the stipulations (22) and (23), one gets
ran(Qˆ) ∧ ran(Pˆ ) = ran(Qˆ) if ran(Qˆ) ⊆ ran(Pˆ ) , (46)
ran(Qˆ) ∧ ran(Pˆ ) = ran(Pˆ ) if ran(Pˆ ) ⊆ ran(Qˆ) , (47)
ran(Qˆ) ∧ ran(Pˆ ) = {0} if ran(Qˆ) ⊆ ker(Pˆ ) or ran(Pˆ ) ⊆ ker(Qˆ) . (48)
In opposition, if projection operators Qˆ and Pˆ are noncompatible, the proposition S(Qˆ) ⋚ S(Pˆ )
has a truth-value gap. In that case, the subspaces ran(Qˆ) and ran(Pˆ ) neither precede each other
in the ordering, nor they are orthogonal to each other. Consequently, binary operations (46), (47)
and (48) are not defined on them. One can infer from this fact that the logical conjunction and
disjunction of experimental propositions Q and P associated with noncompatible projection oper-
ators Qˆ and Pˆ are not defined either.
Let us reexamine the atomic propositions Q, P1 and P2 relating to qubits. Consider the statements:
x1,2 : |Ψ〉∈ ran(Pˆ1,2) and y1,2 : |Ψ〉∈ ker(Pˆ1,2). It is easy to see that x1,2⇐⇒ y2,1.
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Suppose that the qubit is prepared in the state given by [x1]v = 1. In agreement with (44), the
probability that in this case P1,2 would be verified is
p[[x1]]v=[[y2]]v=1(P1) = 1 , (49)
p[[x1]]v=[[y2]]v=1(P2) = 0 . (50)
Likewise, if the qubit is prepared in the state given by [y1]v = 1, this probability becomes
p[[y1]]v=[[x2]]v=1(P1) = 0 , (51)
p[[y1]]v=[[x2]]v=1(P2) = 1 . (52)
In case the qubit is prepared in a superposition of vectors belonging to the subspaces ran(Pˆ1,2) and
ker(Pˆ1,2), its state is given by [x1,2]v = [y1,2]v = 0 and so the propositions P1 and P2 have no truth
values. On condition that the truth values of false, 0, and true, 1, correspond to the endpoints of
the unit interval [0, 1], the probability that either of these propositions would be verified in the said
case can be neither 0 nor 1. This implies
p[[x1,2]]v=[[y1,2]]v=0(P1,2) ∈ (0, 1) . (53)
Providing s = x1⊔x2, one gets
p[[s]]
v
∈{0,1}(P1,2) ∈ [0, 1] . (54)
It can be shown in a similar manner that for any n-level quantum system characterized by n > 2
experimental atomic propositions P1, P2, P3, . . . satisfying the conditions Pk⊓Pl 6=k = ⊥ and
⊔nk=1Pk = ⊤, the following holds
p[[s]]
v
∈{0,1}(P1,2,3,...,n) ∈ [0, 1] , (55)
where s = xk⊔ yk, k ∈ {1, 2, 3, . . ., n}. Therefore, the workaround based on the assumption of a
partial Boolean function does not discriminates against qubits.
Quite the opposite, as the next section is to show, this workaround gives rise to a distinction in
favor of qubits.
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5 Operational discrimination between qubits and many-level sys-
tems
Let us show first that the assignment of truth values to experimental atomic propositions pertaining
to a quantum system in a pure quantum state can be treated as a computational problem, namely,
the inspection of solvability of the corresponding systems of linear equations.
Consider the quantum system associated with the separable Hilbert space H of finite dimension
n ≥ 2. Let the projection operator Pˆ acting on H be encoded by the complex n× n matrix M(Pˆ )
M(Pˆ ) =


M11 · · · M1n
...
. . .
...
Mn1 · · · Mnn

 ∈ Cn×n (56)
whose entries Mij are defined by the expression
Mij = 〈ei|Pˆ |ej〉 , (57)
where |ej〉 are vectors of an arbitrary orthonormal basis {|ej〉}, 〈ei|ej〉 = δij , for H. The span of
the column vectors
Mj = (Mij)
n
i=1 ∈ C
n×1 , (58)
is the range of the matrix M(Pˆ ); explicitly,
ran(M(Pˆ )) = {c1, . . . , cn ∈ C : c1M1 + · · · + cnMn} , (59)
where either (M1, . . . ,Mn) is a basis for ran(M(Pˆ )) or some Mj can be removed to obtain a basis
for ran(M(Pˆ )).
From here, one can make the following observation: The truth of the mathematical statement
|Ψ〉∈ ran(Pˆ ) means the solvability of the system of linear equations
RX = Ψ , (60)
where Ψ is the column vector
Ψ = (ψi)
n
i=1 ∈ C
n×1 , (61)
which contains the components ψi of the unit vector |Ψ〉 with respect to the chosen basis {|ej〉},
that is,
12
ψi = 〈ei|Ψ〉 , (62)
while X is the column vector with m unknowns x1, . . . , xm, which are put in the place of weights
c1, . . . , cm for the linearly independent column vectors M1, . . . , Mm, so that
RX ≡


M11
...
Mn1

x1 + · · · +


M1m
...
Mnm

xm . (63)
Along the same lines, the kernel of the matrix M(Pˆ ) can be presented as the span of the column
vectors Ij −Mj
ker(M(Pˆ )) = {c1, . . . , cn ∈C : c1 (I1 −M1) + · · · + cn (In −Mn)} , (64)
where
Ij = (δij)
n
i=1 ∈ C
n×1 (65)
and either (I1 −M1, . . . , In −Mn) is a basis for ker(M(Pˆ )) or some Ij −Mj can be removed to
obtain a basis for ker(M(Pˆ )). In this way, to decide whether |Ψ〉 belongs to ker(Pˆ ) means to answer
the question whether the following system of linear equations has at least one solution:
KX = Ψ . (66)
In the above, X is the column vector with k unknowns x1, . . . , xk, which take the place of weights
c1, . . . , ck for the linearly independent column vectors Ij −Mj , so that
KX ≡


1−M11
...
−Mn1

x1 + · · ·+


...
δij −Mij
...

xj + · · · +


−M1n
...
1−Mnk

xk . (67)
Recall that the ket equation Pˆ |Ψ〉 = |Ψ〉 corresponds to the matrix equation
M(Pˆ )Ψ = Ψ , (68)
at the same time as the bra equation 〈Ψ| = 〈Ψ|Pˆ relates with the matrix equation
Ψ† = Ψ†M(Pˆ ) , (69)
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where Ψ† denotes the row vector C1×n, whose ith entry is ψi = 〈Ψ|ei〉. Therefore
M(Pˆ ) = ΨΨ† , (70)
meaning that the rank of the matrix M(Pˆ ) is 1 (see the proof, for example, in [14]). Consistent
with the rank-nullity theorem [15], this implies:
Rank(M(Pˆ )) = dim
(
ran(M(Pˆ ))
)
= m = 1 , (71)
Nullity(M(Pˆ )) = dim
(
ker(M(Pˆ ))
)
= k = n− 1 . (72)
Let UR and UK be solution sets for the linear systems RX=Ψ and KX=Ψ, specifically,
UR =
{
X∈C1 : RX = Ψ
}
, (73)
UK =
{
X∈C(n−1)×1 : KX = Ψ
}
. (74)
Then, the following equivalences of the mathematical statements hold:
|Ψ〉∈ ran(Pˆ ) ⇐⇒ UR 6=∅ , (75)
|Ψ〉∈ ker(Pˆ ) ⇐⇒ UK 6=∅ . (76)
As a result, the statements x and y – whose truth values determine the truth value of the experi-
mental atomic proposition P in the formula (44) – can be set forth as follows:
x : UR 6=∅ , (77)
y : UK 6=∅ . (78)
The linear system RX=Ψ has only one unknown, whereas the linear system KX=Ψ has n − 1
unknowns; so, if n > 2, to verify y (and thus to assign 0 to the proposition P ) will likely take more
operations than to verify x (and, as a result, to assign 1 to P ).
To confirm this intuition, let us introduce the work of a computation, W , that is, the total number
of primitive operations performed in order to solve a computational problem at hand [16].
Let [·]s stand for a metric used to gauge the performance of the computation concerning the math-
ematical statement s. For example, [W ]x denote the work of the computation invested in verifying
the statement x.
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Let us estimate [W ]x. The linear system RX=Ψ will be consistent and, hence, the set UR will
contain at least one solution, if the following condition holds:
∀j ∈ {2, . . . , n} : ψ1Mj.1 = ψjM11 . (79)
Subsequently, to prove that [x]v = 1 requires 2(n − 1) multiplications and n − 1 comparisons
(note that comparisons as well as elementary arithmetic operations can be regarded as primitive
operations). Hence, one may write down
[W ]x = O(n) . (80)
To estimate [W ]y, one may present the linear system KX=Ψ as the augmented matrix
[K|Ψ ] =


a11 a12 · · · a1.n−1 a1.n
a21 a22 · · · a2.n−1 a2.n
...
...
. . .
...
...
an.1 an.2 · · · an.n−1 an.n

 , (81)
whose elements are
ajl =
{
δjl −Mjl , l < n
ψj , l = n
. (82)
Then, one may use a Gaussian-type elimination algorithm which is described below.
At the ith iteration of the algorithm, on condition that a
(i−1)
i.i 6= 0, the augmented matrix [K|Ψ ]
(i)
is computed by the formula
∀i ∈ N, i ≤ (n− 1) : [K|Ψ ](i) = [K|Ψ ](i−1)−
(
A
(i−1)
i ÷ a
i−1
i.i
)
·B
(i−1)
i , (83)
where
A
(i−1)
i = [K|Ψ ]
(i−1) ·
(
δ iij
)n
j=1
l=1
, (84)
a
(i−1)
i.i = tr
(
[K|Ψ ](i−1) ·
(
δ iij
)n
j=1
l=1
)
, (85)
B
(i−1)
i =
(
δ iij
)n
j=1
l=1
· [K|Ψ ](i−1) , (86)
δ iij =
{
1 , i = j = l
0 , else
, (87)
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and it is postulated that a
(0)
jl = ajl.
For i = 1, one gets
(
δ1ij
)n
j=1
l=1
=


1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 ∈ Cn×n , (88)
so, after the first iteration of the algorithm, the augmented matrix of the linear system KX=Ψ
takes the form
[K|Ψ ](1) =


0 0 · · · 0 0
0 a
(1)
22 · · · a
(1)
2.n−1 a
(1)
2.n
...
...
. . .
...
...
0 a
(1)
n.2 · · · a
(1)
n.n−1 a
(1)
n.n

 . (89)
If i = n− 1, then
(
δn−1ij
)n
j=1
l=1
=


0 · · · 0 0 0
...
. . .
...
...
...
0 · · · 0 1 0
0 · · · 0 0 0

 ∈ Cn×n , (90)
and so, after the final iteration, the augmented matrix becomes
[K|Ψ ](n−1) =


0 0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 a
(n−1)
n.n

 . (91)
At this point, the following condition should be verified:
a(n−1)n.n = 0 . (92)
If it holds, the linear system KX=Ψ is consistent and the statement y: UK 6=∅ is true; otherwise,
[y]v = 0.
According to the formula (83), at each iteration of the algorithm, the work of the computation of
the elements a
(i)
jl involves O(n
2) elementary arithmetic operations. Consequently,
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[W ]y = O(n
3) . (93)
To conclude so far, for experimental propositions pertaining to a many-level quantum system, the
work of the computation spent in justifying their falsity is much greater than that spent in proving
their truth. However, for a qubit, the work of the computation performed in order to validate either
truth value of experimental propositions is one and the same. In symbols,
n≫ 2 : [W ]y ≫ [W ]x , (94)
n = 2 : [W ]y = [W ]x . (95)
In this sense, the workaround based on the assumption of a partial Boolean function discriminates
in favor of qubits.
6 Quantum parallel computing
Recall that the physical resource of a computation is the time needed for running it [17]. To eval-
uate this resource, one can use the cost of the computation, C, i.e., the amount of time taken to
solve the given computational problem [16].
The discrimination in favor of qubits would be of no physical importance if the following relation
were to be true:
n ≥ 2 : [C ]y = [C ]x , (96)
where the sign “=” means to express that the computational costs [C ]y and [C ]x – as functions
of the dimension n of the Hilbert space H – must have equal growth rates.
As to the cost [C ]x, one can set it down as follows
[C ]x = [W ]x = O(n) . (97)
On the other hand, it is reasonable to assume that the Gaussian elimination is an asymptotically
optimal method for row reduction and, therefore, no algorithm verifying the statement UK 6=∅ can
have the number of primitive operations growing slower than [W ]y = O(n
3) [18].
Hence, the relation (96) might be possible on condition that there is a model of computation which
can permit execution of many primitive operations at once, so that the amount of time taken to
solve the computational problem can be much less than the number of primitive operations needed
to solve it, specifically,
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n≫ 2 : [C ]y ≪ [W ]y . (98)
According to the postulates of quantum mechanics, such a model – which can be called a QPRAM
(quantum parallel random-access machine) – is plausible.
To prove this, consider a classical parallel random-access machine (PRAM) at first. It solves the
computational problem at hand in time Tp with p classical processors such that the cost of parallel
computation Cp is defined by the product
Cp = p · Tp , (99)
where the running time Tp is bounded from below by the work W , in other words, the amount of
time used to run the computation sequentially (i.e., on a single processor):
Tp ≥
W
p
. (100)
From the law of work of classical parallel computing [19], namely,
Cp ≥W , (101)
it follows that the efficiency of a PRAM, denoted Ep, cannot exceed 1. Explicitly,
Ep =
W
Cp
≤ 1 . (102)
In an analogous line of reasoning, a QPRAM solves the given computational problem in time Xq on
q quantum processors; subsequently, Cq, the cost of quantum parallel computation, can be defined
as the product
Cq = q ·Xq . (103)
But, unlike a classical parallel computer, a QPRAM can invoke “quantum parallelism”. This refers
to a capability to carry out many computations in a massive parallel way, i.e., at once [20, 21, 22, 23].
Let |Ψ
(i)
PRAM〉 be the unit vector characterizing a PRAM with p = n
2 classical processors computing
the elements a
(i)
jl of the augmented matrix [K|Ψ ]
(i) in accordance with the iteration formula (83).
The said vector describes the product state of the classical processors and therefore can be written
as
|Ψ
(i)
PRAM〉 =
n2⊗
k=1
|a
(i)
k 〉 , (104)
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where each quantum state |a
(i)
k 〉 is assumed to correspond to the outcome of the computation of
the element a
(i)
jl on the k
th classical processor in a way that
〈a(i)m |a
(i)
k 〉 = δkm , (105)
k = n · (j − 1) + l , (106)
a
(i)
k = a
(i)
jl . (107)
Providing each state |a
(i)
k 〉 is generated in one go, the vector |Ψ
(i)
PRAM〉 can be computed in Tp = O(1)
time at the cost Cp = O(n
2).
Recall that any irreversible computation can be presented as an evaluation of an invertible function
[24]. In view of that, let’s assume that the iterated function on the elements of the augmented matrix
[K|Ψ ](i), namely,
f : [K|Ψ ](i−1) −→ [K|Ψ ](i) , (108)
can be presented as the state-generated oracle (or its inverse) that performs the unitary transfor-
mation U
U : |Ψ
(i−1)
PRAM〉 −→ |Ψ
(i)
PRAM〉 (109)
(the term “oracle” indicates that the time taken by the unitary transformation U is not included
in the cost of the computation of the state |Ψ
(i)
PRAM〉).
To convert the initial state of the PRAM, |Ψ
(0)
PRAM〉, into its final state, |Ψ
(n−1)
PRAM〉, requires O(n)
queries of the above oracle; therefore, the cost of the classical parallel computation necessary to
the inspection of the solvability of the linear system KX=Ψ is supposed to be cubic, i.e.,
[Cp ]y = O(n
3) . (110)
Different from the classical PRAM, its quantum counterpart can exist in a superposition of the
states |a
(i)
k 〉. This means that the state of a q-processor quantum parallel computer checking
whether the linear system KX = Ψ has at least one solution can be described by the tensor
product
|Ψ
(i)
QPRAM〉 =
q⊗
m=1
|Φ(i)m 〉 , (111)
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in which q does not depend on n but the pure state of the mth quantum processor |Φ
(i)
m 〉 is the
linear combination of n2 states |a
(i)
k 〉, i.e.,
|Φ(i)m 〉 =
n2∑
k=1
αmk|a
(i)
k 〉 , (112)
where αmk are superposition coefficients, i.e., complex numbers describing how much goes into each
computation.
Since a superposition of the states |a
(i)
k 〉 is generated in only one go, every state |Φ
(i)
m 〉 can be
computed inXq = O(1) time. Inasmuch as q = O(1), this entails a constant cost of the computation,
i.e., q·Xq = O(1). Then again, the initial state of the QPRAM can be converted into its final state
by assessing the state-generated oracle O(n) times, that is,
|Ψ
(0)
QPRAM〉
U
−→ |Ψ
(1)
QPRAM〉
U
−→ . . .
U
−→ |Ψ
(n−1)
QPRAM〉 , (113)
thus, the cost of the computation of |Ψ
(n−1)
QPRAM〉 ends up linear, i.e., O(n).
Let |0〉 correspond to the zero outcome of the computation, that is, a
(i)
jl = 0, for any j and l.
Furthermore, let all the superposition coefficients αmk be alike. Then, if the solution set for the
linear system KX=Ψ is not empty, the final state of the mth quantum processor becomes
|Φ(n−1)m 〉 ∝ |0〉 , (114)
otherwise, this state takes the form of the superposition
|Φ(n−1)m 〉 ∝ (n
2 − 1)|0〉 + |a(n−1)n.n 〉 . (115)
Suppose that after the final iteration, each quantum processor of the QPRAM shares the informa-
tion with the corresponding counter Cm whose initial state is described by
|Cm〉 ∝ |c1〉+ (n
2 − 1)|c2〉 , (116)
where 〈cj | cl〉 = δjl. Also assume that there is a unitary transformation, say UC , acting on the
product state |Φ
(n−1)
m 〉⊗|Cm〉 of the composite system “processor-counter”, such that UC correlates
the state |0〉 with the state |c1〉 as well as the state |a
(n−1)
n.n 〉 with the state |c2〉. This unitary operator
(in other words, quantum gate) can be written as
UC(τ) = exp
(
−
iτ
~
H
)
, (117)
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where τ is the time interval of the interaction between the quantum processor and the counter, while
H stands for the total Hamiltonian of the system “processor-counter”, which can be effectively (i.e.,
during the interval of the interaction) presented by
H = |0〉〈0|⊗|c1〉〈c1|+ |a
(n−1)
n.n 〉〈a
(n−1)
n.n |⊗|c2〉〈 c2| . (118)
Note that 〈0|c2〉 = 〈c2|0〉 = 0 which entails H = |0〉〈0|⊗|c1〉〈c1| in case a
(n−1)
n.n = 0.
The gate UC transforms the product state |Φ
(n−1)
m 〉 ⊗ |Cm〉 into an entangled state as follows:
UC : |Φ
(n−1)
m 〉 ⊗ |Cm〉 −→ |Φ
(n−1)
m Cm〉 , (119)
where
|Φ(n−1)m Cm〉 ∝


|0〉|c1〉 , a
(n−1)
n.n = 0
|0〉|c1〉+ |a
(n−1)
n.n 〉|c2〉 , a
(n−1)
n.n 6= 0
. (120)
After utilizing a measurement gate that collapses a quantum superposition onto one of its terms,
one finds that the probability to get the zero outcome of the computation, denoted Pr(0), for each
quantum processor correlates with the truth value of the statement y such that
Pr(0) =
{
1 , [y]v = 1
0.5 , [y]v = 0
. (121)
To guarantee that the above difference in Pr(0) will be detectable over errors, the QPRAM must
have at least 3 processors. To be sure, let the null hypothesis, denoted H0, be that the probability
to get the zero outcome is 0.5. If Pr(0) is in fact 1, then the number of processors q, which gives
90% power to reject H0 (at the significance level of 0.10), will be three [25].
As a result, the cost of the quantum parallel computation required to check the solvability of the
linear system KX=Ψ is expected to be linear:
[Cq ]y = O(n) . (122)
This yields the outcome
[Eq ]y =
[W ]y
[Cq ]y
= O(n2) (123)
demonstrating that the efficiency of quantum parallel computation can be much greater than 1.
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More importantly, the relation (122) causes the discrimination in favor of qubits to be physically
irrelevant:
n ≥ 2 : [Cq ]y = [C ]x . (124)
7 Concluding remarks
If experimental atomic propositions relating to quantum systems are valuated within the ambit of a
bivalent semantics, then, inevitably, the problem of an extra object emerges: Given three different
objects, that is, three ordered pairs (1, 0), (0, 1) and (0, 0), but only two categories to put them
into, i.e., the truth values of true, 1, and false, 0, what is the image of the pair (0, 0) under the
Boolean function b : B2 × B2 → B2 ?
To resolve this problem, one can apply either of two workarounds.
Within Birkhoff and von Neumann’s workaround, one assumes that the Boolean function b is non-
injective surjective and so b(0, 0) is equal to b(0, 1). The alternative way of resolving the problem of
an extra object is to treat b as partial Boolean function, thus allowing the pair (0, 0) to have no as-
sociation with the elements of B2, i.e., to be a truth-value gap. Unlike Birkhoff and von Neumann’s
workaround, the latter does not bring about the failure of the distributive law of propositional logic
and dispersion-free probabilities for qubits. But despite this, it discriminates in favor of qubits.
Indeed, the workaround based on the assumption of a partial Boolean function gives rise to the
fact that regarding experimental atomic propositions about many-level quantum systems, the num-
ber of primitive operations needed to assign the value of false is much greater than that of true.
Whereas, for experimental atomic propositions relating to qubits, the assignment of either truth
value requires the same number of those operations.
This discrimination, however, could be immaterial if there were to be a model of computation
which permits execution of many primitive operations at once, so that the amount of time taken
to solve a given computational problem can be much less than the number of primitive operations
necessary to solve it sequentially.
As the present paper has demonstrated, such a model – which can be called a QPRAM, or quantum
parallel random-access machine – is plausible.
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