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INTRODUCTION
The predator-prey system, due to its theoretical and practical significance, has been studied extensively [1-3, 5-13, 16-23] . There have been many good results on stability [1, 2, 5, 7-12, 17, 18] , oscillation [2, 5, 6, 12] , persistence [21] [22] [23] , and the existence of periodic solutions through Hopftype bifurcation [3, 7, 13, 19] . In most of the models considered so far, it has been assumed that all biological and environmental parameters are constants in time. Any biological or environmental parameter, however, is naturally subject to fluctuation in time and if a model is to take into account such fluctuation then the models must be nonautonomous.
We will confine ourselves here to the case that the biological or environmental parameters are periodic at some common period. A very basic and important ecological problem associated with the study of multispecies population interactions in periodic environments is the global existence of a periodic solution with strictly positive components which plays the role 1 Supported by National Natural Sciences Foundation of China, Grant 19871012. played by the equilibrium of the autonomous models. It is natural to ask for conditions under which the resulting periodic nonautonomous system would have a periodic solution.
The purpose of this paper is to derive a set of easily verifiable sufficient conditions for the global existence of periodic solutions with strictly positive components for a predator-prey system of one predator and one prey with infinite delays of the form
where N 1 t N 2 t denote the densities (per square unit of the habitat) of the prey and the predator population at time t, respectively, b i ∈ C R R are ω-periodic functions with
t s and α t + ω s + ω = α t s , and t −∞ D i t u du and t −∞ α t u du are continuous in t. The periodic oscillation of the parameters seems reasonable in view of any seasonal phenomena to which they might be subjected, e.g., mating habits, availability of food, weather conditions, harvesting and hunting, etc. We have assumed in (1.1) that when the predator is absent, the prey species is governed by the well known delay logistic equation which has been studied extensively in the literature (see, for instance, [2, 12, 17] ) and in which each individual competes with all others of the system for common resources and intraspecific competition involves response delays to resource limitations extending over the entire past as denoted by − t −∞ D 1 t u N 1 u du (for the details of the biological significance of this delay one can refer to [2, 17] ). The predation decreases the average growth rate of prey linearly with an infinite delay; this assumption corresponds to the fact that predator cannot hunt prey when the predators are infants, and predators have to mature for a duration of certain unit of time-for simplicity in mathematics analysis, which has been assumed to be infinity-before they are capable of decreasing the average growth rate of the prey species. These aspects are incorporated in the prey dynamics by the inclusion of the term − t −∞ α t u N 2 u du . In the absence of prey species, the average growth rate of the predator species decreases exponentially due to the presence of −b 2 t in the predator dynamics. The positive feedback t −∞ D 2 t u N 1 u du in the average growth rate of the predator has a delay due to, for example, a gestation period-for a detailed discussion of the ecological justification of this term one can refer to [20] . While the delays need not be infinity, we have retained this for simplicity. As far as we know, there have not been any results on the global existence of a periodic solution with strictly positive components of (1.1). It is necessary to point out that some special autonomous cases of (1.1) have been studied in the literature [2, 3] .
The method used here will be the coincidence degree theory proposed by Gaines and Mawhin [4] , which has been widely used in the study of ordinary differential equations. Recently, some authors also applied the coincidence degree method to study the existence of periodic solutions for scalar periodic differential equations with finite discrete delays [14] [15] [16] . Some good results are obtained. However, as far as we know, it has not been applied to vector system of differential equations with infinite delays, particularly to a system with infinite distributed delays.
GLOBAL EXISTENCE OF POSITIVE PERIODIC SOLUTIONS
In order to obtain the existence of positive periodic solutions of (1.1), for the reader's convenience, we shall summarize in the following a few concepts and results from [4] that will be basic for this section.
Let X Z be normed vector spaces, let L Dom L ⊂ X → Z be a linear mapping, and N X → Z is a continuous mapping. The mapping L will be called a Fredholm mapping
We denote the inverse of that map by K P . If is an open bounded subset of X, the mapping N will be called L-compact on if QN is bounded and
In the proof of our existence theorem below, we will use the continuation theorem of Gaines and Mawhin [4, p. 40] . Proof. Since
Considering the biological significance of (1.1), we specify N i 0 > 0, i = 1 2. For convenience, in this paper we use the following notations:
Our main result on the global existence of a positive periodic solution of (1.1) is the following theorem. 
Proof. Let
On substituting (2.1) into (1.1), we may rewrite (1.1) in the form
In order to use the continuation theorem for (2.2), we first define
for any x ∈ X or Z predator-prey system Then X and Z are Banach spaces when they are endowed with the norm · . Let
and P Q are continuous projectors such that
It follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L) K P Im L → Ker P ∩ Dom L is given by
Clearly, QN and K P I − Q N are continuous. An application of the ArzelaAscoli theorem to K P I − Q N results in the fact that K P I − Q N is compact for any open bounded ⊂ X. Moreover, QN is clearly bounded. Thus, N is L-compact on with any open bounded set ⊂ X. Now we reach the position to search for an appropriate open bounded subset for the application of the continuation theorem. Corresponding to the operator equation Lx = λNx λ ∈ 0 1 , we have
Assume that x = x t ∈ X is a solution of (2.3) for a certain λ ∈ 0 1 . Integrating (2.3) over the interval 0 ω , we obtain
That is,
Since x t = x 1 t x 2 t T ∈ X, there exist ξ i η i ∈ 0 ω such that
From (2.5) we can seē
that is,
Then
On the other hand, by (2.5) we also havē
that is
Thus
Equations (2.9) and (2.10) imply
By (2.4), one obtains
From (2.4) and (2.9) we find exp x 2 η 2 ᾱω
From (2.12) and (2.13) we obtain
Clearly, M i i = 1 2 3 4 are independent of λ. Under the assumption in Theorem 2.1, the system of algebraic equations
≤ M 5 , and take = x t = x 1 t x 2 t T ∈ X x < M . It is clear that verifies the requirement (a) in Lemma 2.1.
Furthermore, in view of the assumption in Theorem 2.1, it is easy to see that deg JQNx ∩ Ker L 0 = 0 Here J can be the identity mapping since Im P = Ker L. By now we have proved that verifies all the requirements in Lemma 2.1. Hence (2.2) has at least one solution x * t = x * 1 t x * 2 t T in Dom L ∩ . Set N * i t = exp x * i t i = 1 2; then by the medium of (2.1) we know that N * t = N * 1 t N * 2 t T is an ω-periodic solution of (1.1) with strictly positive components. The proof of Theorem 2.1 is complete.
In system (1.1), we neglect the instantaneous negative feedbacks in prey species. If we take those into account, then (1.1) can be modified as The proof is exactly the same as that of Theorem 2.1, so we omit it.
