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Abstract
This thesis is concerned with the theory, design, realisation and evaluation of
large-scale collaborative virtual environments. These are 3D audio-graphical compu-
ter generated environments which actively support collaboration between potentially
large numbers of distributed users. The approach taken in this thesis reflects both the
sociology of interpersonal communication and the management of communication in
distributed systems.
The first part of this thesis presents and evaluates MASSIVE-1, a virtual reality
tele-conferencing system which implements the spatial model of interaction of Ben-
ford and Fahlén. The evaluation of MASSIVE-1 has two components: a user-oriented
evaluation of the system’s facilities and the underlying awareness model; and a net-
work-oriented evaluation and modelling of the communication requirements of the
system with varying numbers of users.
This thesis proposes the “third party object” concept as an extension to the spatial
model of interaction. Third party objects can be used to represent the influence of con-
text or environment on interaction and awareness, for example, the effects of bounda-
ries, rooms and crowds. Third party objects can also be used to introduce and manage
dynamic aggregates or abstractions within the environments (for example abstract
overviews of distant crowds of participants). The third party object concept is proto-
typed in a second system, MASSIVE-2.
MASSIVE-2 is also evaluated in two stages. The first is a user-oriented reflection on
the capabilities and effectiveness of the third party concept as realised in the system.
The second stage of the evaluation develops a predictive model of total and per-par-
ticipant network bandwidth requirements for systems of this kind. This is used to ana-
lyse a number of design decisions relating to this type of system, including the use of
multicasting and the form of communication management adopted.
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Chapter 1.  Introduction
Collaborative virtual environments (CVEs) are computer-based systems which
actively support human collaboration and communication within a computer based
context. The particular focus of this thesis is on the theory, realisation and require-
ments of large scale collaborative virtual environments, i.e. CVEs which will support
large numbers of simultaneous users. The particular forms of CVE considered in this
thesis are three dimensional audio-graphical virtual environments - distributed virtual
reality for collaboration. Section 1.1 introduces CVEs and the motivations for explor-
ing and developing this technology. Section 1.2 describes the general issues of scale
which are significant for CVEs and identifies those which are key with respect to this
work. Section 1.3 describes the particular style and approach adopted in this thesis
which is based on the concept of “awareness”. Finally, section 1.4 describes the struc-
ture of this thesis as a whole and includes guidance on reading order and selection of
material. Before these, however, some more general issues must be covered which
relate to this thesis as a whole.
The work presented here falls firmly within the boundaries of computer science how-
ever many of the motivations which underlie it flow from work in the field of social
studies. Concerns from both of these disciplines are represented in this thesis. On the
one hand there is a perspective looking “down” from the everyday social world and
considering and kinds of interaction and control which are afforded to users of CVEs.
On the other hand there is a perspective which looks “up” from the world of comput-
ers and networks and considers the form and requirements of the distributed systems
which facilitate this interaction. A fundamental argument of this thesis is that these
two perspectives must be complementary and interlocking if computer based systems
are to approach the richness of our everyday - social - existence. This thesis explores
and extends the so-called “spatial model of interaction” [Benford and Fahlén, 1993]
which is proposed as a suitable framework within which these two perspectives might
be integrated.
The spatial model of interaction was previously proposed and developed by Benford,
Fahlén and others; this prior work is reviewed in chapter 3. The work presented in this
thesis comprises a fundamental extension to the spatial model of interaction which is
bracketed (both in time and in presentation) between two major and distinct phases of
prototyping and evaluation. This two-stage evolution has been preserved in the organ-
isation of this thesis (refer to section 1.4 for details of thesis structure).
The principle contributions of this thesis are:
• The MASSIVE-1 and MASSIVE-2 systems as a basis for experimentation and
development (described in chapters 4 and 8, respectively).
• A user-oriented evaluation of the spatial model of interaction as implemented in
MASSIVE-1, with recommendations for future models and systems (chapter 5).
• A new distributed system service concept of “spatial trading”, which extends the
concept of attribute-based trading (as in ODP [ITU-T, 1995] for example) in line
with the principles of CVEs (chapter 6).
• The third party object concept, which extends the spatial model of interaction to
include the effects of context or environment on interaction (chapter 7). This is
prototyped in MASSIVE-2 (chapter 8) and evaluated from a user perspective
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(chapter 9).
• A flexible and dynamic multicast-based distribution approach for CVEs which is
based on third party objects and prototyped in MASSIVE-2 (chapter 10).
• A predictive model of network bandwidth requirements (total and per-participant)
for peer-to-peer CVEs such as MASSIVE-1 and MASSIVE-2 which is used to
analyse a number of design aspects of such systems (chapter 10).
Much of the work presented in this thesis has already been presented at conferences or
published in journals (e.g. ACM CHI’97 [Benford, Greenhalgh and LLoyd, 1997],
IEEE ICDCS’95 [Greenhalgh and Benford, 1995c], ACM ToCHI [Greenhalgh and
Benford, 1995a], ECSCW’95 [Greenhalgh and Benford, 1995c], Presence [Benford et
al., 1995] - see appendix C for a complete list of related publications). In some cases
these papers can provide additional detail and examples which have been omitted
from this thesis for the sake of focus and (relative) brevity.
At the outset the author wishes to recognise the invaluable role played by Dr S.D.
Benford in supervising the work presented here. The key concepts of the spatial
model extensions presented here are the author’s own original work, but naturally
they have been refined and clarified in many valuable discussions with Dr Benford
and other colleagues. Dr Benford and others have also continued to develop and
extend the applicability of these concepts beyond that presented here. The author also
wishes to recognise the valuable contributions made by Dr D.N. Snowdon who has
been closely involved with parts of this work, in particular contributing the generic
graphics and device handling components of the second prototype system.
Having dealt with these general issues the next section introduces the idea and prac-
tice of collaborative virtual environments.
1.1. Collaborative virtual environments
This section seeks to answer two questions: what is a collaborative virtual environ-
ment and why are they interesting? These will be addressed in turn. So, first, what is a
collaborative virtual environment?
There are a number of characteristics which are common to collaborative virtual envi-
ronments:
• they are multi-user computer-based systems which support geographically dis-
persed users;
• users are able to communicate and collaborate, often in a number of different
ways;
• there is a notional space or world - the virtual environment - in which this activity
is situated;
• each user is explicitly represented or “embodied” within the virtual environment
and is made visible (and audible, etc.) to other users by means of this embodiment;
and
• each user is autonomous and able to move about independently within the virtual
environment.
Note that all collaborative systems support multiple users but not all multi-user sys-
tems support collaboration. For example, it is noted by Rodden et al. [1992] that one
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of the functions of a database system is to isolate its users so that each one can work
as if they were the sole user of the database. Such a system supports multiple users but
provides no meaningful support for collaboration - it provides no information about
other users or their current activities and no opportunity for communication. Support-
ing collaboration has its own characteristic requirements. Much of this thesis (and the
spatial model of interaction) is concerned with improving the support provided for
collaboration based on observations of critical issues in everyday interactions in the
physical world drawn from the discipline of social studies.
While sharing a common philosophy collaborative virtual environments can be real-
ised using a wide range of presentation and distribution technologies. The form of
presentation can vary from plain text through windowed 2D graphics to fully immer-
sive virtual reality. The form of distribution can be none (e.g. a single process
accessed via telnet) or one or more of a wide range of network architectures based on
different execution and communication models. The range of possible instantiations
of a CVE runs from typical MUDs (Multi-User Dimensions/Dungeons) at one
extreme to multi-user immersive virtual reality at the other. Consider each of these in
turn, starting with MUDs. Users access a MUD using a simple terminal program and
all interaction is by means of text messages. Multiple simultaneous users can “see”
each other (i.e. read text descriptions of other users), “talk” to each other (i.e. type text
messages which others read) and “walk” about within the MUD’s electronic world. A
single server process typically handles all processing. On the other hand access to an
immersive multi-user virtual environment requires a great deal of specialised equip-
ment. Users may wear head mounted displays, have their body movements, gestures,
facial expressions and gaze direction captured in electronic form, they may receive
tactile feedback and have real-time audio and video communication facilities. So
users of an immersive multi-user virtual environment can see expressive articulated
representations of other users, can speak to each other directly, use normal gestures
and expressions in conversation and may be able to move about in the virtual world
by walking in the real world. In such systems processing will typically be distributed
between a number of computers and high performance networks may be required to
link the various systems.
The types of collaborative virtual environment being considered in this thesis are pri-
marily three dimensional (although the concepts of the spatial model can be applied in
other kinds of spaces such as graphs - see for example [Rodden, 1996]). The systems
considered in this thesis also provide relatively rich interaction including 3D graphics,
real-time audio, dynamic maps and simple text messages. As an example, figure 1 on
page 4 shows an image from the MASSIVE-1 system which is the first of the proto-
type CVE systems described in this thesis (in chapters 4 through 6). In the foreground
is a recently arrived user. They are approaching a group of participants who are wait-
ing in the foyer world for a meeting to start. Each user is represented within the virtual
world by a graphical embodiment. Each user can move independently, and the posi-
tion and orientation of each user’s embodiment provides clues about what they are
seeing and doing. Users can communicate using simple gestures, real-time audio and
also text messages (via another interface which is not shown here). The arches in the
background are gateways to other virtual worlds. Between the two gateways is a mes-
sage board which allows semi-persistent text messages to be left in the virtual world.
For further material about CVEs and multi-user virtual reality systems the reader is
referred to the literature review in chapter 2 and also to chapters 4 and 8 which
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describe the two prototype CVE systems which were created in the course of the work
presented in this thesis.
Having introduced collaborative virtual environments it is now time to consider the
second question: why are CVEs interesting? The answer is presented in two parts,
first from the perspective of collaboration and second from the perspective of compu-
ter networking. In terms of support for collaboration CVEs are interesting for a
number of reasons, some of which are described below.
• Supporting “natural” spatial communication. Space has a social significance which
is important for real-world interaction. Firstly, significant elements of communica-
tion such as gaze direction and gesture depend upon a spatial reference frame. And
more generally, space can also be viewed as a resource for managing activity and
interaction (see [Benford et al., 1994] which builds on [Giddens, 1984]). Everyday
examples of the use of space as a resource can be seen in the fluid formation of
conversational groups in informal social gatherings. Spatial factors such as relative
positions and orientation of participants, posture and speed of movement con-
sciously and unconsciously convey information such as availability for conversa-
tion, interest and intended actions. Shared space is a fundamental concept in CVEs
which it is hoped can be used to support some of these everyday functions and
affordances of the social use of space.
• Supporting peripheral awareness. Studies of real-world activities in London
Underground control rooms [Heath and Luff, 1991] and in air traffic control
[Hughes et al., 1992] observe that co-located workers maintain and make use of an
Figure 1: a small group of participants in the MASSIVE-1 CVE (colour plate 1)
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ongoing awareness of the activities of others within their environment even when
not explicitly cooperating. The situation of work within a shared context is a pow-
erful method for achieving this kind of peripheral awareness.
• Unifying communication and information. A great deal of work is being done in
the area of visualisation - creating (often graphical) representations of information
to enhance access and comprehension. Such visualisations may be situated within
a collaborative virtual environment so that users have combined access to informa-
tion alongside facilities for communication and cooperation. Such environments,
with users virtually co-located with the information with which they are working,
are also known as a Populated Information Terrains (PITs) (see for example [Ben-
ford et al., 1994]).
• Maintaining autonomy. With a CVE-like approach each user retains their own per-
spective and independence of movement and activity. This is in contrast to, for
example, the pure WYSIWIS (What You See Is What I See) approach to multiuser
2D window-based collaboration support (c.f. [Stefik et al., 1987]) in which each
collaborator sees exactly the same view and is correspondingly more tightly bound
to a single activity. CVEs have the potential to support spontaneous encounters,
loose and informal collaborations, browsing and exploration which are potentially
problematic for more formal or prescriptive approaches to collaboration support
such as work flow systems (see for example [Bowers, 1995]).
• Scaling to large numbers of participants. The final advantage of CVEs from the
perspective of collaboration is that there is a clear potential to support extremely
large number of simultaneous participants. In the physical world effects such as
perspective, occlusion and dispersion allow us to be aware of and to interact with a
relatively large, continuous and consistent subset of the total environment. Apply-
ing the same kinds of notions in CVEs would allow large numbers of simultaneous
participants to communicate and interact with varying (and individually appropri-
ate) levels of fidelity. It is very hard to see how other real-time collaboration tech-
nologies such as video and audio conferencing could cater for very large numbers
of mutually aware participants.
In terms of computing, and in particular computer networking, CVEs have a number
of other interesting (and challenging) aspects which motivate their exploration and
development. These are listed below.
• Mixed traffic types. CVEs provide a natural context in which to combine distrib-
uted data services with audio and video flows, all in the context of real-time inter-
action with geographically dispersed users. For each information flow different
levels of fidelity may be required by different observers at the same time and by
the same observer at different times (e.g. depending on proximity within the virtual
world).
• Group participation. CVEs aim to support collaboration between arbitrary groups
of people. This raises issues concerning the appropriate representation of and sup-
port for these communicating groups within the computational and networking
domains.
• Dynamic connection and membership. It is clear from the sociological motivations
behind CVEs that users will be continually moving within and between virtual
worlds, as well as entering and leaving the system. Consequently the communica-
tion requirements are highly dynamic.
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• Dynamic negotiation of quality of service (QoS). One note-worthy aspect of these
dynamic communication requirements is that network quality of service will be
subject to continuous and ongoing re-negotiation as users move between worlds,
regions and collaborators.
• Reliability and consistency. There remain open issues about appropriate choices
and technologies for achieving a suitable balance between notional correctness and
timeliness in CVEs (e.g. trading degrees of reliable delivery and ordering of mes-
sages against speed of interaction in and with the virtual world).
• Scale. Finally, as noted above, CVEs have the potential to involve very large num-
bers of simultaneous participants. For example, it is proposed that US DOD virtual
military exercises might involve thousands or even hundreds of thousands of real
or simulated simultaneous participants [Macedonia et al., 1994]. On an even larger
scale, one can imagine delivering CVE technologies to domestic consumers as a
kind of “inhabited television”; if this ever became a reality then the potential
number of simultaneous participants could be many millions.
This section has introduced the key characteristics of CVEs. It has also presented
motivations for the study and development of CVEs from the twin perspectives of
collaboration and distributed systems. It is suggested that CVEs are both an appropri-
ate technology for supporting collaboration and an interesting class of application to
drive the continuing evolution of computer communication services. The next section
explores in more detail the computational and networking issues which relate to the
scalability of CVEs, i.e. to the ability to support large and increasing numbers of
simultaneous users.
1.2. Issues of scale
There are a number of aspects of CVEs which may be described in terms of “scale”
(i.e. the size or dimension of the problem or system). This section identifies the partic-
ular aspects and interpretations of scale which are critical in this thesis. It then consid-
ers the factors which potentially limit the scale of collaborative virtual environments
and identifies the particular approaches to scale adopted in this work. First, some of
the areas in which scale may be considered are listed below.
• Geographical distance between participants, e.g. co-located or remote.
• Network “distance” between participants, e.g. latency, jitter, packet loss.
• Total user population, i.e. all those who use the system, whether they are currently
doing so or not.
• Number of simultaneous participants.
• Scope of participant awareness, i.e. the fraction of the total environment to which a
single participant has access at any moment.
• Complexity of the virtual environment.
• Richness of communication, e.g. number of media, level of detail or fidelity.
• Variability of delivery platforms, e.g. different machine capabilities, different
peripherals, different network facilities and technologies.
Scalability refers to the effects of increasing the scale of a problem or system. So a
scalable system is one for which the cost of increases in scale is regarded as “small”
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or “acceptable”. One way of representing this is in terms of the order of the cost with
respect to the dimension being considered. Non-polynomial orders would normally be
considered extremely non-scalable. Scale  and below (and  for
pair-wise processes) would typically be considered scalable (few things in life - or
computer science - are free).
The qualification “large scale” in the title of this thesis refers to a number of choices
in terms of the dimensions listed above, but primarily it refers to scalability with
respect to the number of simultaneous participants. The reason for this focus and the
other choices which have been made are described below.
• Geographical distance between participants: participants are assumed to be
remotely located at the level of the current Internet, i.e. dispersed over sites, coun-
tries and continents.
• Network distance: wide area use is assumed, which follows from geographical dis-
tance. This is essentially a background constraint which has influenced the internal
construction of the prototype systems (e.g. by making few assumptions concerning
delay or jitter) but which is not a focus of the theory or evaluation work.
• Total user population: this dimension is not explicitly considered. The total user
population has costs in terms of persistent storage requirements, management and
billing but these are outside the primary real-time focus of this thesis. In the con-
text of real-time interaction the number of simultaneous participants is much more
significant that the total user population (any number of whom may not be partici-
pating in the system at any given time).
• Number of simultaneous participants: variation of this dimension is a central focus
of the computer networking aspects of this thesis - this is developed in the later
parts of this section.
• Scope of participant awareness: this thesis deals explicitly with the issues of
choosing which subset of the environment to interact with. However the focus of
this work is less concerned with increasing this scope of awareness as it is with
choosing it appropriately (see the discussion which follows on computational limi-
tations).
• Complexity of the virtual environment: the general focus of this thesis is on
human-human interaction - computer mediated communication rather than data
visualisation. As such, the complexity of the environment itself is treated as a sec-
ondary concern. Since CVEs exist (one hopes) for the ultimate benefit of human
users this seems to be a good starting point.
• Richness of communication: this thesis assumes a certain minimum level of poten-
tial communication to support collaboration. This includes 3D graphics and
real-time audio. While other media (excepting text) are not dealt with explicitly the
spatial model of interaction can in principle accommodate arbitrary media.
• Variability of delivery platforms: catering to the variability of target platforms is an
integral part of the approach presented here. The first prototype system is particu-
larly interesting as an example of support for diverse delivery platforms. This issue
also informs the design of awareness scoping, mentioned above.
The focus of CVEs as presented here is on supporting real-time interaction. Some
work is being done on integrating asynchronous interaction but this is not considered
here. Consequently, as noted above, the number of simultaneous users is much more
O n( ) O n lnn⋅( )
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significant for general system cost and complexity than is the total user population.
When considering large and increasing numbers of simultaneous participants it
becomes apparent that there are a number of potential bottlenecks or critical factors to
consider. These critical factors are illustrated in figure 2 on page 8 and described
below. The descriptions below also identify the factors which are key with respect to
the work presented in this thesis.
• Server: network interface, CPU load and memory capacity. Most CVE systems
will include components which provide shared services of some form, although
they may not be accessed in a traditional client-server style. These services may
include trading and brokering, provision of world content and handling of persist-
ence of worlds. Increasing the number of simultaneous users will impose a direct
cost on these server components which may be measured in terms of increased
communication, processing and storage requirements. However, the focus of this
thesis with respect to scalability is on the delivery path to each participant, rather
than the central services. This is partly because of the emphasis on supporting
real-time human-human communication and partly because of the selection of
peer-to-peer and multicast communication technologies for the prototype systems.
• Core network bandwidth. As the number of geographically dispersed participants
increases the requirements for core network bandwidth must also increase. Core
network bandwidth is a key limitation on the potential number of simultaneous
users, and is one of the primary measures used in the network evaluations in chap-
ters 6 and 10.
• “Last mile” bandwidth. In some situations (e.g. domestic access) the user access
network can be particularly limited. This is the section of the network which car-
ries information “the last mile” from the core network provider to the home user.
Use of modems over dial-up connections is a clear example of this. This is a key
limitation to consider for this market which tends to mitigate in favour of a cli-
ent-server system. However, in this thesis the last mile bandwidth has been given
less emphasis on the basis that emerging subscriber loop technologies such as
cable modems and ADSL over normal telephone wiring have the potential to dra-
Figure 2: critical points for scalability with simultaneous use
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matically increase access bandwidth over the next two to five years. More weight
has been given to the client machine limitations described below.
• Client network interface. Typically for a CVE each participant is using their own
machine to access the CVE. This machine is referred to here as a “client” machine
or the user’s machine, but without implying the use of a client-server architecture.
Human collaboration requires network communication which consumes available
network interface bandwidth. However this is not normally the limiting factor
because it is situated between the potential last mile bandwidth bottleneck and the
finite processing capabilities of the CPU - compared to these the client network
interface bandwidth is not normally a critical factor.
• Client CPU load. The CPU(s) in the client machine have a range of (often
real-time) responsibilities for interfacing with both the user and the network as
well as performing local computation and simulation. Along with core network
bandwidth (above) this is a key limiting factor of the scalability of CVEs. How-
ever, unlike total network bandwidth the client CPU load need not depend on the
total number of simultaneous participants. It depends instead on the subset of cur-
rent participants which are presented to this one user, i.e. the scope of the partici-
pant’s awareness. This is one of the main concepts which underlies this thesis. One
application of the spatial model of interaction and the third party object extension
proposed in this thesis is as a mechanism for dynamically determining the appro-
priate scope of participant awareness. The potential impact of this on client
machines is considered especially in chapters 6 and 10.
• Client memory capacity. For extremely complex virtual environments (e.g. city
walk-through) this is likely to become a major limitation. However with the focus
in this thesis on interaction and continuous media (e.g. audio support) and the
recent increases in typical workstation memory capacity this is not a key issue in
this work. It is indirectly addressed by the same mechanisms which mitigate CPU
load (above).
• Display resolution. A visual display (or audio display, etc.) can only present a finite
resolution and finite breadth of content. This is an important consideration in some
application areas (e.g. medial imaging) and also when dealing with significant
amounts of text. As noted in section 5 a more significant limitation with regard to
communication and collaboration can be the limited field of view available with
desktop or typical head-mounted displays. While being noted, this issue is not a
key focus of this thesis.
• Display speed. This work has not focused on raw interaction speed (e.g. the normal
mode of delivery is via desktop workstations with mouse and keyboard input). A
certain minimum responsiveness is required but display speed has not been a key
consideration.
• Perceptual and cognitive capabilities. It is essential to remember that a person (or
group of people) is the ultimate participant in a CVE. They have their own innate
capabilities and limitations. For example, few people can fully participate in more
than one simultaneous conversation - other nearby activities and conversations
receive a different degree of attention. People cannot perceive arbitrarily quiet
sounds, see through opaque objects or perceive arbitrarily small or distant objects.
This is “good news” for the scalability of CVEs: a system may have one million
simultaneous users but any single user will only need to be presented with a frac-
tion of that information (voices, faces, gestures, etc.). Interaction in the virtual
1.3. Approach
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environment may actually be significantly more limited than in the physical world,
but the same kind of consistent constraints might make this restricted awareness
understandable and controllable for normal users. This is fundamental to the use of
the spatial model of interaction to facilitate large-scale collaborative virtual envi-
ronments (which is the subject of this thesis).
This introduction to the areas of scalability in collaborative virtual environments con-
cludes with a summary of the key issues of scale with respect to this thesis.
• The primary variable is the number of simultaneous participants.
• The two key technical limitations considered are core network bandwidth and the
load imposed on a single user’s machine.
• With respect to scale, the key principle or approach is to exploit (literally and met-
aphorically) limitations in peoples’ perceptual and cognitive capabilities.
The goal is to provide an adequate and socially and psychologically appropriate basis
for collaboration, rather than complete knowledge or perfect fidelity. The next section
of this chapter describes the particular approach which is adopted in this thesis to
combining and reconciling consideration for social issues with concerns for scalabil-
ity and implementation.
1.3. Approach
The final area addressed in this introductory chapter concerns the particular style and
approach adopted in this thesis. This is based on the concept of “awareness”. This is a
key concept which has emerged from the field of Computer Supported Cooperative
Work and is inspired by the observation and analysis of both “everyday” and compu-
ter-mediated collaboration (see chapter 3 for more consideration of awareness).
Awareness is probably the most important concept in the spatial model of interaction
which is the basis of much of the work presented here. But awareness also represents
a very general idea or approach to communication and collaboration. In this thesis, as
in the spatial model of interaction, awareness quantifies the degree, nature or quality
of interaction between two objects. It has a strong social dimension which reflects the
way in which everyday interaction is performed and managed (see section 3.1).
Awareness may also be represented or embodied within a working system as a com-
putational model which controls and manages other aspects of system behaviour and
activity such as presentation and quality of service negotiation. Figure 3 on page 11
shows the “cycle of awareness” as it is considered in this thesis.
At the top of this awareness cycle is the user, or more accurately the richly connected
social world of which the user is a part. Each user has their own particular goals and
requirements and these imply a particular “pattern” of desired awareness, i.e. what
(and who) they want to be aware of. These requirements must be captured or esti-
mated in some way by a CVE system; this is the first role of a computational model of
awareness. Depending on this (approximate) desired awareness the user’s local
machine will filter the information which is presented to them. This awareness loop
between a user and their machine determines what the user can express and how they
can control their interaction with and through their local computer. This interaction is
dealt with in this thesis under the heading of “social” or “user-related” issues, and is a
particular emphasis of chapters 5 and 9.
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The bottom of the awareness cycle is the connection between a user’s “own” machine
and the rest of the computational world, i.e. the network and the other machines on it.
Based on the user’s inferred desires the local machine determines which remote
resources and flows of information the user requires access to. It then requests and
negotiates access to these remote resources. The limitations of the network and of the
various computational devices involved will mean that the information which is actu-
ally obtained may only approximate that which was requested. This achieved aware-
ness is then available to the local machine to be filtered and presented to the user as
before, completing the cycle of awareness. System scalability will be determined to a
large extent by the interactions in this communication-oriented part of the cycle. This
is dealt with in this thesis under the heading of “communication issues”, and is a par-
ticular emphasis of chapters 6 and 10.
The next and final section of this chapter explains the structure of this thesis in rela-
tion to the general approach described here.
1.4. Thesis structure and reading plan
This section describes and explains the structure of this thesis and offers some sugges-
tions for reading and understanding it (for example, for selective reading). The con-
cept of awareness, as introduced in the previous section, is the key concept around
which the chapters are organised and identified.
The opening and closing chapters follow a familiar form. Immediately after this intro-
ductory chapter there is a review of the awareness management and communication
architectures of multi-user virtual reality systems (which are the form of CVEs being
considered in this thesis). Chapter 2 also situates Collaborative Virtual Environments
within the broader area of Computer Supported Cooperative Work (CSCW). This
chapter provides background material, context and motivation for the main body of
User
network
desired
requested achieved
presented
Social and user-oriented
Communication-oriented
Figure 3: the cycle of awareness
Local
machine
Computational
model of awareness
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this work.
The closing chapter of this thesis comprises a summary of the work presented and its
main contributions followed by suggestions for future work. The thesis concludes
with more personal and informal reflections on the work described in this thesis and
its relationship to computer science and society at large.
The central eight chapters are divided into two parallel parts. Each part deals with a
single prototype system together with the theory which underlies it and the results
which flow from it. The two parts represent two distinct phases of activity in the work
presented here; each approaches the same issues but in different ways. This distinc-
tion is retained within this thesis to give a broader presentation of the problems con-
sidered and a clearer progression through the body of the thesis.
These eight chapters sit within a matrix of issues and ideas:
As shown, each part begins with a theoretical foundation. In the case of Part I this was
a pre-existing theory, the so-called spatial model of interaction, which is reviewed in
chapter 3 as necessary background material. The spatial model of interaction reasons
about awareness between pairs of objects (and/or users) in direct relationships. In the
case of Part II the theoretical foundation is the principle theoretical contribution of
this work, namely the concept of third party objects, a powerful extension to the orig-
inal spatial model of interaction which is presented in chapter 7. This extension builds
directly on the original model, extending it to include the effects of context and envi-
ronment on interaction, i.e. indirect relationships and effects. Chapters 3 and 7 may be
read consecutively to gain a complete view of the spatial model of interaction and
third party objects.
In each part of this thesis, the theory is followed by an overview of the corresponding
prototype system; these are MASSIVE-1 and MASSIVE-2, respectively (where
M.A.S.S.I.V.E. is a Model, Architecture and System for Spatial Interaction in Virtual
Environments!). Both prototypes are multi-user distributed virtual reality systems,
and implement most or all of the corresponding model of interaction. MASSIVE-1 is
the earlier and more limited system. It is dedicated to virtual reality tele-conferencing
which it supports through combinations of text, graphical and real-time audio interac-
tion over unicast network protocols. MASSIVE-2 is the more recent and more general
system. In addition to tele-conferencing it provides a general application development
framework and employs a combination of multicast and unicast network protocols.
Chapters 4 and 8 introduce the prototype systems, describe the typical user features
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and provide an overview of the software system, its components and its organisation.
The structure of the two systems is significantly different and so at least some famili-
arity with this material is helpful for the chapters which follow.
The remaining four chapters present the main design and evaluation components of
this work. Each chapter has a similar structure, comprising:
• description of how the relevant theory has been implemented within the prototype;
• explanation and discussion of the characteristics and features which result;
• evaluation of the prototype with reflection on the underlying theory; and
• summary and conclusions.
These four chapters deal with the two major linked themes of this work (see figure 3
on page 11). Chapters 5 and 9 look “down” from the user’s perspective within the
everyday social world, and consider the kinds of interaction and control which are
afforded to a participant in a CVE, i.e. the user’s desired and presented awareness.
Chapters 6 and 10 look “up” from the world of computers and networks, and consider
the form and requirements of the communication which facilitates this interaction, i.e.
the management and realisation of requested and achieved awareness in the terminol-
ogy of figure 3.
Chapters 5 and 6 are based on MASSIVE-1 and the original spatial model of interac-
tion. Chapter 5 considers the implementation and affordances of (spatial model)
awareness. Chapter 6 considers the nature, utility and scalability of spatial trading,
which is a formalisation of the “aura” component of the spatial model within a distrib-
uted systems framework. Chapters 9 and 10 are based on MASSIVE-2 and the third
party object concept. Chapter 9 deals with the proposed extensions to the awareness
model, while chapter 10 addresses distribution and in particular the use of multi-
cast-based communication protocols in the context of the extended spatial model. As
with chapters 3 and 7 there is a logical progression between the two parts, however
each chapter can be read independently.
There follows a complete map of the structure of this thesis which the reader may
wish to refer to as an aid to navigation within the text.
1.4. Thesis structure and reading plan
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Chapter 2.  CVEs: a review
This chapter presents a review of the field of collaborative virtual environments. This
focuses on multi-user virtual reality and in particular two issues which are central to
this thesis: scopes of interaction (which is equivalent to awareness management) and
communication architecture. Section 2.1 situates this work within the broader context
of Computer Supported Cooperative Work (CSCW). This situates CVEs (at least of
the form considered here) in the area of “Same-time/Different place” collaboration,
i.e. synchronous distributed interaction. Section 2.2 then reviews and explores the
issues of interaction scoping and communication architecture in CVEs. The consider-
ation of interaction scoping in section 2.2.1 identifies a number of dimensions within
which current systems and approaches can be classified. It is apparent from this
review that work is needed to develop support for social factors in interaction and
expressiveness. These are key areas addressed in this thesis: support for social factors
is central throughout this thesis, while expressiveness is a particular focus of part II.
The review of communication architectures in section 2.2.2 provides necessary con-
text and background for this thesis. In particular it considers the utility of the
peer-to-peer networking approach which is adopted for both of the prototype systems
described in this thesis and introduces and explores the use of network supported mul-
ticast communication which is a key element of part II.
2.1. CSCW
Computer Supported Cooperative Work is a relatively recent discipline within com-
puter science; the term was first used in 1984 [Greif, 1988]. According to Schmidt
and Bannon [1992, p.11]:
CSCW should be conceived of as an endeavour to understand the nature
and requirements of cooperative work with the objective of designing
computer-based technologies for cooperative work arrangements.
[their emphasis]
The technologies and products within this field are often referred to as groupware
[Ellis et al., 1991]. A principle taxonomy which is applied to CSCW systems con-
cerns the timing and location of the collaborative activity. This is shown in table 1,
reproduced from [Ellis et al., 1991].
CVEs, at least at the present time, focus on the “Same Time/Different Places” cate-
gory, i.e. providing support for synchronous distributed collaboration. When empha-
sising the inter-personal communication involved this may also be referred to as
tele-conferencing or real-time conferencing although there is a historical tendency to
Table 1: dimensions of time and space applied to CSCW systems
Same Time Different Times
Same Place face-to-face interaction asynchronous interaction
Different Places synchronous distributedinteraction
asynchronous distributed
interaction
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apply the former term exclusively to remote audio and video conferencing (e.g. [Sarin
and Greif, 1985]). As well as CVEs there are other types of system which support
synchronous distributed collaboration. These include multiuser editors, which empha-
sise shared document creation and modification (e.g. GROVE [Ellis et al., 1990] and
Quilt [Leland et al., 1988]) and group decision support systems, which emphasise the
process of collaboration around general problems (e.g. COORDINATOR [Flores et
al., 1988]).
CVEs may be distinguished from these other types of CSCW systems by considering
the relationship between a user and the shared aspects of the system. In CVEs the user
is directly represented within the shared environment and their interaction with the
shared environment is mediated by means of their embodiment which acts as a kind
of real-time proxy for the user. Also, in CVEs the shared space in which the interac-
tion occurs is malleable, i.e. open to reinterpretation and appropriation [Robinson,
1993]. This may be contrasted with a user’s interaction with a synchronous shared
editor, for example. Such a user may be embodied by their own cursor or tele-pointer
which indicates (to some extent) what they are attending to within the shared docu-
ment and where they are likely to make changes. However the shared space, in this
case the document itself, has an a priori interpretation - letters, words, paragraphs,
etc. Consequently, there is little scope for users to give new meanings to the space or
to express the form of their interaction through it (e.g. through the kinds of “natural”
spatial communication and peripheral awareness which were highlighted in section
1.1 as key motivations underlying the development of CVEs).
There are two main types of system which can legitimately claim to be CVEs: MUDs
(Multi-User Dimensions/Dungeons) and multiuser virtual reality systems. These two
types of systems have very different forms of presentation but have important similar-
ities: users are represented and embodied within the virtual environment; users are
independent; the environment has a (broadly) spatial structure (although in a MUD it
is normally a graph rather than a Cartesian coordinate system); and the shared envi-
ronment is a containing context rather than an end in itself. Although most MUDs are
used for gaming and role-playing activities there are examples of more “serious” use
such as [Curtis and Nichols, 1994]. There are also interesting MUDs and MUD-like
systems which include (typically 2D) graphics and navigation in a Cartesian coordi-
nate system such as Habitat [Morningstar and Farmer, 1991].
This thesis - and the remainder of this chapter - focuses on multi-user virtual reality
systems as the more significant and (in some sense) idealised realisation of a collabo-
rative virtual environment.
2.2. Multiuser virtual reality
This section, which forms the remainder of this review of CVEs, focuses on two
aspects of the realisation of existing multiuser virtual reality systems from the per-
spective of large-scale collaborative virtual environments: scopes of interaction and
communication architecture. The focus of this review is primarily on issues of scala-
bility in multiuser virtual reality. The issue of scoping interaction is considered first.
2.2.1. Scoping interaction
It was observed in chapter 1 (section 1.2) that people have characteristic perceptual
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and cognitive capabilities and limitations with regarded to perceiving and interacting
with their physical environment. In a complementary way, many of the limitations to
scale (e.g. in a user’s local machine) need not depend on the total number of simulta-
neous participants. They may depend instead on the subset of current participants
which are presented to a user, i.e. the scope of a participant’s awareness of the virtual
environment, or their scope of interaction [Macedonia et al., 1995]. This section
reviews a number of existing multiuser VR systems and draws out a number of con-
ceptual and implementational choices and issues in this area.
Firstly, a number of existing systems’ approaches to scoping interaction are outlined
below.
• AVIARY [Snowdon and West, 1994] is a strongly object oriented distributed VR
system. Amongst other interesting features it employs a generic collision detection
service to discover artefacts within (or close to) spatial regions of interest such as a
visualizer’s view frustum.
• WAVES [Kazman, 1993 and 1995] focuses on message passing with active mes-
sage filtering services in a process and object based system. This includes message
filtering based on viewpoint and area management (drawing on a simplified subset
of [Funkhouser et al. 1992] - see also the RING system, below) and supported by
specialised area management servers.
• NPSNET [Macedonia et al., 1995] tiles the world with hexagonal cells, each with
its own multicast group. Each observer has their own Area of Interest (AoI) which
identifies the cells which are potentially of interest to them, so observers need con-
sider only near-by cells (and receive network traffic only from those cells). Cell
size is motivated by consideration of the application domain (military exercise
simulation).
• PARADISE [Singhal and Cheriton, 1996; Singhal, 1996] employs “projection
aggregation” which combines a coarse adaptive cell-based scheme (based on a
spatial octree) with further partitioning into logically or operationally related
objects. This approach provides a high-level method for establishing (potential)
interest based on general spatial area. This system also introduces abstractions -
simplified overviews of numbers of objects - which may significantly reduce com-
munication requirements at a (virtual) distance (these are also a feature of the work
presented here).
• The Spline system [Barrus et al., 1996] composes a world from regions or
“locales” which are loosely comparable to cells in the NPSNET system but which
may have an arbitrary shape. Interaction and awareness is limited to the current
locale and it’s immediate neighbours (which are explicitly named). Neighbouring
locales may be linked by arbitrary geometric transformations.
• The approach adopted by Broll [1997] divides the world into a hierarchy of dis-
joint cells or zones of different sizes and shapes, each having its own communica-
tions infrastructure (e.g. multicast groups). When external to a cell the participant
may see an (optional) external representation of the cells contents (c.f. abstrac-
tions).
• RING [Funkhouser, 1995 and 1996] scopes interaction and communication
according to potential visibility in densely occluded environments (e.g. within
buildings). This is based on a client-server system with an optionally distributed
server performing message filtering and visibility calculation.
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• A less spatial approach to world structuring has been incorporated into the most
recent version of DIVE (version 3), based on the association of light-weight multi-
cast groups with object hierarchies [Hagsand, 1996]. These allow the logical struc-
ture of the world to be used to scope communication. However the rules for
exploiting and applying these facilities are left to individual applications at present.
DIVE version 2 provided some limited (demonstration oriented) support for part of
the spatial model of interaction.
• The Virtual Society project [Lea et al., 1997] has a client-server based architecture
which employs auras (inspired by the spatial model of interaction) to scope inter-
action. Interestingly aura is also used to control other aspects of data consistency
between users as well as scoping awareness. A single server version is produced
commercially; a distributed server is under development.
• NetEffect [Das et al. 1997] is also client-server based, but with a simpler scoping
notion of closed “community” groups with limited concurrent access. This is sup-
plemented in some (but not all) areas by additional scoping based on location in a
spatial containment hierarchy related to world content.
• Division Ltd.’s dVS system [Division, 1996] (developed from [Grimsdale, 1991])
is based on a partially replicated distributed database. In version 3 it supports a
top-level grouping notion of “zones” which may be enabled and disabled explicitly
by an application to create hand-crafted forms of scoping (however zones have
been removed from version 4).
Other multiuser virtual reality systems exist such as VEOS [Bricken and Coco, 1994],
MR Toolkit [Wang et al., 1995] and BrickNet [Singh et al., 1994]. However they do
not explicitly address issues of awareness scoping.
Each of the systems described above seeks to systematically limit the communication
which occurs between the world and each participant (or machine). Consequently this
limits the awareness which each participant has of the world as a whole. As has
already been observed this limitation of awareness and communication may be justi-
fied by the localisation of knowledge and interaction which occurs in the everyday
physical world, where it is due to the physics of light, sound, forces, etc. in combina-
tion with typical perceptual and cognitive limitations of human beings. In each case
the system may be viewed as providing a computational approximation to physical
world constraints, either directly (as in NPSNET) or more metaphorically (as in
DIVE).
A number of significant issues and choices emerge when considering the partitioning
or restriction of awareness. The first and perhaps most significant is the basis for par-
titioning. Three main alternatives are listed below.
• Space - partitioning may be purely spatial, for example based on distance in
“open” spaces (e.g. in NPSNET).
• Content - partitioning may be based on world content such as walls and buildings
(e.g. in RING).
• Semantics - alternatively partitioning may be based on logical or organisational
rather than spatial considerations (e.g. in DIVE).
As well as the basis for partitioning, there are a number of other significant issues or
dimensions to be considered in the design or choice of an awareness partitioning
scheme. These include: continuity of awareness; continuity of movement; support for
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heterogeneity; support for live modification; expressiveness; support for social fac-
tors; accuracy; and exploitability. These are described in turn below. Table 2 on
page 20 and table 3 on page 21 indicate for each of the systems considered the degree
of emphasis and support given to each of these areas.
• Continuity of awareness - can observers see into the distance, or are there arbitrary
boundaries imposed on awareness? For example in Spline the observer cannot see
beyond the next locale whereas in NPSNET the area of interest may extend to
cover more distant cells.
• Continuity of movement - are there distinct jumps in awareness as new objects or
regions come into range, and if so at what granularity? For example there will be
jumps associated with zone transitions in many of these systems.
Note that it is the degree and nature of continuity which distinguishes the partitioning
schemes considered here from systems which divide awareness solely on the basis of
multiple virtual worlds.
• Support for heterogeneity - to what extent are the partitioning choices made in
common for all participants, and to what extent can individual participants tailor
the information they receive (e.g. according to the power of their machine)? In
these systems zones (where present) are fixed for everyone. However in NPSNET
for example (and other systems based on aura or related notions) each participant
may have their own variable-sized area of interest which may span varying num-
bers of cells or objects.
• Exploitability - can these nominal constraints on awareness be exploited to yield
reduced bandwidth and state-handling requirements at individual machines? All of
these approaches are exploitable (and exploited). However the efficiency of exploi-
tation will depend on further factors such as accuracy (defined below).
• Support for live modification - can the awareness structure be modified within a
running system with correct results, or is it fixed in advance? Where it is related to
world content or semantics, does it change automatically in response to changes in
these things, for example knocking down one building and erecting another?
• Expressiveness - can the system or mechanism express or represent a range of par-
titioning strategies? For example, can it combine distance constraints in open
spaces (as in NPSNET) with bounded regions such as rooms and buildings (as in
RING or Spline).
• Support for social factors - do the systems provide awareness in a form which is
sufficiently flexible and appropriate to support effects observed in real-world inter-
actions? These include: peripheral awareness of “nearby” activities, focus of atten-
tion, balance of power, context sensitivity, spontaneous interaction and targeted
production of information (these issues are covered in more detail in section 3.1).
At present the MASSIVE systems as presented in this thesis are alone in being
based on a sociologically motivated model of general awareness in interaction.
This area is a key focus of this thesis.
• Accuracy - how accurately does the approach model the “ideal” awareness which
participants might expect in a given situation? In general, using more cells or zones
will allow greater accuracy, though probably at some cost in terms of management.
This issue is considered at some length in chapter 10.
Of course there will be implementational costs in each of these areas measured in
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terms of factors such as efficiency, management overhead and complexity. Every sys-
tem designer must make a trade-off between an abstract ideal and the realities of
working systems. For example, NPSNET avoids live modification and has limited
expressiveness, but achieves continuity of awareness, reasonable support for hetero-
geneity and reasonable accuracy within a particular application domain.
Table 2:  issues of scoping interaction in current multiuser VR systems (i)
System Basis
Continuity
of
awareness
Continuity
of
movement
Support for
heterogeneity Exploitable
AVIARY space good good good good
WAVES space or
content
fair to
good: might
be extended
fair: large
“areas”
fair: depth of
traversal
fair to good
NPSNET space good fair: large
cells
fair to good:
AOI
good
Paradise space plus
organisa-
tion
good poor to fair:
course octree
fair good
Spline space or
content
fair: limited
to next
locale
fair: large
locales
poor good
[Broll,
1997]
space or
content
fair: limited fair: large
cells
poor good
RING content good good poor good
DIVE organisa-
tion
good undefined good but
undefined
fair to good
Virtual
Society
space good good good good
NetEffect organisa-
tion and
content
poor poor poor fair
dVS space or
content
typically
poor
fair: large
zones
poor fair: render-
ing optimiza-
tion
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Some general areas of weakness can be observed in current systems, especially sup-
port for social factors and expressiveness (and to a lesser extent support for live mod-
ification in conjunction with multicasting and expressiveness). While these systems
all have some form of awareness scoping it is motivated by considerations of scalabil-
ity and performance; the implicit use of space and awareness in communication is not
considered. The work presented in this thesis emphasises support for social factors
hand in hand with scalability. In addition, the later work (the third party object con-
cept and the MASSIVE-2 system) emphasises issues of expressiveness and live mod-
ification. Chapters 6 and 10 in particular return to the theme of scoping awareness.
Table 3:  issues of scoping interaction in current multiuser VR systems (ii)
plus multicast support reproduced from table 4 on page 22
System Live
modify Expressiveness
Social
factors Accuracy Multicast
AVIARY good poor: open
spaces
no open spaces:
good
no
WAVES good fair: linked
spaces
no linked
spaces: fair
no
NPSNET none poor: open
spaces
no open spaces:
fair
yes
Paradise good fair: open spaces
plus organisation
no open spaces:
poor to fair
yes
Spline fair: posi-
tion, not
shape
fair: linked
spaces
no linked
spaces: fair
yes
[Broll,
1997]
none fair: bounded
spaces
no bounded
spaces: fair
yes
RING none poor: interior
spaces
no interior
spaces: good
no
DIVE good undefined v.3: no
v.2:
limited
undefined yes
Virtual
Society
good fair: open spaces
plus linked
worlds
no open spaces:
fair
yes:
servers
only
NetEffect none fair: bounded
spaces
no bounded
spaces:
poor to fair
no
dVS poor fair: applica-
tion-linked
spaces
no linked
spaces: fair
no
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2.2.2. Communication architecture
The previous section has set the agenda for this thesis: support for social factors and
expressiveness in large-scale CVEs. This section provides supporting consideration of
network and software architectures for this type of system. It reviews and reflects on
the approaches to network communication adopted in the systems considered in the
previous section. In particular it considers the use of peer-to-peer networking which is
adopted for both of the prototype systems described in this thesis and introduces and
explores the use of network supported multicast communication which is a key ele-
ment of part II. This section provides background material for the prototype systems
and evaluations presented in this thesis. The aspects of communication architecture
which are considered here are:
• “patterns” of communication and distribution, in particular use of direct inter-peer
communication and the role of centralised servers and services; and
• use of network multicast facilities.
In each case the main issues and choices are described and compared, with examples
from the multiuser virtual reality systems referred to in the previous section. This is
summarised in table 4 on page 22.
Table 4:  communication architectures of multiuser VR systems
System Peer
communication? Servers?
users in/out of
system “core”?
multicast
 in core
AVIARY yes yes: system in no
WAVES via message
managers
yes: system in no
NPSNET yes no in yes
Paradise yes yes: system in yes
Spline yes: in core yes: http and
system
in or out yes
[Broll,
1997]
yes: in core yes: http and
system
in or out yes
RING yes: in core
(distributed server)
yes: system out: servers in core no
DIVE yes yes: http and
system
in yes
Virtual
Society
yes: in core
(distributed server)
yes: http and
system
out: servers in core yes
NetEffect limited (one audio
call)
yes: http and
system
out: servers in core no
dVS yes yes: system in no
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Patterns of communication
The first issue considered is that of communication pattern, or the way in which com-
munication is structured and organised within the system. A common distinction is
between:
• peer communication, which takes place between comparable programs or proc-
esses with similar or identical roles; and
• client-server communication, in which one particular process (the server) provides
a service to one or more other processes (the clients).
Distributed systems are likely to include elements of both peer-to-peer and cli-
ent-server communication. For example, some elements of any distributed system
naturally lend themselves to implementation and presentation as a service. Examples
include name services and traders (such as the ODP/ANSA trader [ITU-T, 1995]).
However there is more diversity in realising communication between comparable
processes, such as between participants in a CVE. The main options are direct
inter-peer communication or indirect communication via a common server. The
attractions of direct peer communication are: typically reduced latency; the central
server cannot become a bottleneck; there are no issues of single versus distributed
server; and it is relatively straight-forward to make use of multicast communication
facilities between peers. Conversely, the attractions of communication via a common
server are: tailored and lower-overhead communication with each client; simpler
communication for the client processes; and simple inclusion of other services.
Examples of CVEs which adopt client-server communication models are RING, Vir-
tual Society and NetEffect. In the latter two cases this is directly motivated by the
choice of a PC using a normal dialup modem connection as the principle delivery
platform. The bandwidth limitations over the modem link are a critical consideration;
this leads to a choice of a client-server architecture with tailored (e.g. compressed)
communication between each client and the server(s). All three of these systems have
a multi-server architecture in which a number of servers can cooperate to accommo-
date a larger number of clients. In the case of NetEffect this is a simple federation of
servers, each catering for one or more complete worlds. In the case of RING the serv-
ers may act either as a fixed entry point to the core system, or may take responsibility
for particular regions of the total virtual environment.
WAVES adopts a kind of hybrid architecture in which most communication is per-
formed via general purpose message filtering processes which act as tailorable mes-
sage routers.
The other systems all adopt a peer communication model, though with varying
degrees of dependence on remaining server components. The Distributed Interactive
Simulation [IEEE, I993] approach has traditionally avoided any form of server, rely-
ing instead on extensive pre-configuration of systems. This is seen in the NPSNET
and PARADISE systems. The remaining systems depend on some form of sys-
tem-specific server, often in conjunction with standard HTTP servers. For example,
AVIARY relies on a (potentially distributed) Environment Database (EDB) to main-
tain world state and to perform collision-driven introductions between objects.
The approaches adopted by each system are shown in table 4 on page 22. A good
combined approach is to employ peer communication within the “core” of the system
and client-server communication at the “edges”. This is seen (in slightly different
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forms) in Spline, DIVE, the work of Broll, RING and in the distributed server of Vir-
tual Society. In Spline, DIVE and the work of Broll the core system - where peer com-
munication is employed - may include participants’ machines. In the cases of RING
and Virtual Society the core system is restricted to the components of the distributed
server. However in every case participants with restricted network access depend on
client-server communication to participate. In the cases of DIVE and the work of
Broll this compensates only for non-availability of local multicast facilities rather
than for limited access bandwidth.
The work presented in this thesis has not focused on delivery over low bandwidth or
non-multicast access networks and so peer-to-peer communication has been the
approach adopted in both prototypes. As in most of these systems additional server
components are employed as appropriate.
Use of multicasting
The second aspect of communication architecture which is considered in this chapter
is the use of network multicasting facilities. Normal network communication is
point-to-point, or “unicast”. Each message which is sent is received by (at most) a sin-
gle remote machine to which it was explicitly directed. In the case of multicast com-
munication a single message may be sent to an abstract “multicast group” and
received by any number of other machines or processes which are notionally mem-
bers of that group. The actual copying of messages is handled by the network, typi-
cally through a combination of its physical characteristics (in the case of shared
physical medium networks such as Ethernet) and by routers spread throughout the
network. Figure 4 on page 25 illustrates the potential benefits of network supported
multicasting when a sending machine (S) wishes to send the same message to four
recipients. Note in particular the reduced number of packets on the WAN link and the
shared LAN. Multicast communication has become available on UNIX operating sys-
tem platforms in the past few years (and more recently on Microsoft’s Windows 95
and NT platforms) in the form of IP multicasting [Deering, 1989; Deering and
Cheriton, 1990]. This is supported over wide area networks by the experimental
MBone (Multicast back-bone) network [Macedonia and Brutzman, 1994]. Native
multicast support is also becoming available on some commercial IP routers.
Multicast communication is extremely attractive for large-scale CVEs because it
avoids carrying duplicate packets over the network. With unicast communication this
would arise when, for example, one user was communicating with a number of other
users over a common intermediate network (whether it be a shared LAN or an interna-
tional link). With multicast communication only a single copy of the communicated
data is sent over each common network and is copied as necessary to be distributed to
the observers’ machines. The primary advantage of multicasting is to reduce the total
bandwidth requirements on shared networks and links. The disadvantages of multi-
casting are that: it requires support in the network which is not universally available at
present; it requires some form of group management and group state in the network;
and each group member receives the same messages (ignoring packet losses) even
though they may have different detailed requirements. General networking issues
such as achieving reliability, flow control and congestion detection and response are
rather more difficult in the context of multicasting. It is also difficult to employ multi-
casting in a client-server situation because each client typically has its own unique
(though possibly overlapping) requirements.
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Of the systems which have been considered in this chapter the following employ mul-
ticasting: NPSNET, PARADISE, Spline, the work of Broll, DIVE and the Virtual
Society distributed server. Where such a distinction can be made this is confined to
the core of the system. “Second class” client-server based users in Spline, DIVE and
the work of Broll rely on normal unicast communication (typically using the TCP/IP
protocol). This is summarised in table 4 on page 22.
In systems which employ multicasting the multicast groups are typically associated
with the same elements which scope interaction or awareness, primarily cells or
locales. This reduces the number of multicast groups which are required compared to
the total number of objects in the virtual world and so limits the multicast-related state
and management overhead in the network and the end-machines. This approach is to
be expected in current systems since scoping of awareness is largely a pragmatic con-
cern of limiting network and machine resource requirements, rather than actively sup-
porting and structuring communication and collaboration. One of the challenges
addressed in this thesis is the combination of a sympathetic and appropriate use of
multicast communication with more active and expressive management of awareness.
Of the two prototypes described in this thesis the first employs unicast communica-
tion while the second employs multicast communication. In terms of implementation
this was one of the principle developments between the two systems. This can be seen
in chapters 6 and 10. The potential use of multicasting was also an important consid-
eration in developing and applying the third party object extension to the spatial
model of interaction which is presented in chapter  7.
Without multicast
shared LAN
WAN link
R1
R2
S
With multicast
shared LAN
WAN link
R1
R2
S
S Sender R Router Receiver Network Packet
Figure 4: potential benefits of network multicasting
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2.3. Summary
This chapter has reviewed the field of collaborative virtual environments, concentrat-
ing on multi-user virtual reality systems. These are (currently, at least) situated within
the “Same time/Different place” domain of CSCW.
The focus of this thesis is on awareness as a facilitator of collaboration and scalability.
This chapter has looked in particular at the ways in which interaction is scoped or
managed in current systems; this performs the function of awareness management in
these systems. It is apparent that support for social factors in interaction is a neglected
area. Expressiveness is also an important area for work, as to a lesser extent is support
for live modification.
Section 2.2.2 has considered issues of communication architecture. In particular,
employment of multicasting is an important consideration for scalability in terms of
total required bandwidth and also in terms of implications (constraints and facilities)
for communication management. All of these issues and motivations are reflected in
the work presented in this thesis.
The next chapter presents the spatial model of interaction as it existed at the outset of
the work presented here and may be viewed as a continuation of this review.
Chapter 3. The spatial model of interaction
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Chapter 3. The spatial model of
interaction
This chapter describes the spatial model of interaction as it existed prior to the exten-
sions proposed in this thesis. Section 3.1 describes some of the motivations behind the
design and evolution of the spatial model of interaction. Section 3.2 presents the
model itself. Section 3.3 describes other extensions to and developments of the spatial
model which have been proposed prior to or contemporary with this work. Finally,
section 3.4 illustrates the model with two previous demonstrations based on different
components of the model.
This chapter is necessary background for chapter 4 which describes MASSIVE-1, a
prototype multiuser virtual reality system which is based on the spatial model of inter-
action as presented in this chapter; this system is the first of the prototypes presented
in this thesis and is the basis of the evaluations in chapters 5 and 6. This chapter also
provides the context for the third party object concept proposed in chapter 7 and pro-
totyped in MASSIVE-2 (chapters 8 through 10).
The principle statement of the spatial model of interaction can be found in [Benford
and Fahlén, 1993]. This combines two strands, one led by Benford at Nottingham
University [Benford et al., 1993] and one led by Fahlén at the Swedish Institute of
Computer Science [Fahlén et al., 1993]. The main extensions (described in section
3.4) are due to Bowers [Bowers, 1993] and Rodden [Rodden, 1996]. Much of this
work was developed within the COMIC project, a European Community ESPRIT III
Basic Research Project which ran from 1992 until 1995.
3.1. Motivations
The motivations which lie behind the spatial model of interaction are essentially the
same as the motivations for using and developing CVEs which were described in
chapter 1, section 1.1. The spatial model of interaction is motivated by a number of
specific considerations of work and space; these are listed below.
• The social and interactional significance of space. Space has a social significance
which is important for real-world interaction: space can be viewed as a resource
for managing activity and interaction ([Benford et al., 1995] which refers to [Gid-
dens, 1984]). Also face to face communication involves body language, gesture,
facial expression and gaze direction, all of which are situated within a spatial frame
of reference.
• Supporting peripheral awareness. Studies of real-world activities in London
Underground control rooms [Heath and Luff, 1991] and in air traffic control
[Hughes et al., 1992] indicate that co-located workers maintain and make use of an
ongoing awareness of the activities of others within their environment even when
not explicitly cooperating. This is based on things like seeing “out of the corner of
one’s eye” or “at a glance” in conjunction with deliberately “making one’s conduct
available to others” [Bowers, 1993].
• Maintaining autonomy. In part, the spatial model of interaction reacts against
attempts to formalise and control computer supported cooperative work which can
3.2. The model
28
be seen in some areas of CSCW such as workflow solutions (e.g. [Glance et al.,
1996]). One of the spatial model’s objectives is “minimising hard-wired con-
straints and replacing them with a model of increasing effort” [Benford and
Fahlén, 1993]. Similarly it seeks to maintain parity or “balance of power” between
speakers and listeners.
• Supporting flexible and dynamic group formation and development. In everyday
group activity there is a tendency to group and re-group continually as the collabo-
rative activity unfolds; the spatial model attempts to facilitate and represent this.
• Supporting informal and opportunistic interaction. Root [1988] and Gail [1991]
observe that it is important to facilitate casual and social interaction in compu-
ter-mediated communication systems. This is analogous with, for example, meet-
ing in the corridor or around the coffee machine in a more traditional working
environment and is an important element of informal collaboration.
• Scaling to large numbers of participants. The spatial model of interaction includes
concepts and facilities which allow effective management of interaction which, it
is asserted, will become critical as the number of users increases [Benford and
Fahlén, 1993]. This reflects considerations of both cognitive and computational
overload. For example, the use of space provides a basis for structuring, exploring,
mapping and navigating large virtual working environments.
Having described some of the motivations which have informed the spatial model of
interaction the next section describes the model itself.
3.2. The model
The spatial model of interaction assumes a space which is populated by potentially
communicating objects. These objects may represent anything: human users, compu-
ter-based agents or data in a database for example. The space itself may have any
form, for example a three dimensional Cartesian space, an abstract higher-dimen-
sional space or a graph. The spatial model of interaction provides a framework for
these objects to manage their interaction and communication and a key component of
this management of interaction is their use of the space itself. Thus by controlling
their position, orientation, distance, etc. the objects are able to modify their interaction
and communication.
The model itself defines five linked concepts: medium, awareness, aura, focus and
nimbus. These are extended by additional concepts of adapters and boundaries. The
five basic concepts are dealt with in this section. Adapters and boundaries are
described in section 3.3. First the concepts will be introduced and then their relation-
ships and interactions will be considered.
• Medium. All interaction and communication occurs within a medium which
defines what can be communicated. In a CVE a medium may be treated as a com-
munication type. Typical media might include audio, video, graphics and text.
There might also be more specialised object or application-specific media with
particular roles or capabilities. A prerequisite for useful communication is that two
objects have a compatible medium in which both objects can communicate.
• Awareness is perhaps the most important element of the model: it quantifies the
degree, nature or quality of interaction between two objects. The spatial model
may be viewed as a framework for negotiating values for awareness. These values
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then control the actual communication and interaction which takes place. Aware-
ness is unidirectional and is specific to each medium, so two objects may have dif-
ferent levels of awareness of each other and different levels of awareness in
different media. In principle every relationship between every pair of objects in
every medium can be characterised by an awareness value, though in reality many
of these relationships will have no concrete representation and so will effectively
have zero awareness. In the spatial model, awareness is made possible by aura and
is negotiated using focus and nimbus (defined below).
• Aura. Every object which wishes to communicate will have one or more auras, one
in each relevant medium. An object’s aura defines it overall region or scope of
interest in a medium. The collision of two objects’ auras is the fundamental enabler
of interaction in the spatial model. As objects move through space their auras move
with them; the environment tracks compatible auras (i.e. those with a common
medium) and notifies the objects concerned when their auras collide. This notifica-
tion allows those objects to establish direct channels of communication and to
begin to negotiate awareness directly.
• Focus. This represents an observing object’s interest in a particular medium. “The
more an object is within your focus the more aware you are of it” [Benford and
Fahlén, 1993]. This is one half of the basis of awareness; the other half is provided
by nimbus (below). Focus may be expressed as a region or as a function defined
over space or may be based on the attributes (spatial or otherwise) of the other
object.
• Nimbus. This represents an observed object’s projection in a particular medium.
“The more an object is within your nimbus the more aware it is of you” [Benford
and Fahlén, 1993]. This is the other half of the basis of awareness. Like focus, nim-
bus may be expressed as a region or as a function over space or may be based on
the attributes of the other object. Note that focus and nimbus are symmetric; this is
the basis of balance of power between speakers and listeners in the spatial model.
Nimbus is required in normal interactions, for example, to distinguish between
interrupting or shouting, normal conversation, peripherally available information
and privacy or security restrictions.
To recap, all interaction and communication in the spatial model occurs within the
context (and constraints) of specific media. Aura, awareness, focus and nimbus are all
medium-specific and a single object may have many of each (normally one per
medium). Consider two objects, “A” and “B”. When their auras collide this is noted
by the environment. The two objects are informed about the collision and this infor-
mation is sufficient to allow the objects to contact each other. They are then able to
negotiate mutual awareness levels directly between themselves with no external inter-
vention.
Aura is important within the spatial model because it scopes and hence limits the
number of awareness relationships which must be considered. This is a key element
of the potential scalability of a system based on the spatial model of interaction.
Figure 5 on page 30 illustrates the operation of aura in enabling interaction according
to medium and proximity.
In the situation shown two spatial groups have formed involving a total of 4 aware-
ness relationships; without considering aura there would be 15 awareness relation-
ships ( ).n n 1–( )( ) 2⁄
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Once auras have collided the objects go on to negotiate awareness levels. Consider for
example A’s awareness of B. The negotiation process combines the observer’s (A’s)
focus and the observed’s (B’s) nimbus. In the words of Benford and Fahlén [1993]:
The level of awareness that object A has of object B in medium M is some
function of A’s focus on B in M and B’s nimbus on A in M.
This awareness value which results is applied in a medium specific manner. For
example, it might control the volume of an audio channel or the form of presentation
(or otherwise) of a text message. Alternatively it might enable or disable access to
particular facilities of services in the corresponding object. Figure 6 on page 31 illus-
trates the use of focus and nimbus in negotiating awareness values. This figure illus-
trate the potential of the spatial model to support autonomy, balance of power,
dynamic group formation and scalability. Autonomy is provided because the objects
are free to move and orient themselves independently within the space. Balance of
power is due to the comparable influence of both focus and nimbus on the resulting
awareness. Dynamic group formation follows naturally from individual mobility.
Scalability is supported by the transmitter and receiver’s ability to prioritise and allo-
cate finite resources in an appropriate and (virtually) localised manner through choice
of focus and nimbus.
In the spatial model an object can control its awareness, and hence its interaction, by
manipulating its own auras, foci and nimbi. This can be done in three ways [Benford
and Fahlén, 1993]:
AuraObject Potential
interaction
Figure 5: auras enabling interaction
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• implicitly, by moving and changing orientation within the space - its auras, foci
and nimbi will follow the object as it moves about;
• explicitly, by directly modifying the parameters which define auras, foci and
nimbi; and
• implicitly, through the use of adapters (which are described in the next section).
This section has described the core concepts of the spatial model of interaction. The
next section describes extensions to and developments of the spatial model of interac-
tion.
3.3. Extensions and developments
The previous section described the core concepts of the spatial model of interaction:
the way in which aura enables communication while negotiated awareness (based on
focus and nimbus) controls and characterises that communication in an ongoing way.
This section describes briefly two extensions to the spatial model and two models of
awareness which are based on the spatial model. The extensions are adapters, from
the original paper [Benford and Fahlén, 1993], and boundaries, from [Bowers, 1993].
The related awareness models are Rodden’s application of the spatial model to shared
object spaces [Rodden, 1996] and the Aether awareness model of [Sandor et al.,
1997]. These are dealt with in turn.
Adapters are objects within the environment which can modify another object’s auras,
foci or nimbi thereby affecting the other object’s interaction. Adapters may be pre-
sented to a user in terms of natural metaphors such as picking up a megaphone or
standing at a podium in order to address a large audience; this would be achieved by
increasing their audio aura and nimbus. Adaptors introduce additional flexibility into
the spatial model to support different forms of interaction in addition to basic min-
Figure 6: two objects negotiating (unidirectional) awareness
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gling. For example, a podium adapter facilitates lecturing while a conference table
adapter could create a semi-private and mutually aware meeting environment.
Boundaries “divide space into different areas and regions and provide mechanisms for
marking territory, controlling movement, and influencing the interactional properties
of space” [Benford et al., 1995. p.370]. Bowers argues in [Bowers, 1993] that bound-
aries are of fundamental importance in structuring social interaction, citing [Marx,
1857], [Lefebvre, 1990] and [Giddens, 1984] amongst others. For example, Bowers
suggests that rooms should be considered as sets of boundaries. Boundaries are con-
sidered to be a form of adapter which can modify aura, focus and nimbus in order to
create a range of effects. In the context of boundaries Bowers also introduces the issue
of control over movement which is not explicit elsewhere in the model. Unfortunately
the mathematical details of realising boundaries are not considered.
Rodden [Rodden, 1996] presents a suggested generalisation of the spatial model
which is defined in terms of shared objects rather than an explicit shared space.
Awareness is calculated in terms of relationships with these shared objects (focus and
nimbus). Conceptually the shared objects themselves constitute the space to which the
model is applied. The theory is developed for linked (graph) spaces in particular, and
is related to a number of CSCW applications: multiuser hypertext, workflow, version-
ing systems and shared desktops.
Aether [Sandor et al., 1997] is a related development of the spatial model which
applies the spatial model concepts (principally focus, nimbus and awareness) to gen-
eral semantic networks of objects and relationships. They propose that this would
form a general low-level facility for creating CSCW systems. These semantic net-
works explicitly retain (suitably annotated) obsolete objects and relationships within
the network, e.g. things which have been deleted or updated. Focus and nimbus are
extended to include explicit specification of time (e.g. “the present”, “the recent past”,
“two days ago”). The semantic network is subject to temporally managed garbage
collection in order to limit its growth. The authors suggest that the inclusion of histor-
ical objects and relationships within the network breaks down the traditional division
between support for synchronous and asynchronous collaboration. The other signifi-
cant innovation in Aether is that the medium (which comprises a subset of the objects
and relationships in the total network) actively modifies and transforms focus and
nimbus as it is propagated through the network. This idea relates to the activities of
third party objects proposed in this thesis (in chapter 7).
Having considered these extensions to the spatial model the next (and final) section of
this chapter presents two partial demonstrations of the spatial model which have been
reported in the associated literature.
3.4. Demonstrations and examples
So far this chapter has described the spatial model of interaction, the motivations
behind it and extensions which have been made to it. This final section describes two
demonstrations of the components of the spatial model of interaction which have been
reported in the associated literature. These are the aura-based audio and document
facilities of the DIVE system [Fahlén et al., 1993] and an awareness-based text con-
ferencing system [Benford et al., 1993].
The aura component of the spatial model originates from the work of Fahlén and oth-
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ers at the Swedish Institute of Computer Science (SICS). They describe how aura is
used in their DIVE distributed virtual environment system to support audio interac-
tion and document handling [Fahlén et al., 1993]. In this prototype aura is applied to a
combined audio and document medium (but not to the graphical medium which is
fully replicated within each virtual world). In this paper Fahlén et al. define aura as
“the nearfield or immediate surroundings of a person”; effectively aura subsumes the
functions of focus and nimbus.
The system includes two document tools: a whiteboard and a portable document. The
whiteboard is comparable to a typical 2D graphical shared editor and supports the cre-
ation and manipulation of simple geometric objects by a number of simultaneous
users. The whiteboard is a free-standing artefact within the shared virtual world. A
document is a small portable single-user version of the whiteboard. A document can
only be modified by its owner whereas the whiteboard can be used by anyone who
comes within aura range of it. In terms of audio, when two users’ embodiments come
within aura range voice-talk is enabled and a communication channel is opened
between them. The system also includes two adapter objects: a conference table and a
podium. All users who are within aura range of the conference table are brought into a
common conversational group. In effect their auras are adapted to match that of the
table. A user standing on the podium (as determined one of its two auras) is enabled to
speak to a much larger group of users (which is determined by the podium’s other
aura). In effect the aura of the user on the podium is expanded to match that of the
podium.
The focus, nimbus and awareness aspects of the spatial model were developed by
Benford and others at Nottingham University. They describe CyCo (Cyberspace for
Cooperation), a rooms based text conferencing system which might employ focus,
nimbus and awareness to control interaction [Benford et al., 1993]. An additive model
of awareness is proposed which is equivalent to the simple situation illustrated in
figure 6 on page 31: when Tx in out of focus and Rx is out of nimbus then the aware-
ness level will be 0; when Tx is in focus or Rx is in nimbus but not both then the
awareness level will be 1; and when Tx is in focus and Rx is in nimbus then the
awareness level will be 2. Focus and nimbus are simple discrete functions over space
which have a value of 0 or 1 at any position; suggested shapes for focus and nimbus
are (for a 2D environment) circles, sectors and rectangles (or infinite planes). This is
implemented using the ANSAware Distributed Programming Platform [ANSA,
1989]. They also explain how continuous valued functions for focus and nimbus
might be defined and employed, for example to control audio volume in an
audio-capable system.
Both of these demonstrations are partial, predating as they do the integrated presenta-
tion of the spatial model in [Benford and Fahlén, 1993] and later work (including
this). They are both limited in the media which they support: the first applies only to a
combined document-and-audio medium, while the second applies only to text mes-
sages. They also lack any explicit user control over their interaction. However, taken
together they do demonstrate the use of aura to enable interaction, and the use of
adapters to modify interaction, the distinct roles of focus and nimbus and the use of a
continuous valued representation of awareness (i.e. varying levels or degrees of
awareness).
This completes the description of the spatial model of interaction as it stood prior to
the work presented here. The next chapter, 4, describes MASSIVE-1, the first of the
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prototype CVEs which were created in the course of the work presented here. It
describes the form and features of the system and its relationship to the spatial model
of interaction as described in this chapter. This provides a basis and introduction for
the particular evaluations presented in chapters 5 and 6.
Chapter 4. MASSIVE-1
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Chapter 4.  MASSIVE-1
This chapter introduces MASSIVE-1, the first of the CVE system prototypes pre-
sented in this thesis. This first prototype is based directly on the spatial model of inter-
action as described in chapter 3, i.e. as it existed prior to the work presented here. The
goals of MASSIVE-1 were to:
• prototype and experiment with the spatial model of interaction;
• gain experience with CVE concepts and technologies; and
• create a usable virtual reality tele-conferencing system.
MASSIVE-1 was designed specifically to be a virtual reality tele-conferencing sys-
tem. Some of its key features are:
• a full implementation of the spatial model which controls all interaction;
• rich computer mediated communication via combinations of text, graphics and
packetised audio;
• a stable implementation running on low-end SG Indy workstations;
• the ability for text-only terminal users to participate in shared worlds; and
• support for multiple parallel worlds linked via portals.
It does not attempt to be a general-purpose virtual reality system. Typical features of a
more general system which it lacks are: a well-defined API; non-specialist world
authoring tools; direct manipulation of virtual objects; a systematic model of object
behaviour; and support for popular graphical file formats.
This chapter provides a general introduction to MASSIVE-1 from the perspective of a
normal user and also introduces the structure of the implementation. The most impor-
tant aspects of the implementation are presented in more detail, with evaluation, in
chapters 5 and 6. The first two sections of this chapter are primarily user-oriented.
Section 4.1 describes the interfaces which are presented to a normal user (i.e. a partic-
ipant in the virtual environment). Section 4.2 then describes the tools and facilities
which are available within a virtual world. The last two sections deal with the imple-
mentation of MASSIVE-1. Section 4.3 describes the distributed programming model
adopted. Finally, section 4.4 gives an overview of the software and network architec-
ture of the system.
4.1. User interface
This section describes the way in which MASSIVE-1 presents itself to a normal user.
This includes the appearance of the system and also the types of control and interac-
tion which are made available to the user.
MASSIVE-1 supports communication and interaction between users via a combina-
tion of 3D graphics, real-time audio and text. Each of these three forms of interaction
is realised as a spatial model medium. Each medium is handled by a specialised user
client process which provides a medium-specific interface between a user and the vir-
tual world. A user can employ almost any combination of the three client programs;
the only restriction is that they cannot use the audio client on its own, since it has no
built-in support for specifying movement within the virtual world. So one user may be
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using all three client programs on a graphical workstation to give real-time graphical
and audio interaction supplemented by text-based mapping and messaging. Another
user may be logged in over the network from a VT100 alphanumeric terminal and
have access to the text medium alone. These two users will be able to interact through
the common text medium. Tools within the world may provide additional support for
cross-medium interaction, for example, the text-to-speech convertor of section 4.2.
A user designates one of their client programs to be the “master”, and this controls
any other client programs which they may be using at the same time (the “slaves”).
The master coordinates the activities of all of the user’s client programs so that they
present a consistent view of the virtual environment. The three client programs will be
described in turn, starting with the graphical client, followed by the audio client and
finally the text client.
4.1.1. Graphical client
The graphical medium client maintains a single 3D graphical view of the virtual
world; an example is shown in figure 7 on page 36. Each user is represented within
the graphical medium by a simple embodiment (a “blocky”) which is sufficient to
convey the user’s position and orientation and an indication of their identity (by
means of a name label and customised body colour). In addition, the blocky indicates
which media a user has access to. For example, a blocky with “ears” is audio-capable,
a blocky with one “eye” is a desktop (monoscopic) graphical user, while a blocky
with a “T” on their forehead is a text-only user.
Figure 7: graphical medium client display (colour plate 2)
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The graphical medium client can be a user’s master client or a slave client. When act-
ing as a slave (to either a text client or to another graphical client) it just provides a
view of the virtual world. However, when the graphical client is the master it provides
the user with a number of navigation and interaction control facilities which are listed
below.
• Variable speed movement in six degrees of freedom. This is controlled using the
mouse in different parts of the screen with combinations of mouse buttons.
• A choice between three settings for focus, nimbus and aura. These are “wide”,
“normal” and “narrow” and provide broad undirected interaction, mid-range
semi-directed interaction and close-range highly directed interaction, respectively.
These are stepped through using a single key press.
• The ability to continuously vary the angle and range of focus and nimbus. Like
normal navigation this makes use of the mouse, but in combination with control
keys. This is a relatively specialist facility.
• A choice between a number of simple graphical gestures. These include arm move-
ments, pointing and “sleeping” (used to indicate that a user is not attending to the
virtual world at present). These are selected using single key presses.
• A moving “mouth”. This appears on the embodiment then the user is speaking as a
visual cue to speaker identity. This also acts as a diagnostic aid if audio communi-
cation is problematic, e.g. when the network is heavily loaded.
• An optional indication of the user’s focus and nimbus. This is represented by a
wireframe cuboid which approximates the region of maximum focus and nimbus.
Additionally, whether the graphical client is the master or a slave, it allows the user to
choose (using key presses) between a number of pre-set viewpoints specified relative
to their embodiment. The normal choice includes: the view out of their embodiment’s
eyes (the default); a view from above and behind their embodiment which shows
other nearby objects; a view from overhead looking down on their embodiment which
is effective as a map; and a view from in front looking back at their own embodiment.
For each view the user can use keys or the mouse to zoom in and out.
The graphical client is the normal master client, but requires a reasonable perform-
ance graphical workstation such as an SG Indy.
Portals
One of the background concepts of the spatial model is that of a space or “world”
within which objects and communication are situated. MASSIVE-1, like some other
multi-user VR systems (e.g. DIVE [Hagsand, 1996]) includes “portals”: a portal is an
object in a world which forms a link or gateway to another world. As users move
about within a world they can step “into” a portal and be transported to a new world
and location, or to a different location within the same world. A portal’s destination is
specified when it is created by the world designer. Portals are unidirectional (but may
be combined in pairs to create bidirectional links).
4.1.2. Audio client
The audio medium client exchanges awareness and configuration information in the
audio medium and uses this information to establish real-time audio connections
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between pairs of users and between users and other audio-capable objects. Audio in
MASSIVE-1 is single channel u-law PCM (Pulse Code Modulation) encoded data at
8KHz; this is also referred to as “toll-quality audio” and is approximately the same
quality as a domestic telephone call (but with significantly longer end to end delay).
The audio client establishes audio connections only when awareness exceeds a thresh-
old level. It also controls the playback volume to reflect the level of awareness so that
sources heard with low awareness values are quiet while sources heard with high
awareness values are loud.
The audio client manages a separate audio server process for each user. This was cre-
ated specifically for MASSIVE-1 because existing network audio tools (such as VAT
[Jacobson, 1992] and RAT [Hardman et al., 1995]) did not allow sufficient external
control, for example of per-source playback volume. The audio client always operates
as a slave client under the control of a text or graphical client. This is because naviga-
tion and other aspects of system control cannot be achieved via the audio client
(which has no speech recognition facility).
4.1.3. Text medium client
The text client provides a simple map view of the surrounding area and allows the
user to send and receive simple text messages. Figure 8 on page 39 shows a screen
shot of the text client during a meeting; this is the same scene as in figure 7 on
page 36.
The displays has four components.
• The status bar at the top shows the orientation, location and focus/nimbus mode of
the user.
• The column down the right of the screen identifies the objects in aura range and
shows mutual awareness values.
• The character-based map in the centre shows the user’s immediate surroundings in
the virtual world. Objects are represented by letters with the key in the column
down the right of the screen (the user’s own embodiment is shown to themselves
as an “@” symbol). User orientations are indicated by dashes adjacent to the
appropriate character.
• The text window at the bottom of the screen displays recent text messages and
allows the user to compose their own messages.
The text client can be a user’s master client or a slave client. When it is the master cli-
ent it allows the user to move about using key presses, change between settings for
focus, nimbus and aura and perform simple “gestures” (which in the text medium are
short preset text messages). The text client always allows the user to type text mes-
sages which are distributed to other users. Distribution and presentation of text mes-
sages depends on awareness level as illustrated in table 5 on page 39. At very low
levels of awareness nothing is observed (the message is not seen). At intermediate
levels of awareness an observer sees that something is said, but does not see its con-
tents. At higher levels of awareness an observer sees the full message but it is shown
in brackets to indicate that the message is not part of a focused (and nimbused!)
exchange. At the highest levels of awareness the full message is displayed.
In terms of user machine capabilities the text medium client is the “lowest common
denominator” and can be used on a text-only terminal such as a VT100. A text-only
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user can still be represented within the graphical medium but they cannot perceive
anything in that medium (their graphical embodiment has a “T” on its forehead to
indicate this to other graphical users). The text medium is useful in combination with
the audio and/or graphical media as it provides a map view of the surroundings, and
supports reliable messaging which is resilient to network congestion (unlike real-time
audio).
4.2. Tools
The previous section described the facilities which users of MASSIVE-1 have to
interact and communicate within a shared virtual world through the graphical, audio
Table 5: effects of awareness level on presentation of the text message “hello”
from user “Chris”
Awareness of Chris Text Displayed
less than 0.4 nothing
0.4-0.6 “Chris says something”
0.6-0.8 “(Chris says hello)”
0.8-1.0 “Chris says hello”
Figure 8: text medium client display
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and text media. To supplement this direct communication the system also includes a
number of active objects which may be placed within a virtual world to create oppor-
tunities for other types of interaction. These active objects are a message board, a text
to speech convertor and spatial model adapters. These tools are described in turn.
4.2.1. Message board
The message board is a specialised process which interfaces with both the text and
graphical media. It “listens” in the text medium for message which are directed to it.
It determines which messages are directed to it by checking the awareness level which
the message board has of the message’s sender. This takes into account both the mes-
sage board’s focus, which picks out senders that are in front of the board and rela-
tively close to it, and the sender’s nimbus, whatever that may be. The message board
displays in the graphical medium the last few messages which it has received at high
awareness. So users can add text to the board by approaching it (to increase its aware-
ness of them) and typing a message in their text client. The board makes these mes-
sages available in a more persistent form in the graphical medium. A meeting around
a message board is shown in figure 9 on page 40.
4.2.2. Text to speech convertor
The second tool, the text to speech convertor, has many similarities to the message
board, above. It monitors the text medium for messages which are directed to it and
reproduces them in the audio medium. The text to speech convertor makes use of a
Figure 9: the message board in use (colour plate 3)
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freely available (low quality) software speech synthesizer, interfacing it to the text
medium for input and repackaging and re-sending its output in the audio medium. The
text to speech convertor gives feedback to a user by changing its appearance when it
is aware of them (a simple representation of a face is displayed). This appearance is
specific to each observer and is an example of “subjectivity” in a virtual environment
(see [Snowdon et al., 1995]).
The message board and the text to speech convertor both demonstrate how the spatial
model can be used by agents wishing to take an appropriate role in multi-user,
multi-agent settings. Using negotiated awareness levels these tools to are able to dis-
tinguish between background conversation and directed statements which might be
commands or requests. The tool’s awareness of a text message depends on its own
focus, i.e. where the sending participant stands in relation to the tool, and the partici-
pant’s nimbus, i.e. how they are projecting themselves in the space. Thus a tool can be
made to respond only to text messages which are directed to it (participant’s nimbus)
and which come from participants standing just in from of the tool (tool’s focus). This
theme is explored further in [Benford and Greenhalgh, 1995].
4.2.3. Adapters
MASSIVE-1 supports adapter objects as proposed in [Benford and Fahlén, 1993].
Adapters are objects which change (or replace) a user’s auras, foci and nimbi in order
to transform the way in which they interact and communicate. The two adapters
which have been used in MASSIVE-1 are a podium and a conference table (c.f.
[Fahlén et al., 1993]). When a person stands on the podium they are given large auras
and nimbi so that they can be seen and heard at a greater distance; this facilitates lec-
turing and similar patterns of communication. When a person approaches the confer-
ence table their auras, foci and nimbi are transformed to encompass the table and its
immediate surroundings, but to restrict interaction further away; this creates a
self-contained mutually aware group when participants gather around the conference
table.
Adapters in MASSIVE-1 - like those in the spatial model of interaction - affect indi-
vidual objects, changing their auras, foci and nimbi (this may be contrasted with the
form of adaptation found with third party objects in chapter 7, which acts directly on
the relationships between pairs of objects). Adapters are triggered by proximity which
is determined by aura collision in a specialised “adapter medium”. It is simple to cre-
ate new adapters in MASSIVE-1 which have different parameters for aura, focus and
nimbus. However it is not possible to combine adapters or to move or carry them.
4.2.4. Summary
This section has described a number of tools which enrich communication within vir-
tual worlds. The message board enhances interaction between text and graphical users
and introduces an element of support for asynchronous interaction (e.g. leaving mes-
sages for others to find at a later time). The text to speech adapter further enhances the
potential involvement of text users in an otherwise audio-visual world; the addition of
speech to text conversion would “complete the loop”. Adapter objects allow different
forms of interaction such as lecturing or focused group discussion in particular
spaces. This concludes the description of the external characteristics of MASSIVE-1.
The next two sections describe the implementation of the system, specifically the dis-
4.3. Distribution model
42
tributed programming model adopted and the overall communication architecture.
4.3. Distribution model
This section describes the model of distributed computation which was adopted for
MASSIVE-1. The next and final section of this chapter builds on this basic frame-
work to describe the system’s overall communication architecture.
CVEs are by nature distributed systems. There are many alternative approaches to
distribution, see for example [Andrews, 1991]. Approaches which have been adopted
for multiuser virtual reality systems include distributed databases (e.g. dVS [Grims-
dale, 1991]), shared blackboards (e.g. VEOS [Bricken and Coco, 1994]), mes-
sage-oriented models (e.g. DIS [IEEE, 1993]) and distributed object systems (e.g.
WAVES [Kazman, 1993] and AVIARY [Snowdon and West, 1994]).
The style of distribution used in MASSIVE-1 is closest to a connected component
model. In this approach the units of distribution are components - comparable to dis-
tributed objects - and communication is expressed in terms of message-carrying con-
nections between those components (analogous to an electronic circuit with
components and wires - see for example Regis/Darwin [Magee et al., 1994]). How-
ever, (like Microsoft’s Common Object Model [Brown and Kindel, 1996]) the com-
ponents in MASSIVE-1 are not explicitly defined but are represented indirectly by
one or more typed interfaces (c.f. ODP [ITU-T, 1995] and CORBA [Vinoski, 1997]).
The unit of distribution is a heavyweight operating system process and a single proc-
ess can host any number of interfaces. Interfaces must be connected together before
communication becomes possible. Figure 10 on page 42 shows two processes which
are linked by a pair of connected interfaces.
Depending on the types of the two interfaces (which need not be the same) each proc-
ess can make remote procedure call (RPC) requests, send asynchronous notifications
of events and share state in the form of attributes. A single local interface may be con-
nected to many remote interfaces provided that the remote interfaces are all of the
same type. Actions must be directed to a single connection but attributes may be asso-
ciated with either a single connection (giving tailored presentation to each remote
process) or with the interface as a whole (being shared by all connections to that inter-
face).
The distributed programming model used (and implemented) here diverges from a
more message-oriented distributed object model (such as ODP) because of shortcom-
ings in that approach, namely:
• the difficulty and awkwardness of simulating features which are relatively easy
with connections such as having a well-defined context for ongoing interaction,
Figure 10: two processes with connected interfaces
Process A Process B
Interface
Connection
Interface
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and achieving fate-sharing between peer-specific aspects of two associated objects;
and
• the poverty of the attribute model (simply corresponding to a get and a set opera-
tion) compared with, for example, a distributed database which would include
locking and the option of asynchronous notification of changes.
The distribution system and communication libraries were written specifically for
MASSIVE-1, however the design could also have been realised in a number of com-
mercial or research-oriented distributed systems though with varying degrees of awk-
wardness. The exact implementation details have little impact on the work presented
in this and the following two chapters. The paper [Greenhalgh, 1994] includes some
additional implementation details of MASSIVE-1 and the underlying system while
[Greenhalgh, 1996] includes some more general reflections on distribution paradigms
and the evolution of MASSIVE-1 and MASSIIVE-2.
4.4. Implementation overview
This final section introduces the overall network software architecture of
MASSIVE-1 using the communication model described in the previous section. More
detail of the most important aspects of the implementation are presented, with
evaluation, in chapters 5 and 6.
Summarising from section 3.2, the background against which the spatial model is
defined comprises worlds - which are disjoint spaces within which communication
can occur - and objects - which are present within worlds and which are potential pro-
ducers and consumers of information (which may represent human participants or
computer programs). The key concepts of the spatial model itself are medium, aura,
awareness, focus and nimbus (supplemented by adapters and other tools). In the
design of MASSIVE-1 these various concepts are mapped onto and realised in terms
of two fundamental relationships:
• the relationship between an object and the world in which it is present; and
• the relationship between two objects.
The former relationship deals principally with the medium and aura components of
the spatial model of interaction, and is explored in detail in chapter 6 from a computa-
tional and networking perspective. The latter relationship deals with awareness, focus
and nimbus and is dealt with in chapter 5 from a more social and user-based perspec-
tive. The remainder of this chapter introduces these two relationships and shows how
they fit into the total system.
Figure 11 on page 44 shows an overview of MASSIVE-1’s communication architec-
ture, focusing on a single user, A. Each box is a separate process and each interface is
labelled with its type (the unlabelled interfaces have a null type).
On the left are the processes which are local to user A: their master client (which must
be a text or graphical client); a representative slave client (e.g. an audio client); and a
trader process which is a simple attribute-based trading service as found in ODP.
Slave clients use the trader to locate the appropriate master client based on the con-
trolling user’s name. Each client creates a local traderc (trader client) interface and
connects this to the trader’s traders (trader server) interface which has a well-known,
preconfigured address. The master client registers interface offers with the trader
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which are subsequently passed on the slave clients in response to their requests. Each
master client has a location interface and a presence interface to which its slave cli-
ents connect (via null interfaces). The location interface communicates the user’s cur-
rent world, location and orientation to the slave clients while the presence interface
conveys information about the user’s current aura, focus and nimbus settings.
On the right are the remote processes: an aura manager process and a representative
remote client (e.g. another user’s client process for the same medium). Every client
process has its own aura interface with which it connects to an aura manager process
(for simplicity A’s slave client’s aura interface is not shown in figure 11 on page 44).
Many aura manager processes may exist, each being responsible for a different set of
virtual worlds - the process of locating the appropriate aura manager is described in
chapter 6. The aura interface includes attributes which describe the client’s spatial
model aura to the aura manager. This information includes the name of the world, the
medium and the location and size of the aura. The aura manager continuously checks
for collisions between auras in the same world and medium, and notifies the processes
concerned via their aura interfaces.
When two process have been notified of an aura collision they establish a direct con-
nection between the corresponding peer interfaces (the locations of these interface are
passed on by the aura manager when the collision occurs). The peer interface includes
the core facilities for negotiating awareness. The actual interface used (denoted by
traders
Slave
client A
traderc
location
traderc auraaura
Aura
Manager
Master
client A
peer+
Client B
peer+
Trader
traders
Local to user A Remote
Figure 11: overview of MASSIVE-1’s communication architecture focusing on
user A
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peer+ in figure 11 on page 44) will be a subtype of peer which includes additional
medium-specific operations and attributes (e.g. geometry for the visual medium). The
peer processes use this direct connection to negotiate awareness levels and to
exchange medium-specific information. As illustrated in the figure the same peer
interface may be connected to many other processes as a result of multiple concurrent
aura collisions.
To recap, when a user joins a MASSIVE-1 session they begin with a master client.
This registers with the local trader and then contacts a well-known aura manager
process and passes on (and keeps up to date) its world, medium and aura information.
Additional slave clients may also be started, which use the trader to find and attach to
the master client, and then contact the aura manager in the same way. All objects
(such as user client processes) which are in the same world will be connected to the
same aura manager; this performs aura collision tests and notifies them of aura colli-
sions as they occur. The objects then establish direct peer connections which they use
to negotiate awareness levels and to interact in specific media. In the case of user cli-
ents this information is presented to the user as described in section 4.1. When objects
move out of aura range the aura manager notifies them of this and they tear down the
direct connection, removing the other object from their local view of the environment
(in that medium).
The final thing to note about MASSIVE-1 concerns provision of non-user world con-
tent such as rooms, gateways, adapters and other tools. Although much of the design
of the spatial model and MASSIVE-1 is motivated by consideration of communica-
tion between people it is not restricted to this. The model is framed in terms of
“objects” which may be user embodiments in the virtual world or could as easily be
background scenery, software agents or aspects of an application’s user interface.
Aura, awareness, focus and nimbus are still relevant concepts. For example, a chair’s
focus might be zero but it still has a nimbus in one or more media which allows other
objects (such as users) to be aware of it.
Non-user objects join and interact with the aura manager and with remote peers in
exactly the same way as user clients, described above (except that they do not need to
make use of the trader). They use the same aura and peer interfaces and maintain the
same aura and awareness relationships. To reduce the number of processes required
by the system (and the corresponding use of system resources) MASSIVE-1 has a
standard world server process which reads a configuration file and creates and main-
tains appropriate aura and peer interfaces for a number of objects in the virtual world.
The objects created by this process are mainly passive although they all support
awareness negotiation. Objects can have representations in all three main media (text,
graphics and audio) or a subset of them. Objects can also function as portals or adapt-
ers. The only medium-specific behaviours supported by the world server are realtime
audio (generated from audio sample files) and selection between a number of graphi-
cal appearances, both according to the observer’s awareness of the object. The mes-
sage board and text to speech convertor have more complicated behaviours and are
implemented as independent processes. However the method of interaction is the
same.
This concludes chapter 4 which has introduced MASSIVE-1. The next two chapters
examine and evaluate key components of its implementation of the spatial model of
interaction. Chapter 5 considers the awareness relationship and the way in which this
is presented to the user. Chapter 6 considers the aura relationship, which is formalised
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as “spatial trading”, and the corresponding network resource requirements. Given the
broad scope of this thesis some details of the implementation have been omitted for
the sake of brevity. The interested reader can find additional details in [Greenhalgh,
1994]. Alternatively they may wish to contact the author to obtain an (unsupported)
version of MASSIVE-1 for SGIs (IRIX-5.x only).
Chapter 5. Direct awareness
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Chapter 5.  Direct awareness
Chapter 4 introduced the MASSIVE-1 prototype’s functionality and overall commu-
nication architecture. In particular, section 4.4 described how the spatial model of
interaction is realised in terms of two key relationships: the awareness relationship,
which links two interacting objects, and the aura relationship, which links an object to
a world. The awareness relationship is the context within which objects (and partici-
pants) negotiate direct awareness based on focus and nimbus. This is where the facili-
ties of the spatial model to support and manage interaction are realised and this is the
area which has the most direct impact on users. This chapter assumes the existence
and operation of the aura relationship (defining worlds and placing an outer limit on
interaction), however the details of the aura relationship and the corresponding impli-
cations for network communications are deferred until chapter 6.
Section 5.1 describes how the awareness relationship is implemented and how direct
awareness levels are calculated in MASSIVE-1. Section 5.2 then describes how
awareness is used and controlled in relation to a user. Section 5.3 evaluates the effec-
tiveness and limitations of awareness as realised in MASSIVE-1. Finally, section 5.4
summarises this evaluation and draws out a number of conclusions relating to aware-
ness in CVEs, CSCW and the spatial model of interaction.
5.1. Implementation
When two compatible auras collide each of the aura interfaces involved (and hence
the objects which they represent) is notified of the identity of a designated peer inter-
face of the other object. One of these objects, chosen by the aura manager, establishes
a new connection between these two peer interfaces, allowing the objects to commu-
nicate directly. This connection embodies and maintains the awareness relationship
between those two objects. The relevant portion of figure 11 on page 44 is reproduced
in figure 12 on page 48.
Section 5.1.1 describes the common peer interface type and its support for negotiating
awareness. Section 5.1.2 describes how awareness is actually evaluated, including the
form and parameters of focus and nimbus. Section 5.1.3 then explains how adapters
are implemented.
5.1.1. Peer interface
The direct peer connection between two objects is medium specific and has a medium
dependent type. However the spatial model is calculated in the same way in every
medium. Every medium-specific interface type has a common supertype, the peer
interface type. The awareness relationship is symmetrical and so the connection has
the same type of interface on each end. The elements of the peer interface type are
listed in table 6 on page 48. Note that some of the attributes are “objective” and apply
to all awareness relationships which involve this interface (i.e. for that object in that
medium), whereas some, specifically awareness, focus and nimbus, are “subjective”
and apply individually to each awareness relationship.
The identity attribute uniquely identifies the object concerned (rather than the inter-
face) and allows peer connections to be matched to collision events and allows the
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resolution of potential conflicts between multiple peer connections. The position
attribute conveys the current location of the object within the (shared) world and is a
key input for calculating focus, nimbus and hence awareness. Radius is the approxi-
mate spatial extent of the object and is particularly important when evaluating highly
directional forms of focus and nimbus such as visual field of view. For example,
approximating a room as a dimensionless point is rather misleading when you are
standing inside the room. The remaining attributes are specific to a single awareness
relationship and convey the object’s current awareness of and focus and nimbus on
the other object.
Consider a pair of objects, A and B, connected via peer interfaces as in figure 12 on
page 48. The awareness negotiation to determine A’s awareness of B is realised as fol-
lows.
• A takes B’s position and radius from the connected interface and feeds them,
together with its own position and orientation, into its focus function to yield a sin-
gle floating point value which is its current focus on B. This value is used to update
(if necessary) A’s focus attribute for the connection to B.
Table 6: the peer interface type
Name Kind Type Objective/subjective
identity attribute identity_t objective
position attribute float[3] objective
radius attribute float objective
awareness attribute float subjective
focus attribute float subjective
nimbus attribute float subjective
Figure 12: an awareness relationship formed between two clients
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• B does the converse, providing A with the current value of B’s nimbus on A.
• A combines the value of its focus on B with the value of B’s nimbus on A to calcu-
late its overall awareness of B. This value updates (if necessary) A’s awareness
attribute for the connection to B.
B’s awareness of A is negotiated simultaneously over the same connection. Within
this framework each object can employ its own focus and nimbus functions corre-
sponding to different forms and sizes of focus and nimbus. It can also use its own
function for combining focus and nimbus to give awareness. The three constraints
imposed by this particular realisation are: focus, nimbus and awareness must be single
values rather than vectors; focus and nimbus must be separately calculable; and focus
and nimbus can only depend on the remote object’s location and radius. These con-
straints reflect a view of focus and nimbus as scalar fields over space; this is described
in the next section which explains how focus, nimbus and awareness are evaluated.
5.1.2. Evaluating awareness
The previous section described how values for focus, nimbus and awareness can be
exchanged within the context of an awareness relationship. Evaluation of awareness
also requires:
• a definition of the ranges and meanings of values for focus, nimbus and awareness;
• a means of evaluating focus and nimbus; and
• a means of combining values for focus and nimbus to give an overall awareness
value.
These are described in turn.
When describing awareness in the spatial model phrases such as “unaware”, “periph-
erally aware”, “more or less aware” and “fully aware” are used. This motivates a
quantification of awareness (and also of focus and nimbus) which spans a finite con-
tinuous range from “none” to “full”. Given the normal properties of real number arith-
metic it is appropriate to define an awareness level of 0 to represent no awareness and
an awareness level of 1 to represent full awareness. This is the definition adopted by
MASSIVE-1. Notions such as “peripherally aware” correspond to intermediate values
for awareness.
In the spatial model of interaction focus and nimbus are intended to represent, respec-
tively, an observing object’s interests and an observed object’s visibility (or audibility,
etc.). Examples from the everyday world include:
• human visual focus, which is limited to a particular field of view with a small
region of high detail and a larger peripheral region;
• audio focus, which is largely non-directional;
• visual nimbus, which is often (but not always) non-directional (for example one
must stand in front of a TV set in order to see the picture); and
• audio nimbus, which is partially directed and which can be radically varied in size
(from a whisper to a shout).
For MASSIVE-1 a standard function is defined for evaluating focus and nimbus. This
is shown in figure 13 on page 50, with the controlling parameters listed in table 7 on
5.1.2. Evaluating awareness
50
page 50. It is defined relative to the location and orientation of the object which is cal-
culating it.
The value of the function is sampled at the closest point of the sphere which repre-
sents (approximates) the location and extent of the other object to find the value of
focus or nimbus on that object. This interpretation of focus and nimbus was adopted
as being analogous to observed characteristics of interesting real-world interactions
such as the examples of focus and nimbus listed above. It can be seen that the function
has both a distance related component (to represent, for example, whispering versus
shouting) and an orientation related component (to represent, for example, limited
field of view or directed communication). This function is applied in the focus and
nimbus calculation stages of awareness negotiation as described above. Each object
can change the parameters of table 7 on page 50 independently for its focus and its
nimbus in each medium. In this way it controls its interaction with the other objects in
the world.
Table 7: parameters of the standard focus/nimbus function
name meaning
θ conical angle of foreground region
φ conical angle of transition region
vb focus/nimbus value of background region
r0 radius of near-field
r1 radius of transition region
vc value for transition regions
Figure 13: focus/nimbus function relative to the calculating object’s location and
orientation and sampled at the peer object
forward direction
θ
φ
transition region (value = vc)
foreground region (value = 1.0)
background
region
Orientation component Distance component
focus/nimbus value
distancer0 r1
vb
vc
1.0
(value = vb)
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When values for one object’s focus and the other object’s nimbus have been calcu-
lated they must be combined to give a single awareness value. In principle this could
be any function which maps two floating point values to one. In MASSIVE-1 multi-
plication was chosen so that:
• full nimbus (1.0) combines with full focus (1.0) to give full awareness (1.0);
• no nimbus (0.0) combines with any level of focus to give zero awareness - an
object cannot observed against its wishes; and
• no focus (0.0) combines with any level of nimbus to give zero awareness - an
object can choose to be uninterruptible.
Low levels of focus or nimbus can then represent reluctance to be interrupted or
observed, respectively. Philosophically, non-communication is the default, and both
objects must cooperate for communication to occur. This would not be the case with
other choices awareness calculation function such as addition (as in [Benford et al.,
1993] where either party can force communication).
5.1.3. Adapters
In the spatial model of interaction an adapter may be an object within the space or a
metaphor in the user’s interface. It transforms the way in which the user or object
interacts with the space by modifying one of more of its auras, foci and nimbi. Possi-
ble examples of adapters include a megaphone, which increases the size of a user’s
audio aura and nimbus, and a telescope, which increases the range but reduces the
field of view of a user’s visual focus.
MASSIVE-1’s realisation of adapters is as objects within the virtual world which
modify the auras, foci and nimbi of nearby objects (including users’ embodiments
under the control of client processes). A specialised medium is reserved for the repre-
sentation and communication of information relating to adapters. Each adapter has an
aura in this medium and a medium specific peer interface by which it makes available
information about its scope and effect. The effect of an adapter is expressed as a new
value for aura size and new sets of parameters for the focus and nimbus functions.
Each object which makes use of adapters has its own aura and peer interfaces for the
adapter medium. As the object moves about within the space this aura may collide
with adapter auras so that the object learns about the adapters that are nearby.
The normal behaviour of an adapted object (such as a user client embodiment) is to
change its aura, focus and nimbus parameters to the values specified by the closest
adapter. If no adapters are within range then the object returns to its own parameter
values. So as a user moves around a virtual world they enter and leave the regions of
influence of adapters and so have their auras, foci and nimbi modified to suit their cur-
rent environment. Section 5.2.3 describes the adapters which have been implemented.
This concludes the description of MASSIVE-1’s realisation of the awareness relation-
ship. The next section describes how this relationship is presented to and may be con-
trolled by a normal user of the system.
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5.2. In use
This section describes how awareness is used and controlled in MASSIVE-1. It draws
together and extends material from the first half of chapter 4. The aspects of aware-
ness which are considered are: the influence of awareness on different media; the con-
trol which the user has over awareness; the use of adapters; and interaction with
communication tools such as the message board.
5.2.1. Presentation
Awareness is calculated and applied to all interaction in every medium (text, audio
and graphics). Recall from section 5.1.2 that awareness levels may vary between 0
(no awareness) and 1 (full awareness). The effects of awareness are detailed for each
medium in turn.
In the text medium an object is shown in the map view when the user’s awareness of
it exceeds a threshold value (0.2). The effect of awareness on the presentation of a text
message is more complicated - as is detailed in table 5 on page 39. Consider an
observer’s awareness of the message’s sender: at very low levels of awareness noth-
ing is observed (the message is not seen by or sent to the observer). At intermediate
levels of awareness an observer sees that “something” is said but does not see the
message’s contents. At higher levels of awareness an observer sees the full message
but in brackets (to indicate that the message is not part of a focused exchange). At the
highest levels of awareness the full message is displayed. So the text medium is able
to indicate directed vs. undirected communication, and also to introduce aware-
ness-based privacy in text communication.
In the audio medium the audio client establishes audio connections only when aware-
ness exceeds a threshold level (0.2). This audio connection is between the users’
audio server processes and is in addition to the inter-client audio (management) con-
nection which must exist before awareness calculation can be performed. The audio
client controls the playback volume to reflect the user’s awareness so that sources
heard at low awareness values are quiet, while sources heard at high awareness values
are loud. This allows a user to selectively attend to audio sources and groups of
sources (e.g. other users) within a crowded and noisy environment.
In the graphical medium an object is rendered when the user’s awareness of it exceeds
the threshold value (0.2). Objects which are created by the standard world server
process may have a number of alternative graphical appearances which are switched
between according to awareness level. This can be used for awareness-driven level of
detail or to illustrate the operation of awareness negotiation. Note that this is subjec-
tive, i.e. specific to each observer according to their own individual awareness of the
object.
5.2.2. Focus and nimbus control
Awareness and hence interaction are controlled by an object modifying its auras, foci
and nimbi. There are three ways in which it may do this: by moving; by changing the
parameters which specify focus, nimbus and aura; and by the use of the adapters. The
first two of these methods are described in this section while the use of adapters is
dealt with in section 5.2.3.
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An object’s auras, foci and nimbi are normally defined relative to its position and ori-
entation within the virtual world (see figure 13 on page 50). As the object moves and
turns its foci and nimbi move and turn with it. This reflects the real-world association
of the senses to the body - people see in the direction in which they are facing and see
and hear things according to where they are. This is the commonest method of manip-
ulating awareness in the spatial model of interaction. One of the aspirations of the
model is that people will find this an intuitive, effective and unintrusive means of con-
trolling interaction.
Each user also has a choice between three settings for focus, nimbus and aura. These
are “wide”, “normal” and “narrow” and provide, respectively, broad undirected inter-
action (e.g. shout or monitor), mid-range semi-directed interaction (e.g. normal con-
versation) and local highly directed interaction (e.g. private conversation). These
settings are stepped through using a single key press in either the graphical or the text
client. In Addition users with a graphical client can vary the angle and range of focus
and nimbus. This is controlled using the mouse in combination with control keys and
is a relatively specialist facility.
The graphical client also provides an optional indication of the user’s focus and nim-
bus. This is represented by a wireframe cuboid which approximates the region of
maximum focus and nimbus.
5.2.3. Context-driven interaction
Users can indirectly control their interaction using adapters. Adapters are objects
which replace a user’s auras, foci and nimbi in order to transform the way in which
the user interacts and communicates. The two adapters which have been used in
MASSIVE-1 are a podium and a conference table. When a person stands on the
podium they are given large auras and nimbi so that they can be seen and heard at a
greater distance; this permits lecturing and similar patterns of communication. When
a person approaches the conference table their auras, foci and nimbi are redefined to
encompass the table and its immediate surroundings (including other users at the
table) and to restrict interaction further away from the table. This creates a self-con-
tained mutually aware group when participants gather around the conference table.
Adapters in MASSIVE-1 affect individual objects by changing their auras, foci and
nimbi and are triggered by proximity. It is simple to create new adapters in
MASSIVE-1 which have different effects, i.e. different parameters for aura, focus and
nimbus (section 5.1.3 describes the implementation of adapters).
5.2.4. Tool control
To supplement direct communication MASSIVE-1 includes two communication
tools: a message board and a text to speech convertor. The message board displays in
the graphical medium the last few messages which it has received in the text medium.
Similarly the text to speech convertor monitors the text medium and reproduces these
messages in the audio medium using of a freely available (low quality) software
speech synthesizer. Each of these tools determines whether a message is directed to it
using awareness. This depends on both the message board’s focus, which picks out
users who are in front of the board and relatively close to it, and the user’s nimbus,
whatever it may be.
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To use either tool a user must approach sufficiently close to it and select a directed
nimbus so that the tool has full awareness of the messages which they type. The text
to speech convertor (but not the message board) gives visual feedback when it is suf-
ficiently aware of a user.
This completes the description of the implementation and use of awareness in
MASSIVE-1. The next section presents observations of and reflection on the use of
awareness as it has been implemented.
5.3. Evaluation
The previous two sections have described the implementation of awareness negotia-
tion in MASSIVE-1 and its use and control with respect to normal users. This section
comprises observations of and reflections on the effectiveness and shortcomings of
the awareness aspects of the system as implemented (chapter 6 considers the network
resource requirements of the system). Section 5.3.1 outlines the situations in which
MASSIVE-1 has been used and which form the basis for the observations presented
in subsequent sections. Section 5.3.2 identifies aspects of the system in use which
have been effective. The remaining two sections consider limitations which have
emerged with use. These are limitations of personal awareness in section 5.3.3 and
problems with navigation and tool control in section 5.3.4. Section 5.4 summarises
the main conclusions.
5.3.1. Trials
The major development of MASSIVE-1 was completed in December 1994. Since that
time only minor enhancements and bug fixes have been made. The system has been
used for approximately 30 formal or semi-formal small-group meetings, plus net-
worked demonstrations and many in-laboratory tests and demonstrations. The con-
text, geographical distribution and approximate numbers of the more formal meetings
are listed below.
• Internal weekly group meetings, 4 meetings, over 10 Mbit Ethernet.
• Within the EC-funded COMIC project, 2 meetings, with up to 9 participants spread
over 5 sites in 3 countries (the UK, Sweden and Germany), over the Internet.
• Within the EPSRC-funded DEVRL (Distributed Extensible Virtual Reality Labo-
ratory) project [Slater et al., 1996], 4 meetings, between 3 UK Universities (Not-
tingham, QMW and Lancaster) over SuperJANET.
• Within the BT/JISC-funded Inhabiting The Web (ITW) project [Greenhalgh et al.,
1997], 19 meetings, involving 5 UK Universities (Nottingham, Lancaster, UCL,
Leeds and Manchester) and British Telecommunications plc, again over Super-
JANET.
A typical meeting involved between five and ten participants and lasted for approxi-
mately one hour. The participants have normally been computer scientists (often aca-
demic or research staff). With the exception of the participants in Germany for the
COMIC meetings all users have had a full complement of text, graphical and audio
interfaces. So all participants have been able to communicate via real-time audio, sim-
ple graphical gestures and text. Most audio participants used headphones (to reduce
echo and disturbance to colleagues), often with an integrated boom microphone. A
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small number of participants used loudspeakers (where two or more users were shar-
ing a single workstation) with separate desk-top or hand-held microphones. The
workstations used were primarily SGI Indys (with unaccelerated and XZ graphics)
with some Indigo2 Extremes and High Impacts plus an SGI Onyx RE2 and a Sun
SS10ZX.
The trials within the ITW project were held with the express intention of analysing
the meetings. The others trials were more open-ended and oriented towards gaining
informal experience with the technology. The majority of meetings have been
video-recorded from the perspective of one or more participants. For the meetings
within the ITW project event log files generated by MASSIVE-1 have also been pre-
served for a number of the participants and partial records of network traffic have
been collected. These are used in chapters 6 and 10 and appendix A.
As well as the evaluations presented in this thesis (in this chapter, chapter 6 and
appendix A) MASSIVE-1 has also been evaluated and analysed by Tromp within the
COMIC and ITW projects [Tromp, 1995a; Tromp, 1995b; Greenhalgh et al., 1997]
and by Bowers, Pycock and O’Brien within the context of the COMIC project [Bow-
ers, O’Brien and Pycock, 1996; Bowers, Pycock and O’Brien, 1996].
5.3.2. Effectiveness
This section describes some of the successes of using MASSIVE-1, which may moti-
vate the future development and potential deployment of CVE technologies.
First, MASSIVE-1 was successful as a tele-conferencing tool. People were able to
“meet” (virtually) and communicate. Business was done: where meetings had specific
agenda they could be followed and where they had particular goals they were almost
always met. It was not a perfect or ideal experience for some of the reasons noted in
the following sections and it is beyond the scope of this thesis to formally compare
the effectiveness of a meeting held in MASSIVE-1 with other forms of computer
mediated communication; the technology is still too immature for this to be a fair
comparison. However, there are promising signs both for MASSIVE-1 and for CVEs
in general. For example, on one occasion (one of the DEVRL meetings) a
MASSIVE-1 tele-conference was chosen in preference to travelling for a face-to-face
meeting (and this decision was not regretted after the event).
Second, the flexibility and openness of both the CVE and the spatial model metaphors
have demonstrated the ability to support browsing and chance encounters. This was
one of the sociological motivations behind the spatial model of interaction. Specifi-
cally, people have “bumped into” one another unexpectedly while passing through or
exploring MASSIVE-1 worlds. On one occasion a Finnish researcher was discovered
exploring the virtual worlds hosted at Nottingham; MASSIVE-1 automatically pro-
vided immediate and contextualised audio, graphical and textual communication.
Third, in common with previous research in other areas of computer mediated com-
munication (e.g. [Chapanis, 1975], [Johansen and Bullen, 1984]) it was found (infor-
mally) that interactive audio is the single most significant channel for interpersonal
communication. By situating interaction within virtual worlds MASSIVE-1 goes
beyond current audio conferencing facilities (network-based or otherwise) in terms of
flexibility of configuration and (self-) control over participation. For example, a con-
versation group can easily split into sub-groups for a time by moving to adjacent
worlds or just by moving sufficiently far from each other. Individuals can easily and
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visibly move between groups and sub-groups can merge and reform arbitrarily over
time. In each case the CVEs standard metaphor of navigation and situated interaction
provides sufficient control and no “mystical” or specialist management intervention is
required.
The fourth point of success relates to the general principle of employing space as a
resource for interaction. Effective meetings have been held in MASSIVE-1 while
employing extremely simple, rather abstract, graphical appearances for both worlds
and user embodiments. In terms of stereotypes there are two competing schools of
thought concerning visual realism in virtual environments. One argues in favour of
photo-realism and accurate humanoid representation of users. The other argues for an
impressionistic approach, which concentrates on the basic information to be conveyed
(position, orientation, identity, etc.) independent of the normal “real-world” con-
straints which apply to its presentation. For both pragmatic (performance and author-
ing) and ideological reasons MASSIVE-1 employs an abstract rather than a realistic
approach. For example figure 7 on page 36 shows typical user embodiments in a typi-
cally simple world. These embodiments convey key information about identity, loca-
tion, orientation and capabilities but have never yet been described as realistic.
Fifth, Bowers, Pycock and O’Brien, in their analysis of video footage from
MASSIVE-1 meetings, find evidence that users make use of their embodiments in
ways which are comparable to real-world interaction. Reinforcing the previous point
they say ([Bowers, Pycock and O’Brien, 1996]):
Strikingly, some familiar coordinations of body movement are observed
even though such embodiments are very minimal shapes.
Specifically, they observe (also [Bowers, Pycock and O’Brien., 1996]):
...the elementary coordination of body movements between participants,
the coordination of movements with ongoing speech, the utilisation of the
bodies to engage others and initiate talk, amongst other phenomena.
So, at least to some extent, participants are able to appropriate and make constructive
use of the facilities for interaction which are made available by the system.
Sixth and finally, by manufacturing appropriate tasks (in the ITW trials) it has been
demonstrated that participants are able to make use of the awareness control facilities
which are available in MASSIVE-1. Specifically they can make use of the different
settings for focus and nimbus. The tasks which have been used to demonstrate this are
a team game in which teams within the same space have to avoid being overheard and
an identification game in which users explore a space crowded with different audio
sources and have to identify and locate individual samples. The team game depends
on reducing nimbus to avoid being overheard while the audio game depends on reduc-
ing focus to pick out individual sources (recall that audio in this system is not stereo
or spatialised and so there are no spatial cues available in the audio signal itself).
These six points show that MASSIVE-1 is useful even in its present (rather unpol-
ished) form. They also give concrete examples of situations which reflect the philoso-
phy and socially motivated approach of the spatial model of interaction. Specifically,
there are examples of support for spontaneous and unplanned interaction, the utility of
embodied interaction, the transfer of uses of space in conversation from the real world
to the virtual world and the possibilities of using focus and nimbus to explicitly man-
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age interaction. However, a number of limitations and difficulties have also become
apparent. These are described in the following two sections.
5.3.3. Subjective awareness
The first set of issues relate to awareness, which refers here to the subjective or per-
sonal awareness which one user experiences of other participants (rather than the
awareness values which exist within the system and which to attempt to model and
facilitate this “real” awareness). In using MASSIVE-1 three particular problems of
awareness have been observed concerning peripheral awareness, engagement
between participants and degrees of presence (and absence). These are described in
turn.
Peripheral awareness
First, graphical users experience very limited peripheral awareness. They have no
awareness of things which are happening (in the graphical medium) outside of their
narrow graphical field of view. The default field of view in MASSIVE-1 is 64
degrees; larger values result in rapidly increasing visual distortion resulting from per-
spective projection which is particularly noticeable in small windowed displays (cur-
rent head-mounted displays typically have a still narrower field of view of 40-50
degrees). This can be contrasted with our real-world field of view of approximately
150 degrees. Rapid changes in viewing direction (e.g. glances to left and right) are
also much harder in MASSIVE-1 than in the real world, especially with relatively low
frame rates on the lower-specification machines. This problem was demonstrated in
meetings by the extreme difficulty which users experienced when trying to form a cir-
cle because each user was unable to see their immediate neighbours.
The immediate work-around for this problem (one of the extensions made to
MASSIVE-1 while it was in use) was to allow graphical users to choose between a
range of viewpoints related to their embodiment. The initial version of massive
allowed them only to see the world out of their embodiment’s eyes. Later versions
added the other options listed in section 4.1.1 including “chase” and over-head views.
Other solutions to this problem might include: better and faster support for glancing
around; the use of audio cues linked to graphical events (as is often the case in the
physical world); semi-automated control of viewpoint to capture significant events, or
to customise viewpoint according to context (e.g. linked to the operation of adapters);
or being able to choose to see out of another user’s eyes.
Engagement
The second problem of awareness was a frequent lack of engagement between users
attempting to communicate or converse (see [Bowers, Pycock and O’Brien, 1996]).
There were various breakdowns in communication, and users were not always confi-
dent that they had been heard. Use of back-channels (i.e. conversational responses
such as “hmm”s which build confidence in conversation) was infrequent so that users
tended to feel as if they were talking into a void. This lack of engagement may be
attributed to problems and limitations in both the audio and graphical media. On some
occasions, especially in some of the early meetings, the audio quality was erratic and
mutual awareness was unreliable causing people to justifiably question whether they
had been heard. Apart from these transient problems a more fundamental problem in
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the audio medium is use of silence suppression which may not reliably differentiate
between normal background noise and significant non-verbal sounds (silence suppres-
sion is used to reduce the required audio bandwidth and the load imposed on listen-
ers). In the graphical medium a likely problem is that the system is not able to capture
or convey detailed information such as gaze direction and other small gestures which
play a significant (though often unconscious) role in conversation.
One of the early additions made to the system was a graphical “mouth” which appears
when a user is speaking. This allows meeting participants to recognise likely break-
downs in audio communication and to take corrective measures. To a certain extent
long term users adjust to the limitations of the system by gaining the confidence to
speak into silence, by more explicitly framing the beginning and ends of their utter-
ances and by making more requests for explicit responses in their conversations (e.g.
“is that clear?”) [Bowers, Pycock and O’Brien, 1996]. Apart from further develop-
ment and care with all aspects of the audio subsystem, a key area in which this prob-
lem might be tackled is that of capturing and conveying gaze direction and other
small gestures (see for example [Ohya et al., 1993] and [Thalmann, 1993]). Alterna-
tively live video might be integrated into the graphical medium to provide, for exam-
ple, user embodiments with video faces as in [Brand, 1987] and [Nakanishi et al.,
1996].
Presence
The third problem of awareness was caused by individual participants being able to
“leave” their virtual bodies, for example to answer the telephone or to get a cup of
coffee. This was not always apparent to other occupants of the virtual world. On occa-
sions one user would appear to deliberately ignore other users. Only with time would
it become apparent that the embodiment was currently “unoccupied”. This problem
has two aspects. The first is that, as with engagement, the normal embodiments are
too static to convey (and the system is too limited to capture) the small signs of life
which would otherwise indicate a user’s virtual presence. The second aspect of the
problem is that, as discussed by Bowers, O’Brien and Pycock [1996], virtual reality
has tended to assume that users will leave the physical world behind when they enter
the virtual world. This is perhaps an unspoken assumption behind aspects of
MASSIVE-1’s design. What actually happens is that the user remains physically
within their normal working environment at the same time as being involved to some
extent with the virtual world. Events in the real world (such as the telephone ringing)
continue to engage their attention.
In a simple way this problem was addressed in MASSIVE-1 by adding a standard
graphical gesture of “sleeping” (the user’s embodiment lies down) which a participant
can use to indicate that they are not attending to the virtual world. More generally, the
same techniques which have been suggested for achieving greater engagement could
also be used to determine and represent a user’s degree of presence or involvement in
the virtual world. It is important that CVE designers recognise the continuing signifi-
cance of real-world interactions along side activity in the virtual world. Ideally CVEs
should provide facilities and tools for communicating and understanding significant
real-world events alongside their virtual counterparts.
This completes the description of the problems of awareness which were experienced
with MASSIVE-1. The next section considers problems of control and navigation.
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5.3.4. Navigation and control
As noted in section 5.3.2 users were able to use MASSIVE-1 to hold productive meet-
ings. However, in addition to the observed limitations of awareness (above) a number
of more “mechanical” aspects of system presented difficulties for users. These con-
cerned navigation in the virtual world, manipulation of focus and nimbus and control
of tools such as the message board. These are dealt with in turn.
Navigation
New users found navigation particularly difficult. Common problems included lack of
fine control, falling backwards through portals on entering a new world, becoming
lost and disorientated away from the main content of the world and unintentionally
using more than the two basic degrees of freedom (fore/aft and left/right) and being
unable to re-orient themselves with respect to the ground. Finer grained controls such
as moving ones head to look about were also found to be slow and unwieldy. At least
in part this may be attributed to the use of standard one and two dimensional input
devices only (i.e. keyboard and mouse). The limited field of view already mentioned
also contributed to at least some of these difficulties. A further factor was probably
the use of a low-level navigational interface expressed solely in terms of relative turns
and translations independent of world content.
This suggests two approaches to tackling this problem. The first is the development
and employment of more “exotic” interface devices such as 6 degree of freedom
trackers and video capture and analysis which might be more suitable than keyboard
and mouse for expressing movement and interaction in a three dimensional space.
The second possible approach is to provide higher level task-oriented or context sen-
sitive navigational facilities (e.g. moving to a designated object) or to link navigation
with the effects of adapters for example. In addition it is important to maintain high
frame rates to give accurate movement and timely feedback.
Tool control
The second problem of control that was found in use concerned the message board
tool which has been described in section 4.2.1. The message board takes text mes-
sages which it observes above a certain (high) level of awareness and displays them in
the graphical medium. The message board was created with a relatively small default
focus and the standard options for user nimbi were created so that only the
non-default “narrow” setting could be used to trigger the message board. To some
extent displaying messages on the board was made deliberately difficult to avoid acci-
dentally over-writing important information. However in normal use very few users
were able to write on the message board even when they wanted to. Writing on the
board requires a combination of correct choice of nimbus plus accurate spatial posi-
tioning. This is complicated by the lack of feedback of awareness level in the graphi-
cal medium.
The limited solution adopted for this problem in the ITW meetings was to prepare
additional teaching material and to organise a training session on the use of the mes-
sage board. This was an effective solution but is neither general nor elegant. This
problem suggests that users are not sufficiently supported in using or understanding
the spatial model as it affects their interaction in MASSIVE-1. For example, it dem-
onstrates the need for more explicit information in all media about critical awareness
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values, as well as indications of why values are as they are and how they might be
changed. In the case of the message board the user needed to know from the graphical
medium when they were engaging the message board and needed to distinguish
between the need to get closer to the message board (more within its focus) and the
need to increase the “power” of their own nimbus. Ideally both of these corrective
actions could be directly presented as options to the user.
Interaction control
The final problem concerned the employment of the spatial model in normal interac-
tion. When the trials began the default settings for focus and nimbus were “normal”,
i.e. moderate in extent and directed to emphasis face-on interaction. However the
default setting was soon changed to “wide”, i.e. large in extent and undirected. In
either case participants rarely changed their focus/nimbus setting in normal use.
In part this may be due to the nature of the trials, all of which involved small numbers
of participants (up to 10) in a single group. In this context participants normally
expected to be able to talk to everyone else in the same environment and there was
almost never more that a single active conversation. Consequently the “normal” set-
ting of focus and nimbus was found to disrupt interaction rather than facilitate it. For
example people would be unexpectedly quiet, or outside of audio range altogether.
With the “wide” setting interaction management degenerated to a single interactional
group per world with little or no spatial dependence except in specialised tasks (such
as using the message board). One of the suggested strengths of the spatial model of
interaction is in dealing with interaction in large and highly populated environments
but it has not been possible to test this in MASSIVE-1 (because it cannot support
larger numbers of mutually aware users on the machines available). In smaller
well-defined groups the affordances and facilities of the spatial model do not typically
come into play. Because of this specific tasks were created which required the flexibil-
ity of the spatial model even with relatively small numbers of participants (see section
5.3.2). Practically testing the spatial model’s support for large-scale interaction will
have to wait for a system which supports much larger numbers of participants.
It is likely that users’ apparent reluctance to actively employ the spatial model also
reflects the lack of feedback which they receive about focus, nimbus and awareness.
Furthermore the options to change focus and nimbus are not visible in the interface,
but rely on users recalling specific key presses. Future systems which build on the
spatial model should give consideration to the representation of focus, nimbus and
awareness to the user, both within the virtual environment and the interface.
A final reason for the under-utilization of the spatial model may be that the fixed func-
tions representing focus and nimbus are too inflexible and do not take into account the
context in which interaction occurs. For example, in the everyday world someone
would (consciously or unconsciously) adjust the volume of their voice to compensate
for the space which they are in and the people that they wish to address. MASSIVE-1
has no comparable automatic mechanism for tuning focus and nimbus. Similarly,
someone might concentrate on the nearest conversation, wherever it might be. Again,
MASSIVE-1 cannot directly express this kind of focus. Further development and
evaluation is needed in this area to refine descriptions of focus and nimbus to achieve
a fuller range of real-world interaction styles without requiring explicit user interven-
tion. This area is also addressed by the extensions to the spatial model which are pro-
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posed in chapter 7 which allow the spatial context in which interaction occurs to
affect awareness (e.g. being in a closed room vs. being in a open park).
This concludes the observations of and reflections on support for awareness and inter-
action in MASSIVE-1. The next and final section of this chapter summarises the main
points and draws out general conclusions for CVEs and the spatial model approach to
awareness.
5.4. Summary and conclusions
This chapter has described the implementation of direct awareness relationships in
MASSIVE-1 and the way in which awareness is used and controlled in normal inter-
action. The previous section presented an evaluation of this from the perspective of
the user, in the form of observations and reflections based on approximately 30 meet-
ings held using the system. This section summarises the main points of the evaluation
and highlights its conclusions. This is done in three stages: first, with respect to
CVEs; second with respect to CSCW; and third with respect to the spatial model of
interaction.
5.4.1. CVEs
With respect to CVEs, experience with MASSIVE-1 has shown that they can be a
useful and effective technology to support synchronous collaboration and tele-confer-
encing. However it has also highlighted four shortcomings of current CVE systems
which are listed below.
• Support for peripheral awareness. It was found that viewing the virtual world
(graphically) from “out of the user’s eyes” dramatically limited their peripheral
awareness, that is their general awareness of surrounding objects and activity. So
CVE designers must consider carefully the form and degree of coupling which is
enforced between a user’s embodiment and their perception of the virtual world.
For example, multiple camera views (such as those added for MASSIVE-1) give
the user more flexible ways of viewing the world but make it harder for other users
to reason about what the user can see.
• Ease of navigation. Navigation was found to be awkward, especially for new users.
This is a fundamental issue for CVEs because space and the use of space lie at the
heart of the CVE approach. This is also an issue for all 3D interaction including
visualisation and single-user VR interfaces.
• Flexible notions of awareness. Current CVEs do not provide explicit support for
social factors in awareness. MASSIVE-1 has demonstrated that flexible notions of
awareness can be deployed and used in a CVE to complete tasks which would oth-
erwise be impossible (e.g. forming private subgroups, working in environments
with audio “clutter”).
• Support for concurrent involvement in real-world activities. The VR approach has
tended to assume that users will effectively leave the physical world behind when
they enter the virtual world. What actually happens, especially with desktop rather
than immersive systems, is that the user remains physically within their normal
working environment at the same time as being involved to some extent with the
virtual world. CVE designers need to recognise the continuing significance of
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real-world interactions alongside activity in the virtual world ([Bowers, O’Brien
and Pycock, 1996]).
5.4.2. CSCW
With respect to CSCW MASSIVE-1 has demonstrated on a number of occasions that
it (and the underlying model) can actively support spontaneous and unplanned inter-
action. This also reflects the nature of the aura relationship which is dealt with in
chapter 6 (though from a more network-oriented perspective). Interaction in the eve-
ryday world can exhibit great flexibility and informality (see section 3.1). It is impor-
tant that CSCW and distributed system designers do not assume a tacit and naive
over-formal model of action and interaction which may unnecessarily limit the useful-
ness of such a system (see [Bowers et al., 1995] as an example of the conflicts that can
arise between formalised models of working practice and reality). CVEs in general
and the spatial model of interaction in particular are two approaches to supporting col-
laboration which aim to actively support informal and unplanned interaction and col-
laboration.
5.4.3. The spatial model
Experience with MASSIVE-1 has produced examples of situations and activities
which bear out some of the motivations behind the spatial model of interaction. These
include supporting unplanned and spontaneous interaction, the utility of embodiment
within a spatial frame to convey information and to support negotiation of interaction,
the transfer of real-world spatial actions to the virtual world and the necessity of both
focus and nimbus in different situations. These observations encourage further devel-
opment and investigation of the spatial model of interaction and similar approaches.
However, use of MASSIVE-1 has also demonstrated a number of shortcomings in the
current realisation of the model. These are listed below.
• Feedback and the malleability of the model. Feedback about and control of the spa-
tial model has proved to be inadequate in the current system. This has created
problems with the use of awareness-controlled tools and contributed to the general
neglect of focus and nimbus facilities. Future systems should give users direct and
visible feedback about current awareness relationships and the influences of focus
and nimbus.
• Sensitivity to context. Basing awareness solely on fixed focus and nimbus func-
tions defined over an abstract space has proved inadequate and at times frustrating.
This problem reflects the neglect of two aspects of interaction: the effects of spatial
context; and accommodation of (or adaptation to) interaction partners. The former
aspect is addressed by the extensions to the model proposed in chapter 7 and proto-
typed in MASSIVE-2 (chapters 8 to 10). The latter aspect of interaction requires a
more flexible, less rigidly spatial approach to specifying focus and nimbus.
• Scalability. It has not been possible using MASSIVE-1 to test the model in large or
highly-populated worlds because of the limited capabilities of the system. One of
the goals of MASSIVE-2 is to support larger numbers of users and hence to push
the model in this respect.
• The difficulty of supporting rich interaction when compared to face to face interac-
tion. The straightforward implementation of the spatial model of interaction which
is embodied in MASSIVE-1 has not (magically?) given rise to the richness and
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naturalness of interaction which might have been hoped for. Face to face interac-
tion in the physical world does not “just happen”. It is not clear at the present time
whether the observed limitations of MASSIVE-1 are because other mechanisms
involved in negotiating interaction have been neglected (e.g. gaze direction, small
gestures, sub-vocal audio cues) or because the use of space and focus and nimbus
is not sufficiently refined.
This concludes chapter 5 which has presented a description and evaluation of aware-
ness negotiation as realised in MASSIVE-1. The emphasis in this first part of the the-
sis is on direct relationships - the awareness and aura relationships of MASSIVE-1
and the spatial model of interaction. This chapter has adopted a social perspective,
particularly with regard to evaluation. The next chapter brings a more computational
perspective to its consideration of the aura relationship and the concept of spatial trad-
ing. The focus there is more explicitly on scalability, especially with respect to net-
work communication.
Chapter 6. Spatial trading
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Chapter 6.  Spatial trading
Section 4.4 of chapter 4 described how the spatial model of interaction was realised in
MASSIVE-1 in terms of two key relationships: the awareness relationship, which
links two interacting objects, and the aura relationship, which links an object to a
world. Chapter 5 has considered the awareness relationship and the way it which it is
used to realise and negotiate direct awareness between objects (and participants). The
evaluation of that chapter focused on the way in which this was made available to and
used by normal system users. This chapter focuses on the communication manage-
ment employed in MASSIVE-2 and its implications for the scalability of unicast
peer-to-peer CVEs. This is presented in terms of “spatial trading”, one of the main
contributions of this thesis, which is the formalisation of aura management in a dis-
tributed systems context. Section 6.1 describes how spatial trading is implemented in
MASSIVE-1 in terms of the aura relationship while section 6.2 describes how spatial
trading is used and managed. Section 6.3 evaluates the scalability of spatial trading
and unicast-based peer-to-peer networked CVEs with respect to total network band-
width requirements. A networking perspective is adopted for the evaluation in this
chapter to complement the more sociological perspective of the previous chapter.
Finally, section 6.4 summarises these results and sets the context for part II of this the-
sis. However first of all spatial trading must be defined more formally.
In the spatial model an aura is “a subspace which effectively bounds the presence of
an object within a given medium and which acts as an enabler of potential interac-
tion” [Benford and Fahlén, 1993]. So in the spatial model objects with overlapping
auras should be enabled to communicate. This can be conceptualised as a brokering or
trading process in which objects with compatible and overlapping auras are intro-
duced to one another. This is formalised here as the concept of “spatial trading” (as
reported in [Greenhalgh and Benford, 1995]), which combines aspects of
attribute-based naming services as in ANSA [ANSA, 1989] and ODP [ITU-T, 1995]
with the virtual reality technique of collision detection.
In trading terms an aura is an offer of service and a request for service combined. The
attributes which characterise an aura are: world; medium; location with the world; and
size and shape. Figure 14 on page 65 illustrates the concept of spatial trading. Each
client keeps the spatial trader up to date with details of its aura (which combines offer
and request). The spatial trader uses collision detection techniques to incrementally
identify matching offers and requests and informs the corresponding clients. Clients
then act on this information, for example, to establish direct channels of communica-
tion as in MASSIVE-1 (which establishes an awareness relationship as described in
chapter 5).
There are four features of spatial trading which distinguish it from normal
attribute-based trading (as in the ODP model, for example). These are listed below.
• The offer and request persist together for as long as the object exists. In contrast,
the normal behaviour of a trading service is that, while offers may be long-lived,
requests are transient and return a single response. Normally requests have no
ongoing effect on or representation within the trading service.
• The criteria for matching offers and requests include a notion of distance or prox-
imity. In attribute-based trading the matching criteria are more often discrete pass/
fail tests such as matching a text string.
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• A request always expects to learn of all matching offers. Attribute-based traders
typically support this as an option but it is more common to search for a single
matching offer (e.g. representing a provider of a particular service).
• Over their lifetimes offers and requests may change many times and typically each
change will be small (e.g. as an object moves around a world). With
attribute-based trading offers and requests are normally fixed when they are cre-
ated and there is no efficient mechanism for incrementally changing them (e.g.
avoiding renotification of offers which are already known).
The formulation of spatial trading is one of the main outcomes of this thesis. The next
section describes how its is implemented in MASSIVE-1.
6.1. Implementation
An implementation of aura-based spatial trading requires:
• a spatial trader (or “aura manager” in figure 11 on page 44 and figure 12 on
page 48) which monitors auras and performs introductions;
• a protocol by which an object can communicate with the spatial trader, specifying
its aura attributes to the spatial trader and receiving responses from it.
In MASSIVE-1’s distribution model the spatial trading protocol is realised as a con-
nection between appropriate interface types: an object or process which depends on
spatial trading creates an instance of the aura interface type and connects it to the spa-
tial trader’s (null) interface (see figure 15 on page 66). This connection forms the con-
text in which an aura can be efficiently and incrementally updated and which can
Figure 14: the concept of spatial trading
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persist for as long as required (but not longer - failure of the object will terminate the
connection, signalling withdrawal of the aura).
Because the spatial model defines worlds as disjoint spaces there is no possibility of
an aura in one world colliding with an aura in another world. Consequently it is sim-
plest to organise spatial trading on a per-world basis. In MASSIVE-1 a single spatial
trader may be responsible for one or more worlds. Other spatial traders may be run-
ning at the same time (on the same or other machines) and have responsibility for
other worlds. In as much as a world is explicitly represented in MASSIVE-1 it is rep-
resented by the spatial trader (or aura manager) responsible for that world, i.e. in
MASSIVE-1 the only objective (universally agreed) information about a world is the
identities and locations of the auras within that world. All other information, e.g.
object appearances, are communicated directly between the objects concerned and
may be different for each observer. The spatial trader has no information about the
objects “behind” the auras: it has no knowledge of the contents of individual media
such as geometry, sound or text. So the relationship between an object and a world is
defined entirely by the object’s auras.
The remainder of this section gives details of the spatial trading protocol, which is the
realisation of the aura relationship (section 6.1.1), and explains how spatial traders are
located and used (section 6.1.2).
6.1.1. Aura relationship
This section describes the aura relationship, i.e. the spatial trading protocol. Consider
the example in figure 15 on page 66 which shows a single client process and a single
Figure 15: a spatial trader with a single client
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spatial trader process. The client process has an aura interface which represents a sin-
gle medium-specific aura. The client establishes a connection between this interface
and the spatial trader’s interface (which has a null type and does not define any
attributes or entry points). The aura interface type is shown in table 8 on page 67.
The first six attributes describe the aura:
• identity explicitly identifies the object which owns the aura and is needed to avoid
race conditions which might otherwise occur in the implementation;
• world identifies the virtual world using a readable string (the world name);
• medium specifies the name of the medium in question and implies a particular type
of peer interface although this is not checked (the spatial trader just matches text
strings, so that if a new kind of object joins the system which uses a new medium
then the spatial trader can dynamically add that new medium to the running sys-
tem);
• position and radius specify a spherical aura in the three-dimensional world space;
and
• type distinguishes between the normal active auras associated with users and pas-
sive auras which are associated with background objects - passive auras should not
be introduced to one another since neither party wants to obtain information (this
corresponds to an “offer-only” aura and avoids generating a large number of
unused collisions and notifications within the system and the spatial trader).
The information which is exchanged when two compatible auras collide is the inter-
face attribute which specifies the network address of an interface which can be used to
communicate directly with the object concerned. In MASSIVE-1 this will be the
appropriate medium-specific peer interface.
The collision stream is used by the spatial trader to notify a client when its aura col-
lides with and separates from other compatible auras. This is the end result of the trad-
ing process. Note that separation of auras is also notified to the client. This prevents
Table 8: the aura interface type
Purpose Name Kind Type
Describe aura identity attribute identity_t
world attribute string
medium attribute string
position attribute float[3]
radius attribute float
type attribute aura_type
Offer details interface attribute interface_address
Response collision stream collision_t (match/end match)
Management add manager action interface_address, returns int
remove manager stream void
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the number of active matches increasing indefinitely and avoids race conditions which
would result if this decision were delegated to the individual clients involved.
The add manager and remove manager entries are used to manage multiple spatial
traders and are dealt with in the next section. To summarise the main part of the aura
relationship, a client with an aura creates a corresponding aura interface and connects
in to spatial trader. The client sets the identity, interface and aura type attributes and
then uses the world, medium, position and radius attributes to communicate with the
spatial trader. The spatial trader returns collision notifications which include the inter-
face attribute from the colliding aura’s interface so that the clients can establish direct
communication.
6.1.2. Managing multiple spatial traders
It was noted in the previous section that a number of spatial traders may be running
concurrently, each handling one or more worlds. The last two elements of the aura
interface, add manager and remove manager, support a referral facility by which a
spatial trader can pass an aura on to another spatial trader. This is used to move auras
to the appropriate spatial trader for their current world. Transfer of an aura may occur
in two situations:
• when a client starts up it connects to a default spatial trader on a well-known
address which is not necessarily responsible for the aura’s world; and
• when a client moves from one world to another (e.g. via a portal) it will specify the
new destination world which may be handled by a different spatial trader.
In each case the current spatial trader uses preconfigured information about worlds
managed by other spatial traders to transfer the aura to the appropriate spatial trader.
A spatial trader uses the add manager action (RPC) to redirect the client to the desti-
nation spatial trader; it then uses the remove manager stream event (asynchronous
message send) to tell the client to disconnect from the referring spatial trader.
Figure 16 on page 69 illustrates this referral process for a new client process.
It would be straight-forward to use global locators such as URLs to identify spatial
traders for particular worlds. This would allow the evolution of a widely distributed
and loosely coupled virtual universe (linked via portals) directly comparable to the
World Wide Web.
This section has described the aura relationship in MASSIVE-1 which is realised in
terms of spatial trading. It has also given details of the aura protocol and of the inter-
action between multiple spatial traders. The next section describes how spatial trading
is seen and controlled by normal users of the system.
6.2. Use
This section describes briefly how aura and spatial trading are used and controlled in
MASSIVE-1 as viewed by a normal user.
As in the spatial model aura collision is a prerequisite of interaction in MASSIVE-1.
Without aura collision there can be no interaction and no awareness between objects.
Auras are specific to a single world and medium and so all direct interaction occurs
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between objects which are in the same world and which support the same medium
(although a single object can also have other auras in other media).
Until auras have collided an awareness relationship will not be established and so
awareness cannot be calculated. So a user is unable to perceive (see, hear, etc.) any
object which is out of aura range. Those objects which are within aura range may be
further filtered before their presentation to the user based on negotiated awareness
levels, as described in chapter 5. Hence aura defines the maximum scope of a user’s
awareness within the virtual world. An aura should normally be at least as large as the
object itself (which might be a room or a building). This ensures that any objects
which are within an object will be within its aura range and so made aware of it. For
an active object such as a user an aura must also be at least as large as their focus or
there will be sudden jumps in awareness when an object eventually comes into aura
range.
An object’s auras are continually updated as it moves around the virtual world and as
it jumps between worlds. This updating occurs automatically as users navigate using
the facilities of the text and graphical clients (described in chapter 4, section 4.1). In
addition the size of a user’s aura can be controlled directly together with focus and
nimbus. The three preset interaction modes (“wide”, “normal” and “narrow”) pro-
vided by the text and graphical clients each have their own appropriate aura size. The
graphical client facilities which vary focus and nimbus also adjust aura size. Finally,
each adapter object specifies an appropriate size for aura in addition to specifying
parameter values for focus and nimbus.
1. An object connects to its default
spatial trader and describes its aura,
specifying its desired world.
2. The default spatial trader refers the
object to the designated spatial trader
for that world and tells it to discon-
nect from the default trader.
3. The object connects to the new
spatial trader and describes its aura
to it.
4. The new spatial trader, which han-
dles that world, tests for aura colli-
sions and informs the client as they
occur.
Figure 16: the process of referral between spatial traders for a new client
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This section has described how aura is used and controlled in MASSIVE-1. The use
of aura and spatial trading is straightforward because the system has been designed
“from the ground up” around these concepts: no inter-user communication ever
occurs without aura playing its part. The next section considers the usefulness of aura
and the scalability of CVEs based on unicast peer-to-peer communication (such as
MASSIVE-1).
6.3. Evaluation
The evaluation in this chapter adopts a computational and networking perspective to
complement the more sociological perspective of chapter 5. The last two sections
have described how spatial trading is implemented and used in MASSIVE-1. This
section now considers the potential scalability of a CVE based on spatial trading and
of unicast-based peer-to-peer networked CVEs in general. In many ways this section
is a prelude to the evaluation of chapter 10. It is preserved here to maintain the histor-
ical structure of the work and to motivate the transition to part II of this thesis. This
evaluation is also somewhat less extensive and ambitious that the analysis of section
10.3 and provides a gentler introduction to the issues under consideration.
This section analyses the potential scalability of MASSIVE-1, i.e. the number of
simultaneous users which it may support. It does this by developing a predictive
model of the total network bandwidth requirements of MASSIVE-1 for varying num-
bers of users. This traffic model is then used to estimate the network bandwidth
requirements for different user populations and equivalently to estimate the numbers
of simultaneous users which could be supported by given networks. The model is also
used to explore the effect of spatial trading and the potential utility of network multi-
casting (rather than the unicast communication employed in MASSIVE-1). This anal-
ysis assumes that total network bandwidth is the limiting factor determining
scalability, an assumption which is partially relaxed in chapter 10.
It has not been possible to use MASSIVE-1 with very large numbers of simultaneous
users: the largest meeting to date involved 10 participants. However the traffic model
described here builds on the experience to date, combined with detailed analysis and
understanding of the protocols and operation of MASSIVE-1 to extrapolate to larger
scale usage. The traffic model combines:
• a simple model of user behaviour based on the data in appendix A which has been
derived from analysis of the MASSIVE-1 trials listed in section 5.3.1, especially
the ITW trials;
• a detailed study of the various protocols used (as described in this chapter and the
previous one) with regard to the network messages associated with key user-level
events; and
• a number of assumptions about the kinds of interaction which may take place.
The modelling of user behaviour characterises the user activity observed in small
scale trials. Strictly, this is specific to small-group teleconferencing with the particular
users involved - other users in other applications and setting may behave very differ-
ently. However it provides a starting point in an otherwise undefined area.
User actions such as moving and speaking have direct implications for the system
which must propagate this information to other participants. By analysing the proto-
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cols used it is possible to predict network traffic requirements as a function of user
activity. When combined with knowledge of system handling of additional users and
with assumptions about general patterns of activity it is possible to extend this predic-
tion of network traffic requirements to address arbitrary numbers of simultaneous
users. This is the approach adopted here (section 10.3 describes this modelling proc-
ess more generally).
Section 6.3.1 describes the model of user behaviour employed. Section 6.3.2 lists the
key data exchanges found in MASSIVE-1 which depend on user activity. In section
6.3.3 this data is combined to give the full traffic model which shows how total band-
width requirements are expected to vary with the number of simultaneous users and
the use of spatial trading. Section 6.3.4 reflects on the validity and generality of this
model. The last two sections consider the implications of this model for spatial trad-
ing (in section 6.3.5) and for unicast peer-to-peer networked CVEs in general (in sec-
tion 6.3.6).
6.3.1. User model
The key elements of the model are listed below. First there are a number of assump-
tions or restrictions on the use of the system.
• All users have a full complement of text, graphical and audio clients.
• Users have standard embodiments.
Second, there are a number of simplifying observations of the typical characteristics
of MASSIVE-1.
• The most significant user events are moving and speaking (text messages and ges-
tures are ignored).
• The average frame rate is 6 Hz (observed in use on a Sun 10ZX, and adequate for
normal use).
• The contribution of background objects is much less than that of users and can be
ignored (from preliminary studies a background object in MASSIVE-1 generates
roughly one tenth the traffic of a normal participant).
Third, there are two observations of “typical” user activity based on analysis of
small-scale trials (as described in appendix A).
• Users move 20% of the time (see appendix A, section A.2.1).
• Users speak (or rather send network audio data) 25% of the time (appendix A, sec-
tion A.3.1).
Finally, there are two more general assumptions about the way in which the system
might be used and people interact and behave.
• Users move between worlds or groups of users so that they change the peers with
which they interact once per minute (this value is somewhat higher than in the trial
meetings, which was about 5 minutes, but remains a relatively insignificant part of
the total).
• All users interact with (on average)  other users as a result of spatial trading. For
example, users might form variable and changing groups with an average of
participants.
M
M 1+
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In MASSIVE-1 the main causes of network traffic are:
• coordinating master and slave user clients;
• updating the spatial trader (due to movement, world transition or aura adaptation);
• establishing new associations with other users and objects upon aura collision; and
• interacting with other users and objects while in aura range.
Of these four items the first two are independent of the number of other participants
using the system. The third item, establishing new associations, depends on the rate at
which groups or associates change. The fourth, interaction, depends on the number of
other users and objects within aura range at any time (which is denoted by ).
The three key user-level events or activities which generate associated network traffic
are: user movement; speech; and the arrival of a new interaction partner (i.e. an aura
collision and subsequent data exchange). Table 9 on page 72 shows the basic traffic
generated by each of these events independent of any particular assumptions about
user behaviour; each has a component which is per user only (the upper row), and a
component which depends on the number of peers which each participant currently
has (the lower row).
6.3.3. Traffic model
The user model in section 6.3.1 indicates how often each of the events in table 9 on
page 72 can be expected to occur. Combining this information gives average network
bandwidths for each of these activities as shown in table 10 on page 72. The user
model applied assumes an average movement rate of 1.2Hz (taking into account
frame-rate and stationary periods), a speaking rate of 25% and a peer change rate of
once in 60 seconds. These combine with the values for movement, audio and new
peers, respectively.
Table 9: network traffic resulting from key events.
Movement
(kbyte/step)
Audio
(kbyte/sec)
New peer
(kbyte/peer)
Per user 1.2 0 2.1
Per peer per user 2.1 8.3 13.2
Table 10: average network bandwidths.
Movement
(kbyte/sec)
Audio
(kbyte/sec)
New peer
(kbyte/sec)
Total
(kbyte/sec)
Per user 1.4 0 <0.1 1.4
Per peer per user 2.5 2.1 0.2 4.8
M
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The final column of table 10 on page 72 gives the total expected network bandwidth
(in kbyte/sec) as a function of the total number of participants, , and the average
number of other participants in aura range, :
(Equation 10-1)
For constant group size (i.e. constant ) this will be proportional to , the total
number of participants. On the other hand, if all users are in aura range (i.e. effec-
tively a single group) then  and the maximum possible bandwidth is
obtained:
(Equation 10-2)
This is equivalent to using neither aura nor multiple worlds to limit interaction.
Figure 17 on page 73 shows the resulting total bandwidth plotted against the number
of simultaneous participants for different group sizes (i.e. different values of ).
Figure 18 on page 74 shows the tradeoffs between total number of participants and
average group size for a range of total network bandwidths.
N
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Figure 17: total network bandwidth against number of participants for a range
of group sizes.
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6.3.4. Reflections
Having presented a simple model of total network traffic for MASSIVE-1 it is appro-
priate to reflect on its limitations before using it to explore implications for the use of
spatial trading and the scalability of unicast-based peer-to-peer CVEs.
Observed network traffic has been analysed for one machine for six of the ITW meet-
ings (see section 5.3.1) to provide a qualitative check on the values in the model. It
was not possible to track and identify the exact event-related traffic used in the model.
The observed average bandwidths are shown in table 11 on page 74.
Table 11: observed average network bandwidths for MASSIVE-1
Traffic Per user Per peer per user Model
Audio - 1600 bytes/s 2100 bytes/s
Movement - 1300 bytes/s 2500 bytes/s
Spatial trading 100 bytes/s - part of movement and
new peer - 1400 byte/s
Local trading 10 bytes/s - neglected
World server 300 bytes/s - neglected
(background objects)
Figure 18: trade-off between number of participants and group size for a range
of total network bandwidths.
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The most important figures, for audio and movement, are comparable with the model
values. The low figure for movement probably reflects the use of a less capable
machine for these measurements (supporting a lower than average frame-rate). The
communication with world servers is found to be relatively small, justifying the
neglect of background objects in this application. It was not possible to track the
inter-client communication which is a significant part of the per-user components of
the traffic model. Altogether, these measurements have the expected form of per-user
and per-peer components and are consistent with the model presented.
Having touched on the experimental validity of the model it is worth revisiting the
assumptions that underlie the model. These assumptions limit the accuracy and appro-
priateness of the model in different situations and scenarios and should be borne in
mind when applying these results. The main reservations concerning the applicability
of the model are listed below. Some are rather minor, while others are significant for
some applications such as data visualisation.
• MASSIVE-1 uses unicast-based peer-to-peer networking; the model and infer-
ences are specific to this approach.
• The impact of background objects has been ignored. This may be appropriate in a
tele-conferencing application but would not be appropriate in a database visualisa-
tion which might have thousands or millions of non-user objects. To apply the
model in this kind of application requires that objects be accounted for (at least) in
terms of equivalent numbers of participants or influence on effective group size.
• Particular rates of change and levels of complexity of peers (e.g. geometry com-
plexity) have been assumed. With these assumptions traffic due to the establish-
ment of new peer associations is small (less than 5% of the total). However a
combination of rapid change and much greater peer complexity could dramatically
increase this traffic component and change the pattern of total system bandwidth
requirements.
• Different systems will use different protocols giving rise to different amounts of
traffic for each key event. MASSIVE-1 is rather inefficient (e.g. duplicating move-
ment messages for each medium). However no one class of event is disproportion-
ately inefficient so the same pattern of behaviour should be observed in other
systems, though probably for larger numbers of participants or for larger group
sizes.
• Different levels of user activity will result in different bandwidth requirements for
each user (e.g. there will be more audio traffic if individuals spend less time silent).
Again, however, the overall form of the results should be the same.
So this traffic model remains representative in form of any CVE system based on uni-
cast peer-to-peer communication in conjunction with either spatial trading or multiple
worlds (see below).
6.3.5. Spatial trading
The model of expected network traffic demonstrates the potential of auras and spatial
trading to reduce network requirements and/or increase the potential number of par-
ticipants when compared to a system which does not use spatial trading. Most signifi-
cantly, the use of auras reduces the total network bandwidth from  (equationO N2  
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2) to  (equation 1). The management traffic overhead due to interacting with
the spatial trader is quite small (it is one component of the per user traffic in table 9
and table 10 on page 72) and is .
Using auras to scope (and limit) interaction in this way has the same effect on network
bandwidth as enforcing a distribution of participants between a number of different
virtual worlds. However using auras and spatial trading has significant advantages
over splitting participants just according to world. These advantages of spatial trading
are listed below.
• It naturally includes division by world as a special case.
• It allows gradual, natural and visible transitions between groups within the same
world, as opposed to sudden and discrete jumps between worlds.
• It allows different media to be treated in different ways (e.g. large visual aura and
small audio aura).
• It avoids the need for invasive system intervention such as barring access to busy
worlds.
• It supports flexible control and graceful degradation through interactive or auto-
matic modification of aura, for example shrinking auras to reduce system and net-
work load in a busy region.
The use of auras and spatial trading as the basic enabler of communication has been
one of the most successful and interesting aspects of MASSIVE-1.
6.3.6. Unicast CVEs
Even with spatial trading to manage the number of active peers it is clear from this
traffic model that peer-to-peer interaction is the dominant component of network
bandwidth, even with relatively small numbers of active peers. This is the “per peer
per user” component in the model, which is . In a CVE there are elements of
interaction which are specific to a single pair of peers; this is particularly clear in a
system based on mutually negotiated awareness as MASSIVE-1 is. However the basis
of a CVE is normally a shared and primarily objective virtual world: participants can
agree about the locations and properties of objects and embodiments. This objectivity
and agreement are significant for facilitating cooperation. Consequently much, if not
all, of the information being communicated between participants’ processes is objec-
tive in character, i.e. observer independent.
The unicast-based networking employed in MASSIVE-1 means that each network
packet (each message or block of information) has to be delivered to a single destina-
tion. So to send the same information to a number of destinations (e.g. a number of
peers) requires one packet for each destination. These packets often travel over the
same network links and segments for some or all of their journeys. It is this duplica-
tion of packets which gives rise to the  limiting term in the network traffic
model because  users must each send  copies of each message.
However network multicasting allows the same packet to be delivered to many desti-
nations. With networking technologies that use a shared physical medium (e.g. Ether-
net and FDDI) the same packet can be directly received by any number of machines
on that network segment. The addition of multicast routers allows a single packet to
O NM( )
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be distributed to many destinations over wide area and inter-networks (see figure 4 on
page 25). Using multicast routers defers duplication of packets until the last possible
moment (i.e. when the network divides) and so duplicate packets can be avoided on
all network links and segments [Deering and Cheriton, 1990].
Ideally, multicasting might reduce the total network bandwidth for MASSIVE-1 (in
kbyte/sec) to
(Equation 10-3)
This is shown in figure 19 on page 77 which is directly comparable to figure 17 on
page 73 except that it assumes multicast rather than unicast networking for inter-peer
communication.
All updates (movement and audio) are assumed to be ideally multicast (as defined
below). The remaining much reduced  term corresponds to forming the ini-
tial association with a new peer and exchanging information such as appearance.
There are a number of optimistic assumptions in this new model which would tend in
reality to increase the  term of equation 3. These are listed below.
• It ignores the possibility of individually tailored inter-peer communication which
is inherently  (this might include aspects of awareness negotiation for
example or subjective views as discussed in [Snowdon et al., 1995]).
• It ignores the multicast management overhead associated with joining or leaving
groups.
• It assumes reliable multicasting for at least some updates (though probably not
audio) with no overhead or per receiver growth in traffic.
B N 0.2M 6.0+( )=
Figure 19: total network bandwidth against number of participants for a range
of group sizes assuming ideal multicasting.
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• It depends strongly on the rate at which new peer associations are formed, which
will be application and context dependent.
This analysis also assumes (as does the model already presented) that total network
traffic is the most important factor. This assumption is more realistic in the unicast
case. Its limitations in the multicast case will be dealt with (among other issues) in the
second part of this thesis.
Never the less, the potential reduction in total network bandwidth is dramatic: for an
average group size of 10 it gives a six-fold reduction in required bandwidth, or equiv-
alently six times as many participants supported by the same bandwidth. For larger
group sizes the benefits are greater still, up to a factor or more than 20 times. So, with
respect to total network bandwidth the scalability of an objective CVE will typically
be much lower if it is based on unicast networking than if it is based on multicasting.
This is a key observation and motivation for the work presented in the second part of
this thesis.
This completes the analysis of the potential scalability of unicast-based peer-to-peer
CVEs and of CVEs based on spatial trading in particular. The final section of this
chapter summarises the key results and conclusions and leads into part II of this the-
sis.
6.4. Summary and conclusions
This chapter has described spatial trading and the implementation of the aura relation-
ship in MASSIVE-1. The previous section evaluated this from the perspective of the
network by developing a model of expected network traffic which combines the
behaviour of the application with expected user behaviour based on trials held using
the system. This section summarises the conclusions of this chapter with regard to
spatial trading and unicast peer-to-peer networked CVEs. Finally, it draws together
key elements of the first part of this thesis and leads into part II.
6.4.1. Spatial trading
This chapter has described how the aura component of the spatial model can be
understood and realised as a brokering or trading exercise in which objects with com-
patible and overlapping auras are introduced to one another. This has been formalised
as the concept of “spatial trading”, which combines aspects of attribute-based naming
services as in ODP with the virtual reality technique of collision detection. The key
distinctives of spatial trading compared to normal attribute-based trading are: the
offer and request both persist for as long as the object exists; the criteria for matching
offers and requests include a notion of distance or proximity; a request always expects
to learn of all matching offers; and offers and requests may change many times over
their lifetimes but typically each change will be small and incremental. The formula-
tion of spatial trading is one of the main outcomes of this thesis.
The network traffic model developed in section 6.3 shows that the use of spatial trad-
ing reduces the total network bandwidth requirement from  to
(where  is the number of simultaneous users and  is the average group size). For
CVEs the spatial trading approach has significant advantages over just splitting partic-
ipants into limited sized worlds in that: it allows gradual, natural and visible transi-
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tions between groups within the same world; it allows different media to be treated in
different ways; it avoids the need for invasive system intervention such as barring
access to busy worlds; and it support flexible control and graceful degradation
through interactive or automatic modification of aura.
Spatial trading is a powerful notion which can be applied not only to CVEs but also to
other CSCW and distributed systems. For example, Rodden’s [Rodden, 1996] appli-
cation of the spatial model to broader classes of collaborative systems could use spa-
tial trading in a similar way (though with network-structured rather than Cartesian
spaces).
6.4.2. Unicast-based CVEs
The network traffic model developed in section 6.3 indicates that communication
between peer processes is the dominant cause of network traffic for unicast-based
peer-to-peer CVEs. This is true even with relatively small numbers of active peers.
The total network bandwidth requirement is  where  is the number of
simultaneous users and  is the average number of other users in aura range. For the
protocols used in MASSIVE-1 changing from unicast to multicast-based communica-
tion could result in a reduction in total bandwidth requirements of over 80% for
 and more than 95% for large values of . For an “ideal” protocol (if such a
thing could be created) the reduction in required bandwidth might approach a factor
of , i.e.  total network bandwidth.
For systems with large values of  the attractions of multicasting are almost irresist-
ible. However it must be borne in mind that this assumes strictly objective worlds
(without tailored communication to individual peers). It also ignores multicast man-
agement and reliability costs. Finally, the potential reduction in bandwidth depends on
how often peer relationships change and on how the initial knowledge of peers is
obtained. This is expanded further in chapter 10.
6.4.3. Bridge
This section concludes part I of this thesis and sets the context for part II.
Part I has described the spatial model of interaction and the MASSIVE-1 system
which implements it. Particular attention has been paid to the user aspects of aware-
ness and interaction and to the network requirements of unicast-based peer-to-peer
CVEs. Part II builds on this to present proposed extensions to the spatial model of
interaction and the more recent MASSIVE-2 system which implements this extended
model. The work presented in part II concentrates on a number of key issues which
have been raised by the evaluations in part I. These key considerations are listed
below.
• A computational model of awareness, such as the spatial model of interaction, pro-
vides unique opportunities for realising flexible patterns of interaction. This is
expected to become increasingly significant in larger and more populated virtual
worlds (see section 5.3.2) and is a critical system requirement.
• The process of awareness negotiation needs to take account of the context in which
interaction occurs, for example a closed room compared to open terrain (see sec-
tions 2.2.1 and 5.4.3).
O NM( ) N
M
M 10= M
M O N( )
M
6.4.3. Bridge
80
• Scalability with respect to network bandwidth demands appropriate use of network
multicast facilities (see section 6.3.6).
The primary goal of the work presented in part II is to improve the scalability of both
the spatial model and of CVE systems such as MASSIVE-1. It has been argued in this
thesis that social and computational perspectives must be brought together if compu-
ter based systems are to approach the richness of everyday social existence. To this
end the third party object extension to the spatial model presented in the next chapter
provide socially motivated support for richer, context-sensitive interaction in a way
that can be exploited to increase scalability. The MASSIVE-2 system demonstrates
how this extended model can also be realised by a complementary multicast-based
network architecture. The evaluations in part II parallel those in part I in considering
awareness from a user perspective and system scalability from a networking and com-
putational perspective.
This concludes chapter 6 and part I. The next chapter presents the proposed third
party object extension to the spatial model of interaction.
Chapter 7. Third party objects
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Chapter 7.  Third party objects
This is the first chapter of part II of this thesis. Part I (chapters 3 through 6) has
described the spatial model of interaction and the MASSIVE-1 system together with
user and network oriented evaluations. These evaluations have raised many issues
concerning the scope and realisation of the spatial model and the network scalability
of CVE systems. Two issues have been singled out as being particularly significant
for this thesis: network scalability; and the effects of context on interaction. These
form the focus of part II.
This chapter proposes a fundamental extension to the spatial model of interaction
which is called “third party objects”. This provides socially motivated support for
richer, context-sensitive interaction in CVEs. This is the principle theoretical contri-
bution of this thesis. Chapter 8 introduces the MASSIVE-2 system which is based on
and implements these extensions in addition to the original spatial model of interac-
tion. Chapter 9 describes the implementation of awareness negotiation in
MASSIVE-2 and presents a preliminary evaluation from a user-oriented perspective
comparable to chapter 5 (except that this work is more recent than that presented in
part I and experience with it is correspondingly more limited). Potential system scala-
bility has been an essential consideration in shaping the extended model described
here. Chapter 10 describes how the MASSIVE-2 system realises the extended model
through a complementary multicast-based network architecture. This allows
MASSIVE-2 to exploit the unique affordances for scalability which are inherent in
the extended model (see section 7.3). The evaluation of chapter 10 analyses this and
other possible network architectures and uses of multicasting in CVEs.
The next section presents the proposed third party object concept and describes how it
fits into the existing spatial model of interaction. Section 7.2 describes potential appli-
cations of this extended model beyond those possible with the original model (in
addition a number of prototype applications are described in chapter 9). As a prelude
to chapter 10, section 7.3 highlights the affordances of the extended model which can
be exploited to increase potential system scalability.
7.1. Theory
The original spatial model of interaction (described in chapter 3) reasons about poten-
tial awareness between objects in diadic relationships. Consider for example objects A
and B in figure 20 on page 82 (a). The spatial model concepts of medium and aura
determine whether this potential relationship is actually considered as being signifi-
cant. A and B then use their respective foci and nimbi to negotiate mutual levels of
awareness. These levels of awareness quantify the importance of each object to the
other. Or equivalently, awareness may be regarded as a measure of the desired “qual-
ity of service” (QOS) to be given to communication between A and B. Recall that
awareness may be different in each direction and may be different in each medium
(e.g. graphics, audio, text). Consider now the introduction of a third object, C, as in
figure 20 on page 82 (b). The original spatial model considers every diadic relation-
ship individually and independently so that the relationship A-B is unaffected by the
introduction of C. The extensions to the spatial model proposed in this thesis concern
the role of “third party” objects such as C and the effect which they can have on other
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direct awareness relationships such as that between A and B. The concept of adapters
in the original model can be seen as a limited and special case of third party objects
and is considered in section 7.2.
The third party object, C, may be used to represent some aspect of the context in
which A and B interact, such as a room or a shared artefact. Involving the third party
object in the awareness negotiation process allows for richer, context-sensitive pat-
terns of interaction. This is one of the primary motivations behind this proposed
extension to the spatial model of interaction (together with scalability). The remainder
of section 7.1 describes third party objects in terms of their effects and their activa-
tion, i.e. what they do and when they do it.
7.1.1. Effects
Third party objects can have two basic effects on awareness which are termed “adap-
tation” and “secondary sourcing”. These are described below and illustrated in
figure 21 on page 82. These effects can be combined to create complex and flexible
awareness relationships.
Figure 20:  diadic awareness relationships and third party objects
A B
(a) a direct awareness relationship
A B
(b) a third party object, C
C
Figure 21: third party effects
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C
(a) adaptation of direct awareness
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(b) secondary sourcing
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• Adaptation. Third party objects can modify or “adapt” existing awareness relation-
ships. So in figure 21 on page 82 (a) C can affect A and B’s direct awareness of
each other. It may increase awareness, leave it unchanged, attenuate awareness or
eliminate it entirely. Different effects may be applied in each direction and in each
medium.
• Secondary sourcing. Third party objects can introduce new indirect awareness
relationships. So in figure 21 on page 82 (b) C can provide A with information
about B and hence awareness of B even when A has no direct awareness of B. Sec-
ondary sourcing introduces new expressiveness into the model because C can act
as a secondary source for a group of objects as well as for a single object. This
allows groups of various kinds to be directly represented in the model. Typically a
secondary source consumes information from a number of objects, filters and com-
bines this information in some way and redistributes it. Different media may sup-
port different forms of secondary sourcing. For example audio signals may be
mixed together, video images may be tiled and multiple geometries may be com-
posited or approximated (see for example projection aggregation [Singhal and
Cheriton, 1996] as a form of secondary sourcing and abstraction). The addition of
secondary sources to the model also supports other forms of indirect awareness
such as cross-medium adaptation (as seen in the text-to-speech convertor and the
message board of MASSIVE-1, section 4.2) and other forms of delegation and rep-
resentation.
The next section describes how these effects can be controlled. Section 7.2 then con-
siders the combination of different effects and patterns of activation in a number of
theoretical examples.
7.1.2. Activation
The activation of third party objects is determined by the existing direct awareness
relationships, specifically those which involve the third party object itself. So in
figure 20 on page 82 (b) the effect of C on the relationship A-B will depend on the
relationships A-C and B-C and the associated awareness levels. Because the activation
of third party objects depends on awareness it can exploit the power and flexibility of
awareness negotiation. In particular this means that one third party object can control
or influence another through the same third party mechanism applied to the first
object’s controlling awareness relationships.
Returning to figure 20 on page 82 (b) there are six potential awareness relationships
between A, B and C in each medium: there is A’s awareness of B, A’s awareness of C,
B’s awareness of A, B’s awareness of C, C’s awareness of A and C’s awareness of B.
In principle C might be activated based on any combination of these awareness val-
ues. However three cases are particularly interesting and useful. These are illustrated
in figure 22 on page 84 and are described below.
• Membership. This depends on the third party’s awareness of both of the other
objects (figure 22 on page 84 (a)). In this case C’s awareness of A represents the
degree of A’s membership of the group or set represented by C. Membership may
be determined according to awareness in a normal medium (e.g. graphics or audio)
may depend on a specialised medium (such as the adapter medium in
MASSIVE-1, section 5.1.3), or may depend solely on the spatial medium (i.e.
where things are). For example an object or a participant may become a “member”
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of a room by entering it. This might allow them to have full awareness of, and so
interact fully with, the other occupants (members) of the room.
• Sharing. This depends on the awareness which both objects have of the third party
object (figure 22 on page 84 (b)). A’s awareness of C describes A’s interest in C. So
if A and B are both highly aware of C then they can be regarded as sharing C, in
some sense, i.e. C is a object of common interest and may reflect a more general
overlap of interests between A and B. Typically the awareness relationships
between A and B would be enhanced in this situation to reflect the increased scope
for cooperation or conflict represented by C. As in the case of membership, sharing
might be assessed using normal media, using more specialised media (e.g. repre-
senting specific kinds of activity) or using space alone.
• Hybrid. This is a combination of the above and depends on one object’s awareness
of the third party and on the third party’s awareness of the other object (figure 22
on page 84 (c)). For example, A’s awareness of B would depend on the combina-
tion of A’s awareness of C and C’s awareness of B. This corresponds to C acting as
a secondary source for B: conceptually information flows from B to C according to
C’s awareness of B; it then flows from C to A according to A’s awareness of C.
Flexible forms of abstraction and group level of detail can be realised based on this
hybrid awareness. When A’s awareness of C is low C may provide an abstracted
(indirect) view of B and any other members. When A’s awareness of C is high A
may be directly aware of B and the other members of C.
7.1.3. General observations
Third party objects, as well as having their own particular characteristics, are also first
class objects within the extended spatial model of interaction. This has three impor-
tant implications which are listed below.
• Third party objects can themselves exploit focus, nimbus and aura to manage their
own interaction and operation.
• Third party objects can affect one another, allowing the construction of combined,
linked and nested patterns of effects.
• Third party objects, like any object, can be dynamic. For example, in a CVE they
might be dynamically introduced into the system, be mobile and change in size and
effect over time.
Figure 22: activation patterns for third party objects (A’s awareness of B)
A B
(b) sharing
C
A B
(a) membership
C
A B
(c) hybrid
C
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This completes the definition of the third party object extension to the spatial model
of interaction. The next section gives some examples of the applications and opera-
tion of third party objects which illustrate and motivate this extension.
7.2. Examples
Third party objects can be used to create many different forms of context-sensitive
interaction in CVEs. A number of possible applications are described below: rooms
and buildings, cells and zones, crowds, floor control, common foci, cross-medium
adaptation, spatial model adapters, remote awareness and load-management. Chapter
9 includes details of a number of working examples implemented in MASSIVE-2.
Rooms and buildings
A third party object could be used to create and represent a room or building in order
to structure interaction in terms of the space in which it occurs. A room third party
might determine its members according to spatial containment. It could then enhance
the direct awareness between members to give high-fidelity audio, for example. It
might also attenuate or entirely cut off awareness across its boundary in one or both
directions so that participants within the room could be protected from interruption
and/or eavesdropping. Simultaneously the room might act as a secondary source, pro-
viding an overview or summary of the activity within the room, e.g. the number and
identity of its occupants.
Note that third party objects could be applied recursively, so a building might contain
floors which might in turn be composed of rooms. Buildings, floors and rooms could
all have their own unique effects on awareness. Similarly, other kinds of third party
object (such as those described below) could be included in these spaces to further tai-
lor the patterns of interaction.
Cells and zones
Cells or zones are found in a number of multiuser VR systems (e.g. NPSNET [Mace-
donia et al., 1995]). These are used to scope interaction and awareness in open spaces,
i.e. they correspond to the general properties of distance and interaction (as in “too far
to see clearly”, etc.) rather than to world content such as rooms and buildings. A cell
can be expressed in terms of a simple third party object which provides (indirect)
awareness of its content. This is directly comparable to the use of a multicast group as
an abstraction for grouped indirect communication. In a practical system (such as
MASSIVE-2) cells may not actually be represented in terms of third party objects, but
at a more “primitive” level within the distribution framework.
Third party objects which are defined spatially (such as cells, rooms and boundaries)
are normally referred to in this thesis as regions. The spatial limit of membership
defines the region’s boundary which is fundamental when considering a region’s
effects.
Crowds
A third party object may be used to represent a crowd or other distinguishable group
of participants (see [Benford et al., 1997] for an extended discussion of crowds). A
crowd third party object is more likely to be mobile and dynamic than the previous
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types, reflecting the nature of crowds. So a crowd third party object may follow its
members about the virtual space, dynamically extending its effects to include them
The effects and activation of a crowd might be similar to a room, above, except that
the crowd members are likely to have some common external object of interest. Con-
sequently the crowd object might tend to enhance rather than attenuate its members’
awareness of external events. However the crowd may still restrict an external
observer’s awareness of its members, for example it may provide a secondary sourced
overview of its members as a whole (they may “merge into the crowd” from a dis-
tance). So a crowd third party could be used to reduce effective world complexity as
seen by non-members, by replacing awareness of many individual crowd members
with awareness of a single crowd object. A crowd might also provide tailored forms
of interaction for its members, reflecting their common identification and interests, for
example alternative styles of navigation and enhanced awareness of objects of com-
mon interest.
Floor control
A third party object could realise traditional floor control mechanisms found in
CSCW (e.g. [Sarin and Greif, 1985]) by cutting off direct awareness between partici-
pants and providing a single secondary sourced view of the interaction which con-
forms to the appropriate floor control policy (for example round robin, loudest wins or
chosen by chairman).
Common foci
A third party object activated by sharing could enhance awareness between partici-
pants who are focusing on it. This enhanced awareness would reflect the increased
scope for cooperation and conflict represented by the common object of interest. This
might be important in the context of shared design or shared information visualisa-
tion. This reflects the kind of spontaneous interactions which can occur in the every-
day world because of sharing physical artefacts (which leads to co-location and hence
to the opportunity for communication).
Cross-medium adaptation
Third party objects can be used to realise cross-medium adapters such as
MASSIVE-1’s message board and text-to-speech convertor (sections 4.2.1 and 4.2.2).
These consume information from one set of objects in one medium, transform it, and
make it available in another medium, i.e. they are acting as secondary sources. Such
objects can be created within the confines of the original spatial model of interaction
however realising them explicitly as third party objects has two important advantages:
secondary sourcing can be combined with adaptation to reconcile direct vs. indirect
awareness; and it provides a framework to allow secure and controlled delegation and
distribution rather than an ad hoc arrangement visible only to the user.
Spatial model adapters
An adapter in the original spatial model modifies interaction by changing one object’s
foci, nimbi and auras. The activation of adapters was not specified in the original
model but might be based on the object’s awareness of the adapter (as in
MASSIVE-1). In this case an adapter can be viewed as a degenerate form of third
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party which provides adaptation but not secondary sourcing and which is activated
according to one object’s awareness of the adapter (the other object is not involved)
and so the effects of the adapter are the same as viewed by every other object.
Remote awareness
A third party object could be used in its secondary sourcing mode to provide indirect
awareness at a distance, i.e. it might consume information in one place and redistrib-
ute it in another location, possibly even in a different virtual world. This could also be
applied to portals to create “dynamic portals” (which give awareness of their destina-
tion) as in BrickNet [Singh et al., 1994]. As with cross-medium adapters this could be
realised to a limited extent in the original model but with no basis for management,
control or accountability.
Load-management
The final application of third party objects described here is in managing system load
(and possibly also network load). Third party objects such as rooms, buildings, cells
and crowds create additional structure within the virtual world and can scope and con-
strain awareness. So, in the face of increasing machine or network load, a system
could dynamically introduce or reconfigure third party objects. Because they localise
and limit interaction these third party objects can help to control system load (this is
explored more directly in the next section). For example the system might perform
dynamic clustering of participants and world content and introduce corresponding
third party objects, partitioning the environment into more manageable units. With the
inclusion of secondary sourcing and abstraction partial awareness of the contents of
other clusters and groups would be preserved. Third party objects may also have a
role in load balancing, for example identifying objects which are “related” or likely to
interact and which should be brought together on a single machine.
The last two sections have described the concept of third party objects and provided a
number of illustrative examples. The next and final section of this chapter describes
how this extended model can be exploited to increase potential system scalability.
7.3. Exploitability
This third party object extension allows much richer representation of the influence of
context on interaction than did the original spatial model of interaction. This support
for interaction context is the socially motivated side of the third party object model.
System scalability (in terms of computation and communication) has also been a key
motivation in forming the extended model described here. This aspect of the spatial
model with third party objects is the subject of this final section of chapter 7. The
exploitation of third party objects to enhance scalability in MASSIVE-2 is described
in chapter 10.
Increased scalability is possible with third party objects because adaptation can be
used to suppress potential awareness relationships in a way which is consonant with
the nature and structure of the collaborative environment. For example, a room or
building with opaque (sound-proof, etc.) boundaries causes awareness relationships
which cross the boundary to be suppressed with a corresponding potential reduction
in requirements for communication and computation. This allows interaction to be
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localised within closed spaces (rooms, buildings) and also allows closed spaces to be
ignored by external participants.
This is useful in itself, but its applicability is greatly extended by the inclusion of sec-
ondary sourcing. For example, the third party object may simultaneously suppress
direct awareness and provide an abstracted (less costly) overview of the suppressed
activity. A crowd (see previous section) is a good example of this. Secondary sourcing
also allows other kinds of third parties such as rooms and buildings to support a lim-
ited degree of awareness. Finally, it allows the creation of cells or zones which pro-
vide reduced information from a distance but full information when nearby (for
example, a third party may use hybrid activation to switch between adaptation and
secondary sourcing according to awareness of the third party object).
So, in terms of potential scalability there are three situations in the extended spatial
model of interaction including third party objects in which one object cannot possibly
be aware of another object (and therefore communication and computation might be
avoided). These three situations are:
• when the objects are outside of aura range, as in the original model;
• when the objects are on opposite “sides” (i.e. inside and outside) of an opaque
boundary such as the edge of a closed room or building; and
• when one object is within a hybrid activated third party such as a crowd and the
other object is outside and sufficiently distant (i.e. with sufficiently low aware-
ness).
The first case addresses scoping of interaction in open spaces. The second addresses
scoping of interaction based on significant world structure and content. The third
affords additional scalability through the introduction of reduced-detail group abstrac-
tions. All three are exploited in the MASSIVE-2 prototype (see chapter 10).
7.4. Summary
This chapter has presented the third party object concept as an extension to the origi-
nal spatial model of interaction (as reviewed in chapter 3). Third party objects can
affect awareness and interaction through a combination of adapting existing direct
awareness relationships and introducing new indirect awareness relationships through
secondary sourcing. A third party object is controlled through the awareness relation-
ships which exist between the third party and the other objects in the space. In partic-
ular activation of third party objects may reflect membership, sharing or hybrid
awareness relationships. Third party objects have many potential applications includ-
ing structuring interaction through rooms, buildings and cells, support for crowds,
common foci, floor control and load management. In addition, third party objects can
enhance system scalability by scoping interaction based on significant world structure
and content and through the introduction of group abstractions.
This model has been implemented in the MASSIVE-2 CVE system which is intro-
duced in the next chapter. Chapter 9 describes the implementation of awareness nego-
tiation for the extended spatial model in MASSIVE-2 and presents a number of
example applications which demonstrate the model’s potential. Chapter 9 also
presents a preliminary evaluation of third party objects in use. Finally, chapter 10
describes the multicast communication architecture of MASSIVE-2 and the way in
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which it exploits the extended spatial model as discussed in the previous section. The
evaluation in that chapter focuses on system scalability and the use of multicasting in
CVEs.
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Chapter 8.  MASSIVE-2
This chapter describes the design and implementation of MASSIVE-2, the second of
the CVE system prototypes presented in this thesis. The primary motivations behind
this system were to:
• retain and build on the basic concepts of the spatial model as demonstrated in
MASSIVE-1 (described in chapters 3 through 6 of this thesis);
• prototype and experiment with the third party object extension to the spatial model
proposed in the previous chapter; and to
• realise this through appropriate use of multicast network communication for
enhanced network scalability (motivated by section 6.3).
MASSIVE-2 goes significantly beyond MASSIVE-1 in breadth and generality and
includes many features which were omitted from that first prototype as well as com-
pletely new elements. Both systems support interaction via text, 2D and 3D graphics
and packetised audio and use awareness to control interaction in all media. In addi-
tion, features which have been introduced in MASSIVE-2 include:
• implementation of the proposed spatial model extension of third party objects,
including adaptation and secondary sourcing;
• use of network multicast communication for update messages such as movement
and audio;
• an effective mapping between spatial model extensions and multicast groups to
provide dynamically controlled, structured and appropriate communication;
• a well-defined API for creating applications; and
• a richer framework for object behaviour including direct manipulation of virtual
objects.
This chapter provides a general introduction to MASSIVE-2, comparable to chapter
4’s introduction to MASSIVE-1. Details of the most important aspects of the imple-
mentation are deferred until chapters 9 and 10. The first two sections of this chapter
are primarily user-oriented. Section 8.1 describes the interfaces which are presented
to a normal system user, i.e. a participant in the virtual environment. Section 8.2 then
describes the kinds of third party objects which are available. The last two sections
deal with the implementation of MASSIVE-2. Section 8.3 describes the distributed
programming model adopted which differs significantly from that adopted for
MASSIVE-1. Finally, section 8.4 gives an overview of the software and network
architecture of the system. This architectural overview is an introduction to the imple-
mentation descriptions in the next two chapters.
At the outset the author wishes to acknowledge, but also delimit, the contributions of
various colleagues in the Communications Research Group at the University of Not-
tingham to the development of MASSIVE-2 (which is also known as CVE, the Com-
munications research group Virtual Environment system). Dr David Snowdon, author
of the AVIARY system [Snowdon and West, 1994], has been the closest collaborator.
In particular he has been responsible for the platform independent 3D graphics
library, low-level device interfacing (e.g. to trackers) and many of the basic library
elements such as lists, hash tables and error handling. Michael Fraser has provided
cosmetic enhancements to the graphical user client (and is continuing to use and
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extend aspects of the user interface as part of his program of study for the degree of
PhD); he has been supported in this by Jolanda Tromp. Dr Snowdon and Dr Marcus
Roberts contributed to the design of the distributed object system used to implement
MASSIVE-2, and Dr Roberts provided the ODP-style trading facility. Thank you.
8.1. User interface
This section describes the way in which MASSIVE-2 is presented to a normal user.
The appearance of the system is described and also the types of control and interac-
tion which are made available to the user.
MASSIVE-2 does not support the same degree of heterogeneity of user machine
capabilities as did MASSIVE-1. The minimum requirement is a 2D bitmap graphics
terminal with keyboard and mouse (e.g. an X-terminal). It is anticipated that the sys-
tem will normally be used with 3D graphics and this is reflected in the design of the
combined 2D/3D graphical user interface which is shown in figure 23 on page 92. At
the left of this main window is the 3D graphical view (this is blank when 3D graphics
is not available on the client machine). This shows a view into the virtual world
equivalent to the graphical client of MASSIVE-1. At the right of the window is a sim-
ple line-drawn map which replaces the text character map of MASSIVE-1’s text cli-
ent. The map is always centred on the user and can be zoomed in and out. Three small
indicators towards the right of the window give feedback on current audio status to
assist the user in making themselves heard. They indicate that audio is being sent, that
the microphone volume is adequate and that the volume is excessive. The remainder
of the interface makes available the various control options which are described
below.
A user can navigate in three ways: using the cursor keys, using the buttons at the bot-
tom left of the interface and using the “mouse vehicle” in the 3D graphical view. The
mouse vehicle is based on the normal navigation facilities provided by the DIVE dis-
tributed virtual environment system from the Swedish Institute of Computer Science
(see [Carlsson and Hagsand, 1993] and [Hagsand, 1996]) and comprises a triangle
above a square above a circle. Dragging each of these shapes using the mouse allows
navigation in two of the six available degrees of freedom. For example clicking the
mouse on the triangle and dragging up screen causes the user to move forwards and
dragging it to the right causes the user to turn to the right. In addition the “reset” but-
ton in the 3D view and equivalent buttons in the 2D interface reset the user’s orienta-
tion to horizontal (on the ground plane).
MASSIVE-2 provides two other less direct means of moving about a virtual world:
conveyors and a “home” facility. Conveyors are defined objects or regions within a
virtual environment which cause the user to drift in a particular direction (the user can
easily override this drift using the other navigational facilities). Conveyors can be
provided to assist novice users and to encourage participants to move towards key ele-
ments within a virtual world. In addition each user has a “home” position within the
virtual world. At any time they can press the home button in the interface to move to
this home position. If the home button is pressed for long enough then they return
towards their home position and orientation. This allows a user who becomes lost or
disorientated to return (with continuity) to a familiar and stable reference point.
8.1. User interface
92
At present MASSIVE-2 provides less support for gestures than did MASSIVE-1. The
“sleep” gesture has been retained as essential for managing the relationship between
activity in the real and virtual worlds (see section 5.3). A graphical “mouth” has also
been retained to indicate that the user is speaking. This is represented by a speech bal-
loon which appears above the user’s head. As in MASSIVE-1 this helps to identify
speakers and to diagnose audio and network problems.
Audio in MASSIVE-2 is presented to the user in stereo, with the left-right pan deter-
mined by the location of the audio source with respect to the user. In addition, as in
MASSIVE-1, the volume is determined by the user’s level of awareness of the source.
There is a text window which allows text messages to be exchanged but this is not
normally used. It is expected that all users will have full audio-graphical interaction
facilities, though on machines with a range of processing capabilities. This reflects the
much greater availability of audio and 3D graphics support on current workstations
and PCs.
Presentation of 2D and 3D graphics, text and audio is all based on awareness level
which is calculated independently for each medium. 3D graphics can be dynamically
modified according to awareness level to give awareness-driven level of detail (this
only applies to single objects and should not be confused with secondary sourcing and
abstraction which can apply to groups of objects). As noted above, audio awareness
Figure 23: MASSIVE-2 graphical user interface (colour plate 4)
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level controls audio playback volume. Text and 2D graphics are presented or not
depending on the text medium awareness level (text and 2D graphics are considered
to be aspects of the same medium with regard to awareness - text messages provide
communication while 2D graphics provide spatial information).
MASSIVE-2 supports direct manipulation of virtual objects. Using the mouse a user
can click on an object in the 2D or 3D graphical views and attempt to drag it. The
request is communicated to the object involved which makes it own response. For
example, it may choose to relocate itself according to the user’s request so that the
user effectively moves the object about. Equally, it may make no response at all.
Alternatively it may change its behaviour or trigger some aspect of an application. For
example, the mouse vehicle comprises three local graphical objects which respond to
manipulation by translating and rotating the user’s own embodiment.
8.2. Third party objects
The last section described the normal user view of MASSIVE-2. This section
describes the kinds of third party objects which can be realised in the system. Section
9.2 in the next chapter describes some applications and demonstrations which make
use of these third party objects.
In MASSIVE-2 any object within the virtual environment (i.e. any artefact) can be a
third party object. Referring to section 7.1 these third party objects can have both
adaptation and secondary sourcing effects and can be activated based on membership
or on hybrid awareness. In both cases of activation the third party’s awareness of
another object is based solely on the spatial medium, specifically whether the object is
fully contained within the third party. However an object’s awareness of the third
party (used in the hybrid case) is based on whichever medium is being considered. A
number of the available third party objects combine both forms of activation. At
present activation through sharing is not supported.
MASSIVE-2 allows completely customised third party objects to be created within
the constraints of the implementation (described in section 9.1). In addition a number
of standard types of third party object are available to world designers and application
builders. These are: closed room; open region; level-of-detail region; panopticon cell;
and crowd. These standard third party objects are described below.
• Closed room. The closed room third party can be used to implement rooms, build-
ings and other closed structures. The effect of a room third party is to suppress
awareness between members and non-members both in and out. So participants
within the room can interact with each other normally but they are not aware of
events outside the room. Conversely participants outside the room are not aware of
people or events within the room. This is illustrated diagrammatically in figure 24
on page 94 (a). Note that only awareness relationships from top to bottom are
shown in this figure. The third party object’s appearance is the room itself.
Room-type third parties can be nested to create hierarchically structured spaces
such as rooms within floors within buildings.
• Open region. An open region third party object has no effect on awareness. It is
used to create area of interest cells such as those found in NPSNET [Macedonia et
al., 1995]. The operation of open regions is described in chapter 10 which
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describes the distribution and replication scheme used in MASSIVE-2. An open
region is shown in figure 24 on page 94 (b).
• Level-of-detail region. The effect of a level of detail region is based on hybrid or
indirect awareness. When an observer has a low awareness of a level of detail
region then their awareness of its members is suppressed by adaptation. However
when an observer is sufficiently aware of the level of detail region then they have
normal awareness of its members while awareness of the region itself is sup-
pressed. So a level of detail region provides an indication of the presence of a
region at low levels of awareness, but “opens up” to reveal its contents at higher
levels of awareness. This is shown in figure 24 on page 94 (c) and (d) for low
awareness and high awareness respectively. Note that, unlike a closed room (but
like a crowd, below), a level of detail region has no effect on the awareness which
its members have of objects outside the region, i.e. they can see (hear, etc.) objects
outside the region.
• Panopticon cell. This is a version of Jeremy Bentham’s panopticon cell as
described in [Foucault, 1977]. This is an asymmetric closed region in which mem-
bers have no awareness of external objects but which allows external observers full
awareness of objects (including participants) within the cell (see figure 24 on
page 94 (e)). Bentham proposed that a prison built on these principles would cause
Figure 24: standard third party object types and effects in MASSIVE-2
(only awareness from top to bottom is shown)
(a) closed room (b) open region (c) level of detail (d) level of detail
(e) panopticon cell (f) crowd,
(g) crowd,
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the inmates to learn to control their own behaviour because of the threat of con-
stant observation. He also believed that it might provide a tool to establish a new
science of the study of human behaviour. A more mundane application is the unob-
served monitoring of users in a general virtual environment.
• Crowd. The crowd is an extension of the level of detail region to include dynamic
secondary sourcing (the level of detail region, above, has a fixed appearance).
When an external observer is sufficiently aware of the crowd third party in a given
medium then they have direct awareness of the crowd’s members in the normal
way while their awareness of the crowd itself is suppressed. However when the
observer’s awareness of the crowd is low then they are aware of the crowd but not
of its individual members. The crowd changes its appearance to represent informa-
tion about its current members. The (simple) default crowd changes the size of its
3D graphical appearance in proportion to the number of members. Its 2D map rep-
resentation shows a count of the current number of members. Its audio representa-
tion is a real-time mix of the audio from all of its members with additional optional
filtering. For example, a low pass filter can be used to muffle the crowd sound to
indicate to observers that they are hearing a crowd. A crowd third party is illus-
trated in figure 24 on page 94 (f) and (g) for low awareness and high awareness,
respectively. Note that if presentation of the crowd were not suppressed when an
observer was directly aware of its members then they would hear the sounds made
by the individual members followed a short time later by the crowd’s secondary
sourced “echo”. This demonstrates the need for explicit management of secondary
sourcing.
• Closed crowd. A variant of the crowd is also available which always provides the
abstracted view to non-members irrespective of their awareness of the region. This
corresponds to the case in figure 24 on page 94 (f) but does not depend on aware-
ness.
Some of these standard third party object types are visible in the demonstrations in
section 9.2.
This section and the previous one have described MASSIVE-2 from the perspective
of a normal user. The next two sections provide background and introduction to the
implementation details included in the next two chapters. The next section describes
the distributed object model used to implement MASSIVE-2. Finally, section 8.4
gives an overview of the system’s network and software architecture.
8.3. Distribution model
This section describes the model of distributed computation adopted for this second
phase of prototyping; in the next section this model is used to give an overview of the
design of MASSIVE-2.
The distribution model for MASSIVE-1 was a variant of the connected component
model of distributed programming, and was described in section 4.3. However for
MASSIVE-2 an alternative style was adopted based on distributed objects. The main
motivations for this change of style were that:
• the connected component model of MASSIVE-1 was suited to a realisation based
on unicast more than multicast network communication; and
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• the lack of explicit support for objects in MASSIVE-1 made programs hard to
structure, understand and extend (the previous style was based on “floating” inter-
faces).
There were also other shortcomings of the first system’s implementation (rather than
the concepts as such), for example the lack of support for multiple threads of execu-
tion.
Some of the key characteristics of the distributed object model used for MASSIVE-2
are outlined below. This is not a complete description but is sufficient for the imple-
mentation discussions which follow.
• The object system is class-based (rather than prototype-based).
• Each object exists within the context of a single operating system process (e.g. a
UNIX process). Many objects may exist within the same process (in which case
they are described as being local to one another).
• All objects (whether local or remote) are identified by a 20 byte globally unique
object identifier. Program semantics for correct operations are identical for both
local and remote objects (although remote actions are more likely to fail).
• Message despatch is based on an 8 byte hash value derived from the method name
and argument names and types (more like Smalltalk or Objective-C than C++).
This gives a general basis for polymorphism and avoids the need for global mes-
sage type registration.
• Local objects can be specified to act as proxies for remote objects: messages sent
to the remote object will be transparently despatched to the local proxy if it has an
appropriate method, otherwise a remote message send will be made.
• Half of the object name space is given over to multicast groups. Messages can be
sent to multicast groups in the same way as to individual objects.
• Any number of objects can independently join a multicast group as receiving
members. A message sent to the group will then be despatched to all of its receiv-
ing members (local and remote) as if the message were sent to them directly.
• An object can send a message to a multicast group whether it is a receiving mem-
ber of that group or not.
• Each message send to an object (but not to a group) can be either an asynchronous
message send or a synchronous (remote) procedure call. All message sends to
groups must be asynchronous.
• Asynchronous message sends can be individually specified to be reliable or unreli-
able and to be source-ordered or unordered; these four classes of service are
directly supported by the underlying communications (both unicast and multicast).
• Multicast groups are supported via a minimal protocol running over IP multicast
[Deering, 1989], which provides optional source ordering and reliable delivery on
a per-message basis (reliable delivery is based on message sequence numbers,
finite heart-beat messages with exponential timer back-off and receiver driven
retransmission).
As was the case with MASSIVE-1 the distribution system and communications
library were written specifically for this prototype system. As can be seen from the list
above much of the system is generic. However some of the features described above
are less standard but are important for the realisation of MASSIVE-2. These are: sup-
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port for local proxies of remote objects (which also relies on polymorphism); integra-
tion of multicasting; and support for different classes of service for remote message
sends.
The next section introduces the implementation of MASSIVE-2.
8.4. Implementation overview
This section introduces the implementation of MASSIVE-2 and gives an overview of
the system’s network and software architecture. This is further developed in chapters
9 and 10 which give additional details of the system’s implementation of third party
effects and its management of multicast communication, respectively. This section
begins by describing the processes which cooperate in a complete MASSIVE-2 ses-
sion. It goes on to describe the four main distributed object classes on which the sys-
tem is based.
8.4.1. Processes
A MASSIVE-2 multi-user session involves a number of simultaneous participants
sharing a common virtual world. Four types of application are involved is such a ses-
sion and each one executes as an operating system heavyweight process. These appli-
cations are listed below.
• A node manager runs on each computer involved in the session. This is a standard
service of the distributed object system and is not specific to MASSIVE-2. The
node manager provides an ODP-style [ITU-T, 1995] trading service, plus message
forwarding and redirection services to support object migration.
• One or more world servers maintain the world and its normal content. A world
server normally registers its existence with a node manager. This allows users to
locate worlds without needing to know native object identifiers. Many worlds may
exist concurrently. Only one process creates each world but many other processes
can add artefacts to the world and interact in it.
• One graphical client and normally one audio client is required for each participant.
The use and presentation of these was described in section 8.1.
These applications are not “special” in themselves: they are hosts for particular
objects created using the distributed object system. For example, the node manager
application hosts a PlodNodeMgr object which provides methods for performing
attribute-based trading. The node manager process is the only process which requires
a well-known and globally consistent UDP port for communication. The next section
describes the fundamental object classes used in MASSIVE-2 and describes how they
communicate and interact.
8.4.2. Classes
MASSIVE-2 is implemented using four core object classes: World, Artefact, Aura and
Group. Each World object represents single virtual world and is the initial point of
contact on joining that virtual world. Artefact objects represent artefacts within the
virtual world such as rooms, parts of a visualisation or the embodiments of users or
agents. Aura objects represent spatial model auras and are used for spatial trading.
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Group objects manage artefact replication between cooperating processes and coordi-
nate the use of multicast communication. Also, as described in the following chapters,
third party objects are realised by Group objects in coordination with Artefact objects.
Figure 25 on page 98 shows an overview of the processes and objects comprising a
minimal session, with one node manager, one world server process (containing one
master Artefact) and a single user client process (with a single embodiment Artefact).
Artefacts are replicated on demand (as described below and in chapter 10). In the fig-
ure Artefact A in the world process has been replicated in the user’s client process
while the user’s embodiment, Artefact B, has been replicated in the world server proc-
ess (though probably only in the spatial medium). Distribution of messages to replicas
is via multicast groups (as described at the end of this chapter). The classes and their
interaction are described in more detail in the following sections.
World
The concept of a virtual world is a fundamental one for CVEs. In the context of the
spatial model of interaction they are disjoint spaces within which communication and
interaction may occur. In MASSIVE-2 worlds are represented within the system by
instances of the class CveWorld. This simple class acts as a repository for world-spe-
cific configuration information and as a single point of access at which version check-
ing and access control can take place. The world-specific information comprises:
Figure 25: overview of MASSIVE-2 network and software architecture
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• identities of default communication channels (i.e. Group objects and multicast
groups) associated with the world;
• identities of media supported by the world - different worlds may support different
sets of media including text, 2D and 3D graphics, audio and video; and
• protocol version numbers for supported media - to ensure that interaction can
occur safely within each world without using explicit type information.
The process of gaining access to a new world is illustrated in Figure 26 on page 99.
First, a world server process creates a new World object which is the entry point for
that world. Normally this object’s identity will be registered as an offer with the local
node manager/trader (1). Then, when another process (or rather an object within
another process) wishes to join this world it will look up the World object’s identity
(and network location) in the trader (2) and then register with that World object (3).
Registration includes checking protocol version numbers and results in the creation of
a local proxy for the World object in the new process (4) which has a copy of all of the
world-specific configuration information and which handles subsequent access to the
world in that process (5). This proxy makes use of the distributed object system’s sup-
port for local proxies and run-time delegation to transparently act on behalf of the
main (master) World object within the local process, reducing network traffic, latency
and subsequent load on the master World object.
1. World object registers
with node manager.
2. Look up World object
identity with node man-
ager.
3. Register with World
master object, checking
protocol versions.
4. Create local World proxy
which replicates neces-
sary world-related infor-
mation.
5. Interaction with local
World proxy (e.g. via
Artefacts and Auras).
Figure 26: a user process accessing a world
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Note that there is a Group object associated with the world which handles key aspects
of communication and Artefact replication for the world as described in the following
sections. When the World proxy is created it also creates a local proxy for this Group
object.
Artefact
As well as virtual worlds the other fundamental concept shared by all CVEs is that of
artefacts (as they are referred to here) which may represent users, agents, applications
or other objects within the virtual world. In MASSIVE-2 each artefact is represented
by an instance of class CveArtefact. This is composed in turn from a number of
medium-specific sub-components (using multiple inheritance in the current system).
The standard media which may be supported by any artefact are currently:
• spatial, which includes information about position, orientation, size and solidity
and is independent of appearance in any other medium;
• text, which (as in MASSIVE-1) allows an artefact to be named and to exchange
text messages;
• 2D graphics, which gives simple 2D appearances for artefacts, which is presented
to participants in the 2D map view;
• 3D graphics, which gives 3D geometries for artefacts as is typical in virtual reality
systems (and which is significantly more flexible than in MASSIVE-1, being com-
parable to VRML-1 [Bell et al., 1995] with additional support for incremental
modification of geometries); and
• audio, which allows real-time conversation through packetised audio.
An artefact’s representation in a medium comprises a number of well defined
attributes and in some cases one or more streams of medium-specific messages or
events (e.g. text messages or audio packets). The Artefact class provides methods to
set and query attribute values, to generate events and to register other object methods
to be called when attributes change or events occur (i.e. “callbacks”).
The basic model of interaction and communication in MASSIVE-2 is that an object or
process (e.g. a user client) creates and manipulates Artefacts within the local process
and associates these with a given virtual world. In this way it makes information
about itself available. The Group objects cause these Artefacts to be replicated on
demand in other processes which have joined the same virtual world. Other objects or
processes can observe these artefacts and “reply” by manipulating other artefacts. So
a typical process or application both manipulates artefacts within the virtual world (in
order to communicate and interact) and monitors artefacts (e.g. displaying representa-
tions of them to a human user). In MASSIVE-2 it is normally the case that each arte-
fact is (and remains) under the control of a single object or application or is under its
own control (all artefacts are considered to be at least potentially active and autono-
mous). This may be contrasted with a more database-oriented view in which artefacts
are regarded as passive blocks of data which may be arbitrarily modified and moved
between processes and owners.
It is interesting to reflect that this may be one area in which MASSIVE-2 retains some
of MASSIVE-1’s particular emphasis on tele-conferencing: there are both social and
technical reasons why artefacts representing users should be considered to be active
components under the control of a single process. For example, there is a clear notion
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of ownership and identity between a user and their embodiment and there will also
normally be links to specific hardware interface components, i.e. the machine which
the user is currently using and any specialised hardware which comprises the interface
(such as a head-mounted display and tracking devices).
When an artefact is placed into a specific virtual world the Artefact object “signs on”
with the corresponding local World proxy object (creating the proxy if necessary). All
monitoring and observation of artefacts is managed using local spatial trading. This
depends on the Aura class which is described in the next section. As already noted,
replication and distribution of artefacts to other processes (e.g. to other user clients) is
handled by the Group class which is described last.
Aura
As in MASSIVE-1 a process or object learns which artefacts are present in the world
by using spatial trading (see chapter 6). In MASSIVE-2 this is based on the CveAura
class which represents a spatial model aura. The information which defines an Aura
object comprises: world identity; the set of media to which it applies; position in 3D
space; size as an axis-aligned cuboid extent; the identity of the artefact with which the
aura is associated; and the aura’s type (defined below).
Unlike the original spatial model MASSIVE-2 distinguishes between auras which
correspond to offers of information and auras which correspond to requests for infor-
mation. This distinction was included to a limited extent in MASSIVE-1 (the type
attribute in table 8 on page 67) but is not explicit in the spatial model of interaction.
This distinction is particularly important when dealing with large numbers of passive
non-user objects, each of which has its own aura. In this situation it is unnecessary
and wasteful to check for aura collisions between all of these passive object auras
since none of them wishes to respond to the others. In many applications there will be
many more passive artefacts than active ones.
In MASSIVE-2 every Artefact has an associated Aura object which represents its
offer aura. This corresponds to a declaration that the artefact is present in the world.
These Aura objects are created and managed by the local World proxy object. This
maintains a spatial octree for the world in which it keeps track of all offer auras. In
addition, any artefact or other object (such as a user object) which wishes to find out
about other artefacts in the world will create one or more request Aura objects which
define its scope of interest (as in the spatial model). These are also created and man-
aged by the local World proxy object and are stored in a second spatial octree (see
figure 26 on page 102).
Each World object (master or proxy) keeps track of all local Auras for that world in its
two octrees and performs incremental collision detection between the offers and the
requests. Spatial trading is performed locally in each process and depends on prior
replication of remote artefacts (performed by Group objects and described in the next
section). It is important for the realisation of spatial trading that this collision detec-
tion supports incremental collision tests, i.e. identifying only changes in aura collision
due to possibly small movements and changes of auras. This gives an efficient realisa-
tion of two of the distinctive aspects of spatial trading compared to more traditional
attribute-based trading (see chapter 6): both offers and requests have persistent repre-
sentations within the spatial trading service; and offers and requests can be incremen-
tally modified.
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The local World object uses a callback mechanism to keep each request Aura’s owner
up to date with all overlapping offer Auras. Normally offer Auras are dimensioned so
as to completely enclose the corresponding artefact: this allows aura collision to take
account of the differences of size between artefacts (e.g. the difference in size
between an embodiment and a building). Request auras may be any size and they nor-
mally represent an upper bound on the extent of the corresponding focus.
To summarise the structure so far (as in figure 25 on page 98), a World object repre-
sents a virtual world and is the initial point of contact on joining a virtual world. This
is replicated locally in any process which joins the world. Artefact objects represent
artefacts within the virtual world such as rooms, parts of a visualisation or the embod-
iments of users or agents. These are replicated on demand by the Group objects asso-
ciated with worlds and third party objects (the realisation of third party objects is
described in the next two chapters). Every Artefact has an offer Aura which is man-
aged by the local World object; this performs spatial trading between offer and request
Auras to allow objects and applications to discover and observe Artefacts within the
shared world.
Group
This section describes how Artefacts are replicated in processes which have joined a
common world. This is handled by Group objects. The mechanism of replication is
described here; details of the management of replication are deferred to chapter 10.
As described above each artefact is represented by a single master object of class
Artefact which exists in the process in which the artefact was created. This is the
object which must be manipulated (and communicated with) to change the appear-
Figure 26: spatial trading based on auras in a single process
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ance of the artefact in the virtual world or to generate medium-specific events. Group
objects associated with the virtual world (as introduced above) and with the third
party objects within it (described in chapter 10) handle the replication of Artefacts in
other processes which have joined the same world. Each local replica or proxy is an
instance of a cut-down artefact class (called CveArtefactProxy) which allows query-
ing of attribute values and handling of callbacks but no updating or modification. As
with World proxies (described above) this proxy acts on behalf of the master Artefact
object within a particular process. For example, each Artefact proxy maintains a local
Aura so that spatial trading can be performed within each process as described above.
The granularity with which replication is performed is one medium of one Group
object, i.e. one medium of the artefacts associated with one Group object. Replication
is performed on demand. This is determined by the Group object which monitors
local request auras and takes into account the effect of third party objects as described
in chapter 10. The overall result is that (at least) all remote artefacts within aura range
of a local request aura (subject to the effects of third party objects) will be replicated
locally for all media of interest (as specified in the request aura(s)). The next section
describes the pattern of interaction and communication which creates and maintains
these artefact replicas.
Replication and communication
Figure 27 on page 104 shows the details of the replication process for the Group asso-
ciated with the world as a whole. Recall that Group objects are themselves replicated
prior to the Artefact replication considered here.
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1. An Artefact learns from the World the identity of the Group object and its asso-
ciated multicast groups.
2. The master Artefact joins the sender multicast group and multicasts its initial
state to the update group.
3. A Group proxy that wishes to replicate this group joins the appropriate update
multicast group and passes a request for initial state to the Group master which
in turn multicasts it to the appropriate sender multicast group so that it is
received by each master Artefact associated with the Group.
4. Those Artefacts send their current state directly to the new Group proxy.
5. The Group proxy then creates initial Artefact proxies.
6. When a master Artefact is changed it sends update messages to the update mul-
ticast group which are received by the Group proxy which keeps the corre-
sponding Artefact proxy up to date.
Figure 27: artefact replication by Group objects
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Initially, only process 1 exists (a world server, for example). This contains the World
master object and the associated Group master object. Associated with each Group
are one or more pairs of multicast groups. When a new Artefact is created within this
process it learns from the World object the identity of the Group object and the associ-
ated multicast groups (1) (one “sender” and one “update” group are shown in the fig-
ure; there may be others for other media). The Artefact then joins the sender group
(2a). This marks this Artefact as being associated with this Group for the purposes of
replication (it is used as an implicit membership list). The Artefact then multicasts its
initial state to the update group (2b). If any processes are already replicating this
Group and medium then this allows them to create a new local proxy for this Artefact.
Alternatively, suppose that another process subsequently wishes to replicate this
Group. For example, a user client may enter the world (such as process 2 in the fig-
ure). The Group proxy in the new process determines from the local request Auras
that replication is required. It then joins the corresponding update multicast group(s)
so that it will be able to keep any Artefact replicas up to date (3a). It then asks its own
master object for the current states of the Artefacts in the Group (3b). The master
object relays this request to the corresponding sender multicast group (3c) so that it is
received by all of the master Artefacts associated with the Group (3d) (the master
Artefact joined this multicast group at (2)). When the master Artefact(s) receive this
request for state they respond by sending a copy of their current state in that medium
directly to the requesting Group proxy object (4). The Group proxy can then create
the local Artefact proxy objects (5). Note that these massage sends are all reliable.
Whenever an Artefact master object is changed (or emits an event or message) it mul-
ticasts this to the update group (6a). This will now be received by the Group proxy
(6b) and used to keep the local Artefact proxy up to date (6c).
The figure shows the Artefact master object and the Group master object in the same
process but replication works in the same way when they are in different processes.
Group master and proxy objects operate in the same way with regard to replication
(except that the master object is the only one which sends directly to the sender multi-
cast group). Note also that each Group may be associated with a number of sender and
update multicast groups, each handling one or more media; the number and allocation
of multicast groups is determined by the World object (on a per-world basis).
Summary
Referring back to figure 25 on page 98 the normal operation of MASSIVE-2 in the
absence of third party objects should now be apparent. A World object represents a
virtual world and provides an initial point of access. This may be found using the nor-
mal (non-spatial) trading facilities of the node manager(s). A world may be populated
by Artefact objects which may have representations in one or more media (spatial,
text, 2D graphics, 3D graphics and audio). Each Artefact has an offer Aura which is
used in spatial trading. Request Auras are created by observing objects such as the
User object which manages interaction with a normal participant. On-demand replica-
tion of Artefacts is handled by the Group objects.
This overview has not considered any aspect of third party objects in MASSIVE-2:
this is the subject of the next two chapters. Chapter 9 considers the calculation and
application of awareness in the presence of third party objects. Chapter 10 deals with
replication management and the coordination of multiple Group objects (and multi-
cast groups). As in part I, each of the next two chapters combines further details of the
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implementation with details of use and evaluation. Chapter 9 focuses on social and
usability issues while chapter 10 addresses networking and scalability.
Chapter 9. Contextualised awareness
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Chapter 9.  Contextualised awareness
The previous two chapters have presented the third party object extension to the spa-
tial model of interaction and the MASSIVE-2 CVE system which demonstrates it.
Chapter 5 in part I described and evaluated computational support for awareness as
proposed in the spatial model and as implemented in MASSIVE-1. This chapter
extends that analysis to consider contextualised awareness as it arises in the spatial
model with third party objects as presented in this thesis. As in chapter 5 the focus of
the evaluation in this chapter is on awareness as it impacts the user. The background
for this is the same set of sociological motivations which lay behind the original spa-
tial model work, i.e. the emphasis is on open, flexible, malleable and individual con-
trol of interaction.
Section 9.1 describes the implementation and capabilities of the awareness negotia-
tion process including third party objects in MASSIVE-2. This demonstrates the fea-
sibility of implementing an awareness system based on the spatial model and third
party objects. It also indicates the scope and capabilities of the implementation and
may be used to inform other such implementations. Section 9.2 describes the use
which has been made of the system and which forms the basis for the reflection and
evaluation of section 9.3. Because MASSIVE-2 is somewhat newer than MASSIVE-1
its use has been correspondingly limited. Consequently more of the use and evalua-
tion sections focus on demonstrations and example applications rather than use in tri-
als (as was the case in chapter 5). However the system has already see significant use
on a number of occasions and is being used and developed in a number of recent
projects (listed in section 9.2.5).
9.1. Implementation
This section describes MASSIVE-2’s implementation of the spatial model of interac-
tion and third party objects, focusing on the calculation of awareness and the realisa-
tion of third party effects. Consideration of distribution and replication issues is
deferred to chapter 10. Section 9.1.1 begins by describing the realisation of focus and
nimbus and the overall framework within which awareness is calculated (c.f. section
5.1’s description of MASSIVE-1). Section 9.1.2 then explains how third party objects
are implemented and how their effects are integrated into the awareness calculation
process. Finally section 9.1.3 describes the additional features and facilities which
support the realisation of abstractions (i.e. secondary source effects).
9.1.1. Focus, nimbus and awareness
In order to make effective use of multicast communication MASSIVE-2 avoids the
connection-oriented peer-to-peer negotiation of awareness used in MASSIVE-1 (see
section 5.1). It was found that in practice the prior system made universal use of
standard functions for calculating focus and nimbus and for combining them to yield
an awareness value. Consequently one party could have performed the full awareness
calculation provided it knew the parameters which the other was using for the focus
and nimbus functions. This is precisely what is done to calculate focus, nimbus and
awareness in MASSIVE-2.
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A standard function is used when calculating focus and nimbus and multiplication is
used to combine these values to yield awareness (as in MASSIVE-1). The focus/nim-
bus function is extremely close to that in section 5.1.2 (see figure 13 on page 50).
Each artefact’s attributes include the parameters which it wishes to use for calculating
focus and nimbus in each medium. These attributes are replicated when the artefact is
replicated (for details of the replication process see section 8.4 and chapter 10). These
attributes are used to calculate focus, nimbus and awareness locally. The awareness
calculation process has (in the absence of third party objects) essentially the same
functionality and expressiveness as awareness calculation in MASSIVE-1. It can also
be extended to support other functions for focus and nimbus if a mobile code facility
is available to allow distribution of alternative functions rather than just parameters.
This facility could be provided using Java, which has recently been introduced as an
embedded language in MASSIVE-2 using the Java 1.1 Native Interface.
Compared to MASSIVE-1 there have been two modifications to the interpretation and
calculation of focus and nimbus (which also affect other partial awareness values such
as the effects of third party objects, described below). First, MASSIVE-2 allows val-
ues of focus and nimbus which are greater than one; this was not permitted in the pre-
vious system. So values of focus greater than one can now be used to compensate for
low values of nimbus. For example, an observer can “magnify” a whisper up to nor-
mal awareness levels. In some situations this behaviour is correct, for example a low
nimbus value may simply indicate a non-specific source of information (i.e. not spe-
cifically directed at the listener). However in other situations a low nimbus value may
indicate a desire for (partial) secrecy. For example, someone may wish an observer to
know that they are involved in a side conversation but may not wish the observer to
hear what they are actually saying. To support this distinction between degrees of pro-
jection on the one hand and security on the other MASSIVE-2 divides nimbus into
two components: a nominal or suggested value (as before) and also a maximum value.
An observer can increase the nominal value by increasing their focus but they cannot
change the maximum value. So the maximum value limits the final awareness which
may result and so can be used to enforce restricted awareness even with focus values
much greater than one. The nominal and maximum values are calculated using the
same standard focus/nimbus function applied to their own further medium-specific
sets of parameter values.
The next section describes how third party objects are introduced into this framework.
The details of the awareness calculation process are also described after third party
objects have been introduced.
9.1.2. Third party objects
This section describes the realisation and capabilities of third party objects in
MASSIVE-2 in five stages. These are: representation of third party objects; third
party activation; direct awareness relationships; secondary sourcing of information
(support for abstractions); and combining multiple third party objects. These are dealt
with in turn below. Third party objects also play an essential role in the management
of artefact replication, however discussion of this is deferred until the next chapter.
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Representing third party objects
In the extended spatial model any object can in principle act as a third party with
respect to other objects. This is the same in MASSIVE-2: any artefact can act as a
third party object. The Group class which handles replication (see section 8.4) is also
responsible for representing and managing the details of third party objects. The mas-
ter Artefact class includes a method to specify a third party role and effects for the
artefact. When this method is invoked the master object creates for itself a new master
Group object and configures it as specified. This Group object’s potential role in arte-
fact replication is described in chapter 10. Each replica (proxy) of the Artefact also
creates a local proxy of the new Group object, but this not used in awareness calcula-
tions (it is only used for artefact replication). Third party awareness effects are con-
trolled by the Group master object. The following sections describe how this Group
object realises the activation and effects of the third party object.
Third party activation
MASSIVE-2 supports a significant and flexible subset of the third party object con-
cept. This subset was described in terms of its presentation to the user in section 8.2.
MASSIVE-2 supports two patterns of third party activation: membership and hybrid
(defined in section 7.1.2). In each case the system supports membership based on spa-
tial containment. These third party objects are referred to in this thesis as regional
third party objects or simply regions. In the general model, third party membership
may be based on any attributes of the objects concerned giving a more general notion
of groups. However within the context of this thesis resources have been concentrated
on the more directly “spatial” facilities of the extended model. This is consistent with
the emphasis throughout the prototyping work on the potential affordances of 3D Car-
tesian spaces, which are made tangible and manipulable in a graphical CVE.
Third parties objects which are activated based on common membership consider the
membership of both objects while third party objects based on hybrid awareness con-
sider the membership of only one of the objects. The region of membership of a third
party object in MASSIVE-2 is exactly the same as the artefact’s normal spatial extent.
The membership region also changes position and size as the artefact moves and
changes size. Consequently regions can be both mobile and variable in size. Every
artefact which is wholly contained within a region is considered to be a member of
that region. The master Group object for the region has a request aura which it uses to
identify Artefacts as they enter and leave its region of membership (refer to section
8.4.2, Aura, for a description of offer and request Auras). When the Group object
observes an Artefact entering its region of membership it sends a message to the Arte-
fact master object. This message specifies the identity of the region and the details of
its effects (which are described in the next section). Similarly, when the artefact
leaves the region the Group object informs it of this.
Each Artefact uses these message to maintain a publicly visible attribute which speci-
fies the regions to which it current belongs and the effects of these regions. This infor-
mation is replicated in the spatial medium and so is available to all Artefact proxies.
This flow of information is illustrated in figure 28 on page 110 which shows a
remotely mastered Artefact A entering a third party object R’s region of membership.
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The next section describes how this information is used when calculating awareness
for existing awareness relationships.
Existing awareness relationships
Section 9.1.1 introduced the basis of awareness calculation in MASSIVE-2. This sec-
tion describes the details of this process and how it accommodates the adaptation
effects of third party objects.
In MASSIVE-2 a third party object’s effect on an existing awareness relationship is
specified by:
• a factor by which the nominal awareness is multiplied, giving amplification or
attenuation of awareness;
• a maximum awareness value, equivalent to the maximum nimbus value described
in section 9.1.1, which imposes a limit on the final level of awareness (for security
1. The region R’s Group object discovers through an aura collision that the
Artefact should be a member of the region.
2. The Group object notifies the master Artefact A of this; the master Artefact
A updates its attributes to reflect its membership of this region.
3. The change in the Artefact’s region membership attribute is distributed to
each proxy via the appropriate update multicast group and the Group
objects associated with it.
Figure 28: information flow for an Artefact A entering a third party
object R’s region of membership
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or privacy); and
• an optional awareness threshold value which is used for group level of detail
regions as described below.
Consider the case of a User object wishing to know what awareness the user’s embod-
iment, A, has of another artefact, B. Being an object-oriented system the procedure for
finding artefact A’s awareness of artefact B is to ask it, as follows.
• A asks B to evaluate its current nimbus on A. B (or its local proxy) receives this
request and feeds A’s location and orientation together with its own location, orien-
tation, size and medium-specific nimbus parameters into the standard function to
find the value of its nominal and maximum nimbus on A. It returns these values to
A.
• A queries B for it’s current location and size and feeds these, together with its own
location, orientation, size and medium-specific focus parameters into the standard
function to find its focus on B.
• Artefact A then asks B to calculate the joint effect of third party objects on their
awareness and gives B the details of A’s current region memberships (see detail
below). B returns an overall multiplying factor and overall maximum value.
• A multiplies the returned nominal nimbus value with its own focus value and the
third party factor to give its nominal awareness of B. A then compares this nominal
value to B’s specified maximum value and the third party maximum value and
returns the smallest value.
For each third party object one of four conditions must hold according to the member-
ships of A and B: neither artefact may be a member of the region; artefact B alone may
be a member of the region; artefact A alone may be a member of the region; or both
artefacts may be members of the region. The information which A and B have about
their region memberships specifies the effect of each region for each of these joint
membership conditions listed above. Each effect has the components listed above and
may be medium specific. As an example table 12 on page 111 shows the different
effects of a crowd third party as a function of the (non-)membership of the observer
and the observed. The only significant effect occurs when the observer is not a mem-
ber but the observed is in which case the crowd suppresses direct awareness (the
observer would see only the crowd abstraction). In this case (with B a member but A
not) the maximum awareness returned to A after B’s calculation of third party effects
would be zero and so A would return an overall awareness of B which was zero.
Table 12: effects of a crowd region according to membership
Observed member
Observed
non-member
Observer
member
no effect,
normal awareness
no effect,
normal awareness
Observer
non-member
maximum = 0,
awareness suppressed
not considered,
no effect
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If a threshold awareness value is specified by a third party object then the observing
artefact’s (A’s) awareness of the third party artefact itself is calculated (using the full
awareness calculation process). If this awareness value exceeds the specified thresh-
old value then calculation of A’s awareness of B proceeds. However if A’s awareness
of the third party artefact is lower than the threshold value then A’s awareness of B is
suppressed (i.e. set to zero) and no further calculation is required. This threshold test
is used for group level of detail management and ensures that an artefact which has
insufficient awareness of a level of detail region is not aware of the region’s members.
This process is repeated for each region in turn in a consistent but otherwise arbitrary
order. Once all of the regions have been considered the final nominal and maximum
nimbus/awareness values are returned to A which completes the calculation as before.
Secondary sources
The previous section has described how adaptation of existing awareness relation-
ships is performed in MASSIVE-2. The other key effect of third party objects is to
provide indirect information about other artefacts, i.e. secondary sourcing. This is
dealt with in this section.
In one sense the implementation of secondary sourcing is entirely trivial: one artefact
redistributes some or all of the information which it receives from another set of arte-
facts. This could be realised in any system without awareness or third party objects.
However MASSIVE-2 and third party objects provide additional support for second-
ary sources in a number of areas listed below.
• Secondary sources are linked to region third party objects, thereby integrating
regional adaptation as discussed below.
• In MASSIVE-2 artefacts only become members of a region when they are fully
contained by the region. Consequently the spatial extent of the region also bounds
the scope of the secondary source in a consistent and intuitive manner.
• The adaptation effects of a region can provide awareness-driven selection between
a secondary source and the individual artefacts which are its members (the thresh-
old adaptation effect described in the previous section suppresses direct awareness
relationships when awareness of the region falls below some critical value).
• There is also an optional threshold component in nimbus (which is not used in nor-
mal awareness calculation) which is used to indicate to observers that the third
party object should not be rendered when direct awareness of it exceeds the speci-
fied value. This is the complement of the direct awareness threshold. So at lower
awareness values only the secondary source will be seen. At higher awareness val-
ues the region members will be seen directly while presentation of the secondary
source will be suppressed.
• A region can indicate that its members should not render it. This can be important
to avoid feedback or visual interference to its members from the secondary sourced
information.
• A standard class is provided which implements many of the basic elements of sec-
ondary sourcing. Application programmers can use the simple abstractions already
provided, or can override the abstraction and presentation methods to create new
types of secondary sources.
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In a general system, when providing a framework for creating secondary sources and
abstractions, the main challenge is managing the various flows of direct and indirect
information. In particular, care must be taken (and facilities must be provided) to
avoid feedback loops and to resolve potential conflicts between contradictory or
delayed versions of the same underlying information. The awareness based frame-
work of the spatial model with the inclusion of third-party adaptation is an effective
way of doing this.
Multiple third party objects.
In general there may be any number of co-existing regions and secondary sources.
This is handled naturally and automatically by MASSIVE-2 because of the two fac-
tors listed below.
• Every region is also a normal artefact and as such can be a member of another
region or regions. Consequently hierarchies of regions will form automatically
based on the spatial containment rule used to establish region membership. As
regions move and change size these hierarchies will adjust and reform accordingly.
• Regional adaptation effects combine unambiguously when artefacts are members
of multiple regions because the operations used (multiplication and minimum) are
separately commutative and associative.
The main area which requires additional support when multiple regions are involved
is that of secondary sourcing and of abstraction in particular. Specifically the possibil-
ity of nested abstractions requires that an outer secondary source abstract over nested
abstractions. This may require additional meta-information relating to the abstraction
process. For example, an abstract view of a crowd region may be relatively ambigu-
ous. However, creating an abstract crowd-of-crowds would require explicit informa-
tion about the number of people in each of the sub-crowds. This type of information is
not normally available in artefacts and requires additional explicit support. A possible
area of future work would be to establish a core set information which would facili-
tate effective nesting of a broad range of abstractions.
This is also a medium-specific issue as demonstrated by audio abstractions.
MASSIVE-2 provides simple audio abstractions based on mixing and optional audio
processing (see section 9.2 for examples). Because of the nature of the audio medium
this requires no additional information, and arbitrary hierarchies of audio abstracting
regions will work correctly in the current system given sufficient CPU power.
The current system supports flexible spatially organised hierarchies of regions and
abstractions. The next section describes a number of applications and demonstrations
of third party objects which make use of multiple and even nested third parties.
9.2. Use
The previous section described how the awareness effects of third party objects are
implemented in MASSIVE-2. Before the reflections and evaluation of section 9.3 this
section describes a number of existing applications and demonstrations of
MASSIVE-2 (including third party objects). These are: the “MASSIVE” mixed real-
ity poetry performance; the Arena; the Panopticon Plaza; and the WWW-3D collabo-
rative World Wide Web browser. A final section lists other use of the system. The
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accompanying video cassette includes material from the poetry event, the Arena and
the Panopticon Plaza (see appendix D for details).
9.2.1. Poetry
The most demanding use of MASSIVE-2 to date was the staging of a mixed reality
Hip-Hop poetry performance called “MASSIVE” as part of the NOWninety6 arts fes-
tival in Nottingham (Sunday 10th November 1996) (see [Benford et al., 1997] for fur-
ther description of this event). Figure 29 on page 114 shows the overall organisation
of the venue. Four poets took turns to perform at the front of the auditorium (a cin-
ema) to a live audience. The poets wore magnetic trackers on their hands and head
which drove a representation within the virtual world. A view of the poet in the virtual
world was projected onto the cinema screen. Ten members of the public at a time used
the workstations in the bar area to share the virtual world and to view the perform-
ance. These audience members also had microphone headsets which allowed them to
hear the poet, to talk to one another and to be heard by the live audience (at the man-
ager’s discretion). Two non-graphical workstations (the “manager” and the “trouble
shooter”) were used to coordinate and monitor the event. All of the machines were
connected using a dedicated 10 Mbit Ethernet. A total of over 60 members of the pub-
lic participated as virtual audience members during six organised sessions running
over three hours of performance and free interaction.
The virtual performance space is shown in overview in figure 30 on page 115. The
poets performed in the central stage area. Around this central performance space were
four outlying regions, each dedicated to a different poet and including lines from their
work. Each of these regions was realised as a level of detail region: when viewed with
low awareness they appeared as featureless coloured cones (as in the figure). How-
ever when viewed with high awareness (i.e. from nearby or within) the internal struc-
Figure 29: layout of the “MASSIVE” event of NOWninety6
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ture and any occupants became visible, audible, etc. Participants inside each region
were also able to hear and see out of the region (e.g. to see when the performance
began). This spatial structuring was designed to encourage exploration and permit the
formation of local conversational groups within individual regions (no secondary
sourcing is present). The poetry world and performer interface were created by Dr.
Dave Snowdon of the University of Nottingham using geometries by Mr. Sean Var-
ney, a virtual reality artist, and using the standard world and region specification facil-
ities of MASSIVE-2.
9.2.2. The Arena
The original demonstration application for MASSIVE-2 is another virtual perform-
ance space, but more structured than the poetry world. The structure of the Arena is
shown in figure 31 on page 116 (a). The Arena itself is a virtual building for hosting
performances and events and is realised as a bidirectionally closed region. This pre-
vents those within the Arena being distracted or overheard by those outside. Within
the Arena is a central performance space with two fixed crowd regions on either side.
Each crowd region allows its members to observe both the performance space and
other members of the same crowd with normal awareness. However it presents exter-
nal observers (i.e. the performers and the members of the other crowd) with only an
abstracted and secondary sourced view of its members. This abstraction comprises a
Figure 30: overview of the “MASSIVE” world with outlying regions
(colour plate 5)
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simple graphical embodiment which changes size to indicate the current number of
members and a combined audio signal which is mixed-down from its members’ indi-
vidual audio streams and low-pass filtered (to emphasise its indirect nature).
Figure 31 on page 116 (b) shows a view from within one crowd, looking over the per-
formance space to the opposing crowd abstraction (the “performers” shown in the fig-
ure are embodiments from the poetry event).
The Arena also includes a mobile crowd region at the exit which follows it members
as they move about. In principle crowds or crowd generators could be placed in a vir-
tual world where crowds are expected to form (for example after a performance).
These could reduce the system requirements related to the high density of participants
by introducing secondary sourced abstractions. The crowd might then be garbage col-
lected when it was no longer useful (e.g. when it had too few members). The Arena
application is populated by simple simulated users which move through the world and
emit audio samples.
The Arena demonstrates nested regions (the crowds within the Arena), secondary
sourcing and mobile regions.
9.2.3. The Panopticon Plaza
The Panopticon Plaza is inspired by Jeremy Bentham’s ideas for a panopticon prison
as described by Foucault [1977] which proposes a cunning arrangement of walls and
openings to make the inmates visible to the guards but without being able to see them
in return. The centre-piece of the Panopticon Plaza, which is shown in figure 32 on
page 117, is a panopticon cell. This is a region third party which suppresses any
awareness which its members might have of external participants and objects. It has
no effect in the other direction, allowing external observers full visibility, audibility,
etc. of the cell’s occupants.
Figure 31: the Arena (colour plate 6)
(a) world layout (b) view from within crowd 2 (X)
Arena
crowd 1 crowd 2
performance space
mobile crowd
X
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On either side of the panopticon cell are two other regions which extend the legal
theme: a witness stand and a jury box. Each of these is also a unique third party
region. The witness stand allows the witness to see and hear what is happening out-
side, but prevents those outside from seeing or hearing the witness directly. It does
however provide a secondary source for the witness’s audio, but this is subject to sig-
nal processing before re-transmission to disguise the witness’s voice and so preserve
their anonymity. The jury box also preserves the anonymity of its members while
allowing them to see and hear what is happening outside. The jury box provides no
secondary sourced audio but it does provide a graphical abstraction; this shows the
current state of the jury’s voting as totals for “yes”, “no” and “undecided”. Normal
users can also join the jury by entering the jury box. A specialised window in the
standard user interface allows them to register a vote. The jury box preserves both the
anonymity of the jury members and the secrecy of the ballot - only the jury box itself
“sees” what each individual is voting.
The Panopticon Plaza shows that third party objects can be used to realise useful
effects which would be difficult or impossible in the everyday world.
9.2.4. WWW-3D
The final example application is “WWW-3D” which has been created using
MASSIVE-2 by Marten Stenius from the Swedish Institute of Computer Science and
Dr. David Snowdon from Nottingham University (see [Snowdon et al., 1997] for
details). WWW-3D is a novel Web browser which displays both the linked structure
Figure 32: the Panopticon Plaza (colour plate 7)
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of collections of pages and the actual content of those pages within a combined 3D
graphical view. Figure 33 on page 118 (a) shows the view from within one WWW
page: the page’s contents are spread around the surface of a sphere in the foreground
while links stretch off into the distance to other pages (which are shown from the out-
side as opaque spheres). This application was originally implemented using the DIVE
system [Hagsand, 1996] but has been ported to MASSIVE-2 and extended to take
advantage of the provision of third party objects. Specifically, the MASSIVE-2 ver-
sion now groups WWW pages according to the server which hosts them and all of the
pages on a single server are enclosed by a level of detail region. From outside of a
server region it appears as a single large wire-frame sphere. The colour of the sphere
gives a clue as to the amount of activity occurring around those pages. On entering a
server region all of its pages (and the other participants who are using them) become
directly visible while other server regions are still visible in the distance. Figure 33 on
page 118 (b) shows the view from within one server region looking past the local
pages to two other servers
.
WWW-3D shows that regions can be used to create “data districts” in large-scale data
visualisations. The activity indication for each server region also demonstrates
another application of secondary sourcing and abstraction.
9.2.5. Other use
MASSIVE-2 has also been used in a number of other situations listed below.
• Like MASSIVE-1 it has been used on about 5 occasions to hold the weekly labora-
tory meetings of the Communications Research Group (with six to eight partici-
pants).
• MASSIVE-2 has been used in wide-area trials over the UK’s SuperJANET educa-
tional network between Nottingham and Reading Universities within the HIVE
(large sale real time multi-user virtual reality) project funded by the UK’s Engi-
neering and Physical Sciences Research Council.
Figure 33: the WWW-3D graphical Web browser (colour plates 8 and 9)
(a) view from within a page (b) view from a server region
 (DIVE)
 (MASSIVE-2)
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• It is currently being used and extended by three PhD students in the group: Mike
Fraser is exploring object-centred interaction (such as common-focus third party
objects); Gail Reynard is using it as a test-bed for awareness-driven video streams
in CVEs; Ian Taylor is looking at the visualisation of relational databases.
• MASSIVE-2 has been used for numerous demonstrations in the laboratory.
• It is being used at British Telecommunications Laboratories as an experimental
application for generating dynamic network resource reservations (using RSVP
[Braden et al., 1996]).
• MASSIVE-2 has recently been ported to the Windows NT operating system in
anticipation of larger-scale usage, for example in the JTAP funded “Virtual Cam-
pus” project which aims to make CVE technologies available to the UK postgradu-
ate researcher community.
9.3. Evaluation
This section presents an evaluation of MASSIVE-2 and the third party object concept
which it demonstrates. It has not been possible to perform formal usability evalua-
tions within the scope of this work and so these results are necessarily preliminary.
The system has already had significant use in its own right (see section 9.2) and this
section also builds on experience gained with MASSIVE-1, as presented in section
5.3. This section is divided into three main parts: success; issues of use and visibility;
and issues of implementation and capabilities.
9.3.1. Success
MASSIVE-2 has been successful in a number of respects and this reflects well on the
proposed extensions to the spatial model of interaction which were presented in chap-
ter 7. All of the objectives identified for part II of this thesis (in section 6.4.3) have
been met: all interaction is controlled by the spatial model of interaction and third
party objects; awareness negotiation includes contextual factors - through the activi-
ties of third party objects; and network multicasting has been employed for the core
distribution services.
The system also works, and so demonstrates that at least a subset of the model can be
implemented with acceptable overheads. This subset includes both adaptation and
abstraction with activation based on membership and hybrid awareness. This has been
implemented in the context of multicast based communication and in addition to the
basic spatial model facilities of aura, focus, nimbus and awareness. The implementa-
tion style is very different to that used in MASSIVE-1 and demonstrates that the com-
ponents of the spatial model can be realised in a range of system architectures.
As described in section 9.2, MASSIVE-2 also shows that third party objects can be
used to create a range of useful contextual effects. These include closed rooms, open
zones or cells, level-of-detail groups and crowds. Furthermore, these can be combined
into spatially defined hierarchies such as crowds within a building within a zone, etc.
Any region can be independent and mobile and take its effects with it. Also, although
not demonstrated in the example applications, third party objects can be introduced
into a running system and will fit themselves into the region hierarchy. In addition, a
number of more unusual effects and affordances for interaction have been demon-
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strated including the panopticon cell, the witness stand and the jury box of the Panop-
ticon Plaza demonstration (section 9.2.3).
Secondary sourcing and abstraction have been demonstrated in a number of contexts
in the 2D and 3D graphical and the audio media. The crowd demonstrates abstraction
in all of these media. WWW-3D also demonstrates less direct abstraction in the con-
text of information visualisation. Both of these examples reduce the amount of visual
clutter, graphical and audio rendering and potentially reduce network and computa-
tion requirements (in conjunction with management of replication, discussed in the
next chapter). At the same time, secondary sourcing provides a degree of awareness
of the activity and occupancy of a region. This is one of the most interesting and
promising uses of third party objects. In particular, the use of abstraction and second-
ary sourcing for the audio medium appears to be particularly effective, allowing mul-
tiple audio streams to be merged and managed in a contextually sensitive way.
Finally, MASSIVE-2 also demonstrates the potential of secondary sourcing to pro-
vide other effects including cross-medium adaptation (the jury box voting abstraction)
and support for anonymity (the witness stand’s audio processing). The same facilities
might also be used to manage interaction in a more formal way such as floor control.
9.3.2. Visibility and usability
From chapter 5 one of the key observations of the original spatial model in
MASSIVE-1 was that awareness, focus and nimbus were not directly visible to the
user. Consequently, users found it difficult to control their interaction appropriately or
to understand the reasons behind some presented effects. MASSIVE-2 has not
addressed this problem (and was not intended to). Furthermore, third party objects
introduce new effects on awareness which are also not directly visible in
MASSIVE-2.
Some types of third party object are relatively intuitive. For example, a closed room
in which the third party region is aligned with the walls of the room has a natural rep-
resentation which correlates directly with its effects and makes it easy to understand
and work with. Level of detail groups and abstractions tend to have distinctive exter-
nal representations so that it is clear to users whether they are viewing the abstraction
(secondary sourced information) or the region’s members.
However asymmetric boundaries and regions which have different effects in different
media can be unexpected and confusing. For example, when standing in the jury box
a user can see and hear everything that is happening outside and it is easy to forget
that those outside can neither see nor hear them. There is also no direct feedback that
they are not being seen or heard. Similarly, the nature of the panopticon cell is not
immediately apparent. It is only by exploring the inside and outside of the region that
its effects are revealed. Consequently, either additional cues are needed to indicate the
presence and nature of region boundaries (e.g. virtual smears on the “glass”) or direct
feedback to the user is required concerning ones own visibility and audibility to other
participants.
It has also become apparent that it is difficult to create suitable and effective
abstracted representations and secondary sourcing effects. The audio medium has
been the most successful because simple mixing and filtering suffice in many situa-
tions. However the graphical medium has proved particularly difficult given the con-
straint of actually abstracting, i.e. showing less information. For example, how can
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the impression of a crowd of 20 people be created without using a composite geome-
try made up of 20 embodiments? The current default representation of a crowd grows
to indicate the number of members but this can be confusing to novice users and can
create problems with visually estimating the sizes and distances of crowds compared
to single users in normal environments (see [Benford, Greenhalgh and LLoyd, 1997]
for an extended consideration of crowds and medium-specific abstraction in CVEs).
Significant further work is needed to explore and identify appropriate representations
and forms for abstractions in different media.
9.3.3. Implementation and capabilities
The previous section considered some areas in which the visibility of third party
objects and the spatial model could be improved to increase it usability. There are also
a number of areas in which MASSIVE-2 either falls short of the potential capabilities
of third party objects or in which further refinements are needed in the detailed reali-
sation of the spatial model within the current framework. These issues are considered
in this section.
The main shortcoming of MASSIVE-2 as compared to the third party object model
(see chapter 7) is in the area of third party object activation. MASSIVE-2 currently
supports activation based on membership of both artefacts or of one only (hybrid
awareness). Activation based on common focus is not supported at present. This area
is being addressed by Mike Fraser as part of his program of research for a PhD in the
area of “object centred interaction”; this combines the common focus aspects of third
party objects with observation and analysis of real-world interaction around physical
objects. Consequently it is not yet possible to comment on the potential utility and
implementability of third party objects activated by common focus.
Activation due to membership in the third party object model is defined in terms of
the third party object’s awareness of another object. In the MASSIVE-2 system this
has been restricted to spatial containment within an axis-aligned cuboid bounding
region, i.e. effectively, awareness in the spatial medium only and with undifferenti-
ated focus and nimbus. This has sufficed to create simple rooms, buildings, crowds
and cells which are (or closely approximate) this form. However it is not sufficient for
dealing with more complex patterns of architecture. It also cannot support member-
ship effects with non-spatial components, such as shared interests or security consid-
erations. In theory membership could also depend on logical as well as spatial
considerations, e.g. based on an artefact hierarchy. MASSIVE-2 currently lacks any
explicit multi-level scene hierarchy and this makes some effects very difficult to
achieve, e.g. a number of participants on a moving vehicle or a number of articulated
limbs forming a single top-level artefact such as an articulated body. Support for arte-
fact hierarchies would be a particularly useful addition to the system.
Abstraction and secondary sourcing are supported and can be used in MASSIVE-2 as
it is at present. However additional support would help in two respects. First, as noted
in the previous section, it is difficult to create simple, informative and legible abstrac-
tions. This might be addressed to some extent by system extensions. For example, the
Projection Aggregation Entity Summary Protocol of [Singhal, 1996] represents the
positions of a group or cluster of related entities by a count, average position and
spread. The observing machines use this statistical information to synthesise an
appropriate and representative scattering of objects without ever communicating all of
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the constituent positions between the processes concerned. In MASSIVE-2 this would
imply the use of another specialised medium or perhaps some form of support for dis-
tributed behaviour in order to convey and use specialised abstract representations of
this kind.
Abstraction also requires additional support in order to create meaningful hierarchies
of abstractions such as crowds within crowds. At present, the top level crowd would
see only the sub-crowds and so would give an incorrect abstract representation reflect-
ing the number of crowds rather than the total number of crowd members. Additional
meta-information would be required to support this kind of abstraction of abstrac-
tions. For example, each crowd would need to convey to its superior the number of
members in a form which the superior crowd could access and use. This meta-infor-
mation would ideally be of a standard and extensible form.
Finally, further work is still needed to define and refine the choice and interpretation
of focus, nimbus, awareness of other effects. It was noted in chapter 5, regarding
MASSIVE-1, that natural spatialised interaction does not “just happen” as soon as the
spatial model is introduced. It is apparent that, at the very least, careful consideration
must be given to the choice of functions for focus and nimbus and to the meanings
and effects of different levels of awareness. It must be remembered that the goal is to
support natural, flexible and subtle forms of interaction. When is someone interrupt-
ing? How does their nimbus identify this? How is it reflected in awareness? How is
this communicated to the listener? Does it interfere with their other interactions any
more than might be expected in the physical world? This remains an area for future
work. MASSIVE-1 and MASSIVE-2 demonstrate that a number of facilities and
opportunities are achievable, but the full potential and ultimate limitations are not yet
apparent.
9.4. Summary
This chapter has considered the implementation, effects and affordances of third party
objects in managing and controlling interaction and awareness in CVEs. Section 9.1
described how awareness negotiation and the effects of third party objects are realised
in MASSIVE-2. These concrete implementation details show how the extended spa-
tial model might be implementation and illustrate the kind of decisions and additional
components which are required to make use of the model’s concepts. Section 9.2 then
described how the current system has been used. In particular it described a number of
applications and demonstrations which are existence proofs of a number of aspects of
the model and its implementation. Finally, section 9.3 reflected on these experiences
with MASSIVE-2 and provided a preliminary evaluation of the system and the third
party object extension to the spatial model.
As in chapter 5, the focus of this chapter has been on the user: how ideal awareness is
determined, how information is filtered for presentation, what the system is able to
express, what this affords in terms of patterns of interaction. The next chapter pro-
vides the more computation and communication oriented complement to this, and
might be said to “complete the awareness loop” (of figure 3 on page 11) by consider-
ing how information exchange is managed and realised in MASSIVE-2 and related
systems.
Chapter 10. Awareness driven communication
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Chapter 10. Awareness driven
communication
Chapter 9 has considered how awareness and third party objects are implemented and
used in relation to a user of MASSIVE-2. This chapter provides the complementary
view of third party objects in relation to network communication. Chapter 6 consid-
ered communication and scalability issues in the context of MASSIVE-1 and uni-
cast-based peer-to-peer CVEs. This chapter extends that analysis to encompass a
range of systems and approaches and to consider a number of CVE design issues
including replication management and the appropriate use of multicast-based net-
working. This chapter is a key component of this thesis because it demonstrates how
third party objects and an explicit computational model of awareness can provide
more efficient and appropriate use of multicast communication and network resources
that existing ad hoc approaches. The network requirement analysis itself is also a sig-
nificant component of this thesis.
Section 10.1 describes how third party objects and effects are exploited in
MASSIVE-2 to manage multicast network communication (the “awareness driven
communication” of the title). This builds on the system overview of section 8.4. Sec-
tion 10.2 gives some examples of the use and potential benefits of this approach
which makes use of multicast group management and secondary sourcing. Section
10.3, which parallels and extends section 6.3, presents an analysis of network commu-
nication requirements for MASSIVE-2 and related systems. A model of communica-
tion in CVEs is developed and used to compare and relate a range of potential
approaches to communication management in CVEs and similar systems. Finally,
section 10.4 presents a brief summary and conclusions for this analysis.
10.1. Implementation
Section 8.4 described the overall network software architecture of MASSIVE-2 and
the basic replication mechanisms as applied to a single undifferentiated (i.e. fully rep-
licated) world. The previous chapter described how the spatial model of awareness
with third party objects was realised within this framework. This section develops
these previous descriptions to show how MASSIVE-2 uses third party objects to
inform and control partial replication of world content based on awareness, i.e. this
section describes the approach adopted to scoping interaction in MASSIVE-2 (see
section 2.2.1). This approach is distinguished from contemporary alternatives by its
consideration of social factors in interaction (based on the spatial model of interaction
and third party objects) and in its expressiveness and flexibility.
Total replication of world state (and the consequent requirement to track all updates)
is undesirable since it limits system scalability and potential variation in end-user
hardware capabilities because of the inflexible requirements placed on end-user
machines (see section 1.2). Total replication is also unnecessary with regard to the
application’s semantics if interaction is based on the spatial model and third party
objects. To recap from section 7.3, in the spatial model with third party objects one
artefact cannot possibly be aware of another artefact when that artefact is:
• outside of aura range;
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• on the other “side” (inside or outside) of an opaque region boundary such as a
closed room; or
• inside a group level of detail region (i.e. spatially-defined third party object, as
used in MASSIVE-2) when awareness of the region is below the region’s threshold
value so that only the abstracted view is visible.
In each of these cases replication is unnecessary. MASSIVE-2 avoids artefact replica-
tion and corresponding communication in each of these cases, though with certain
additional restrictions in the first two cases.
This section describes the implementation of partial replication and multicast group
management in MASSIVE-2 in a number of stages. It considers in turn: the units of
replication; propagating replica information; obtaining replicas; replication based on
aura; replication for opaque regions; replicating for level of detail regions; and repli-
cation with region hierarchies.
Units of replication
The unit or granularity of replication is the smallest unit of information for which rep-
lication can be individually controlled. In MASSIVE-1 the unit of replication was a
single medium of a single artefact: each process exchanged information on an object
by object and medium by medium basis. In MASSIVE-2 a potentially much larger
unit of replication is used, namely one medium of one region (and the artefacts which
are members of that region). This larger unit of replication is chosen to reduce the
number of multicast groups which are required by the system on the basis that they
are a potentially limited resource. Multicast group use is analysed in section 10.3.13
where this idea is considered in more detail.
Because multicast communication is being employed it is generally undesirable to
send the same update messages to multiple multicast groups. So artefacts which are
members of more than one region are considered, for the purposes of replication and
communication, to “belong” only to the smallest region of which they are a member.
If regions are nested within other regions then this is naturally the most deeply nested
region. Artefacts which do not belong to any specific region are considered to belong
to a “whole world” region, which has no spatial limit. Figure 34 on page 125 (a)
shows an example world containing artefacts and a number of nested regions.
Figure 34 on page 125 (b) shows how the same artefacts and regions are organised for
replication and communication. For example, a process which chooses to locally rep-
licate the closed room region, R, will get local replicas for artefacts d, e and f. Corre-
spondingly, artefacts d, e and f all send their update messages, audio packets, etc. to
the medium-specific update multicast groups which are associated with region R.
This allocation of artefacts to regions and the propagation of the necessary informa-
tion is handled by Group objects in the same way as regional adaptation (which was
described in section 9.1.2 and figure 28 on page 110). It is the master Group objects
which are responsible for managing region membership. When an Artefact becomes a
member of a region it is informed of the communication channels which are used by
the region, i.e. it receives a set of medium-specific multicast addresses. It is also
informed of the size of the region, which is updated if the region changes size. This
information is in addition to the awareness effects of the region, considered in the pre-
vious chapter. Conversely, when an Artefact leaves a region it is informed of this in
the same way. Each Artefact continually assesses its choice of replication region
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based on its current membership and the sizes of the regions. If an artefact’s choice of
replication region changes then the artefact will move to the new region.
Propagating replica information
As described in section 8.4 when an artefact first joins a world it learns about the
Group artefact associated with the world as a whole (i.e. the “whole world” region).
At the same time it learns the identities of the communication channels which are
associated with this Group and which should be used when the artefact does not
belong to any more specific region.
As an Artefact moves about within a world and as regions move and change size the
Artefact keeps itself a member of the smallest enclosing region and sends any new
information (movement, updates, audio, etc.) to the multicast groups associated with
that region. It is essential for exploiting the spatial model that group membership for
replication corresponds to third party membership for controlling awareness.
To move from one region to another the master Artefact announces its departure to the
multicast groups associated with the old region and announces its arrival to the groups
associated with the new region. In addition to announcing its arrival it also sends a
snap-shot of its current state. This is necessary because some processes may be repli-
cating and monitoring the new region but not the old region and would not yet know
about the arriving artefact.
This is the one half of the process of managing replication in MASSIVE-2 and might
be described as “how artefacts make information and updates available on the net-
Figure 34: example virtual world with nested regions
(a) spatial layout (b) organisation for communication
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work”. The second half deals with how processes obtain and make use of this infor-
mation. This is described in the next section.
Obtaining replicas
The previous section has described how each artefact monitors its own region mem-
bership and sends update messages to the multicast groups associated with its small-
est enclosing region. It also notifies each multicast group as it joins and leaves. These
messages can then be used to create and maintain artefact replicas.
Section 8.4 has already described how Artefact replicas (proxies) are created and
maintained in the case of the “whole world” Group (see figure 27 on page 104). The
same procedure is applied to each region-related Group, using its own unique set of
multicast groups. It was noted in section 8.4 that replication of a medium is only per-
formed as required and that this is inferred from the presence and type of request
auras in a given process. The most important part of MASSIVE-2’s handling of multi-
cast groups and replication is the development and implementation of this replication
policy based not only on aura but also on region membership and awareness.
The description in section 8.4.2, Groups, showed how a process in a distributed CVE
session could “page in” an individual replication group (i.e. a region), obtaining initial
artefact state via a direct request, as well as joining the relevant multicast groups so
that these replicas could be kept up to date. The same process is used for regions and
is handled by the Group objects associated with the region. The last three sub-sec-
tions, below, consider the critical management issue of when regions should be paged
in. There are three forms of replication management implemented in MASSIVE-2
and they related directly to the three points of exploitation of the spatial model
extended with third party objects noted in section 7.3 (and repeated at the start of this
chapter). These three forms of replication management are: aura based paging; mem-
bership paging; and awareness driven paging. They are described in turn.
Aura based paging
In the spatial model (both the original form and with third party objects) there can be
no direct awareness between two artefacts when there is no aura collision. In
MASSIVE-2 an artefact is only invited to become a member of a region when it is
fully contained by the region. Therefore the offer aura of any artefact which is a mem-
ber of a region will always be wholly contained within the offer aura of the region
itself. Consequently, if a request aura does not intersect with a region’s aura then it
cannot intersect with the auras of the region’s members. This is actually the weakest
of the three limitations of awareness and applies to boundaries which never suppress
awareness of their members, i.e. for regions which are open or weakly attenuating (in
whatever medium).
In MASSIVE-2 the Group object (master or proxy) which is locally responsible for an
open region monitors request Auras in the local process using spatial trading (see sec-
tion 8.4.2, Aura). When there are no overlapping request Auras the region is paged
out (recall that auras, like paging, are medium specific). When a local request Aura
collides with the region then the group object pages the region in (obtaining initial
state information and joining the update multicast groups). This may occur when an
Aura is first created or when it is moved or resized or when the region is created,
moved or resized. Another Aura requesting a different medium would cause that other
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medium to be paged in independently. Note that every Aura implicitly includes a
requirement for the spatial medium, since without this the other information (such as
graphics and audio) cannot be situated in the space.
This is the first and simplest form of region paging and has no dependence on third
party objects. This form of paging is equivalent to the Area of Interest group manage-
ment proposed for NPSNET-IV [Macedonia et al., 1995]: an Aura represents the area
of interest and each region corresponds to a single multicast cell. However, unlike that
proposal, each region is explicitly represented within the space. This implies addi-
tional communication requirements but allows arbitrary sized and positioned regions
as well as mobile and dynamically introduced regions.
Because regions have been chosen as the unit of replication this partial replication is
still more conservative than is strictly required by the spatial model. Specifically, all
members of a region will be paged in if one member might be within aura range. This
may be contrasted with MASSIVE-1 in which spatial trading was performed as a cen-
tral service (rather than locally on each process) and in which replication of artefacts
was handled individually using unicast communication. This replication of artefacts
over and above the minimum required is an inevitable result of choosing a larger unit
of replication (which is motivated by the desire to reduce the number of multicast
groups and corresponding management overheads). The overheads of this and other
approaches are compared more formally in section 10.3.
Membership paging
The second form of region paging deals with completely opaque regions as viewed
from the outside. Examples include closed buildings, rooms and closed crowds (but
not level of detail crowds). A region of this kind uses adaptation to force all
non-member’s awareness of the region’s members to zero. The region may optionally
act as a secondary source of information about the region contents but this does not
affect paging which is being discussed here. Note that there is no requirement that
either members lose or retain awareness of non-members, i.e. members may or may
not be able to “see out”. For this type of region aura overlap alone (as above) is neces-
sary but not sufficient to cause awareness between artefacts. As well as aura overlap
the local artefact must also become a member of the region before it need be paged in.
The local master Artefacts cooperate with the region’s local Group proxy object to
achieve this effect. The Group object does not perform aura paging as a result of aura
overlap if a medium is isolated in this way (note that the same region may have differ-
ent media paged in different ways because of different adaptation effects in different
media). The individual master Artefacts notify the local Group object when they
become members of the corresponding region. Only at this point does the Group
object page in the appropriate media (as determined by the otherwise unused request
Aura). Correspondingly, the local Artefact master notifies the local Group object
when it ceases to be a member of the region and the Group then pages out the region
if no other local artefacts are members of it. Note that only local master Artefacts
cause the paging of an opaque region - remote master Artefacts may have local prox-
ies but these do not have local request auras and so should not cause the region to be
paged in.
As with aura paging, paging for opaque regions is more conservative (i.e. causes more
replication) than would be strictly required by the spatial model. Specifically, no
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account is taken of the fact that a member of a bidirectionally opaque region can have
no possible awareness of non-members. In principle, if all local master artefacts were
within a closed region and could not see (hear, etc.) out then the external artefacts
need not be paged in. However this is not possible in MASSIVE-2 because the region
is itself an artefact which is a member (for replication) of a parent region. This parent
region must always be paged in so that the local process will know if the region
moves or changes. Also, with overlapping regions there may be artefacts which are
members of the region for the purposes of awareness but not replication and which
might be incorrectly paged out in this situation. Consequently MASSIVE-2 only
attempts to limit paging of the insides of regions, not the outsides. However external
awareness driven regions (below) will still page correctly based on awareness adapta-
tion in either direction and might be used to achieve this effect.
Awareness driven paging
The third and final form of region paging implemented in MASSIVE-2 is based
directly on awareness, rather than aura or region membership. Both the third party
object model and MASSIVE-2 allow adaptation effects to be combined with second-
ary sourcing to allow a region to act as a composite level of detail mechanism or
group abstraction: at low awareness values only the region is visible (audible, etc.)
while at high awareness values the region’s individual members are directly visible.
With abstracting regions secondary sourcing provides an overview of regional activ-
ity from a distance. For the purposes of replication, when an artefact’s awareness of
the this type of region is below the specified threshold value then there can be no
direct awareness of the region’s members and so the region can be paged out. When
the artefact’s awareness of the region passes the threshold value then the region must
be paged in so that the region’s members can be observed directly.
As with the other forms of paging it is the local Group object associated with the
region that handles awareness-driven paging. The Group object establishes which
media are subject to awareness driven paging. For these media it monitors request
auras but it does not page in the region when one is found (as would be the case with
aura paging). Rather, the Group object begins to periodically sample that Artefact’s
awareness of the region in the appropriate medium. Currently this is done every two
seconds. When the Artefact’s awareness of the region exceeds the threshold value
then the Group object pages in the appropriate media for the region. Correspondingly,
when the Artefact’s awareness falls below the threshold value or the Artefact moves
out of aura range the Group pages out those media (assuming that no other local Arte-
facts remain sufficiently aware of it).
Figure 35 on page 129 shows the same virtual world as in figure 34 on page 125 but
from the perspective of participant c. With the aura shown c’s process pages in the
world group, W, both cells, C1 and C2, and the building B. The closed room, R, is not
paged in because of membership paging while the crowd, X, is not paged in because
of awareness paging. Consequently artefacts a, b, g and k are locally replicated. How-
ever c will still have zero awareness of g and k which are outside its aura and it may
not be aware of a if the building suppresses outgoing awareness. If c’s aura were
smaller then cell C2 would not be paged in (aura based paging). Alternatively, if c
were to focus more strongly on the crowd, X (and the building allowed it to) then X
might be paged in. Figure 35 on page 129 (a) illustrates this spatially, while figure 35
on page 129 (b) shows the flow of information via the region-related multicast groups.
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Note that c may still have some awareness of the contents of R and X though the sec-
ondary source flows from R to B and from X to C2, respectively.
Replication hierarchies
As shown above replication regions naturally form dynamic spatial hierarchies in
MASSIVE-2. Any request aura causes the top-level “region” (the world region) to be
paged in. The top level Artefacts which are replicated as a consequence will include
the next level of regions. When the local proxies for these Artefacts are created they
will also create local Group objects which will manage the paging of these
sub-regions based on the different strategies described above and according to the
awareness effects of the region. When one of these regions is paged in it may reveal
new regions within it, creating new Group objects to manage the paging of these
regions, and so on. Thus the region hierarchy will unfold in each process as it is
needed. This scheme is both flexible and able to accommodate dynamic regions.
However there is a risk that paging of and interaction with the top level regions may
become a bottleneck. At the cost of some generality and mobility it would be possible
Figure 35: example replication management for user c
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to fix the top level group structure and allow paging to begin at the first or second
level of the hierarchy (with different participants starting in different regions).
This concludes the description of the implementation of the extended spatial model in
MASSIVE-2. It can be seen that the spatial model of interaction in conjunction with
third party objects provides a flexible basis for partial replication and multicast group
management for CVEs. The rest of this chapter reflects on the use and effectiveness of
this approach compared to other strategies for scoping interaction.
10.2. Use
As has already been noted there has been relatively little opportunity to use and for-
mally test MASSIVE-2 to date, particularly with large numbers of users. As such the
evaluation in the next section (like that in chapter 6) focuses on modelling and analys-
ing the expected behaviour of this and related systems. The majority of applications
and trials (see section 9.2) have not made use of region-related multicasting, but have
used the extended spatial model over a fully replicated (per medium) world. As such
those applications show that the artefact replication protocol and use of multicasting
for audio and updates are correct, but they do not test the replication management
aspects of the system, described above. This section describes a demonstration which
illustrates the operation of the various forms of replication management described in
the previous section.
This demonstration is called “the new audio gallery” (c.f. the “audio gallery” in
MASSIVE-1 which was a demonstration piece for awareness-controlled audio). The
overall world layout is shown in figure 36 on page 130. The world comprises a long
series of regions of different types. All of the regions in this demonstration contain
objects which are real-time audio sources. The first four regions contain two audio
sources each; the last region contains four audio sources. Table 13 on page 131 lists
the effects of each region. For example, the first region is an open region (which pages
on aura collision) and which requires no secondary sourcing. The fourth and fifth
regions are awareness-paged and to demonstrate this there is a small (non-multicast)
region just in front of each which cuts off audio awareness while a participant is
within it.
Figure 37 on page 132 shows received unicast and multicast network traffic for a
user’s client processes as they traverse the full length of the world, passing through
each region in turn. Speed of movement is constant and, except for the secondary
Figure 36: the new audio gallery world
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source regions, all of the regions are the same size. The incoming multicast band-
width in this example is all audio traffic (the objects are otherwise passive). The
incoming unicast traffic comprises region-management traffic and artefact state trans-
fers. It can be seen that the unicast traffic correlates with the user entering and leaving
different regions and the paging of regions. Each audio source generates approxi-
mately 10Kbytes/s. Note that the total bandwidth inside the regions with secondary
sourcing is higher because the observer still receives (but does not play) the secondary
sourced audio. The periodic multicast packets which can be seen between regions are
heartbeat messages used to detect process failures.
It is clear from the graph that membership paging is more specific than aura paging,
i.e. that the region is paged in under more limited and constrained circumstances
which match the (user awareness level) third-party characteristics of the region. It is
also clear that secondary sourcing provides a different and distinct channel for aware-
ness at a lower bandwidth (assuming, for audio, that there is no compression and that
there are two or more sources in the region). The awareness paged examples also
show that paging can be driven directly by awareness (the extra closed region has no
effect on region membership or aura size, only on audio awareness).
There is one important usability consideration which is worth mentioning here since
the evaluation in this chapter focuses on the network rather than the user. It is clear
from use to date that the speed at which multicast region paging can be performed is
an important consideration. As described in section 8.4 when a local Group object
decides to page in a medium it has to create local proxies for all of the Artefacts in
that group. This requires at least one exchange of messages and related processing.
For regions with large numbers of members this can introduce a significant delay
(several seconds even on a LAN). This delay is significant (and visible) in the case of
membership-based and especially awareness-driven region paging. For example, on
entering a closed room it initially appears to be empty and then its contents appear.
Similarly, on becoming sufficiently aware of an level-of-detail region the aggregate
view disappears (is suppressed by the awareness negotiation process) but the contents
of the region only appear after a delay.
This points to the possible use of look-ahead or prediction and closer coordination of
level-of-detail regions with replication. For example closed regions might be paged in
initially based on proximity rather than membership, in anticipation of the user enter-
ing the region. Awareness, including third party effects, would still be calculated nor-
Table 13: awareness effects for regions in the new audio gallery
Region
Effect for
external observer
Paging type
Secondary
source?
1 open aura no
2 closed membership no
3 closed membership yes
4 awareness driven awareness no
5 awareness driven awareness yes
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mally and would ensure that the objects and information presented to the user are still
correct. Ideally this would make use of previous knowledge of user behaviour includ-
ing speed and direction of movement to make appropriate choices. Additionally, the
group level of detail mechanism in awareness negotiation could delay the transition
from low to high awareness with respect to the user, while allowing regions to be
paged in. More generally, there is a need to make transitions between direct and sec-
ondary sourced views smooth and consistent as viewed by the user.
The implementation and refinement of these techniques is an area for future work.
Ideally, additional facilities such as these would hide from the user the fact that partial
rather than total replication was taking place. The user would just “inhabit” a seam-
less virtual environment based on awareness and third party objects as dealt with in
the previous chapter.
This concludes the description of the implementation and use of replication and mul-
ticast group management in MASSIVE-2 based on third party objects and the spatial
model of interaction. The next section evaluates this and alternative approaches with
regard to network bandwidth requirements.
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10.3. Evaluation
This section explores the implications and requirements of the types of communica-
tion management described in this chapter. It demonstrates how issues of this kind
may be addressed through modelling and extrapolation from more restricted use. This
evaluation revolves around a model of network and participant average bandwidth
requirements which is developed here and used to evaluate a range of approaches to
multicast group use and management in CVEs and similar applications. This model
goes significantly beyond that of chapter 6 in expressiveness, though it has a similar
basis. The challenge addressed by the model is to use knowledge and analysis from
current small-scale use to reason about possible future large-scale issues and require-
ments. To do this requires knowledge about typical user activity and behaviour and of
the way in which the CVE application relates these to the network. It is also necessary
to understand how patterns of communication develop and change as more simultane-
ous users are added to the system. The components of this model are shown pictori-
ally in figure 38 on page 133. The key components of the model are introduced below.
Task and application requirements are considered explicitly in this model whereas
tele-conferencing was the only application considered for MASSIVE-1. This compo-
nent of the model represents the way in which the system will be used and the kinds
of worlds and world content which may be expected. This is an area in which this
model extends significantly that of chapter 6.
As in chapter 6 the model of user behaviour employed here is based on measured user
activity and behaviour in the ITW trials with MASSIVE-1. See sections 6.3.1 and
6.3.2, appendix A and [Greenhalgh et al., 1997] for fuller details of the data and anal-
ysis which underlies this component.
Again, as in chapter 6, the model components quantifying process behaviour and
communication protocols have been obtained by detailed analysis of small-scale
applications, relating individual key user and application actions to messages and
other significant events.
Figure 38: a predictive model of CVE network behaviour
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 Process behaviour
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Distribution architecture
Network communication
What particular actions do people do and when?
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How is information is exchanged?
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What happens “on the wire”?
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Task/application requirements What do people want or try to do?
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In chapter 6 the distribution architecture was for MASSIVE-1, i.e. based on unicast
peer-to-peer communication managed by spatial trading. However this section gener-
alises this aspect of the model to include network architectures which make effective
use of multicast communication. This is another area in which this model extends the
previous one.
The final outputs from the model are predictions of network load in terms of total
average network bandwidth and also the average bandwidth received by a single par-
ticipant’s machine. The final network traffic model is used to explore:
• the relative impact of state size vs. update or streamed bandwidth;
• the difference between explicit state transfer and the use of heartbeat messages;
• the benefits of multicasting compared to unicast;
• the effect of different choices of replication unit;
• the effect of different forms of replication management;
• the influence of secondary sourcing and abstraction.
Finally, the MASSIVE-1 and MASSIVE-2 systems are represented in the model to
illustrate its use and to indicate the relative scalability of these two systems with
respect to network bandwidth requirements.
The specification and modelling of task and application requirements is in some ways
the hardest and most significant part of the whole model. This is the area which is
dealt with first.
Note that all of the parameters defined in the model are summarised in table 18 on
page 157.
10.3.1. Application model
The “application” referred to here is the overall purpose or task for which the system
is being used (rather than the individual processes which make up the system). This
will determine what kinds of interaction must be supported, what types and quantities
of information must be exchanged and may also have a strong influence on actual user
behaviour (the next element of the model). The application model defines the relation-
ships between a number of key conceptual components of a CVE session. These com-
ponents are: worlds, regions, artefacts, participants and scopes of interaction. The
nature and number of these components are parameters of the application model
which allow a range of tasks and applications to be described. The concepts, overall
model and specific parameters are described in turn.
Concepts
The application model is made up of a number of components: worlds, regions, arte-
facts, participants and scopes of interest. These are defined in turn below.
• Worlds. All interaction is assumed to occur within a world. Each world is a disjoint
space, with its own coordinate system. Most CVEs have some notion of worlds
which may also be linked via portals or other mechanisms as in MASSIVE-1 and
DIVE [Hagsand, 1996].
• Regions. As described in chapter 2 many multi-user virtual reality systems (espe-
cially those which employ multicasting) divide each world into smaller cells or
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zones which play a role in scoping or facilitating communication. Examples
include regional third party objects in MASSIVE-2 and hexagonal tiles in
NPSNET [Macedonia et al., 1995].
• Artefacts. These are the tangible (visible, audible, etc.) objects which populate the
virtual environment. Most or all interaction in the CVE is mediated by artefacts.
Examples include the representations (embodiments or avatars) of users, scenery,
buildings, useful objects, elements of a visualisation, vehicles, etc.
• Participants. These are the agencies or active processes within the virtual environ-
ment and include human user client processes as well as software agents and appli-
cations. A participant is typically represented within the virtual environment by
one (or more) artefacts. Participant processes also observe surrounding activity in
the virtual environment, e.g. to present this information to a human user, or to con-
trol an application.
• Scopes of interest. The interests of each participant within the virtual environment
are described by a scope of interest. In the original spatial model this was the par-
ticipant’s various medium-specific auras. With third party objects this should also
take account of third party effects as considered in section 10.1. The same idea is
implicit or explicit in most of the systems considered in chapter 2. The participant
wishes to know about artefacts within this scope, but need not know about artefacts
outside it.
The communication task of a CVE runtime system is to provide all current partici-
pants with appropriate and timely information about all artefacts which are within
their scope of interest. This information may include graphical geometry, position and
orientation, articulations and gestures, audio, video and other forms of interaction and
communication. This is in the context of potentially mobile artefacts and normally
mobile participants. This is illustrated in figure 39 on page 135.
The following sections formalise the characteristics of artefacts, participants and
scopes of interest within the model. These define the model’s key parameters. Consid-
A
simple artefact
participant
participant A’s
scope of interest
Figure 39: main components of the CVE application model
virtual world
desired information
flows to participant A
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eration of worlds and regions is deferred until the distribution architecture is consid-
ered since they are intimately related.
Artefact parameters
In this simple model there is one application/task-level parameter concerned with
artefacts which is defined below.
• : the total number of non-participant artefacts in the entire system (spread
across arbitrary numbers of worlds and regions). One of the key dimensions of
scalability is the dependency of communication on this parameter. In this model
non-participant artefacts are assumed to be passive, i.e. static and generating negli-
gible numbers of updates. Typical values for  would be from 1 (the simplest
possible non-empty world) to many millions. For example, in the ITW trials it was
typically around 10 while for many visualisation applications in would be several
hundreds or thousands. Note that all of the parameters defined in the model are
summarised in table 18 on page 157.
Participant parameters
Each participant is represented in the system by an active artefact. For simplicity,
these participant embodiments are not included in the passive artefact count, ,
above. If a system or application includes agents or other active artefacts then they
should be counted as participants (or participant-equivalents) for the purposes of this
model. The parameters relevant to participants are defined below.
• : the total number of participants in the system, which, as with artefacts, may be
spread across arbitrary numbers of worlds and regions. The dependency of com-
munication on this parameter is the single most important dimension of scalability
for many applications. In the ITW trials this way typically 10. The DIS-based
STOW program aims to support 100,000 active entities [ARPA, 1994].
• : the length of time for which a participant uses the system in a single session.
For example, in the ITW trials the average session duration was 3900 seconds.
This parameter would be expected to vary significantly for different applications,
ranging from a few seconds to days or weeks.
Scope of interest parameters
Each participant has their own scope of interest. In this model it is characterised by
the following parameters.
• : the number of passive artefacts which fall within an average scope of interest.
This model assumes a generally consistent density of artefacts. Typical values
range from 1 (a minimal meeting space as in some of the ITW meetings) to 106 or
more in large visualisation applications.
• : the number of participants which fall within an average scope of interest. Typ-
ical values range from 0 (for a single user application!) to tens of thousands (a vir-
tual wembley stadium). Example values are 10 for the ITW meetings and 800
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suggested in [Macedonia et al., 1995]. If participants are assumed to be evenly dis-
tributed (like artefacts) then  and  are related by the expression:
(Equation 10-4)
• : mobility of interest, i.e. the number of times during a session that the partici-
pant moves (e.g. by changing world or moving within a world) such that the arte-
facts and participants within their scope of interest are completely replaced by new
ones. This must be at least 1 which corresponds to their arrival at the beginning of
the session.  is therefore the average time over which the scope of interest
changes once. In the ITW trials the average value for  was 13, corresponding to
12 inter-world transitions during an average meeting and an average of 300 sec-
onds (5 minutes) spent in each world. For the military simulation application ana-
lysed for NPSNET area of interest management in [Macedonia et al., 1995] such a
change should not occur more than once an hour, i.e. .
So, to summarise the model so far, there are  artefacts and  participants within
the system. The artefacts are static and passive while the participants and mobile and
active (generating ongoing information such as updates, audio, etc.). Each participant
stays in the system for  seconds on average. Each of these participants is interested
at any one time in  other artefacts and  other participants and their interests
change  times during the session as a result of their own movement.
10.3.2. User model
The previous section has sketched out the overall task-oriented structure of collabora-
tive virtual environments and has defined a number of application-dependent and
scalability-related parameters. This section further defines the nature and activities of
participants within this environment, and is based on observations and analysis of the
ITW trials (see Appendix A). This is very close to the user model using in section
6.3.1 except that a number of parameters and assumptions have now been moved into
the application domain (above). The key elements of the model are listed below.
• All users have 3D graphical and real-time audio interaction capabilities.
• The most significant user events are moving and speaking.
• Users move 20% of the time (see appendix A, section A.2.1). However limiting the
update rate (decoupling it from frame-rate) means that movement occurs in more
update intervals, so that users effectively move (with respect to generated traffic)
about 30% of the time with 1 second updates.
• Users speak (or rather send network audio data) 25% of the time (appendix A, sec-
tion A.3.1).
• Communication and interaction is assumed to be independent of frame rate.
These values influence the values of process behaviour parameters, below.
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10.3.3. Process behaviour and communication protocols
These two areas are considered together because the focus of this model is on network
traffic rather than internal process behaviour and this is determined by the combina-
tion of process behaviour (what the process tries to do) and communication protocols
(what kinds and sizes of messages are involved in communicating this). As in the
application/task component of the model there are a number of parameters here which
may be varied to reflect differences between tasks and also differences between sys-
tems such as the efficiency and flexibility of artefact representation. These parameters
are defined below.
• : the size (in bytes) of the state of an average artefact (or participant embodi-
ment), i.e. a snap-shot description of an artefact. This may include (pointers to)
geometry, audio and video information, identity, text attributes and awareness
information (e.g. focus and nimbus parameters). In DIS [IEEE, 1993] this corre-
sponds to the size of an Entity State Protocol Data Unit (ESPDU) which is 152
bytes including packet headers, however in the normal DIS approaches which use
unreliable communications throughout and periodic retransmission of state this
will effectively be zero with regard to this model since state snap-shots are not gen-
erated on request. In MASSIVE-2 with geometry specified by name (comparable
to use of URLs rather than in-place geometry) this is 1628 bytes for a typical arte-
fact. In MASSIVE-1 with geometry specified in full this is about 13 Kbytes (see
table 9 on page 72).
• : the bandwidth (in bytes per second) generated by a participant. In DIS with 3
updates per second this would be 456 bytes/second. From analysis and observation
of MASSIVE-2 in use a typical value would be 2495 bytes/second, comprising
audio 25% of the time (2387 bytes/second, over 95% of the total), movement 30%
of the time, limited to 1 Hz updates (43 bytes/second), gestures and graphical
“mouth” (53 bytes/second) and keep-alive messages (12 bytes/second); this makes
use of the user model values from the previous section.
• : the bandwidth (in bytes per second) generated by a passive artefact. In
MASSIVE-2 and other systems with an explicit reliable state transfer phase this
will be zero. In the DIS approaches which use unreliable communications through-
out and periodic retransmission this will be non-zero. For a message sent every 5
seconds this gives 30.4 bytes per second. For the exponential heartbeat timer
back-off scheme of [Holbrook et al., 1995] this might reduce to, say, every 120
seconds giving 1.3 bytes per second average with a correspondingly longer delay
to discover artefacts in a newly joined world or region.
The use or otherwise of state transfer (e.g. when joining worlds and regions) is con-
sidered in the next section which deals with this and other aspects of distribution
architecture.
10.3.4. Distribution architecture
This key component of the model deals with the structuring of communication and
includes the effects of task or application parameters such as the number of partici-
pants. This section also deals with worlds and regions as the external manifestations
of communication and replication management. Possible distribution architectures are
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introduced below in terms of a number of largely orthogonal choices concerning: rep-
lication; state transfers; and use of multicasting. The final model allows these alterna-
tives to be compared more systematically with regard to network and participant
bandwidth requirements.
Replication
Perhaps the most important consideration is how communication is structured to
reflect each participant’s individual scope of interest. This has two components: first,
the units in which replication and communication are handled, and second, the way in
which replication and communication and managed. There are a number of alterna-
tive choices for the unit of replication or communication. The specific choices are
described and analysed using this network traffic model in sections 10.3.11 through
10.3.13. There are also a range of replication management schemes which might be
adopted and these are described and analysed in section 10.3.14.
Independently of the specific approach adopted, the effects of the choice of replica-
tion unit and the form of replication management are reflected in this model by the
two key parameters defined below.
• : the accuracy of replication compared to a participant’s ideal scope of interest.
Accuracy is the most significant parameter for describing and comparing
approaches to awareness management in CVEs. The accuracy of a system may be
defined in the terms of figure 3 on page 11 as the amount of presented information
at the user interface divided by the amount requested and/or achieved at the net-
work level. In terms of artefacts this will be the number of artefacts presented to
the user divided by the number of artefacts which the user’s machine receives
information about over the network. This will depend on both the unit of replica-
tion and on the form of replication management. The subsequent parts of the anal-
ysis indicate values for this parameter for different approaches.
• : the “efficiency” with which mobility is handled. Specifically, in the world and
region-based replication schemes an artefact (i.e. a participant’s embodiment) will
need to announce its arrival and state each time it enters a new world or region for
the purposes of replication. In this model each participant is assumed to change its
area of interest  times in a session and so 100% efficiency will be defined as only
being required to announce its state  times during the session (this is independ-
ent of newly arriving observers obtaining the initial state of an artefact). As
defined, values of  can vary from 0 (continuous state transfers) to  (if these
announcements never occur).
State transfer
The subject of state transfers (i.e. whether to have them or not) has already been
raised in section 10.3.3 in the context of DIS heartbeat messages. This consideration
is reflected in the choice of values for  and  as described above. There are also
timeliness considerations when replicating new units which may be particularly
important with smaller replication units and with more flexible forms of replication
management such as that used in MASSIVE-2.
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Another issue concerns the effect of changing scope and then returning: is a new state
transfer required, or can some form of caching be used? To use caching there must
normally be some mechanism to verify that the cached data is up to date, and this
mechanism must be significantly more light-weight that a new state transfer. This
might be reflected in this model by a lower effective value for artefact state size, .
However this is not considered directly in this model.
Multicasting
The final architectural/implementation consideration is the use of multicast communi-
cation (or otherwise). The change from unicast-based communication to multicast
was one of the main motivations for creating a second version of MASSIVE. This
was based on simple analyses such as that given in section 6.3.6. In this model of
CVE requirements this choice will be reflected directly in the derived expressions for
total network bandwidth (i.e. one for total unicast and one for total multicast).
10.3.5. Overheads
Before giving final expressions for network and participant bandwidth requirements it
is necessary to consider management overheads such as spatial trading or multicast
group joins and leaves. Different replication schemes also require different numbers
of units of replication. In turn, each unit of replication will have corresponding
resource requirements. In particular, where multicasting is being used each unit of
replication will require one or more multicast groups (e.g. it might require one for
each medium). These issues are reflected in the parameters below.
• : the total number of replication units used by the system.
• : the average number of replication units of interest to a single participant at
any one time. This will depend on the choice of unit of replication; this is dealt
with in section 10.3.13. Because of the inaccuracy with which scope of interest is
represented a participants machine will actually replicate on average  units
to achieve this.
Paging in or out of a replication group will have costs in terms of multicast group
management (if multicasting is being used), changing resource reservations (if used)
and may also require external support to trigger it (such as MASSIVE-1’s spatial trad-
ing service). For the purposes of the network model two additional parameters are
defined below.
• : the network traffic (bytes) associated with each paging of a replication group
(this is the total for paging in and out). This includes application messages which
may be required to cause paging as well as lower-level multicast group manage-
ment messages. A participant’s scope of interest changes  times per second
and therefore the average rate at which units of replication will be paged in and out
by a single participant will be  (see the definition of , above).
• : the continuous bandwidth (bytes per second) associated with replication man-
agement generated by each participant. For example, in MASSIVE-1 this involves
keeping the spatial trader up to date with aura information as the participant
S
NR
NRI
NRI AI⁄
SRI
M TS⁄
MNI( ) TSAI( )⁄ NRI
BRI
10.3.6. Putting it together
141
moves. This does not include actual aura collision notifications which are a func-
tion of the replication scheme employed and are represented by , above.
The world and region based replication schemes require that artefacts change replica-
tion groups as they move. This results in additional state transfers (already included in
the bandwidth expressions) and also multicast group management and resource reser-
vations changes (if used).
10.3.6. Putting it together
This section summarises and draws together the components of the model and leads
on to the derived expressions for network and participant bandwidth requirements.
• Referring back to the application model (section 10.3.1 and figure 39 on page 135)
there are  simultaneous participants exploring and working in one or more vir-
tual worlds which contain a total of  passive artefacts.
• Each participant has an ideal scope of interest which describes their information
requirements; this includes  artefacts and  other participants at any time and
changes because of their own movement  times during each session (which lasts
 seconds).
• The participant’s ideal scope of interest is represented in the distribution system
with an accuracy of .
• As the participant moves about they have to announce their presence and state on
 occasions during each session. This state (like the state of any artefact)
comprises  bytes of information as seen by the network and will be received by
 other participants (assuming information flows between participants are
approximately symmetrical).
• Each participant also generates updates and streamed data at an average rate of
bytes per second. This is received by other participants and may comprise audio
data and other update messages and is suitable for multicast dissemination (some
of it reliably).
• To manage replication each participant also generates  bytes per second of
management traffic.
• The distribution system might represent the participant’s ideal scope of interest by
 replication units (depending on the replication approach adopted). Because of
inaccuracies and compromises in representing scopes of interest each participant’s
machine actually replicates  units.
• This means that the distribution system replicates  artefacts and  par-
ticipants at any moment. It also receives a corresponding  bytes per
second of artefact updates (which is zero in many systems) and  bytes
per second of other participant updates and streamed data.
SRI
NP
NA
IA IP
M
TS
AI
M EM⁄
S
IP AI⁄
BP
BRI
NRI
NRI AI⁄
IA AI⁄ IP AI⁄
IA AI⁄( ) BA
IP AI⁄( ) BP
10.3.7. Network traffic model
142
• The distribution system’s view of the participants scope of interest will change (as
does the ideal scope of interest)  times in each  second session. Each unit of
replication will cause  bytes of management traffic each time it is paged in and
out.
• Also, the distribution system must obtain  bytes of state informa-
tion for each change in a participant’s scope of interest (in addition to the state
messages sent out by participants as a result of their own movement, above).
Different applications and tasks will be reflected in different values for , , ,
,  and . Different systems, representations of artefacts and use of media will
be reflected in the values for ,  and ; these also reflect the choice between
explicit state transfers and periodic heartbeat messages. Different approaches to repli-
cation and communication organisation and management will result in different val-
ues for , , ,  and . The use of multicasting or otherwise will
determine whether total network bandwidth is impacted by copying packets to multi-
ple participant observers.
10.3.7. Network traffic model
If multicast communication is assumed for mobile participant state announcements
and for artefact and participant updates then the total network bandwidth will be:
(Equation 10-5)
where the five terms correspond to: multicast announcements/state transfers of mobile
participants; unicast state transfers due to changes in participants’ scopes of interest;
multicast heartbeat messages (if any) from static artefacts; updates and streamed data
from participants; and replication unit overheads. Note that this ignores any additional
overheads associated with multicast communication (e.g. to ensure reliable delivery).
The traffic above is the network total and subsets of it will be received by each partic-
ipant’s own machine. Specifically, each participant’s machine will be observing (and
handling the information in) an average bandwidth of:
(Equation 10-6)
If unicast communication is used throughout the system rather than a mixture of uni-
cast and multicast as above then the total network bandwidth (c.f. equation 5) will be:
(Equation 10-7)
With unicast communication the participant bandwidth will be unchanged.
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The following sections use this network traffic model to explore:
• the relative impact of state size vs. update/streamed data bandwidth;
• the difference between explicit state transfers and heartbeat messages;
• the benefits of multicasting compared to unicasting;
• the effect of different choices of replication unit (in terms of accuracy and over-
heads);
• the effect of different forms of replication management;
• the influence of secondary sourcing and abstraction.
Finally the model is applied to the MASSIVE-1 and MASSIVE-2 systems.
10.3.8. State and updates
In the approaches considered here initial state transfers (to create artefact proxies) and
subsequent updates and streamed data such as audio have different and distinct com-
munication requirements. In particular updates can be readily multicast whereas at
least half of state transfers must be unicast on demand. Furthermore, an application
may have many more artefacts than participants, with a correspondingly higher
demand for state transfers (which are needed for both artefacts and participants) than
for updates (which are needed for participants alone).
For simplicity this section assumes ideal scopes of interest and movement (i.e.  and
 equal to one) and that overheads are negligible (i.e. ignoring the contribution of
 and ). Then, ignoring heartbeat messages (which are considered in the next
section), the total bandwidth when using multicast (equation 5) simplifies to:
(Equation 10-8)
and the total bandwidth with only unicast (equation 7) simplifies to:
(Equation 10-9)
Note in each case that there is a single state-related term and a single update-related
term. Note also that  and hence the number of artefacts contributes to the
state-related term but not to the update-related term. Table 14 on page 144 shows
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illustrative values for these terms (per participant) for a number of different scenarios
using figures from MASSIVE-2 (  = 1628 bytes,  = 2495 bytes/s).
The bandwidth for multicast and unicast are shown in total and for state and updates
separately. For multicast, the first scenario (tele-conferencing) is dominated by
updates, the second (collaborative data visualisation) is fairly balanced while the third
(a high-speed race, perhaps a game) is dominated by initial state transfers. However,
in the unicast case the updates are more significant than in the multicast case because
of the additional  fan-out factor, so that even the third scenario is only just balanc-
ing out state transfers and update traffic.
With regard to a single participant, the single participant received bandwidth (equa-
tion 6) simplifies to:
(Equation 10-10)
and exhibits the same balance between state and updates as for unicast total network
bandwidth, above.
These values are for long-term average bandwidth. It will also be important to con-
sider the burstiness of each. For example, state transfers will be concentrated around
world transitions whereas updates will be relatively constant. On the other hand it
may be easier to enforce flow control on large state transfers than on many independ-
ent sources of updates and audio streams.
10.3.9. Heartbeat messages
The previous section shows that in some situations explicit state transfer bandwidth
could dominate update and streamed data, especially for multicast-based systems.
This section considers the alternative approach to state transfers of using periodic
multicast heartbeat messages to convey state. Making the same simplifying assump-
tions as above but using heartbeat messages the total bandwidth when using multicast
(equation 5) simplifies to:
Table 14: state and update bandwidth for a range of application scenarios
Scenario
seconds
Multicast
total, bytes/s
(part.)
Unicast total,
bytes/s
(part.)
teleconference 10 10 1200 29 + 2495 =
2524
41 + 24950 =
24991
visualization 1000 10 600 2743 + 2495 =
5238
2768 + 24950 =
27718
race! 100 10 5 36142 + 2495 =
38637
39072 + 24950
= 64022
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(Equation 10-11)
Similarly, the single participant bandwidth (equation 6) simplifies to:
(Equation 10-12)
These are directly comparable to equations 8 and 10 for explicit state transfers. If state
is resent every  seconds (and assuming  already includes sufficient state infor-
mation) then  will be . In each case the update bandwidth is the same
whereas the state requirement differs. Table 15 on page 145 compares the state
requirements directly.
For any normal application it is easy to ensure that , i.e. that there are at least
as many artefacts as participants (more extreme application would be rather degener-
ate in terms of content). With this constraint the first term in each of the final ratios is
limited to the range 1.0 to 3.0. The key term in balancing explicit state transfer
requirements against the heartbeat approach is , which is the relative fre-
quency of state transfers due to mobility compared to heartbeat messages. So if heart-
beat messages are less frequent than changes of world or area of interest then the
heartbeat approach will yield a reduction in bandwidth to an individual participant.
However this is self-defeating, because the participant is relying on these heartbeat
messages to learn what artefacts are in its new scope of interest. So heartbeat mes-
sages must occur reasonably soon, and certainly significantly more often than changes
Table 15: comparison of explicit state transfer vs. heartbeat approach
Transfer type
Total state-related
bandwidth
Participant
state-related
bandwidth
Explicit state trans-
fer
Heartbeat
Ratio (explicit/
heartbeat)
Ratio (for uniform
distribution):
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of interest. Consequently for useful behaviour this factor will always be significantly
less than 1.0.
With regard to total network bandwidth (rather than single participant bandwidth,
considered above) the issue is slightly less clear because of the additional  factor
for explicit state transfers, which reflects the fact that multicasting is not being used in
the explicit state transfer case and so  unicast messages are needed compared to
each multicast message. Consequently if  is large, total network bandwidth is the
limiting factor and state transfers dominate updates (see previous section) then the
heartbeat approach would be appropriate, resulting in a reduction in total bandwidth
requirements at the cost of increased participant bandwidth.
However, a more general approach would be to allow explicit multicasting to be used
when a significant number of participants attempt to replicate a region or world (or
whatever) at the same time. This might use an extra “initial state” multicast group
associated with each unit of replication. This would require reliable multicasting and
highly dynamic multicast groups, but this is an area of rapid development at the
present time.
10.3.10. Multicast and unicast
The first observation concerning the choice between multicast and unicast communi-
cation is that, for the same replication approach, each participant receives the same
bandwidth (equation 6). So this choice does not affect the amount of information
which a participant machine receives and has to deal with. It does however affect the
total network bandwidth and the number of packets which must be sent by a single
machine.
Comparing equations 5 (multicast) and 7 (unicast) the second term (unicast state
transfer) is unchanged but the first and fourth terms (multicast state transfer and par-
ticipant updates, respectively) are increased by a factor of , i.e. the average
number of participants who are within interest range of another participant, allowing
for the efficiency of the system in representing their scopes of interest. The third term
(heartbeat messages) changes by a factor of  however this term is
unlikely to be relevant in a unicast-based system since the use of heartbeat messages
for state transfer is designed to avoid the need for either unicast communication or for
reliable multicast communication.
So, in general, the unicast state transfer component is unaffected but the state transfers
due to self-movement and most significantly the participant update bandwidth
increase by a factor of . This factor reflects the use being made of multicasting
and places an upper limit on the potential cost of using unicast compared to multicast
(when updates dominate state transfers). Referring to the prior section on state versus
updates it is apparent that, at least for MASSIVE-2, update bandwidth is quite likely
to dominate or at least be comparable in demands with state transfer and therefore the
use of multicasting will yield appreciable reductions in total network bandwidth
requirements. For example, table 14 on page 144 shows reductions for MASSIVE-2
of 90%, 81% and 40% for a teleconferencing scenario, a visualization scenario and a
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game scenario, respectively. If total bandwidth remains the limiting factor then some
form of multicast state transfer should be investigated (see the previous section).
10.3.11. Unit of replication
The choice of replication unit and form of replication management is reflected in the
network traffic model by its influence on the  and  terms and in the management
overheads and system requirement as represented by , ,  and . The four
principle alternative units of replication are: universe, world, region and artefact.
These are introduced below.
• Universe. The original SIMNET system used network broadcasting [Johnston,
1987] and consequently imposed no structure on communication. Effectively
(whether it is presented to users in this way or not) every participant shares a single
virtual world without regions or other structuring and the unit of replication is just
“everything”.
• World. A natural enhancement to the above approach is to structure the virtual
“universe” into a number of disjoint virtual worlds with communication and repli-
cation performed for each world individually. DIVE version 2 [Carlsson and Hag-
sand, 1993] used this approach as, effectively, did NPSNET prior to the
introduction of cells [Macedonia et al. 1994].
• Region. Replication and communication management may also be organised based
on regions or an equivalent concept. This is necessarily more limited in scope than
a single world, but may include a number of artefacts. Section 10.1 has described
how this approach is used in MASSIVE-2. The same kind of approach is found
(without awareness-based management) in other systems such as Spline [Barrus et
al., 1996] and Broll’s work [Broll, 1997]. Use of multicast groups associated with
artefact hierarchies in DIVE 3 [Hagsand, 1996] can also be considered in this cate-
gory.
• Artefact. Finally, replication and communication may be performed for individual
artefacts. This was the case in MASSIVE-1 for example (see chapter 6).
As noted above the choice of replication unit dictates (together with management of
replication): the accuracy of replication; and the associated overheads. These are con-
sidered in turn.
10.3.12. Accuracy of replication
This section considers the potential accuracy of the different choices of replication
unit listed above for the case of a simple open world, i.e. without closed regions or
abstractions. More complicated situations are considered in the subsequent section
dealing with replication management. Table 16 on page 148 shows values for  and
 for each of the choices of replication unit described above. Reflections for each
case are included below.
• Universe. The efficiency of interest for the universal replication case is just the
fraction of the total number of artefacts or participants which actually fall within a
scope of interest (however it is defined). The universal replication case avoids the
need for all but the first state transfer when a participant joins the system and so
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 is greater than 1 (as defined). In fact the network traffic model begins to break
down for universal replication because mobility is essential meaningless with
respect to replication in this case. However since this approach is inherently
unscalable this shortcoming will not be addressed here.
• World. The efficiency of interest for the multiple worlds case depends entirely on
how closely the members of a world match a participant’s scope of interest. The
table assumes that participants are spread evenly between worlds and introduces
the parameter , the number of active worlds. Clearly, the number of artefacts or
participants in a world must be at least the number in the scope of interest if it is to
be satisfied. Also the efficiency of movement will depend on whether movement
within worlds is significant. With a few large worlds this tends towards the single
world case with inaccurate interest but super-efficient movement. At the other
extreme, with many minimally sized worlds the accuracy of interest is good but the
efficiency of movement falls to one (the participant can only change their scope of
interest by jumping to a new world).
• Region. The values for regions in this table are based on the use of square 2D
regions of equal size with no form of occlusion or other awareness limitation, with
a circular scope of interest (of any size) and with a uniform 2D spatial distribution
of artefacts and participants. For comparison, the NPSNET hexagonal tile
approach in [Macedonia et al., 1995] has an example with 19 regions considered at
a time. For a circular scope of interest the worst case radius to fit within these 19
regions is  where  is the length of a cell’s side. Hence in that approach
a. This efficiency is with respect to total network traffic and reflects the loss of potential
multicasting. As far as a single observer is concerned it will be 1.
Table 16: accuracy of interest and efficiency of movement in different replication
schemes
Unit of
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Parameters Constraints
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For square cells and a similar circular scope of interest ( ) the average
value of  using the expression in the table is 0.435 (the effect of using squares
rather than hexagons is offset by assuming that regions are replicated only as
required, rather than always replicating the same number of regions).
• For single artefacts it is assumed that the spatial trading service (or its equivalent)
can deal exactly with scopes of interest so that artefacts are replicated only as and
when required. There is no indirect communication as in the previous cases (e.g.
via a region or a world); each artefact is “just itself”. Consequently the artefact
sends its state as a result of individual aura collisions (or the equivalent) with indi-
vidual participants. The table assumes that all  of the participant’s neighbouring
participants change for each change of interest scope and therefore  individual
state requests are generated and satisfied.
General conclusions, including consideration of overheads and management, are
given at the end of section 10.3.14.
10.3.13. Replication overheads
In these various replication schemes different number of units of replication will be
required. In turn, each unit of replication will have corresponding resource require-
ments. In particular, where multicasting is being used each unit will require one or
more multicast groups (e.g. one for each medium). In table 17 on page 150 columns 2
and 3 show the total number of replication units in the system, , and the number of
interest to a single participant (subject to representational inaccuracies), , for
the different schemes considered. For example in the world-based scheme there is one
replication unit for each world, i.e.  in total, and each participant’s machine deals
with exactly one unit (one world) at a time. The rate at which replication units are
paged in and out are shown in columns 4 and 5 (in total and per participant). The rate
at which participants move between replication units (as a sender) is shown in col-
umns 6 and 7. So, for example, in the world-based case each participant stays in the
system for  seconds and moves (changes worlds)  times in that period so that
they page in new worlds (i.e. new replication units) at an average rate of  per
second (column 5). There are  participants in the total system giving rise to the
corresponding value in column 4. With per-world replication each participant sends to
the same group which they listen to and they move (as a sender) to a new group at the
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same rate as they change worlds, i.e.  times per second (column 7). Again there
are  participants in total giving the value in column 6.
General conclusions are given at the end of the next section.
10.3.14. Replication management
As well as the choice of unit of replication another issue of replication management
concerns the flexibility of the replication management process with reference to the
user’s ideal scope of interest (however that may be specified). For example, replica-
tion management in MASSIVE-2 can take account of opaque boundaries and aware-
ness-driven abstractions which are not taken into account in MASSIVE-1 or in the
simple Area of Interest management proposed for NPSNET [Macedonia et al., 1995].
This may have a large impact on the accuracy with which the system represents a par-
ticipant’s scope of interest in different situations. For example, the approach of
NPSNET is good for open terrain but potentially highly inaccurate in densely
occluded environments, where the line-of-sight approach of RING [Funkhouser,
1995] would be ideal. However this would depend on using individual artefacts or
very many small regions as the units of replication.
Because MASSIVE-2 uses an explicit computational model of awareness it can accu-
rately represent and reason about a participant’s scope of interest. Consequently it is
a. see table 16 on page 148 for the definition of  in this case.
b. for state transfer (rather than heartbeat-based) systems in which artefacts can never change the repli-
cation-related requirements for artefacts may be avoided.
Table 17: replication-related overheads, per participant and in total
Unit of
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able to model a range of situations with relative accuracy. This is one of the key bene-
fits of the spatial model of interaction with third party objects. One estimate of scop-
ing accuracy is developed below.
In this traffic model a participant’s ideal scope of interest is represented in the first
instance by ideal values for  and  which are assumed to be derived in some way
from a more abstract specification of interaction scope (e.g. using the spatial model or
based on typical use). In open terrain this scope of interaction is (in principle) largely
related to what is possible within the constraints of the medium, for example how far
you can see on a clear day. A particular value of  or  would therefore imply a cer-
tain density of artefacts or participants, say  and , respectively. In a more
enclosed space architectural features such as walls and rooms are the principle con-
straints on the scope of interaction. This implies a correspondingly higher density of
artefacts or participants within this kind of environment, say  and ,
respectively. Using an open-style scope in a closed-style environment (without taking
account of its closure) would therefore include many more artefacts or participants
than required, specifically:
For example, if an ideal scope of interest was a 1 km radius circle in open terrain or a
6 metre square room then  could be as small as 0.001%!
Summary
With consideration to management, overhead and accuracy it is possible to make a
number of observations and recommendations concerning replication. These are
given below for each size of unit considered here.
• Universe. With the availability of multicast communication there is no reason to
adopt this simplistic approach to replication.
• World. Replication based on worlds is the simplest viable approach. It requires the
fewest replication units and therefore the fewest multicast groups. It also has less
need (or opportunity) for replication management. However the accuracy of this
approach depends entirely on matching interaction and interest groups exactly to
distinct worlds. This approach also means that there is no continuity for awareness
changes: a participant must jump to a completely new world.
• Region. The region approach is an intermediate between the world and arte-
fact-based approaches. It requires an intermediate number of multicast groups
(some small multiple of ) and has a correspondingly intermediate management
cost. However a region-based approach can provide much better continuity of
awareness and movement than a strictly world based approach. It can also yield
much better efficiency or accuracy in a range of situations and applications. This is
demonstrated in MASSIVE-2 which employs the spatial model of interaction and
third party objects to manage region-based replication.
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• Artefact. This approach has the largest resource requirements (at least one multi-
cast group per artefact) and the finest-grained management requirement (such as
distributed spatial trading in MASSIVE-1). However it can also guarantee excel-
lent accuracy in any kind of application (assuming that the ideal scope of interest
has a computable basis).
The “ideal” approach might be a flexible combination of world, region and artefact
based replication. Worlds provide a common low-complexity base-line which can be
supplemented with regions as appropriate. Finally, artefact based replication may be
appropriate for unusually demanding artefacts or media, such as real-time video. In
this case the cost of unnecessary replication and communication would be large and
the use of another multicast group would be easy to justify.
10.3.15. Abstraction and secondary sourcing
Abstraction and secondary sourcing are not dealt with directly in the model presented
above but it is possible to reason about their effects.
A key motivation for using abstraction and secondary sourcing is to reduce the load
on individual participant’s machines by replacing awareness of many individual arte-
facts with a few abstractions. Adding secondary sources may increase total network
multicast bandwidth requirements since the secondary sourced data is in addition to
the normal directly available information flows. For abstractions the additional data is
based on the data which is already available with the express intention of producing a
simpler, more compact and less demanding partial representation of it. So the maxi-
mum total bandwidth requirements for abstractions will normally be a small fraction
of the total bandwidth. This assumes that the abstraction process is effective (but if it
wasn’t then hopefully it would not be used).
Consider the case in which each participant will be satisfied with partial (abstracted)
awareness of a fraction  of its ideal scope of interest and that viewing an artefact
through an abstraction requires a fraction  of the equivalent resources for direct
viewing (e.g. if an abstraction represents  artefacts using the same state and
bandwidth as one artefact). Then for the simplified form of the network model (equa-
tions 8 and 10), ignoring accuracy, efficiency and overheads, the total multicast band-
width would be:
(Equation 10-13)
Note that multicast bandwidth increases by a factor of  reflecting the additional
secondary sourced information but unicast state transfers fall by a factor of
 reflecting the replacement of state transfers for multiple individual
artefacts with the equivalent abstractions. The bandwidth for a single participant
would be:
(Equation 10-14)
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showing the improvement  throughout. For example, if abstractions
were sufficient for 75% of artefacts, and abstraction resulted in a 10-fold reduction in
resource requirements on average (i.e.  = 0.75 and  = 0.1) then the single partici-
pant bandwidth would be reduced by 67% while the total network bandwidth would,
for the three scenarios in table 14 on page 144, change by +9.1%, -30.5% and -61.8%,
respectively (for the teleconference, visualisation and race). Larger values of  and
smaller values of  would produce larger savings.
It is apparent that secondary sourcing and abstraction have the potential to signifi-
cantly reduce the load on a single participant if abstracted views of many artefacts are
acceptable to the user. Whether this is the case will depend on the application. In
many scenarios the use of abstractions may also significantly reduce the total band-
width requirements because of the reduced demand for state transfers.
10.3.16. Examples
This section concludes this analysis by applying the network traffic model to the
MASSIVE-1 and MASSIVE-2 systems described in this thesis. These are considered
in turn.
MASSIVE-1
MASSIVE-1 replicates based on artefacts and uses explicit state transfers rather than
DIS-style heartbeat messages. The following system-specific parameters apply for
MASSIVE-1 based on the analysis in chapter 6:  = 13.2 Kbytes,  = 0,  = 4.6
Kbytes/s,  = 2100 bytes and  = 1400 bytes/s (approximately, including
inter-client communication). Using artefact-based replication (and assuming the suffi-
ciency of spatial trading to represent scope of interest)  = 1,  = 1 and  =
. Networking is unicast and so total network bandwidth (from equation 7) is:
(Equation 10-15)
Similarly the per-participant bandwidth (from equation 6) is:
(Equation 10-16)
Chapter 6 also neglected  and took  to be  per second, giving a total
network bandwidth of  bytes/s (c.f. equation 1 on page 73,
, where  and ). For this case the single par-
ticipant bandwidth is  bytes/s.
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MASSIVE-2
MASSIVE-2 performs replication based on worlds and regions, uses explicit state
transfers like MASSIVE-1 and uses multicast communication for updates. The fol-
lowing system-specific parameters apply for MASSIVE-2 (see section 10.3.3):  =
1628 bytes,  = 0,  = 2495 bytes/s,  = 1624 bytes and  = 0. The total net-
work bandwidth will be:
(Equation 10-17)
The single participant bandwidth will be:
(Equation 10-18)
For square cells as analysed in section 10.3.12 (and table 16 on page 148):
,
For example, consider  = ,  = 0 (as for MASSIVE-1, above) and  =
8.45,  and  (comparable to NPSNET cells as in section
10.3.12). This gives a total network bandwidth of  bytes/s. This is
a 38-fold reduction compared to MASSIVE-1 for large values of . For  = 10 (as
in the ITW trials) the reduction in bandwidth requirements is by a factor of 11. The
single participant bandwidth is . So the reduced accuracy of open cells results
in a typically higher average bandwidth for each participant than in MASSIVE-1 in
this type of environment.
This reduced accuracy and correspondingly increased per-participant bandwidth is a
general consequence of using a larger unit of replication (regions rather than arte-
facts). This choice is in turn motivated by the adoption of multicast communication,
with system and network restrictions and overheads linked to the number of multicast
groups employed.
However when an environment includes closed regions then MASSIVE-2’s exploita-
tion of third party object effects would make it more accurate than MASSIVE-1’s
aura-only approach (and other approaches which assume a nominally open space).
This would cause a corresponding reduction in participant bandwidth.
10.4. Summary and conclusions
This chapter has described how the spatial model of interaction and third party objects
are used in MASSIVE-2 to manage artefact replication and multicast groups.
By using an explicit computational model of awareness with third party effects the
system is able to represent a range of situations from open terrain to closed rooms
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with reasonable accuracy. This is achieved through three forms of replication man-
agement: aura-based, membership-based and awareness-based. All three are demon-
strated in the new audio gallery world (described in section 10.2).
The majority of this chapter has developed a network bandwidth model for CVEs
based on experience gained over the course of the work presented in this thesis. This
traffic model is used to analyse a number of distribution and communication issues in
CVEs and similar systems. The results are summarised below.
• State and updates. The model shows that the relative requirements of state transfers
compared to (multicastable) updates vary widely for different application scenar-
ios. In extreme applications (such as the “race” example in table 14 on page 144)
state transfers can dominate, especially when multicasting is used for updates. In
situations such as this multicast state transfers or group aggregates might be used
to reduce the total network bandwidth requirements (though multicast state trans-
fers will not affect the participant bandwidth).
• Heartbeat-based state transfers. For applications which involve many mutually
aware participants (i.e. large ) and which are limited by total network bandwidth
rather than participant bandwidth then using heartbeat messages to perform state
transfer can reduce total network bandwidth requirements. However this will typi-
cally result in a significant increase in single participant bandwidth, as well as the
need to trade off timeliness of information against bandwidth requirements through
the choice of , the heartbeat time. In general explicit state transfers are more
appropriate. More specific (reliable) multicast state transfers or abstractions could
be used if state bandwidth requirements remained the limiting factor for scalability.
• Multicast and unicast. The benefits of using multicasting in terms of total network
bandwidth can be very great, especially if the update bandwidth is relatively high
(e.g. with video) or if some form of multicasting is also be employed for state
transfers. The use of multicasting reduces the number of messages which a partici-
pant has to send but it does not reduce the number which they will receive. In fact
the use of multicasting may lead to the use of a less accurate form of replication
management (see below) so that each participant actually has to deal with more
information. However, except on very high-speed LANs (e.g. workgroup ATM)
total network bandwidth limitations will mean that multicasting will be a necessary
choice for significant numbers of mutually aware participants.
• Replication unit. Replication can be performed at a number of levels of granularity,
classified here as “universe”, “world”, “region” and “artefact”. The universal repli-
cation approach is unnecessarily limited. The world-based approach is simple and
useful, but depends on being able to organise interest and interaction to match. The
region approach is more flexible than the world approach as demonstrated in
MASSIVE-2. Finally the artefact approach is potentially the most accurate (a par-
ticipant only replicates what they need) but the management overheads will typi-
cally be greatest as will the network resource requirements (e.g. the number of
multicast groups or reservations required). The best compromise might be to com-
bine general region-based replication with artefact-based replication for extremely
demanding artefacts (e.g. which include real-time video streams).
• Replication management. Depending on the choice of replication unit replication
management can be performed in a number of ways. The goal is to replicate only
those artefacts which are of direct interest to a given participant. This requires a
IP
TH
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flexible and expressive way of representing the participant’s interest and an accu-
rate way of mapping this onto units of replication. This is one strength of
MASSIVE-2 and the spatial model of interaction with third party objects. More
limited forms of replication management (e.g. using open cells or based solely on
occlusion) will be either less accurate or more limited in the range of applications
which they can address.
• Secondary sourcing and abstraction. Secondary sourcing and abstraction have the
potential to significantly reduce the load on a single participant if abstracted views
of many artefacts are acceptable to the user; this will depend on the application.
Also, where unicast state transfers are the dominant component of total network
bandwidth then the use of abstractions may also significantly reduce total band-
width requirements.
The model and methodology used in this analysis could also be applied and general-
ised to other situations and to other classes of application. The notion of awareness
(which need not be explicit in the application) provides the essential basis for the
model and allows reasoning about, for example, accuracy, which is one of the key
components and outcomes of the model.
This concludes part II of this thesis which has considered MASSIVE-2 and the third
party object concept. The next and final chapter draws together the various themes
running through this thesis and presents the final conclusions and suggestions for
future work.
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Table 18: summary of network model parameters
Parameter Meaning
The accuracy of replication compared to a participant’s ideal scope
of interest.
The bandwidth (in bytes per second) generated by a participant.
The bandwidth (in bytes per second) generated by a passive artefact
(often zero).
The continuous bandwidth (bytes per second) associated with repli-
cation management generated by each participant.
The “efficiency” with which mobility is handled.
The number of passive artefacts which fall within an average scope
of interest.
The number of participants which fall within an average scope of
interest.
Mobility of interest, i.e. the number of times during a session that
the participant moves such that the artefacts and participants within
their scope of interest are completely replaced by new ones.
Number of artefacts (passive) spread over all worlds.
Number of simultaneous participants spread over all worlds.
The total number of replication units used by the system.
The average number of replication units of interest to a single partic-
ipant at any one time (ideally).
The total number of worlds over which artefacts and participants are
distributed
The size (in bytes) of the state of an average artefact or participant’s
embodiment.
The network traffic (bytes) associated with each paging of a replica-
tion group (in and out, total).
The length of time for which a participant uses the system in a sin-
gle session.
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Chapter 11.  Conclusions
This final chapter begins in section 11.1 by summarising the work presented in this
thesis chapter by chapter. Section 11.2 then presents the main conclusions and contri-
butions of this work organised in terms of collaborative virtual environments: their
philosophy, theory, realisation, use and modelling. Section 11.3 reflects on the work
presented here. Section 11.3.1 identifies areas for future work. Section 11.3.2 gives
more personal reflections on the work that has been done and the way in which it has
been done. Finally, section 11.3.3 concludes this thesis by reflecting on how this work
relates to the “big picture” of computer science in society.
11.1. Summary
This thesis is concerned with the design and realisation of large-scale collaborative
virtual environments, that is, virtual environments which actively support collabora-
tion between large numbers of simultaneous users. The central theme around which
this work has been organised is that of “awareness”. This rather general term reflects
both the sociology of interpersonal communication and the flow and transfer of infor-
mation in a computational context. Returning to figure 3 of the introduction (which is
reproduced as figure 40 on page 159) CVEs can be viewed in terms of a “cycle of
awareness” which connects the dispersed users via their local computing resources to
“the rest of the world” (i.e. the network). To realise this cycle of awareness it is neces-
sary that awareness have some concrete and computational representation within the
system. For the work presented here this is provided by the spatial model of interac-
tion (which is reviewed in chapter 3). This computational model of awareness influ-
ences, manages and in some cases articulates interaction between the user and the
virtual environment as presented to them by their local computing resources. This
same model of awareness must also control and manage interaction and communica-
tion over the network. In particular it is necessary that such an awareness model be
mapped to a feasible and efficient network communication architecture.
Existing multiuser virtual reality systems can be used to build collaborative virtual
environments. However they do not explicitly consider awareness as a tool for collab-
oration. Instead the awareness controlling facilities which are present are solely moti-
vated by the desire to restrict awareness in some situations in order to enhance system
performance and/or scalability. Thus, rather than a full model of awareness they have
one or more mechanisms and metaphors for scoping interaction, i.e. for limiting the
extent over which interaction must be considered (in whatever dimension). These var-
ious approaches to scoping interaction are surveyed in chapter 2. From this a number
of issues are brought out which may be used to classify this type of scoping and to
guide system designers.
The work presented in this thesis has passed through two complete phases of imple-
mentation and evaluation which are described in this thesis in chapters 3 through 6
and 7 through 10, respectively. The two prototype systems constructed are
MASSIVE-1 and MASSIVE-2. Both are multiuser virtual reality systems and may
justifiably be regarded as collaborative virtual environments because each is based on
a comprehensive and ubiquitous computational model of awareness.
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In the case of MASSIVE-1 the awareness model used was the pre-existing spatial
model of interaction of Benford and Fahlén (as reported in [Benford and Fahlén,
1993]). The spatial model of interaction was reviewed in chapter 3 as background to
the description of MASSIVE-1 given in chapter 4. Chapters 5 and 6 are the heart of
part I of this thesis and each presents details of the system’s implementation, of its use
and its evaluation.
Chapter 5 focuses on the MASSIVE-1 system and the spatial model as they are
viewed by a typical user (i.e. a participant in a collaborative environment). This chap-
ter describes the realisation of the awareness relationship by which awareness is nego-
tiated between both users and objects. This is based on direct negotiation over
individual peer-to-peer connections using unicast network communication. The eval-
uation component of chapter 5 considers awareness in use based on observation,
direct experience and informal interviews and discussion with system users. This
draws on MASSIVE-1’s use for over 20 wide-area meetings and many other sessions.
The system (and the model) meets its goals in a number of respects, however a signif-
icant number of shortcomings and unresolved issues are apparent. The system has
supported collaboration and a number of interesting and suggestive events have been
observed including “natural” uses of space and unanticipated interaction. However
problems remain with the spatial model as implemented and with the system itself. In
general there is a need to improve the ease of navigation and the degree to which a
participant is aware of their surroundings. In respect of the spatial model it is apparent
that awareness, focus and nimbus (the key components of the model) need to be made
more directly visible and controllable within the interface. Further work is also
needed to refine and “fine tune” the expression and calculation of focus, nimbus and
awareness. The final shortcoming apparent in the spatial model is the extremely lim-
ited support for contextual factors in interaction (e.g. being in a room compared to
being in an open park).
User
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Social and user-oriented
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Figure 40: the cycle of awareness
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Chapter 6 provides the network-oriented complement to chapter 5 and deals with the
network architecture and communication requirements of MASSIVE-1. This chapter
describes the implementation of the aura relationship which is the basis of spatial
scoping of interaction in this system. Aura management is formalised in the context of
distributed systems as “spatial trading”. This is a development of more traditional
attribute-based trading such as that of ODP [ITU-T, 1995] combined with the virtual
reality technique of collision detection. Spatial trading is distinguished by the persist-
ence and explicit representation of both offers and requests and the support for effi-
cient incremental modifications to offers and requests. The evaluation of chapter 6
analyses the total network bandwidth requirements of MASSIVE-1 as a function of
the total number of simultaneous participants and the size of interaction groups which
are formed. This analysis shows that spatial trading is potentially much more efficient
than dealing directly with all of the potential interactions in a virtual world. This is
directly comparable to Area of Interest management in NPSNET [Macedonia et al.,
1995]. The same analysis shows that, compared to using multicast-based communica-
tions, the unicast-based approach of MASSIVE-1 typically requires an order of mag-
nitude more network bandwidth.
Part II of this thesis focuses on two of the issues identified in part I. From chapter 5 it
addresses the lack of support for context in awareness negotiation while from chapter
6 it addresses the omission of multicast communication from the original implementa-
tion. The principle theoretical contribution of this thesis is in chapter 7 which presents
the concept of “third party objects” as a proposed extension to the spatial model of
interaction. Third party objects are defined in terms of the effects which they have on
awareness and in terms of the way in which they are activated. The model defines two
potential effects: adaptation, which modifies existing awareness relationships, and
secondary sourcing, which introduces new indirect forms of awareness. Activation is
defined in terms of the various awareness relationships which exist between a third
party object and the other objects on the world (which it affects). Three particular pat-
terns of activation are highlighted: membership, common focus and a hybrid case. It
is proposed that third party objects might be used to realise a range of awareness
effects including buildings, rooms, open cells, crowds, floor control, cross-medium
adaptation, anonymity and remote awareness. The second prototype system,
MASSIVE-2, is introduced in chapter 8. MASSIVE-2 implements a large subset of
the third party object model in addition to the original spatial model of interaction. It
does this using a complementary multicast-based network architecture. Chapters 9
and 10 parallel chapters 5 and 6 in part I and each presents details of the implementa-
tion of MASSIVE-2, of its use and its evaluation.
Chapter 9 describes the implementation of awareness negotiation in MASSIVE-2,
paying particular attention to the realisation and capabilities of spatial third party
objects (i.e. regions). This is illustrated by a number of applications and demonstra-
tions including the Arena, the Panopticon Plaza and a collaborative WWW browser
(WWW-3D) which has been extended to incorporate regions or “data districts”. As in
chapter 5, the evaluation of chapter 9 considers the use of the system and the model.
The third party object concept is shown to be useful in realising a range of effects
including rooms and buildings, crowds and also more unusual forms of awareness
context such as unidirectional boundaries and anonymity services. However a number
of shortcomings remain which correspond closely to those found for the MASSIVE-1
system in chapter 5. In particular third party objects exacerbate the need to make
awareness and its components more directly visible and accessible to users.
11.2. Main contributions
161
Chapter 10 describes how the spatial model of interaction and third party objects are
used in MASSIVE-2 to scope and manage multicast-based network communication.
There are three forms of interaction scoping which are exploited in MASSIVE-2: aura
range; membership of closed regions (e.g. buildings and rooms with opaque bounda-
ries); and awareness-driven level-of-detail groups abstractions. Each of these results
in more efficient use of network and computational resources compared to other sim-
pler approaches (e.g. based on disjoint worlds). Chapter 10 evaluates MASSIVE-2
and the spatial model plus third party objects through the development and analysis of
a predictive model of network bandwidth requirements. This model of network
requirements is significantly more general than that of chapter 6. This model is used
to consider and compare various approaches to interaction scoping and communica-
tion management in CVEs and similar systems. In particular approaches based on
worlds, regions (as in MASSIVE-2) and artefacts are compared and contrasted. In
general, a region-based approach appears to offer the best compromise between accu-
racy and flexibility on the one hand and overheads and network resource requirements
on the other. This network model also shows (in qualitative terms) that more sophisti-
cated awareness management schemes such as that used in MASSIVE-2 can be sig-
nificantly more accurate and efficient than the simpler and less flexible schemes used
in contemporary systems. Finally, the model demonstrates that the use of network
multicasting significantly reduces total network bandwidth requirements. However
this may lead to the choice of a less accurate approach to scoping interaction and cor-
respondingly higher demands placed on individual participant’s machines.
11.2. Main contributions
This section draws out the main original contributions of this thesis to a range of areas
in and around Computer Science. As noted at the beginning of the previous section
the central interests of this thesis revolve around the notion of collaborative virtual
environments and in particular the way in which a concept and model of user aware-
ness can be used to structure and facilitate communication and collaboration. Readers
interested the areas of Computer Supported Cooperative Work (CSCW) and Compu-
ter-Human Interaction (CHI) (and also sociology and psychology) may wish to focus
on the user-oriented aspects of awareness, as it is made available to and directly
affects the user. Readers interested in the areas of distributed systems and multimedia
may wish to focus rather on the way in which awareness is realised and used to struc-
ture and manage communication within computer-based systems, for example viewed
as a form of session management or quality of service control. Readers interested in
computer networking may wish to concentrate on the way in which the concept of and
support for awareness shapes the system’s overall communication requirements and
brings the various and variable requirements of end-users into the sharp relief. Finally,
the general reader, while gaining an overview of all of the these aspects, may wish to
consider the philosophy of collaborative virtual environments and awareness-driven
communication as an alternative paradigm for the design and use of computer-based
systems.
The following sections identify the key contributions of this work and are structured
with reference to a number of different aspects of collaborative virtual environments:
their philosophy, theory, realisation, concrete experience and prediction or modelling
of general use. These are dealt with in turn.
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11.2.1. Philosophy
This work contributes to the philosophy of collaborative virtual environments and
computational models of awareness primarily through its provision of the
MASSIVE-1 and MASSIVE-2 systems as prototypes of this approach (see chapters 4
and 8). For example, analyses of meetings held in MASSIVE-1 carried out by Bow-
ers, O’Brien and Pycock ([Bowers, O’Brien and Pycock, 1996] and [Bowers, Pycock
and O’Brien, 1996]) have yielded new insight into the relationships between real and
virtual activities: the transfer of real-world behaviours into the virtual world, and the
importance of the ongoing co-existence of “real” and “virtual” activity and interac-
tion. The author has also been actively involved in the exploration of other issues for
collaborative virtual environments such as the representation of context in interaction
(as presented in this thesis as third party objects) and issues of embodiment and repre-
sentation of users in CVEs [Benford, Bowers et al., 1997].
11.2.2. Theory
This thesis proposes the third party object concept as an extension to the pre-existing
spatial model of interaction of Benford and Fahlén [1993]. The third party object con-
cept is presented in chapter 7 and allows this extended spatial model of interaction to
explicitly represent and reason about the effects of context or environment on aware-
ness relationships. Third party objects may represent aspects of interaction context
such as rooms and buildings, crowds, common artefacts or more abstract factors such
as membership of a group or the control of a chairperson. Third party objects are
defined in terms of their effects (what they do) and their activation (when they do it).
Two classes of effect are defined: adaptation, which involves modification of existing
awareness relationships, e.g. amplification or suppression; and secondary sourcing,
which introduces new indirect forms of awareness. The combination of both effects is
particularly useful to realise group effects including aggregation and abstraction of
the group as a whole (however it may be defined). Third party objects are activated or
controlled by other awareness relationships, specifically those between the third party
and the objects which it is influencing. Three primary patterns of activation are identi-
fied: membership of the third party, representing a group of some kind; common focus
on the third party as an object of common interest; and a hybrid form of activation
which combines membership and focus on the object.
Key observations of the third party object concept are listed below.
• Third party objects are first class objects within the total spatial model framework,
and can themselves exploit focus, nimbus and aura to manage their own interaction
and operation.
• Third party objects, because they are also first class objects, can apply to one
another, allowing the construction of combined, linked or nested patterns of
effects.
• Third party objects can be as dynamic and flexible as any other object. For exam-
ple, in a CVE they can be dynamically introduced and can be mobile and change in
size and effect over time.
• Third party object activation is based on awareness negotiated between the third
party and both of the other objects in the interaction. This may be contrasted with
the original notion of adapters in the spatial model of awareness which was based
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on one of the objects only. This represents a significant increase in the expressive-
ness of third party objects compared to simple adapters.
• The combination of adaptation and secondary sourcing (the two kinds of third
party effects) within a common framework is necessary to successfully manage the
introduction of abstraction and other kinds of secondary sources within the system.
• As noted above, third party objects can be used to represent and realise notions of
groups, regions (closed boundaries), common interest and indirect awareness.
• As demonstrated in MASSIVE-2 (see chapter 10) the third party concept can be
exploited by a compatible distribution architecture to give more accurate or effi-
cient patterns of information dissemination in an awareness-based system when
compared to the original spatial model of interaction and to other current
medium-independent approaches.
11.2.3. Realisation
The work presented in this thesis has included two complete prototype collaborative
virtual environment systems: MASSIVE-1 and MASSIVE-2. The first is a virtual
reality tele-conferencing system based on the original spatial model of interaction and
employs spatial trading and unicast-based peer-to-peer awareness negotiation to man-
age inter-participant communication through 3D graphics, audio and text (see chapter
4). The second is a general-purpose collaborative virtual environment system which
includes the third party object concept in addition to the original spatial model facili-
ties (see chapter 8). MASSIVE-2 can be used to support tele-conferencing and also
other applications such as collaborative information visualisation. These two proto-
type systems demonstrate the viability of the presented models as the basis for an
operational distributed implementation.
These systems demonstrate concrete realisations of the concepts presented and may
inform and inspire future systems. Specifically, MASSIVE-1 prototypes and demon-
strates the use of spatial trading which is a potential new generic service for distrib-
uted systems which extends the attribute based trading of ODP [ITU-T, 1995] in line
with the philosophy of CVEs and in particular the concept of aura as found in the
original spatial model of interaction (spatial trading is presented in chapter 6, while
chapter 3 reviews the original spatial model of interaction). Spatial trading differs
from attribute-based trading (for example in ODP) in a number of respects: both
offers and requests persist within the trading space; offers and requests are subject to
incremental updating, which is efficiently supported; requests are always comprehen-
sive (requesting all matches rather than a single match); and matching includes a
notion of distance. This reflects the philosophical shift from relatively closed and
well-defined tasks to more open and ongoing interactions and potential interactions
based on the concept of awareness.
MASSIVE-2 employs multicast group and communication management which is
directly controlled by the third party objects within the environment. This allows it to
accurately map between idealised user requirements for awareness and resulting com-
munication requirements. This exploits provisions of third party objects for represent-
ing spatial constraints on interaction. This also allows MASSIVE-2 to share and
allocate multicast groups according to appropriate contextual constraints. In turn, this
allows interaction scoping to be performed effectively with restricted numbers of
multicast groups (compared to the total number of virtual artefacts).
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11.2.4. Experience
The MASSIVE-1 and MASSIVE-2 systems are also the basis for gaining user experi-
ence of these models of awareness. Both systems have been used for numerous small
group laboratory meetings and demonstrations. The MASSIVE-1 system has been
used as the primary meeting support tool for the BT/JISC funded Inhabited The Web
(ITW) project, which included 17 wide-area group meetings between six sites with up
to ten participants in any meeting (see [Greenhalgh et al., 1997] for more details of
these meetings). The MASSIVE-2 system has been used to stage the “MASSIVE”
real/virtual poetry performance as part of the Nottingham NOWninety6 arts festival.
This allowed ten members of the public at a time to view and interact in each of six
virtual poetry performances (see section 9.2.1). These and other experiences form the
basis of the user-oriented evaluations in chapters 5 and 9. Others researchers have
also used these systems as a basis for evaluation and exploration, most notably Bow-
ers, O’Brien and Pycock ([Bowers, O’Brien and Pycock, 1996], [Bowers, Pycock and
O’Brien, 1996]). The main observations based on use of the system are listed below
under the headings: success; awareness and virtual presence; and third party objects.
Success
• Both systems have been successful in supporting effective and enjoyable collabo-
rations in meetings and less formal settings.
• There have been examples of social browsing and spontaneous collaboration using
the systems. This was one of the motivations behind the space and aware-
ness-based approach of the spatial model.
• It is apparent that the audio medium is critical for supporting synchronous commu-
nication and collaboration.
• Bowers, O’Brien and Pycock [1996] observe some characteristics of real-world
bodily activity in communication being transferred (on occasion) to the virtual
world, suggesting that the users can, at least to some extent, make effective use of
the available movement and gesture facilities.
Awareness and virtual “presence”
• It is possible to create small group situations in which focus and/or nimbus are nec-
essary and effective. However their use in small relatively focused groups does not
normally appear to be essential (especially when multiple connected worlds are
also provided to scope interaction).
• In the desktop configuration used in these systems the graphical medium limits
(eliminates) peripheral awareness of surrounding activities. This is especially
apparent in an informal group context when other participants may be anywhere
around the user in the virtual space.
• Compared to physically co-located interaction there are frequent breakdowns of
communication which appear to be due in part to technical difficulties and in part
to the relative lack of non-vocal expression (especially semi-automatic back-chan-
nel signals such as nodding and gaze direction).
• There are occasional break-downs of presence and embodiment when participants
“leave” their virtual bodies without this being apparent in the virtual world. For
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example, they may answer the phone or leave the office while still connected to the
session.
• Navigation remains awkward, especially for novice users. This is a general issue
for virtual reality and 3D visualisation.
Third party objects
• MASSIVE-2 demonstrates useful and effective spatial third party effects, in partic-
ular closed rooms and buildings, crowds, and a number of other boundary effects
(in the Panopticon Plaza for example, see section 9.2.3).
• MASSIVE-2 also demonstrates that third party abstractions can be used to dynam-
ically reduce communication load, particularly in the audio medium.
• It is apparent that awareness and the influence of the third party object must be
made more visible to the participants so that they can understand and reason about
the world as it is experienced. This is particularly important with the more unusual
third party effects such as asymmetric boundaries and medium-specific bounda-
ries.
• Third party objects can be used to effectively manage network communication and
multicasting (see for example the New Audio Gallery in section 10.2).
• The temporal characteristics of this communication management are also signifi-
cant. In the current implementation there are significant transient discontinuities in
the presented audio and graphics in these situations, for example in the transition
from an abstracted view to a direct view (e.g. seeing “into” a crowd).
Experience of the system has also yielded information about the way in which the
system is used and the resulting demands which are placed on the communications
infrastructure and user machines. This is considered in the next section.
11.2.5. Modelling of use
This thesis has presented a general predictive modelling framework for distributed
application use and requirements, in particular, for network communication (see sec-
tion 10.3). This involves analysis and modelling of both user activity and of system
and network behaviour. These are considered separately below.
User activity
Profiles and characterisations of user activity have been created based on auto-gener-
ated application and network logs from the ITW trials with MASSIVE-1. This logged
information has been used to systematically analyse aspects of user activity and
behaviour within the system (see appendix A). For the meetings in question these give
sample values for: time spent moving, correlation of movement between users, speed
of movement, occurrence of group transitions between worlds, occurrence of return
visits to worlds, time spent speaking and correlation of speaking between users. These
observations are used in chapters 6 and 10 as a component of the total system model
(considered below). This also represents an interesting approach to analysing activity
and interaction based on the affordances of the technology and the user’s embodiment
as their representative within the computational domain of communication and aware-
ness and may be compared with other approaches such ethnographic observation and
conversation analysis (e.g. [Bowers, Pycock and O’Brien, 1996]).
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System and network behaviour
Chapter 6 builds on the models of user behaviour described above together with
detailed observation of the MASSIVE-1 system in controlled situations to construct a
predictive model of total network bandwidth requirements for that system. This
model demonstrates the potential utility of spatial trading as defined in this thesis to
appropriately control and constrain interaction, especially in unicast-based CVEs
such as MASSIVE-1.
Chapter 10 develops the simple model of chapter 6 into a more comprehensive and
general model of network communication requirements in collaborative virtual envi-
ronments such as MASSIVE-1 and MASSIVE-2. This model is based on an idealised
application model for collaborative virtual environments which is also applicable to
general distributed virtual reality systems and to a large extent, to synchronous aware-
ness-based systems based on non-euclidean spaces (if any existed). This model identi-
fies key parameters to characterise user activity and application and protocol
behaviour which can be varied to apply the model to different systems and uses. The
model defines some key concepts and dimensions which can be used to assess differ-
ent systems and approaches. The main two are listed below.
• Different systems and approaches to awareness management (or its equivalent) can
be characterised and compared in terms of the “accuracy” with which they can rep-
resent and realise each user’s notional ideal awareness within a given application
and environment.
• Systems may also be characterised in terms of the granularity with which replica-
tion and communication management is performed. The primary choices are “uni-
verse”, “world”, “region” or “artefact”.
Other key outcomes of the analysis of this model are listed below under the headings:
state and updates; multicasting; awareness management; and abstractions.
State and updates
• A distinct phase of state transfer followed by ongoing updates is assumed, at least
for participants’ embodiments (whatever they may be). It is apparent that the rela-
tive importance of state transfers versus updates varies enormously according to
the type of application (e.g. the expected patterns of user activity) and the commu-
nication media involved (e.g. static graphics, dynamic graphics, audio and/or
video). It appears that with richer forms of interaction (i.e. with at least real-time
audio) the update bandwidth requirements will dominate in many applications.
• Using repeated heartbeat messages to perform state transfer is only appropriate in
extremely limited situations; in such situations an alternative form of multicast
state transfer to joining participants would be preferable unless the number of mul-
ticast groups available were incredibly limited.
Multicasting
• Using network-supported multicasting can dramatically reduce the total network
bandwidth requirements. This is probably appropriate in most situations with the
possible exception of high-speed (e.g. ATM-based) LAN-only situations.
• However the use of multicasting may lead to the adoption of less accurate forms of
communication management (in order to reduce the number of multicast groups in
use and the related management and maintenance overheads).
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Awareness management
• Drawing on the analysis of interest scoping in distributed virtual environments in
chapter 2 it is suggested that an appropriate approach to awareness and communi-
cation management in CVEs is to use world-based and region-based management
at the top level, with individual artefact management being applied to more
demanding media such as video.
• It is argued that an explicit model of awareness which includes the effects of con-
text is a good approach to communication management because of its potential
accuracy in a range of situations (e.g. both interior and exterior spaces). The spatial
model of interaction with third party objects is a model of this type.
Abstractions
• The network requirements model also shows that the introduction of abstractions
can reduce not only the load on individual participant’s machines, but also the total
network load in many situations (because it reduces the total requirements for state
transfers). However this depends on its acceptability to users in any given applica-
tion.
As for the user analysis, above, the form and development of this application model
may also be generalised and applied in other situations and to other classes of applica-
tion. In particular the notion of awareness (which need not be explicit in the applica-
tion) provides the essential element in forming this model. The same concepts and
comparisons might be applied to other domains and styles of system.
This section has presented the key outcomes of this work. The next section is a more
subjective reflection on and evaluation of the work performed and presented.
11.3. Reflection
This final section presents more subjective and personal reflections on the work which
has been presented and summarised in the previous two sections. Section 11.3.1
describes deliberate or inadvertent omissions from this work (things which might
have been done given more time). Equivalently these are possible areas for future
work. Section 11.3.2 presents personal reflections on the work which has been done
(or otherwise) and the way in which it has been done. Finally, section 11.3.3 tenta-
tively explores something of the “big picture” of the evolving relationship between
computer science and society.
11.3.1. Future work (or what I didn’t do)
Areas for possible future work are described below in terms of: models of awareness;
user and application modelling and testing; network modelling; and system design
and implementation.
Modelling awareness
• It is apparent from use of both MASSIVE-1 and MASSIVE-2 that both the original
spatial model of interaction and also the third party object concept itself require
explicit representation to the user within the normal interface. As the effects of
focus, nimbus and third parties become more unusual (i.e. more “virtual” than
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“real”) then users have difficulty in understanding why they perceive the world as
they do or in inferring what they should do in order to achieve particular kinds of
interaction. If an approach such as the spatial model of interaction is to be used
more generally then it needs to be made sufficiently visible and malleable for “nor-
mal” users (whoever they may be).
• Similarly, there is a need to make control over interaction more accessible to users
(e.g. via manipulation of focus and nimbus).
• The systems and examples presented in this thesis concentrate exclusively on the
management of and support for real-time (synchronous) communication and col-
laboration. These ideas might be applied and generalised to asynchronous situa-
tions and to the transitions between synchronous and asynchronous activity (this is
one of the emphases of the Aether awareness model [Sandor et al., 1997] which is
also inspired by the spatial model of awareness).
• The prototype systems described in this thesis are stand-alone tools which tend to
dominate the user’s attention. To support more general patterns of use (such as the
notion of always being “on-line” but to varying extents) it is necessary to address
direct integration between the awareness model presented here and the other facili-
ties provided by the user’s end system. There is also the need to integrate control
and use of other individual and group tools within the same context.
User and application modelling and testing
• While the motivational focus of this work has been on the support of potentially
large numbers of simultaneous users it has not been possible to perform large-scale
trials within the temporal and resource constraints of this work. This is a clear area
for ongoing work and is necessary to address the potential utility of the system
designs and the network traffic model. Also, and perhaps more importantly,
large-scale tests will be needed to assess the effectiveness of the spatial model,
third party objects and the CVE approach and philosophy in general.
• With regard to capturing and characterising user activity and behaviour there is a
need to consider: larger user populations including, for example, “expert” and
“novice” users; a range of application types beyond small group tele-conferencing
as considered here; a range of interface metaphors and technologies, including the
use of immersive displays and tracking technologies. All of these are likely to have
a profound effect on the type and pattern of user activity, which in turn impacts
system and network requirements.
Network modelling
There are a number of well defined extensions to the network requirements modelling
of chapter 10 which could form areas for future work. These include the following:
• Consideration of non-trivial network topologies. The current model considers total
network bandwidth only, i.e. treating the network as a single shared broadcast seg-
ment. The model might be extended to consider, for example, distinct LANs within
a broader WAN, each with different bandwidth and/or cost characteristics.
• The model might be developed to explicitly address client-server style implemen-
tations (the current model focuses on peer-to-peer communication). This may also
include consideration of user access over low-bandwidth tail-links (e.g. modems).
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This would go beyond the analysis of Funkhouser [1996] in considering cli-
ent-server traffic as well as the inter-server traffic considered in that analysis.
• The model is currently for long-term average bandwidth only. There is a clear need
to model and reason about transient effects such as possible peaks in bandwidth
requirements associated with state transfer operations. This is particularly impor-
tant in the context of low-bandwidth connections such as narrow WAN or modem
connections and for provisioning of networks and services.
System design
• As noted above it has not been possible to test these systems with as many partici-
pants as might have been hoped. From preliminary performance tests it appears
that the performance of individual participant’s machine will be a key limiting fac-
tor even with relatively small number of mutually aware users. There is significant
future work to be done to characterise the actual limitations and to explore ways of
increasing total system scalability, for example by adaptive control of interaction,
or by off-loading activities (such as elements of audio mixing and management) to
external shared services.
• Flow control and congestion management is largely neglected by the current sys-
tems. This is an open research issue for multicast communication in general. It is
complicated in this application by the use of several multicast groups in parallel,
with continually shifting interests. It would also be interesting to consider the ways
in which back-pressure might be represented to or applied to the individual partici-
pants in a CVE so that they could reason about the observed behaviour of the sys-
tem and modify their conduct accordingly.
• One possible application of CVE technologies in the long term is in the consumer
market as a form of “Inhabited TV” in which viewers can “step inside” their TV
set and join the audience or even the main content of the show. This is also consid-
ered in section 10.3.3. This implies a need to move gracefully between very differ-
ent modes of participation such as passive observer, mutually aware audience
member, or central participant. The metaphors, interface technologies and system
support for these varying modes of participation and the movement between them
remain areas for future work.
• In a similar way the movement between synchronous or foreground use of the sys-
tem and asynchronous or background use of it (as a tool for awareness) involves
similar transitions between modes of participation.
System implementation
This section lists a number of obvious extensions to the implemented systems, in par-
ticular MASSIVE-2 which is still being used and developed (unlike MASSIVE-1).
• Communication management in MASSIVE-2 is based on disjoint worlds and on
spatial third party objects (i.e. regions). An interesting area of future work would
be to extend this management framework to handle logically defined groups (e.g.
artefact hierarchies or security-related groups) and also to integrate per-artefact
communication management in appropriate cases. This thesis has argued that
high-cost media such as video and perhaps also audio should be managed on a
per-artefact basis because the cost to a participant of inaccuracy is so high. How-
ever the system does not currently support this.
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• The current systems supports text, audio and 3D graphical communication but not
real-time video. This is an area of ongoing work being explored by Gail Reynard in
the Communications Research Group as part of her PhD studies.
• In normal working situations it will be appropriate to integrate the CVE system
with the other tools which the user makes regular use of such as World Wide Web
browsers, word processors and email facilities. This is not currently supported by
either system.
11.3.2. Personal reflections
This section gives brief personal reflections on the work presented in this thesis and
the activities which lie behind it. The aspects considered in turn are: “how it went”,
“how it turned out” and “what should have been done differently”.
How it went
I (the author) think that the work presented here started particularly well, with a first
version of MASSIVE-1 being usable about six months into the period of study. This
was important because the overhead and time requirements for obtaining useful expe-
rience with the system were unexpectedly demanding. The timely occurrence of the
BT/JISC funded Inhabiting The Web project allowed the system to be used to hold 17
wide-area meetings and provided extremely useful experience backed up by activity
and traffic logs.
A large amount of time was consumed by aborted developments of intermediate ver-
sions of the successor to MASSIVE-1. I was unable to locate a distribution platform
with which I felt happy with and which was appropriate to the structure of the second
system. This was also complicated by the relatively late completion of the network
analysis of section 6.3.6 which demonstrated the importance of network supported
multicasting for reducing total network bandwidth requirements. With a target of 100
simultaneous users it became clear that multicasting would have to be employed. This
further reduced the choice of suitable distribution systems and I decided eventually to
create a new distributed object system which integrated multicasting in a natural and
relatively light-weight fashion.
In parallel with the development of the core system facilities I was also reflecting on
how the constraints of multicasting (i.e. common delivery to a set of observers) might
be reflected in an awareness model and vice versa. Consideration of objects as repre-
sentative of multicast groups was the basis from which the third party object concept
was refined and developed during the first half of the third year of study. The comple-
tion of MASSIVE-2 was pushed back towards the end of the third year of study, and
this was exacerbated by beginning to lecture three months into the third year.
There has not yet been time to exercise MASSIVE-2 in the way that MASSIVE-1 was
in the ITW trials. However the NOWninety6 poetry performance using MASSIVE-2
(see section 9.2.1) was a significant motivation (understatement) to get the system
operational, reliable and user-friendly. My effort has been diluted over the final year
of study by teaching and other research commitments and I have concentrated on
incremental improvements to the system, together with the evolution of the analysis
and evaluation presented in chapters 9 and 10 in particular.
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My working style tends to be one of rapid prototyping and exploration in parallel with
conceptual work, modelling and analysis of existing systems. This is apparent in the
evolution of the third party object concept alongside the development of
MASSIVE-2. I find that this can give a richer (and more interesting) development
process with a more realistic “dialogue” between theory and experience.
How it turned out
MASSIVE-1 was explicitly a minimal prototype implementation of the spatial model
of interaction. As such I think that it has been very successful. It has provided a dem-
onstration platform to explore the concepts of the original model. It has also been use-
ful for holding distributed meetings over wide area (though high-bandwidth)
networks. It has been particularly satisfying to see others deriving new insight from
its use and enjoying involvement in virtual meetings.
MASSIVE-2 was a more ambitious system intended to be a general CVE and applica-
tion development platform. I consider it to have been partially successful. For exam-
ple, it successfully hosted the NOWninety6 poetry performance. As an example of a
different class of application the WWW-3D collaborative web-browser (see section
9.2.4) has been ported to MASSIVE-2 from the DIVE system [Hagsand, 1996] and
region-based enhancements have been made to it. Other members of the Communica-
tions Research Group at the University of Nottingham are also developing their own
work with and within the system. However, preliminary performance tests suggest
that the system will support approximately twenty mutually aware users on typical
current workstations (e.g. Silicon Graphics O2); this is still somewhat short of the
design goal of 100! Likely reasons for this appear to be: the relatively heavyweight
character of the distributed object system, especially when handling continuous media
(e.g. audio); and the current focus on peer-to-peer communication, with little facility
to off-load or share computation with other machines in the network. The support for
abstractions should address this second issue to some extent, but I think that it will
need more dynamic and flexible management than exists at present.
I am very happy with the third party object concept. In particular, it has integrated
with the original spatial model of interaction in a very elegant way. It has also demon-
strated at least some of its flexibility in MASSIVE-2. The notion of using (negotiated)
awareness to control the third party object appears particularly promising and expres-
sive. MASSIVE-2 is currently rather limited in this respect, concentrating as it does
on spatial membership controlled third party objects (i.e. regions), however there
appears to be significant unrealised potential within the model that might be used in
future systems.
What should have been done differently
I regret the time which was effectively wasted on aborted versions of MASSIVE in
the middle of this work. I would ascribe this to a lack of early modelling and perform-
ance evaluation, and also to a general tendency to start prototyping a little too soon.
In principle and in retrospect I would like to have found an existing distributed system
platform to use, or possibly used an existing virtual reality system or toolkit such as
DIVE or MRToolkit [Shaw et al., 1992]. This should have allowed me to concentrate
more on the individual issues and areas which I was exploring. However, I doubt that
this would ever have happened. The areas being explored deal with relatively deep
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aspects of distribution and communication management which require very low-level
support. Also, I think (or rationalise?) that an intimate familiarity with all levels of the
system gives a more intuitive sense of the “aesthetics” of distribution. I hope that this
will have created a more harmonious and integrated system rather than an awkward
simulation of the desired effects running over a reluctant infrastructure. Finally, I may
never have the time to indulge myself quite like this again.
The last thing which I would have done differently is more of a strategic error: in both
systems I attempted to use a common distribution system for all interaction and com-
munication, from RPCs through graphical updates to audio streams. This has certain
advantages in constructional and conceptual simplicity. However it is also one of the
main reasons why I believe the scalability of MASSIVE-2 is currently limited. It is
not so much that the metaphors are wrong, but that streamed media in particular are
both highly demanding and also amenable to medium-specific handling and optimisa-
tions. For example, the encoding rules for audio and video are entirely medium spe-
cific. To have an additional generic layer of marshalling (as there is at present) is a
real waste. Also, the despatch mechanism appropriate for object oriented program-
ming (as used in MASSIVE-2) is much more heavyweight than is required for
streamed media in most situations. In MASSIVE-1 part way through development the
audio medium was split out into a separate generic audio service with tailored com-
munication protocols. I think that the same thing should be done with MASSIVE-2.
Similarly, if video is integrated it will need careful and appropriate handling (for rea-
sons of performance, rather than correctness).
11.3.3. The big picture
This thesis concludes by considering the way in which the areas covered in this thesis
may be viewed within the broader picture of computer science and society. This is
considered it terms of: inter-disciplinary research, inhabited television and ubiqitous
computing.
Inter-disciplinary research
Inter-disciplinary research appears to be extremely difficult to maintain, with barriers
of language and terminology, of philosophy and of ideology, adding to the more mun-
dane logistical and administrative barriers which exist between departments and
organisations. One of the interesting aspects of the work presented in this thesis is the
way that it brings together concerns from sociology and psychology together with
issues of computer science, from CSCW and CHI to distributed systems and network-
ing. The motivations behind CVEs derive in part from ethnographic observations of
everyday work practice. Within the lifetime of the work presented here this has come
full circle, with these same ethnographic techniques being applied to environments
which they have inspired (see in particular [Bowers, Pycock and O’Brien, 1996]).
These observations yield new insight and understanding and in this way practice
progresses. When inter-disciplinary research can be made to work it can be exception-
ally productive and innovative. Perhaps one way in which it can be made to work, as
in CVEs, is around a common ideal or driving application. Furthermore, within the
framework of “Inhabited Television” (see below) artists, writers, producers and direc-
tors all become potential collaborators. It is to be hoped that this spirit (and reality) of
collaboration will be maintained and enhanced, both within this area of work and also
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more generally. Computer science is not an end in itself: the highest duty of computer
science is in the service of man (or the glory of God, depending on your perspective).
Inhabited TV
If one were to adopt a visionary perspective then perhaps the “killer application” for
collaborative virtual environments would be “Inhabited Television”, i.e. making this
type of technology and environment available to domestic users in their own homes.
The traditional model of television is one of highly centralised production and coordi-
nated large scale distribution to large numbers of passive viewers. This approach is
required by the limitations of the technologies traditionally used for television, i.e.
high-investment terrestrial broadcasting. The emerging area of Interactive TV (see for
example [Salmony, 1995]) supplements this unidirectional flow of content with a
(typically very low bandwidth) reverse channel, allowing simple feedback from indi-
vidual viewers to the content provider. Uses for this back-channel typically include
requesting content (e.g. video-on-demand) and simple responses to content such as
voting and tele-shopping (ordering goods and services). Inhabited TV seeks to extend
this model in two significant respects: firstly it introduces direct communication
between the distributed viewers; and secondly it expands the size and nature of the
back-channel to support richer interaction and moment-by-moment involvement with
the content. That is, it allows isolated viewers to become involved participants: par-
ticipating in a collective (mutually aware) audience and being able to participate
directly in the content itself, for example by making a significant contribution to it.
Moving from CVEs as they exist today to the notional future of Inhabited TV presents
many major technical and social challenges. For example, the issue of scalability,
which has been one of the concerns of this thesis, assumes massive (!) proportions. In
the UK alone peak viewing figures for conventional broadcast TV regularly exceed 10
million simultaneous viewers. The global viewing figures for the funeral of Diana,
Princess of Wales, in September 1997 are reported to be in excess of 2 billion. There
is a long way to go to address this scale of use. There are also other issues such as pro-
viding users with effective navigation and rich interaction within a relatively uncon-
strained (and often social) domestic environment. Also, viewers will need to be able
to move between various modes of (non-) participation, for example from passive
viewing, through co-aware audience membership, to central participation. There are
also profound issues relating to the content of Inhabited TV. What should it be like?
How should it be structured? Who will create it and how? Who will control and man-
age it? And so on.
Mixed realities and ubiquitous computing
Bowers, O’Brien and Pycock [1996] make the point, in observing the process of stag-
ing a meeting in MASSIVE-1, that only part of the activity and communication is
occurring within the system, i.e. within the virtual world. Each participant is still very
much part of their own physical environment such as their office or their home. There
seems to have been a tacit assumption in much research related to virtual reality that
ideally people will “leave the physical world behind” and step whole-heartedly into
the virtual, at least for the duration of use. This is clearly not usually the case. Nor is it
even ideal except in relatively constrained training and entertainment applications. It
is necessary, rather, to consider the real and virtual worlds evolving and coexisting in
parallel at all times.
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This may also be seen as a perspective or approach to the philosophy of ubiquitous
computing [Weiser, 1993], i.e. the notion that everything, including normally mun-
dane and everyday objects, should not only be computerised but also communicating
and cooperating in a benign web of natural electronic assistance. Ubiquitous comput-
ing can be seen as breaking down the boundary between “real” and “virtual” (i.e. elec-
tronic) by infusing the real world with the virtual by technological means. Similarly,
the techniques of augmented reality (as in [Bajura et al., 1992], for example) seek to
supplement or overlay the real world with virtual artefacts and information. One
might say that the ideal is not virtual reality, but mixed reality, a merging of real and
virtual objects and of real and virtual spaces. This is an area which has begun to be
explored by the author and others (see for example [Milgram and Kishino, 1994] and
[Benford et al., 1996]). These approaches and ideas may have a profound influence
both on the way in which these technologies evolve and ultimately upon the way in
which technology and perhaps even reality are understood by society at large.
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Appendix A.  User profiling
This appendix presents a quantitative analysis of aspects of user behaviour in
MASSIVE-1. This allows an approximate model of expected user behaviour to be
built. Such a model is a key element in assessing the network and computational
resources required to support varying numbers of users in any CVE system and is
used in the network traffic models of chapters 6 and 10. Section A.1 begins by
describing the sources of data which have been utilised. Section A.2 then goes on to
present results for user movement while section A.3 considers the use of audio. The
data presented here is based on the last six meetings held within the ITW project.
These meetings were relatively free of technical problems, and more data is available
for these than for other meetings. Consequently the results presented are derived from
a relatively limited class of CVE usage, i.e. for small structured meetings which are
dominated by inter-personal communication. None the less, it can provide a starting
point for analysis and modelling in other application areas.
Further details of these trials can be found in [Greenhalgh et al., 1997].
A.1. Data sources
There are five main sources of data available about the use of MASSIVE-1. These
are:
• log files generated by the MASSIVE-1 user client programs;
• network traffic logs captured using the UNIX utility tcpdump;
• videos of the meetings from the perspective of one or more participants;
• questionnaires completed after many of the meetings held within the ITW project;
and
• personal reflections on the meetings from those involved.
The user-oriented evaluations of chapters 5 and 9 are based primarily on personal
reflections and discussions with those involved, supplemented by some of the video
material captured during meetings. In this appendix use has been made of the more
quantitative data from the first two sources - log files and network traffic. The ques-
tionnaires were set and analysed by others involved in the ITW project and are not
dealt with directly in this thesis.
The next two sections provide additional information about the scope of the log files
and network data used, before moving on to consider aspects of movement in virtual
worlds.
A.1.1. MASSIVE-1 log files
Quite early in MASSIVE-1’s development facilities were added to all programs,
though especially the user client programs (the graphical, audio and text clients) to
generate time-stamped logs of key events. The events which can be recorded include:
• starting the application;
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• moving to a new virtual world (through a portal);
• moving and changing orientation within the virtual world;
• updating the graphical view (i.e. rendering a single frame);
• changing focus and nimbus settings;
• making graphical gestures;
• speaking (or more specifically, whether the user’s graphical “mouth” is displayed);
and
• sending and receiving network data.
Each program generates its own independent log file, and one of the problems of ana-
lysing this information is relating the information from different programs, especially
since each machine’s system clock time is typically different.
Explicit user actions are required to make MASSIVE-1 applications generate event
logs. The event logs are also generated on each user’s local machine. Consequently, it
has not been possible to get complete sets of log files for all meetings.
A.1.2. Network traffic data
In addition to the high-level and network traffic information recorded directly by
MASSIVE-1 applications, the tcpdump program was also used to capture records of
local network traffic for the audio service and for the server components such as the
collision manager, trader and world servers. These records include packet type (e.g.
UDP, TCP), size and IP source and destination addresses for packets which are
observed on the network (shared Ethernet). However, being a general purpose utility,
it cannot provide the kind of application-specific information that can be obtained
from MASSIVE-1’s own event log files.
Network traffic logs are available for many of the meetings held within the ITW
project for portions of packet audio data and for traffic to and from the server compo-
nents.
A.2. Movement
The area of user movement has proven to be the most amenable to analysis based on
the available data. Specifically the MASSIVE-1 event logs from a user client applica-
tion record that user’s moment-by-moment position and orientation within the virtual
world and also any change of world (due to passing through a portal). This analysis
begins with an overview of the movement data available. This is then used to address
three issues for the meetings under consideration. The things which will be estab-
lished are:
• the fraction of time which people spend moving rather than stationary, and whether
participants move simultaneously or independently;
• whether participants move through portals singly or in groups, and when moving
as groups how long the combined transition takes;
• whether participants return to worlds which they have already visited, and if so
after what period of time.
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These have implications for, respectively:
• network and computational requirements for handling movement within virtual
worlds;
• the scope for using multicast to handle inter-world transitions by groups of partici-
pants;
• whether world caching would be effective and if so on what time-scale.
Figure 41 on page 177 is a visualisation of movement-related information from the
ITW meeting held on the 25th September 1996. Time is shown along the horizontal
axis, while a combination of participant and world is presented on the vertical axis.
The plot is divided into six horizontal bands which correspond to the six virtual
worlds which were visited by participants during this meeting. The top-most band
corresponds to the “presentation-world”, the next to “balloon” world, and so on. Each
participant is allocated a consistent slice of each of these bands; when a participant is
present in a particular world this is indicated by a horizontal line in that participant’s
slice of the world band. A thick line or box indicates that the user is moving whereas
a thin line indicates that they are stationary. When participants change worlds this is
represented by vertical dashed lines between the worlds in question. For example,
Figure 41: visualisation of movement data from the 25th September 1996 ITW
meeting.
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consider the top-most band of figure 41 on page 177 which represents “presenta-
tion-world”: participant number 3 jumps from “meeting-world” to “presenta-
tion-world” at approximately 15:10, moves about for a short time (probably checking
if anyone else is there) and soon returns to “meeting-world”.
A.2.1. Time spent moving
Figure 42 on page 178 shows a graph of the percentage of time present in a world
which participants spent moving rather than stationary. Each participant was consid-
ered independently, and for each visit to a world the time for which they were moving
and the total time for which they were present was established. In figure 42 on
page 178 the horizontal axis corresponds to the percentage of time spent moving,
while the vertical axis indicates the number of participants-seconds for which that
level of movement was observed. Both cumulative and point distributions are shown
with 1% bucket sizes.
The average percentage of time spent moving for all participants and worlds is 19.6%,
though it is clear from figure 42 on page 178 that this measure is highly variable.
Independent of world visited the figure for each participant varies from 7.2% to 28%.
On the other hand, for each world averaging over all of its visitors the percentage of
time spent moving varies from 7.5% (in the classical music world of the ITW
end-of-project virtual party) to 54.6% (in the disco world, home of the disco dancing
competition); in the main meeting world the average value was 16.7%.
The figures above are based on analysing each participant independently. In addition
each world was analysed over the duration of the meetings to determine whether par-
ticipants tended to move at the same time, or independently. Figure 43 on page 179
shows the distribution of the number of participants in the same world at the same
time who were moving. The solid line shows the observed distribution, while the
Figure 42: percentage of time present in a world which was spent in motion.
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dashed line shows the distribution that would be expected if all participants ignored
each other and just moved when they felt like it (based on the same overall time spent
moving, as previously determined). The dotted line shows the total world population
distribution, i.e. if every user moved all of the time then this curve would result. It is
apparent from the graph that participants do coordinate their movements to some
extent - the deviation from random activity is significant at the 99.9% level. However
the overall shape of the graph is very similar, and large numbers of participants mov-
ing simultaneously is possible - but less likely - in either case.
As noted in the introduction to section A.2, the time which participants spend moving
and the amount of correlation between participants will have implications in terms of
the network and computational requirements of communicating, processing and pre-
senting each participant to the rest of the virtual world. Specifically, when a partici-
pant is moving, position and orientation updates need to be sent over the network and
received and processed by each observing process. When dealing with non-determin-
istic agents (e.g. people) techniques such as dead reckoning may - or may not,
depending on the application - reduce the number of such updates, however they can
never entirely eliminate the need for some of them. But once a participant is station-
ary no further positional updates are necessary until they start to move again. Conse-
quently the amount of time which participants spend moving can be a significant
factor in assessing network and computational requirements.
The overall average percentage of time spent moving observed in the six meetings
being analysed here was 19.6%, as noted above. This may be taken as a base-line
value. However there is also a large variation between individuals and also a signifi-
cant task dependence, as indicated by the differing averages in different worlds. Con-
sequently, the figure arrived at here should be treated as something of a rule of thumb,
rather then a definitive answer. Additionally, when considering the combined instanta-
neous load due to several participants this analysis shows that it is not valid to assume
Figure 43: distribution of numbers of virtually collocated participants moving
simultaneously.
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that their activities will be independent and uncorrelated. Rather, at least when partic-
ipants are involved in a common task, there is a small but statistically highly signifi-
cant element of correlation between their activities. This argues for additional caution
when considering, for example, the scope for exploiting statistical multiplexing of
movement-related traffic for larger numbers of users (i.e. being able to require or
reserve less bandwidth on the basis that while some users are moving - and generating
network updates - many other users will not be).
A.2.2. Group world transitions
Having considered one key aspect of movement within a world this analysis now con-
siders two aspects of moving between worlds. First it considers the likelihood and
form of coordinated inter-world transitions by groups of participants and then whether
and in what circumstances participants return to previously visited worlds.
It might be expected from some of the activities organised in the meetings being ana-
lysed that group world transitions would occur. For example, participants would typi-
cally gather initially in the gateway world and wait for others to arrive. Then at some
point the meeting organiser would invite everyone to go through to the meeting world
for the formal start of the meeting and all of the participants would move - in a
vaguely coordinated fashion - through to the meeting world. The purpose of this
aspect of the analysis is therefore not simply to discover whether such transitions
occur. Rather, the purpose is to assess the significance and character of such transi-
tions. Once the data has been presented its significance will be considered.
For the purpose of the automated analysis a group world transition is defined as an
event in which two or more participants who are in a world at the same time move via
a single portal jump to another world so that they are together again. Figure 44 on
page 181 shows the incidence of singleton and group world transitions in the meet-
ings analysed. The solid line shows the number of incidents, while the dashed line
shows the total number of participants involved in those incidents, e.g. each group
transition incident for group size four must have involved four participant transitions.
Summarising the underlying data:
• participants jumped to new worlds on a total of 584 occasions;
• of these, 337 (58%) were in groups of two or more;
• individuals or groups made world transitions on 350 occasions;
• of these 103 (29%) were group transitions;
• the average size of those groups was 3.27 participants.
Figure 45 on page 181 shows the distribution of world entry delay for participants
involved in group transitions. For each member of a group (excepting the leader) it
shows how much time elapsed between the group leader and the group member reach-
ing the destination world. The range of delay shown on the graph, up to 30 seconds,
accounts for 203 (87%) of the 234 non-leading participants to make group world tran-
sitions. 104 (44%) of these occur within 5 seconds, while 159 (67%) occur within 10
seconds.
Group world transitions are important when considering the design of and require-
ments for CVEs because moving to a new world is a significant event which will
almost always involve an exchange of data between the participant’s process(es) and
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the rest of the system. In MASSIVE-1 for example, on entering a new world the
user’s client applications will:
• terminate connections to objects in the old world;
• be informed of the existence and identity of nearby objects in the new world;
Figure 44: distribution of group size for group world transitions.
0
50
100
150
200
250
0 1 2 3 4 5 6 7 8
o
cc
u
ra
n
ce
group size
incidents
participants
Figure 45: distribution of group member arrival delay for group world
transitions.
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• establish network associations with each; and
• exchange general and medium-specific information such as location, awareness,
name, graphical appearance, etc.
This can result in a significant but transient burst of network traffic and a correspond-
ing load on other processes. Different systems will organise this information in differ-
ent ways and obtain it from different sources, but there will still be some requirement
for the participant’s application(s) to learn about the new world. This makes the
occurrence of group world transitions important in two respects:
• a coordinated movement by a large group could generate a much greater transient
load than might be expected if inter-world movement were assumed to be inde-
pendent and uncorrelated; and
• specialised system support for group world transitions (for example, based on the
use of network-supported multicasting of new world information to all group
members) could both alleviate this problem and also reduce the total network load
relating to world transitions when compared to a model of independent and uncor-
related movement.
For example, for the meetings analysed, imposing a world transition delay of 10 sec-
onds would both ensure that state transfers for the same world did not need to be per-
formed more than once in any 10 second, and would require approximately 325
unicast and 100 multicast state transfers rather than 584 unicast state transfers. Impos-
ing longer delays on world transitions would increase the effectiveness of group trans-
fers by allowing more transitions to be grouped whereas shorter delays would include
fewer transitions.
Before moving on to consider participants returning to worlds a little must be said
about the general applicability (or otherwise) of this result. As was noted at the begin-
ning of this section group world transitions were an organised aspect of the activities
being analysed; will they occur in other applications and situations? Such an question
cannot be answered definitively without gathering a great deal more data about a wide
range of different applications and scenarios. However some more subjective and ten-
tative observations can be made:
• MASSIVE-1 is not alone in adopting a multiple world model with portals between
worlds (see for example DIVE [Carlsson and Hagsand, 1993] or in a more limited
sense dVS [Grimsdale, 1991]);
• the same effects and results would apply for systems structured using regions (as in
MASSIVE-2 and Spline [Barrus et al., 1996]) as for worlds (but at the granularity
of regions);
• the world designer for the ITW meetings (Adrian Bullock) chose independently to
structure the meeting space as a number of different worlds with tailored content
and form; and
• the world and portal model was widely accepted and effectively employed by par-
ticipants.
It may be argued from these observations that a multi-world structure (or an equiva-
lent regionalised structure) is a generally useful and appropriate virtual design style.
So it may be anticipated that group world transitions will occur in many applications
involving formal or informal cooperation and interaction, for example, as common
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interest groups form and dissolve or as time-linked activities such as performances
and meetings begin and end.
A.2.3. Returning to worlds
The final aspect of participant movement which will be considered in this analysis
concerns the incidence and character of return visits to virtual worlds, i.e. when a par-
ticipant visits the same virtual world on more than one occasion during the same
meeting.
Figure 46 on page 183 shows the cumulative distribution of time elapsed between
consecutive visits by individual participants to any world. There are a total of 353
return visits in the data analysed compared with 231 first visits. The average time
lapse between leaving and re-entering the same world is just over 7 minutes, while
half of these return visits occur within 3 minutes.
The occurrence of revisiting worlds is important for the same reasons as group world
transitions: because changing worlds is a significant event which implies an exchange
of information with corresponding requirements for network and computational
resources. In particular, world return visits are important because of the possibility of
world state caching in (or near) a participant’s application(s). For example, for the
data analysed, if each user client maintained a cache of world state for at least 6 min-
utes after visiting a world and if the worlds did not change on this time-scale then
approximately 40% of world state transfers could be satisfied from the cache.
The above example of the potential utility of world state caching must be qualified in
two areas: the extent to which return rates can be generalised from the specific meet-
Figure 46: distribution of time elapsed between consecutive visits to the same
world.
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ings analysed and the extent to which worlds will remain static over the times periods
in question (and how this can be established by the applications).
Dealing with these issues in turn, it is clear that if return visits were more common or
occurred sooner then caching would become increasingly effective and conversely, if
return visits were rarer or more delayed then caching would become less effective. As
with group world transitions it may be argued that most world return visits in the
meetings considered were peculiar to the style and organisation of these meetings and
cannot be generalised to other applications. However there is a counter-argument that
these worlds and meetings were not established to demonstrate these effects, but that
these effects emerged from natural choices of world and meeting structure which may
recur in other systems and applications. For example, the worlds for the ITW meet-
ings were structured (for the most part) in a hierarchy which is a common method for
organising related objects. A natural consequence of this is that the worlds closer to
the root of the hierarchy were visited more frequently and were returned to more
often, for example by participants in the process of moving from one task-oriented
world to another. So revisiting of worlds may be a general effect.
In MASSIVE-1 worlds the background content is static while the participants are
highly dynamic. In other systems and applications the differences may be less clear
cut. In any case, for caching to be worthwhile there must be significant elements of
world state which do not change between visits and there must be some well defined
method of establishing what has not changed and of efficiently combining cached and
new information. This is left as an exercise for the reader.
A.3. Audio
In addition to the analysis of movement and world transitions presented above there
has also been an analysis of audio-related activity in the same six MASSIVE-1 meet-
ings. The information that was available relating to participants’ audio activity was:
• records of audio data packets captured in the network traffic log; and
• records of when the visual “mouth” was visible from the MASSIVE-1 user client
log files.
Each of these sources of data corresponds to a simple threshold test of audio volume.
The visual mouth appears when the sound captured by the participant’s microphone
exceeds an experimentally chosen level, while the audio service sends audio packets
(which are recorded in the network traffic log) when the sound captured by the micro-
phone exceeds a lower experimentally chosen level. In general, the audio server errs
towards treating silence (or rather background noise) as speaking, while the “mouth”
errs towards treating speaking as silence; this is intended to encourage participants to
speak up based on (not) seeing their own “mouth”.
These sources of data are considered in turn before drawing joint conclusions.
A.3.1. Network audio data
The data for logged network audio traffic includes all audio in the same world as the
principle meeting organiser. It extends to 33198 person-seconds of audio from
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125571 person-seconds of apparent presence, i.e. the average speaking proportion is
26.44%. Apparent presence of audio participants is deduced from periodic audio tim-
ing packets which are sent by the audio service even when full audio data is not being
transmitted. Figure 47 on page 185 shows the number of simultaneous speakers for
the data set (solid line) and the expectation if speaking was an independent event with
no correlation between virtually collocated participants (dashed line). The dotted line
shows world population; if the all participants spoke continuously then this curve
would result. The observed distribution differs from the uncorrelated case at the 99%
significance level, but the difference at each data point is small - the difference is only
significant because of the very large sample size.
A.3.2. Visual “mouth” data
The data concerning the visual presentation of a “mouth” representation (actually
more of an abstract speech balloon) is available where participants have correctly ena-
bled MASSIVE-1’s own logging facilities and have returned the event log files. The
total participant time covered, 129550 person seconds, is similar to the network audio
data. However the amount of time for which the mouth is shown is much less: 9355
person seconds, or 7.22%. Figure 48 on page 186 shows the number of simultaneous
“speakers” (actual and uncorrelated expectation) and world population for this data
set. As for the network audio data the deviation of the observed number of simultane-
ous speakers from an uncorrelated distribution is significant at the 99% level, but
small in percentage terms. Complete event logs for all participants are not generally
available, and this is reflected in the shift of the world population distribution towards
the left (fewer simultaneous participants) when compared to the network audio data.
The distributions for speaking drop off much more steeply than for the network audio
data because of this but primarily because of the much smaller amount of speaking
recorded.
Figure 47: correlation of network audio packets.
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A.3.3. Audio data conclusions
Before the analysis it was anticipated that the data for speaking might exhibit signifi-
cant anti-correlation, reflecting the assumption that one participant would be less
likely to speak when another participant was already speaking. In fact this was seen to
a limited extent in the visual “mouth” data, but not at all in the network audio data. At
first sight this might suggest that the participants are ignoring one another, or that the
network delays might cause a break-down in normal conversational turn-taking.
However a subsequent comparison between segments of the logged data and the
video recordings revealed a more mundane reason: much of the apparent “speaking”
was actually due to background noise (e.g. typing, other activities in the office,
breathing noise) and feedback from open speakers. A number of observations and
reflections can be made:
• Use of open speakers (at least without sophisticated echo cancellation techniques)
can increase the apparent number of speakers and the resulting network load by
replaying sounds back into the system.
• Using more aggressive silence detection algorithms might reduce network traffic
(moving the 26% speaking rate for network data towards the 7% speaking rate for
the “mouth”), but at the risk of missing significant quiet utterances and non-speech
noises (e.g. hmms, grunt and ahs).
• Whatever the participants “real” behaviour in terms speaking (as determined by a
human expert for example) it is the behaviour that may be deduced automatically
(as here) that is significant for assessing network and computational requirements.
This concludes the analysis of quantitative aspects of user behaviour in the
MASSIVE-1 meetings. This forms a key component of any model of network and
Figure 48: correlation of visual “mouth” data.
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system requirements for CVEs, and elements of this analysis are used in chapters 6
and 10 which develop network traffic models for MASSIVE-1 and MASSIVE-2,
respectively.
Appendix B.  Colour plates
Colour plate 1: figure 1
Colour plate 2: figure 7 Colour plate 3: figure 9
Colour plate 4: figure 23
Colour plate 5: figure 31 Colour plate 6: figure 32
Colour plate 7: figure 33
Colour plate 8: figure 34 (a) Colour plate 9: figure 34 (b)
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Appendix C.  Exploitation and dissemi-
nation
This appendix lists publications and projects to which the work presented in this the-
sis has already contributed. Section C.1 lists publications which are significantly or
predominantly derived from this work. Section C.2 lists publications which include
more limited aspects of this work. Section C.3 identifies projects which this work has
contributed to.
C.1. Primary publications
The analysis of scoping of interaction in distributed virtual reality systems from chap-
ter 2 has been published in essentially this form as:
Greenhalgh, Chris, and Benford, Steve (1997), “Boundaries, Awareness
and Interaction in Collaborative Virtual Environments”, Published in the
proceedings of the 6th International Workshop on Enabling Technologies:
Infrastructure for Collaborative Enterprises (WET-ICE), June 18-20,
1997, Cambridge, Massachusetts, USA.
Preliminary development of MASSIVE-1 was published as:
Greenhalgh, C. (1994), “An experimental implementation of the spatial
model,” in Proc. 6th ERCIM workshops, Pehrson, B., Skarback, E. (eds.),
Stockholm, June 1-3, 1994, pp. 53-71.
The MASSIVE-1 and the user-oriented evaluation of chapter 5 was published as:
Greenhalgh, Chris, and Benford, Steve (1995), “Virtual Reality Tele-con-
ferencing: Implementation and Experience”, Proc. Fourth European Con-
ference on Computer Supported Cooperative Work (ECSCW’95),
Stockholm, September, 10-14 September, 1995, Kluwer Academic Pub-
lishers, Dordrecht, pp. 165-180.
Extended with an earlier version of network analysis of chapter 6 (excluding audio
and consideration of multicasting) this was then published as:
Greenhalgh, Chris, and Benford, Steve (1995), “MASSIVE: A Virtual
Reality System for Tele-conferencing”, ACM Transactions on Computer
Human Interfaces (TOCHI), Volume 2, Number 3, pp. 239-261, ISSN
1073-0516, ACM Press, September 1995.
The concept of spatial trading (from chapter 6) in the context of MASSIVE-1 was
published in:
Greenhalgh, Chris, and Benford, Steve (1995), “MASSIVE: a Distributed
Virtual Reality System Incorporating Spatial Trading”, Proc. 15th IEEE
International Conference on Distributed Computing Systems (ICDCS’95),
Vancouver, Canada, May 30-June 2, 1995, IEEE Computer Society, pp
27-34.
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Details of the BT/JISC funded ITW trials of MASSIVE-1, including the network
analysis of chapter 6 and the user modelling of appendix A have been published as:
Greenhalgh, C, Bullock, A, Tromp, J, and Benford, S (1997), “Evaluating
the network and usability characteristics of virtual reality tele-conferenc-
ing”, BT Technology Journal, Vol. 15, No 4, October 1997.
The movement analysis component of the user modelling of appendix A (with
extended consideration of the design implications) has been published as:
Greenhalgh, C. (1997), “Analysing movement and world transitions in
virtual reality tele-conferencing”, in Proc. Fifth European Conference on
Computer Supported Cooperative Work (ECSCW’97), John A. Hughes,
Wolfgang Prinz, Tom Rodden and Kjeld Schmidt (eds.), 1997, Kluwer
Academic Publishers, pp. 313-328.
The third party object concept of chapter 7 has been published as:
Benford, Steve, and Greenhalgh, Chris (1997), “Introducing Third Party
Objects into the Spatial Model of Interaction”, in Proc. Fifth European
Conference on Computer Supported Cooperative Work (ECSCW’97),
John A. Hughes, Wolfgang Prinz, Tom Rodden and Kjeld Schmidt (eds.),
1997, Kluwer Academic Publishers.
The third party object concept focusing on the area of creating and representing
crowds has been published as:
Benford, S. D., Greenhalgh, C. M., Lloyd, D. L. (1997), “Crowded Col-
laborative Virtual Environments”, in Proc. 1997 ACM Conference on
Human Factors in Computer Systems (CHI’97), Atlanta, Georgia, March
22-27, 1997, ACM Press.
The NOWninety6 “MASSIVE” real/virtual poetry performance using MASSIVE-2
(described in section 9.2.1) has been reported in:
Benford, Steve, Greenhalgh, Chris, Snowdon, Dave, and Bullock,
Adrian(1997), “Staging a Public Poetry Performance in a Collaborative
Virtual Environment”, in Proc. Fifth European Conference on Computer
Supported Cooperative Work (ECSCW’97), John A. Hughes, Wolfgang
Prinz, Tom Rodden and Kjeld Schmidt (eds.), 1997, Kluwer Academic
Publishers, pp. 125-140.
The multicast-based network architecture of MASSIVE-2 has been presented in:
Greenhalgh, C., and Benford, S. (1997), “A Multicast Network Architec-
ture for Large Scale Collaborative Virtual Environments”, in Multimedia
Applications, Services and Techniques - ECMAST’97, Proceedings Sec-
ond European Conference, Serge Fdida and Michele Morganti (eds.),
Milan, Italy, May 21-23, 1997, pp. 113-128, Springer.
C.2. Secondary publications
MASSIVE-1 is used as an exemplar is the following papers:
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Benford, S D. and Greenhalgh, C M. (1995), “A Spatial Approach to
Speech and Gestural Control in Collaborative Virtual Environments”,
Proc. Combined International Conference on Artificial Reality and
Tele-Existence ‘95 and ACM Symposium on Virtual Reality Software and
Technology’ 95 (ICAT/VRST’95), Makuhari, Chiba, Japan, November
1995.
Benford, S. D., Bowers, J., Fahlén, L. E., Greenhalgh, C. M., Mariani, J.
and Rodden, T. R. (1995), “Networked Virtual Reality and Co-operative
Work”, Presence: Teleoperators and Virtual Environments, Vol. 4, No. 4,
Fall 1995, pp 364-386, MIT Press, ISSN1054-7460, Fall 1995.
Benford, Steve, Bowers, John, Fahlén, Lennart E., Greenhalgh, Chris, and
Snowdon, Dave (1997), “Embodiments, avatars, clones and agents for
multi-user, multi-sensory virtual worlds”, Multimedia Systems (1997) 5:
93-104, Springer-Verlag.
Benford, Steve, Bowers, John, Fahlén, Lennart, and Greenhalgh, Chris,
“Managing Mutual Awareness in Collaborative Virtual Environments,” in
Virtual Reality Software and Technology, Proceedings of the VRST’94
Conference, 23-26 August 1994, Singapore, Gurminder Singh, Steven K
Feiner and Daniel Thalmann (eds.), pp. 223-236, Singapore: World Scien-
tific Publishing.
The MASSIVE-2 version of WWW-3D is reported in:
Snowdon, Dave, Benford, Steve, Greenhalgh, Chris, Ingram, Rob,
Brown, Chris, Lloyd, Dave, Fahlén, Lennart, and Stenius, Mårten (1997),
“A 3D Collaborative Virtual Environment for Web Browsing” in Virtual
Reality Universe’97 April 2-5, 1997, Westin Santa Clara Hotel, Califor-
nia, USA.
C.3. Project input
The work described in this thesis has contributed to the following projects.
• The EC ESPRIT III Basic Research Project COMIC (1992-1995). The original
spatial model of interaction was developed within this project and the original
development of MASSIVE-1 occurred within this context. MASSIVE-1 was used
for international trials between partners in three countries over the Internet. This is
the basis of the analysis of MASSIVE-1 reported in [Bowers, Pycock and O’Brien,
1996] and [Bowers, O’Brien and Pycock, 1996].
• The EPSRC funded Distributed Extensible Virtual Reality Laboratory project
(DEVRL). MASSIVE-1 was also one of the test platforms within this project, with
a stronger focus on logging and analysis.
• The BT/JISC funded Inhabiting the Web (ITW) project. The primary goal of this
project was to hold a number of distributed meetings using MASSIVE-1 in order
to gain experience with the technology and in particular to explore its networking
requirements and possible approaches to measurements and analysis.
• The EPSRC large scale wide area real-time virtual reality project (a.k.a. HIVE,
Huge Virtual Environments). The first year of this project included wide-area trials
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of MASSIVE-2 and Reading University’s PaRADE system. This is informing the
exploration of issues for future systems, in particular the combination of closely
coupled interaction (e.g. with virtual objects) and awareness management.
• JTAP Virtual Campus project. This project is delivering CVE technologies to the
UK postgraduate researcher community. MASSIVE-2 will be one of the tools
used.
MASSIVE-2 is also making an important contribution to the following new (linked)
projects.
• The EC ESPRIT I3 research project eRENA.
• The directly funded BT project Network Architectures for Inhabited Television.
• The EPSRC Multimedia Networking for Inhabited Television project.
These projects are exploring the common theme of CVEs for arts, performance and
entertainment. MASSIVE-2 is the core development platform for the last two projects
which are focusing on the domestic/consumer application of Inhabited Television.
MASSIVE-2 is also the platform for Nottingham University’s involvement in the first
project, which with the other partners involved spans a broader range of scenarios
including artistic installations and performances.
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Appendix D.  Video contents
This appendix identifies and introduces the material on the accompanying video cas-
sette. There are seven segments of video footage on the tape. The first five segments
are scripted demonstrations of systems and scenarios using MASSIVE-1 and
MASSIVE-2. The last two segments show the system being used in earnest. The seg-
ments are described in turn.
• The first segment demonstrates the MASSIVE-1 system with a single user (see
chapters 4 and 5). This introduces the various interfaces and facilities which they
include. It also uses the “audio gallery” to demonstrate the effects of focus on
awareness.
• The second segment introduces the MASSIVE-2 system and its normal interface
as a prelude to the three demonstrations using MASSIVE-2 which follow (see
chapter 8).
• The third segment explores the Arena (section 9.2.2) which was one of the first
demonstrations of third party objects. This includes a closed building and two
types of crowd. The world is populated by pre-programmed agents.
• The fourth segment explores the Panopticon Plaza (section 9.2.3) with the assist-
ance of Dr Steve Benford.
• The fifth segment is a tour of the new audio gallery (section 10.2) which includes
real-time traffic monitoring to demonstrate the effects of multicast group manage-
ment in MASSIVE-2.
• The sixth segment is a compilation of captured video footage from the BT/JISC
funded Inhabiting the Web project using MASSIVE-1. This segment is on the
ECSCW’97 conference video:
Bullock, Adrian (1997), “Inhabiting the Web: Highlights from a series of
VR meetings”, from the video proceedings of the Fifth European Confer-
ence on Computer Supported Cooperative Work (ECSCW’97), 7-11 Sep-
tember 1997, Lancaster, UK, Conference Supplement pp. 23-24.
• The seventh and final segment is also from the ECSCW’97 conference video and is
a compilation of footage from the NOWninety6 “MASSIVE” real/virtual poetry
event (section 9.2.1):
Benford, Steve, Bullock, Adrian, Greenhalgh, Chris, and Snowdon, Dave
(1997), “A Poetry Performance in MASSIVE-2”, from the video proceed-
ings of the Fifth European Conference on Computer Supported Coopera-
tive Work (ECSCW’97), 7-11 September 1997, Lancaster, UK,
Conference Supplement pp. 33-34.
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