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In this paper we propose a method to approximate flow problems in moving domains using
always a given grid for the spatial discretization, and therefore the formulation to be pre-
sented falls within the category of fixed-grid methods. Even though the imposition of
boundary conditions is a key ingredient that is very often used to classify the fixed-grid
method, our approach can be applied together with any technique to impose approxi-
mately boundary conditions, although we also describe the one we actually favor. Our
main concern is to properly account for the advection of information as the domain bound-
ary evolves. To achieve this, we use an arbitrary Lagrangian–Eulerian framework, the dis-
tinctive feature being that at each time step results are projected onto a fixed, background
mesh, that is where the problem is actually solved.
 2008 Elsevier Inc. All rights reserved.1. Introduction
In many coupled problems of practical interest the domain of at least one of the problems evolves in time. The Arbitrary
Eulerian Lagrangian (ALE) approach is a tool very often employed to cope with this domain motion. In this work we aim at
describing a particular version of the ALE formulation that can be used in different coupled problems, and which we will
apply to two problems in fluid mechanics.
In the classical ALE approach to solve problems in computational fluid dynamics, the mesh in which the computational
domain is discretized is deformed (see for example [12,28,26]). This is done according to a prescribed motion of part of its
boundary, which is transmitted to the interior nodes in a way as smooth as possible so as to avoid mesh distortion. In this
work we present an ALE-type strategy with a different motivation. Instead of assuming that the computational domain is
defined by the mesh boundary, we assume that there is a function that defines the boundary of the domain where the flow
takes place. We will refer to it as the boundary function. It may be given, for example, by the shape of a body that moves
within the fluid, or it may need to be computed, as in the case of level set functions described in the paper. It may be also
defined discretely, by a set of points. When this boundary function moves, the flow domain changes, and that must be taken
into account at the moment of writing the conservation equations that govern the flow, which need to be cast in the ALE
format. However, our purpose here is to explain how to use always a background fixed mesh. That requires a virtual motion
of the mesh nodes followed by a projection of the new node positions onto the fixed mesh.
The basic numerical formulation we will use consists of a stabilized finite element method to solve the ALE flow equations
and finite difference time integration schemes. However, other discretization techniques could be applied, since the idea we. All rights reserved.
a).
1592 R. Codina et al. / Journal of Computational Physics 228 (2009) 1591–1611want to expose is independent of the numerical method being used. This idea consists in projecting the results of the ALE
deformed mesh onto a fixed background mesh at each time step, prior to solving the flow equations. It will be shown that
at the end all the calculations can be performed on the fixed mesh, and in fact the ALE deformed mesh does not need to
be explicitly built.
We want to stress that this idea is independent on the way to impose boundary conditions on the moving boundary. The
way to impose this prescription is often used to classify a particular fixed-mesh method. Since the physical boundary is con-
tained in the domain actually discretized, these methods are often called immersed boundary methods. Moreover, since the
fixed-grid used is often Cartesian, these formulations can be found under the keywords Cartesian grid methods (see for exam-
ple the reviews [42,36,35]). These methods are developed for constant-in-time domains, and then extended in a more or less
ad-hoc way to time dependent domains. In spite of the fact that we want to distinguish between the way to deal with mov-
ing domains from the way of approximately imposing the boundary conditions on the moving boundary, we will briefly de-
scribe the particular approach we use.
The paper is organized as follows. A general overview of the FM–ALE method is presented in Section 2, starting with
the discretization of the classical ALE formulation and then describing the algorithmic steps of the FM–ALE alternative.
These steps are further elaborated in Section 3. Even though they are not intrinsic to the main idea of the method, there
are three numerical ingredients that are essential for the success of the formulation. These are the definition and updat-
ing of the moving boundary, the approximate imposition of boundary conditions and the projection of data between two
different finite element meshes. These ‘‘side ingredients” have been published before [9,7,23], but are here particularized
to the FM–ALE method. They are described in Section 4. A simple numerical example, but containing all the features of
the formulation, is presented in Section 5. We discuss then the application of the FM–ALE idea to two coupled problems
of practical interest in Section 6. One is the simulation of lost foam casting [25]. In this case the flow is coupled to the
heat equation because of the interface evolution, which is governed by the advance of the burning front of the molten
metal used in the casting. Therefore, the boundary velocity is given and the normal stress on the fluid is unknown. The
second problem considered is a classical free surface problem in which, once more, the free surface position is modeled
by a level set function [11]. In this case, the velocity on the free surface is unknown, but the normal stress can be pre-
scribed to zero (or to the atmospheric pressure). Some conclusions close the paper in Section 7.
2. The fixed-mesh ALE method
In this section we describe the essential idea of the FM–ALE method. However, we start with the classical ALE formulation
of the incompressible Navier–Stokes equations and their numerical approximation.
2.1. The classical ALE method and its finite element approximation
2.1.1. Problem statement
Let us consider a region X0  Rd (d = 2,3) where a flow will take place during a time interval [0,T]. However, we consider
the case in which the fluid at time t occupies only a subdomain X(t) X0 (note in particular that X(0) X0). Suppose also
that the boundary of X(t) is defined by part of @X0 and a moving boundary that we call Cfree(t) = @X(t)n@X0 \ @X(t). This
moving part of @X(t) may correspond to the boundary of a moving solid immersed in the fluid or can be determined by a
level set function, as we will see in the applications.
In order to cope with the time-dependency of X(t), we use the ALE approach, with the particular feature of considering a
variable definition of the domain velocity. Let X t be a family of invertible mappings, which for all t 2 [0,T] map a point
X 2X(0) to a point x ¼ X tðXÞ 2 XðtÞ, with X0 ¼ I, the identity. If X t is given by the motion of the particles, the resulting for-
mulation would be Lagrangian, whereas if X t ¼ I for all t, X(t) =X(0) and the formulation would be Eulerian.
Let now t0 2 [0,T], with t0 6 t, and consider the mappingX t;t0 : Xðt0Þ ! XðtÞ
x0#x ¼ X t X1t0 ðx0Þ:Given a function f : XðtÞ  ð0; TÞ ! R we define@f
@t

x0
ðx; tÞ :¼ @ðf X t;t0 Þ
@t
ðx0; tÞ; x 2 XðtÞ; x0 2 Xðt0Þ:In particular, the domain velocity taking as a reference the coordinates of X(t0) is given byudom :¼ @x
@t

x0
ðx; tÞ: ð1ÞThe incompressible Navier–Stokes formulated in X(t), accounting also for the motion of this domain, can be written as fol-
lows: find a velocity u : XðtÞ  ð0; TÞ ! Rd and a pressure p : XðtÞ  ð0; TÞ ! R such that
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@u
@t

x0
ðx; tÞ þ ðu udomÞ  ru
 
r  ð2lrSuÞ þ rp ¼ qf ; ð2Þ
r  u ¼ 0; ð3Þ
whererSu is the symmetrical part of the velocity gradient, q is the fluid density, l is the viscosity and f is the vector of body
forces.
Initial and boundary conditions have to be appended to problem (2) and (3). In the applications we have considered in Sec-
tion 6, the boundary conditions onCfree(t) can be of two different types: (a) Free surface flows: p (or the normal stress) given, u
unknown on Cfree; (b) Lost foam casting: u given, p (or the normal stress) unknown on Cfree. On the rest of the boundary of
X(t) the usual boundary conditions can be considered. In general, we consider these boundary conditions of the formu ¼ u on CD;
n  r ¼ t on CN ;where n is the external normal to the boundary, r = pI + 2lrSu is the Cauchy stress tensor and u and t are the given bound-
ary data. The components of the boundary CD and CN are obviously disjoint and such that CD [ CN = @X, and therefore time
dependent.
2.1.2. The time-discrete problem
Let us start introducing some notation. Consider a uniform partition of [0,T] into N time intervals of length dt. Let us de-
note by fn the approximation of a time dependent function f at time level tn = ndt. We will also denotedf nþ1 ¼ f nþ1  f n;
dtf nþ1 ¼ f
nþ1  f n
dt
;
f nþh ¼ hf nþ1 þ ð1 hÞf n; h 2 ½1=2;1:
Even though other options are obviously possible, we will use the simple trapezoidal rule to discretize problem (2) and (3)
in time. Suppose we are given a computational domain at time tn, with spatial coordinates labeled xn, and un and pn are
known in this domain. The velocity un+1 and the pressure pn+1 can then be found as the solution to the problemq dtunþ1jxn þ unþh  unþhdom
   runþh r  ð2lrSunþhÞ þ rpnþ1 ¼ qf nþ1; ð4Þ
r  unþh ¼ 0; ð5Þ
where now dtunþ1jxn ¼ ðunþ1ðxÞ  unðxnÞÞ=dt, being x ¼ X tnþh ;tn ðxnÞ the spatial coordinates in X(tn+h). The domain velocity gi-
ven by (1), with x0 = xn, is approximated asunþhdom ¼
1
hdt
ðX tnþh ;tn ðxnÞ  xnÞ: ð6ÞNote that the order of accuracy of this approximation is consistent with the order of accuracy of (4) and (5), that is to say, it is
2 for h = 1/2 and 1 otherwise. We are interested only in the cases h = 1/2 and h = 1 (implicit schemes are required).
Remark 1. The trapezoidal rule considered for the time integration, with a single mesh, satisfies the so called geometric
conservation law (GCL) condition (see, e.g. [3,15,32]). However, there are second order accurate schemes based on multi-step
time discretizations that do not satisfy it. The price to be paid is that these schemes are usually only conditionally stable,
although stability conditions are often very mild and not encountered in practice (see for example the analyses in
[1,3,15,16,38]). We will use one of such schemes in Section 5.2.1.3. The fully discrete problem
The next step is to consider the spatial discretization of problem (4) and (5). As for the time discretization, different op-
tions are possible. Here we simply describe the stabilized finite element formulation employed in our numerical simulations.
Let {Xe}n+1 be a finite element partition of the domain X(tn+1), with index e ranging from 1 to the number of elements nel
(which may be different at different time steps). We denote with a subscript h the finite element approximation to the un-
known functions, and by vh and qh the velocity and pressure test functions associated to {Xe}n+1, respectively.
An important point is that we are interested in using equal interpolation for the velocity and the pressure. Therefore, the
corresponding finite element spaces are assumed to be built up using the standard continuous interpolation functions.
In order to overcome the numerical problems of the standard Galerkin method, a stabilized finite element formulation is
applied. This formulation is presented in [5]. It is based on the subgrid scale concept introduced in [27], although when linear
elements are used it reduces to the Galerkin/least-squares method described for example in [17]. We apply this stabilized
formulation together with the finite difference approximation in time (4) and (5).
The bottom line of the method is to test the continuous equations by the standard Galerkin test functions plus perturba-
tions that depend on the operator representing the differential equation being solved. In our case, this operator corresponds
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pnþ1h such thatmnþh1 ðdtunþ1h jxn ;vhÞ þ anþhðuh;vhÞ þ cnþhðuh  udom;uh;vhÞ þ bnþh1 ðph;vhÞ ¼ lnþh1 ðvhÞ; ð7Þ
mnþh2 ðqh; dtunþ1h jxn Þ þ bnþh2 ðqh;uhÞ þ snþhðqh;phÞ ¼ lnþh2 ðqhÞ; ð8Þfor all test functions vh and qh, the former vanishing on the Dirichlet part of the boundary CD. The different forms appearing
in these equations are given bym1ðdtuh;vhÞ ¼
Z
X
vh  qdtuh þ
Xnel
e¼1
Z
Xe
fu1  qdtuh;
aðuh;vhÞ ¼
Z
X
2rSvh : lrSuh þ
Xnel
e¼1
Z
Xe
fu1  ð2r  ðlrSuhÞÞ þ
Xnel
e¼1
Z
Xe
fu2r  uh;
cða;uh;vhÞ ¼
Z
X
vh  ðqa  ruhÞ þ
Xnel
e¼1
Z
Xe
fu1  ðqa  ruhÞ;
b1ðph;vhÞ ¼ 
Z
X
phr  vh þ
Xnel
e¼1
Z
Xe
fu1  rph;
m2ðqh; dtuhÞ ¼
Xnel
e¼1
Z
Xe
fp  qdtuh;
b2ðqh;uhÞ ¼
Z
X
qhr  uh þ
Xnel
e¼1
Z
Xe
fp  ðqa  ruh  2r  ðlrSuhÞÞ;
sðqh;phÞ ¼
Xnel
e¼1
Z
Xe
fp  rph;
l1ðvhÞ ¼
Z
X
vh  f þ
Xnel
e¼1
Z
Xe
fu1  f þ
Z
CN
vh  t;
l2ðqhÞ ¼
Xnel
e¼1
Z
Xe
fp  f ;where the functions fu1, fu2 and fp are computed within each element asfu1 ¼ su½qðuh  udomÞ  rvh þ 2r  ðlrSvhÞ; ð9Þ
fu2 ¼ spr  vh; ð10Þ
fp ¼ surqh; ð11Þand the parameters su and sp are also computed element-wise as (see [6])su ¼ 4l
h2
þ 2q j uh  udom j
h
 1
; sp ¼ 4lþ 2q j uh  udom j h;where h is the element size for linear elements and half of it for quadratics.
Remark 2.
 The superscript n + h in all the terms in (7) and (8) indicates that all the forms are evaluated with the unknowns at n + h,
except for the term coming from the temporal derivative, whose superscript is explicitly indicated. Likewise, the integrals
are evaluated at X(tn+h).
 The dependency on the advection velocity a = uh  udom has been only indicated in the form coming directly from the con-
vective term of the equations, namely, c(a; uh,vh). However, it has to be noted that all the forms listed above depend on the
stabilization parameters, and therefore depend on a as well. Moreover, the dependency of b2(qh,uh) on a is even more
explicit. However, in order to keep the notation more concise only the above mentioned dependency of c(a; uh,vh) has
been left.
 As usual, the mesh of X(tn+1) is assumed to be obtained from the mesh of X(tn) by moving the nodes of the latter with the
domain velocity udom (often referred to as mesh velocity). This greatly simplifies the implementation of the ALE method,
since in this case the nodal values of un+1(x) and those of un(xn) correspond to the same nodes (at time steps n + 1 and n,
respectively).
 If h = 1/2, the unknowns of the problem can be taken as un+1/2 and pn+1/2, since dtunþ1h jxn ¼ 2dt1ðunþ1=2ðxÞ  unðxnÞÞ. All the
calculations to be performed are the same as for h = 1, with the only modification that once un+1/2 is computed un+1 has to
be updated to go to the next time step. This analogy includes the updating of the computational domain. When h = 1/2 we
need to update this domain from n  1/2 to n + 1/2 to compute un+1/2 and pn+1/2, whereas when h = 1 we need to update it
from n to n + 1 to compute un+1 and pn+1. For conciseness, the latter situation is considered in the following.
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equations to be solved applied to the test functions (observe the sign of the viscous term in (9)). This method corresponds
to the algebraic version of the subgrid scale approach [27] and circumvents the stability problems of the Galerkin method.
In particular, in this case it is possible to use equal velocity pressure interpolations, that is, we are not tied to the satis-
faction of the inf-sup stability condition. For more details about this formulation, see for example [27,5].
 In order to simplify a little bit the statement of the problem, we will consider that m2(qh,dtuh) = 0. This can be justified by
using a space-time finite element method with constant-in-time interpolation (in the case h = 1) or by using the orthog-
onal-subscale stabilization (OSS) method (see [6]).2.2. The fixed-mesh ALE approach: algorithmic steps
The purpose of this subsection is to give an overview of the FM–ALE method and to describe the main idea, leaving for the
next section a more detailed description of the different steps involved.
Suppose X0 is meshed with a finite element mesh M0 and that at time level tn the domain X(tn) is meshed with a finite
element meshMn (as we will see, close toM0). Let un be the velocity already computed onX(tn). The purpose is to obtain the
fluid region X(tn+1) and the velocity field un+1. The former may move according to a prescribed kinematics, for example due
to the motion of a solid, or can be an unknown of the problem, as in the two applications we will describe in Section 6. If the
classical ALE method is used,Mn would deform to another mesh defined at tn+1. The key idea is not to use this mesh to com-
pute un+1 and pn+1, but to re-mesh in such a way that the new mesh is, essentially, M0 once again.
The steps of the algorithm to achieve the goal described are the following:
1. Define Cnþ1free by updating the function that defines it.
2. Deform virtually the mesh Mn to Mnþ1virt using the classical ALE concepts and compute the mesh velocity u
nþ1
dom.
3. Write down the ALE Navier–Stokes equations on Mnþ1virt.
4. Split the elements of M0 cut by Cnþ1free to define a mesh on X(t
n+1), Mn+1.
5. Project the ALE Navier–Stokes equations from Mnþ1virt to M
n+1.
6. Solve the equations on Mn+1 to compute un+1 and pn+1.
In Section 3 we describe all these steps in detail. A global idea of the meshes involved in the process is represented in
Fig. 1. Note in particular that at each time steps two sets of nodes have to be appropriately dealt with, namely, the so called
newly created nodes and the boundary nodes. Contrary to other fixed-grid methods, some of which are described in the next
subsection, newly created nodes are treated in a completely natural way using the FM–ALE approach: the value of the veloc-
ity there is directly given by the projection step fromMnþ1virt toM
n+1. Boundary nodes require either additional unknowns with
respect to those of mesh M0 or an appropriate imposition of boundary conditions. This issue is treated in Section 4.
2.3. Other fixed-grid methods
Other possibilities to use a single grid in the whole simulation can be found in the literature, each one having advantages
and drawbacks. As the method presented in this paper, they were designed as an alternative to body fitted meshes and are
sometimes referred to as Embedded Mesh Methods. They can be divided into two main groups [8], corresponding in fact to
two ways of prescribing the boundary conditions on Cfree:
 Force term methods. The interaction of the fluid and the solid is taken into account through a force term, which appears
either in the strong or in the weak form of the flow equations. Therefore, the boundary conditions on Cfree are neither
imposed as Dirichlet nor as Neumann boundary conditions. Among this type of methods, let us cite for example the
Immersed Boundary method as a variant of the Penalty method, where punctual forces are added to the momentum equa-
tion, and the Fictitious Domain method, where the solid boundary conditions are imposed through a Lagrange multiplier.
 Approximate boundary conditions. Instead of adding a force term, these methods impose the boundary conditions in an
approximate way once the discretization has been carried out, either by modifying the differential operators near the
interface (in finite differences) or by modifying the unknowns near the interface.
The Immersed Boundary Method in its original form [40] consists in adding punctual penalty forces in the domain bound-
ary so that the boundary conditions are fulfilled. The forces are computed from a fluid-structure (elastic) interaction problem
at the interface. The method is first order accurate even if second order approximation schemes are used, although formal
second order accuracy has been reported in [31]. The more recent Immersed Interface Method achieves higher order accuracy
by avoiding the use of the Dirac delta distribution to define the forcing terms (see [33,34,44]).
The Penalty method is similar to the previous one in the sense that a force term is added to the momentum equations. The
difference raises in the fact that the penalty parameter is not computed from a fluid-structure interaction as in the original
immersed boundary method, but it is simply required to be large enough to enforce the boundary conditions approximately.
The force terms can be of two types, depending on whether they are imposed as boundary or as volume forces [43].
Fig. 1. Two dimensional FM–ALE schematic. Top-left: original finite element mesh M0 ofX0. Top-right: finite element mesh Mn of X(tn), with the elements
represented by a thick line and the elements of M0 represented by thin line. The blue line represents Cnfree and the red edges indicate the splitting of M
0 to
obtain Mn. Bottom-left: updating of Mn toMnþ1virt using the classical ALE strategy. The position of C
nþ1
free is again shown using a solid blue line and the previous
position Cnfree using a dotted blue line. Bottom-right: Mesh M
n+1 of X(tn+1), represented by a thick line. The edges that split elements of M0 are again
indicated in red. Boundary nodes, where approximate boundary conditions need to be imposed, are drawn in green, whereas newly created nodes are
drawn in gray.
1596 R. Codina et al. / Journal of Computational Physics 228 (2009) 1591–1611Another approach is the use of Lagrange multipliers to enforce the boundary conditions. However, the finite element sub-
spaces for the bulk and Lagrange multiplier fields must satisfy the classical inf-sup condition, which usually leads to the need
for stabilization (see [22,2,29]). Moreover, additional degrees of freedom must be added to the problem. The use of Lagrange
multipliers is the basis of the Fictitious Domain Method [19,20].
Recently, hybrid Cartesian/immersed boundary methods have been developed for Cartesian grids, which use the grid nodes
closest to the boundary to enforce boundary conditions [18,45,37]. The method is second order accurate.
Most of these methods have been well tested in the literature for both steady and moving interfaces. Generally, the last
case is treated by applying directly the former at each time step. However, very few authors have described the full formu-
lation for moving interfaces, sometimes simply by ignoring the problem. The fact that the boundary moves and the subse-
quent advection of unknowns is often not taken into account.
To explain an obvious consequence of the boundary motion, let us discuss the treatment of the newly created nodes. To
explain the problem, let us consider point P in Fig. 1. Suppose that the boundary Cfree corresponds in this case to the rigid
boundary of a moving object. Physically, it is clear that the solution in the fluid cannot depend on what happens inside the
solid. Mathematically, this means that the values of the unknowns at the fluid nodes are uncoupled from those at the solid
nodes. Therefore, the velocity and the pressure at the solid nodes (apart from those participating to the enforcing of the
boundary conditions) can be whatever at a certain time step n, in particular their value at node P (see Fig. 1, top-right).
Now we move on to the next time step n + 1 as the solid moves. Some solid nodes can therefore become fluid nodes, such
as node P (see Fig. 1, bottom-right). The velocity at this node at time step n is in fact needed in the temporal term of the
momentum equations and cannot be whatever. In the case of fractional step techniques, the situation can even be worse
as the previous time step pressure could also be needed at these nodes.
A special treatment is needed for the newly created fluid nodes. In many publications, the previous time step values are
computed using ad-hoc arguments, that sometimes lead to good approximations from the practical point of view when small
time steps are used. As an example, in [35] the authors extrapolate the velocity and pressure from the nearest fluid nodes at
the previous time step. It is worth to note that if the solid is deformable and has been solved together with the fluid in a
coupled way (as in the original immersed boundary method [40] or in the fluid–solid approach in [46]), this velocity is phys-
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deal with this situation is to write the Navier–Stokes equations in a non-inertial frame of reference attached to the body, as
in [24] in the context of Chimera meshes or in [30], where an immersed boundary method is used.
We explain in the following what we believe is a consistent way of treating moving interfaces based on a fixed-mesh ALE
approach.
3. Developing the fixed-mesh ALE method
In this section we describe the steps enumerated previously, concentrating on those specific of the FM–ALE method and
leaving for Section 4 those that can be considered side numerical ingredients.
3.1. Step 1. Boundary function update
This step is completely problem dependent. The motion ofCfree(t) may be determined by different ways. In a typical fluid-
structure interaction problem, Cfree(t) will be part of the solid boundary, and therefore its kinematics will be determined by
the dynamics of the solid under the action exerted by the fluid. As a particular case, the motion of the solid boundary may be
directly prescribed. This is the simplest situation and the one corresponding to the validating numerical example presented
in Section 5.
In awide variety of applications,Cfree(t)maybe representedby a level set function. In Section6wewill describe twoof these
applications. The peculiarities of the level set functionupdate in the context of the FM–ALE approach are described in Section 4.
3.2. Step 2. Mesh velocity
Updating the boundary function defines the deformation of the domain from X(tn) to X(tn+1) (recall that we are consid-
ering the case h = 1, see Remark 2). Consequently, the meshMn used at time step n has to be deformed to adapt to the domain
X(tn+1). This mesh deformation has to be defined by means of a mesh velocity.
The mesh velocity at the boundary points can be computed from their position xnþ1b and x
n
b , where subscript b refers to
points on Cfree. Using approximation (6), this mesh velocity would be unþ1dom;b ¼ ðxnþ1b  xnbÞ=dt. Once the velocity at the nodes
of Cfree is known, it has to be extended to the rest of the nodes. A classical possibility is to solve the Laplace problem
Dudom = 0 using unþ1dom;b as Dirichlet boundary conditions. However, it is also possible to restrict udom– 0 to the nodes next
to Cnþ1free , since in our approach mesh distortion does not accumulate from one time step to another (see Fig. 1 for a schematic
of the mesh deformation). This is in practice what we do. Details about this point are provided in the numerical examples of
Sections 5 and 6.
3.3. Step 3. Solving the flow equations I: Equations on the deformed mesh
The previous procedure defines the domain X(tn+1) and a mesh that we call Mnþ1virt , obtained from a deformation of the
mesh Mn. The equations to be solved there are (see (7,8)):mnþ11
1
dt
ðunþ1h;virtðxÞ  unh;virtðxnÞÞ;vh
	 

þ anþ1ðuh;virt;vhÞ þ cnþ1ðuh;virt  udom;virt;uh;virt;vhÞ þ bnþ11 ðph;virt;vhÞ ¼ lnþ11 ðvhÞ;
ð12Þ
bnþ12 ðqh;uh;virtÞ þ snþ1ðqh;ph;virtÞ ¼ lnþ12 ðqhÞ; ð13Þwhere subscript ‘‘virt” refers to the meshMnþ1virt on which these equations should now be solved using the space discretization
described in Subsection 2.1.3. Let us stress once again that, as it is well known in the classical ALE approach, un(xn) is known
on Mnþ1virt because the nodes of this mesh are obtained from the motion of the nodes of M
n with the mesh velocity unþ1dom;virt.
3.4. Step 4. Splitting of elements
The key idea of the FM–ALE method is not to use Mnþ1virt to solve the flow equations at time t
n+1, but to use instead another
meshMn+1 that will be a a minor modification of the background mesh M0. This meshMn+1 is obtained by splitting the elements
ofM0 cut byCnþ1free, as shown inFig. 1.MeshesM
n+1 andM0 onlydiffer in the subelements createdafter the splitting justmentioned.
Mesh Mn+1 could be thought as a local refinement of mesh M0 to make it conform the boundary Cnþ1free . This is certainly a
possibility that can be implemented as such. Let us note however that this requires the introduction of boundary nodes at
each step, as shown in Fig. 1, and the subsequent change in the mesh graph and in the sparsity pattern of the matrix of the
final algebraic system to be solved for the arrays of nodal unknowns. As in other fixed grid methods, this computational com-
plication can be avoided by prescribing boundary conditions on Cnþ1free in an approximate way. Nevertheless, this issue, in spite of
its major practical importance, is not an essential concept of the FM–ALE method, and we defer its description to Section 4.
The local refinement fromM0 toMn+1 is needed also to perform the numerical integration of the different terms appearing
in (7) and (8). Obviously, the impact of this in the computational cost of the overall calculation is minimum.
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Fig. 2 shows how the splitting can be done and the numerical integration points (red points) required in each triangle result-
ing from this splitting.3.5. Step 5. Solving the flow equations II: Equations on the background mesh
Let Pn+1 be the projection of finite element functions defined on Mnþ1virt to M
n+1. To define it, for each node of Mn+1 the ele-
ment inMnþ1virt where it is placed has to be identified. Once this is done, the value of any unknown at this node can be obtained
through interpolation, possibly with restrictions. The way to construct this projection operator is a problem common to dif-
ferent situations in which transfer of information between finite element meshes is required. We describe our approach in
Section 4.
The velocity un in Mnþ1virt is known because its nodal values correspond to those of mesh M
n. However, its nodal values on
Mn+1 have to be computed using the projection just described. The same happens with the mesh velocity udom.
If now we defineunþ1h :¼ Pnþ1 unþ1h;virt
 
;the problem to be solved at time step n + 1 is to find a velocity unþ1h and a pressure p
nþ1
h such thatmnþ11 ðdt1ðunþ1h ðxÞ  Pnþ1ðunh;virtðxnÞÞÞ;vhÞþ anþ1ðuh;vhÞþ cnþ1ðuh  Pnþ1ðudom;virtÞ;uh;vhÞ þ bnþ11 ðph;vhÞ ¼ lnþ11 ðvhÞ;
ð14Þ
bnþ12 ðqh;uhÞ þ snþ1ðqh;phÞ ¼ lnþ12 ðqhÞ; ð15Þwhich again must hold for all velocity test functions vh and pressure test functions qh.
Note that pnþ1h –P
nþ1 pnþ1h;virt
 
. Pressure pnþ1h is determined by imposing that u
nþ1
h is divergence free, which at the discrete
level is not equivalent to impose that unþ1h;virt is divergence free.
Problem (14) and (15) is posed on Mn+1 which, as it has been said, coincides with M0 except for the splitting of the ele-
ments crossed by the interface. Even this difference can be avoided if instead of prescribing exactly the boundary conditions
an approximation is performed, for example using Nitsche’s method, Lagrange multipliers or the strategy described in Sec-
tion 4. Therefore, the goal of using a fixed mesh during the whole simulation has been achieved.
It is observed that the projection Pn+1 has to be applied to
 Pnþ1ðunh;virtðxnÞÞ. This clarifies the effect of the mesh motion in the context of fixed-mesh methods. In particular, there is no
doubt about the velocity at previous time steps of newly created nodes.
 Pnþ1 unþ1dom;virt
 
. The mesh velocity is computed on Mnþ1virt , and therefore needs to be projected to compute on M
n+1.1
2 3
Fig. 2. Splitting of elements.
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To conclude this section, it is important to highlight the differences between our FM–ALE approach and a classical ALE
formulation:
 Given a position of the fluid front on the fixed mesh, elements cut by the front are split into subelements (only for inte-
gration purposes), so that the front coincides with the edges of the subelements.
 After deforming the mesh from one time step to the other using classical ALE procedures, results are projected back to the
original mesh.
 The front is represented by a boundary function, and not by the position of the material points at Cfree as in a classical ALE
method.
4. Side numerical ingredients
In this section we describe some numerical ingredients that, in spite of being essential in the development of the FM–ALE
method, are not inherent to its main concept. In other words, these ingredients may be changed without altering the main
concept of the method.
4.1. Level set function update
In the applications, there are several ways to define Cfree. In general, we assume that this part of the boundary of the flow
domain is defined by what we have called generically a boundary function. This function may be defined analytically or by
discrete means, for example through interpolation from some nodes that define the location of Cfree. That would be a natural
way to deal with fluid-structure interaction problems.
In some applications, as those described in Section 6, it is convenient to represent Cfree by a level set function (see [39] for
an overview of these methods). This function, say w, will be the solution of the problem@twþ u  rw ¼ 0 in X0  ð0; TÞ;
w ¼ w on Cinf  ð0; TÞ;
wðx;0Þ ¼ w0ðxÞ in X0;
ð16Þwhere Cinf: = {x 2 @X0ju  n < 0} is the inflow part of the domain boundary. In free surface simulations, the initial condition
w0 is chosen in order to define the initial position of the fluid front to be analyzed. The boundary condition w determines
whether fluid enters or not through a certain point of the inflow boundary.
Due to the pure convective type of the equation for w, we use the SUPG technique for the spatial discretization. Again, the
temporal evolution is treated via the standard trapezoidal rule.
If w is taken as a step function, numerical problems may be encountered when it is transported. It is known that small
oscillations in the vicinity of sharp gradients still remain using the SUPG formulation. These oscillations may propagate and
yield to distorted front shapes, specially near corners. Compared to similar methods, such as the volume-of-fluid (VOF)
method [21], one particularity of the level set method is that it uses a smooth function w. As the smoothness can be lost
as the simulation evolves, the level set function must be redefined for each mesh node as explained for example in [9].
Once w is computed, Cfree(t) is defined asCfreeðtÞ ¼ fx 2 X0 j wðx; tÞ ¼ 0g:
Thus, Cfree(t) is simply updated by solving the problem for w(x,t).
The important point to be noted is that the system is solved on the whole domain X0. As mentioned earlier, we approx-
imate this problem using a stabilized finite element method. For the discrete problem it is necessary to extrapolate the veloc-
ity defined on X(t) to the rest of X0. The question is how to perform this extrapolation. In principle, the advection velocity u
in (16) is only needed in the neighborhood of Cfree (t), since the precise transport of w is not needed, except for the transport
of the isovalue that definesCfree (t). In our calculations, we have found useful to extrapolate u by solving a Stokes problem on
X(t)c =X0nX(t). This has two main advantages with respect to a simpler extrapolation procedure, namely, the extrapolated
velocity is weakly divergence free in X(t)c and we can impose the correct boundary conditions for it.
4.2. Approximate imposition of boundary conditions
Even though we have not formulated it as such, the FM–ALE method can be considered an immersed boundary method, in
the sense that Cfree (t) is a boundary that moves within a fixed domain X0. From the conceptual point of view, there is no
problem in imposing exactly Dirichlet boundary conditions on this part of the boundary. However, this requires the dynamic
addition of mesh nodes (see Fig. 1, where these nodes are drawn in green), with the associated change in the sparsity of the
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standpoint to avoid the explicit introduction of such nodes and to prescribe boundary conditions approximately. We summa-
rize next the strategy proposed in [7] to prescribe Dirichlet boundary conditions on a generic immersed boundary, that we
denote by C.
Let uh be the unknown solution of a problem posed inX X0 for which we want to prescribe a condition on C. LetXC be
the set of elements cut by C, which is split as XC =XC,in [XC,out, where XC,in =X \XC and XC,out is the interior of
XCnXC,in. Let alsoXin be such thatX =Xin [XC,in. For simplicity, we will assume that the intersection ofCwith the element
domains can be exactly represented by the classical isoparametric mapping. For the notation to be used, see Fig. 3 (left).
Suppose that the unknown uh is interpolated asuhðxÞ ¼
Xnin
a¼1
IainðxÞUain þ
Xnout
b¼1
IboutðxÞUbout ¼ IinðxÞU in þ IoutðxÞUout;where IainðxÞ and IboutðxÞ are the standard interpolation functions, nin is the number of nodes in Xin, the domain where the
problem needs to be solved (including layer L0) and nout the number of nodes in layer L1 (see Fig. 3).
The objective is to compute Uout. Suppose that uh needs to be prescribed to a given function u on C. The main idea is to
compute Uout by minimizing the functionalJ2ðUin;UoutÞ ¼
Z
C
ðuhðxÞ  uðxÞÞ2 ¼
Z
C
ðIinðxÞU in þ IoutðxÞUout  uðxÞÞ2: ð17ÞSuppose now that the problem for uh in Xin leads to an algebraic equation of the formK in;inU in þ K in;outUout ¼ F in: ð18Þ
The domain integrals in matrices Kin,in and Kin,out extend only over X. The nodal values Uout are merely used as degrees of
freedom to interpolate uh in the domain X. If (18) is supplemented with the equation resulting from the minimization of
functional (17), the system to be solved is finallyK in;in K in;out
NC MC
 
U in
Uout
 
¼ F in
f C
 
; ð19ÞwhereMC ¼
Z
C
ItoutðxÞIoutðxÞ; f C ¼
Z
C
ItoutðxÞuðxÞ; NC ¼
Z
C
ItoutðxÞIinðxÞ:It is important to note that this implementation maintains the connectivity of the background mesh.Fig. 3. Immersed boundary sketch (left) and domain of extrapolation (right) in a 2D example.
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is not the case, the idea is to use the nodes of this layer to prescribe the boundary conditions in an approximate way, and to
impose the equation to be solved at the rest of nodes of Xin.
Let E be the extrapolation operator of functions defined on the elements in contact with @Xin toXC,in. The first point to con-
sider is how to choose the extrapolation regionof this operatorE. There are several possibilities, but theonewehave foundmost
accurate is the following. Let K be an elementwith an edge (in 2D) or face (in 3D) F on @Xin. LetKC be the cylinder obtained from
projecting FontoC in awayorthogonal toC. Then,E is definedas the extension from functionsdefinedonK to functionsdefined
on K [ KC. The extrapolation regions obtained this way in 2D using triangular elements are shown in Fig. 3 (right).
Suppose now that in Xin the unknown uh is interpolated asuhðxÞ ¼
Xn1
a¼1
Ia1ðxÞUa1 þ
Xn00
b¼1
Ib00ðxÞUb00 ¼ I1ðxÞU1 þ I00ðxÞU00;where Ia1ðxÞ and Ib00ðxÞ are the standard interpolation functions, n1 is the number of nodes interior to Xin (up to layer L1) and
n00 the number of nodes in layer L0 (see Fig. 3).
The objective is to compute U00. We propose to obtain it by minimizing the functionalJ02ðU1;U00Þ ¼
Z
C
ðEuhðxÞ  uðxÞÞ2 ¼
Z
C
ðEI1ðxÞU1 þ EI00ðxÞU00  uðxÞÞ2;which leads toM00U00 ¼ f 00  N00U1; ð20Þ
whereM00 ¼
Z
C
EIt00ðxÞEI00ðxÞ; f 00 ¼
Z
C
EIt00ðxÞuðxÞ; N00 ¼
Z
C
EIt00ðxÞEI1ðxÞ:If the matrix form of the problem for uh posed in Xin isK1;1U1 þ K1;00U00 ¼ F1;
the combination of this equation with (20) leads to the final system to be solved:K1;1 K1;00
N00 M00
 
U1
U00
 
¼ F1
f 00
 
: ð21ÞTo conclude this subsection, let us explain how to combine methods (19) and (21). Let us first write problem (19) asK1;1 K1;00 0
K00;1 K00;00 K00;out
0 NC;00 MC
2
64
3
75
U1
U00
Uout
2
64
3
75 ¼
F1
F00
f C
2
64
3
75; ð22Þwhere the splitting of the matrices corresponds to the splitting of Uin into U1 and U00.
Problem (21) is obtained by considering the degrees of freedom of all nodes in layer L0 as parameters to prescribe the
boundary conditions, but of course the last equation in (22) can be kept, case in which the system to be solved isK1;1 K1;00 0
N00 M00 0
0 NC;00 MC
2
64
3
75
U1
U00
Uout
2
64
3
75 ¼
F1
f 00
f C
2
64
3
75: ð23ÞClearly, Uout depends on U00, but not the other way around. If C is very close to @Xin, the coefficients inMC can be very small,
but this does not affect the unknowns in the interior of the computational domain and, in fact, MC can be replaced by any
matrix without altering U1 and U00.
Method (22) is more accurate than method (23) (even though the order of accuracy is the same; see [7]). In order to use
(22) in all situations except when instability problems may appear, we have implemented a blending of methods (22) and
(23). The idea is simple. When a node in layer L0 is detected to be very close to C, its degree of freedom is used to prescribe
the boundary conditions, that is to say, the row in the equation for U00 in (22) is replaced by the corresponding row in (23).
This strategy has proved robust and effective. Since usually only a few equations need to be changed, the overall accuracy
obtained is very close to that of method (22). However, there is also the possibility of moving the mesh nodes when a node in
layer L0 is detected to be very close to C in order to avoid the use of (23). This, of course, will affect the domain velocity.4.3. Data transfer between finite element meshes
The last crucial ingredient in the FM–ALE approach is the transfer of information between meshesMnþ1virt andM
n+1 for each
time step n (see Fig. 1). In principle, it would be possible to use a simple interpolation operator. However, it is well known that
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meshmay be damped from those of the original one. Another possibility could be to use the L2 projection as transfer operator.
We explain here how to incorporate restrictions to the projection between meshes. The idea described in the following was
introduced in [23] in the context of transmission of information through boundaries in domain decomposition methods. For
a method particularly designed in the context of immersed boundary methods for the transfer of forces, see [46].
Let us consider two meshes, M1 and M2, of a domain X. For simplicity, we assume that both are conforming (matching
@X). Let ni (i = 1,2) be the number of nodes in Mi and let Ui 2 Rni be the array of nodal values of a scalar variable /. Suppose
thatU1 is known and we want to project it ontoM2 to obtainU2. If P21 2 MatRðn2;n1Þ is the transfer operator fromM1 toM2
(for example the standard interpolation or the L2 projection), a simple choice would be U2 = P21U1. However, suppose that
we require U2 to inherit a set of properties from U1, written in the formR2U2 ¼ R1U1; Ri 2MatRðnr ;niÞ; ð24Þ
where nr is the number of restrictions to be imposed. The idea we propose is to take U2 as close as possible to P21U1 but
satisfying (24). A possibility is to solve the optimization problemminimize
1
2
j U2  P21U1j2;
under the constraint R2U2 ¼ R1U1:
This problem can be solved by optimizing the Lagrangian L(U2,k), where k 2 Rnr , given byLðU2; kÞ ¼ 12 j U2  P21U1j
2  ktðR2U2  R1U1Þ:This leads to the systemU2  Rt2k ¼ P21U1;
R2U2 ¼ R1U1;which after solving for U2 yieldsU2 ¼ P21U1 þ Rt2ðR2Rt2Þ1ðR1  R2P21ÞU1:
In the applications, the number of restrictions nr is small, so that inverting R2R
t
2 2 MatRðnr ;nrÞ is computationally affordable.
In the case of the FM–ALE method, a typical restriction would be for example to impose global conservation of momentum
and of mass when projecting velocities from mesh Mnþ1virt to M
n+1 for each n. In this case, nr = d + 1.5. A numerical example
In this section we will solve the flow over a moving cylinder with the proposed FM–ALE strategy. The objective is to apply
this methodology to this simple validating example, before showing more complex applications in the next section.
The corresponding flow equations are those described in Section 2, although in this case a multi-step time discretization
will be used. In particular, we will use the second order backward differentiation scheme (BDF2), in which the time deriv-
ative at time n + 1 is approximated as:@u
@t

nþ1
	 1
dt
3
2
unþ1  2un þ 1
2
un1
	 

:The strategy described in Subsection 4.2 and [7] will be used to prescribe Dirichlet type boundary conditions on the surface
of the moving solid, in this case the cylinder.
The hold-all domain is the rectangle B = [0,2.2]  [0,0.44]. A background mesh of 9000 linear triangles has been used. The
considered solid is a cylinder of diameter D = 0.2, its trajectory being defined by the position of its center:xcðtÞ ¼ 1:1þ 0:8 sin 2p3 ðt  0:75Þ
	 

;
ycðtÞ ¼ 0:22:
The velocity is prescribed to (0,0) on the walls of the rectangular domain, except for the wall corresponding to x = 2.2,
where it is left free, whereas it matches the cylinder velocity on the cylinder surface. Note that the flow is due only to
the cylinder movement. Viscosity is set to 0.001, so that the maximum Reynolds number is Re 	 300 based on the cylinder
diameter and the (maximum) velocity when the cylinder is located at the central section of the rectangle. The time step size
has been set to dt = 0.05, and 60 time steps (a full period) have been performed, after which the flow is considered to be fully
developed.
Fig. 4 shows the results obtained at time t = 3. We would like to remark the smoothness of the velocity field close to the
cylinder surface.
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FM–ALE approach and other usual procedures. To this end we compare nodal values for newly created nodes at time tn (in
the time step which goes from tn to tn+1) for the FM–ALE approach (information is convected and projected) and for the more
usual procedure of extrapolating values from neighboring nodes mentioned earlier.0 0.5 1 1.5 2
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Fig. 4. Solution at t = 3. From top to bottom: x-velocity, y-velocity, pressure.
0 0.5 1 1.5 2
0
0.2
0.4
–1
0
1
2
0 0.5 1 1.5 2
0
0.2
0.4
–1
–0.5
0
0.5
0 0.5 1 1.5 2
0
0.2
0.4
–4
–2
0
0 0.5 1 1.5 2
0
0.2
0.4
–0.5
0
0.5
Fig. 5. Solution at t = 2.25, extrapolation procedure. From the top to the bottom: x-velocity before extrapolating, y-velocity before extrapolating, x-velocity
after extrapolating, y-velocity after extrapolating.
1604 R. Codina et al. / Journal of Computational Physics 228 (2009) 1591–1611Figs. 5 and 6 show velocity values (before and after the convection-projection or the extrapolation procedures) at
tn = 2.25. It can be seen that for large incremental displacements, as those of the time step we are considering, extrapolated
values differ significantly from convected-projected values, and are much less smooth. Also, the values before the convec-
tion-projection or extrapolation procedure are smoother for the FM–ALE approach. We would like to stress that, contrary
to the convection-projection of the FM–ALE method, the extrapolation procedure lacks physical grounds.
6. Two applications
The purpose of this section is to describe briefly two applications that led us to the development of the FM–ALE method. It
is not our intention here to enter into the details of the problems, but rather to formulate them to stress how to apply the
methodology in these two examples. For details, the reader is referred to [25] for Subsection 6.1 and to [11] for Subsection
6.2.
6.1. Lost foam casting
Lost foam casting is a casting technique in which the mold to be filled with molten metal is previously filled with a solid
foam. The melt burns the foam when it contacts it, creating a residue that partly escapes through the mold walls (usually
made of sand) and is partly trapped next to the boundaries of the mold. See [41] for a description of this technique.
Let Xm be the domain that is filled by the molten metal, Xf be the domain occupied by the foam and X0 be the total do-
main (metal and foam). They are schematically shown in Fig. 7. Obviously, both Xm and Xf depend on time.
In this problem, apart from the Navier–Stokes equations (2,3), also the heat equation needs to be solved. Let # be the tem-
perature, Cp the specific heat at constant pressure, j the thermal conduction coefficient and aij the heat transfer coefficient
between materials ‘‘i” and ‘‘j”. The subscripts ‘‘m”, ‘‘f” and ‘‘o” will be used to refer to the physical properties of the molten
metal, foam and mold, respectively. Likewise, Cij will be used to denote the interface between materials ‘‘i” and ‘‘j”, and the
subscript inf will refer to values at the inflow of the domain; see Fig. 7.
Let us denote by umf the velocity at which the front of molten metal advances through the foam. In this problem, it turns
out that this velocity can be computed from an energy budget. If umf is its norm, it turns out that (see [25])Fig. 6.
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Solution at t = 2.25, FM–ALE procedure. From the top to the bottom: x-velocity before convection-projection, y-velocity before convection-projection,
ity after convection-projection, y-velocity after convection-projection.
Fig. 7. Lost foam casting: problem setting.
Fig. 8. Geometry and foam density for the lost foam casting example.
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; ð25Þwhere Emel and Evap are the melting and vaporization energies, respectively, which must be determined from experiments.
The direction and orientation of umf is determined by imposing this velocity to be normal to the advancing front. The key
idea is to represent this front by a level set function w, the approximation of which has been described earlier. This leads toumf ¼  umfj rw jrw:If we consider now X(t) =Xm, the problem to be solved consists in solving (2) and (3) together with the energy balance
equationqCp
@#
@t

x0
ðx; tÞ þ ðu udomÞ  r#
 
 jD# ¼ 0; ð26Þand the boundary conditions on the interface Cmfu ¼ umf ; ð27Þ
 jm @#
@n
¼ amfð# #fÞ; ð28Þand the appropriate boundary conditions on the rest of the boundary.
1606 R. Codina et al. / Journal of Computational Physics 228 (2009) 1591–1611There are several remarks to be made concerning the application of the FM–ALE method to this problem:
Remark 3.
 The finite element approximation in space and the time integration of (26) is performed using the same formulation as for
the Navier–Stokes equations.
 In view of (28), temperature is needed also in the foam domain Xf, which is also time dependent. Thus, an equation anal-
ogous to (26) has to be solved there, with u = 0 but with a mesh velocity computed as for Xm.Fig. 9. Velocity vectors for the lost foam casting example.
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extrapolated from Xm to Xf. As mentioned earlier, we do this extrapolation by solving a Stokes problem in Xf using
umf as boundary conditions on Cmf.
 In order to avoid introducing new nodes (apart from those of the background mesh), Dirichlet boundary conditions (27)
need to be approximately imposed, for example using the strategy described in Subsection 4.2. Eq. (28) does not require
any special treatment, as it is prescribed weakly and evaluating surface integrals on an immersed boundary does not pose
any particular problem.Fig. 11. Free surface model at t = 20 (top) and two phase model at t = 6 (bottom), when the solution starts to deteriorate.
Fig. 10. Mesh around the NACA profile.
1608 R. Codina et al. / Journal of Computational Physics 228 (2009) 1591–1611To conclude this subsection, we present the results of a simulation of a three-dimensional tee-shaped casting (see [25] for
more details). The only purpose of this example is to show that the methodology proposed is feasible in real applications.
The inner diameter of the vertical cylinder is 0.08 m while the inner diameter of the others is 0.10 m. The geometry is
symmetrical with respect to the ingate and therefore the filling should also be symmetric. However, we want to observe
the effects of variable foam density. In fact, the foam density is likely to be non-uniform, especially near the injection points.
The front velocity model given by (25) is expected to take into account these effects, as the foam density appears in the
denominator. Different zones of foam density are shown in Fig. 8.
The time evolution of the velocity vectors in the molten metal region is shown in Fig. 9.6.2. Free surface flows
This example can be considered a prototypical problem for the application of the FM–ALE method. The domainX(t) is the
region occupied by the fluid, separated from a region without fluid by a free surface Cfree. The problem to be solved is exactly
(2,3) with f = g, the gravity acceleration, and the boundary conditionn  r ¼ 0 on Cfree:
Contrary to the previous example, now the velocity is unknown on Cfree but the stress is known. This simplifies very much
the imposition of boundary conditions since, as it has been mentioned in the previous subsection for the heat equation,
boundary conditions imposed weakly on immersed boundaries do not represent any particular computational problem.
The alternative to the free surface treatment of many problems is a two-fluid coupling, assuming that the effect of one of
the fluids over the other is negligible. In this case, Cfree plays the role of an interface, rather than a free surface. In fact, in the
applications the two-fluid approach is often more realistic, as in the case of water–air interfaces. However, from the numer-
ical point of view the free surface approach is usually more robust. We will show this in a particular example presented next.
Before this, let us comment that the major difference between the free surface and the two-fluids approach is that the former
requires solving the flow equations on a moving domain, whereas the latter consists in solving on the whole domain whereFig. 12. Velocity field and free surface shape at t = 6. Free surface model (top) and two phase model (bottom).
Fig. 13. Pressure contours at t = 20 with (top) and without (bottom) hydrostatic component (free surface model).
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this second case, the stress (and the velocity) will be continuous at the moving interface.
As an example of application, let us consider a 2D flow over a submerged hydrofoil. The hydrofoil section considered is a
NACA0012 with an angle of attack of 5 traveling at a speed of 1.776 m/s. It is an example that has been studied in the lab-
oratory by Duncan [13] and used as a benchmark for numerical results by several authors [14,4].
For the two-fluid simulation, the material properties used (SI units) are q1 = 1000, l1 = 0.001 for the bottom fluid (water),
and q2 = 1.2, l2 = 0.000018 for the top one (air). The simulations where run for 30 seconds with a 0.04 second time step size.
The acceleration of gravity is g = 10. The Reynolds number using water properties is Re = 1.776  106, and the Froude number
is Fr = 0.5673.
A 2D unstructured mesh that covers a rectangle sized [6.0,11.0]  [4.4,3.0] around the hydrofoil was used. It is formed
by 7415 nodes and 14364 linear triangular elements refined close to the hydrofoil and to the initial position of the interface
as can be seen in Fig. 10. The boundary conditions used are prescribed inlet velocity at the left side of the rectangle, free slip
at the bottomwall and at the hydrofoil, an open boundary on the top side, and the normal traction equal to minus the hydro-
static pressure corresponding to the initial water height at the right side of the rectangle. The level set function that deter-
mines the interface position is only prescribed at the left side of the domain. A constant 1.776 horizontal velocity is used as
initial condition on the whole mesh except on the NACA hydrofoil, where it is zero. The interface is initially flat and posi-
tioned at y = 0.9904.
We have compared the results obtained with the free surface model [11] with those a two-fluid approach proposed
in [10], in which air is also simulated. The former turns out to be more robust than the latter with the physical
properties we have chosen. In Fig. 11 results for the position of the free surface/interface are shown. The interface
position starts to deteriorate at t = 6 in the two-fluid approach, whereas for the free surface treatment the wave length
and height match the experimental results satisfactorily. This is better observed in Fig. 12, where velocity vectors are
plotted.
Finally in Fig. 13 we show the pressure and the pressure without the hydrostatic component corresponding to the initial
interface height, in both cases at t = 30 and using the free surface formulation.
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In this paper we have introduced in detail the concept of the FM–ALE approach. Succinctly, it consists in using the stan-
dard ALE method but ‘‘remeshing” at each time step so as to use always the same given mesh, which discretizes the whole
region where the flow takes place.
The first benefit is conceptual. Ad-hoc approximations to account for the advection of information that can be found in
several fixed-grid methods are avoided. This is in particular reflected by the treatment of the so called newly created nodes.
When a node ‘‘dry” in one time step becomes part of the flow region in the next time step, the value of the flow variables to
be assigned there to approximate (local) time derivatives is perfectly determined.
It has been our intention to clearly distinguish the main concept of the formulation from other related issues, and in par-
ticular from the approximate imposition of boundary conditions. Nevertheless, the way to carry out this imposition is essen-
tial for the success of the method. We have described our particular approach. Some remarks concerning the transfer of
information between meshes have also been made, and the possibility to model the moving surface by level set functions
has been explained.
Precisely the use of level set functions is crucial in the two applications shown, which we have included to demonstrate
the potential of the method to deal with problems of different nature. Another natural application of the FM–ALE approach is
the numerical approximation of fluid-structure interaction problems, a subject of a forthcoming work.
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