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Abstract—In this ever connected society, CCTVs have had a
pivotal role in enforcing safety and security of the citizens by
recording unlawful activities for the authorities to take actions. In
a smart city context, using Deep Convolutional Neural Networks
(DCNN) to detection violence and weaponized violence from
CCTV videos will provide an additional layer of security by
ensuring real-time detection around the clock. In this work, we
introduced a new specialised dataset by gathering real CCTV
footage of both weaponized and non-weaponized violence as well
as non-violence videos from YouTube. We also proposed a novel
approach in merging consecutive video frames into a single salient
image which will then be the input to the DCNN. Results from
multiple DCNN architectures have proven the effectiveness of
our method by having the highest accuracy of 99%. We also
take into consideration the efficiency of our methods through
several parameter trade-offs to ensure smart city sustainability.
Index Terms—Smart Cities, Violence Detection, DCNN, CCTV,
Sustainability

I. I NTRODUCTION
Smart Cities development is an emerging innovative research and development field. It brings in perspectives from
statistics, architecture, real estate management, urban planning, environmental studies, sustainability, etc. Smart city
activities and technologies have mostly had the aim of producing and analyzing data and gaining new knowledge on the
complexity and dynamics of a city [1]. Recently, AI has taken
this innovative field of research to the next step of utilising
the data and knowledge to support decision-making.
One of the modern enabling technologies for Smart Cities
development and research is the use of Machine Learning
algorithms and Data Analysis tools to perform analysis on data
and make future decisions based on the information gotten
from the data. Also, the use of Neural Networks make it seem
that there is an artificial brain making complex decisions as
fast as possible. These data are gotten from another enabling
technology which is Internet of Things (IoT). This technology
in particular connects any device to the internet and share
its sensed data. Devices like temperature sensors, gyroscope,
alarm systems, location sensors, CCTVs, and sensors used by
autonomous systems and residential houses can be connected
with IoT [2].
The use of AI in smart cities can be categorized into may
dimensions i.e. Smart Education, Smart Governance, Smart
Mobility and Infrastructures, etc. While it is a great thing
§ These
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that AI is being used in smart city applications to make tasks
easier for citizens and users, one aspect of smart cities we
must not forget is the safe-guarding of lives and properties.
Cases of violence and gang related activities in a city could
be rampant and serious especially if there is no way the
required authorities can get to the scene in time to curb further
destruction. Some of these violent activities could result to
loss of lives and properties especially when weapons are used.
We’ve witnessed or heard cases of road rage violence, gang
related violence, and other random acts of violent crimes [3]
[7] [8]. Therefore, focusing on the protection of lives and
properties is an imperative task that shouldn’t be ignored in
the research and development of smart cities.
Due to the growth of CCTV infrastructures, current research
in the surveillance field have focused on detecting violence and
identifying crimes using DNNs. Ever since the breakthrough
of AlexNet in the ImageNet 2012 competition [4] [5], DNNs
have been the go-to AI technology for different real world
tasks. While some of the current work done focuses on
detecting violence in videos leveraging DNNs coupled with
different techniques, others focus on weapon detection in
videos using object detection DNNs. The datasets currently
used for weapon detection purposes are limited to specific
well-identified weapons i.e. Knives, Guns, etc. This makes the
detection too ambiguous in nature, as it ignores other objects
with potentials of being used as weapons. In the real world,
any object can be used as a weapon, as long as it can cause
a huge damage when applied. Also, no research done in this
domain has combined both violence and weaponized violence
detection tasks.
Furthermore, while the work that has been done in this
domain have worked well at either detecting weapons or
detecting violence, none has considered one of the main goals
of smart cities, which is Sustainability. DNNs i.e. C3D,
ConvLSTM, etc, used in this domain have large amounts of
parameters and uses a lot of energy due to the large computations involved. Though inference using these algorithms
could be fast, we believe inference could be faster when using
smaller DNNs, with much lesser parameters which could in
turn improve the energy efficiency of these systems when
deployed in a smart city context.
Our research focuses on detecting two kinds of violence:
violence with weapons and violence without weapons. We
focus on considering this research in a smart city context

to achieve sustainability. To this end, we convert a video
classification task into an image recognition task and leverage
DCNNs and we also show the trade-offs to be considered to
achieve sustainability when choosing a neural network for such
tasks. Our main contributions are summarized below:
• We create a new benchmark called the Smart-City CCTV
Violence Detection dataset (SCVD). Current datasets [9]
[10] for violence detection contain videos recorded from
phone cameras which could alter the needed CCTV distributions. Furthermore, this dataset contains weaponized
violence class so it could be used by DNNs to learn
the distribution of any potential weapons and infer for
quicker action to be carried out on such by the authorities.
This means that our dataset is tuned to the fact that any
handheld object which could be used to harm humans
and properties could be regarded as a weapon.
• We propose a new novel technique (Salient Image), based
on [11] which converts our task from a video classification task to an image recognition task, to improve its
speed and simplicity.
• We leverage multiple DCNN architectures, and compare
their results and components. We show the trade-offs to
use when selecting what neural network to use when
trying to achieve sustainability in a smart city’s context.
Our results show that DCNNs having small depth and
parameters but with optimal combination of the tradeoffs can provide good performances, improve energy
efficiency and mitigate violence in smart cities.
II. R ELATED W ORKS
There have been several smart approaches and research
which have been focused on handling the employment of
video surveillance for violence detection, crime detection and
weapon detection. In this section, we show some of our most
related work and literature.
[17] leveraged a pretrained Faster R-CNN deep learning
model on automatically detecting handheld guns in clustered
scenes, resulting in a 93% accuracy. Nevertheless, the work is
only concerned with detecting handheld guns and therefore,
disregarding other forms of violence. Similarly, [18] used
Faster R-CNN and Single Shot Detector for guns and other
weapons detection. However, due to the huge imbalance in the
dataset, and naivety of the classifier, the classifier was quick
to identify more handheld objects as a weapon, and majorly
as a gun. The average accuracy of the model was 84.6% and
therefore, required more work done to distinctively identify the
differences between guns and other similarly handheld devices.
[19] employed multiple DCNN and object detection DNN
architectures to detect weapons in real time CCTV videos.
Their experiment with Yolo V4 provided the best result with
an accuracy of 91%, but had a shortcoming of still outputting
some false positives in obvious cases.
Furthermore, while there are multiple attempts that focused
on weapons detection only, there also exists other literature
that aim to detect violence which does not include the use
of weapons. [20] leveraged a pretrained InceptionNet for

which they recorded a 99.28% and 99.97% accuracies on
both Hockey and Movies datasets. The distributions however
is far from the CCTV domain as they are sports related and
movies, and are not recorded with a CCTV, hence defeating the
purpose of violence detection through CCTVs. [13] and [21]
used the ConvLSTM to detect violence in CCTVs. [21] used
a pretrained ResNet50 model to extract spatial features from
the video frames and send it to the ConvLSTM model while
[13] leveraged the VGG16 architecture. However, the large
networks used in these literature are more energy-consuming
while the dataset they were trained on hugely lacks the CCTV
distributions as most of the videos are recorded with mobiles.
[11] worked on action recognition. They argued that
instead of using big and hugely deep networks for video
action recognition tasks, a simple image classifier would work.
For this, they proposed a technique which extracts frames
from videos, resize these frames and combine them into a
super image. Their results show an improvement over stateof-the-art deep Conv3D and LSTMs architectures for video
action recognition. We build upon this approach, and propose
a new technique specifically for Violence and Weaponized
Violence detection. To the best of our knowledge, all literature
conducted in the domain of security in surveillance systems
tackle either weapon detection or violence detection. Current
datasets are built to suit those needs. Hence, we created SCVD,
a new benchmark to detect violence and weaponized violence
in CCTVs. This is in addition to the lack of consideration
of a Smart City environment/perspective which does not only
require smart security, but also other characteristics such
as sustainability. For this reason, our research also focus
on investigating trade-offs for selecting an efficient DCNN
architecture for smart city security while maintaining a good
performance.
III. DATASET
In this section, we propose Smart-City CCTV Violence Detection Dataset (SCVD), a new benchmark for purely CCTV
recorded violence and weaponized violence events. Table I
shows a summary of the comparison with other datasets.
There are mainly two kinds of datasets we considered
in the table, which contains different data types. The first
kind are the datasets used for violence detection, of which
all contains videos. The second kind are datasets used for
weapons detection, of which one contains images. The NTU
CCTV-Fights dataset [9] has the largest collection of recorded
violent events. It contains 1000 untrimmed and unprocessed
videos which are annotated at the frame level. However, most
of the videos are recorded with mobile cameras, which defeats
the need for the CCTV distribution. Data Distribution is very
important in these kind of tasks. Also, the data annotation
proves to be very tricky and inconsistent, which could be a
problem during training. Another problem is that it classifies
all sort of violence under the general form. The Hockey Fight
dataset [12] also contains 1000 videos gotten from aerial
cameras in the hockey stadium. While the videos are annotated
are video level and are classified into either fights or no fights,

TABLE I
C OMPARISONS BETWEEN THE SCVD AND THE PREVIOUS DATASETS
Dataset

Type

Size

Length/video (sec)

Annotation

Violence

Weapons

Characteristics

Scenario

NTU CCTV-Fights [9]
Hockey Fight [12]
RLVS [13]
RWF-2000 [14]
Sohas [15]
WVD [16]
Ours

Video
Video
Video
Video
Image
Video
Video

1000 videos
1000 videos
2000 videos
2000 videos
3255 images
168 videos
500 videos

5-720
1-2
5-15
5
N/A
10-72
5-10

Frame
Video
Video
Video
Image
Video
Video

Yes
Yes
Yes
Yes
No
No
Yes

No
No
No
No
Yes
Yes
Yes

CCTV + Mobile
Aerial Camera
CCTV + Mobile
CCTV
Captured Images
Synthetic
CCTV

Natural
Hockey Games
Natural
Surveillance
Demonstrations
Computer Games
Surveillance

the dataset distribution isn’t usable for violence detection in a
real world.
The Real Life Violence Situation dataset [13] were annotated at the video level as they were trimmed and also classified
into Violence and Non Violence videos. Both classes contain
1000 videos of lengths 5 to 15 seconds. Some of the Violent
class videos however were acted, and it is possible for deep
neural networks to identify acted out events to real events
using techniques used in anomaly detection. Also, the dataset
contains a lot of non CCTV recorded events. RWF-2000 [14]
was created as a solution to these issues. They contained fully
preprocessed video-level annotated videos that were classified
into violent and non violent situations. Each video has a length
of 5 seconds and 30 frames could be extracted in each second.
While they tried to improve the data quality and limit the
dataset to pure CCTV recordings, they classified all forms of
violence under the Violent class, which defeats our purpose
of detecting weapons too asides violence detection.
Furthermore, while there are multiple datasets that were
created for violence detection, there exists other datasets used
to detect weapons in video surveillance systems. Sohas [15]
proposed multiple benchmarks for weapons detection, but
since other benchmarks were focused on guns and knives
alone, they created the Sohas Weapons and similar handled
objects dataset which had 3255 images showing captured
demonstrations of someone holding different weapons and
other objects that aren’t weapons. WVD [16] created synthetic
animated videos using the GTA-V computer game. These
videos show different scenarios in which weapons could be
used. They also classified weapons into hot weapons which
contains different kinds of guns and cold weapons like knives,
batons, etc. However, the distribution of WVD’s data is very
much different from the distribution one can get from CCTV
recordings.
Out of all the discussed datasets, the most similar to ours is
the RWF-2000. We got our dataset by getting real life CCTV
recorded violence, non-violence and weapon violence videos,
and trimmed all videos to get a length ranging from 5 to 10
seconds. We classified these videos into Violent, Non-Violent
and Weaponized-Violent events with the aim that our deep
learning models are able to learn and distinctively identify
the difference between violent events involving weapons, and
violent events without weapons.

IV. M ETHOD
In a classic CNN architecture, the input to the convolutional
layer is usually a single image with the object of interest
mostly at the center of the image. In this way, the CNN learns
the context image by image without relations to the previous
input. But this may not be the best option for video input, since
each frame is related to the frame before and after. Therefore,
the temporal context is also important in order for the CNN
to make a decision.
With this in mind, the authors of [11] explored the possibility of merging multiple input frames from a video to form
a super image before sending this input to the CNN. They
experimented with different spatial combinations and found
that a square formation for merging the images has the best
performance as compared to linear or rectangular formations.
In our method, for each class in the SCVD dataset, all
videos are converted to images on a per-frame basis, without
skipping frames. With the frames converted from the videos,
they are merged together in a 5 × 3 grid or a 3 × 2 grid in
successive frames. These merged frames form the larger salient
images. Figure 1 shows the process of how the salient image
is created. Since the frames extracted from CCTV videos are
usually rectangular in shape, mostly in the 720p (1280 × 720)
dimensions, in the creation of the salient images for this task,
original resolution of the frames are used instead of resizing
them to smaller square images of 224 × 224 which is the
approach taken by [11].
Furthermore, by keeping the original resolution, the spatial
information contained within the frames are preserved (resizing to a square shape reduces the information which the
models can learn from the spatial width). We chose the 5 × 3
grid and a 3 × 2 as the frames have longer width than height.
Combining them using this grid structure forms a square shape
and this helps in preserving the spatial information especially
in the width when the overall image is resized later for input
into our chosen architectures. The salient image will also
contain the temporal information as the frames are merged
in successive order according to video timeline.
Therefore, one salient image contains fifteen or six sequence
of actions captured in a video within a specific time period.
V. E XPERIMENTS AND R ESULTS
In this section, we show and discuss results of the experiments carried out, the relationship between the model

Fig. 1. Salient Image: A sequence of video frames gotten from a CCTV surveillance system are first rearranged into a salient image based on a 5 × 3 or 3
× 2 spatial arrangement, and then fed into a CNN architecture for training and recognition.

architectures and sustainability and how to ensure pro-activity
in violence detection systems.
For the training process, we used the SGD optimizer with a
learning rate of 0.001 and a momentum of 0.9. We could have
gone for the Adam optimizer due to it’s speed and ability to
converge fast, but the SGD optimizer ensures that the model
reaches the global minima. The SGD optimizer is stated as:
wt+1 = wt − α

∂L
∂wt

(1)

where wt is the weight, wt+1 is the parameter being
∂L
updated, α is the learning rate and ∂w
is the partial derivative
t
of the gradient.
We also leverage the categorical crossentropy loss function
as it is the most suitable for our task, as it is a hyperparameter
which is tuned and used to tune the optimizer. We denote this
loss function LCE as:

LCE = −

N
X

yi . log (yˆi )

(2)

i=1

where yi is the true probability label distribution of of the
input and log (yˆi ) is the predicted probability distribution.
A. Environment
For the training and implementation during our research, we
used the following:
•
•
•
•
•

System used: NVIDIA Quadro RTX6000
GPU Memory: 24GB GDDR6
Operating System: Ubuntu 21.04
Deep Learning Library: Tensorflow 2.0, Keras
Models Used:
–
–
–
–
–
–
–

VGG16 [22]
VGG19 [22]
ResNet50 [23]
ResNet101 [23]
DenseNet121 [24]
EfficientNetB0 [25]
InceptionV3 [26] [27]

Fig. 2. The f1-score is computed to compare the performances of each model
architecture across the classes (Top: 5 × 3; Bottom: 3 × 2)

B. Results
We start by extracting 5 × 3 salient images (about 5500
images) from our SCVD dataset and passing them into the
seven selected CNN architectures for training. We evaluate
the training loss and test accuracy for each of these architectures as they provide information as to which architecture
is performing well. We also compute the F1-Score for each
class (Violence, Non Violence and Weapon Violence) to make
sure our selected architectures are doing well across each

Fig. 3. GradCAM outputs showing the activated regions for each model on a 5 × 3 and 3 × 2 salient image; From L-R: VGG16, ResNet50, DenseNet121,
EfficientNetB0, InceptionV3

TABLE II
S UMMARY OF RESULTS GOTTEN FROM EXPERIMENTS ACROSS DIFFERENT
ARCHITECTURES AND NUMBER OF INPUT FRAMES

Model Architecture

Input Frames

Train Loss

Test Accuracy (%)

VGG16
VGG19
ResNet50
ResNet101
DenseNet121
EfficientNetB0
InceptionV3

15
15
15
15
15
15
15

0.0551
0.0956
0.0641
0.0751
0.0405
0.6973
0.0449

97.98
96.42
96.51
91.91
96.60
82.26
94.12

VGG16
VGG19
ResNet50
ResNet101
DenseNet121
EfficientNetB0
InceptionV3

6
6
6
6
6
6
6

0.0121
0.0306
0.0429
0.0429
0.0272
0.5583
0.0311

98.14
98.31
96.79
97.89
98.65
84.04
98.65

class (see Figure 2). We also extract 3 × 2 salient images
(6000 images) from the SCVD dataset and pass them into the
selected architectures to further evaluate the best grid size to
choose for the different architectures. The F1-Score for each
class is given as:
F1k =

2(Pk · Rk )
Pk + Rk

(3)

where k is the class we are evaluating the F1 score for, Pk
is the precision for the class and Rk is the recall.
From the results in Table II, it is seen that the results of
the architectures using the 3 × 2 salient images outperform
the same architectures using 5 × 3 salient images. While
the test accuracy of the VGG16 seems to have no much
difference across the two grid arrangements, the train loss
on the 3 × 2 arrangement is lower furthermore proving that
using six frames at a time improves the architecture’s inference

performance. Comparing the train loss and test accuracy for
the selected architectures on the two grid arrangements, we see
a huge improvement which leads to a conclusion that learning
from lesser frames at an instance could be better for the any
Convolutional Neural Network architecture.
For the 5 × 3 arrangement, the DenseNet121 had the least
train loss out of all the selected architectures with a train loss
of 0.0405, while the VGG16 had the best test accuracy, getting
its prediction right 97.98% of the time. Meanwhile, for the 3
× 2 salient arrangement, the VGG16 had the lowest train loss
with 0.0121, while DenseNet121 and InceptionV3 had the best
test accuracy with 98.65% each. EfficientNetB0 gave the worst
performance for both salient arrangements as it had train losses
of 0.6973 and 0.5583 respectively, and a test accuracy of 82%
and 84% across both arrangements.
To furthermore explain the performances of the selected
architectures for this research, we also leverage the GradCAM [28] architecture for explainable AI, to explain and
show what neurons are activated by each architecture and why
they perform well (or not, based on the architecture). Figures
3 show the outputs for VGG16, ResNet50, DenseNet121,
EfficientNetB0 and InceptionV3. Looking at the plots, we see
that the VGG16 on the 5 × 3 arrangement is able to identify
the actions from each specific frame within the salient image.
It is also able to uniquely identify the different regions in the
3 × 2 arrangement which enables it to make a right decision.
This could be said for the other architectures as the heat-map
shows the regions being focused on before inference.
C. Sustainability in a Smart City Context
The use of AI in Smart Cities has improved the living
conditions and ease of getting things done, but at the same
time increased the carbon footprint. In our use case of smart
surveillance systems for violence and weaponized violence
detection, we hope to improve the effectiveness of these

TABLE III
PARAMETER T RADE - OFFS BETWEEN DIFFERENT MODELS FOR S USTAINABILITY
Model Architecture

Input Frames

Param (M)

# Layers

Time (ms)

Val Loss

Accuracy (%)

VGG16
VGG19
ResNet50
ResNet101
DenseNet121
EfficientNetB0
InceptionV3

15
15
15
15
15
15
15

134.27
138.79
23.5
42.6
7.04
4.05
21.8

16
19
107
209
242
132
189

154.3
179.6
137.5
232.6
177.4
144.1
167.6

0.0667
0.1292
0.0831
0.2441
0.1465
0.9327
0.1746

98
96
97
92
97
82
94

VGG16
VGG19
ResNet50
ResNet101
DenseNet121
EfficientNetB0
InceptionV3

6
6
6
6
6
6
6

134.27
138.79
23.5
42.6
7.04
4.05
21.8

16
19
107
209
242
132
189

157.3
171.9
126.8
226.6
167.9
117
151.7

0.0569
0.0632
0.1067
0.0576
0.0426
0.4487
0.0757

98
98
97
98
99
84
99

systems and at the same time improve the efficiency. Here,
we compare our trained models based on certain trade-offs
and choose the best model to be deployed for our task.
The trade-offs we consider for sustainability are: Inference
time per input [T ime], Average Accuracy [Accuracy], and
Average Validation loss [Loss], on the assumption that all
models consume equal amounts of energy per time. We
tackled this problem using a reinforcement learning approach
of rewards and punishments for each considered trade-off.
[Time]: The inference time should be as short as possible
to maximize the number of frames processed at a given time.
For example, a model A processing at a rate of 30 frames per
second is considered slower and more energy consuming than
a model B processing at a rate of 45 frames per second, given
that both models use the same amount of energy per second.
The reward/punishment for our trained models M with respect
to time T is given by:
(
PN
1, if T < N1 i=1 Ti
MT =
(4)
0, otherwise
[Loss]: The loss is also an important trade-off to be considered when selecting a model for violence detection in
sustainable smart city surveillance systems. The validation loss
serves as an indicator for how much a model has learnt from
the training samples, and shows if a model has overfitted the
training data. The lower the loss, the higher the probability
of predicting True positives. The reward/punishment for our
trained models M with respect to loss L is given by:


 1, if L < 0.1
ML =
(5)
0, if 0.1 < L < 0.2


−1, otherwise
[Accuracy]: While the major requirement is the speed of
inference, the inference accuracy is also very important in
deciding what model to use in these kinds of systems. In
this work, the threshold required for us to consider that the
model’s performance is good enough is set at 95%. The

reward/punishment for our trained models M with respect to
accuracy P is given by:


 1, if P > 95%
(6)
MP =
0, if 90% < P < 95%


−1, otherwise
VI. C ONCLUSION AND F UTURE W ORK
In this paper, we introduced the Smart City Violence Detection (SCVD) dataset, which strictly contains CCTV recorded
violence and weaponized violence videos. We also introduced
a novel method which allows Deep Convolutional Neural
Networks detect violence and weaponized violence in videos.
This method converts a video frames into a single merged
image while preserving the spatial information obtained from
the original size of the video frames. We employed several
DCNN architectures for training and inference using our novel
method on the SCVD dataset. The Grad-CAM was used
to show activated regions for different architectures during
evaluation. We also considered the use of these models for
violence and weaponized violence detection in a smart city
context and show what trade-offs are to be considered for
sustainability and reduction of carbon footprints in smart cities.
Though it had the smallest number of layers, the VGG16
stood out to be the best choice for both proposed salient
arrangements as it maintained a validation accuracy of 98% at
an average time of 0.155 seconds. Given the right operating
system and processor to be deployed on, it can predict up to
90 fps while maintaining an accuracy of 98%.
While we have considered and improved upon violence and
weaponized violence detection in a smart city context, it is
however imperative to work on the communications between
smart surveillance systems in the future. This would shift
the independent violence detection on each CCTV system
to a centralized violence detection on an edge system or
the cloud, further reducing the carbon footprint in a smart
society. Proactivity in these surveillance systems, such as voice
warning systems, should also be looked into. This would help
mitigate the severity of the violence in sustainable smart cities

before the arrival of necessary authorities, since it will deter
the perpetrator from carrying out further harm.
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