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A comunicação Anycast (um para um de muitos) é um novo paradigma que tem sido 
usada na prática para pelo menos um serviço crítico na Internet: o DNS. Tal como o 
multicast (um para muitos), este paradigma utiliza o conceito de grupo, mas a informação 
é enviada apenas para um dos membros do grupo que esteja em melhor condições 
(tipicamente o mais próximo), em vez de sempre para todos. As Redes Definidas por 
Software (SDN) têm sido apontadas como um novo paradigma de redes que permite 
facilmente projetar, desenvolver e implementar uma rede. Esta arquitetura separa o plano 
de controlo do plano de dados de uma rede. O plano de controlo é puramente 
desenvolvido em software e o plano de dados em hardware. As redes baseadas na 
arquitetura SDN ganharam maior destaque a partir da especificação do protocolo 
OpenFlow. Este protocolo centraliza o controlo da tabela de fluxos dos dispositivos de 
rede num controlador externo e flexível, e fornece um protocolo seguro para facilitar a 
comunicação entre os controladores e switches. 
 
Nesta dissertação propõe-se uma estratégia de encaminhamento Anycast, adequada a 
Redes Definidas por Software (SDN), e que tem em conta métricas de Qualidade de 
Serviço (QoS). A largura de banda disponível foi escolhida como métrica QoS com o 
objetivo de mostrar que o seu uso no cálculo de caminhos Anycast permite efetivamente 
melhorar o desempenho global da rede, com melhor aproveitamento dos recursos 
disponíveis. 
A estratégia proposta foi implementada em Python, na forma de um novo componente 
do controlador POX, e testada em ambiente laboratorial usando o emulador Mininet. No 
cenário de teste foi usada uma topologia gerada automaticamente, na qual se cria um 
grupo Anycast com um conjunto de servidores escolhidos aleatoriamente. O controlador 
recolhe informação de largura de banda disponível em todos os links da topologia e 
calcula árvores de entrega Anycast por servidor com base nessa métrica, para todos os 
clientes, usando o algoritmo de Prim. Os resultados obtidos mostram que esta estratégia 
permite aumentar a largura de banda usada na comunicação Anycast, quando comparada 







Anycast communication (one for one of many) is a new paradigm that has been used 
in practice for at least one critical Internet service: DNS. Like multicast (one for many), 
this paradigm uses the concept of a group of systems, but the information is sent only to 
one of the members of the group that is in best conditions (typically the nearest), rather 
than always for everyone. Software Defined Networks (SDN) have been identified as a 
new network paradigm that allows to easily design, develop and implement a 
network. This architecture separates the control plane from the data plane of a network. 
The control plan is developed purely in software and the data plan in hardware. Networks 
based on this SDN architecture gained greater prominence after the specification of the 
OpenFlow protocol. This protocol centralizes the control of the flow tables of all network 
devices in an external and flexible controller, and provides a secure protocol to facilitate 
communication between controllers and switches. 
 
This dissertation proposes an Anycast routing strategy, suitable for Software Defined 
Networks (SDN), which takes into account Quality of Service (QoS) metrics. The 
available bandwidth was chosen as a QoS metric, in order to show that its use in Anycast 
path calculations effectively improves the overall performance of the network, with a 
better use of the available resources. 
The proposed strategy was implemented in Python, in the form of a new POX 
controller component, and tested in a laboratory environment using the Mininet emulator. 
In the test scenario, an automatically generated topology was used in which an Anycast 
group was created with a set of servers chosen at random. The controller collects available 
bandwidth information on all topology links and calculates Anycast delivery trees per 
server based on this metric, for all clients, using the Prim algorithm. The results show that 
this strategy allows to increase the bandwidth used in Anycast communication, when 
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Este capítulo tem como objetivo contextualizar o aparecimento do anycast e o novo 
paradigma das Redes Definidas por Software (SDN). Inicialmente serão enquadradas as 
temáticas abordadas, seguidamente serão apresentados os objetivos a alcançar com este 







Desde a sua criação até à atualidade, a principal caraterística da Internet é a sua 
constante evolução.  A comunicação de um para um de muitos (via anycast) tem sido 
usada para pelo menos um serviço crítico na Internet: o DNS [1].  
A funcionar em simultâneo existem dois protocolos de comunicação na Internet: o 
IPv4 (Internet Protocol version 4) e o IPv6 (Internet Protocol version 6) [2]. A quantidade 
de utilizadores tem variado ao longo do tempo, o que leva a que os grandes servidores 
usem endereços anycast. Para além do balanceamento de carga, estes tipos de endereços 
funcionam como forma de defesa contra-ataques massivos de negação de serviço. 
 
O anycast foi originalmente proposto em novembro de 1993, sendo particularmente 
útil para implementar serviços que podem ser disponibilizados por múltiplos servidores. 
As soluções para o problema do encaminhamento anycast são simplesmente baseadas 
no encaminhamento unicast sem alterações. Ao contrário da comunicação unicast (um 
para um), onde cada interface de cada sistema tem um endereço IP único, na comunicação 
anycast o mesmo endereço é usado por um conjunto de sistemas terminais que fazem 
parte do mesmo grupo, ou seja, que disponibilizem exatamente o mesmo serviço. Ao 
endereçar um pacote para um destino anycast, o cliente espera que a resposta seja dada 
pelo servidor que esteja em melhor condições de o fazer.  
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Tal como o multicast, o anycast usa o conceito de grupo, mas, em oposição a este, a 
informação é enviada apenas para um dos membros do grupo (tipicamente o mais 
próximo) e não para todos. Então os protocolos de encaminhamento multicast (um para 
muitos) podem vir a constituir uma boa solução para a implementação do anycast ao nível 
da rede. Os endereços anycast são sintaticamente indistinguíveis dos endereços unicast 
[3].  
Existem abordagens do anycast ao nível da rede, ao nível da aplicação e de ambos. 
Por outro lado, as Redes Definidas por Software (SDN) têm sido apontadas como um 
novo paradigma promissor, que podem simplificar e automatizar a gestão da rede nos 
seus múltiplos aspetos, incluindo o encaminhamento. Esta arquitetura permite gerir, de 
forma flexível, recursos de rede de forma a apoiar uma grande quantidade de entrega de 
dados. Esta flexibilidade é conseguida graças à separação do plano de controlo do plano 
de dados de uma rede: o plano de controlo é programável para otimizar a alocação dos 
recursos de rede e o plano de dados é hardware simples e barato [4]. Contudo, apesar da 
vantagem apresentada, a latência/dificuldade na comunicação entre o controlador e os 
equipamentos, ou uma visão imperfeita da rede podem ter implicações no desempenho 
do plano de dados. 
O protocolo OpenFlow tem sido reconhecido como um elemento decisivo para 
construção de soluções das Redes Definidas por Software (SDN). Este protocolo 
centraliza o controlo da tabela de fluxos em dispositivos de comutação (switches) num 
controlador programável externo, e fornece um protocolo seguro para facilitar a 







Este trabalho terá por base uma alternativa para o encaminhamento anycast, com o 
esboço de pelo menos uma estratégia de encaminhamento. O principal objetivo e futuro 
contributo é estudar e propor uma estratégia de encaminhamento anycast para redes IP, e 
proceder à implementação e teste da referida proposta nas Redes Definidas por Software 
(SDN), comparando com um cenário anycast que não usa a métrica de QoS. O trabalho 





 Estudar e compreender o funcionamento do paradigma de comunicação 
anycast; 
 Estudar e compreender a arquitetura das Redes Definidas por Software 
(SDN); 
 Analisar estratégias de encaminhamento anycast já desenvolvidas; 
 Estudar e desenhar uma proposta de encaminhamento anycast para redes IP; 
 Implementar a proposta de encaminhamento anycast nas SDN; 




1.3 Estrutura do documento 
 
 
Esta dissertação está estruturada em sete capítulos. O primeiro capítulo contém uma 
breve introdução ao tema referente a esta dissertação, apresentando os principais desafios 
tanto do anycast como das Redes Definidas por Software (SDN). São descritos ainda os 
objetivos a serem alcançados e a descrição da estrutura adotada para esta dissertação. 
 
O segundo e terceiro capítulo apresentam todo o conhecimento adquirido no estudo e 
levantamento de informação para o estado de arte sobre os conteúdos relacionados com 
o trabalho desenvolvido. No segundo capítulo é descrita toda a arquitetura SDN, os seus 
componentes, principalmente o controlador e, por fim, o protocolo que é utilizado nas 
SDNs – OpenFlow.  No terceiro capítulo é descrito todo o paradigma anycast, desde a 
sua história, o seu funcionamento, as suas vantagens e os seus problemas. Por último, é 
apresentada uma secção sobre o trabalho relacionado com o tema desta dissertação.  
 
No quarto capítulo é especificado o sistema, explicando a arquitetura proposta para 
permitir o encaminhamento anycast nas redes definidas por software (SDN): o processo 
de atribuição de endereço anycast a um grupo, a métrica de QoS utilizada e o algoritmo 




O quinto capítulo descreve toda a implementação do sistema, começando por explicar 
o simulador usado e o controlador SDN. De seguida são descritas todas as funcionalidades 
do simulador selecionado [7]  e do controlador SDN [8]. Nas restantes secções deste 
capítulo são descritas todas as implementações e métodos aplicados para o cálculo da 
métrica usada e o algoritmo referente à estratégia de encaminhamento anycast adotada.  
 
No sexto capítulo são apresentados todos os testes e os resultados referentes à 
estratégia de encaminhamento anycast implementada nas SDN. Primeiramente foram 
realizados testes de funcionalidade e, posteriormente, testes ao nível do desempenho do 
sistema proposto, comparando a estratégia que usa a métrica de QoS com a que não usa 
essa métrica. 
 
No último capítulo são apresentadas as conclusões obtidas com este projeto, bem como 



















Este segundo capítulo funciona como um complemento ao anterior, explicando 
detalhadamente cada conteúdo sobre as SDNs. É como uma revisão bibliográfica. 
 
Neste capítulo é descrito o paradigma das Redes Definidas por Software (SDNs), 
incluindo a versão mais recente do protocolo aplicado neste tipo de arquitetura, o 
OpenFlow. A primeira secção começa por fazer uma contextualização das SDNs. Na 








Apesar de toda a evolução das redes de computadores, em termos de aplicações, a sua 
arquitetura não tem evoluído da mesma forma, sendo difícil satisfazer as exigências atuais 
da Internet. Em oposição a esta abordagem, surgiram ideias e pesquisas sobre a Internet 
do futuro, uma investigação que visa a resolução dos problemas atuais e que satisfaz os 
novos requisitos estabelecidos pela Internet. Uma das abordagens possíveis é as Redes 
Definidas por Software (SDN), que permitem a utilização de controladores externos.  
As Redes Definidas por Software (SDN) surgiram tendo em vista acabar com os 
problemas de gestão de redes, fornecendo uma gestão mais dinâmica, que permite separar 
o hardware do software, concentrando assim o controlo da rede num único ponto central. 
Atualmente, têm sido apontadas como um novo paradigma, que pode simplificar e 
automatizar a gestão da rede em vários aspetos, incluindo o encaminhamento. É uma 
arquitetura nova que permite gerir recursos de rede para apoiar uma quantidade enorme 
de entrega de dados. Separa o plano de controlo do plano de dados de uma rede, 




A separação dos dois planos fornece algumas vantagens, como uma maior 
flexibilidade no fornecimento de serviços de rede, e melhor acessibilidade às funções da 
rede de baixo nível. Desde o seu aparecimento, o paradigma SDN tem despertado um 
grande interesse por parte da comunidade de investigadores e engenheiros de redes. Esta 
arquitetura, para além da separação dos planos, centraliza o controlador e faz a gestão das 
funções de uma rede. O plano de controlo pode ser desenvolvido em software e o plano 
de dados através de hardware, relativamente simples e barato [11]. 
Originalmente, o plano de dados e o plano de controlo são consolidados em 
equipamentos de rede (routers convencionais ou switches Ethernet). A arquitetura SDN 
permite que o ambiente de múltiplos fornecedores e operadores de rede disponibilizem 
de um novo serviço sem operações complicadas e demoradas. 
 
A arquitetura SDN é composta por dois componentes principais: controlador SDN 
(SDN-C) e um elemento de encaminhamento (SDN-FE) [12]. O controlador SDN permite 
centralizar o encaminhamento unicast de forma a melhorar o rendimento da rede.  
Na Figura 1 é apresentada uma arquitetura das SDN [13]. Na parte inferior está a 
camada da infraestrutura, que consiste num conjunto de elementos de encaminhamento 
(por exemplo, switches) interligados entre si, fornecendo a funcionalidade do plano de 
dados. Os switches podem ser dispositivos de hardware, baseados em switches virtuais, 
como o Open vSwitch[14]. A camada seguinte é a camada de controlo, que consiste num 
controlador centralizado baseado em software. O controlador fornece e mantém uma 
visão geral da rede, e é responsável por fazer a gestão e configuração dos switches, 
instalando regras de encaminhamento nas suas tabelas de fluxo. A interface entre a 
camada de controlo e a camada de infraestrutura é o protocolo OpenFlow[15], que será 






Figura 1 - Arquitetura SDN. [13] 
 
Como já discutido anteriormente, os conceitos mais importantes das SDN são a 
programação do plano de controlo, a separação dos planos e a gestão do estado da rede 
num modelo de controlo centralizado. O controlador, desenvolvido em software, é 
baseado em plataformas de servidores com alto desempenho. Normalmente, os 
controladores são oferecidos como software Open Source [11].  
Um controlador SDN [16], numa descrição geral, é um sistema de software que 
fornece: 
 A gestão e distribuição do estado da rede, envolvendo uma base de dados. 
 Um modelo de dados de alto nível que captura as relações entre recursos. Em 
muitos casos, estes modelos de dados são construídos usando a linguagem de 
modelação YANG [17]. 
 Uma API que expõe os serviços do controlador a uma aplicação, facilitando a 









2.2 Protocolo OpenFlow 
 
 
O OpenFlow é um projeto open source e foi originalmente implementado como parte 
de uma pesquisa de investigadores da Universidade Standford para proporcionar uma 
rede aberta e programável de forma a testar os novos conceitos da Internet [18] [16] [10].  
O protocolo OpenFlow tem sido um elemento muito importante para a construção de 
soluções das Redes Definidas por Software (SDN), e foi o primeiro protocolo 
implementado nas mesmas. Este protocolo centraliza o controlo da tabela de fluxos em 
dispositivos de comutação (switches) para um controlador programável externo e flexível. 
Fornece um canal seguro para facilitar a comunicação entre os controladores e os switches 
[19][20] (ver Figura 2 e Figura 3).  
O protocolo OpenFlow foi promovido pela ONF (Open Networking Foundation)[21], 
em 2011. O ONF especifica os switches OpenFlow bem como as suas interações com o 
controlador. Os switches OpenFlow são capazes de encaminhar pacotes usando regras 







A comunicação entre os switches e o controlador é estabelecida através do protocolo 
Openflow, transmitido por um canal seguro (SSL). Na Figura 2 e Figura 3 são 






Figura 2 - Principais componentes de um switch OpenFlow. (v1.5.1) [19] 
 
 
Figura 3 - Switch OpenFlow. [20] 
 
Um switch OpenFlow consiste numa ou mais tabelas de fluxo, uma tabela de grupo e 
um ou mais canais OpenFlow para um controlador externo (Figura 2). 
Nos routers tradicionais o encaminhamento de pacotes e as decisões de 
encaminhamento ocorrem num único dispositivo. Enquanto que num switch que utilize 
OpenFlow o encaminhamento de pacotes permanece no switch, mas as decisões de 
encaminhamento são da responsabilidade do controlador. 
 
Os switches operam maioritariamente num fluxo de dados e não tanto em pacotes IP 
individuais. Estes comparam se o cabeçalho do pacote que receberam combinam com as 
entradas da tabela de fluxo, se sim, as ações são invocadas. Se não, o pacote é 
reencaminhado novamente para o controlador OpenFlow. As ações são as seguintes: 
enviar para uma porta de saída especificada, modificar/adicionar/remover o cabeçalho do 
pacote e mandar um pacote para a fila de prioridade. Sempre que um switch Openflow 
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recebe um fluxo, proveniente do controlador, constrói uma tabela de fluxos, e sempre que 
recebe um pacote verifica essa tabela [11][23]. 
Após o switch identificar um fluxo, as ações são executadas sequencialmente, como 
se pode verificar na Figura 4, [23] [22]. 
 
 




2.2.2 Encaminhamento de Pacotes 
 
 
A melhor forma de encaminhar pacotes numa rede Openflow é enviar esses pacotes 
para o controlador. Para tal, não é preciso que o controlador manipule a tabela de fluxos 
de um switch, basta indicar ao switch que redirecione, por defeito, todos os pacotes para 
o controlador. Mas, isto faz com que haja uma sobrecarga no controlador. Uma alternativa 
para resolver esse problema, passa por redirecionar o primeiro pacote de fluxo para o 
controlador e deixar que este decida sobre qual a ação que deve ser tomada. Depois de 
definida a ação e adicionada a entrada de fluxo na tabela de fluxos do switch, todos os 
pacotes relativos a esse fluxo são rapidamente processados, uma vez que a tabela de fluxo 










2.2.2.1 Controlador OpenFlow 
 
 
Como referido anteriormente, o controlador OpenFlow tem canais seguros para 
estabelecer comunicação com os switches OpenFlow, alguns comandos, e recebe os 
pacotes enviados por um switch que não tenha conseguido lidar com esses pacotes. Ou 
seja, o controlador server para adicionar ou remover entradas nas tabelas de fluxo de todos 
os switches que se encontram ligados ao controlador. 
Dentro do contexto das SDNs, foram desenvolvidos vários tipos de controladores 
diferentes (ver secção 5.1). O estilo de desenvolvimento desses controladores e as 
funcionalidades que eles oferecem, são maioritariamente determinados pela linguagem 




2.2.2.2 Tabelas de Fluxo 
 
 
A tabela de fluxo, na sua versão mais recente 1.5.1, é composta por várias entradas de 
fluxo. Na Figura 5 é indicado os principais componentes de uma entrada de fluxo [19]. 
Estas tabelas são identificadas pelos seus campos de entrada e pela sua prioridade. 
 
 
Figura 5 - Componentes de uma entrada de fluxo na tabela de fluxo. [19] 
 
Os “Match Fields” consistem na porta de entrada e nos cabeçalhos dos pacotes (ver 
Tabela 1). A prioridade, “Priority”, corresponde à prioridade das entradas de fluxo nas 
tabelas de fluxo. Os contadores, “Counters”, são incrementados sempre que os pacotes 
são correspondidos às entradas das tabelas de fluxo. As instruções, “Instructions”, são 
usadas para modificar um conjunto de ações. Os “Timeouts” indicam a quantidade 
máxima de tempo antes que um fluxo expire. O “Cookie” é o valor de dados escolhido 
pelo controlador. Por fim, as “Flags” servem para alterar a forma como as entradas de 




Tabela 1 - Principais atributos dos campos de cabeçalho dos pacotes. 
Match Fields 
in_port Número da porta de entrada do switch. 
dl_src Endereço Ethernet de origem. 
dl_dst Endereço Ethernet de destino. 
dl_type 
Protocolo de camada superior – Ethertype 
(por exemplo, 0x800 = IPv4). 
nw_proto 
Protocolo IP (por exemplo, 6 = TCP ou 8 
= ARP). 
nw_src Endereço IP de origem. 
nw_dst Endereço IP de destino. 
 
Há vários tipos de contadores, em que estes são usados para mensagens estatísticas. 
Para esta dissertação, os contadores mais importantes são os de porta (ver Figura 6).  
 
 
Figura 6 - Lista de Contadores. [19] 
 
Cada entrada de fluxo contém um conjunto de ações que são executadas quando um 
pacote corresponde à entrada de fluxo. Existem vários tipos de ações [19], e a ação 
principal  para o desenvolvimento desta dissertação é a ação de saída (“Output”). Esta 
ação encaminha o pacote para uma porta OpenFlow específica. Cada switch suporta 
encaminhamento para portas físicas, lógicas ou reservadas. As portas reservadas mais 




Tabela 2 - Portas reservadas. 
Obrigatórias 
ALL 
Envia o pacote para todas as interfaces, 
exceto a interface de entrada. 
CONTROLLER Envia o pacote para o controlador.  
IN PORT Representa a porta de entrada de um pacote. 
Opcionais 
NORMAL 
Processa o pacote utilizando um 
encaminhamento tradicional. 
FLOOD 
Envia o pacote para todas as portas, exceto para 




2.2.2.3 Mensagens e Eventos Openflow 
 
 
Segundo a especificação do switch Openflow [19], todas as mensagens são formatadas 
de acordo com o protocolo OpenFlow e este suporta três tipos de mensagens [10]: 
controlador-switch, assíncronas e simétricas. A maioria dos eventos OpenFlow são 
criados em resposta a uma mensagem enviada por um switch. 
As mensagens controlador-switch são iniciadas pelo controlador e podem ou não ter 
uma resposta por parte do switch. Há vários tipos de mensagens controlador-switch e, de 
seguida, são especificadas algumas delas: 
 
 Modify-State (Flow-Mod, Port-Mod) – Servem para adicionar, remover e/ou 
modificar entradas de fluxo nas tabelas de fluxo, e para definir as propriedades 
da porta do switch. Na Tabela 3 são identificados alguns dos atributos relativos 










Um dos seguintes valores pode ser escolhido: 
OFPFC_ADD, que adiciona uma regra ao switch (usado 
por definição); OFPFC_MODIFY, modifica as regras 
de fluxo; OFPFC_DELETE, remove as regras de fluxo. 
idle_timeout (int) 
Tempo, em segundos, para uma regra expirar se não for 
correspondida.  
hard_timeout (int) Tempo, em segundos, para uma regra expirar. 
priority (int) 
Prioridade a que uma regra irá corresponder. Quanto 
maior for o número, maior é a prioridade. 
actions (list) Lista de ações.  
match (ofp_match) Estrutura da regra (ver Tabela 1). 
 
 Read-State (Flow-Stats, Port-Stats) – Fazem a recolha de estatísticas do 
switch. Requer um request (ofp_stats_request), a partir de um controlador para 
o switch, ou um reply (ofp_stats_reply), a partir do switch para o controlador. 
É acionado um evento de estatísticas “Statistics Events” quando o controlador 
recebe, a partir de um switch, uma mensagem OpenFlow em resposta a um 
pedido de estatísticas por parte do controlador. Há um conjunto de eventos de 
estatísticas como SwitchDescReceived (ofp_desc_stats), FlowStatsReceived 
(ofp_flow_stats), AggregateFlowStatsReceived (ofp_aggregate_stats_reply), 
TableStatsReceived (ofp_table_stats), PortStatsReceived (ofp_port_stats) e 
QueueStatsReceived (ofp_queue_stats). 
 
 Packet-out (ofp_packet_out) – Servem para enviar pacotes para a rede a partir 
de uma porta de saída específica do switch. Esta mensagem deve conter uma 
lista de ações que são aplicadas na ordem especificada. Se a lista de ações 
estiver vazia o pacote é descartado. 
 
As mensagens assíncronas são iniciadas pelo switch e são usadas para informar o 
controlador com os eventos de rede e alterações do estado de um switch. Há vários tipos 
de mensagens assíncronas e, de seguida, são especificadas algumas das mais importantes 




 Packet-in (ofp_packet_in) – O switch transfere o controlo de um pacote para 
o controlador. É acionado um evento “PacketIn” quando um controlador 
recebe uma mensagem do switch, indicando que o pacote não teve 
correspondência com as entradas da tabela de fluxo do switch, enviando o 
pacote novamente para o controlador. Ou então, a entrada de fluxo inclui uma 
ação que indica enviar o pacote para o controlador. 
 
 Flow-Removed (ofp_flow_removed) – Informa o controlador sobre uma 
remoção de uma entrada na tabela de fluxo. É acionado um evento 
“FlowRemoved” quando o controlador recebe, a partir de um switch, uma 
mensagem openflow indicando que uma entrada de fluxo foi removida, quer 
devido a um tempo limite ou a uma remoção. 
 
 Port-Status (ofp_port_status) – Informa o controlador sobre alguma mudança 
numa porta. É acionado um evento “PortStatus” quando um controlador 
recebe, a partir de um switch, uma mensagem sobre o estado da porta, 
indicando que as portas foram alteradas. 
 
Por fim, as mensagens simétricas são iniciadas por qualquer switch ou controlador e 
são enviadas sem qualquer solicitação. Há vários tipos de mensagens simétricas e, de 
seguida, são especificadas algumas delas: 
 
 Hello – São trocadas pelo switch e controlador durante a inicialização da 
conexão. É acionado um evento “ConnectionUp” quando existe conexão entre 
um controlador e um switch. Caso a conexão termine, é acionado um evento 
“ConnectionDown”. 
 
 Echo – Mensagens de solicitação/resposta que podem ser enviadas a partir de 
qualquer switch ou controlador, e devem retornar uma resposta de “echo”.  
 











Tal como o segundo capítulo, este terceiro capítulo funciona como um complemento 
ao capítulo de introdução, explicando detalhadamente cada conteúdo sobre o paradigma 
anycast.  
 
Neste capítulo é descrita a comunicação anycast (de um-para-um de muitos), onde a 
primeira secção começa por fazer uma contextualização do paradigma anycast, 
especificando-o detalhadamente. Na última secção é exposto um trabalho relacionado 







A Internet suporta três paradigmas de comunicação: unicast, multicast e anycast.  
O unicast é o endereçamento de pacotes de ponto-a-ponto entre um host de origem 
(cliente) e um host de destino (servidor). Algumas das aplicações unicast são a navegação 
na Internet e o download de ficheiros/arquivos.   
Por sua vez, o multicast é o endereçamento de pacotes de ponto-a-multiponto entre um 
único host de origem (cliente) e um ou mais hosts de destino (servidores). Um tipo de 
aplicação que utiliza o multicast é, por exemplo, a videoconferência.   
Por último, o anycast é o endereçamento de pacotes ponto-a-ponto (de muitos) entre 
um único cliente e o servidor de destino selecionado, normalmente o mais próximo 
identificado por um endereço anycast. A principal ideia do anycast visa permitir que um 
cliente possa enviar pacotes para qualquer um dos servidores possíveis, oferecendo um 
serviço, independente do servidor que o presta. Por outras palavras, é um paradigma de 
comunicação para a descoberta de serviços, que seleciona, como destino, o melhor dos 
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vários prestadores de serviços num grupo anycast. Para isso, é atribuído um único 
endereço anycast aos servidores dentro de um grupo anycast [24] [25].  
Na Figura 7 encontra-se um exemplo representativo deste paradigma, onde os 
servidores são configurados por um único endereço anycast “A” e estão localizados em 
diferentes áreas da rede. Neste caso, os pacotes provenientes dos clientes serão entregues 
ao servidor mais próximo. Esses pacotes contêm o endereço anycast no seu cabeçalho. 
 
 
Figura 7 - Encaminhamento de pacotes de um cliente para o servidor de destino "mais próximo", identificado pelo 
endereço anycast "A."  [24] 
 
Hoje em dia, o encaminhamento anycast é usado na Internet como forma de 
balanceamento de carga entre múltiplos servidores que partilham o mesmo conteúdo. Para 
esse efeito, pode-se configurar um servidor numa rede de área local (LAN) com um 
endereço IP adicional, o endereço anycast. Outra alternativa é configurar um servidor 
DNS com um único nome que mapeia para vários endereços IP unicast, cada um destes 
representa um servidor de destino. Quando um cliente consulta o servidor DNS para 
resolver o nome com um endereço IP, o servidor DNS retorna um dos endereços IP 
selecionados. Ambas as técnicas permitem que os vários pedidos possam ser distribuídos 
entre muitos hosts, melhorando assim o desempenho e a escalabilidade da rede.  
 
O anycast foi originalmente proposto em novembro de 1993. Nesse mesmo ano, a 
IRTF (Internet Research Task Force) definiu o papel básico do anycast a nível da rede. 
O IETF (Internet Engineering Task Force) tem adotado o anycast como uma 
característica predominante da especificação do protocolo IPv6 [2]. Ou seja, o protocolo 
de comunicação IPv6 introduziu este novo paradigma de comunicação, o anycast. O IPv6 
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incluí os três paradigmas de comunicação, já mencionados anteriormente, o unicast, o 
multicast e o anycast [6] [26][24].  
 
Embora já tenham passado alguns anos desde o seu aparecimento, o anycast tem 
sofrido lentas evoluções. Geralmente as soluções para o problema de encaminhamento 
anycast são baseadas no unicast. No entanto, como o anycast é um paradigma que usa o 
conceito de grupo, tal com o multicast, é de esperar que os protocolos usados para o 
encaminhamento multicast possam vir a constituir uma boa solução para a implementação 




3.1.1 Endereçamento e Encaminhamento 
 
 
Como já foi referido, ao contrário da comunicação unicast, onde cada interface de cada 
sistema tem um endereço de IP único, na comunicação anycast é atribuído um único 
endereço anycast a todos os servidores que façam parte do mesmo grupo. Um cliente 
desse serviço dirige o pedido ao grupo anycast e espera que um dos servidores (e apenas 
um) lhe responda, normalmente o que esteja em melhores condições de o fazer. É 
indiferente qual deles é, sendo esta escolha um dos problemas de encaminhamento 
específico da rede.  
 Segundo o RFC 1546 [28], pode-se definir uma classe de endereço para a 
comunicação anycast. Dadas as restrições existentes sobre o espaço disponível na gama 
de endereços IPv4, os endereços anycast são atribuídos a partir da gama de endereços 
unicast disponíveis. Os endereços anycast são, portanto, sintaticamente indistinguíveis 
dos endereços unicast pelo que, desta forma, neste tipo de endereçamento, existe o mesmo 
endereço unicast em diferentes locais. 
 
Na Figura 8 pode-se observar um exemplo de uma comunicação anycast, onde um 
endereço anycast (EA) é atribuído a cada um dos servidores anycast. Quando um cliente 
anycast deseja efetuar um pedido anycast, cria um pacote, tendo o endereço anycast de 
destino no seu cabeçalho, e envia esse pacote para a rede. A receção do pacote é feita pelo 
servidor mais próximo, escolhido por um critério de seleção, normalmente o caminho de 
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menor custo. Quando o servidor anycast recebe o pacote, é enviada uma resposta ao 
cliente anycast, utilizando o endereço anycast no campo de origem de modo a evitar 
problemas na receção do pacote por parte do cliente. 
 
 
Figura 8 - Exemplo de comunicação anycast. [6] 
 
No encaminhamento, o anycast prejudica a agregação de rotas, pois permite que um 
mesmo endereço apareça associado a várias redes distintas. Como se pode verificar na 
Figura 8, é possível aos servidores anycast estarem em redes diferentes.  
 
Apesar dos problemas existentes, o encaminhamento anycast possui diversas 
características importantes. Uma das características mais importantes do anycast é a 
escalabilidade, pois quando realizado na camada de rede, o cliente não necessita de 
conhecer a topologia total da rede. Por exemplo, quando há falha de hardware, o nó onde 
habita o servidor anycast 3 (Figura 8) pode deixar de estar acessível. Neste caso, o pedido 
será na mesma respondido, mas por um outro servidor, atendendo ao critério de seleção. 
Atualmente, o anycast de camada de aplicação e o anycast de camada de rede (ou IP) 
são as principais direções de comunicações anycast, e têm sido bastante utilizadas em 
vários cenários devido à sua capacidade de descoberta de serviços. O anycast ao nível da 
aplicação apresenta dificuldades na sua implementação devido às condições de carga e à 
não consciência das mudanças na topologia de rede. O anycast ao nível da rede supera 
esses problemas com uma implementação simples, mas precisa de modificar os 
protocolos de encaminhamento com novas configurações do switch para suportar o 
serviço anycast. É expectável uma maior eficiência e robustez no anycast ao nível da rede 
do que da camada de aplicação se o processo de seleção do servidor anycast e o processo 
de encaminhamento dos pacotes for realizado nos switches. Ou seja, a principal diferença 
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entre os dois é que o anycast ao nível da rede baseia-se exclusivamente na rede para 
selecionar o servidor anycast de destino, enquanto que o anycast ao nível da aplicação 
depende de uma entidade externa que monitoriza a localização e o estado dos servidores 
de destino [25][24].  
Um endereço anycast é atribuído a um serviço, e de seguida, esse endereço é atribuído 
aos nós que suportam esse mesmo serviço, sendo possível a descoberta de serviços. Com 
isto, há uma grande suportação a falhas na rede. Este tipo de serviço assume uma grande 
importância em redes com grande escalabilidade, como redes ad hoc ou de sensores, onde 




3.2 O Anycast nas SDNs 
 
 
Segundo os autores em [5][25] os problemas encontrados na implementação do 
anycast ao nível da camada de aplicação e anycast ao nível da camada de rede (ou IP) 
podem ser facilmente resolvidos pelo novo paradigma da arquitetura de Redes Definidas 
por Software (SDN). 
A arquitetura proposta por estes autores consiste num sistema anycast load-aware 
baseado em OpenFlow, e é composta por servidores/clientes anycast, switches anycast 
baseados em OpenFlow (switches OFA) e pelo controlador anycast. Os 
servidores/clientes anycast estão ligados direta ou indiretamente por switches OFA. A 
arquitetura foi desenvolvida para dois tipos de ambientes de redes: intra-domínio e inter-
domínio. No final foi realizada uma comparação entre o desempenho do sistema load-
aware implementado com o sistema baseado na contagem de saltos, em termos de atraso 
e probabilidade de perda do pedido anycast. Foram realizadas várias experiências no 
Mininet[7] e o controlador utilizado foi o POX[29]. 
 
No caso das redes intra-domínio foi considerado apenas um sistema autónomo (AS), 






Figura 9 - Arquitetura do sistema anycast baseado em OpenFlow num AS. [25] 
 
O controlador tem como objetivo tomar as decisões de encaminhamento de acordo 
com as métricas de desempenho para os pedidos anycast, atribuir e eliminar endereços 
anycast, e verificar o estado e informação de toda a rede. As decisões de encaminhamento 
são, então, adicionadas aos switches OFA como entradas na tabela de fluxo e, estes, por 
sua vez, encaminham os pacotes de acordo com as entradas da tabela de fluxo. Foram 
projetados vários módulos no controlador, como se pode verificar na Figura 10. 
 
 
Figura 10 - Arquitetura do controlador Anycast. [25][5] 
 
No módulo de recolha de informações, o controlador é responsável por estar ciente de 
todas as mudanças na topologia para, assim, tomar decisões de encaminhamento baseadas 
na contagem de saltos e nas cargas da ligação. Para a implementação deste módulo, os 
autores definiram um temporizador no controlador anycast de modo a anunciar 
periodicamente um pedido de informações. 
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No módulo de decisão de encaminhamento o controlador toma as decisões de 
encaminhamento. Foram consideradas duas métricas de encaminhamento: contagem de 
saltos e cargas da ligação.  
 Contagem de saltos - Escolhe o servidor mais próximo para atender o pedido, 
em que este é calculado pelas contagens de saltos entre dois quaisquer switches 
na rede. Para este efeito, os autores usaram o algoritmo de Floyd-Warshall.  
 Cargas da ligação - Escolhe o melhor servidor anycast para atender o pedido. 
O melhor servidor é escolhido pela ligação existente entre o cliente e o servidor 
anycast que têm as cargas ótimas. Essas cargas são medidas através do número 
de pacotes transferidos num instante de tempo. Este número de pacotes pode 
ser obtido através dos contadores existentes nas interfaces dos switches.  
 
O módulo de resolução de endereços (ARP) gera pacotes de resposta ARP para os 
pedidos anycast. O controlador invoca o módulo de decisão de encaminhamento para 
escolher um servidor anycast como destino. Este módulo retorna o endereço MAC do 
servidor que foi selecionado em melhores condições e gera o pacote de resposta ARP. 
Depois, é invocado o módulo de transmissão de dados para entregar esse pacote ao cliente 
anycast, que originou o pedido. A entrada de fluxo deve ser adicionada previamente à 
tabela de fluxo do switch, de forma a dirigir o pacote ARP para o controlador, e gerar um 
pacote de resposta ARP com o endereço MAC do servidor que foi selecionado como o 
endereço de origem do pacote. Por fim, este pacote é enviado de volta ao cliente anycast 
que originou o pedido. 
 
O módulo de transmissão de dados recebe todos os pacotes que são enviados pelos 
switches OFA e transfere-os para os restantes módulos, e vice-versa. Os pacotes que não 
combinam com as entradas de fluxos da tabela de fluxo são enviados, de volta, para o 
controlador, fazendo todo este processo novamente até que haja uma resposta que chegue 
ao cliente.  
 
A proposta foi alargada para o ambiente inter-domínio utilizando um modo de 
implementação gradual.  
Os autores concluíram, com os resultados obtidos nas várias experiências, que o 
desempenho do sistema baseado nas cargas de ligação (anycast load-aware) é mais 
eficiente que o do sistema baseado na contagem de saltos. A análise no ambiente inter-
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domínio demonstrou que esta pode ser adotada para a implementação em grandes 






















4 Estratégia de encaminhamento Anycast nas 
Redes Definidas por Software 
 
 
Ao longo deste capítulo irão ser apresentadas e discutidas as propostas feitas no 
contexto desta dissertação, ou seja, a estratégia para o encaminhamento anycast nas Redes 
Definidas por Software (SDN). A descrição da proposta inclui uma explicação da 
atribuição do endereço anycast a um grupo, a discussão da escolha da melhor métrica, e 
a estratégia de encaminhamento adotada, explicando todo o algoritmo.  
 
O anycast tem a noção de grupo para puder haver comunicação, tal como o multicast. 
O objetivo é encontrar uma forma de ligar todos os switches que têm na sua rede local 
aos sistemas terminais (servidores) que fazem parte de um mesmo grupo. As soluções 
baseiam-se na construção de árvores a partir de grafos. O protocolo usado para este 
propósito foi o protocolo Spanning Tree (STP) e o algoritmo adotado para a construção 
dessas árvores foi o algoritmo Prim. 
 
O protocolo Spanning Tree (STP)[30] foi criado com intuito de prevenir problemas 
causados por ciclos no encaminhamento em redes com redundância. Foi normalizado na 
especificação 802.1d pelo IEEE (Institute of Electrial and Electronic Engineers). Este 
protocolo usa o algoritmo STA (Algorithm Spanning Tree) que garante que há só um e 












4.1 Endereçamento Anycast  
 
 
No paradigma de comunicação anycast o endereçamento é indistinguível dos 
endereços unicast. Já no paradigma de comunicação multicast passa-se exatamente o 
contrário, estes possuem um endereçamento próprio e distinguível dos endereços unicast. 
O facto de os endereços anycast serem indistinguíveis dos endereços unicast faz com 
que haja um grande desafio para o encaminhamento na rede, pois um switch que não 
possua nenhum protocolo de encaminhamento anycast, não consegue distinguir o tráfego 
e deste modo encaminhá-lo de forma distinta. 
 
Posto isto, para atribuir um endereço anycast a um grupo é escolhido um endereço 
qualquer que esteja lá para o final da gama, atribuindo esse endereço a uma interface 
loopback. Assim, desta forma, evita-se que uma mesma interface tenha de utilizar dois 




4.2 Seleção do Melhor Servidor – Métrica de QoS  
 
 
O paradigma da comunicação anycast consiste na comunicação de um-para-um (de 
muitos) e, por isso, necessita de selecionar o servidor que está em melhores condições de 
responder a um cliente. Normalmente o critério de seleção utilizado é o número de saltos, 
entre o cliente e o servidor.  Para o cálculo da métrica há vários critérios que podem ser 
escolhidos como o número de saltos, largura de banda disponível, perda de pacotes, 
latência, carga atual do servidor, entre outros.  
 
Como o conjunto de dados que precisa de ser transmitido na Internet cresce 
exponencialmente, nas redes atuais a largura de banda é um assunto muito importante. 
Por este motivo, as novas aplicações de rede precisam cada vez mais da largura de banda, 




As métricas de QoS [31] são usadas para caracterizar e descrever todo o 
comportamento da rede, podendo ser definidas por um número de parâmetros que deverão 
ser executados para a implementação da rede, principalmente em redes de grandes 
dimensões, como o caso da Internet.  
Algumas das principais métricas são descritas na Tabela 4. 
 
Tabela 4 - Principais métricas.  
Métrica (unidade) Descrição 
Atraso/Latência (ms) 
Tempo gasto pela rede para transportar 
um pacote. Corresponde ao atraso fim a 
fim do pacote. 
 
Jitter (ms) 
Variação do tempo entre chegadas de 
pacotes de um mesmo fluxo. 
 
“Throughput” (bps) 
É a quantidade de dados transferidos de 
um nó para outro num determinado 
espaço de tempo. Ou seja, é a taxa de 
transferência por unidade de tempo. 
 
Largura de Banda Disponível (bps) 
É a largura de banda disponível de um 
link da rede. 
Taxa de perdas (%) 
Taxa dos pacotes descartados, perdidos 
ou corrompidos em relação ao total de 
pacotes enviados. 
 
Taxa de erros (%) 
Número de transmissões com erro em 
relação ao número total de transmissões 
realizadas. 
 
A complexidade do encaminhamento com QoS depende das métricas escolhidas para 
caracterizar os caminhos. Essas métricas podem ser aditivas, multiplicativas ou côncavas. 
O problema de encaminhamento é semelhante com o problema do caminho mais curto, 
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onde a procura de caminhos satisfatórios está relacionada com os vários requisitos de 
QoS. Dependendo da métrica escolhida, esse problema de encaminhamento com QoS 
pode ser de diferentes tipos: 
 Otimização das ligações, por exemplo a largura de banda disponível (encontrar 
o caminho com maior largura de banda disponível); 
 Restrição ao nível das ligações, por exemplo a largura de banda disponível 
(encontrar o caminho cuja largura de banda disponível seja superior a uma 
determinada quantidade); 
 Otimização do caminho, por exemplo o atraso fim a fim (encontra o caminho 
com menor atraso); 
 Restrição ao nível do caminho, por exemplo o atraso fim a fim (encontra o 
caminho cujo o atraso é inferior a um determinado valor). 
 
No âmbito desta dissertação foi suposto calcular caminhos de um host para outro host 
(um conjunto deles) mediante uma métrica. A métrica escolhida foi a largura de banda 
disponível, sendo esta uma métrica dinâmica. O algoritmo deverá percorrer o grafo, 
transformá-lo numa árvore e usar os “ramos” com maior largura de banda disponível. 
Todo este processo do cálculo da largura de banda disponível é realizado no controlador, 




4.3 Estratégia de encaminhamento Anycast 
 
 
Como já referido, nas SDNs o controlador é o elemento que controla toda a rede. Por 
isso, quando um switch recebe um pedido para o encaminhamento de um pacote, este 
reencaminha o pacote para o controlador, utilizando uma mensagem ofp_packet_in(). 
Após o controlador receber o pacote a partir do switch, instala uma entrada de fluxo na 
tabela de fluxo do switch, indicando a porta de saída por onde o pacote vai ser 
encaminhado, utilizando uma mensagem ofp_packet_out(). 
Na estratégia de encaminhamento anycast quando o pacote é enviado para o 
controlador, intersecta-se e verifica-se se o pedido, por parte do cliente, é feito para o 
grupo anycast, se for, o controlador vai calcular a spanning tree com base no algoritmo 
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de Prim (ver secção 4.3.1.1) para cada um dos servidores pertencentes ao grupo anycast. 
Percorrendo cada um dos servidores do grupo anycast, o objetivo é identificar qual o 
melhor caminho para a source (cliente anycast que originou o pedido). De forma a 
escolher o melhor caminho, tem de se usar um critério de seleção como a largura de banda 
disponível, e a árvore para cada um dos servidores anycast vai ser calculada com base 
nesta métrica de QoS. Com as árvores calculadas para cada um dos servidores o objetivo 
é escolher o melhor caminho para o cliente. Esse melhor caminho é escolhido com o 
menor valor do máximo dos valores de “1/largura de banda disponível” do percurso. No 
final, o controlador vai adicionar o fluxo anycast aos switches para que o pacote anycast 




4.3.1 Protocolo Spanning Tree (STP) 
 
 
Como algumas redes têm problemas de ciclos no seu encaminhamento, o protocolo 
Spanning Tree (STP)[30] vem a resolver esse problema, contribuindo para um melhor 
desempenho da rede. Ou seja, o STP serve para evitar a formação de ciclos entre os 
switches e permite a ativação e desativação automática de caminhos alternativos. Este 




4.3.1.1 Algoritmo de Prim 
 
 
De modo a resolver alguns problemas em computação, usando grafos, algumas vezes 
é necessário calcular a spanning tree de custo mínimo. Para resolver o problema da 
spanning tree de custo mínimo existem várias soluções, como por exemplo o algoritmo 
de Prim. A MST é uma árvore gerada a partir de um grafo, a qual é composta pelas arestas 
de menor peso desse grafo. Estas arestas não podem gerar ciclos.  
 
De uma forma geral, o algoritmo de Prim consiste a partir de um nó inicial qualquer, 
a cada passo adiciona à árvore a aresta de menor peso (custo), a qual sai do conjunto de 
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vértices já visitados e vai continuar a procurar no conjunto de vértices não visitados. Desta 
forma, o algoritmo garante a não formação de ciclos e o seu padrão de crescimento forma 
uma árvore.  
Um exemplo, de um modo teórico, do funcionamento do algoritmo de Prim encontra-
se nas Figura 11 e Figura 12. 
 
 




















Figura 12 - Todos os passos do processo do algoritmo de Prim. 
 
Na Figura 12, no passo 7, encontra-se a árvore originária do algoritmo de Prim, ou 
seja, o sub-grafo do grafo original.  
No contexto deste trabalho, o custo refere-se à largura de banda disponível sendo então 
escolhido o ramo com maior largura de banda disponível. Mas, de forma a não alterar o 
funcionamento do algoritmo de Prim (já que este funciona sempre com o menor custo dos 
links), inverteu-se os valores da largura de banda disponível (ou seja, 1/largura de banda 
disponível), e o ramo escolhido continua a ser o menor. Deste modo, garantiu-se que é 




4.3.2 Caso de estudo – Um exemplo 
 
 
Para um melhor entendimento da estratégia de encaminhamento implementada, será 
apresentado um exemplo teórico do seu funcionamento. 
Na Figura 13 pode-se verificar que existem quatro servidores anycast (pertencentes a 

















































switches (s1, s2, s3, s4, s5, s6, s7, s8 e s9) estão ligados a um controlador, e existe um 
host por cada switch, sendo quatro deles servidores e os restantes cinco clientes anycast. 
Para além disso, cada um dos links tem um custo associado, esse custo refere-se a 
1/largura de banda disponível. 
 
 
Figura 13 - Topologia de rede, exemplo. 
 
Quando um cliente anycast faz um pedido anycast, por exemplo o Cliente Anycast 5, 
cria um pacote anycast e o switch associado a esse cliente envia o pacote para o 
controlador, pois as tabelas de fluxo ainda estão vazias e este não sabe o que fazer com o 
pacote. O controlador após receber o pacote vai calcular a spanning tree para cada um 
dos nós pertencentes ao grupo anycast (Servidor Anycast 1, Servidor Anycast 2, Servidor 
Anycast 3 e Servidor Anycast 4), e extrair o melhor caminho para o cliente.  
 
Mediante o exemplo teórico do funcionamento do Algoritmo de Prim apresentado em 
4.3.1.1, pode-se determinar a árvore para cada um dos servidores anycast da Figura 13. 
Na Figura 14, a Figura 15, a Figura 16, e Figura 17 pode-se verificar a árvore calculada 
para cada um dos servidores anycast. Analisando cada uma dessas árvores, pode-se 
determinar os melhores caminhos de cada um dos servidores para o cliente que originou 






Figura 14 - Árvore resultante para o Servidor Anycast 1, a partir do s1. 
 
 




Figura 16 - Árvore resultante para o Servidor Anycast 3, a partir do s5. 
 
 
Figura 17 - Árvore resultante para o Servidor Anycast 4, a partir do s8. 
 
Para o Servidor Anycast 1 (Figura 14), o melhor caminho para o cliente anycast que 
originou o pedido (Cliente Anycast 5, neste exemplo) é o seguinte: [s1, s2, s3, s6, s9]. 
Para o Servidor Anycast 2 (Figura 15), o melhor caminho para o cliente anycast que 
originou o pedido é: [s4, s1, s2, s3, s6, s9]. 
Para o Servidor Anycast 3 (Figura 16), o melhor caminho para o cliente anycast que 
originou o pedido é: [s5, s4, s1, s2, s3, s6, s9]. 
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Por último, para o Servidor Anycast 4 (Figura 17), o melhor caminho para o cliente 
anycast que originou o pedido é: [s8, s7, s4, s1, s2, s3, s6, s9]. 
 
Verificando todos os caminhos identificados acima, o objetivo é escolher o caminho 
que indique um melhor caminho desde o servidor anycast até ao Cliente Anycast 5 (cliente 
que originou o pedido). Analisando os 4 caminhos possíveis e escolhendo o menor valor, 
do máximo de “1/largura de banda disponível” do percurso, temos um empate, pois para 
todos eles é 5. Sendo assim, o servidor em melhores condições para responder ao pedido 
foi determinado pelo critério do caminho mais curto, sendo o caminho mais curto “[s1, 
s2, s3, s6, s9]”. Então, o servidor em melhores condições de responder ao pedido anycast 





Capítulo 5  
 
5 Implementação do Sistema 
 
 
Neste capítulo faz-se a descrição detalhada de uma implementação das propostas 
Anycast para redes SDN apresentadas no capítulo anterior. Em primeiro lugar começa-se 
por apresentar qual o simulador e controlador SDN que devem ser utilizados para efetuar 
a implementação do sistema. De seguida, o simulador e o controlador SDN escolhidos, 
são descritos detalhadamente. O capítulo termina com uma descrição detalhada da 




5.1 Plataforma de Testes 
 
 
Para criar uma infraestrutura SDN, vários componentes são necessários, 
nomeadamente um conjunto de switches ou routers interligados entre si e pelo menos um 
controlador. Uma vez que essa infraestrutura tem um custo elevado, que pode mesmo ser 
incomportável dependendo do número de componentes envolvido, pode-se usar um 
emulador específico, como por exemplo o Mininet[7].  
Atualmente existem vários controladores SDN, como por exemplo o POX, Beacon, 
NOX, Floodlight, OpenDayLight, etc. A linguagem de programação adotada para o 
desenvolvimento do controlador é muito importante, bem como a sua arquitetura e 











O Mininet é um emulador de rede que permite criar redes com hosts virtuais, switches, 
controladores e links (ver Figura 18) num computador pessoal. Os links emulam ligações 
físicas conectando duas interfaces de rede virtuais (hosts, switches e controladores). Os 
hosts, ou máquinas de rede, são processos de Shell (terminais em linha de comando, tipo 
bash) conectados a um processo “pai”, mn. É o processo mn que inicia o modo CLI 
(Command-Line Interface) do mininet. Cada host tem interfaces Ethernet, portas e tabelas 
de encaminhamento. Os switches funcionam de igual forma aos switches físicos, no que 
diz respeito à entrega de pacotes, suportando o protocolo standard OpenFlow para o 
encaminhamento. Por fim, os controladores definem critérios para a manipulação de 
pacotes e controlo de toda a rede. Estes podem estar em qualquer lugar da rede, desde que 
exista conetividade a nível IP com o controlador.  
 
 
Figura 18 – Exemplo ilustrativo de topologia criada pelo Mininet. [32] 
 
Tal como todas as ferramentas, o Mininet apresenta algumas vantagens [7] : 
 
1. Fornece uma maneira simples e de baixo custo para testar as redes no 
desenvolvimento de aplicações OpenFlow; 




3. Oferece uma interface de linha de comando ciente dos nomes dos nós (hosts, 
switches e controladores), permitindo assim que sejam usados os nomes ao 
invés do seu endereço IP; 
4. Inclui ferramentas para execução de testes em toda a rede; 
5. Suporta e inclui várias topologias; 
6. Fornece uma simples API do Python para criar e testar as redes. 
 
Em suma, hosts virtuais, switches, links e controladores no Mininet são elementos 




5.2.1 Criar Topologias 
 
 
O Mininet suporta a criação automática de topologias com base em parâmetros. Com 
apenas com uma linha de código, é possível criar uma topologia flexível que pode ser 
configurada com base nos parâmetros que são passados, e reutilizar esse código para 
vários testes. Há um conjunto importante de classes, métodos, funções e variáveis 
necessárias para criar uma topologia [33]: 
 
 Mininet – Classe principal para criar e fazer a gestão de uma rede; 
o Topo – Classe base para as topologias do Mininet; 
o addSwitch() – Adiciona um switch a uma topologia e retorna o seu 
nome; 
o addHost() – Adiciona um host a uma topologia e retorna o seu nome; 
o addLink() – Adiciona uma ligação bidirecional a uma topologia. Os 
links só não são bidirecionais se indicar o contrário; 
o start() – Método para iniciar a rede criada; 
o stop() – Método para parar a rede; 
o pingAll() – Método para fazer testes de conectividade a toda a rede, 
ou seja, verifica se todos os nós fazem “ping” uns com os outros; 
o net.hosts – Retorna todos os hosts de uma rede; 
o net.switches – Retorna todos os switches de uma rede; 
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O Mininet também fornece recursos para a limitação de desempenho, através das 
classes CPULimitedHost e TCLink. Estas classes permitem ajustar os parâmetros de 
desempenho, como podemos verificar nos seguintes métodos: 
 
 net.addHost(name, cpu=f) – O parâmetro “cpu” especifica uma fração dos 
recursos totais de CPU do sistema; 
 net.addLink(node1, node2, bw=10, delay=’5ms’, max_queue_size=x, 
loss=10, use_htb=True) – Adiciona um link com características como a largura 
de banda (“bw”) expresso em Mbps, atraso (“delay”) expresso como uma 
string com unidades como ms ou s, e perda (“loss”) expresso em percentagem 
(entre 0 e 100), com um tamanho máximo de fila (“max_queue_size”) de “x” 
pacotes usando um limitador de taxa HTB (“Hierarchical Token Bucket”); 
 net.get() – Retorna um host ou switch com o seu nome. Este método é 
importante se quisermos enviar um comando para um host, usando host.cmd(), 
e obter a sua saída. 
 
Para além de todas as funcionalidades mencionadas, o Mininet inclui uma interface de 
linha de comando (CLI) que fornece uma grande variedade de comandos úteis, como a 
capacidade de exibir janelas “xterm”, e executar comandos em nós individuais. O CLI 
pode ser invocado numa rede passando o objeto de rede (net) para o construtor CLI(), 




5.3 Controlador POX 
 
 
O POX[8] é derivado do NOX[34] clássico, que foi um dos primeiros controladores 
OpenFlow. É uma peça chave na arquitetura das SDNs. O POX é uma plataforma de 
desenvolvimento open source para aplicações de controlo baseadas em Python, tais como 
controladores OpenFlow. Contém uma série de APIs para ajudar a desenvolver as novas 





Os componentes POX [36][35] são programas adicionais escritos em Python que 
podem ser invocados quando o POX é inicializado a partir da linha de comando. O POX 








O POX age como um controlador para um switch OpenFlow e, nesta secção, são 
descritas algumas das características do POX que facilitam isso. É baseado no OpenFlow, 
sendo necessário carregar os componentes relacionados com esse protocolo. A parte 
principal da API do POX OpenFlow é o próprio objeto OpenFlow, registado como 




5.3.1.1 Comunicação com os Switches 
 
 
A comunicação entre controlador e switch pode ocorrer quer do controlador para o 
switch quer do switch para o controlador. A comunicação switch-controlador gera eventos 
no controlador por cada mensagem recebida. A comunicação controlador-switch [29] é 
realizada pelo controlador que envia uma mensagem OpenFlow a um switch. Existem 
duas maneiras de comunicar com um switch em POX:  
 
 Objetos “Connection” – Sempre que um switch se liga ao controlador POX 






Tabela 5 - Atributos dos Objetos de Ligação. 
Atributos Descrição 
ofnexus Referência ao objeto nexus associado à 
conexão - core.openflow. 
dpid 
Identificador do caminho de dados de um 
switch. 
send(msg) 
Método para enviar uma mensagem 
OpenFlow a um switch. 
 
 Nexus OpenFlow (core.openflow) – É um gestor para um conjunto de 
conexões OpenFlow. Existe um único nexus que administra as ligações de 




5.4 Estimativa da Largura de Banda Disponível 
 
 
Para o cálculo da largura de banda disponível, desenvolvido em Python, foi preciso ter 
acesso à quantidade de bytes transmitidos em cada interface de rede num determinado 
espaço de tempo. Esta quantidade de bytes pode ser obtida pelas estatísticas das portas 
(interfaces) de cada switch. Como se tratam apenas de ligações ponto-a-ponto, os bytes 
enviados de um lado devem ser iguais aos bytes recebidos do outro.  
Para obter as estatísticas das portas de cada switch, o evento openflow usado foi o 
PortStatsReceived (ofp_port_stats). 
O processo da estimativa da largura de banda disponível passa por diversas etapas 





Figura 19 - Etapas para a Estimativa da Largura de Banda Disponível. 
 




Função “_timer_func”  
 
É esta função que faz o pedido de estatísticas a todos os switches usando 
ofp_stats_request. Os pedidos de estatísticas são atualizados periodicamente. Para essa 
atualização periódica ao longo do tempo é usado um timer, na função principal do 
componente denominada “launch()”. É o timer que chama a função periodicamente: T1 
= Timer(deltaT, _timer_func, recurring=True). O parâmetro “deltaT” indica o tempo em 
segundos que a função vai ser atualizada. Os componentes POX são módulos Python que 




Esta função é associada a um evento (event.stats) definido por ofp_port_stats(). Na 
função principal “launch()” é associada ao evento de novas estatísticas através do método 
addListenerByName(“EVENTNAME”, CALLBACK_FUNC). O parâmetro 
Etapa 1:
Controlador faz o Pedido 
de estatísticas aos 
switches
Envia uma mensagem 
Openflow 
“ofp_stats_request”
Timer: atualiza a função 
periodicamente
Etapa 2:
Estimativa da Largura de 
Banda usada (bps)
Usa os bytes transmitidos 
em cada interface de rede 
– tx_packets (contador de 
porta)
Calculada a cada 
intervalo de tempo
Etapa 3:
Cálculo da Largura de 
Banda Disponível (bps)
Usa dois valores: O da 
Largura de Banda total e 
o da Largura de Banda 
usada
Etapa 4:
Cálculo da Média 
Exponencial Pesada
Utiliza uma
média móvel exponencial 
pesada que considera além 
do valor atual,
o histórico.
Tem sempre 2 valores: 
largura de banda média e 
largura de banda disponível
Média composta por dois 
componentes: média anterior 
e o novo valor
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“EVENTNAME” é para indicar o nome do evento OpenFlow, neste caso 
"PortStatsReceived", e o parâmetro “CALLBACK_FUNC” serve para indicar o nome da 
função associada a esse evento, neste caso “_handle_PortStatsReceived”. Isto significa 
que sempre que um switch disparar um evento de estatísticas, a função é invocada com 
os dados desse switch, permitindo fazer algo com esses dados. Os dados são recebidos na 
forma de um objeto do tipo “event” e dentro deste traz tudo, como se pode verificar no 
Exemplo de Código 1. 
 
Exemplo de Código 1 – Extrato de código da função onde se extrai os dados das estatísticas. 
1 def _handle_PortStatsReceived (event): 
2 ሺ…ሻ 
3 for p in event.stats: 
4 recvPackets = p.rx_packets 
5 transmitPackets = p.tx_packets 
6 rcvBytes = p.rx_bytes 
7 transmitBytes = int(p.tx_bytes)  
8 numberPort = int(p.port_no) 
9 switch = event.connection.dpid 
10 ሺ…ሻ 
 
Ainda dentro da mesma função, mediante a quantidade de bytes transmitidos em cada 
interface de rede num determinado espaço de tempo, pode-se estimar o “throughput”, e 
com esse calcular a largura de banda disponível. As fórmulas ( 1 ) e ( 2 ) são responsáveis 
pela estimativa da largura de banda disponível e do “throughput”. 
 ��௨௦�ௗ� = ݐ��௧௨�௟ −  ݐ��௡௧௘௥�௢௥∆ݐ  ( 1 ) 
 
 ��ௗ�௦௣௢௡í௩௘௟ = ���௢௧�௟ − ��௨௦�ௗ� ( 2 ) 
 
Legenda: ݐ��௧௨�௟ – Número de bytes transmitidos no instante atual. ݐ��௡௧௘௥�௢௥ – Número de bytes transmitidos no instante anterior. ∆ݐ – Intervalo de tempo, em segundos. 
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���௢௧�௟ – Largura de banda total atribuída a cada ligação, ajustada a 10 Mbps = 
10 000 000 bps. ��௨௦�ௗ� – Largura de banda usada numa ligação. ��ௗ�௦௣௢௡í௩௘௟ – Largura de banda disponível. 
 
Para o cálculo da ��௨௦�ௗ� foram utilizados dicionários por forma a poder guardar em ݐ��௡௧௘௥�௢௥ os bytes transmitidos no instante anterior correspondentes a cada interface de 
cada switch. Esse dicionário foi declarado como variável global para que possa guardar 
os valores sem fazer “reset” sempre que o timer chame a função. Para o cálculo da ��ௗ�௦௣௢௡í௩௘௟ foi aplicada a fórmula ( 2 ).  
 
O valor calculado da largura de banda disponível é um valor “instantâneo” medido 
apenas num instante de tempo. É atualizado e modificado periodicamente sendo o anterior 
esquecido. Uma média exponencial pesada não esquece o passado. Para calcular essa 
média foi utilizado o exemplo da estimativa do timeout no TCP, que por sua vez é baseada 
na estimativa do RTT (Round-Trip Time). No TCP, a cada pacote recebido obtém-se uma 
medida de tempo de ida e de volta, mas o objetivo é calcular uma média de vários pacotes, 
sendo o problema deste trabalho exatamente o mesmo. Para o cálculo da média é preciso 
ter sempre dois valores: a largura de banda média (valor médio pesado) e a largura de 
banda disponível (valor calculado a cada intervalo). A média é composta por dois 
componentes: a média anterior e o novo valor, com pesos complementares (ver fórmula 
( 3 )). 
 ��௠௘ௗ�� = ሺͳ − �ሻ×��௠௘ௗ��_�௡௧ + �×��ௗ�௦௣ ( 3 ) 
 ሺݒ���ݎ ݑݏ���, � = Ͳ,ͳʹ5ሻ 
 
A ��௠௘ௗ��_�௡௧ começa em zero e vai ficando sempre com o valor médio anterior. 
 
Tanto os valores da largura de banda disponível como da largura de banda média foram 
guardados num dicionário guardarLB e guardarLB_media, respetivamente, para que 
possam ser posteriormente utilizados. 
No final de todos os cálculos, os dados da largura de banda disponível e da largura 
de banda média foram guardados num ficheiro .csv (valores separados por vírgulas), com 
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a informação indicada na Tabela 6. Foi definido um objeto “writer” de modo a criar um 
ficheiro .csv, e este foi aberto para escrita: f = csv.writer(open(“dados.csv”, “wb”)). 
Posto isto, aplicou-se o método “writerow” para escrever uma linha no ficheiro. Este 
método toma um argumento, que deve ser uma lista, e cada elemento da lista equivale a 
uma coluna: f.writerow(["Switch","Porta","Tempo(s)","Largura de Banda 
disponivel","Largura de Banda media"]). Por fim, armazenou-se cada entrada da seguinte 
forma: f.writerow([switch,numberPort,tempo,LB_disp,LBmedia]). 
 
Tabela 6 - Cabeçalho da tabela inserida no ficheiro .csv, com duas linhas do ficheiro preenchidas como exemplo. 
Switch Porta Tempo (s) Largura de Banda 
disponível (bps) 
Largura de Banda 
média (bps) 
1 2 5 9999935 1249991,875 
1 2 10 504372 1156789,391 
 
Este ficheiro foi depois importado na plataforma Excel para produzir gráficos, de 
forma a ser possível de verificar a relação entre a largura de banda disponível e a largura 
de banda média (ver secção 6.3.1).  
 
No apêndice A é apresentado o código correspondente ao cálculo da métrica de QoS. 
 
 
5.5 Implementação da Estratégia Anycast 
 
 
Nos componentes do POX[29][35] podemos encontrar o módulo “spanning_tree.py”. 
Este módulo funciona juntamente com o módulo “discovery.py”, que descobre a 
conectividade entre os switches enviando mensagens LLDP, permitindo construir uma 
visão total da topologia de rede. Constrói depois uma árvore garantindo que não há 
pacotes a inundar a rede antes dessa árvore ser criada, usando para tal as opções “-no-
flood” e “-hold-down” na linha de comando. Se um link estiver a “down” e se houver 
uma ligação alternativa, este módulo permite garantir a conectividade da rede criando 
uma nova árvore.  
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Quando se usa o módulo “spanning_tree.py” também se deve usar uma estratégia de 
reenvio de pacotes que cria entradas na tabela de fluxos com um tempo limite associado. 
Não havendo tráfego nesse fluxo a entrada expira e é eliminada da tabela. No POX há 
vários componentes de cálculo de caminhos de reenvio (forwarding), como por exemplo 
o “l2_learning.py”, o “l2_pairs.py”, etc. No caso deste trabalho, foi usado o componente 
de “l2_learning.py”.  
 
Na Figura 20 pode-se observar as várias etapas da implementação e funcionamento da 
estratégia de encaminhamento anycast adotada. 
 
 
Figura 20 - Etapas para a implementação da estratégia de encaminhamento anycast adotada. 
 
No módulo “spanning_tree.py” existem várias funções, e algumas dessas funções mais 
importantes são apresentadas de seguida.  
 
Função “_calc_spanning_tree”  
 
Esta função, já existente no módulo “spanning_tree.py” do POX [35], determina uma 
árvore de caminhos que interliga todos os switches, da forma mais eficiente (árvore de 
custo mínimo) e de modo a evitar ciclos na topologia. Caso ocorra um problema na rede 
que altere a topologia, o algoritmo irá recalcular, entre os caminhos existentes, uma nova 
árvore que é a mais eficiente nas novas circunstâncias. Esta função retorna um dicionário 
onde estão as chaves DPID1 e os valores são pares de (DPID2, port-num), em que port-
num é a porta em que o DPID1 se conecta ao DPID2. Nesta função é calculado uma árvore 
Etapa 1:
Cliente anycast faz o 
pedido anycast ao grupo 
anycast
Efetuando um “ping” 
ou um“iperf” para o 
endereço anycast
Etapa 2: 
Cálculo da spanning tree
para cada um dos 
servidores anycast
Usa o Algoritmo de 
Prim, utilizando a 
função heap
Constrói a árvore 
usando os métodos do 
package “NetworkX”: 
Graph(), add_node e 
add_edge
Etapa 3:
Retirar o melhor caminho 
de cada servidor até ao 
cliente anycast
Usa a função “shortest_path”
Etapa 4:
Escolha do servidor 
anycast em melhores 
condições
Usa a função “max()”, 
escolhendo o menor 
dos máximos 
Em caso de empate: 
Usa a função “len()”, 
escolhendo o menor 




sem ter em conta a métrica de QoS utilizada – largura de banda disponível. Apenas 
percorre todos os vizinhos de um switch inicial, e se este já existir na “tree” continua 





Esta função foi criada para a implementação da estratégia de encaminhamento anycast 
baseada na métrica de QoS. A função usa o algoritmo de Prim e a métrica de QoS de 
modo a calcular uma árvore (spanning tree) para cada um dos servidores anycast 
(pertencentes a um grupo anycast).  O Prim usa a função heap[37] para escolher o link de 
peso mínimo entre um par de switches. O algoritmo de Prim implementado foi baseado 
em [38]. Como estamos a trabalhar com a largura de banda disponível e não com a largura 
de banda usada num link, em vez de selecionar o link com menor largura de banda, é 
necessário descobrir o link com maior largura de banda disponível. No caso deste trabalho 
é usado um valor da média exponencial pesada dessa largura de banda disponível, como 
já referido anteriormente em 5.4. Portanto, de forma a manter a ideia do algoritmo Prim 
que usa a função heap, e como esta não tem forma de escolher o maior, ou seja, escolhe 
sempre o menor valor, foi utilizado 1/valor (este valor é o da largura de banda média 
disponível), garantindo sempre que o algoritmo Prim funcione na perfeição. 
 
Para calcular a árvore para cada um dos servidores anycast, são seguidos os seguintes 
passos: 
1. Para cada switch, a largura de banda média é inicializada a infinito e o 
predecessor inicializado a “None”.  
2. Seleciona-se um servidor inicial, igualando a sua largura de banda média 
anterior a zero (lb_ant[i] = 0).  
3. Seguidamente, percorrendo todos os switches, são adicionados a uma pilha 
“Q” (lista vazia) todos os pares de (lb_ant[n], n), sendo lb_ant[n] a largura 
de banda média por cada switch “n” e “n” o switch correspondente, usando 
a função existente do heap, denominada heappush[37]: heappush(Q, 
(lb_ant[n],n)).  
4. Enquanto “Q” contiver itens faz o seguinte: guarda na variável “u” o ID do 
switch com menor valor de largura de banda média, usando a função 
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heappop[37], da seguinte forma: u = heappop(Q)[1]. Depois, esse “u” é 
adicionado à lista dos switches já visitados.   
5. Para ir buscar os valores da largura de banda média ao módulo onde foi 
estimada a largura de banda disponível, percorrem-se as chaves (switch, 
número de porta) do dicionário onde é guardado esse valor 
(guardarLB_media), e se a chave k[0] for igual ao switch “u” e a chave k[1] 
for igual à porta entre “u” e o seu vizinho “v”, é devolvido a largura de 
banda média de cada switch e sua respetiva porta.  
6. Para todos os vizinhos e porta do switch “u”, se o vizinho não estiver na lista 
dos visitados e a largura de banda média do link anterior for maior que 
1/largura de banda média entre o switch “u” e o seu vizinho “v”, ele segue 
os seguintes passos: 
a. Remove da lista “Q” o par (lb_ant[v], v), usando o método 
“remove” da estrutura de dados “list” do python[39]: 
Q.remove((lb_ant[v],v)); 
b. A largura de banda média do link anterior (lb_ant[v]) vai ficar com 
o valor de 1/largura de banda média entre o switch “u” e o seu 
vizinho “v”; 
c. Volta a adicionar à lista “Q” o par (lb_ant[v], v), já com esse novo 
valor da largura de banda média, através da função heappush: 
heappush(Q, (lb_ant[v],v)); 
d. Por fim, o predecessor do switch vizinho “v” passa a ser o switch 
“u”. 
7. De modo a construir a árvore para os servidores anycast, foi usado um 
método da documentação do package do Python “NetworkX”[40] 
denominado “Graph()”: h = nx.Graph(). Percorrendo todos os switches, 
estes foram adicionados à árvore “h” utilizando o método “add_node”, e se 
o predecessor de cada switch não for “None” é adicionado à arvore “h” o 
caminho do switch até ao seu predecessor e a respetiva largura de banda 
disponível, usando o método “add_edge” do NetworkX. 
 
Uma vez calculada a árvore para cada um dos servidores pertencentes a um grupo 
anycast, o objetivo seguinte é retirar o melhor caminho até ao cliente anycast que originou 
o pedido. Para esse efeito, foi utilizada a função “shortest_path” incluída na 
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documentação do NetworkX, e retirou-se o melhor caminho entre o servidor e o cliente, 
guardando em “path” o resultado: path = nx.shortest_path(h, source=source, target=i). 
O “h” é a árvore criada para cada servidor, o “source” é o nó de origem (cliente) e o 
“target” o nó de destino (servidor). Posto isto, verifica-se entre os caminhos disponíveis 
para cada árvore, qual é o que tem o menor valor, do valor máximo de “1/largura de banda 
média” do percurso, utilizando a função “max()”. Esse caminho é o escolhido. Caso haja 
empate, é retirado o caminho mais curto comparando o tamanho entre os diferentes 
caminhos, e o que tiver um menor tamanho é o escolhido, utilizando a função “len()”. O 
melhor caminho para o cliente é guardado num dicionário denominado “best_path”. 
Por último, é guardado no dicionário “dictcaminho” o valor do best_path por IP de 
origem e IP de destino correspondente, e retorna-se o mesmo. 





Esta função, já existente no módulo “spanning_tree.py” do POX [35], chama a outra 
função “calc_spanning_tree” da seguinte forma: tree = _calc_spanning_tree(). Como 
em “calc_spanning_tree” foi retornado um dicionário com os links pertencentes à árvore 
criada, nesta função esse dicionário é percorrido e verificam-se todas as portas que foram 
alteradas, sempre que se faz o update. Depois, são enviadas para os switches, através de 
mensagens ofp_port_mod(), todas as portas pertencentes à árvore calculada “tree” 
(inclusive as portas que ligam os switches aos seus hosts).  
Por fim, sempre que se fizer um “pingall” (que testa a conectividade entre todos os 
hosts) ou se gerar tráfego de qualquer outra forma, são adicionadas regras às tabelas de 
fluxo dos switches através da função “_handle_PacketIn” existente no “l2_learning.py” 
(módulo de “fowarding” do POX [35]). Essa função instala a entrada de fluxo na tabela 
de fluxos do switch de modo a que o fluxo vá para a porta apropriada. Se a porta de saída 




Esta função foi criada para fazer o encaminhamento só para o fluxo anycast. Esta 
função chama a função “calc_spanning_tree_anycast” da seguinte forma: caminho = 
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_calc_spanning_tree_anycast(). Como em “calc_spanning_tree_anycast” é retornado 
um dicionário com os melhores caminhos para os pares de IP de origem (cliente) e IP de 
destino (servidor), percorre-se cada item do dicionário usando o método “items()”, e 
adiciona-se a cada switch uma regra de fluxo de modo a encaminhar o fluxo com base no 
algoritmo anycast calculado.  Para isso, são usadas mensagens ofp_flow_mod(), com um 
comando “OFPFC_ADD”, para instruir o switch a adicionar uma entrada na tabela de 
fluxos. Foi adicionada uma regra com match para o “IP” (dl_type=0x800) com o 
protocolo “ICMP” (nw_proto = 1). Os campos IP de “ofp_match” referentes ao endereço 
IP de origem (nw_src) e ao endereço IP de destino (nw_dst) também foram indicados na 
regra.  Como sempre que é enviado um “echo request” ICMP destinado a um endereço 
IP, os hosts enviam uma solicitação ARP para descobrir o endereço MAC do switch para 
o próximo salto, então foi necessário adicionar uma segunda regra com match para o 
“ARP” (dl_type = 0x806) e com os campos IP de “ofp_match” referentes ao endereço IP 
de origem e de destino. 
Todas estas regras, adicionadas a cada switch, têm uma ação de “Output” 
(ofp_action_output) em que é indicado a porta de saída para os pacotes. No Exemplo de 
Código 2 é apresentado um exemplo das regras que foram adicionadas às tabelas de fluxo 
dos switches. 
Assim, sempre que é feito um “ping” para o endereço anycast (“10.0.0.253”) o fluxo 
é transmitido de acordo com as regras adicionadas para o encaminhamento anycast, não 
sendo adicionada nenhuma regra que advenha do “l2_learning.py”. 
 
Exemplo de Código 2 - Extrato de código com um exemplo das regras que foram adicionadas às tabelas de fluxo. 
1 ሺ…ሻ 
2 actions = [] 
3 actions.append(of.ofp_action_output(port = port)) 
4 msg = of.ofp_flow_mod(command = of.OFPFC_ADD, 
5 priority = 65535, 
6 actions = actions, 
7                                     match = of.ofp_match(dl_type = 0x800, 
8 nw_proto = 1, 
9 nw_src = key[1], 




12 actions = [] 
13 actions.append(of.ofp_action_output(port = port)) 
14 msg = of.ofp_flow_mod(command = of.OFPFC_ADD, 
15 priority = 65535, 
16 actions = actions, 
17 match = of.ofp_match(dl_type = 0x806, 
18 nw_src = key[1], 




Para além de todas as funções acima explicitadas, no módulo “spanning_tree.py” 
ainda existem mais duas funções “_handle_ConnectionUp” e “_handle_LinkEvent” 
que verificam todas as conexões antes de a spanning tree ser calculada. Estas funções 













Capítulo 6  
 
6 Testes e Resultados 
 
 
No presente capítulo são apresentados todos os testes e resultados obtidos.  
Este capítulo começa por explicar a topologia de rede utilizada para a realização de 
todos os testes. Estes testes são realizados em dois cenários diferentes. O primeiro cenário 
retrata uma situação em que não é utilizada a métrica de QoS, ou seja, o encaminhamento 
anycast apenas descobre qual o servidor anycast que está mais próximo do cliente e é 
através do caminho mais curto que une o cliente a esse servidor, que é efetuado o 
encaminhamento do tráfego anycast. O segundo cenário é baseado na estratégia de 
encaminhamento anycast proposta no âmbito desta dissertação, que utiliza uma métrica 
de QoS (largura de banda disponível). Nos dois cenários são realizados testes à sua 
funcionalidade e desempenho, e no segundo cenário, ainda é feito um teste à relação entre 
a largura de banda disponível e a largura de banda média (média exponencial pesada da 
largura de banda disponível). Por fim, é feita uma comparação entre os dois cenários, de 
modo a verificar qual das duas estratégias é a mais inteligente para o encaminhamento 
anycast nas SDN. Este teste comparativo é relativo à média da largura de banda gerada 
pelos comandos “iperf” dos clientes para o grupo anycast. 
Os testes foram realizados no Mininet, usando a ferramenta “iperf” de modo a gerar 
tráfego nos hosts.  
 
A ferramenta Iperf [41], usada para gerar o trafego, é um software de teste para a 
largura de banda, que injeta tráfego de prova (tanto ao nível do TCP como do UDP), de 
modo a medir o desempenho de uma rede. Não possui interface gráfica, sendo realizado 








6.1 Topologia utilizada 
 
 
Para todos os testes realizados foi usada uma topologia em matriz 3x3, sendo esta uma 
topologia que contém ciclos. Esta topologia foi criada no MiniEdit, que é uma interface 
gráfica do Mininet. 
Como se pode verificar na Figura 21 existe um host por cada switch, que poderá 
pertencer a um servidor ou cliente anycast. Estes são gerados aleatoriamente com a 
função “random()” do Python. O endereço IP base da rede é o 10.0.0.0/24. Aos hosts 
indicados como servidores anycast foi-lhes ainda atribuído o endereço anycast único 
(10.0.0.253/32), criando uma interface loopback (ver Exemplo de Código 3). 
 
Exemplo de Código 3 – Extrato de código da atribuição do Endereço Anycast à lista dos hosts servidores. 
1 ሺ…ሻ 
2 for x in listHostServer: 









A largura de banda dos links foi ajustada a 10Mbps preenchendo nas propriedades dos 
links o campo “Bandwidth” (Figura 22). 
 
 
Figura 22 - Propriedades dos links. 
 





6.2 Cenário Anycast sem QoS 
 
 
Neste cenário, apenas é feito o cálculo da spanning tree de modo a evitar ciclos, não 
usando a métrica de QoS adotada no contexto deste trabalho. Para determinar a spanning 
tree, este cenário considera apenas o número de saltos, optando sempre pelo caminho 
mais curto.   
Os switches indicados como servidores anycast foram os switches s1, s4, s5 e s8. 
 
Num primeiro teste foi executado o iperf nos host h1, h2 e h3. De modo a introduzir 
tráfego nos links do switch s1 para o switch s2 e deste para o switch s3, foram efetuados 
os seguintes comandos: 
 H2: iperf -s -u -i 10 e H1: iperf -c 10.0.0.2 -u -b 10M -t 800 
 H3: iperf -s -u -i 10 e H2: iperf -c 10.0.0.3 -u -b 10M -t 800 
 
Como se pode verificar nos comandos acima, foi executado o comando “iperf” usando 
o protocolo UDP, largura de banda de 10Mbps, uma duração de 800 segundos e 
periocidade de 10 segundos.  
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Como a topologia utilizada para os testes é sempre a mesma, a spanning tree calculada 
é sempre igual, independentemente de onde se gera o tráfego. Esta estratégia apenas 
elimina os ciclos existentes da topologia de modo a que haja conectividade entre todos os 
hosts. A Figura 23 mostra a árvore calculada pela estratégia que não usa a métrica de 
QoS, indicando também as respetivas portas que ligam os nós. 
 
 
Figura 23 - Árvore resultante para o cenário sem QoS. 
 
Depois, o host h3 (ligado ao switch s3) fez um pedido ao grupo anycast, e a Figura 24 
mostra que há conectividade com o endereço anycast (’10.0.0.253’). Na sequência deste 
pedido, são adicionadas novas regras às tabelas de fluxo. Estas regras são calculadas pelo 
módulo “l2_learning”, como já mencionado anteriormente. Na Figura 25, Figura 26 e 
Figura 27 pode-se verificar as tabelas de fluxo dos switches envolvidos, e verifica-se que 
o servidor em melhores condições de responder ao pedido anycast foi o switch s5, usando 
o caminho “[5,2,3]”.  
 
 





















Como se pode verificar na Figura 25, Figura 26 e Figura 27, todas as entradas de fluxos 
têm uma ação de saída “Output” onde indica a porta de saída dos pacotes e a respetiva 
porta de entrada (incluindo as portas que ligam os switches aos hosts). Estas são regras 
completas, contendo os campos Ethernet (dl_src e dl_dst) e os campos IP (nw_src e 
nw_dst), e ainda têm tempos de vida das regras (idle_timeout e hard_timeout). No 
parâmetro “n_packets” pode-se verificar o número de pacotes que foi transmitido através 
do ping, e no “n_bytes” os seus respetivos bytes.  
 
Para além de um “ping”, foi executado um comando “iperf” do cliente anycast para 
o grupo anycast, usando o protocolo TCP: 
Figura 25 - Tabela de fluxos do switch s5 – cenário sem QoS. 
Figura 26 - Tabela de fluxos do switch s2 – cenário sem QoS. 
Figura 27 - Tabela de fluxos do switch s3 – cenário sem QoS. 
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 Servidor Anycast (host h5 ligado ao switch s5): iperf -s -i 10 -B 10.0.0.253 > 
output.txt 
 Cliente H3 (ligado ao switch s3): iperf -c 10.0.0.253 
 
Na Figura 28 é possível verificar o output do servidor que respondeu ao pedido anycast 









Num segundo teste realizou-se o iperf nos hosts h1, h2, h3, h6, h8 e h9. Foram 
executados os seguintes comandos: 
 H2: iperf -s -u -i 10 e H1: iperf -c 10.0.0.2 -u -b 10M -t 800 
 H6: iperf -s -u -i 10 e H3: iperf -c 10.0.0.6 -u -b 10M -t 800 
 H9: iperf -s -u -i 10 e H8: iperf -c 10.0.0.9 -u -b 10M -t 800 
 
Como se pode verificar nos comandos acima, foi executado o comando iperf usando 
as mesmas configurações do primeiro teste.  
A árvore resultante é igual à do primeiro teste (Figura 23), apenas se alteraram algumas 
portas como se pode verificar na Figura 29.  
 
Figura 28 - Largura de Banda obtida pelo comando iperf do cliente (h3) para o 




Figura 29 - Árvore resultante para o cenário sem QoS, com alterações das portas. 
 
Na Figura 30 verifica-se a conectividade do host h6 (ligado ao switch s6) com o 
endereço anycast (’10.0.0.253’) utilizando o comando “ping”, e são adicionadas novas 
regras às tabelas de fluxo. Estas regras são calculadas pelo módulo “l2_learning”, como 
já mencionado anteriormente. A Figura 31, Figura 32 e Figura 33 mostram as tabelas de 
fluxos dos switches envolvidos (s6, s9 e s8), e também se pode verificar que o servidor 
em melhores condições de responder a esse pedido foi switch s8 (ligado ao host h8), 
usando o caminho “[8,9,6]”. 
 
 





































Tal como no primeiro teste, foi executado um comando “iperf” do cliente ao grupo 
anycast: 
 Servidor Anycast (host h8): iperf -s -i 10 -B 10.0.0.253 > output.txt 
 Cliente H6: iperf -c 10.0.0.253 
 
Na Figura 34 é possível verificar o output do servidor que respondeu ao pedido anycast 
por parte do cliente H6. 
 
 
Figura 34 - Largura de Banda obtida pelo comando iperf do cliente (h6) para o servidor anycast (h8) – cenário sem 
QoS. 
 
Figura 32 - Tabela de fluxos do switch s9 – cenário sem QoS. 




Tanto no primeiro teste como no segundo teste, pode-se verificar que esta estratégia 
não evita os links menos ocupados, tendo impacto nos valores da largura de banda obtidos 




6.3 Cenário Anycast com QoS 
 
 
Este cenário retrata todos os testes com a estratégia de encaminhamento anycast 
implementada. Antes da estratégia implementada ser executada foram realizados alguns 





6.3.1 Relação entre as Larguras de Banda 
 
 
Este teste teve como principal objetivo a verificação da relação entre a largura de banda 
disponível e a largura de banda média, em que esta última advém do cálculo de uma média 
exponencial pesada. Estes testes foram realizados usando uma periocidade de 5 segundos, 
com duração de 145 segundos. 
Em primeiro lugar, foi preciso gerar tráfego de uns hosts para outros. Esse tráfego foi 
gerado utilizando a ferramenta “iperf”, apenas para tráfego “UDP”.  
O tráfego foi gerado da seguinte forma:  
1. Escolhido um host servidor, neste caso o h1, foi realizado o comando “iperf -s 
-u -t 145 -i 5”. O “-s” indica que é servidor, o “-u” indica que o protocolo de 
transmissão é o UDP, o “-t” indica o tempo da duração do teste em segundos, 
e o “-i” indica o intervalo de tempo em segundos. 
2. Depois estabeleceram-se quatro hosts como clientes para gerar tráfego para o 
servidor (h4, h5, h7, h9). Para cada um destes clientes foi executado o comando 
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iperf com tempos de duração diferentes e com uma largura de banda de 
10Mbps. Os comandos foram os seguintes: 
a. H4: iperf -c 10.0.0.1 -u -b 10m -t 140 -i 5 
b. H5: iperf -c 10.0.0.1 -u -b 10m -t 145 -i 5 
c. H7: iperf -c 10.0.0.1 -u -b 10m -t 120 -i 5 
d. H9: iperf -c 10.0.0.1 -u -b 10m -t 130 -i 5 
O “-c” indica que o host é cliente e, de seguida, tem que se indicar o endereço 
IP do servidor com quem o cliente vai comunicar, e o “-b” serve para configurar 
a largura de banda (neste caso, a 10 Mbps). Este tráfego é gerado dos clientes 
(hosts h4, h5, h7 e h9) para o servidor (host h1). 
 
Os dados obtidos depois da aplicação destes comandos são gravados num ficheiro .csv 
(ver secção 5.4) e posteriormente importados para um ficheiro Excel. A relação entre a 
largura de banda disponível e a largura e banda média é demonstrada em gráficos, apenas 
para os switches onde houve variação de tráfego, e sua respetiva porta.  
No gráfico da Figura 35 é apresentado o exemplo de um dos gráficos resultantes, onde 
mostra a relação das duas larguras de banda ao longo do tempo. 
 
 




Por observação do gráfico obtido pode-se verificar que apesar da largura de banda 
disponível apresentar vários picos na sua variação ao longo do tempo, a largura de banda 




6.3.2 Validação da Implementação 
 
 
Tal como nos testes do cenário anycast sem QoS, segundo a topologia da Figura 21, 
quatro switches são indicados como servidores anycast (switches s1, s4, s5 e s8), e os 
cinco restantes são clientes. 
O primeiro teste realizado foi exatamente igual ao primeiro teste do cenário anterior, 
executando os mesmos comandos: 
 H2: iperf -s -u -i 10 e H1: iperf -c 10.0.0.2 -u -b 10M -t 800 
 H3: iperf -s -u -i 10 e H2: iperf -c 10.0.0.3 -u -b 10M -t 800 
 
A determinado instante é executado no host h3 um pedido anycast para o grupo 
anycast, através do seguinte comando: “h3 ping 10.0.0.253”. As árvores são construídas 
com base na métrica de QoS adotada (largura de banda disponível) e são calculadas para 
cada um dos servidores anycast, e destas extrai-se o melhor caminho do servidor para o 
cliente que originou o pedido. A Figura 36, Figura 37, Figura 38 e Figura 39 representam 
essas árvores.  
 
 









Figura 37 - Árvore resultante do algoritmo de 
Prim para o servidor s4. 
Figura 36 - Árvore resultante do algoritmo de 














Após a descoberta do melhor caminho, vão ser adicionadas às tabelas de fluxo dos 
switches afetados as respetivas entradas de fluxo anycast, indicando a porta de saída para 
onde os pacotes devem ser encaminhados. Na Figura 40 observa-se a conectividade entre 
o cliente que originou o pedido anycast com o grupo anycast. Na Figura 41, Figura 42 e 
Figura 43 pode-se observar as tabelas de fluxos resultantes, e verifica-se que o servidor 
em melhores condições de responder ao pedido anycast proveniente do cliente h3 (ligado 
ao switch s3) foi o h5 (ligado ao switch s5), utilizando o caminho “[5,6,3]”. 
 
 










Figura 39 - Árvore resultante do algoritmo 
de Prim para o servidor s8. 
Figura 38 - Árvore resultante do 
algoritmo de Prim para o servidor s5. 














As tabelas de fluxo da Figura 41, Figura 42 e Figura 43 correspondem apenas às 
entradas de fluxo anycast, indicando ações de saída por uma porta específica (incluindo 
as portas que ligam os switches aos hosts). São regras adicionadas incluindo, apenas, os 
campos IP (nw_src e nw_dst). No parâmetro “n_packets” pode-se verificar o número de 
pacotes que foi transmitido através do ping, e no “n_bytes” os seus respetivos bytes. 
 
Foi realizado também um pedido ao grupo anycast por parte do cliente h3 usando o 
comando iperf: 
 Servidor Anycast (host h5): iperf -s -i 10 -B 10.0.0.253 > output.txt 
 Cliente H3: iperf -c 10.0.0.253 
 
Na Figura 44 é possível verificar o output do servidor anycast (host h5) que respondeu 
ao pedido por parte do cliente h3. 
 
 
Figura 44 - Largura de Banda obtida pelo comando iperf do cliente (h3) para o servidor anycast (h5) – cenário com 
QoS. 
 
Figura 42 - Tabela de fluxos do switch s6 – cenário com QoS. 
Figura 43 - Tabelas de fluxos do switch s3 – cenário com QoS. 
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O segundo teste realizado a este cenário foi exatamente igual ao segundo teste do 
cenário anterior, executando os mesmos comandos: 
 H2: iperf -s -u -i 10 e H1: iperf -c 10.0.0.2 -u -b 10M -t 800 
 H6: iperf -s -u -i 10 e H3: iperf -c 10.0.0.6 -u -b 10M -t 800 
 H9: iperf -s -u -i 10 e H8: iperf -c 10.0.0.9 -u -b 10M -t 800 
 
Um cliente, o host h6, faz um pedido anycast para o grupo anycast, utilizando o 
seguinte comando: “h6 ping 10.0.0.253”. Posto isto, as árvores com base na métrica de 
QoS adotada (largura de banda disponível) são calculadas para cada um dos servidores 
anycast, e destas extrai-se o melhor caminho do servidor para o cliente que originou o 




















Após a descoberta do melhor caminho, vão ser adicionadas às tabelas de fluxo as 
respetivas entradas de fluxo, indicando a porta de saída para onde os pacotes devem ser 
encaminhados. A Figura 49 mostra a conectividade do cliente h6 para o grupo anycast 
(’10.0.0.253’). Na Figura 50 e Figura 51 pode-se observar as tabelas de fluxos resultantes, 
Figura 46 – Árvore resultante do 
algoritmo de Prim para o servidor s4. 
Figura 45 - Árvore resultante do 
algoritmo de Prim para o servidor s1. 
Figura 48 - Árvore resultante do algoritmo 
de Prim para o servidor s8. 
Figura 47 - Árvore resultante do 
algoritmo de Prim para o servidor s5. 
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e verifica-se que o servidor em melhores condições de responder ao pedido anycast 
proveniente do cliente h6 (ligado ao switch s6) foi o h5 (ligado ao switch s5), utilizando 
o caminho “[5,6]”. 
 
 














Tal como no teste anterior, foi realizado um pedido ao grupo anycast por parte do 
cliente h6 usando o comando iperf: 
 Servidor Anycast (host h5): iperf -s -i 10 -B 10.0.0.253 > output.txt 
 Cliente H6: iperf -c 10.0.0.253 
 
Na Figura 52 é possível verificar o output do servidor anycast (host h5) que respondeu 
ao pedido por parte do cliente h6. 
 
Figura 50 - Tabela de fluxos do switch s5 – cenário com QoS. 




Figura 52 - Largura de Banda obtida pelo comando iperf do cliente (h6) para o servidor anycast (h5) – cenário com 
QoS. 
 
Neste cenário com QoS, se eventualmente se realizar um ping para outro host qualquer, 
não para o endereço anycast, este funciona com a spanning tree calculada inicialmente 
por defeito (Figura 23). Para testar esta funcionalidade, apenas neste último teste, foi 
realizado um “ping” do host h2 (ligado ao switch s2) para o host h3 (ligado ao switch s3) 
(Figura 53). Na Figura 54 e Figura 55 pode-se verificar as tabelas de fluxo dos switches 



























Analisando todos os resultados obtidos nos dois cenários, pode-se verificar que a 
estratégia que utiliza o QoS consegue evitar os links mais ocupados, conseguindo uma 




6.3.3 Comparação dos diferentes cenários 
 
 
Realizados os testes para os dois tipos de cenários anycast: cenário anycast que não 
usa métrica de QoS e cenário anycast que usa a estratégia de encaminhamento anycast 
implementada (usando a métrica de QoS), são agora analisados os resultados obtidos para 
cada um deles.  
Ao longo dos testes realizados, verifica-se que o cenário anycast que não usa QoS não 
se preocupa a evitar os links mais ocupados, ocorrendo o encaminhamento de pacotes 
sempre pelo caminho definido pela default spanning tree, independentemente do tráfego 
existente nos links. Quanto à estratégia de encaminhamento anycast implementada 
verifica-se que o cálculo das rotas anycast é inteligente, pois apesar de haver caminhos 
mais curtos, se houver alternativa, ele opta sempre pelos links que estão menos ocupados, 
evitando, assim, os links mais ocupados. Então, encontrando um servidor em melhores 
condições, só este irá responder ao cliente que originou o pedido anycast. Estes testes 
apenas indicam a funcionalidade da estratégia implementada, apresentando esta o 
comportamento esperado.  
De modo a obter um melhor conjunto de resultados para que se possa verificar que a 
estratégia de encaminhamento anycast implementada é mais eficiente em comparação 
com a estratégia que não usa a métrica de QoS, foi possível realizar uma comparação 
entre os dois cenários, medindo a largura de banda entre o cliente e o servidor anycast 
Figura 55 - Tabela de fluxos do switch s3. 
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escolhido.  A topologia presente na Figura 21 foi utilizada como cenário para os testes, 
sendo quatro servidores e os restantes cinco clientes anycast gerados aleatoriamente a 
cada simulação. Foram realizadas 40 simulações para os dois cenários anycast (com e 
sem QoS). Cada uma das simulações foi aplicado aleatoriamente comandos “iperf” nos 
hosts de modo a gerar tráfego UDP, permanentemente, nos links com uma largura de 
banda de 8Mbps. Foram congestionados 3 links a cada simulação. Depois, um cliente fez 
o pedido anycast ao grupo anycast (’10.0.0.253’) com o “iperf”, e um e apenas um 
servidor anycast respondeu, utilizando a estratégia de encaminhamento anycast: 
 Clientes Anycast: iperf -c 10.0.0.253 
 Servidores Anycast: iperf -s -t 10 -B 10.0.0.253 > output.txt 
 
Como se pode verificar nos comandos acima, foi executado o comando “iperf” usando 
o protocolo TCP e uma periocidade de 10 segundos. O parâmetro “-B” serve para indicar 
que o tráfego vai ser encaminhado para o grupo anycast. Isto é necessário, pois os hosts 
indicados como servidores anycast têm dois endereços IPs, o de base e o de anycast. Todo 
o output recebido no servidor é gravado num ficheiro “txt” para que se possa usar para 
os testes os valores da largura de banda obtidos. 
 
No gráfico da Figura 56 é apresentado o resultado. 
 
 
Figura 56 - Média da Largura de Banda entre o Cliente e o Servidor Anycast escolhido para os dois cenários 




Ao observar o gráfico da Figura 56 é possível verificar que o cenário anycast com QoS 
apresenta uma média da largura de banda maior, apresentando uma capacidade maior para 
o encaminhamento de pacotes, o que afirma a eficiência da estratégia anycast 
implementada em relação à estratégia do outro cenário. Ainda assim, é necessário para 
trabalho futuro realizar outros conjuntos de testes exaustivos, de modo a obter novos 
resultados. 
 
Foram realizados uns segundos testes de modo a reforçar os anteriores, aumentando o 
tráfego na rede. Foi utilizada a mesma topologia (Figura 21) do primeiro teste, sendo 
quatro servidores e os restantes cinco clientes anycast gerados aleatoriamente a cada 
simulação. Foram realizadas 20 simulações para os dois cenários anycast (com e sem 
QoS). Tal como nos testes anteriores, em cada uma das simulações foi aplicado 
aleatoriamente comandos “iperf” nos hosts de modo a gerar tráfego UDP, 
permanentemente, nos links com uma largura de banda de 8Mbps. Foram congestionados 
5 links a cada simulação. Depois, um cliente fez o pedido anycast ao grupo anycast 
(’10.0.0.253’) com o “iperf”, utilizando os mesmos comandos dos testes anteriores. 
 
No gráfico da Figura 57 é apresentado o resultado. 
 
 
Figura 57 - Média da Largura de Banda entre o Cliente e o Servidor Anycast escolhido para os dois cenários 




Ao observar o gráfico da Figura 57 é possível verificar que houve uma maior variação 
na largura de banda, devido ao tráfego existente na rede. O cenário anycast com QoS 
apresenta uma média da largura de banda maior, o que afirma, mais uma vez, a eficiência 
da estratégia anycast implementada em relação à estratégia do outro cenário. Ainda assim, 
é necessário para trabalho futuro realizar outros conjuntos de testes exaustivos, de modo 





7 Conclusão e trabalho futuro 
 
 
O principal objetivo desta dissertação foi implementar uma estratégia de 
encaminhamento anycast adequada às Redes Definidas por Software (SDN).  
Para o desenvolvimento desta dissertação foram estudados com profundidade vários 
conceitos subjacentes à comunicação anycast e às Redes Definidas por Software (SDN), 
incluindo o protocolo OpenFlow. Este estudo permitiu uma familiarização com as duas 
áreas. 
Neste capítulo são apresentadas as conclusões relativas a esta dissertação, onde são 
resumidos o trabalho desenvolvido e os resultados obtidos. São ainda apontadas possíveis 








O trabalho elaborado, ao longo desta dissertação, tinha como finalidade estudar o 
paradigma de comunicação anycast nas Redes Definidas por Software (SDN). Foi 
proposta uma estratégia de encaminhamento anycast que foi implementada nas SDN, 
recorrendo ao Mininet [7][42]. Inicialmente foi atribuído um único endereço anycast aos 
hosts selecionados como servidores anycast. Posto isto, foi discutido qual a melhor 
métrica de QoS (Qualidade de Serviço) a usar para a escolha do melhor servidor a 
responder ao pedido anycast por parte dos clientes, sendo utilizada a largura de banda 
disponível (uma média exponencial pesada desta). Finalmente, foi concebida e 
implementada uma estratégia de encaminhamento anycast com base na métrica de QoS 
escolhida, usando o algoritmo de Prim.  
A estratégia proposta foi implementada recorrendo ao simulador Mininet [7][42], 
usando como controlador o POX [8] e o seu protocolo OpenFlow [15]. O maior problema 
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da implementação foi a aprendizagem necessária para trabalhar com a linguagem Python, 
e a aprendizagem de todos estes novos conceitos: o paradigma de comunicação anycast 
e as SDN. Foi criada uma topologia com 9 nós, em matriz 3x3, sendo distribuídos 
aleatoriamente os servidores e clientes anycast, permitindo confirmar assim, o correto 
funcionamento da solução proposta. 
Por último, foi realizada uma comparação do trabalho realizado com um cenário já 
existente no POX (módulo “spanning_tree.py”) [35] que não usa uma métrica de QoS, 
usando a default spanning tree. Para esta comparação foi medida a largura de banda entre 
o cliente e o servidor anycast escolhido para os dois cenários. Foram realizados dois 
testes, um com apenas três links congestionados e outro com cinco links congestionados.  
 Com os resultados obtidos, é possível afirmar a eficiência da estratégia de 
encaminhamento anycast utilizando a métrica de QoS na escolha do melhor servidor 
anycast, pois este evita os links mais ocupados apresentando uma média de largura de 
banda maior.  
 
 
7.2 Trabalho Futuro 
 
 
O paradigma da comunicação anycast implementado nas Redes Definidas por 
Software (SDN) é um tema ainda pouco explorado. O tempo disponível não foi suficiente 
para realizar testes exaustivos, havendo espaço para melhorias dos resultados obtidos. É 
importante a realização de novos testes para comprovar a eficiência da estratégia 
implementada, nomeadamente a utilização de uma topologia de rede de maiores 
dimensões. 
A estratégia de encaminhamento anycast proposta nesta dissertação pode ser 
futuramente aperfeiçoada, nomeadamente no que diz respeito ao critério de seleção da 
melhor rota do servidor para o cliente. Como trabalho futuro sugere-se a avaliação de 
outras métricas alternativas, ou mesmo métricas compostas que combinem um conjunto 
de métricas. Outra possibilidade para trabalho futuro é a utilização de novas estratégias 
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Exemplo de Código 4 - Script de código para o cálculo da métrica de QoS utilizada. 
1 LB_Total = 10000000 #10Mbps = 10,000,000 bps 
2 deltaT = 10 
3 alpha = 0.125 
4 tempo = 0 
5 #Função que invoca o pedido de estatísticas de fluxos a partir de todos os switches 
6 def _timer_func(): 
7 global tempo 
8 for connection in core.openflow._connections.values(): 
9 connection.send(of.ofp_stats_request(body=of.ofp_port_stats_request())) 
10 t = tempo + 10 
11 tempo = t 
12 #dicionário que guarda os bytes transmitidos anteriores para cada interface 
13 tx = {} 
14 #dicionário para guardar valores da largura de banda disponível 
15 guardarLB = {}  
16 #dicionário que guarda a LBmedia anterior para cada interface 
17 lbm = {} 
18 #dicionário que guarda os valores da largura de banda media 
19 guardarLB_media = {}  
20 f = csv.writer(open("dados.csv", "wb")) 
21 f.writerow(["Switch","Porta","Tempo(s)","Largura de Banda Disponível","Largura de Banda media"]) 
22 #Função que extrai os dados do tipo ǲeventǳ. É associada a um evento.  
23 def _handle_PortStatsReceived (event): 
24 global tx, guardarLB, f, lbm, guardarLB_media 
25 for p in event.stats: 
26 recvPackets = p.rx_packets 
27 transmitPackets = p.tx_packets 
28 rcvBytes = p.rx_bytes 
29 transmitBytes = int(p.tx_bytes)  
30 numberPort = int(p.port_no) 
31 switch = event.connection.dpid 
32 if not tx.has_key(switch): 
33 tx[switch] = {} 
34 if not tx[switch].has_key(numberPort): 
35 tx[switch][numberPort] = 0 
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36 tx_anterior = tx[switch][numberPort] 
37 tx_atual = transmitBytes 
38 bytesTrans = tx_atual - tx_anterior  
39 tx[switch][numberPort] = tx_atual 
40 LB_usada = (bytesTrans * 8) / deltaT 
41 LB_disp = LB_Total - LB_usada 
42 if not lbm.has_key(switch): 
43 lbm[switch] = {} 
44 if not lbm[switch].has_key(numberPort): 
45 lbm[switch][numberPort] = 0 
46 LBmedia_ant = lbm[switch][numberPort]  
47 LBmedia = (1-alpha)*LBmedia_ant + alpha*LB_disp 
48 lbm[switch][numberPort] = LBmedia 
49 guardarLB[(switch,numberPort)] = LB_disp 
50 guardarLB_media[(switch,numberPort)] = LBmedia 
51 f.writerow([switch,numberPort,tempo,LB_disp,LBmedia]) 
52 T1 = 0 
53 def launch (): 
54 global T1 
55 #Associa a função _handle_PortStatsReceived ao evento de novas estatísticas. 
56 core.openflow.addListenerByName("PortStatsReceived", _handle_PortStatsReceived) 






B. Script relativa à topologia criada 
 
 
Exemplo de Código 5 - Script da topologia utilizada. 
1 def myNetwork(): 
2 net = Mininet( topo=None, 
3 build=False, 
4 ipBase='10.0.0.0/24') 






11 info( '*** Add switches\n') 
12 s1 = net.addSwitch('s1', cls=OVSKernelSwitch)     
13 s2 = net.addSwitch('s2', cls=OVSKernelSwitch) 
14 s3 = net.addSwitch('s3', cls=OVSKernelSwitch) 
15 s4 = net.addSwitch('s4', cls=OVSKernelSwitch) 
16 s5 = net.addSwitch('s5', cls=OVSKernelSwitch) 
17 s6 = net.addSwitch('s6', cls=OVSKernelSwitch) 
18 s7 = net.addSwitch('s7', cls=OVSKernelSwitch) 
19 s8 = net.addSwitch('s8', cls=OVSKernelSwitch) 
20 s9 = net.addSwitch('s9', cls=OVSKernelSwitch) 
21 info( '*** Add hosts\n') 
22 h1 = net.addHost('h1', cls=Host, ip='10.0.0.1', defaultRoute=None) 
23 h2 = net.addHost('h2', cls=Host, ip='10.0.0.2', defaultRoute=None) 
24 h3 = net.addHost('h3', cls=Host, ip='10.0.0.3', defaultRoute=None) 
25 h4 = net.addHost('h4', cls=Host, ip='10.0.0.4', defaultRoute=None) 
26 h5 = net.addHost('h5', cls=Host, ip='10.0.0.5', defaultRoute=None) 
27 h6 = net.addHost('h6', cls=Host, ip='10.0.0.6', defaultRoute=None) 
28 h7 = net.addHost('h7', cls=Host, ip='10.0.0.7', defaultRoute=None) 
29 h8 = net.addHost('h8', cls=Host, ip='10.0.0.8', defaultRoute=None) 
30 h9 = net.addHost('h9', cls=Host, ip='10.0.0.9', defaultRoute=None) 
31 info( '*** Add links\n') 
32 s1s2 = {'bw':10} 
33 net.addLink(s1, s2, cls=TCLink , **s1s2) 
34 s1s4 = {'bw':10} 
35 net.addLink(s1, s4, cls=TCLink , **s1s4) 
36 s2s3 = {'bw':10} 
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37 net.addLink(s2, s3, cls=TCLink , **s2s3) 
38 s2s5 = {'bw':10} 
39 net.addLink(s2, s5, cls=TCLink , **s2s5) 
40 s3s6 = {'bw':10} 
41 net.addLink(s3, s6, cls=TCLink , **s3s6) 
42 s4s5 = {'bw':10} 
43 net.addLink(s4, s5, cls=TCLink , **s4s5) 
44 s4s7 = {'bw':10} 
45 net.addLink(s4, s7, cls=TCLink , **s4s7) 
46 s5s6 = {'bw':10} 
47 net.addLink(s5, s6, cls=TCLink , **s5s6) 
48 s5s8 = {'bw':10} 
49 net.addLink(s5, s8, cls=TCLink , **s5s8) 
50 s6s9 = {'bw':10} 
51 net.addLink(s6, s9, cls=TCLink , **s6s9) 
52 s7s8 = {'bw':10} 
53 net.addLink(s7, s8, cls=TCLink , **s7s8) 
54 s8s9 = {'bw':10} 
55 net.addLink(s8, s9, cls=TCLink , **s8s9) 
56 h1s1 = {'bw':10} 
57 net.addLink(h1, s1, cls=TCLink , **h1s1) 
58 h2s2 = {'bw':10} 
59 net.addLink(h2, s2, cls=TCLink , **h2s2) 
60 h3s3 = {'bw':10} 
61 net.addLink(h3, s3, cls=TCLink , **h3s3) 
62 h4s4 = {'bw':10} 
63 net.addLink(h4, s4, cls=TCLink , **h4s4) 
64 h5s5 = {'bw':10} 
65 net.addLink(h5, s5, cls=TCLink , **h5s5) 
66 h6s6 = {'bw':10} 
67 net.addLink(h6, s6, cls=TCLink , **h6s6) 
68 h7s7 = {'bw':10} 
69 net.addLink(h7, s7, cls=TCLink , **h7s7) 
70 h8s8 = {'bw':10} 
71 net.addLink(h8, s8, cls=TCLink , **h8s8) 
72 h9s9 = {'bw':10} 
73 net.addLink(h9, s9, cls=TCLink , **h9s9) 
74 info( '*** Starting network\n') 
75 net.build() 
76 info( '*** Starting controllers\n') 
77 for controller in net.controllers: 
78 controller.start() 












89 info( '*** Post configure switches and hosts\n') 
90 #cria uma lista com os pares (host,switch) 
91 listaHS = [(net.hosts[0],net.switches[0]), (net.hosts[1],net.switches[1]),  
92 (net.hosts[2],net.switches[2]), (net.hosts[3],net.switches[3]), (net.hosts[4],net.switches[4]), 
93 (net.hosts[5],net.switches[5]), (net.hosts[6],net.switches[6]), (net.hosts[7],net.switches[7]), 
94 (net.hosts[8],net.switches[8])] 
95 #Gera aleatoriamente 4 nós como servidores da listaHS 
96 sserver = random.sample(listaHS,4) 
97 #cria uma lista com os hosts servidores, para que depois se possa adicionar o EA 
98 listHostServer = [] 
99 for x in sserver: 
100 listHostServer.append(x[0]) 
101 #cria uma lista com os switches associados que são servidores 
102 listSwitchServer = [] 
103 for x in sserver: 
104 listSwitchServer.append(x[1].dpid) 
105 #lista com todos os switches 
106 listaSwitches = [net.switches[0].dpid, net.switches[1].dpid, net.switches[2].dpid, 
107 net.switches[3].dpid, net.switches[4].dpid, net.switches[5].dpid, net.switches[6].dpid, 
108 net.switches[7].dpid, net.switches[8].dpid] 
109 #guarda os switches que são clientes     
110 listSwitchClient = [x for x in listaSwitches if x not in listSwitchServer] 
111 #adiciona o endereço anycast aos hosts servidores 
112 for x in listHostServer: 
113 x.cmd('ifconfig lo:0 10.0.0.253 netmask 255.255.255.255 up') 
114 #criar xml com a lista dos switches servidores 
115 doc = minidom.Document() 
116 raiz = doc.createElement('raiz') 
117 output = open("servidores.xml","wr") 
118 doc.appendChild(raiz) 
119 itens = doc.createElement('itens') 
120 raiz.appendChild(itens) 
121 for i in listSwitchServer: 
122 item = doc.createElement('item') 
123 item.setAttribute('name', 'item') 
124 itens.appendChild(item) 
125 item.appendChild(doc.createTextNode(i)) 
126 doc.writexml(output," "," ", "\n", "UTF-8") 
127 output.close() 
128 #criar xml com a lista dos switches clientes 
129 doc = minidom.Document() 
130 raiz = doc.createElement('raiz') 
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131 output = open("clientes.xml","wr") 
132 doc.appendChild(raiz) 
133 itens = doc.createElement('itens') 
134 raiz.appendChild(itens) 
135 for i in listSwitchClient: 
136 item = doc.createElement('item') 
137 item.setAttribute('name', 'item') 
138 itens.appendChild(item) 
139 item.appendChild(doc.createTextNode(i)) 
140 doc.writexml(output," "," ", "\n", "UTF-8") 
141 output.close() 
142 CLI(net) 
143 net.stop()   
144  
145 if __name__ == '__main__': 
146 setLogLevel( 'info' ) 
147 myNetwork() 
     
     
     





C.   Função do cálculo do melhor caminho 
desde o servidor até ao cliente anycast 
 
 
Exemplo de Código 6 - Função do cálculo do melhor caminho desde o servidor até ao cliente anycast que originou o pedido. 
1 path_ant = {} #dicionário que armazena o caminho anterior  
2 best_path = {} #dicionário para armazenar o melhor caminho 
3 porta = {} #armazena as portas entre os nós 
4 def _calc_spanning_tree_anycast(): 
5 ሺ…ሻ 
6 more = set(switches) 
7 nodes = sorted(list(more)) #lista com todos os switches da topologia ordenada 
8 #ler do ficheiro xml os servidores e clientes 
9 xmldocS = minidom.parse('/home/core/pox/pox/openflow/servidores.xml') 
10 xmldocC = minidom.parse('/home/core/pox/pox/openflow/clientes.xml') 
11 listServer = [] 
12 itemlist = xmldocS.getElementsByTagName('item') 
13 for i in itemlist: 
14 listServer.append(i.firstChild.nodeValue[-1:]) 
15 listClient = [] 
16 itemlist = xmldocC.getElementsByTagName('item') 
17 for i in itemlist: 
18 listClient.append(i.firstChild.nodeValue[-1:]) 
19 listIP = [IPAddr("10.0.0.1"),IPAddr("10.0.0.2"),IPAddr("10.0.0.3"), IPAddr("10.0.0.4"), 
20 IPAddr("10.0.0.5"),IPAddr("10.0.0.6"),IPAddr("10.0.0.7"),IPAddr("10.0.0.8"),IPAddr("10.0.0.9")] 
21 IPdst = IPAddr("10.0.0.253") 
22 global path_ant, best_path, porta 
23 for source in listClient: 
24 if not path_ant.has_key(source): 
25 path_ant[source] = np.Infinity 
26 path = {} #caminho desde o servidor até ao cliente 
27 dictcaminho = {} 
28 for source in listClient: 
29 best_path[source] = {} 
30 for i in servers: 
31 arvore = defaultdict(set) 
32 pred = {}  #armazena o predecessor de cada nó 
33 lb_ant = {} #armazena a largura de banda do link anterior 
34 for n in nodes: 
35 lb_ant[n] = np.Infinity 
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36 pred[n] = None 
37 lb_ant[i] = 0 #escolhe o switch inicial 
38 Q = []  
39 visitados = [] #guarda os switches que já foram visitados 
40 for n in nodes:  
41 heappush(Q, (lb_ant[n],n)) 
42 while Q: 
43 u = heappop(Q)[1] 
44 visitados.append(u) 
45 for v,p in adj[u].iteritems(): 
46 for k in guardarLB_media.iterkeys(): 
47 if k[0] == u and k[1] == p: 
48 lb = guardarLB_media[k] 
49 porta[(u, v)] = p 
50 if not v in visitados and lb_ant[v] > (1/lb): 
51 Q.remove((lb_ant[v],v)) 
52 lb_ant[v] = (1/lb) 
53 heappush(Q, (lb_ant[v],v)) 
54 pred[v] = u 
55 h = nx.Graph() 
56 for u in nodes: 
57 h.add_node(u) 
58 if pred[u] is not None: 
59 for k in guardarLB_media.iterkeys(): 
60 if k[0] == u and k[1] == porta[(u,pred[u])]: 
61 LB = (1/guardarLB_media[k]) 
62 h.add_edge(u,pred[u], ,weight=LB) 
63 for source in listClient: 
64 path = nx.shortest_path(h, source=source, target=i) 
65 if max(path) < path_ant[source]: 
66 path_ant[source] = max(path) 
67 best_path[source] = path 
68 ሺ…ሻ 
69 for key, value in best_path.items(): 
70 for x in listIPOrig: 
71 if key == 1 and x == IPAddr("10.0.0.1") or key == 2 and x == IPAddr("10.0.0.2") or  
72 key == 3 and x == IPAddr("10.0.0.3") or key == 4 and x == IPAddr("10.0.0.4") or 
73 key == 5 and x == IPAddr("10.0.0.5") or key == 6 and x == IPAddr("10.0.0.6") or 
74 key == 7 and x == IPAddr("10.0.0.7") or key == 8 and x == IPAddr("10.0.0.8") or 
75 key == 9 and x == IPAddr("10.0.0.9"): 
76 dictcaminho[x,IPdst] = value 
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