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Repetitive regions of the genome, such as the centromeres, telomeres and 
ribosomal DNA account for a large proportion of the genetic variation between 
individuals. Differences in the number of repeat sequences between 
individuals is termed copy number variation (CNV) and is rife across 
eukaryotic genomes. CNV is of clinical importance as it has been implicated in 
many human disorders, in particularly cancers where is has been associated 
with tumour growth and drug resistance. 
The copper-resistance gene CUP1 in Saccharomyces cerevisiae is one such 
CNV gene. CUP1 is transcribed from a copper inducible promoter and 
encodes a protein involved in copper detoxification. In this work I show that 
yeast can regulate their repeat levels of the CUP1 gene through a 
transcriptionally stimulated CNV mechanism, as a direct adaptation response 
to a hostile environment. I characterise the requirement of the epigenetic mark 
Histone H3 Lysine 56 acetylation (H3K56ac) for stimulated CNV and its 
limitation of only working at actively transcribed genes. Based upon my 
findings, I propose a model for how stimulated CNV is regulated in yeast and 
show how we can pharmacologically manipulate this mechanism using drugs, 
like nicotinamide and rapamycin, to stimulate and repress a cell’s ability to 
adapt to its environment. I further show that the model is not limited to high-
copy CUP1 repeat arrays, but is also applicable to low-copy systems. Finally, 
I show that the model extends to other genetic loci in response to different 
challenging environments, such as formaldehyde stimulation of the 
formaldehyde-resistance gene SFA1. 
To the best of our knowledge, this is the first example of any eukaryotic cell 
undergoing genome optimisation as a novel means to accelerate its 
adaptation in direct response to its environment. If conserved in higher 
eukaryotes, such a mechanism could have major implications in how we 
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1.1 Adaptation for survival 
 
Adaptation is a fundamental process that all organisms must undertake in 
order to remain competitive in their surrounding environment. Within any 
given population, there is an underlying level of random genetic variation, and 
cells or organisms with beneficial mutations for their environment gain a 
fitness advantage and an increased likelihood of propagating. As such, 
beneficial mutations spread through the population by natural selection. Neo-
Darwinian theory stipulates that the underlying rate of random genetic 
variation is constant and must remain unaffected by changes in the 
surrounding environment (Mayr, 1982). Cells need not however, generate 
these random mutations by accident. In fact, genome-wide induction of 
mutation has been well characterised in response to conditions of stress in 
bacteria (Cairns and Foster, 1991; McKenzie, Lombardo and Rosenberg, 
1998). Similar mutations have also been reported in yeast, as part of the 
stress response (Shor, Fox and Broach, 2013), and comparable interactions 
of the environment on the genome have been postulated in higher eukaryotes 
(Metzgar and Wills, 2000). These studies have shown that some mutations 
can be directly induced in response to the environment and therefore not all 
mutations follow neo-Darwinian theory. 
 
1.2 Mutation rates 
 
When cells experience a change in environment, in particular exposure to a 
challenging environment, such as exposure of bacteria to a virus, the net 
effect is the appearance of a novel variant strain characterised by a 
mutation(s) that confer an adaptive advantage in the environment, such as 
resistance to the virus (Luria and Delbrück, 1943). There are two alternate 
hypotheses for the mechanism by which the mutation is thought to first arise: 
randomly pre-existing mutations and acquired mutations. 
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The randomly pre-existing mutation hypothesis states that the mutation 
occurs by random in the population prior to the change in environment, but is 
rare as the mutation is not being selected for (Luria and Delbrück, 1943). 
However, in the new environment, where the mutation confers an adaptive 
advantage, the mutation is now selected for and ultimately becomes the 
dominant allele in the population (Luria and Delbrück, 1943). Alternatively, the 
acquired mutation hypothesis states that the mutation does not pre-exist in 
the population prior to the environmental change, but instead is acquired by a 
small number of cells that survived the initial change in environment (Luria 
and Delbrück, 1943). Again the small number of cells that acquired the 
beneficial mutation become selected for in the new environment and the 
mutation ultimately becomes the dominant allele in the population (Luria and 
Delbrück, 1943). 
‘Acquired’ mutation is a general term for any mutations that are induced by 
the environment, which can be further subdivided into the terms ‘adaptive’ and 
‘directed’ mutation, which are better defined. An ‘adaptive’ mutation is the 
term given to mutations that arise in response to an environment, which can 
be both beneficial or detrimental to the cell, but only mutations conferring an 
adaptive benefit become selected for in the environment (Delbrück and 
Bailey, 1946; Rosenberg, 2001). ‘Adaptive’ mutation must not be confused 
with the term ‘directed’ mutation, which refers to mutations that confer a 
fitness advantage in the environment, being preferentially induced by the 
environment (Rosenberg, 2001). The main difference between ‘adaptive’ and 
‘directed’ mutations is that ‘directed’ mutations require a foreknowledge of 
what gene to mutate and what type of mutation is best to introduce for the 
given environment, whereas ‘adaptive’ mutations do not already know the 
outcome of the mutation prior to introducing it. 
In a classic study, Luria and Delbrük designed a fluctuation test (Fig. 1.1) to 
determine whether mutations in bacteria that made them resistant to a viral 
infection were random pre-existing or acquired mutations (Luria and Delbrück, 
1943). The principle behind the fluctuation test in the study was to inoculate a 




Figure 1.1: Schematic of the two possible scenarios for the fluctuation test devised by 
Luria and Delbrück, 1943. A small number of bacteria were inoculated into separate pre-
cultures and grown for several generations, and then plated onto media containing a virus. 
Yellow and red circles represent sensitive and virus-resistant bacteria respectively. Pre-
existing random mutation (left pathway) produces a variable number of “clones of resistant 
cells”, depending on when the random mutation first arose in the pre-culture. Pre-existing 
random mutation follows a Luria-Delbrück distribution, with a much greater variance than 
mean number of resistant cells per plate. Acquired mutation (right pathway) produces 
resistant cells in response to virus exposure. No resistant cells pre-exist in the pre-cultures. 
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period of growth, plate an equal volume of each culture onto agar plates 
containing the virus, and compare the number of virus-resistant bacterial 
colonies that grow on each of the plates. In the situation where the mutation 
existed prior to the addition of the virus, the number of “clones of resistant 
bacteria” in each pre-culture at the time of challenging with the virus, is 
dependent upon how early on in the culture growth the resistance mutation 
first arose. As such, each pre-culture is predicted to contain a variable number 
of resistant bacteria, with the variance of resistant cells per plate being 
considerably greater than the mean, and following a probability distribution 
that became known as the Luria-Delbrück distribution. 
In the alternative scenario where the mutation is acquired, the pre-cultures do 
not contain any ‘resistant’ cells at the point of virus exposure, but a similar, 
small number of random bacteria are predicted to survive the initial viral 
infection from each pre-culture and introduce a heritable virus-resistant 
mutation. The number of resistant cells per plate from the acquired resistance 
hypothesis follows a Poisson distribution, with the mean equal to the variance 
(Luria and Delbrück, 1943). 
Luria and Delbrück observed a much greater variance than mean, in the 
number of virus-resistant bacteria per plate, and therefore concluded that 
mutation in bacteria is randomly pre-existing and not acquired in response to 
the environment, in this case the virus (Luria and Delbrück, 1943). Further 
classical papers have also shown that mutations can arise independently of 
the environment (Newcombe, 1949; Lederberg and Lederberg, 1952). 
However, these classic papers do not consider mutations that may be induced 
by contact with a selective environment (Rosenberg, 2001), and cases of 
adaptive mutation have been reported in non-growing or slow growing 
bacteria (McKenzie, Lombardo and Rosenberg, 1998; Hastings et al., 2000). 
These bacterial studies of adaptive mutation utilise a lac +1 frameshift 
mutation reversion assay, which selects for revertant Lac+ cells that can now 
grow on lactose (Cairns and Foster, 1991). Most Lac+ revertant colonies have 
adaptive point mutations, but revertant Lac+ bacteria with 20-50 copy 
amplifications of 7-40kb direct repeats, containing the weakly functional 
mutant lac allele, were also observed, showing that gene dosage 
compensation can be an adaptive mutation (Foster and Trimarchi, 1994; 
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Rosenberg et al., 1994; Hastings et al., 2000). The revertants in the lac +1 
frameshift studies are definitely not ‘directed’ mutations, as mutations were 
not specific to the lac gene or even the same chromosome (Foster, 1997; 
Torkelson et al., 1997). Instead the revertant mutations are believed to arise 
as a result of genome-wide hyper-mutation in a small subpopulation of 
starved cells, thereby following a random Darwinian process of mutation 
(Foster, 1997; Torkelson et al., 1997; Rosenberg, 2001). 
Adaptive mutation has also been described in non-dividing yeast, using lys2 
frameshift mutation reversion assays, equivalent to the lac reversion system 
in bacteria (Steele and Jinks-Robertson, 1992; Baranowska, Policinska and 
Jachymczyk, 1995; Heidenreich and Wintersberger, 1997). The frequency of 
adaptive mutation has also been linked to the proofreading activity of DNA 
polymerase d, with a marked increase in the emergence of adaptive mutations 
when proofreading activity is impaired under restrictive conditions, such as 
growth at 37°C (Baranowska, Policinska and Jachymczyk, 1995).  
The importance of adaptive mutation in human somatic cells has also been 
recognised in regards to cancer (Strauss, 1992; Rosenberg et al., 1994), with 
the major implication being the acquisition of mutations that enable a cell to 
proliferate in a growth-limited state (Rosenberg, 2001). Therefore there is 
growing evidence that cells do not always adapt using mechanisms blind to 
the environment, as proposed by neo-Darwinian theory. Instead, specific 
challenging environments can promote genome-wide induction of mutation in 
a small subpopulation of cells, which include point mutations and genomic 
rearrangements. These environmentally induced mutations may or may not 
provide an adaptive advantage to the cell in the environment, and so they still 
follow a random Darwinian process of mutation and environmental adaptation, 
and therefore must be strongly distanced from ‘directed’ mutation arguments. 
 
1.3 Copy Number Variation 
 
Gene dosage compensation through amplification of the weakly functional 
mutant lac allele was an adaptive mutation event observed in the lac +1 
frameshift studies in bacteria (Hastings et al., 2000). However, repetitive 
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elements are found naturally and are highly abundant in some eukaryotes, 
accounting for more than 50% of the human genome (Richard, Kerrest and 
Dujon, 2008). The study classified all repetitive elements as falling into one of 
two major families: 1) tandem repeats and 2) dispersed repeats. The family of 
tandem repeats comprises of tandem genes, the ribosomal DNA (rDNA) 
repeat array, and satellite DNA, which is itself subdivided into satellites, 
minisatellites, and microsatellites. The dispersed repeats family is made up of 
transposons, tRNA genes, and gene paralogues (Richard, Kerrest and Dujon, 
2008). 
A change in the number of repeats is termed copy number variation (CNV) 
and can be an amplification or a contraction event (Fig. 1.2), with the human 
genome showing 5-10% variation in CNV between individuals (Iafrate et al., 
2004; Sebat et al., 2004; Zarrei et al., 2015). Traditionally, CNV was believed 
to be caused by meiotic recombination, but recent studies have shown CNV 
profiles to vary between organs and tissue types within an individual, evident 
of CNV also forming by mitotic recombination (Dieckhoff et al., 2004; Bruder 
et al., 2008; Piotrowski et al., 2008). Also CNV is not limited to single repeat 
changes, as DNA repair is not limited to using the adjacent repeats, 
suggesting that higher-order DNA structures are also important for repair 





Figure 1.2: CNV at a multi-copy locus. The CNV gene (pale blue arrow), shown here as a 
3-repeat array, can lose a copy (pathway left arm) to become a 2-repeat array, or gain a copy 




CNV of genes does not always have to occur on chromosomes, but can also 
occur through the less studied extrachromosomal circular DNAs (eccDNAs) 
(Moller et al., 2015). In yeast, eccDNAs accumulate in Mother cells with age 
and are generally enriched for eccDNAs arising from highly repetitive regions, 
such as the ribosomal DNA (rDNA) (Sinclair and Guarente, 1997), telomeres 
(Horowitz and Haber, 1985), and tandemly repeated genes (Moller et al., 
2015). However, eccDNAs have also been detected arising from regions with 
short or no repetitive sequence (Moller et al., 2015). In humans, eccDNAs 
have been identified as recombination products of immunoglobulin class 
switch rearrangement (von Schwedler, Jack and Wabl, 1990) and as double 
minutes (dmin) in cancer (Cox, Yuncken and Spriggs, 1965; Radloff, Bauer 
and Vinograd, 1967; Storlazzi et al., 2010). 
 
1.4 CNV in human health and disease 
 
CNV of protein coding genes has been implicated in many human disorders 
(Craddock et al., 2010; Stankiewicz and Lupski, 2010), with some specific 
genetic syndromes being directly attributed to changes in copy number 
(Francke, 1999; van der Maarel, Tawil and Tapscott, 2011). One of the most 
common CNV disorders in humans is Williams-Beuren syndrome (WS), 
affecting between 1 in 7500 and 1 in 20,000 people at birth (Martens, Wilson 
and Reutens, 2008). WS is caused by a heterozygous deletion of up to 2 Mb 
of chromosomal sub-band 7q11.23 (Francke, 1999). Patients with WS often 
present specific physical, cognitive, and behavioural abnormalities, such as 
cardiovascular and dental irregularities, and gross deficiencies in visual-
spatial processing (Francke, 1999; Tassabehji et al., 1999). Known genes 
present in the deletion region on chromosome 7 include ELN, RFC2, LIMK1, 
FZD1, STX1A, EIF4H, GTF2I, CYLN2, FKBP6, WBSCR9, BCL7B, WS-bHLH, 
TBL2, CPETR1, CPETR2, and GTF2IRD1 (Francke, 1999). 
Haploinsufficiency of ELN, which encodes the connective-tissue protein 
elastin, has been shown to be responsible for the cardiological features, but 
not the facial abnormalities, in patients with WS (Tassabehji et al., 1999). 
LIMK1, which encodes a protein tyrosine kinase expressed in the developing 
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brain, and STX1A, which encodes a component of the synaptic apparatus, 
have been considered good candidate genes responsible for the cognitive 
and behavioural differences observed in patients with WS (Tassabehji et al., 
1999). However, a study of patients hemizygous for just the LIMK1 or STX1A 
gene suggested neither gene is likely to contribute to any WS phenotypes 
(Tassabehji et al., 1999). Nevertheless, WS remains an important example of 
the importance of maintaining the correct copy number of genes in the 
genome. 
One of the most well characterised human diseases caused by an abnormal 
CNV event is facioscapulohumeral muscular dystrophy (FSHD). It is the third 
most commonly inherited muscular dystrophy, initially affecting the shoulder 
and facial muscles, and later progressing downward to the lower extremities 
(Pandya, King and Tawil, 2008). FSHD is caused by a contraction in the D4Z4 
microsatellite repeat (de Greef, Frants and van der Maarel, 2008). There is no 
correlation between the D4Z4 repeat array size and the age of onset, nor the 
severity of the disease, but patients with repeat arrays of just 1 to 3 units 
usually experience infantile onset and rapid disease progression (Lunt et al., 
1995). Loss of D4Z4 repeats causes transcriptional up-regulation of closely 
located genes, such as FRG1, FRG2 and ANT1 (Gabellini, Green and Tupler, 
2002). Therefore CNV is important in gene expression regulation. Recent 
evidence in Saccharomyces cerevisiae has also found that transcripts from 
multi-copy loci form double stranded RNA more efficiently than transcripts 
from an equivalently expressed single-copy loci, therefore CNV can directly 
influence gene expression through RNA interference (RNAi) (Cruz and 
Houseley, 2014). 
Copy number variation of protein coding genes need not always be a 
detrimental process for cells. In fact, there are numerous examples, 
particularly in response to environmental stresses, where novel CNV alleles 
actually enhance a cell’s ability to adapt to its environment. In yeast, novel 
CNVs have been discovered during evolution studies that can bestow drug 
resistance, enhance growth ability during prolonged nutrient starvation, and 
even complement genetic defects (Huang and Campbell, 1995; Dunham et 
al., 2002; Libuda and Winston, 2006; Payen et al., 2008; Gresham et al., 
2010). 
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In humans, the copy number of the AMY1 gene, encoding amylase, the 
enzyme responsible for starch hydrolysis, is positively correlated with salivary 
amylase protein levels, and also with individuals from populations considered 
to have high-starch diets (Lebenthal, 1987; Perry et al., 2007). This suggests 
that individuals from populations with a high-starch diet have undergone a 
strong positive selection towards higher AMY1 copy numbers as a direct 
adaptation to their environment, likely driven by an improved digestion of 
starchy foods and/or to counteract any detrimental effect of intestinal disease 
(Perry et al., 2007). 
In cancer, albeit to the detriment of the host, copy number amplification of 
oncogenes has been shown to enhance the proliferation rate of cancer cells. 
A meta-analysis of over 3000 cancers, from more than two-dozen cancer 
types, found that amplification of the cyclin-dependent kinase 4 (CDK4) 
oncogene activates Cdk4, a master regulator of cell cycle progression from 
G1 (Beroukhim et al., 2010). Another example is the copy number 
amplification of the fibroblast growth factor receptor 2 (FGFR2) gene, which in 
gastric, lung, breast, ovarian, and endometrial cancers, induces aberrant 
FGFR2 signalling activation (Katoh, 2008). 
CNVs have not only been linked to tumour growth, but have also been 
implicated in tumour drug resistance. Methotrexate resistance in human 
squamous cell carcinomas has been attributed to an increased dihydrofolate 
reductase (DHFR) content, as a result of an increased DHFR gene copy 
number (Frei et al., 1984). Similarly, copy number amplification of the driving 
oncogene in BRAF V600E or KRAS G13D mutant colorectal cancers can 
overcome inhibition of the mitogen-activated or extracellular signal-regulated 
protein kinase kinases 1 and 2 (MEK1/2) caused by the cytostatic drug 
AZD6244, also known as Selumetinib (Corcoran et al., 2010; Little et al., 
2011). 
Double minutes (dmin) are also a cytogenetic hallmark of genomic 
amplifications in cancer and have a major effect on the copy number of 
genes, although the function of dmin in cancer is largely unknown (Storlazzi et 
al., 2010). Sequenced eccDNAs from HeLa cancer cells found that some 
eccDNAs contain unique sequence and so are not always formed from 
repetitive regions (van Loon, Miller and Murnane, 1994). 
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CNV arises from errors in DNA replication and repair, which can lead to 
deregulation of gene expression and dysfunction associated with their genetic 
diseases. However, these errors need not always be harmful to the cell and in 
some specific instances, often in response to a strong environmental 
pressure, CNV of protein coding genes can be beneficial, giving a cell a 
survival advantage in its environment. In the case of cancer, this is altogether 
to the detriment of the host, but does highlight the importance of CNV in 
environmental adaptation. 
 
1.5 DNA damage and double-strand break repair 
 
CNV has long been proposed to occur through meiotic recombination 
between mismatched repeats (Lupski, 1998). Non-allelic homologous 
recombination (NAHR) between chromosomes (interchromosomal), between 
chromatids of the same chromosome (intrachromosomal or interchromatid), 
within the same chromatid (intrachromatid), or by sister chromatid exchange 
can occasionally result in deletions and duplications through unequal crossing 
over (Kornreich, Bishop and Desnick, 1990; Rüdiger et al., 1991; Marcus et 
al., 1993; Olds et al., 1993; Pousi et al., 1994; Liu et al., 2012). NAHR favours 
deletions over duplications, as deletions can occur both in cis and in trans, 
whereas duplications can only result from crossovers in trans (Liu et al., 
2012). 
However, CNV mutations are not limited to the germline, as proven by 
monozygotic twin studies where each twin displays a different CNV profile 
(Bruder et al., 2008). CNV has also been shown to vary between different 
organs and tissues of an individual (Piotrowski et al., 2008). Therefore CNV is 
also possible in somatic cells and somatic CNV can arise as a result of errors 
in DNA replication (Hastings et al., 2009). DNA double-strand breaks (DSBs) 
appear to be the initiating event for CNV rearrangements in both somatic and 
germline cells, with error-prone DSB repair pathways having the potential to 
result in a CNV event. 
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1.5.1 Endogenous vs. exogenous DNA damage 
 
DNA damage can be both endogenous and exogenous. Endogenous genetic 
damage to a cell is an inevitable consequence of many bi-products formed 
from normal cellular processes, such as hydrolysis, oxidation, alkylation, and 
mismatch of DNA bases (Hakem, 2008). In reality the genome of a cell is 
continuously being damaged (Bernstein et al., 2013). For instance, oxidant 
by-products of normal metabolism cause extensive DNA damage, with 
approximately 74,000-100,000 incidents of oxidative damage to DNA per cell 
per day in rats and 10,000-12,000 in humans (Fraga et al., 1990; Ames, 
Shigenaga and Hagen, 1993; Helbock et al., 1998). During unperturbed 
replication, the cellular DNA repair pathways usually cope with all the 
endogenous damage, despite its high frequency, often by pausing the DNA 
replication machinery at the site of damage until it has been repaired (Maher, 
Branagan and Morrical, 2011; Nam and Cortez, 2011). Alternatively, DNA 
damage tolerance mechanisms, like translesion DNA synthesis (TLS), bypass 
the damaged site by using specialized polymerases to synthesise across, or 
extend from, the site of damage (Prakash, Johnson and Prakash, 2005; Gali 
et al., 2017). TLS polymerases have lower fidelity than replicative polymerase, 
since they lack proof-reading activity, meaning that damage bypass can be 
error-free or error-prone depending on whether or not the correct nucleotide is 
inserted opposite a lesion (Sale, 2013). Despite the best efforts of cells to 
resolve all DNA damage, unresolved damage can accumulate in non-dividing 
cells, contributing to aging and age-related cellular defects (Holmes, Bernstein 
and Bernstein, 1992; Hoeijmakers, 2009). 
In contrast, exogenous DNA damage is caused by external environmental 
factors, such as ionizing radiation (IR), ultraviolet (UV) radiation, and various 
chemicals agents (Hakem, 2008). Exogenous DNA damage is often more 
harmful to cells than endogenous damage, most likely because exogenous 
damage causes higher levels of DNA damage and overloads the DNA repair 
pathways, and/or induces more novel types of DNA damage that are harder 
and take longer to repair (Bernstein et al., 2013). Exogenous DNA damage is 
just as damaging to replicating and non-replicating cells, but in replicating 
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cells there is an increased risk of developing cancer (Bernstein et al., 2013). 
This is because damage-induced mutations in oncogenes, tumour suppressor 
genes, genes involved in genomic stability, or other driver mutation events, 
can generate a clonal cell population with a distinct advantage in proliferation 
(Basu, 2018). Endogenous and exogenous DNA damage can result in easily 
repaired single strand breaks or more problematic double strand breaks. 
 
1.5.2 Single-strand break repair 
 
Cells have various strategies to protect and repair its genome from high levels 
of endogenous and exogenous DNA damage. For repair of single strand 
breaks (SSBs), these include base excision repair (BER), nucleotide excision 
repair (NER) and DNA mismatch repair (MMR) (Caldecott, 2008). BER and 
MMR repair small, non-helix-distorting damaged bases, whilst NER deals with 
bulky, helix-distorting DNA adducts (Reardon and Sancar, 2001; Kim and 
Wilson, 2012). These SSB repair mechanisms all follow four general steps 
(Fig. 1.3). 1) Recognition of single-stranded DNA (ssDNA) damage, such as 
an incorrect or damaged base, an abasic site, or loss of a run of one or more 
nucleotides. 2) If necessary, marking and removal of just the damaged 
nucleotide or a short run of 2-20 nucleotides that includes the damaged site. 
3) DNA polymerase repair with the correct sequence, using the template DNA 
strand with an undamaged complementary sequence. 4) Ligation of the DNA 
phosphodiester bonds by DNA ligase to seal the nick between the repaired 






Figure 1.3: Single-strand break DNA damage repair. The cell can repair all single-strand 
breaks (SSBs) by base excision repair (BER), nucleotide excision repair (NER), or mismatch 
repair (MMR). All SSB repair begins with 1) a recognition system for the type of ssDNA 
damage. If necessary, followed by 2) removal of the damaged site and/or a run of 2-20 
nucleotides. 3) synthesis of the correct sequence by a DNA polymerase using the 
undamaged template DNA strand, and finishes by 4) DNA ligase sealing the remaining gap in 
the phosphodiester DNA backbone. 
 
 
1.5.3 Double-strand break repair 
 
DNA double-strand breaks (DSBs) are a much greater issue for the cell, as 
failure to repair a DSB can lead to genomic instability and cell death 
(Ceccaldi, Rondinelli and D’Andrea, 2018). Also incorrect repair of DSBs can 
have deleterious consequences for the cell, such as genomic 
rearrangements, deletions, translocations and DNA fusions, all of which are 
commonly found in cancerous cells (Aplan, 2006; Cannan and Pederson, 
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replication when the DNA polymerase stalls upon encountering a SSB in the 
template strand, which causes the replication fork to collapse and a 
subsequent DSB to occur (Pfeiffer, Goedecke and Obe, 2000; Syeda, 
Hawkins and McGlynn, 2014). Replication forks can also stall at DNA binding 
proteins, DNA secondary structures, and transcription complexes, all of which 
can result in a DSB (Prado and Aguilera, 2005; Mirkin and Mirkin, 2007). 
However, fork stalling alone is not enough to guarantee that the fork will 
collapse, and at the replication fork barrier (RFB) in the rDNA repeats, the 
majority of stalled forks are stably maintained until they converge with another 
oncoming fork (Kobayashi et al., 1998; Tsang and Carr, 2008; Irmisch et al., 
2009). 
Cells have various mechanisms to repair DSBs (Fig. 1.4), which can broadly 
be split into homologous and non-homologous repair pathways, which differ in 
the requirement or not for an intact homologous sequence as a template for 
repair (Aguilera and Gómez-González, 2008; Huertas, 2010). There is also a 
third DSB repair pathway, known as microhomology-mediated end joining 
(MMEJ), which uses parts of both the homologous and non-homologous 
repair (McVey and Lee, 2008). 
Non-homologous end joining (NHEJ) is the only full member of the non-
homologous DNA repair branch. In addition to its role in DNA repair, 
vertebrate cells use NHEJ for V(D)J recombination and class switch 
recombination to produce a novel and diverse immunoglobulin repertoire 
(Lieber, 2010). NHEJ primarily operates in G0 and G1 phases of the cell 
cycle, and for haploid cells in G0 or G1 NHEJ is currently believed to be the 
only way to repair DSBs, as the broken chromosome has no homologue for 
repair by homologous recombination (HR) (Gao et al., 2016). NHEJ does not 
require any strand resection and works by directly ligating the two broken 
sides of the DSB, often benefitting from a complementary overhang of just 1 
or 2 base pairs between the break termini, known as a region of 
microhomology (Pannunzio et al., 2014). In Saccharomyces cerevisiae, the 
Mre11-Rad50-Xrs2 (MRX) complex is recruited to the DSB ends, where it 
removes damaged or mismatched nucleotides to be re-filled by DNA 




Figure 1.4: Mechanisms of DNA double-strand break repair. Cells can repair a double-
strand break (DSB) without the need for a homologous template sequence by simply ligating 
the two broken ends of the DSB in non-homologous end joining (NHEJ). Alternatively, the 5’ 
ends of the DSB are resected and repair proceeds using a homologous template. In single-
strand annealing (SSA), the resection reveals a region of homology either side of the DSB for 
annealing and flap removal. For double-strand break repair (DSBR), synthesis-dependent 
strand annealing (SDSA), and break induced replication (BIR), a 3’ overhang invades the 
homologous template. In DSBR, the other 5’ end is captured and forms a double Holliday 
junction (dHJ) that can resolve with (CO) or without (NCO) crossovers. In SDSA, the invading 
3’ end does limited synthesis before being displaced and captured by the other 5’ end. In BIR, 
the invading 3’ end synthesises to the end of the chromosome. Microhomology-mediated end 
joining (MMEJ), utilizes both HR-dependent and non-HR-dependent processes, with 
continued resection of the DSB until a 2-3bp region of microhomology is exposed for ligating 













Dnl4-Lif1 DNA ligase complex to resolve the double-strand break and merge 
the two broken ends (Chen et al., 2001). NHEJ can be further stimulated by 
the Yku70p/Yku80p complex, which is the yeast homolog of the mammalian 
Ku70/Ku80 heterodimer (Chen et al., 2001). NHEJ is highly efficient at DSB 
repair, but the repair is often more mutagenic than HR-dependent repair 
pathways (Huertas, 2010). This is because NHEJ has no recognition system 
to detect whether the two sequences either side of the DSB that are being 
repaired were originally contiguous, potentially leading to nucleotide loss, 
inversions and translocations (Huertas, 2010). 
DSB repair by homologous recombination (HR) can be sub-divided into four 
repair pathways: 1) single-strand annealing (SSA), 2) double-strand break 
repair (DSBR), 3) synthesis-dependent strand annealing (SDSA), and 4) 
break-induced replication (BIR) (Huertas, 2010). HR-dependent repair, 
although involved in DSB repair, is believed to primarily function in resolving 
stalled or collapsed replication forks (Aguilera and Gómez-González, 2008). 
All HR repair mechanisms require a region of perfect, or near perfect, 
sequence homology on an undamaged, complementary template strand to 
drive the repair process (Krogh and Symington, 2004). All HR repair 
mechanisms also begin with 5’ to 3’ degradation of the DNA strands either 
side of the DSB, which leaves long stretches of overhanging 3’ single-
stranded DNA that is then bound by the single-stranded DNA binding complex 
Replication protein A (RPA) (Krogh and Symington, 2004). After strand 
resection and RPA coating, the HR pathways diverge. 
For SSA there must be a homologous region in both of the single-stranded 
sequences either side of the DSB, which is primarily true for repeated 
sequences. The homologous sequences first anneal, then any DNA overhang 
is cleaved, and finally the strands are re-ligated (Lin, Sperle and Sternberg, 
1984, 1985; Pâques and Haber, 1999). SSA results in a small deletion of the 
region between the end of DSB and the sites of homology (Huertas, 2010). If 
the homologous region used for SSA is at least 400bp it is nearly 100% 
efficient in yeast, but this drops to just 5% of cells surviving the DSB if there is 
only 60bp of homology (Sugawara and Haber, 1992). 
In DSBR, SDSA and BIR, the HR-protein Rad52 targets Rad51 to displace 
RPA on the coated single-stranded DNA, forming the Rad51 nucleoprotein 
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filament (Song and Sung, 2000; Sugiyama and Kowalczykowski, 2002). 
Extension of the Rad51 nucleoprotein filament and RPA displacement is 
catalysed by Rad55 and Rad57 (Krogh and Symington, 2004). The Rad51 
nucleoprotein filament seeks out a region of homology on another chromatid 
by strand invasion, which is catalysed by Rad54 to promote chromatin 
remodelling, DNA unwinding and strand annealing between the donor DNA 
and the incoming Rad51 nucleoprotein filament (Solinger and Heyer, 2001; 
Solinger, Kiianitsa and Heyer, 2002; Krogh and Symington, 2004). After 
strand invasion and displacement loop (D-loop) formation, the DSBR, SDSA 
and BIR pathways diverge. 
During DSBR, DNA synthesis begins on the invading 3’ strand, displacing one 
of the donor DNA duplex strands for the other overhanging 3’ end of the DSB 
to anneal to and begin a second round of leading strand synthesis (Orr-
Weaver, Szostak and Rothstein, 1981; Szostak et al., 1983; Symington, 
Rothstein and Lisby, 2014). The newly synthesized stretches of DNA are then 
re-ligated to 5’ ends of the DSB, forming a double Holliday junction 
intermediate (dHJ) (Orr-Weaver, Szostak and Rothstein, 1981; Szostak et al., 
1983; Symington, Rothstein and Lisby, 2014). Resolution of the dHJ is 
performed by a helicase and topoisomerase, which does not cause any 
crossover events (NCO) (Orr-Weaver, Szostak and Rothstein, 1981; Szostak 
et al., 1983; Symington, Rothstein and Lisby, 2014). Alternatively 
endonucleases can resolve the dHJ, which can produce crossovers (COs) 
(Orr-Weaver, Szostak and Rothstein, 1981; Szostak et al., 1983; Symington, 
Rothstein and Lisby, 2014). 
The SDSA model only produces NCOs and is predicted to work by both of the 
3’ single-stranded DNA overhangs invading the template DNA duplex and 
undergoing partial DNA synthesis (Nassif et al., 1994; Symington, Rothstein 
and Lisby, 2014). Then the partially repaired strands are displaced by a DNA 
helicase, with annealing of the nascent complementary strands, gap filling and 
ligation (Nassif et al., 1994; Symington, Rothstein and Lisby, 2014). 
Alternatively only one of the two 3′ single-stranded DNA overhangs invades 
the homologous DNA duplex, undergoes limited DNA synthesis before 
dissociating and annealing to the 3′ single-stranded DNA tail at the other side 
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of the DSB (Ferguson and Holloman, 1996; Symington, Rothstein and Lisby, 
2014). 
Finally, in BIR a single 3’ end of a break invades the template DNA duplex 
and proceeds to replicate the DNA to the end of the chromosome (Kraus, 
Leung and Haber, 2001; Llorente, Smith and Symington, 2008; Symington, 
Rothstein and Lisby, 2014). As such, BIR results in extensive loss of 
heterozygosity (LOH) events (Symington, Rothstein and Lisby, 2014). On top 
of this, BIR often proceeds through several rounds of strand invasion, 
synthesis, and dissociation, which causes chromosome rearrangements when 
the dissociation and re-invasion occur within dispersed repeated sequences 
(Smith, Llorente and Symington, 2007; Ruiz, Gomez-Gonzalez and Aguilera, 
2009). Therefore BIR has the potential to be highly mutagenic and contribute 
to genome evolution, adaptation and/or disease (Symington, Rothstein and 
Lisby, 2014). 
Under conditions of stress, where there is a depletion of available Rad51 for 
HR-dependent repair, but unaffected Rad52 levels, an alternative, error-prone 
form of classical BIR can occur, known as microhomology-mediated break-
induced replication (MMBIR) (Hastings, Ira and Lupski, 2009). Stalled 
replication forks repaired by MMBIR have low-processivity, with multiple-
template switching events that cause complex rearrangements suggested to 
be the origin of CNV (Hastings, Ira and Lupski, 2009). The switch to error-
prone repair by MMBIR is believed to be induced by Rad51 depletion, and in 
tumour cells undergoing hypoxia, where RAD51 expression is repressed, 
there is an increase in genomic instability (Coquelle et al., 1998). 
Yeast can even undergo a form of BIR repair that is independent of Rad51 
and Rad52 proteins, known as microhomology/microsatellite-induced 
replication (MMIR) (Payen et al., 2008). MMIR is much less efficient, and is 
believed to not even require a DSB, but instead utilises a template switch 
between microsatellites or microhomologous sequences (Payen et al., 2008). 
Perhaps surprisingly, cells can choose to switch from high-fidelity to error-
prone DSB repair mechanisms, such as MMBIR and MMIR, in a controlled 
manner in response to stress, showing a clear parallel between the 
environment and the chosen DNA DSB repair strategy (Ponder, Fonville and 
Rosenberg, 2005). 
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The last DSB repair mechanism is microhomology-mediated end joining 
(MMEJ), which displays characteristics of both HR-dependent and non-HR-
dependent repair (Truong et al., 2013). MMEJ requires an initial end resection 
step, like all HR-dependent pathways, and mainly operates in S-phase, but is 
otherwise analogous to NHEJ (Truong et al., 2013; Cannan and Pederson, 
2016). In MMEJ, the 5’ DNA strands either side of the DSB are resected until 
they reveal a microhomology of 5-25 complementary base pairs on both sides 
of the DSB (Cannan and Pederson, 2016). The end resection step in MMEJ 
and HR are both catalysed by the MRX complex (Wang and Xu, 2017), but in 
MMEJ this end resection is independent of the long range resection factors 
Sgs1 and Exo1, with exo1Δ sgs1Δ mutants undergoing a significantly 
increased frequency of MMEJ (Deng et al., 2014; Wang and Xu, 2017). 
Following end resection, the two sides of the DSB anneal via the revealed 
region of microhomology, non-annealed DNA ends are removed, and the 
remaining gaps filled and ligated (Cannan and Pederson, 2016). MMEJ is 
even more error-prone than NHEJ, always resulting in deletions, as it loses all 
DNA sequence between the break site and the region of microhomology 
(McVey and Lee, 2008). MMEJ has often been considered a ‘back-up’ DSB 
repair mechanism for when NHEJ and other mechanisms fail (Wang et al., 
2003; Lieber et al., 2004). However, such assumptions contribute to the idea 
of MMEJ being irrelevant under normal physiological conditions, whereas 
MMEJ is surprisingly robust, especially in V(D)J recombination or when 
exposed to genomic stresses, and actively competes with NHEJ and all HR-
dependent repair pathways (Truong et al., 2013; McVey and Lee, 2008). 
Therefore MMEJ is not just a back-up repair pathway for resolving DSBs and 
maintaining cell viability. 
 
1.6 Mechanisms effecting the rate of CNV 
 
CNV can arise as a result of errors in DNA recombination, replication, and 
DSB repair (Hastings et al., 2009; Weischenfeldt et al., 2013; Bai et al., 2016).  
Multiple processes are known to alter the rates of CNV and some of these are 
responsive to cellular control mechanisms (Hastings et al., 2009; Arlt, Wilson 
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and Glover, 2012; Wilson et al., 2015; Zheng et al., 2016). Therefore there is 
a lot of evidence to suggest that CNV events are not simply random 
mutations, and could even be an adaptive process important for the rapid 
evolution of cells in response to challenging environments (Zheng et al., 
2016). 
The rDNA repeat array in Saccharomyces cerevisiae is a highly specialised 
locus with multiple, well-characterised mechanisms in place to maintain 
optimum copy number (Szostak and Wu, 1980; Kobayashi et al., 1998, 2004; 
Takeuchi, Horiuchi and Kobayashi, 2003; Houseley and Tollervey, 2011; Ide, 
Saka and Kobayashi, 2013; Jack et al., 2015). As such the budding yeast 
rDNA has become a model for the study of CNV. The rate of CNV at the rDNA 
is influenced by factors, such as local transcription, epigenetic regulation by 
the Sir2-family of histone deacetylases (HDACs), and TOR signalling 
(Takeuchi, Horiuchi and Kobayashi, 2003; Kobayashi et al., 2004; Jack et al., 
2015). 
 
1.6.1 The Ribosomal DNA model 
 
The budding yeast ribosomal DNA (rDNA) has been used extensively for 
studies on CNV (Fig. 1.5). The rDNA repeat array is maintained at 
approximately 150 copies, each containing a 9.1kb sequence that encodes 
the ribosomal RNAs, and undergoes frequent CNV (Szostak and Wu, 1980). 
By comparison, humans have between 400 and 600 rDNA repeats, split 
across 5 chromosomes (Krystal et al., 1981). Within each rDNA repeat of 
Saccharomyces cerevisiae there is a replication fork barrier (RFB) from which 
almost all recombination events are initiated (Keil and Roeder, 1984). The 
nucleolar protein Fob1 is required for both stalling of the processive 
replication machinery at the rDNA RFB and homologous recombination at the 
HOT1 recombination hotspot, with fob1Δ mutants being unable to recombine 
their rDNA (Kobayashi and Horiuchi, 1996). The RFB is located at the 3’ end 
of the 35S pre-RNA gene and arrests approximately 90% of leftward-moving 
replication forks, thereby blocking head-on collisions between the replication 
and transcription machineries (Brewer, Lockshon and Fangman, 1992). In 
 35 
fob1Δ cells, where replication fork blocking activity at the RFB is lost, there is 
an increase in the number of collisions between the transcription unit and the 
replication fork travelling in the opposite direction to transcription (Takeuchi, 
Horiuchi and Kobayashi, 2003). This transcription-dependent fork collision 
induces recombination and has been proposed as a mechanism for CNV of 






Figure 1.5: Schematic of the rDNA locus. Each 9.1kb rDNA repeat contains the 35S pre-
rRNA, the 5S rRNA, a replication fork barrier (RFB), an autonomous replicating sequence 
(ARS), two intergenic spacer regions (IGS1 and IGS2) and an E-pro promoter from which the 
IGS1-F and IGS1-R non-coding RNAs (ncRNAs) are transcribed. A further ncRNA, IGS2-R, is 
transcribed from IGS2. 
 
 
The stalled forks at the rDNA RFB are considered to be relatively stable. This 
is most likely because both the leading and lagging strands stall close to each 
other, and therefore there is a lack of available ssDNA at the forks to promote 
recombination and checkpoint activation (Gruber, Wellinger and Sogo, 2000). 
As such, the replication forks can therefore remain stalled for a prolonged 










and Hodgson, 2007). Alternatively, if the forks collapses, DNA repair through 
a recombination event is required before replication can restart (Tsang and 
Carr, 2008). This potentially explains the elevated recombination rate 
observed at the rDNA locus (Irmisch et al., 2009). 
 
1.6.2 Recombination at the rDNA 
 
When a stalled replication fork collapses at the rDNA RFB, a DSB often forms 
nearby (Weitao et al., 2003). Replication restart now requires a DSB repair 
event. The DSB repair pathway used at the rDNA appears to be the HR-
dependent BIR mechanism, as long as the interaction with the sister 
chromatid is not blocked (Houseley and Tollervey, 2011). As a result of the 
homology between rDNA repeats, a lot of the BIR events search out a 
mismatched repeat on the sister chromatid and repair via NAHR, resulting in 
CNV (Dittwald et al., 2013). Interestingly, CNV at the rDNA can still occur 
independently of the essential HR proteins Rad52, Rad51 and Rad59, 
showing that alternate HR-independent repair pathways can also resolve the 
rDNA DSB when BIR with the sister chromatid is blocked (Houseley and 
Tollervey, 2011). 
Rad52-independent CNV could be the result of replication Fork Stalling and 
Template Switching (FoSTeS) (Fig. 1.6). The FoSTeS model proposes that 
the lagging strand at a collapsed fork in one repeat disengages and anneals 
to a neighbouring repeat template sequence that has an active replication fork 
(Lee, Carvalho and Lupski, 2007). The template sequence is copied and then 
can disengage again and repeat the process, or ligate to the newly 
synthesised strand by the same mechanism as for Okazaki fragments (Lee, 
Carvalho and Lupski, 2007). FoSTeS, along with MMBIR, have been 
proposed as being responsible for complex genomic rearrangements and 
therefore are potentially very important in the evolution of genomes (Zhang, 






Figure 1.6: Rad52-independent CNV at the rDNA. a) A replication bubble at the rDNA. b) 
At one end of the replication bubble, the stalled replication fork collapses at the rDNA RFB, 
leaving a ssDNA region from lagging strand synthesis. c) The region of ssDNA shares 
homology and anneals to the exposed ssDNA region of another replication fork and is 
extended and ligated to the leading strand by the same mechanism as an Okazaki fragment. 
d) Continued lagging strand synthesis at the invaded fork primes leading strand synthesis in 
the new fork, the collapsed replication fork restarts by an as yet unknown mechanism, and 
the chromosome is replicated with the addition of an rDNA repeat in one of the replicated 
chromosomes. Blue arrows represent rDNA repeats. A white cross in a red square represents 
the rDNA RFB. Solid red and blue lines represent the Watson and Crick DNA strands of 
chromosome XII respectively. Dashed arrows represent newly synthesised DNA, with the 
same colour coding for the Watson and Crick DNA strands. 
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1.6.3 Transcription and CNV 
 
Replication fork stalling is not a process unique to the rDNA RFB. Fragile sites 
are loci that are prone to breakage and include sites of replication fork stalling. 
Fragile sites that arise from replication fork stalling have been found genome 
wide in Saccharomyces cerevisiae, as identified by γH2A, the early response 
marker of DNA damage (Szilard et al., 2010). These sites of aberrant 
replication are also more prone to CNV mutations, most likely because of the 
elevated level of DNA repair and recombination needed at these loci (Slack et 
al., 2006; Liu et al., 2012; Sima and Gilbert, 2014). Interestingly, about half 
the γH2A enriched sites map to repressed protein-coding genes, and are 
dependent upon histone deacetylases for the formation of γH2A at the loci 
(Szilard et al., 2010). Given that collisions between the replication and 
transcription machinery are particularly mutagenic (Aguilera and Garcia-Muse, 
2013; Sankar et al., 2016), protein-coding genes containing fragile sites may 
have evolved to be repressed under normal growth conditions, so as to avoid 
regularly undergoing potentially detrimental recombination events. 
Alternatively, natural selection acting on randomly located fragile sites 
genome-wide, would retain only the fragile sites at protein-coding genes that 
are repressed under normal growth conditions, as fragile sites that regularly 
undergo potentially detrimental recombination events would be rapidly lost. It 
is also possible that in a challenging environment, where the normally 
repressed protein-coding genes containing fragile sites are induced, 
increased recombination at these genes confers a fitness benefit, which is 
why the fragile site is retained over evolution. This fitness benefit could be 
increased population heterogeneity, resulting from increased errors 
associated with DNA recombination such as CNV events, which may aid the 
adaptation of a population of cells to the challenging environment. 
Transcription alone can also have an effect on the mutation rate, irrespective 
of collisions with stalled replication forks, with highly transcribed loci being 
more prone to spontaneous mutation (Thomas and Rothstein, 1989; Datta 
and Jinks-Robertson, 1995). Taken together this means that normally 
repressed genes containing fragile sites experience a large amount of 
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genome instability at the locus upon high transcriptional induction, thus 
making them vastly more prone to CNV. In addition, bacterial studies have 
shown transcription to directly cause replisome dissociation (Mangiameli et 
al., 2017). They have also shown that head-on collisions resulting from 
transcription orientated against the direction of replication, result in higher 
mutation rates than observed for co-directional conflicts (Paul et al., 2013).  
Another way transcription can interfere with replication is through R-loop 
formation (Sollier and Cimprich, 2015). R-loops are three-stranded nucleic 
acid structures, involving an RNA-DNA hybrid, where the transcribed RNA 
strand invades the DNA duplex and binds to the complementary DNA 
sequence, causing a partial displacement of the DNA duplex (Thomas, White 
and Davis, 1976). R-loops are involved in replication and recombination, 
where they can be harmful structures, but can also act as important 
intermediates in specific cellular processes (Aguilera and García-Muse, 
2012). 
R-loops can expose a region of single-stranded DNA, during formation of the 
RNA-DNA hybrid, which is more susceptible to transcription-associated 
mutagenesis (TAM) and transcription-associated recombination (TAR) 
(Skourti-Stathaki and Proudfoot, 2014). However, the exact mechanism of 
action of R-loops in causing genome instability is unknown, but it has been 
predicted that spontaneous DNA damage, such as deaminations on the 
unpaired DNA template strand, lead to DSBs and recombination (Aguilera, 
2002; Li and Manley, 2006; Aguilera and Garcia-Muse, 2012). As such, sites 
of R-loop accumulation make the locus more prone to mutagenesis, or a 
protein that recognises R-loops initiates mutagenesis at the locus (Skourti-
Stathaki and Proudfoot, 2014). Either way, R-loops are an important product 
of transcription that can influence genome stability. 
R-loops are resolved by Ribonuclease H (RNase H) enzymes, RNA/DNA 
helicases like Sen1, and topoisomerases that relax the DNA negative 
supercoiling that encourages persistent R-loop formation (Drolet, Bi and Liu, 
1994; Drolet et al., 1995; Cerritelli and Crouch, 2009; Tuduri et al., 2009; El 
Hage et al., 2010; Mischo et al., 2011). R-loops can also be prevented from 
forming in rad51 and rad52 homologous recombination mutants, suggesting 
that these proteins are required for strand exchange in the formation of the 
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RNA-DNA hybrid (Wahba, Gore and Koshland, 2013). Other mRNA 
biogenesis and processing proteins can also prevent R-loop formation, such 
as the RNA-binding protein Npl3, and the THO/TREX complex (Huertas and 
Aguilera, 2003; Dominguez-Sanchez et al., 2011; Castellano-Pozo, Garcia-
Muse and Aguilera, 2012; Santos-Pereira et al., 2013). 
The Bacteriophage T4 initiates replication, immediately after bacterial 
infection, using T4 RNase H processed R-loops as free 3’ ends for lagging 
strand synthesis (Kreuzer and Brister, 2010). In E. coli, R-loops have been 
proposed to initiate replication independent of oriC, through RNase H1 
processing to produce 3’ ends that become extended by DNA Pol I (Itoh and 
Tomizawa, 1980; Aguilera and García-Muse, 2012). Similarly in eukaryotes, 
mitochondrial DNA replication has been shown to be primed by an RNA 
molecule produced by the mitochondrial RNA polymerase (Baldacci, Cherif-
Zahar and Bernardi, 1984; Xu and Clayton, 1996; Pohjoismaki et al., 2010). 
R-loops have also evolved as a natural source of Ig class-switch 
recombination in vertebrate B cells (Yu et al., 2003; Aguilera and García-
Muse, 2012). In Schizosaccharomyces pombe, R-loops formed from non-
coding RNAs (ncRNAs) have also been shown to mediate RNAi-directed 
heterochromatin formation (Nakama et al., 2012). Therefore it is unsurprising 
that transcription can affect CNV, as transcription has many possible 
mechanisms to increase local genome instability. 
Local transcription also appears to regulate the CNV rate at the model rDNA 
locus, by interfering with stalled replication forks at the RFB (Kobayashi et al., 
1998; French et al., 2003; Jack et al., 2015). Within each rDNA repeat, RNA 
polymerase I (Pol I) transcribes the 35S pre-rRNA gene containing the 18S, 
5.8S and 25S rRNAs, RNA polymerase III (Pol III) transcribes the 5S rRNA 
gene, and RNA polymerase II (Pol II) transcribes the IGS1-F, IGS1-R and 
IGS2-R ncRNAs from the two intergenic spacer (IGS) regions. Recombination 
and therefore CNV at the rDNA is dependent upon Pol I transcription initiating 
from the recombination-stimulating sequence HOT1 (Stewart and Roeder, 
1989). In addition, expression of the IGS1-F and IGS1-R ncRNAs from their 
shared E-pro bi-directional promoter, stimulates the dissociation of cohesin, 
sister-chromatid recombination and NAHR (Kobayashi and Ganley, 2005). 
IGS1-F is a stable ncRNA (SUT), whereas IGS1-R is a cryptic unstable 
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transcript (CUT), a class of noncoding RNA that is degraded instantly after 
transcription (Wyers et al., 2005; Houseley et al., 2007). IGS1-R is transcribed 
through the rDNA RFB, potentially causing interference with the stalled 
replication machinery, and is believed to be an important element for CNV at 
the rDNA (Houseley et al., 2007). 
 
 
1.6.4 Sir2-family of histone deacetylases 
 
The Sir2-family of NAD+-dependent histone deacetylases (HDACs), also 
known as the sirtuins, consist of Sir2, Hst1, Hst2, Hst3, and Hst4 (Brachmann 
et al., 1995; Imai et al., 2000; Landry et al., 2000). Sir2 was first identified as a 
silencing factor at the Saccharomyces cerevisiae mating type loci (Rine and 
Herskowitz, 1987), and then also at the telomeres through the upstream 
activating sequence (UAS)-binding protein Rap1 (Moretti et al., 1994). Sir2 
has also been shown to silence transcription at the rDNA (Smith and Boeke, 
1997), where it is recruited to the rDNA by the RENT nucleolar complex 
(Straight et al., 1999). The transcriptional silencing by Sir2 also inhibits 
recombination at the rDNA (Huang et al., 2006), with sir2 mutants displaying a 
10- to 15-fold increase in mitotic and meiotic intrachromosomal recombination 
rates (Gottlieb and Esposito, 1989). Therefore Sir2 is involved in silencing 
rDNA transcription (Li, Mueller and Bryk, 2006) and inhibition of recombination 
at the rDNA (Gottlieb and Esposito, 1989), which may be independent or 
interconnected functions of Sir2. 
The sirtuins Hst3 and Hst4 play a major role in preserving genome integrity by 
maintaining low levels of histone H3 lysine 56 acetylation (H3K56ac) outside 
of S phase (Fig. 1.7), with their loss resulting in increased spontaneous DNA 
damage, chromosome loss, thermosensitivity, and acute sensitivity to 
genotoxic agents (Celic et al., 2006).  Hst3 and Hst4 are selectively down-
regulated by DNA damage checkpoint-mediated repression systems, 
essential for cells to survive DNA damage (Maas et al., 2006; Miller, Maas 
and Toczyski, 2006). The DNA damage sensor Mec1 activates the DNA 
damage response through phosphorylation of Hst3, targeting it for ubiquitin-
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mediated proteolysis, enabling H3K56ac accumulation at DNA damage sites 
(Thaminy et al., 2007). Effects of Hst3 and Hst4 loss include the up-regulation 
of DNA-damage inducible genes and DNA damage markers such as Rad53, 
and synthetic lethality when combined with other non-lethal mutations in DNA 
replication and double-strand break repair, all of which appear to be 
H3K56ac-dependent phenotypes (Celic, Verreault and Boeke, 2008). 
Interestingly, the hst3Δ hst4Δ phenotypes can be suppressed in combination 
with replication factor C (RFC) complex mutations, such as overexpression of 
the PCNA clamp loader large subunit Rfc1, or in ctf4Δ replisome mutants that 
have defective sister chromatid cohesion (Celic, Verreault and Boeke, 2008). 
This suggests that H3K56ac causes DNA damage through interference with 





Figure 1.7: Regulation of Histone H3 Lysine 56 acetylation. Histone H3 Lysine 56 
(H3K56) is acetylated by the acetyltransferase Rtt109 and deacetylated by the sirtuins. 
Nicotinamide is a natural repressor of the sirtuins and is turned over by the nicotinamidase 
Pnc1. Inhibition of the TOR pathway by rapamycin, or in response to stress, up-regulates 











1.6.5 HDAC inhibitor nicotinamide 
 
The histone deacetylase reaction of the sirtuins is mechanistically coupled to 
the hydrolysis of the essential co-factor NAD+ to a single molecule of o-
acetyl-ADP ribose and nicotinamide (Landry, Slama and Sternglanz, 2000; 
Tanny and Moazed, 2001). Nicotinamide is then converted into nicotinic acid 
by the nicotinamidase Pnc1 (Ghislain, Talla and Francois, 2002), and 
continues through the NAD+ salvage pathway (Fig. 1.8), to ultimately reform a 





Figure 1.8: NAD+ de novo synthesis and salvage pathways. The essential co-factor 
NAD+ can be synthesised de novo starting from tryptophan. NAD+ is converted to 
nicotinamide as part of the sirtuin deacetylation reaction. Nicotinamide is a feedback inhibitor 
of the sirtuins, regulating its own production. Alternatively, nicotinamide is converted to 
nicotinic acid by Pnc1 and carries on around the NAD+ salvage pathway to regenerate NAD+. 



























Nicotinamide is a non-competitive inhibitor of the sirtuins (Fig. 1.7 and 1.8), 
enabling nicotinamide to self-regulate its own production (Landry, Slama and 
Sternglanz, 2000; Bitterman et al., 2002). Inhibition of the sirtuins by 
nicotinamide has been shown to strongly inhibit transcriptional silencing, 
decrease genome stability, increase rDNA recombination, and shorten 
replicative life span to levels observed in sir2Δ yeast (Bitterman et al., 2002). 
Overexpression of PNC1 can counter the effects of nicotinamide, by 
preventing the accumulation of nicotinamide and therefore positively 
regulating Sir2-mediated silencing and longevity (Gallo, Smith and Smith, 
2004). 
Caloric restriction has been shown to extend lifespan in yeast, worms, flies, 
mice, and potentially in primates and humans (Weindruch et al., 1986; 
Lakowski and Hekimi, 1998; Roth, Ingram and Lane, 1999; Lin, Defossez and 
Guarente, 2000; Rogina and Helfand, 2004). The lifespan extension effect of 
caloric restriction has been shown to be dependent on PNC1, and that 
nicotinamide depletion and thus sirtuin activation is what is required for 
longevity (Anderson et al., 2003). However the importance of Sir2 in longevity 
has been disputed in a more recent paper, showing that media from glucose-
restricted cells is what is necessary and sufficient to produce lifespan 
extension, independent of Sir2 to produce or respond to the activity (Mei and 
Brenner, 2015). PNC1 is also induced under low-intensity stress, preventing 
the accumulation of the inhibitory nicotinamide, showing the importance of the 
sirtuins in regulating critical cellular processes in response to changes in the 
environment (Anderson et al., 2003; Gallo, Smith and Smith, 2004). 
Repression of the Sir2-family HDACs by nicotinamide, significantly increases 
the H3K56ac level in all regions of the rDNA locus (Ha and Huh, 2011). 
Nicotinamide treatment also stimulates rapid rDNA repeat amplifications in a 
low-repeat strain, which could be blocked by overexpression of PNC1 (Jack et 
al., 2015). As such, H3K56ac is likely important for CNV at the rDNA, with the 
rate of CNV being controlled by sirtuin activity in response to the level of 
nicotinamide in the environment. 
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1.6.6 Rapamycin and TOR signalling 
 
Repression of the Target of Rapamycin (TOR) signalling pathway can also 
overexpress PNC1, increasing Sir2 activity and stabilising the rDNA 
(Medvedik et al., 2007). The TOR proteins are members of the 
phosphatidylinositol kinase (PIK)-related kinases family of proteins that sense 
and respond to nutrient availability and cellular stresses (Kuruvilla and 
Schreiber, 1999; Shamji, Kuruvilla and Schreiber, 2000; Schneper, Duvel and 
Broach, 2004). In yeast, there are two structurally and functionally similar, but 
not identical, TOR proteins encoded by TOR1 and TOR2 (Heitman, Movva 
and Hall, 1991; Helliwell et al., 1994). In vivo the TOR proteins combine with 
other proteins to form two functionally distinct complexes, TOR complex 1 
(TORC1) and TOR complex 2 (TORC2) (Loewith et al., 2002). TORC1 can 
contain either TOR1 or TOR2 and is sensitive to rapamycin, whereas TORC2 
always contains TOR2 and is rapamycin insensitive (Loewith et al., 2002). 
TORC1 and TORC2 are involved in completely independent cellular 
processes. TORC1 functions include translation initiation, ribosome 
biogenesis, autophagy, nutrient uptake, and metabolism (Wei and Zheng, 
2011). TORC2 is important for actin cytoskeleton dynamics and polarised cell 
growth (Schmidt, Kunz and Hall, 1996; Jacinto et al., 2004). 
The TOR signalling pathway controls various cellular processes, such as the 
nitrogen discrimination pathway (NDP) that becomes activated when 
glutamine levels are low, the retrograde (RTG) response that is activated by 
faulty TCA cycle enzymes or mitochondria, cell growth and proliferation, and 
ribosome biogenesis (Schneper, Duvel and Broach, 2004). TOR is able to 
regulate many unique transcriptional and physiological processes at the same 
time through a kinase signalling cascade (Duvel and Broach, 2004). Multiple 
proteins, at various steps in the kinase signalling cascade, are regulated by 
phosphatases to direct TOR activation to the appropriate physiological 
response for the environment (Duvel and Broach, 2004). 
Rapamycin is a lipophilic macrolide immunosuppressive drug that binds to the 
FK506-binding protein (FKBP) proline rotamase, encoded by FPR1, which is 
essential for the toxicity of rapamycin (Heitman et al., 1991; Heitman, Movva 
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and Hall, 1991). FKBP was revealed to be non-essential for growth (Heitman 
et al., 1991; Koltin et al., 1991; Tanida et al., 1991; Wiederrecht et al., 1991) 
and later shown to only act as a co-factor or receptor for rapamycin (Loewith 
and Hall, 2011). Cells that develop resistance to rapamycin were found to 
have mutations in either FPR1, TOR1, or TOR2, confirming that the target of 
FKBP-rapamycin is TOR (Heitman, Movva and Hall, 1991; Cafferkey et al., 
1993). Upon rapamycin binding, FKBP is hijacked or corrupted to now interact 
with TOR1 and TOR2 (Loewith and Hall, 2011). The FKBP-rapamycin 
complex targets a conserved serine residue in the conserved PI kinase-
related domain of the yeast Tor1 (Ser1972) and Tor2 (Ser1975) proteins 
(Stan et al., 1994; Lorenz and Heitman, 1995). Cells treated with rapamycin 
arrest growth in early G1-phase and display inhibited translation initiation that 
is characteristic of starved cells entering stationary phase, suggesting that 
rapamycin mimics the effects of nutrient depletion (Barbet et al., 1996). 
Repression of TOR signalling by rapamycin promotes the re-localisation of the 
transcription factors Msn2 and Msn4 from the cytoplasm to the nucleus, 
where they up-regulate the expression of PNC1 (Fig. 1.7), thus reducing the 
nicotinamide pool, activating Sir2 and stabilising the rDNA (Gallo, Smith and 
Smith, 2004; Medvedik et al., 2007). In keeping with this, inhibition of TOR 
pharmacologically with rapamycin or naturally through nitrogen starvation, 
both increased the association of Sir2 with the rDNA, caused deacetylation of 
rDNA histones, silencing of Pol II transcripts, and reduced homologous 
recombination as evidenced by decreased rDNA CNV and reduced formation 
of extrachromosomal rDNA circles (ERCs) (Ha and Huh, 2011). 
 
1.7 Connections between replication and CNV 
 
BIR is a well-characterised mechanism of DNA repair that has long been 
implicated in rDNA replication and CNV; therefore DNA replication may also 
influence CNV. DNA replication is a highly regulated process that involves 
numerous proteins as part of the replisome complex (Fig. 1.9). DNA 
replication is tightly controlled in time and space to maintain genome integrity 
(Symeonidou, Taraviras and Lygerou, 2012). In addition, cells have evolved 
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checkpoint pathways, which can arrest the cell cycle in response to changes 
in the external environment, such as genotoxic stresses (Siddiqui, On and 
Diffley, 2013). Checkpoint arrest of the cell cycle provides cells time to correct 
mutations and lesions, instead of proceeding with the segregation of 
chromosomes containing errors to daughter cells (Harper and Elledge, 2018). 
The replisome complex is composed of numerous specialised proteins and 
protein assemblies that function together to support DNA replication by the 
DNA polymerases (Leman and Noguchi, 2013). The replicative helicase mini-
chromosome maintenance proteins (Mcm2-7) unwind the DNA ahead of the 
replication fork and is required throughout S-phase for DNA replication 
(Chong et al., 2000; Labib, Tercero and Diffley, 2000; Pacek and Walter, 
2004). Mcm2-7 interacts with the DNA replication initiation factor Cdc45 and 
the go-ichi-ni-san (GINS) complex to form the Cdc45-Mcm2-7-GINS (CMG) 
complex for full replicative helicase activity (Leman and Noguchi, 2013). The 
chromatin-associated protein Ctf4 in Saccharomyces cerevisiae, or the 
human orthologue And1, connects the CMG complex to the lagging strand 
DNA polymerase a (Pol a) (Gambus et al., 2009; Bermudez et al., 2010). Pol 
a synthesises the lagging strand primer (Pellegrini, 2012). DNA polymerase d 
(Pol d) then synthesises DNA on the lagging strand in a discontinuous 
manner, initiated from the lagging strand primer (Pellegrini, 2012). The S-
phase checkpoint protein Mrc1, or the human orthologue Claspin, connects 
the Mcm2-7 helicase to the leading strand DNA polymerase e (Pol e) that 
synthesises the leading strand continuously (Lou et al., 2008; Petermann, 
Helleday and Caldecott, 2008; Leman and Noguchi, 2013). Pol d and Pol e 
are tethered securely to the DNA by the proliferating cell nuclear antigen 
(PCNA), which is loaded by the replication factor C (RFC) complex (Cai et al., 
1998; Leman and Noguchi, 2013). RFC can recognise primer-template 
junctions, where it loads PCNA (Tsurimoto and Stillman, 1991; Podust et al., 
1995). Mrc1 also associates with the Fork Protection Complex (FPC), which 
comprises the topoisomerase I-interacting factor (Tof1) and the replication 
fork associated factor (Csm3) in Saccharomyces cerevisiae, or the human 
orthologues Timeless and Tipin, to stabilise the replication machinery at the 
replication fork (Katou et al., 2003; Bando et al., 2009). Replication protein A 
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(RPA) is also found as part of the replisome, where it stabilises the region of 
single-stranded DNA at the replication fork (Wold and Kelly, 1988; Alani et al., 





Figure 1.9: Schematic of the major components of the replisome complex in 
Saccharomyces cerevisiae. The replicative helicase mini-chromosome maintenance 
proteins (Mcm2-7) unwind the DNA ahead of the replication fork. Mcm2-7 interacts with the 
DNA replication initiation factor Cdc45 and the go-ichi-ni-san (GINS) complex to form the 
Cdc45-Mcm2-7-GINS (CMG) complex. The chromatin-associated protein Ctf4 connects the 
CMG complex to the lagging strand DNA polymerase a (Pol a) that synthesises the lagging 
strand primer. DNA polymerase d (Pol d) synthesises DNA on the lagging strand in a 
discontinuous manner, initiated from the lagging strand primer. The S-phase checkpoint 
protein Mrc1 connects the Mcm2-7 helicase to the leading strand DNA polymerase e (Pol e) 
that synthesises the leading strand continuously. Pol d and Pol e are tethered securely to the 
DNA by the proliferating cell nuclear antigen (PCNA), which is loaded by the replication factor 
C (RFC) complex. Mrc1 also associates with the Fork Protection Complex (FPC), which 
comprises the topoisomerase I-interacting factor (Tof1) and the replication fork associated 
factor (Csm3), to stabilise the replication machinery at the replication fork. Replication protein 
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1.7.1 Histone H3K56 acetyltransferase Rtt109 
 
Recent work from our group identified H3K56 acetylation as a critical effector 
of TOR activity on rDNA copy number regulation (Jack, 2014). Rtt109 was 
first identified as a regulator of Ty1 transposition (Scholes et al., 2001), and 
later shown to be important for the acetylation of H3K56, along with the 
histone chaperone Asf1, and independent of the putative cell cycle specific 
acetyltransferase Spt10 (Schneider et al., 2006). Rtt109 was confirmed by in 
vitro assays to be the acetyltransferase responsible for acetylation of H3K56, 
catalysing the acetylation in an Asf1-stimulated manner (Fig. 1.7) (Driscoll, 
Hudson and Jackson, 2007). The human p300/CBP histone acetyltransferase 
has been proposed to be a distant homologue of the yeast Rtt109 (Bazan, 
2008; Wang et al., 2008). 
Rtt109 is important for genome stability and resistance to DNA damaging 
agents (Driscoll, Hudson and Jackson, 2007). The H3K56 acetyltransferase 
activity of Rtt109 is also important for replisome integrity and the regulation of 
DNA replication (Han, Zhou, Horazdovsky, et al., 2007). The Rtt109-Asf1 
complex has a crucial role in maintaining expression homeostasis during DNA 
replication through its H3K56 acetylation activity (Voichek, Bar-Ziv and Barkai, 
2016). H3K56ac histones become selectively incorporated on the newly 
synthesised DNA strand, reducing the transcription efficiency of the early S-
phase replicated genes and thus maintaining expression homeostasis 
throughout the DNA replication process (Voichek, Bar-Ziv and Barkai, 2016). 
The Rtt109-Asf1 complex also appears to be important for a cell to recover 
from a DSB, which is believed to be via a chaperone-independent function of 
Asf1 in facilitating the dephosphorylation of Rad53 following DNA repair, thus 
signalling its completion (Tsabar et al., 2016). 
Tandem-affinity purification of Rtt109 also recovered another histone 
chaperone Vps75, which stabilises the acetyltransferase in vivo (Jessulat et 
al., 2008). Loss of either Rtt109 or Vps75 resulted in reduced efficiency of 
DNA repair by NHEJ and hyper-sensitivity to DNA-damaging agents, 
suggesting an important role for Rtt109 in DNA damage repair (Jessulat et al., 
2008). However, no defect in HR DNA repair was observed in rtt109 mutants, 
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whereas VPS75 is still important for DSB repair using HR (Jessulat et al., 
2008). Rtt109 has been shown to also acetylate H3K9 in vivo, but only when 
in a complex with both histone chaperones Asf1 and Vps75 (Fillingham et al., 
2008), suggesting that Vps75 targets the Rtt109-Asf1 complex to H3K9, and 
away from the default H3K56 site. Gnc5 is the only other known histone 
acetyltransferase for H3K9 (Fillingham et al., 2008). 
At the rDNA, rtt109 mutants exhibit a 3-fold hyper-amplification phenotype in 
the number of rDNA repeats (Ide, Saka and Kobayashi, 2013). The hyper-
amplification phenotype of rtt109 mutants at the rDNA was also observed in a 
low-copy strain, which in addition was shown to overcome the inhibitory effect 
of rapamycin on rDNA amplification (Jack, 2014). Despite deletion of RTT109 
relieving rapamycin-induced repression of rDNA amplifications, rapamycin 
treated rtt109D cells were still more heterogeneous in rDNA copy number than 
wild-type cells, potentially as a result of the continued effects of rapamycin on 
Sir2 (Jack, 2014). Therefore Rtt109 is involved in regulation of DNA 
replication, transcription, and DNA repair, all of which could be responsible for 
the stabilising role of Rtt109 on CNV at the rDNA. 
 
1.7.2 S-phase checkpoint protein Mrc1 
 
The important replisome component Mrc1 is an S-phase checkpoint protein 
that connects the Mcm2-7 helicase to the leading strand DNA Pol e (Lou et 
al., 2008). Mrc1 senses replication stress and through Rad53, delays entry 
into mitosis, whilst promoting DNA repair and completion of DNA replication 
(Fig. 1.10a) (Alcasabas et al., 2001). The mammalian homologue of Mrc1 is 
claspin (Chini and Chen, 2004; Petermann, Helleday and Caldecott, 2008). 
Mrc1 initially binds to early replicating sequences and follows the replication 
fork along the chromatin (Osborn and Elledge, 2003). When the replication 
fork stalls, Mrc1 along with another S-phase checkpoint protein Tof1, interact 
directly with the replication machinery to form a stable pausing structure that 
serves to anchor subsequent DNA repair events (Katou et al., 2003). The 
stalled fork recruits the genome integrity checkpoint protein Mec1, which 
phosphorylates Mrc1, thus activating the Rad53 checkpoint response (Osborn 
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and Elledge, 2003). Mrc1 interacts directly with Pol2, the catalytic subunit of 
DNA Pol II that participates in leading-strand synthesis during DNA replication 
and DNA repair, stabilising Pol2 at stalled forks and potentially coupling 
polymerisation to the unwinding of DNA at the replication fork (Lou et al., 
2008). The signal for the end of the S-phase checkpoint appears to be the 
degradation of Mrc1 by the origin-binding F-box protein Dia2 (Fong, 
Arumugam and Koepp, 2013). 
Under osmostress Mrc1 is phosphorylated by the Hog1 mitogen-activated 
protein kinase involved in osmoregulation (Fig. 1.10b), but on different sites to 
those phosphorylated by Mec1 in response to replication stress (Duch et al., 
2013). Phosphorylation by Hog1 delays early and late origin firing by 
preventing binding of the DNA replication initiation factor Cdc45, as well as 
slowing down progression of the replication-complex (Duch et al., 2013). Also 
given that Hog1 regulation of Mrc1 is independent of Rad53, it appears to be 
a specific stress-induced S-phase checkpoint response, distinct from the 
usual DNA damage checkpoint response (Duch et al., 2013). 
Similarly to the osmostress response, Mrc1 is also phosphorylated on the 
Hog1-specific phosphorylation sites (T169, S215, and S229) in response to 
heat and oxidative stresses, and show delayed S-phase progression caused 
by altered DNA replication (Duch et al., 2018). The study proposed that the 
Mrc1-dependent delay in replication fork progression in response to 
environmental stress is to prevent replication-transcription conflicts. 
Replication-transcription conflicts in non-phosphorylatable mrc13A mutants 
could be mediated when combined with mutations in the Msn2 and Msn4 
transcription factors (Duch et al., 2018). Since repression of TOR signalling by 
rapamycin promotes the re-localisation of Msn2 and Msn4 from the cytoplasm 
to the nucleus, rapamycin may also promote stability at the rDNA through 
Mrc1 checkpoint activity (Gallo, Smith and Smith, 2004; Medvedik et al., 
2007). In addition to the checkpoint activation role of Mrc1 in response to 
replication and environmental stresses, Mrc1 is also important for telomere 
capping and protection from the exonuclease Exo1, involved in the initial 
strand resection step for HR-dependent DSB repair (Tsolou and Lydall, 2007). 





Figure 1.10: Checkpoint response at stalled replication forks. a) During replication stress, 
Mrc1 associates with Tof1 to stabilise the replication machinery at the replication fork. 
Together they recruit Mec1, which phosphorylates Mrc1, which in turn can then activate 
Rad53 and initiate the DNA damage checkpoint response. b) During osmostress, heat and 
oxidative stresses, Hog1 phosphorylates Mrc1 on different sites to Mec1 phosphorylation, 
which prevents Cdc45 binding and initiates the stress-induced S-phase checkpoint response. 





































































Another replisome component Pol32, encoded by the POL32 gene also 
known as REV5 (Lawrence, Krauss and Christensen, 1985), is a non-
essential subunit of DNA Pol δ (Gerik et al., 1998). The Saccharomyces 
cerevisiae Pol δ comprises of three subunits in a 1:1:1 stoichiometric ratio: 
Pol3 (125 kDa), Pol31 (55 kDa), and Pol32 (40 kDa) (Gerik et al., 1998; 
Johansson, Majka and Burgers, 2001). In addition to these three Pol δ 
subunits, Schizosaccharomyces pombe Pol δ contains two more subunits, 
whilst the human Pol δ has one additional subunit (Zuo et al., 1997; Liu et al., 
2000; Podust et al., 2002). 
Pol32 binds the proliferating cell nuclear antigen (PCNA) that functions as a 
sliding replication clamp and processivity factor for Pol δ (Fig. 1.9) (Gerik et 
al., 1998; Paunesku et al., 2001). Deletion of POL32 causes a cold sensitivity 
growth phenotype and an increased sensitivity to DNA damaging agents 
(Gerik et al., 1998). pol32Δ yeast are weak anti-mutators and are defective for 
damage-induced mutagenesis (Gerik et al., 1998). Pol32 appears to be 
important in genome stability, since pol32Δ mutants have an increased 
frequency of deletion and duplication events at sequences flanked by short 
direct repeats (Huang et al., 2002). This function of Pol32 is unlikely to involve 
homologous recombination as it is Rad52-independent (Huang et al., 2002). 
The increased instability in pol32Δ strains, and therefore heightened level of 
DNA damage, is probably why pol32Δ mutations are lethal when combined 
with mutations in either of the other two Pol δ subunits POL3 and POL31, or 
in the PCNA encoding gene POL30 (Johansson, Garg and Burgers, 2004). 
Deletion of POL32 significantly reduces the efficiency of BIR, but does not 
prevent all BIR events (Deem et al., 2008). Furthermore, the study found that 
the BIR events associated with pol32Δ cells formed half-crossovers that arise 
from aberrant processing of BIR intermediates (Deem et al., 2008). In pol32Δ 
cells, BIR events can still initiate strand invasion, but are defective for DNA 
synthesis, where the stalled intermediates are cleaved to produce half-
crossovers (Smith, Lam and Symington, 2009). 
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Segmental duplications (SDs) are a major source of CNV polymorphisms 
between individuals (Redon et al., 2006). Pol32 is required for all SDs, with 
duplications arising from replication-based mechanisms and not unequal 
crossovers (Payen et al., 2008). BIR and MMIR could both produce SDs in 
Pol32-dependent mechanisms, only differing in the requirement of additional 
HR proteins, such as Rad52, Rad51, and Rad1 (Payen et al., 2008). As such, 
Pol32 is important in the evolution of CNV events. 
Outside of its function as part of Pol δ, when Pol32 combines with Pol31 and 
two other proteins Rev3 and Rev7, it forms the four subunit polymerase ζ (Pol 
ζ) complex (Makarova, Stodola and Burgers, 2012). Pol ζ has an important 
role in PCNA-dependent DNA translesion synthesis (TLS) and mutagenesis in 
all eukaryotes. Pol32 is indispensable for Pol ζ formation and also for PCNA 
binding, with either property of Pol32 potentially explaining the defective 
mutagenesis observed in pol32Δ cells (Makarova, Stodola and Burgers, 
2012). 
Pol32 has two important, but separable functions as part of the replisome 
complex. The first function of Pol32 is to ensure error-free DNA synthesis 
during replication fork restart, as an important subunit of the Pol δ protein 
complex. However, the second function of Pol32 is in error-prone TLS, as an 
indispensable subunit of the Pol ζ complex. Therefore Pol32 has both 
mutagenic and anti-mutagenic properties dependent upon the polymerase 
complex. 
 
1.8 Common sites of gene amplification in yeast 
 
The rDNA is not the only known CNV locus in the Saccharomyces cerevisiae 
genome, with CNV having been reported at many other loci during growth in a 
selective environment (Hansche, Beres and Lange, 1978; Brown, Todd and 
Rosenzweig, 1998; Dunham et al., 2002; Libuda and Winston, 2006; 
Gresham et al., 2008), but also in the absence of selection (Argueso et al., 
2008; Vernon, Lobachev and Petes, 2008; Hoang et al., 2010; McCulley and 
Petes, 2010). CNV is believed to have played a major role in the evolution of 
eukaryotic genomes (Koszul et al., 2004). CNV genes have been detected 
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following long-term evolution studies that typically cover 50 to 500 generations 
of selective growth (Gorter de Vries, Pronk and Daran, 2017), but have also 
been observed on a much faster scale, such as genomic CUP1 amplifications 
in the presence of copper (Giusy Manuela Adamo et al., 2012), or the 
production of extrachromosomal circular DNAs (eccDNAs) (Moller et al., 
2015). 
 
1.8.1 Long-term evolution of CNV 
 
Compared to haploid yeast, diploids and tetraploids undergo significantly 
faster adaptation, which provides evidence that copy number is important in 
environmental adaptation (Selmecki et al., 2015). Duplication of a gene has 
been suggested to contribute to evolution in three ways (Taylor and Raes, 
2004; Hahn, 2009). Firstly, duplications can cause gene dosage effects, such 
as increased gene expression that confers an adaptive advantage in the 
environment (Kondrashov et al., 2002). Secondly, genetic redundancy caused 
by a duplication event may relieve one allele from purifying selection and 
allow it to develop a novel function, known as neofunctionalisation 
(Voordeckers et al., 2012). Thirdly, the functions and regulation of the 
ancestral gene may become split across the duplicated genes, thereby 
developing specialised functions in each gene, known as subfunctionalisation 
(Hughes, 1994; Force et al., 1999; Voordeckers et al., 2012). 
Long-term evolution studies have identified CNV events that arise 
spontaneously during prolonged growth in a selective environment, which 
confer an adaptive advantage in the environment (Hansche, Beres and 
Lange, 1978; Brown, Todd and Rosenzweig, 1998; Dunham et al., 2002; 
Libuda and Winston, 2006; Gresham et al., 2008). Duplications of the linked 
acid phosphatase genes PHO3 and PHO5 arise spontaneously in asexually 
reproducing populations of Saccharomyces cerevisiae during selection in 
phosphate-limited chemostat populations, over 100 generations (Hansche, 
Beres and Lange, 1978). Amplification of PHO3 and PHO5 genes occurred at 
a rate of 10-11 to 10-12 duplications per mitosis (Hansche, Beres and Lange, 
1978). Strains with a duplication of PHO3 and PHO5 can produce 20- to 40-
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fold more enzyme than a strain without the duplication, during growth on 
phosphate-limited medium, thereby conferring an adaptive advantage (Field 
and Schekman, 1980). Similarly, spontaneous amplification of the structural 
genes ADH2 and ADH4, encoding yeast alcohol dehydrogenases, caused 
resistance to antimycin A, when grown at 15°C, at a rate of 10-10 
amplifications per cell per generation (Dorsey et al., 1992). 
In limited glucose environments, multiple tandem duplications have been 
detected in the high-affinity hexose transport loci HXT6 and HXT7, over a 450 
generation evolution study (Brown, Todd and Rosenzweig, 1998). Most 
aneuploidy regions were the result of translocations, with the genome 
rearrangements bounded by transposon-related sequences at the breakpoints 
(Dunham et al., 2002). CNV mutants that have adapted to nutrient-limited 
environments display a 5-50% increase in fitness over their ancestor 
(Gresham et al., 2008). However, Wenger et al. found that the adaptation 
benefit was an environment-specific trade-off, as yeast adapted to a carbon-
limited environment were outcompeted by their ancestor in carbon-rich 
environments (Wenger et al., 2011). 
Yeast of the Saccharomyces clade were found to amplify the SUL1 or SUL2 
sulphur transporter following approximately 200 to 500 generations of 
continual culture in a sulphate-limited environment (Sanchez et al., 2017). 
However, the choice of which sulphur transporter gene was amplified showed 
differential sub-fractionalisation across the Saccharomyces species, 
dependent upon recent changes in noncoding sequence (Sanchez et al., 
2017). This provides evidence for the genome being optimised to be more 
prone to CNV at certain loci in certain environments based upon the genomic 
sequence. 
CNV can also rescue lost phenotypes caused by other genetic mutations 
(Koszul et al., 2004). Yeast in which the only reported lactate transporter, 
JEN1, is deleted are unable to grow on media containing lactose (de Kok et 
al., 2012). Evolution of jen1D yeast to grow on lactose in serial batch culture 
was achieved through a spontaneous amplification of the AD2Y gene 
encoding an acetate transporter (de Kok et al., 2012). Also in uracil 
auxotrophic cells, with a mutant ura2-15-30-72 allele, duplication of a segment 
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of the mutant allele that corresponds to the ATCase coding domain recovered 
Ura+ revertants (Schacherer et al., 2005, 2007). Similarly, deletion of RPL20A, 
encoding the ribosomal 60S subunit protein L20A, causes a slow-growth 
phenotype that can be recovered by duplication of its homologous RPL20B 
gene (Koszul et al., 2004; Payen et al., 2008). There is also evidence of gene 
dosage compensation by formation of a circular chromosome (Libuda and 
Winston, 2006). Histones H2A and H2B in Saccharomyces cerevisiae are 
encoded by two gene pairs, HTA1-HTB1 and HTA2-HTB2, and when HTA1-
HTB1 is deleted, HTA2-HTB2 compensates via amplification as a new small 
circular chromosome (Libuda and Winston, 2006). Similarly the GAP1 gene, 
encoding the general amino acid permease, is frequently amplified as a self-
propagating extrachromosomal DNA circle (eccDNA), in combination with 
deletion of the chromosomal GAP1 gene, during an evolution experiment in 
nitrogen-limited chemostat cultures over at least 250 generations (Gresham et 
al., 2010). Interestingly, the GAP1 eccDNA is rapidly lost after just a few 
generations in rich media, suggesting that retention of GAP1 eccDNAs 
confers a strong selective disadvantage in a nitrogen-rich environment 
(Gresham et al., 2010). 
Experimental evolution studies have also reported gene loss when not 
maintained under selection (Naseeb et al., 2017). The IFA38 gene encodes 
an elongase enzyme required for very-long chain fatty acid synthesis, and is 
important for maintaining membrane fluidity and for resistance to ethanol and 
other stressors (Tehlivets, Scheuringer and Kohlwein, 2007; Ding et al., 2009; 
Naseeb et al., 2017). Artificial duplication of IFA38 conferred a fitness 
advantage in fermentable media, both immediately after duplication, and in an 
evolved population after 500 generations, through an increased level of gene 
expression (Naseeb et al., 2017). However, strains evolved in non-
fermentable glycerol during respiratory growth, where IFA38 is not being 
actively selected for, the duplicate gene becomes selectively lost in 80% of 
cases after as little as 25 generations (Naseeb et al., 2017). Interestingly, this 
was only the case when the duplicate gene was inserted at a non-tandem 
position to the original IFA38 gene, whereas all the strains carrying a tandem 
copy of IFA38 retained both repeats (Naseeb et al., 2017). Naseeb et al. 
postulated that this discrepancy between tandem and non-tandem repeats is 
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due to some duplicate pairs not being functionally equivalent, or biased 
towards duplicate loss based on genome location, as has been previously 
reported (Scannell et al., 2006; Makino and McLysaght, 2012; Naseeb et al., 
2017). 
CNV events have also been detected in the absence of selection (Argueso et 
al., 2008; Vernon, Lobachev and Petes, 2008; Hoang et al., 2010; McCulley 
and Petes, 2010). In Saccharomyces cerevisiae, the MEC1 and TEL1 genes, 
homologues of the mammalian ATR and ATM genes respectively, encode 
proteins that are involved in the detection of DNA damage and in the 
regulation of telomere length (Vernon, Lobachev and Petes, 2008; McCulley 
and Petes, 2010). Haploid and diploid tel1 mec1 cells are genetically 
unstable, producing a high rate of chromosomal aberrations, including 
duplications, deletions, and translocations, following 200 generations of 
culturing in a non-selective environment (Vernon, Lobachev and Petes, 2008; 
McCulley and Petes, 2010). 
Long-term evolution studies have shown that spontaneous CNV events arise 
during prolonged growth in challenging environments, where the novel CNV 
allele confers an adaptive advantage in the environment. There is evidence 
that the novel CNV becomes dominant in the population as long as the 
selection pressure for the allele remains, but is rapidly lost once the selection 
pressure is removed. Spontaneous CNV has also been detected in the 
absence of selection in genetically unstable strains. Finally, differential 
evolution of the SUL1 and SUL2 amplification in a sulphate-limited 
environment across the Saccharomyces clade, as determined by changes in 
the non-coding sequence, provides strong evidence for certain genomic loci 
being more prone to CNV in certain environments based upon the genomic 
sequence. As such, CNV is a major contributor to the formation of an evolved 
population, which has specifically adapted to the surrounding environment. 
 
1.8.2 Copper resistance CUP1 gene 
 
CUP1 is a well-characterised gene that can rapidly change copy number in an 
environment-specific context (Giusy Manuela Adamo et al., 2012). The CUP1 
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gene was identified as the gene responsible for mediating resistance to the 
toxicity of copper (Fogel and Welch, 1982). In trace amounts, copper is an 
essential macronutrient for budding yeast, but at high concentrations it can 
become toxic to cells (Rutherford and Bird, 2004). CuSO4 concentrations of 
0.5mM and above are inhibitory to the growth of most Saccharomyces 
cerevisiae (Butt, E. Sternberg, et al., 1984). Yeast require just a single copy of 
CUP1 to survive under normal growth conditions, but in high copper 
concentrations, strains with higher CUP1 copy numbers and enhanced 
resistance are selected for (Fig. 1.11) (Fogel and Welch, 1982). Isolated 
copper resistant strains with high CUP1 copy numbers have a 50-fold 
enhanced transcription rate upon exposure to 0.5mM CuSO4 (Butt, E. 





Figure 1.11: Copper resistance through CUP1 copy number amplification. Yeast grown 
in the presence of copper select for strains with higher copy number of the copper-resistance 
gene CUP1 (blue rectangle). The direction of the CUP1 ORF and CUT are shown as black 
arrows. RSC30 (green arrow) is a chromatin-remodelling gene of unknown function that 
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Cellular uptake of copper ions across the plasma membrane is typically more 
labile as lower valence species (Yamaguchi-Iwai et al., 1997). In 
Saccharomyces cerevisiae the FRE1 gene product, a ferric and cupric 
reductase, is the primary reductase responsible for reducing Cu2+ ions to the 
more membrane labile Cu+ ions (Dancis et al., 1992; Hassett and Kosman, 
1995; Yamaguchi-Iwai et al., 1997). A multimeric plasma membrane protein 
CTR1, encoded by the CTR1 gene, is believed to then bind Cu+ ions in a 
pocket for subsequent internalisation and translocation of the Cu+ ion into the 
cytosol in a process that has not yet been fully characterised (Dancis, Haile, 
et al., 1994; Dancis, Yuan, et al., 1994; Knight et al., 1996; Yamaguchi-Iwai et 
al., 1997). Both FRE1 and CTR1 transcription is dependent upon copper, 
therefore reduction of extracellular Cu2+ and cellular uptake of Cu+ is 
regulated homeostatically (Dancis, Yuan, et al., 1994; Hassett and Kosman, 
1995; Yamaguchi-Iwai et al., 1997). 
CUP1 encodes a metallothionein, a heavy metal ion-binding protein often 
involved in detoxification (Winge et al., 1985; Ecker et al., 1986). Cup1 has 
been shown to bind several metal ions in vitro (Winge et al., 1985), but only 
copper and cadmium ions are also bound in vivo (Ecker et al., 1986; 
Jeyaprakash, Welch and Fogel, 1991). Cup1 can bind up to 8 Cu+ ions 
through 12 cysteine residues per molecule, thus removing excess Cu+ ions 
from causing damage inside the cell (Winge et al., 1985). The CUP1 
regulatory sequence has a specific transcriptional requirement for copper 
(Butt, E. J. Sternberg, et al., 1984) and increased resistance through 
metallothionein production is a combined effect of CUP1 gene amplification 
and induced transcription (Karin et al., 1984). CUP1 complementation on a 
high copy number plasmid restored copper resistance to a sensitive cup1Δ 
strain, but interestingly it had no effect on cadmium resistance (Jeyaprakash, 
Welch and Fogel, 1991). This shows that the CUP1 confers resistance to 
copper and cadmium in a separable way, and that resistance is not just 
attributable to an increased rate of transcription, but also requires a genomic 
amplification of the CUP1 gene. 
Positive transcriptional regulators of the CUP1 gene, other than high 
concentrations of copper, include cis-acting upstream activation sequences 
(Butt, E. J. Sternberg, et al., 1984; Thiele and Hamer, 1986) and trans-acting 
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transcriptional regulatory factors (Hamer, Thiele and Lemontt, 1985; Gorman 
et al., 1986). Through genetic approaches to identify the trans-acting factors, 
the ACE1 gene was found to activate CUP1 expression upon exogenous 
copper exposure and whose loss makes cells copper sensitive (Thiele, 1988). 
The ACE1 gene was found to map to the same locus as another gene CUP2 
(Mortimer and Schild, 1985; Thiele, 1988), and was later confirmed to be the 
same gene (Buchman et al., 1989). Cup2 is a copper-regulated DNA-binding 
protein that acts as the primary sensor of intracellular Cu+ ions, by refolding 
from its metal-free apoprotein conformation upon binding of Cu+ ions to its 
cysteine-rich DNA-binding domain (Buchman et al., 1989). Cup2 either 
directly binds the upstream control region of CUP1, or indirectly regulates the 
synthesis or activity of another protein that binds there (Welch et al., 1989). In 
cup2 mutants, with or without the addition of copper, only very low levels of 
CUP1 mRNA can be produced and the CUP1 promoter-binding factor is lost, 
confirming that CUP2 functions as a Cu+-regulated transcriptional activator of 
CUP1 (Buchman et al., 1989; Welch et al., 1989). As a result, cup2Δ yeast 
display a decrease in copper resistance of two orders of magnitude (Welch et 
al., 1989). 
The CUP2 gene also has a paralogue HAA1 in Saccharomyces cerevisiae 
that arose from the whole genome duplication (Byrne and Wolfe, 2005). Just 
like CUP2, HAA1 is also characterised as a transcriptional activator, 
supporting the idea of a regulatory role for CUP2, but unlike CUP2, HAA1 is 
not involved in copper adaptation, but instead it plays an essential role in 
weak acid sensing and adaptation (Keller et al., 2001; Fernandes et al., 
2005). 
Besides CUP2, the only other known trans-regulator of CUP1 is the trimeric 
heat shock transcription factor Hsf1, which activates CUP1 expression in 
response to heat shock, glucose starvation and oxidative stresses through 
binding to a heat shock element located within the CUP1 promoter upstream 
regulatory region (Tamai et al., 1994; Mager and De Kruijff, 1995). Therefore 
it is possible that Cup1 may have additional functions in the general stress 
response, beyond just copper resistance. In particular, Cup1 appears to 
exhibit some copper-dependent antioxidant activity (Tamai et al., 1993; Liu 
and Thiele, 1996). Deletion of the superoxide dismutase gene SOD1 in yeast, 
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which is required for protection from oxygen-related toxicity, is lethal to cells 
grown on the respiratory carbon source lactate (Tamai et al., 1993). However, 
sod1∆ yeast supplemented with copper remain viable (Tamai et al., 1993). In 
addition, CUP1 mRNA levels become dramatically up-regulated in conditions 
of oxidative stress, further suggesting a potential antioxidant role for CUP1, as 
a substitute for superoxide dismutase, in cellular defence against oxidative 
stress (Tamai et al., 1993). This antioxidant response, through up-regulated 
CUP1 transcription, was found to be strongly activated by the superoxide 
anion generator menadione, and to require both the CUP1 promoter heat 
shock element and Hsf1 (Liu and Thiele, 1996). Therefore CUP1 appears to 
have two distinct transcriptional activation mechanisms in place, which have 
been perfected to respond either specifically to increases in copper toxicity 
levels or more generally as part of a cellular stress response. 
In addition to the multi-copy CUP1 locus, Saccharomyces cerevisiae have a 
second copper-binding metallothionein that is transcribed from the single copy 
CRS5 gene (Culotta, Howard and Liu, 1994). It was discovered through a 
genomic screen for genes conferring high copper resistance in a cup1Δ 
background (Culotta, Howard and Liu, 1994). Crs5 is another cysteine-rich 
metallothionein that is regulated by copper, oxidative stress and CUP2, but 
unlike CUP1, CRS5 is specific to just copper resistance, remaining sensitive 
to cadmium toxicity and sharing very little homology with CUP1 (Culotta, 
Howard and Liu, 1994). CUP1 plays a much more dominant role in copper 
detoxification than CRS5, which is at least in part due to its stronger promoter 
(Jensen et al., 1996). A promoter exchange experiment found that copper 
resistance via CRS5 increased when driven by the strong CUP1 promoter, 
and conversely the CUP1-driven copper resistance was reduced when 
replaced by the weaker CRS5 promoter (Jensen et al., 1996). 
 
1.8.3 Formaldehyde resistance SFA1 gene 
 
The SFA1 gene is responsible for a cell’s resistance to formaldehyde (Wehner 
and Brendel, 1993; Wehner, Rao and Brendel, 1993). Formaldehyde is a 
weak mutagen and recombinagen to wild-type budding yeast, with 
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concentrations of formaldehyde of 1mM or higher proving to be cytostatic or 
cytotoxic to haploid wild-type cells (Wehner and Brendel, 1993). First 
annotated in 1989 (Mortimer et al., 1989), the SFA1 gene encodes a 
glutathione-dependent formaldehyde dehydrogenase, which oxidises 
formaldehyde to S-formylglutathione for its detoxification (Wehner, Rao and 
Brendel, 1993; Grey, Schmidt and Brendel, 1996). The role of SFA1 in 
formaldehyde resistance was first established through its hyper-resistance 
phenotype when expressed in cells on a high copy number plasmid (Fig. 1.12) 
(Wehner, Rao and Brendel, 1993). Hyper-resistant cells maintain the high-
copy SFA1 plasmid as long as they are being cultured in 5mM formaldehyde, 
a lethal concentration to untransformed yeast, showing the importance of 
maintaining high levels of Sfa1 for formaldehyde detoxification (Wehner and 
Brendel, 1993). The genomic SFA1 is a single copy, non-essential gene, but it 
does still display hyper-sensitivity to formaldehyde in null mutants (Gompel-





Figure 1.12: Formaldehyde resistance through SFA1 copy number amplification. 
Growth of yeast containing the SFA1 gene (blue arrow) expressed on a high copy number 
plasmid showed much greater resistance to formaldehyde (FA) than its untransformed 
counterpart with a single genomic SFA1 repeat. SFA1 shares a bi-directional promoter with 
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SFA1 shares an 868bp divergent promoter with the UGX2 gene of unknown 
function (Wehner, Rao and Brendel, 1993). Promoter deletion studies found 
that the SFA1 upstream sequence experiences negative interference 
controlling the expression of SFA1, but the region between positions -145 and 
-172 is totally or partially responsible for control of SFA1 inducibility by 
formaldehyde (Wehner, Rao and Brendel, 1993). 
SFA1 is a member of the class III alcohol dehydrogenase family of enzymes 
that show bi-functional activity as glutathione-dependent formaldehyde 
dehydrogenases and alcohol dehydrogenases, but within the cell it appears 
that the general role of Sfa1 is in formaldehyde detoxification and not the 
turnover of long-chain alcohols (Fernandez et al., 1995). Sfa1 has been 
shown to localise to both the cytoplasm (Huh et al., 2003) and the 
mitochondria (Sickmann et al., 2003). 
The SFA1 gene is expressed in response to chemicals such as formaldehyde, 
ethanol and methyl methanesulfonate (Wehner, Rao and Brendel, 1993), but 
it is also under the negative regulation of Sko1, a basic leucine zipper 
transcription factor of the ATF/CREB family (Nehlin, Carlberg and Ronne, 
1992), which in turn is regulated by the mitogen activated protein kinase Hog1 
involved in osmoregulation (Rep et al., 2001). SFA1 is induced in sko1Δ 
yeast, where its on-going repression is lifted, but also in response to osmotic 
stress through the Hog1 kinase acting on Sko1 and alleviating its repression 
of SFA1 (Rep et al., 2001). In addition, SFA1 becomes induced under 
oxidative stress (DeRisi, Iyer and Brown, 1997; Rep et al., 2001). This 
response in dependent upon another basic leucine zipper transcription factor 
Yap1 (DeRisi, Iyer and Brown, 1997; Rep et al., 2001). Therefore it has been 
suggested that the osmoregulation and oxidative stress responses are 
independent processes, with Sko1 influencing Yap1 promoter access or 
activity in some way during the oxidative stress response (Rep et al., 2001). It 
also means that the SFA1 gene has two distinct transcriptional activation 
profiles: the first as a specific response to cellular formaldehyde levels, and 
the second as a more general induction response to various stresses. 
SFA1 is the cell’s primary route for formaldehyde detoxification, but in its 
absence another alcohol dehydrogenase Adh1 can still produce a hyper-
resistance phenotype, albeit much less pronounced, most likely via a 
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reductive step that produces methanol (Grey, Schmidt and Brendel, 1996). 
Yeast also have an essential esterase, encoded by the YJL068C gene, which 
can also function as an S-formylglutathione hydrolase that may potentially 
also be involved in the detoxification of formaldehyde into S-formylglutathione 
(Degrassi et al., 1999; Vandenbol and Portetelle, 1999). 
SFA1 has also been used in combination with CUP1 for CNV assays 
(Narayanan et al., 2006; Zhang et al., 2013). The CUP1 SFA1 system allows 
for detection of cells with gross chromosomal rearrangements (GCRs) with 
amplified CUP1 and SFA1 genes by selecting for dual copper and 
formaldehyde resistance (Narayanan et al., 2006). The CUP1 SFA1 reporter 
system used by Narayanan et al. in haploid cells enabled the detection of 5- 
to 13-fold extrachromosomal amplifications of CUP1 and SFA1, but also 
observed intrachromosomal amplifications, which were highly unstable and 
often produced secondary rearrangements upon propagation (Narayanan et 
al., 2006). Zhang et al. optimised the assay for selection of low-order 
amplifications, using the gene dosage-dependent phenotypes of CUP1 and 
SFA1 to now separate cells that have amplified from one to two copies in 
haploids, or from two to three copies in diploid cells (Zhang et al., 2013). 
Although genomic CNV has not been observed at SFA1, the experimental 
evidence for SFA1 being a high-copy enhancer of formaldehyde resistance, 
and its involvement in CNV assays, makes SFA1 a likely candidate for 
endogenous CNV events. 
 
1.8.4 Extrachromosomal DNA circles 
 
So far, we have only discussed CNV arising from changes in the number of 
repeats of chromosomal sequences. However, cells also have an alternative 
and far less understood form of undergoing CNV that involves 
extrachromosomal DNA circles (eccDNAs) (Møller et al., 2015). eccDNAs are 
circular DNA species, believed to arise from genome excision through various 
recombination mechanisms (Fig. 1.13). In Saccharomyces cerevisiae, they 
range in size from 1kb up to 38kb and cover 23% of the genome, which 
accounts for thousands of genes (Møller et al., 2015). eccDNAs are of 
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medical interest, as they have been shown to accumulate in cancer cells, 
where they are referred to as double minutes (Cox, Yuncken and Spriggs, 
1965; Radloff, Bauer and Vinograd, 1967). These double minutes contribute 
to the intracellular genetic heterogeneity of tumours, with particular 
importance placed on their amplification of oncogenes and drug resistance 





Figure 1.13: Proposed recombination model for eccDNA formation. a) A collapsed 
replication fork at a replication fork stalling site (red cross) induces a DSB to begin DNA 
repair. b) During the DNA repair process, a genomic repeat (blue arrow) loops out and aligns 
with a homologous repeat on the same DNA strand and c) becomes excised from the 
genome to form an eccDNA. d) Genomic repair proceeds as normal, re-synthesising the lost 
repeat using the homologous chromatid. 






The largest producers of eccDNAs are the rDNA repeats (where they are 
known as ERCs), telomeric repeats, transposon remnants, and tandemly 
repeated genes like CUP1, HXT6/7, and ENA1 (Sinclair and Guarente, 1997; 
Møller et al., 2015). Many recombination models have been proposed for 
eccDNA formation, with the simplest arising from intrachromosomal ectopic 
homologous recombination between long terminal repeats (LTRs) that flank 
the genomic sequence (Gresham et al., 2010). The rate at which this happens 
also appears to be controlled by the environment, potentially implicating it in 
environmental adaptation (Gresham et al., 2010). Other known mechanisms 
of eccDNA formation that require a DSB include incorrect NHEJ (van Loon, 
Miller and Murnane, 1994; Storlazzi et al., 2010), and MMEJ (Vogt et al., 
2004; Shibata et al., 2012), but DSB-independent mechanisms also exist such 
as replication errors near short inverted repeats (Brewer et al., 2011), or by 
small fragment-driven DNA amplification (SFDA) (Mukherjee and Storici, 
2012). 
eccDNAs are actively accumulated in mother cells, as part of an asymmetric 
division that potentially works by selective attachment of eccDNAs to 
structures retained in the mother, analogous to the association of nucleolar 
fragments with the nuclear periphery of aging cells (Sinclair and Guarente, 
1997; Sinclair, Mills and Guarente, 1997). eccDNAs are only passed to 
daughter cells during division of very old mother cells, where there is most 
likely a breakdown in the asymmetry of inheritance (Sinclair and Guarente, 
1997). ERCs have been hypothesised to contribute to aging by sequestration 
of the DNA replication machinery, thereby triggering permanent cell cycle 
arrest (Sinclair and Guarente, 1997). As such, it is believed that mother cells 
selectively retain the harmful eccDNAs as a protective mechanism for 
daughter cells. 
Accumulation of ERCs has been implicated as a cause and not simply a 
consequence of aging. In fob1Δ cells, in which ERC formation is slowed, cells 
benefit from a 30-60% extension in lifespan (Defossez et al., 1999). However 
ERCs can still accumulate to high levels in aged yeast, just at a reduced rate 
compared to wild-type cells, showing that ERC formation is not strictly 
dependent of Fob1 (Lindstrom et al., 2011). As Fob1 is important generally for 
all recombination events at the rDNA, the lifespan extension phenotype in 
 68 
fob1Δ cells may be the result of general reduced rDNA instability and not 
decreased ERC accumulation (Ganley et al., 2018). 
It is believed that most eccDNAs are replicated with each cell cycle, with 80% 
of circles containing a consensus sequence for an autonomously replicating 
sequence (ARS) element, enabling them to replicate independently of the 
chromosomes (Møller et al., 2015). Therefore eccDNAs exponentially 
accumulate in mother cells with age. eccDNA accumulation causes massive 
variation in CNV within the genomes of any given population at any time, 
which potentially has many roles in adaptation. Aged yeast have even been 
shown to display a fitness advantage over their young counterparts when 
grown on non-optimal carbon sources (Frenk et al., 2017). This enhanced 
fitness in aged yeast could be because of their eccDNA accumulation, 
increasing population heterogeneity and thus providing an adaptive 
advantage. Therefore it may be that under normal growth conditions, 
eccDNAs are detrimental to cells, but if the environment switches, in particular 
to a challenging environment, eccDNA retention provides a greater genomic 
diversity and therefore improved adaptive ability. However, current evidence 
for eccDNAs being transcriptionally active is minimal. The Tyler group recently 
observed a 8-fold and 30-fold reduction in transcription of the NTS1 and NTS2 
rDNA ncRNAs in aged fob1Δ yeast, from which they concluded that ERCs 
can be transcribed by RNA Pol II and the reduction in transcription of the 
rDNA ncRNAs was due to the decreased accumulation of ERCs in fob1Δ cells 
(Pal et al., 2018). 
Importantly for eccDNAs, they can arise from genomic regions containing 
short or no repetitive sequence, as well as from multi-copy loci (Møller et al., 
2015). This means that excision and then re-integration of an eccDNA into the 
genome at its original genomic locus is one hypothesised mechanism for 
gene duplication events from single copy (Møller et al., 2015). 
 
1.9 General model for CNV 
 
Combining all the current literature on CNVs, replication fork stalling, 
transcriptional interference, models of DNA repair, and in particular the 
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specialised rDNA copy number amplification model (Jack et al., 2015), we 
propose a model for stimulated CNV at other loci in the yeast genome (Fig. 
1.14). Firstly, we predict the importance of replication fork stalling at a site 
upstream of the candidate CNV gene, which can be identified by the DNA 
damage marker γH2A. Secondly, we propose that candidate CNV genes are 
primarily repressed under normal growth conditions and that they become 
strongly induced in response to a specific challenging environment. Finally, 
based on the importance of the Pol II transcribed ribosomal ncRNAs in 
regulating CNV at the rDNA, we predict that other candidate CNV genes 





Figure 1.14: Predicted general model for stimulated CNV. Replication fork stalling model 
for the a) known specialised rDNA locus, and b) predicted general genomic locus. The 
replication machinery is predicted to stall at a replication fork stalling site (RFS), just upstream 
of our general CNV gene (red arrow), which is marked by the early DNA damage response 
marker γH2A. The CNV gene is transcribed from a bi-directional promoter with one direction 
transcribing into the RFS. 
 
 
Our model predicts that the replication machinery pauses at the fork stalling 
sites of CNV genes, and will simply restart if not interfered with. However, in 
specific challenging environments, we propose that the appropriate CNV 
gene(s) would become highly expressed, and that transcription of either its 
sense or its antisense transcript would interfere with the replication machinery 
at the stalled fork, causing the fork to collapse. Next, a double strand break 
must be introduced at the site of the collapsed fork, before any DNA repair 
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process can begin. DNA DSB repair would then proceed using the intact 
sister chromatid as a template for BIR. If the sequence found for homologous 
repair is the matching repeat, there will not be any copy number change. 
However, if repair occurs off a mismatched repeat, a CNV event will result. 
For any possibility of mismatching the repeat during DSB repair and thus 
CNV, the genome must contain a minimum of two parental repeats. 
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2. Materials and Methods 
 
2.1 Yeast culture 
 
2.1.1 Yeast strains 
 
The Saccharomyces cerevisiae strains used in this study are listed in Table 
2.1. All strains used are derivatives of S288C (Brachmann et al., 1998). Yeast 
deletion strains were created by standard methods and verified by PCR. 
Plasmids used in this study are listed in Table 2.2 and were verified by 
restriction digest and/or sequencing. Oligonucleotide pairs used in this study 
are listed in Table 2.3. 
 
Table 2.1: Yeast strains used in this study. 
Strain ID Strain Name Genotype Reference 
YRH21 BY4741 MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 (Brachmann et 
al., 1998) 
YJH108 rrp6Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 rrp6Δ::NatMX6 (Houseley and 
Tollervey, 
2006) 
YRH79 PGAL1-HA MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 ade2::MET25 
cup1::17x[PGAL1-3HA]-ADE2 pRS316-CUP1 
Note: All chromosomal CUP1 repeats were replaced with a 
3HA ORF under the control of the GAL1 promoter and 
amplified to 17 copies upon transformation. A single ADE2 
marker is present at the telomere proximal end. 
(Hull et al., 
2017) 
YRH34 MEP wild-type 
diploid 
ade2::hisG/ade2::hisG his3/his3 leu2/leu2 lys2/+ 








YRH35 MEP PGAL-HA 
heterozygote 
ade2::hisG/ade2::MET15 met15::ADE2/met15Δ0 trp1Δ63 




(Hull et al., 
2017) 
YRH77 rtt109Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 rtt109Δ::KanMX4 (Giaever et al., 
2002) 
YCJ3 hst3Δ hst4Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 hst3Δ::KanMX6 
hst4Δ::LEU2 
(Jack et al., 
2015) 
YJH87 sir2Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 sir2Δ::HpHMX6 (Houseley et 
al., 2007) 




csm1Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 csm1::KanMX4 (Giaever et al., 
2002) 
YJH247 asf1Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 asf1::HIS3 (Houseley and 
Tollervey, 
2011) 
YCJ225 ctf4Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 ctf4::LEU2 (Jack et al., 
2015) 
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YCJ221 mms22Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 mms22::LEU2 (Jack et al., 
2015) 
YCJ272 mms1Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 mms1:KanMX4 (Giaever et al., 
2002) 
YJH366 dun1Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 dun1Δ:KanMX4 (Giaever et al., 
2002) 
YRH78 mrc1Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 mrc1Δ:KanMX4 (Giaever et al., 
2002) 
YJH363 pol32Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 pol32Δ:KanMX4 (Giaever et al., 
2002) 
YRH86 MEP rtt109Δ 
diploid 
ade2::hisG his3 leu2 lys2/+ met15::ADE2/+ ura3Δ0 trp1Δ63 
hoD::SCW11pr-Cre-EBD78-NatMX loxP-UBC9-loxP-LEU2 
loxP-CDC20-Intron-loxP-HPHMX rtt109::TRP1 
(Hull et al., 
2017) 
YRH82 PGAL-HA rtt109Δ MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 ade2::MET25 
17x[PGAL1-3HA]-ADE2 rtt109::KanMX6 pRS316-CUP1 
(Hull et al., 
2017) 
YRH23/24 3xCUP1 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-3xCUP1 
(Hull et al., 
2017) 
YRH42 3xCUP1 rtt109Δ his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 cup1Δ::ADE2-
3xCUP1 rtt109Δ::KanMX6 
(Hull et al., 
2017) 
YRH28 3x[CUP1-NodA] MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-3x[CUP1-NodA] 
This study 
YRH30 3x[CUP1-Ttef] MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-3x[CUP1-Ttef] 
This study 




       /110 
3xCUP1 trp1Δ MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-3xCUP1 trp1Δ::NatMX6 
(Hull et al., 
2017) 
YRH149 2xCUP1 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-2xCUP1 
This study 
YRH87 1xCUP1 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-CUP1 
This study 
YRH151 1xCUP1 met17Δ MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
cup1Δ::ADE2-CUP1 met17Δ::KanMX6 
This study 
YRH161 1xCUP1 met17Δ 
pCUP1-MET25-
GFP Int. 
MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
met17Δ::KanMX6 cup1Δ::ADE2-2x[CUP1]-MET25-GFP  
Note: A plasmid containing a single CUP1 repeat, a MET25-
GFP marker, and no other origin of replication or centromere 
integrated alongside a single genomic CUP1 repeat. A 
single ADE2 marker is present at the telomere proximal end. 
This study 
YRH89 3xSFA1 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
sfa1::NatMX6 cup1Δ::ADE2-CUP1-3xSFA1  
(Hull et al., 
2017) 
YRH100 3xSFA1 rtt109Δ MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
sfa1::NatMX6 cup1Δ::ADE2-CUP1-3xSFA1 
rtt109Δ::KanMX6 
(Hull et al., 
2017) 
YRH127 7xSFA1 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 ade2Δ::LEU2 
sfa1::NatMX6 cup1Δ::ADE2-CUP1-7xSFA1  
This study 

























ade2::hisG/ade2::hisG his3/his3 leu2/leu2 lys2/+ 









ade2::hisG/ade2::hisG his3/his3 leu2/leu2 lys2/+ 




loxP-HPHMX sfa1::KanMX6/sfa1::KanMX6 cup1:: ADE2-
SFA1 V208I-CUP1 /cup1::ADE2-SFA1 V208I-CUP1  
This study 
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Table 2.2: Plasmids used in this study. 
Plasmid ID Plasmid Name Construction Reference 
pJH252 pRS316-CUP1 CUP1 PCR cloned into pRS316 by ClaI NotI (Hull et al., 2017) 
pJH254 pBS-CUP1 CUP1 PCR cloned into pBS II SK- by EcoRI ClaI (Hull et al., 2017) 
pJH278 pBS-PGAL1-3HA Multi-fragment construction: 
pBS-CUP1 SpeI EcoRI 
PGAL1 PCR SpeI PacI 
3HA PCR PacI NheI 
CUP1 PCR 3’ NheI EcoRI 
(Hull et al., 2017) 
pJH264 pADE2-CUP1-flanks Multi-fragment construction: 
pBSII SK- KpnI SacI 
CUP1 flank PCR KpnI ClaI 
ADE2 PCR ClaI SpeI 
CUP1 flank PCR SpeI SacI 
(Hull et al., 2017) 
pJH280 pADE2 3x PGAL1-
3HA  
Multi-fragment construction: 
pADE2-CUP1-flanks ClaI EcoRI 
pBS-PGAL1-3HA ClaI SalI 
pBS-PGAL1-3HA XhoI NgoMIV 
pBS-PGAL1-3HA XmaI EcoRI 
(Hull et al., 2017) 
pRH9 pADE2-CUP1 Multi-fragment construction: 
pBS II SK- XhoI SacI 
pADE2-CUP1-Flanks EcoRI SacI 
RSC30 right flank PCR XhoI EcoRI 
(Hull et al., 2017) 
pRH12 pADE2-3xCUP1 Multi-fragment construction: 
pADE2-CUP1 Sal1 EcoR1 
pBS-CUP1 Xho1 BglII 
pBS-CUP1 BamH1 EcoR1 
(Hull et al., 2017) 
pJH295 pBS CUP1-NodA CUP1 PCR cloned into pBS II SK- by ClaI NotI This study 
pJH296 pBS CUP1-Ttef Multi-fragment construction: 
pBS II SK ClaI NotI 
PCR 1083-1262 on BY4741 gDNA ClaI NheI 
PCR 1263-1264 on pFA6a-KanMX6 NheI NotI 
This study 
pJH285 pBS GFP-CUP1 pJH254 XmaI EcoRV backbone 
pRH28 XmaI BglII (blunt) insert 
This study 
pRH22 pADE2-2xCUP1 SalI EcoRI fragment of pADE2-CUP1 cloned into 
XhoI EcoR1 sites of pBS-CUP1 
This study 
pJH97 pRS411 - (Cost and Boeke, 
1996; Brachmann 
et al., 1998) 
pJH353 pCUP1-MET25-GFP PCR on YSF53 gDNA BglII NotI cloned into BglII 
NotI pBS-CUP1 
This study 
pJH294 pBS SFA1 SFA1 PCR cloned into pBS II SK- by XhoI NotI (Hull et al., 2017) 
pJH310 pADE2-CUP1-
1xSFA1 
XhoI EcoRI fragment of pJH294 cloned into SalI 
EcoRI sites of pRH9  
(Hull et al., 2017) 
pJH311 pBS 2xSFA1 XhoI EcoRI fragment of pJH294 cloned into SalI 
EcoRI sites of pJH294 
(Hull et al., 2017) 
pJH312 pADE2-CUP1-
3xSFA1 
XhoI EcoRI fragment of pJH311 cloned into SalI 
EcoRI sites of pJH310 
(Hull et al., 2017) 
pJH337 pGEM SFA1 part PCR 1460-1234 on BY4741 gDNA in pGEM-
Teasy 
(Hull et al., 2017) 
pJH338 pJET PGAL1-GFP Multi-fragment construction: 
PCR 1485-1110 on BY4741 gDNA PacI digest 
PCR pFA6a F1-1486 on pFA6a-GFP-TRP1 PacI 
digest 
pJET EcoRV 
(Hull et al., 2017) 
pJH340 pGEM ugx2::1LAGP-
GFP-SFA1 
pJH337 NheI PstI + pJH338 NheI PstI (Hull et al., 2017) 
 74 
pJH347 pGEM 2xugx2:: 
1LAGP-GFP-SFA1 
pJH340 XhoI XmaI + pJH340 XhoI NgoMIV (Hull et al., 2017) 
pJH348 pADE2-CUP1  
ugx2::1LAGP-GFP-
SFA1 




pJH348 SalI EcoRI + pJH347 XhoI EcoRI (Hull et al., 2017) 
pJH336 pGEM SFA1 F1R5 pGEM T-easy + PCR SFA1 on BY4741 gDNA This study 
pJH341 pJET SFA1 F6R1 pJET 2.1 + PCR SFA1 on BY4741 gDNA This study 
pJH342 pJET SFA1 F1R5 
F6R1 
ClaI SphI pJH341 + ClaI SphI pJH336 This study 
pJH343 pGEM PGAL1-GFP 
NS 
pGEM T-easy + PCR PGal-GFP on YJH281 
gDNA NheI SphI  
This study 
pJH344 pJET UGX2 PGAL1-
GFP SFA1 
NheI SphI pJH342 + NheI SphI pJH343 (1.3kb 
fragment) 
This study 
pJH345 pJET 2xUGX2 PGAL1-
GFP SFA1 








SalI EcoRI pJH346 + XhoI EcoRI pJH345 This study 
pRH25 pJET-PGal10 PCR PGal10 on BY4741 gDNA and blunt end 





EcoRI SalI pRH25 
NheI SphI pJH344  





pRH9 EcoRI SalI + pRH28 XhoI EcoRI This study 
pRH34 p2xUGX2-1LAGP-
GFP-SFA1 




pRH34 XhoI EcoRI + SalI EcoRI pRH31 This study 





EcoRI SalI fragment of pADE2-CUP1 cloned into 






Table 2.3: Oligonucleotide pairs used in this study. 
Oligonucleotide sequences Description 
AGTTTCGATAGTTTAAACTCCGACTATATCTGAGACGAACA…TATGAAAT
CTGGCGCGCCTGGTGGTTGGCAAATGAC 









CUP1 repeat for pBS CUP1 and 
pRS316 CUP1 – on BY4741 gDNA 
TCGTATTAGTACTAGTTTATATTGAATTTTCAAAAATTCTTAC…ATTTTG
GAAGTTAATTAATTCGCTGAACATTATAGTTTTTTCTCCTTGACGTT 
PGAL1 – on BY4741 gDNA 
CGGATCCCCGGGTTAATTAAG…TATGGTCTCTGCTAGCTCAGCACTGAGC
AGCGTAATC 




CUP1 3’ – on BY4741 gDNA 
TACGCTCAGTGGTACCGAGCTCTCAATGACCCTATTCAATAAGCA…GAAC
TCAGTCATCGATGAAGACTGACCTAGAAGCGAATG 
CUP1 flank – on BY4741 gDNA 
CCATCGATTTACTAGTGCATATGTATTAATCCTAAAATGTATTAT…TTAA
CTAGGAGAGCTCTAGCGAGTCAGAAGCTGTCAAG 
CUP1 flank – on BY4741 gDNA 
TAGTGCTAGTATCGATTGAATCGAATTCCACCATAGATCTGAATTAATTC
TTGA…GGTCGATCCTACTAGTCACACCGCATAGATCTTATGTATG 





Deletion cassette for CUP1 repeats – 




Deletion cassette for RTT109 - on 
pFA6a-TRP1 plasmid  
AATTCTAAGAAAGGCAAGGTTGA…GAACTCAGTCATCGATGAAGACTGAC
CTAGAAGCGAATG 
CUP1 flank probe (single copy 
target) – on BY4741 gDNA 
AACTGACCATGCATGCTAGTTAGAAAAAGACATTTTTGCTGT…GGATCCT
AATACGACTCACTATAGGGAGAGGATCATTTCCCAGAGCAGCATGA 
CUP1 specific probe (multi-copy 
target) – on BY4741 gDNA 
TCGTATTAGTACTAGTTTATATTGAATTTTCAAAAATTCTTAC…GGATCC
TAATACGACTCACTATAGGGAGAGGATCAGCACTGAGCAGCGTAATC 
PGAL1-3HA specific probe (multi-copy 
target) – on pBS-PGAL1-3HA gDNA 
ATGTTCAGCGAATTAATTAACTTCCA…GGATCCTAATACGACTCACTATA
GGGAGAGGATCATTTCCCAGAGCAGCATGA 




CUP1 CUT RNA probe – on BY4741 
gDNA 

















SFA1 cloning – on BY4741 gDNA 
CGTATGATGCGAAGAAACCA…CCTGTGAGTGATAAATTCTTCGA 
 




RSC30 right flank - on BY4741 gDNA 
CGTATGATGCGAAGAAACCA…GGATCCTAATACGACTCACTATAGGGAGA
GGACGCCTTTTTGCACATTAGCT 









MET17 deletion on pFA6a-KanMX6 
TCGTATTAGTGCTAGCTTATATTGAATTTTCAAAAATTCTTAC…ATTTTG
GAAGTTAATTAATTCGCTGAACATTATAGTTTTTTCTCCTTGACGTT 
PGAL1 for PGAL1-GFP SFA1 construct 




SFA1 for PGAL1-GFP SFA1 construct 
(1460-1234) – on BY4741 gDNA 
CGGATCCCCGGGTTAATTAA…AATCGCTTCACCCGGGTGATCTATATTAC
CCTGTTATCCCTAG 
GFP for PGAL-GFP SFA1 construct 








SFA1 for pJH341 on BY4741 gDNA 
TCGTATTAGTGCTAGCTTATATTGAATTTTCAAAAATTCTTAC… 
AATCGCTTCAGCATGCTGATCTATATTACCCTGTTATCCCTAG 




PGal10 promoter for pRH25 on 
BY4741 gDNA 
CTGCGGGACTATCGGACTCTCCG…CCAAATACTGCAACGGTATC SFA1 V208I site directed 
mutagenesis on pJH294 
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2.1.2 Liquid media 
 
All experiments were performed in yeast nitrogen base media supplemented 
with CSM amino acids, unless otherwise stated, and 2% Glucose or 
Galactose. All media components were purchased from Formedium. Cells 
were grown at 30°C with shaking at 200rpm, unless stated otherwise. Yeast 
nitrogen base media contains 250nM CuSO4. Nicotinamide (Sigma 47865-U) 
was added to the media at 5mM. Rapamycin (Santa Cruz Biotechnology sc-
3504) was added to the media at 25nM. CuSO4 and formaldehyde (103999 
MERCK Formaldehyde solution min. 37% free from acid, or 11586711 
Thermo Scientific™ Pierce™ Methanol-free Formaldehyde Ampules) were 
added to the media at the concentrations stated. 
 
 
2.1.3 Solid media 
 
Yeasts were grown on 25ml solid YPD agar or YNB agar supplemented with 
the appropriate amino acid drop-out media in standard 90mm Petri Dishes. 
For negative selection of URA3 containing plasmids, yeasts were grown on 
YNB agar with the appropriate amino acid supplements and 1mg ml-1 5-FOA 
(Formedium 5FOA10) and 50μg ml-1 Uracil (Formedium DOC0212). For 
1xCUP1 1xSFA1 amplification analysis, cells were plated on YNB agar 
lacking CuSO4 and supplemented with the appropriate amino acids and 
CuSO4 was added to the media at 200μM and formaldehyde at 1.6mM. 
 
2.1.4 Spectrophotometric quantification of yeast 
cultures 
 
Yeast culture cell density was approximated using Amersham Biosciences 
Ultrospec 10 Cell Density Meter and OD600nm readings were converted to 
actual cell density using widely available conversion tables. For OD values 
between 0.05 and 1, the conversion relationship is roughly linearly 
proportional to cell number. For cultures with OD values greater than 1, the 
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spectrophotometric sample was diluted (usually 1 in 10) to give a more 
accurate reading within the linear range. 
 
2.1.5 Yeast transformation 
 
For transformation, 4ml yeast culture was grown to mid-log and all 7x106 cells 
were washed first with 4ml water and secondly with 1ml water. Cells were re-
suspended in 240μl 50% w/v PEG, 34μl genomic DNA transformation 
template or 31μl water with 3μl plasmid template, 50μl 2mg ml-1 salmon 
sperm DNA (Sigma, boiled prior to use) and 36μl 1M LiOAc. Transformations 
were incubated for 40 minutes at 42°C, then pelleted and re-suspended in 
50μl water. Transformation cells were then plated either directly onto the 
appropriate selective auxotrophic plate and given 2 to 3 days growth at 30°C, 
or when using antibiotic selection, first plated onto a YPD plate for overnight 
growth at 30°C and then replica plated onto a YPD plate containing the 
selective antibiotic markers and grown for 2 to 3 days at 30°C. 
 
2.2 DNA isolation for genotyping 
 
A single large colony of yeast was picked up from an agar plate and re-
suspended in 200μl DNA Fast Lysis buffer (2% Triton-X100, 1% SDS, 100mM 
NaCl, 1mM EDTA, and 10mM Tris pH8) with 50μl acid-washed glass beads. 
DNA was phenol-chloroform extracted by vortexing, then centrifugation at top 
speed for 5 minutes at 4°C. The upper phase contained the DNA for 
proceeding directly into a genotyping PCR. 
 
2.3 Polymerase Chain Reaction (PCR) 
 
Various polymerase enzymes were used for PCR, dependent upon the 
required downstream applications. Actual PCR reaction compositions and run 
conditions are shown in Table 2.4. Takara LA® polymerase was the preferred 
polymerase for amplifying deletion cassette markers for transformation. 
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Takara LA® PCRs were performed in 40μl reactions with the total sample 
being gel extracted prior to transformation, using either the QIAGEN or NEB 
gel extraction kits as per manufacturer’s protocol. Phusion® was the preferred 
polymerase for all cloning reactions because of its high fidelity and reactions 
were performed in 50μl. For probe template production, Phire II® polymerase 
was preferred and reactions were performed in 50μl. All probe templates were 
gel extracted, as above, before use in a random primed probing reaction. 
Genotyping reactions were performed using OneTaq® DNA polymerase 
(NEB) in 12.5μl reactions. 
 
 
Table 2.4: Polymerase chain reaction components and run conditions. 
DNA Polymerase Reaction Composition Run Conditions 
Takara LA® 4μl 10x LA PCR buffer II 
6.4μl 2.5mM Takara dNTPs 
0.2μl 100μM each primer 
0.8μl template DNA 
0.4μl Takara LA® 
Water to 40μl 
94°C for 2 minutes 
98°C for 10 seconds 
50°C for 30 seconds 
68°C for 1 minute per kb 
68°C for 5 minutes 
Phusion® 10μl 5x Phusion buffer 
1μl 10mM dNTPs 
0.2μl 100μM each primer 
1μl template DNA 
0.5μl Phusion®  
Water to 50μl 
98°C for 30 seconds 
98°C for 10 seconds 
50°C for 10 seconds 
72°C for 15-30 seconds per kb 
72°C for 5 minutes 
35 cycles 
Phire II® 10μl 5x Phire II buffer 
1μl 10mM dNTPs 
1μl 10μM each primer 
1μl template DNA 
1μl Phire II® 
Water to 50μl 
98°C for 30 seconds 
98°C for 5 seconds 
50°C for 5 seconds 
72°C for 10-15 seconds per kb 
72°C for 1 minute 
35 cycles 
OneTaq® 6.25μl 2x OneTaq® Master Mix 
0.25μl 10μM each primer 
0.25μl upper phase DNA 
Water to 12.5μl 
94°C for 30 seconds 
94°C for 15 seconds 
50°C for 15 seconds 
68°C for 1 minute per kb 





2.4 DNA gel electrophoresis 
 
DNA was resolved on 1xTBE agarose gels ranging from 0.8% to 1% for 
between 20 minutes and 1 hour, depending upon the expected DNA fragment 
size. Gels contained 2.5μl Sybr® Safe (Invitrogen) or were post-stained with 
500ml of 0.1μg ml-1 ethidium bromide in water for 15 minutes with shaking 
and 5 minutes de-staining in 500ml water with shaking. Gel visualization was 
performed using a Gel Doc™ XR+ System (BioRad), or if the DNA was to be 
used for any downstream processes, using a blue-light-transilluminator. 
 
2.5 DNA sequencing 
 
All created and used plasmids were verified through restriction digest and/or 
DNA sequencing. All DNA sequencing was performed by Beckman Coulter 
Genomics, with the sequencing data analysed using DNASTAR Lasergene. 
 
2.6 DNA extraction and Southern blotting 
 
Cells from a 2ml saturated culture were washed with 50mM EDTA then 
spheroplasted with 250μl 0.34U ml-1 lyticase (Sigma L4025) in 1.2M sorbitol, 
50mM EDTA, and 10mM DTT at 37°C for 45 minutes. After centrifuging at 
1,000g, cells were gently re-suspended in 400μl of 0.3% SDS, 50mM EDTA, 
and 100μg ml-1 RNase A (Sigma R4875) and incubated at 37°C for 30 
minutes. 4μl of 20mg ml-1 proteinase K (Roche 3115801) was added, and 
samples were mixed by inversion and heated to 65°C for 30 minutes. 160μl 
5M KOAc was added and samples were mixed by inversion and then chilled 
on ice for 30 minutes. After 10 minutes of centrifuging at 20,000g, the 
supernatant was poured into a new tube containing 500μl phenol:chloroform 
(pH 8) and samples were mixed on a wheel for 30 minutes. Samples were 
centrifuged for 10 minutes at 10,000g, and the upper phase was extracted 
using cut tips and precipitated with 400μl isopropanol. Pellets were washed 
with 70% ethanol, air-dried, and left overnight at 4°C to dissolve in 20μl TE. 
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10μl of dissolved DNA was digested with 20U restriction enzyme (NEB), as 
stated, for 3 hours at 37°C. Digested DNA was then phenol-chloroform 
extracted, ethanol precipitated and re-suspended in 20μl TE. DNA 
concentration quantification was performed using a NanoDrop 2000 
(ThermoFisher Scientific) and equivalent DNA amounts were loaded. For 
analysis of CUP1 DNA, electrophoresis was performed on a 25cm 0.8% or 
1% 1xTBE gel in 1xTBE at 90-120V for 16-24 hours, depending on the 
number of CUP1 repeats in the parental strain. For SFA1 analysis DNA was 
run on a 1% 0.5xTBE gel in a Bio-Rad CHEF DR-III system at 6 V cm-1, 15°C, 
0.5–1.5 second switch, 120° included angle, in 0.5xTBE. 
Gels were stained for 15 minutes in 500ml of 0.1μg ml-1 ethidium bromide in 
water with gentle shaking and then de-stained for 5 minutes in 500ml water. 
An ethidium bromide staining image was acquired, using either the Gel Doc™ 
XR+ System (BioRad) or the Typhoon FLA 9500 (GE). Gels were then 
depurinated for 15 minutes in 0.25N HCl, then denatured for 40 minutes in 
0.5N NaOH, followed by washing twice in neutralising 1.5M NaCl, 0.5M Tris 
(pH7.5). DNA was then given at least 16 hours to transfer to a HyBond N+ 
membrane (GE) by capillary transfer in 6xSSC. 
The HyBond N+ membrane with transferred DNA was cross-linked using a 
Stratagene 1800 Stratalinker UV Crosslinker. Pre-hybridisation of the cross-
linked membrane was at 42°C in 10ml Ultrahyb buffer (Life Technologies) for 
1 hour. The probe template was a 100-1000bp PCR product, gel-extracted 
prior to use. 25ng probe template was diluted in 37µl water and boiled for 5 
minutes at 100°C, then placed on ice for 5 minutes. To the probe, 10µl of 5x 
labelling buffer (250µl NEBuffer 2; 0.825µl of each 100mM dATP, dGTP, and 
dTTP; 12.5µl of 1mg ml-1 random 9-mers (NEB S1254S dissolved in 33µl 
water to 1mg ml-1); and water to 500µl), 1µl Klenow 5’-3’ exo-enzyme (NEB), 
and 2µl (20µCi) [a-32P]dCTP 3000Ci mmol-1 were added and mixed by 
pipetting. Probe mix was incubated 1 hour at 37°C, and then cleaned using a 
miniQuick Spin column (Roche) by centrifuging at 3000rpm for 4 minutes. 
Probe mix was then boiled at 100°C for 5 minutes, then transferred to ice for 2 
minutes, and added to the pre-hybridising membrane at 42°C. The 
hybridisation reaction was incubated for at least 16 hours. 
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After hybridization, the probe was discarded and the membrane was washed 
twice in 50ml of 6xSSC, and then incubated for 20 minutes at 42°C in 50ml of 
6xSSC. The membrane was then incubated twice, for 20 minutes each, in 
50ml of 0.1xSSC 0.1% SDS at 42°C. The membrane was then scrubbed in 
0.1xSSC 0.1% SDS at room temperature to remove background probe. 
Probed membranes were exposed to a FUJIFILM imaging plate for 3 hours 
and then a short exposure image was taken using a Typhoon FLA 9500 (GE) 
at 1000PMT and 200µm Pixel size. Dependent upon the signal to noise of the 
short exposure image, the probed membrane was then re-exposed to an 
imaging plate for 1-4 days and a long exposure image was taken at 500 or 
700PMT and 100µm Pixel size. Bands were quantified using ImageQuant 
(GE) and data analysed using GraphPad Prism v6.05. 
 
2.7 Rapid DNA extraction and PFGE for Cell Fate 
Analysis 
 
Individual colonies grown on non-selective plates, following the Cell Fate 
Analysis experiment, were cultured to stationary phase in 100μl synthetic 
complete medium in 96-well plates for 3 days at 30°C. 50μl culture from four 
outgrowths were pooled per sample and re-suspended in 50μl 50mM EDTA 
containing 17U lyticase (Sigma L2524) and incubated at 37°C for 45 minutes. 
1.6μl of 10% SDS and 1μl of 20mg ml-1 Proteinase K were added and 
incubated at 65°C for 30 minutes. 32μl of 5M KOAc was added and samples 
were kept on ice for 30 minutes before centrifuging for 10 minutes at 20,000g. 
The supernatant was decanted and DNA precipitated with 100μl isopropanol 
and 1μl glycogen, centrifuging at 20,000g for 15 minutes at 4°C. The DNA 
pellet was washed with 70% ethanol and air-dried. The DNA pellet was then 
incubated overnight at 37°C in 20μl 1x NEB CutSmart buffer with 20U EcoRI-
HF (NEB). DNA was quantified using PicoGreen (Thermo Fisher Scientific) 
and equivalent amounts of DNA were loaded on a 1% 0.5xTBE gel in a Bio-
Rad CHEF DR-III system at 6 V cm-1, 15°C, 0.5–1.5 second switch, 120° 
included angle, in 0.5xTBE for 16 to 20 hours, as specified. Gels were 
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ethidium bromide imaged, washed, blotted and probed as above for DNA 
extraction and Southern blotting. 
 
2.8 Cu2+ sensitivity and growth curve assays 
 
For the Cu2+ sensitivity assays, 2.5μl saturated culture was diluted to 200μl in 
synthetic complete in each well of a 96-well flat-bottomed cell culture plate, 
with concentrations of CuSO4 up to 3mM. For Cu2+ sensitivity assays 
involving the MEP wild-type, 0.5mM ascorbic acid was also added, since 
ascorbate increases the cellular uptake of copper (Hassett and Kosman, 
1995), thus increasing the effective toxicity of the copper used. This allowed 
for the measurement of small changes in resistance in cells with high CUP1 
copy numbers to be observed, without having to use such high copper 
concentrations that copper precipitates out of the media. Plates were covered 
with a gas-permeable membrane and grown at 30°C for 3 days in the dark, 
since ascorbate is light sensitive. Cells were re-suspended by pipetting, and 
the OD600nm was measured using a BD FLUOstar Omega plate reader. Area-
under-curve measurements were calculated for each sample and compared 
by 1-way ANOVA. For 3xCUP1 cells and derivatives, the assay was 
performed with lower concentrations of CuSO4 and under normal light, without 
ascorbic acid addition.  
For growth curves, saturated pre-cultures were diluted 1:1,000 into 200μl 
synthetic complete per well with or without CuSO4 at the required 
concentration. Plates were sealed as above and grown at 30°C with shaking 
in a BD FLUOstar Omega plate reader. The OD600nm measurements were 
taken every 15 minutes and smoothed growth curves were generated by 
taking a nine time-point rolling average. Derivatives were calculated using 
GraphPad Prism. 
 
2.9 Competition assay 
 
Six 3xCUP1 wild-type and six 3xCUP1 trp1Δ::NatMX6 cultures were grown for 
10 generations. 3 cultures of each strain were grown in 5mM nicotinamide, 
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the other 3 were left untreated. The untreated cells of one strain were 1:1 
mixed with the nicotinamide-treated cells of the other strain, for a total of 6 
competition cultures. The starting composition of the mixture was determined 
by plating on –Trp and +Nat plates. Each competition was 1:1,000 diluted in 0 
or 0.3mM CuSO4 and outgrown to saturation over 10 generations. Mixture 
composition of each out-growth culture was determined by plating. To ensure 
that the trp1Δ::NatMX6 marker did not affect the result, an equal number of 
assays were performed with this strain as the nicotinamide-treated or 
untreated population. 
 
2.10 RNA extraction and Northern blotting 
 
25ml yeast cultures in synthetic complete 2% glucose were grown at 37°C 
from colony to early log phase at approximately OD 0.5. Cultures were split in 
two, washed with synthetic complete media lacking sugar, re-suspended in 
experimental condition media and grown for 4 hours at 37°C to mid-log. 
Cultures were then fixed with 70% ethanol at -80°C. Ethanol fixed cells were 
pelleted by centrifuging at 4000rpm for 1 minute and ethanol was removed. 
Cells were then washed with 8ml cold water and re-suspended in 1ml cold 
water. Cells were transferred to an RNase-free 2ml tube and pelleted by 
centrifugation at 14,000rpm for 10 seconds. 200µl glass beads were added to 
cells and 100µl lysis/binding buffer from the mirVANA kit (ThermoFisher 
Scientific). The cell suspension was vortexed at 4°C for 5 minutes, then 
proceeded with extraction of total RNA as recommended using the mirVANA 
kit protocol. 
RNA was quantified using a NanoDrop 2000 (ThermoFisher Scientific) and 
10μg RNA was mixed with a glyoxal mix (6ml DMSO; 2ml glyoxal (40% 
solution from sigma); 1.2ml of 10x BPTE; and 0.6ml of 80% glycerol) in a 1:5 
v/v ratio. Ethidium bromide was added to each sample at 2μg ml-1 and 
incubated for 1 hour at 55°C. Samples were then loaded on a 1.2% 1xBPTE 
agarose gel. RNA was separated at 150V for 1 hour 50 minutes in 1xBPTE 
and an ethidium bromide image was acquired using a Typhoon FLA 9500 
(GE). The gel was washed for 20 minutes in 75mM NaOH, followed by 20 
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minutes in 1.5M NaCl, 0.5M Tris pH7.5. RNA was then given at least 16 hours 
to transfer to a HyBond N+ membrane (GE) by capillary transfer in 6xSSC. 
The HyBond N+ membrane (GE) with transferred RNA was cross-linked using 
a Stratagene 1800 Stratalinker UV Crosslinker and pre-hybridised at 65°C for 
1 hour in 8ml Ultrahyb buffer (Life Technologies). RNA probes were 
synthesised by in vitro transcription as follows. Mixed 5μl probe template PCR 
product; 0.6μl of 100μM rUTP; 1.2μl water; 1μl of 10mM rCTP/rGTP/rATP 
mix; 2μl of 100mM DTT; 0.2μl of 10mg ml-1 BSA, 4μl of 5x T7 transcription 
buffer (Promega); 5μl of 3000Ci mmol-1 [a-32P]rUTP; and 1μl T7 enzyme 
(Promega). Probe mix was incubated for 1 hour at 37°C, and then cleaned 
using a miniQuick Spin column (Roche) by centrifuging at 1000g for 4 
minutes. The probe mix was then added to the membrane and hybridised at 
65°C for 48 hours.  
Probed membranes were washed twice with 6xSCC at room temperature, 
then incubated for 20 minutes at 65°C in 50ml of 6xSSC. Membranes were 
then incubated twice, each for 20 minutes at 65°C in 0.1xSSC 0.1% SDS. 
Membranes were then scrubbed in room temperature 0.1xSSC 0.1% SDS to 
remove background probe. Exposure, imaging and quantification of probed 





The same RNA extracted using the mirVANA kit (ThermoFisher Scientific) 
above for RNA extraction and Northern blotting, was used to make RNAseq 
libraries. Indexed mRNAseq libraries were constructed from 500ng total RNA 
using the NEBNext Ultra Directional RNA Library Prep Kit (NEB), with poly(A) 
selection using the NEBNext Poly(A) mRNA Magnetic Isolation Module 
(NEB). Libraries were sequenced on an Illumina MiSeq according to 




2.12 Microscopy for budscar counting 
 
Unlabelled log phase and 24 hour biotin-labelled aged yeast cultures were 
fixed in 70% ethanol at -80°C. Aged cells were streptavidin purified using 
MACS LS columns (Miltenyi Biotec), eluting in approximately 1.2ml. 50μl 
culture was pelleted for rapid biotin staining and re-suspend in 240µl PBS, 9µl 
of 10% triton X100, 0.3µl of 1mg ml-1 streptavidin 594 for visualisation of 
biotinylated cells, 0.6µl of 1mg ml-1 Alexa 488-WGA for visualisation of 
budscars, and 1µl DAPI solution for identification of dead ethanol fixed cells. 
The staining mix was incubated for 15 minutes in the dark with rocking, then 
cells were pelleted, washed once with 300µl PBS containing 0.01% Triton-
X100, and re-suspended in 5μl Vectashield. Re-suspended cells were 
mounted on a microscope slide and budscars were counted in a single-blind 
experiment, using an Olympus BX41 microscope. 
 
2.13 Spotting assay 
 
MEP 1xCUP1 1xSFA1 homozygous diploid and heterozygote cells were 
grown to saturation over 10 generations. Cells were then diluted to 10,000 
cells μl-1 in fresh media and four 10-fold serial dilutions were made in fresh 
media. 10μl of each dilution was then spotted onto a complete synthetic plate 
containing 0.2mM CuSO4 and 1.6mM formaldehyde and grown for 7 days at 
30°C in a humidified chamber. Final cell numbers plated were 100,000 cells, 
10,000 cells, 1000 cells, 100 cells, and 10 cells. 
 
2.14 Plating assay for CNV from single-copy genes 
 
MEP 1xCUP1 1xSFA1 heterozygote cells were grown to early log and then 
0.25x107 cells were inoculated into 125ml complete synthetic cultures 
containing β-estradiol, with and without 0.7mM formaldehyde. The initial 
number of viable cells in the cultures was determined by plating 1000 cells on 
–Trp plates for growth at 30°C for 3 days. Cultures were aged for 24 hours 
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and 1x106 cells were washed with complete synthetic media to remove the β-
estradiol and any formaldehyde, then plated on –Trp plates, containing 0.2mM 
CuSO4 and 1.6mM formaldehyde, and grown for 10 days at 30°C in a 
humidified chamber. 1000 washed cells were also plated on –Trp plates and 
grown at 30°C for 3 days, to determine the number of viable cells in the final 




3. Co-operative stimulation of CNV by 




One of the prerequisites of our predicted general model for stimulated CNV is 
for there to be an RFS site just upstream of the candidate gene. Stalled 
replication forks are recognised by the cell as a type of DNA damage, and as 
such they become marked by γH2A, the early response marker of DNA 
damage. Our group performed a genome-wide ChIP-seq profile of γH2A, in 
wild-type BY4741 haploid yeast, and identified all the sites of DNA damage 
(Hull et al., 2017). The study focussed on genes with γH2A peaks within 1kb 
of upstream sequence as candidates for having an upstream RFS site. These 
candidates were collectively called ‘γH2A genes,’ with approximately 7% of all 
yeast genes showing a γH2A enrichment of 2-fold or greater (Hull et al., 
2017).  
A second prediction from our model is that genes with an upstream RFS site 
are likely to be generally repressed, except in response to specific 
environmental stimuli. A meta-analysis of published RNA sequencing datasets 
on steady-state mRNA levels, performed by our group, found that ‘γH2A 
genes’ are biased towards genes that are lowly expressed under optimal 
growth and highly expressed in suboptimal conditions (Hull et al., 2017). 
However, this set of ‘γH2A genes’ did not become highly induced in response 
to osmotic or oxidative stresses, so cannot simply be stress responders (Hull 
et al., 2017). The ‘γH2A genes’ are therefore good candidate genes that may 
be able to undergo stimulated CNV. 
In this study I will focus primarily on one of these ‘γH2A genes,’ the copper-
resistance CUP1 gene. Given the known importance of CUP1 as a CNV gene 
(Fogel and Welch, 1982), and the likely presence of an upstream RFS site 
(Hull et al., 2017), CUP1 is a prime candidate for testing the proposed model 
for stimulated CNV. 
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3.2 Induction of the bi-directional CUP1 promoter in 
response to copper 
 
The final prerequisite of our predicted general model for stimulated CNV is for 
the gene to be specifically expressed in response to an environmental 
stimulus from a bi-directional promoter. Therefore, before testing whether 
CUP1 can undergo environmentally stimulated CNV, the directionality and 
inducibility of the CUP1 promoter needed to be determined. Bi-directional 
promoters are common throughout the yeast genome, but very often the 
transcribed antisense RNA is a cryptic unstable transcript (CUT) (Xu et al., 
2009). CUTs are very hard to detect in wild-type cells because the CUT is 
rapidly degraded by RNA surveillance pathways (Wyers et al., 2005; 
Houseley and Tollervey, 2009; Xu et al., 2009). However, CUTs can be 
stabilised for detection in an rrp6Δ mutant, which lacks a 3’-5’ exonuclease 
important for CUT degradation (Wyers et al., 2005). Therefore, wild-type 
BY4741 and rrp6Δ yeast were grown to mid-log in YPD and then either 
exposed to 1mM CuSO4 for 4 hours or left untreated. Total RNA was 
extracted from each sample and the level of induction and directionality of the 
CUP1 promoter was assessed by Northern blot analysis (Fig. 3.1a). 
The CUP1 sense mRNA showed a very high level of transcript induction with 
copper exposure, in both wild-type and rrp6Δ yeast. This was unsurprising, as 
copper has already been shown to promote the rapid expression of CUP1 
mRNA, through Cup2-mediated transcriptional activation of CUP1 (Peña, 
Koch and Thiele, 1998). As predicted, the rapid degradation of the CUP1 
antisense CUT, made detection very hard in wild-type cells, but even here a 
faint signal was obtained with copper induction. However, strong induction of 
the CUP1 CUT was observed in the rrp6Δ mutant, in response to copper 
exposure. ACT1 mRNA was used as a loading control for the total RNA 
quantities and showed little variation between the samples. Therefore, the 
CUP1 promoter is bi-directional, with expression of the CUP1 sense mRNA 
and antisense CUT highly induced in response to environmental copper. This 





Figure 3.1: Induction of CUP1 RNAs in response to copper. a) Northern analysis of CUP1 
mRNA and upstream CUT. Total RNA from BY4741 wild-type (wt) and rrp6Δ yeast, grown to 
early log-phase in YPD and then either exposed to 1mM CuSO4 for 4 hours or left untreated. 
Probed for the CUP1 sense mRNA (top), CUP1 antisense CUT (middle), and ACT1 loading 
control (bottom). b) Scatterplot of RNA levels in untreated vs. copper treated yeast. Poly(A)+ 
RNAseq libraries were constructed using the NEBNext Ultra Directional RNA Library Prep Kit 
(NEB), using the same extracted RNA from the cells in a, and run on an Illumina MiSeq. Read 
counts mapping to each annotated coding sequence (CDS) were calculated and normalised 
for feature length. Non-γH2A genes are shown in grey and γH2A genes in red. Substantially 
induced or repressed genes are annotated with circles: blue circle = CUP1 RNAs; green circle 
= HSP12; and orange circles = multi-copy sub-telomeric helicase ORFs. 
 
 
To test whether the induction of the CUP1 RNAs in response to copper was 
specific to the CUP1 locus, the same total RNA used for the Northern blot 
analysis was also used to make poly(A)+ RNAseq libraries. Our group 
produced a scatterplot analysis of all yeast genes expressed in untreated vs. 
copper-treated cells and identified just a small selection of differentially 
expressed genes (Fig. 3.1b). As expected, the CUP1 RNAs were some of the 
strongest differentially expressed, being up-regulated in response to copper. 
Most of the remaining differentially expressed genes were multi-copy sub-
telomeric helicase ORFs. HSP12 was the only other single verified 
differentially expressed gene that was up-regulated in copper. HSP12 
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membrane organisation, particularly in various conditions of stress (Praekelt 
and Meacock, 1990). Interestingly, Hsp12 protein levels increase in response 
to DNA replication stress (Tkach et al., 2012), which could potentially explain 
its up-regulation in copper. Despite the small number of differentially 
expressed genes in response to copper, the RNAseq data set provided 
evidence for the CUP1 RNAs being the main transcripts up-regulated in 
copper-treated cells. 
 
3.3 Creation of the galactose-inducible PGAL-HA 
strain 
 
Environmental exposure of yeast to high levels of copper led to the 
emergence of highly copper-tolerant strains with a 7-fold amplification of 
parental CUP1 copy number (Giusy M Adamo et al., 2012). However, proving 
that environmental copper actually stimulated CUP1 CNV, instead of selecting 
for random pre-existing CNV mutations, required a way to measure the CNV 
rate in the absence of any selection pressure. 
To determine whether CNV was stimulated in the genetic context of the CUP1 
locus, our group replaced the CUP1 ORF with a 3xHA tag ORF that produced 
a non-functional protein. Then the copper-responsive CUP1 bi-directional 
promoter was replaced with a galactose-responsive GAL1 bi-directional 
promoter (Fig. 3.2). All other surrounding sequences, including the RFS 
region, were left intact. Upon transformation the construct fortuitously 
amplified to 17 repeats, creating the 17xPGAL1-HA strain, referred to simply as 
PGAL-HA from here on. The re-engineered CUP1 locus could now be induced 
by galactose, a non-selective and non-mutagenic environmental stimulus, and 
also produce a product that conferred no fitness advantage in the 
environment. As such, PGAL-HA yeast could be used for direct determination 
of environmentally-stimulated CNV in the genetic context of CUP1, free from 






Figure 3.2: Schematic construction of PGAL-HA. Construction of the PGAL-HA strain first 
involved replacing the CUP1 ORF with a non-functional 3xHA tag (1), followed by replacing 
the copper responsive PCUP1 bi-directional promoter with a galactose responsive PGAL1 bi-
directional promoter (2). 
 
 
3.4 Transcriptionally stimulated CNV in the genetic 
context of CUP1 
 
To determine whether CNV in the genetic context of the CUP1 locus was 
environmentally-stimulated, wild-type BY4741 and re-engineered PGAL-HA 
yeast were first grown for 10 generations to saturation in complete synthetic 
media containing 2% glucose. Then the saturated cultures were 1:1000 
diluted in complete synthetic media containing either 2% glucose or 2% 
galactose and grown for another 10 generations to saturation in the new 
media (Fig. 3.3a). DNA was extracted from the saturated cultures for 
Southern blot analysis on a 0.8% agarose gel at 120V for 16.5 hours (Fig. 
3.3b). The observed parental copy number for BY4741 and PGAL-HA yeasts 
was 13 CUP1 and 17 HA repeats respectively. The parental copy numbers 
were consistent with the previously reported 10 to 15 CUP1 repeats observed 
in the parental S288C background, and is by no means exceptional compared 
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Figure 3.3: Transcriptionally-stimulated CNV. a) Experimental design for Southern blot 
analysis. 4ml complete synthetic 2% glucose cultures are inoculated with a single colony of 
yeast and grown for 10 generation to saturation. Saturated glucose culture was 1:1000 diluted 
in complete synthetic 2% glucose and 2% galactose, and grown for 10 further generations to 
saturation. DNA was extracted from 5x107 cells from saturated cultures for Southern blot 
analysis. b) Southern blot analysis of BY4741 (wt) and PGAL-HA yeast grown as in a. Copy 
numbers of parental alleles are 13 and 17 copies in the wt and PGAL-HA strains respectively. 
Quantification shows the percentage of alleles deviating from the parental copy number, n = 
3. p-values calculated by 1-way ANOVA. ns = not significant. 
 
 
In wild-type yeast, neither glucose nor galactose should induce expression of 
the CUP1 transcripts, and in both conditions no novel CNV alleles were 
detected. The only band observed by Southern blot analysis corresponded to 
the parental 13 CUP1 repeats. 
In PGAL-HA yeast, only galactose should induce expression of the HA tag and 















































































detected in PGAL-HA cells, with the 17 HA repeat parental band being the most 
prominent in all three replicates. However, the glucose-grown PGAL-HA yeast 
did show a significant increase in the percentage of de novo PGAL-HA alleles, 
compared to the respective glucose-grown BY4741 wild-type cells, p value = 
0.0002. The minor rate of CNV in glucose-grown PGAL-HA cells is likely due to 
PGAL-HA allele being more inherently unstable than the wild-type PCUP1-CUP1 
allele in BY4741 cells. 
Despite the PGAL-HA allele being more inherently unstable, galactose still 
caused a highly significant increase in the percentage of de novo CNV alleles 
detected in PGAL-HA cells, p value <0.0001 vs. the matching glucose-grown 
PGAL-HA cells. The PGAL-HA CNV rate in galactose was so high that the 
parental 17 repeat band was no longer detected in the population, after as 
little as 10 generations. Only contractions were detected in galactose-grown 
PGAL-HA cells, but de novo CNV alleles were observed at every copy number, 
ranging from 12 copies down to just a single repeat. 
Glucose and galactose are both non-selective and non-mutagenic 
environments for BY4741 wild-type and PGAL-HA yeasts, so all observed CNV 
events were free from any selection pressure. The only condition that 
displayed a very high level of de novo CNV was PGAL-HA cells in galactose 
and this was also the only condition where there was transcriptional induction 
of the promoter. Therefore promoter induction, in the genetic context of the 
CUP1 locus, was sufficient to transcriptionally stimulate CNV of the expressed 
gene in response to the environment. However, from this experiment it cannot 
be concluded if promoter induction merely stimulated local CNV, or was an 
essential requirement for any CNV. 
 
3.5 Genetic knockout screen for CNV mutants 
 
As previously explained, the native CUP1 locus cannot be tested for 
transcriptionally-stimulated CNV in response to copper induction of the CUP1 
promoter, because copper is also a selective pressure. So, to identify factors 
involved in CNV induction at the native CUP1 locus, genetic mutants of 
factors predicted to be involved in CNV were grown for 10 generations to 
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saturation in complete synthetic glucose and then 1:1000 diluted in the same 
media with and without 1mM CuSO4, and grown for a further 10 generations 
to saturation. DNA was extracted from the mutants for Southern blot analysis 
of CUP1 copy number (Fig. 3.4). 
The mutants were selected based upon known CNV phenotypes in the model 
rDNA, or for involvement in replication or recombination. The BY4741 wild-
type used in Fig. 3.4a came from a stock centre and was found to be 
heterogeneous for CUP1 copy number, with two dominant parental alleles 
being detected at 10 and 13 repeats. Based upon this first mutant screen, 
BY4741 cells were single colony purified to produce a wild-type population 
that was homogeneous for parental 13 CUP1 repeats. This single colony 
purified BY4741 population with parental 13 CUP1 repeats was used 
everywhere else in this study. 
In Fig. 3.4a, no CUP1 CNV was detected in the BY4741 wild-type with or 
without 1mM CuSO4 (lanes 1 vs. 9 and 5 vs. 13), but there was a selection 
towards the higher 13 CUP1 repeat parental in the copper-treated population. 
However, once single colony purified, there was no CNV detected in any of 
the copper-treated BY4741 wild-type cells (Fig. 3.4b lane 8 and Fig. 3.4c lane 
8). It was hypothesised that 1mM CuSO4 was not a strong enough 
environmental pressure, to select for CNV events with CUP1 amplifications in 
BY4741 cells that already have a high CUP1 copy number. Other work from 
our lab found that copper begins to precipitate out of the media at 
concentrations necessary to select for CUP1 amplifications in cells with high 
parental CUP1 copy number. As such, CUP1 CNV in strains with high 
parental CUP1 copy numbers cannot be detected by simply increasing the 
CuSO4 concentration. The issue of detecting CUP1 CNV events in cells with 
high parental CUP1 copy numbers is addressed in Chapter 4. The absence of 
detectable CNV at CUP1 in copper was a problem for the mutant screen, as 
mutants that suppress CNV could not be detected. Nonetheless copper 
treatment still allowed observation of amplified alleles in hyper-recombinant 
mutants. 
At the model rDNA locus, Sir2 silenced transcription and inhibited 
recombination, with sir2 mutants displaying a 10- to 15-fold increase in mitotic 
and meiotic intrachromosomal recombination rates (Gottlieb and Esposito, 
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1989; Li, Mueller and Bryk, 2006). However, no CUP1 CNV alleles were 
detected in sir2D cells with or without copper (Fig. 3.4a lanes 2 and 6). Fob1 
is a nucleolar protein involved in replication fork stalling at the rDNA RFB, with 
reduced rDNA recombination observed in fob1D cells (Kobayashi and 
Horiuchi, 1996; Kobayashi, Nomura and Horiuchi, 2001). As deletion of FOB1 
was predicted to have a suppressive effect on CNV, it was unsurprising that 
fob1D cells displayed no novel CNV events at CUP1 with or without copper 
(Fig. 3.4a lanes 3 and 7). Another nucleolar protein Csm1 binds to the rDNA 
NTS1 region in a Tof2- and Fob1-dependent manner, where Csm1 is required 
for silencing of NTS1 and suppression of rDNA recombination (Huang et al., 
2006). However at CUP1, no novel CNV events were observed with or without 
copper in csm1Δ cells (Fig. 3.4a lanes 4 and 8). 
Deletion of the H3K56 acetyltransferase Rtt109, the associated histone 
chaperone Asf1, and the opposing H3K56ac histone deacetylases Hst3 and 
Hst4, all caused hyper-recombination phenotypes at the rDNA (Houseley and 
Tollervey, 2011; Ide, Saka and Kobayashi, 2013; Jack et al., 2015). However 
at CUP1, only in the hst3Δ hst4Δ double deletion mutant was this hyper-
recombination phenotype still observed in terms of the formation of novel 
CUP1 alleles, both with and without copper (Fig. 3.4a lanes 12 and 16). 
Surprisingly no CNV at CUP1, either with or without copper, was detected in 
rtt109Δ (Fig. 3.4a lanes 10 and 14) and asf1Δ cells (Fig. 3.4a lanes 11 and 
15). All the detected CNV events in hst3Δ hst4Δ cells were contractions, an 
explanation for which is provided in the discussion. In hst3Δ hst4Δ mutants 
the rate of CNV at CUP1 was so great that novel CNV alleles were detected 
at all CUP1 copy numbers up to the parental copy number, producing a 
‘laddering’ phenotype of CNV alleles. In copper, hst3Δ hst4Δ cells still 
observed selection towards alleles with higher CUP1 copy numbers, but even 
in selective copper, the hyper-recombination phenotype was so strong that 
the CNV ‘laddering’ phenotype remained. In copper, hst3Δ hst4Δ cells with 
higher CUP1 copy numbers may have arisen through a transcriptionally 
stimulated mechanism in response to copper, analogous to the galactose-
stimulated CNV in the PGAL-HA strain (Fig. 3.3b). However, since copper is a 




Figure 3.4: Genetic screen for CNV mutants. Southern analysis for CUP1 copy number in 
BY4741 wild-type and various CNV mutants. Note parental CUP1 copy number is 10 and 13 
repeats in a, as it came from a mixed copy number population, prior to being single colony 
purified for the 13 repeat yeast used in b and c. All mutants were derived from the wild type 
and therefore have a parental copy number of approximately 13, even though this allele is no 
longer detected in highly unstable mutants. Cells were grown for 10 generations in YPD to 
saturation, then 1:1000 diluted in YPD with or without 1mM CuSO4 and grown for a further 10 
generations to saturation. 
 
 
may also have pre-existed as rare cells in the starting population, which could 
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The hyper-recombination phenotype of hst3Δ hst4Δ cells on CUP1 CNV was 
still present in the single hst3Δ (Fig. 3.4b lanes 2 and 9) and, to a lesser 
extent, hst4Δ mutants (Fig. 3.4b lanes 4 and 11), and just like the double 
knockout mutant, each single knockout mutant also selected towards alleles 
with higher CUP1 copy numbers in copper. However, neither single mutant 
observed as strong a CUP1 CNV ‘laddering’ phenotype as in the double 
mutant. In Fig. 3.4a, fob1Δ cells showed no CNV at CUP1, but deletion of 
FOB1 was predicted to have a suppressive effect on recombination and as 
such would not have been detected in the mutant screen. To determine 
whether the CUP1 CNV in the hyper-recombinant hst3Δ single and hst3Δ 
hst4Δ double mutants was dependent upon Fob1-meidated replication stalling 
at a RFB, like at the rDNA, hst3Δ fob1Δ and hst3Δ fob1Δ hst4Δ mutants were 
screened. Deletion of FOB1 caused no effect on the CUP1 CNV phenotypes 
of hst3Δ single (Fig. 3.4b lanes 6 and 13) and hst3Δ hst4Δ double mutants 
(Fig. 3.4b lanes 7 and 14), either with or without copper. Both hst3Δ fob1Δ 
and hst3Δ fob1Δ hst4Δ mutants also still selected towards higher CUP1 copy 
number alleles in copper. Therefore CUP1 CNV in the hyper-recombinant 
HDAC mutants was independent of Fob1-mediated replication fork stalling at 
a RFB, showing that the CNV mechanism at CUP1 is separable from the 
mechanism at the model rDNA. 
Fig. 3.4c screened replication protein mutants that all had previously reported 
CNV phenotypes at the rDNA. Mrc1 is an S-phase checkpoint protein that 
participates in leading-strand synthesis and activation of the DNA damage 
response signalling pathway upon encountering replication stress (Alcasabas 
et al., 2001; Lou et al., 2008). Mrc1 suppressed recombination at the rDNA 
RFB, with mrc1Δ cells showing de-repression of recombination initiated from 
the recombination-stimulating HOT1 sequence (Mohanty, Bairwa and Bastia, 
2009). Deletion of MRC1 caused rDNA CNV instability, but not hyper-
amplification as observed in rtt109Δ or asf1Δ cells (Jack, 2014). The 
stabilising function of Mrc1 at the rDNA is likely due to the maintenance of 
proper checkpoint signalling, as shortening of rDNA repeats was observed in 
a non-phosphorylatable mrc1-14A checkpoint mutant in 
Schizosaccharomyces pombe (Yasuhira, 2009). Mrc1 also showed a 
stabilising phenotype at CUP1, with novel CUP1 CNV alleles being observed 
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in mrc1Δ cells, producing another CNV ‘laddering’ phenotype of a hyper-
recombinant strain (Fig. 3.4c lane 2). Novel CNV mutations with high CUP1 
copy numbers were still selected for in copper in mrc1Δ cells (Fig. 3.4c lane 
9). Again the mrc1Δ cells in copper with high CUP1 copy numbers may have 
arisen through a copper-stimulated mechanism, or pre-existed as rare cells in 
the initial population. 
Ctf4 is a chromatin-associated protein that interacts with DNA polymerase α 
and couples it to the replisome progression complex through the MCM2-7 
helicase (Gambus et al., 2009; Tanaka et al., 2009). Deletion of CTF4 caused 
more frequent DSBs and end resection at arrested replication forks, resulting 
in hyper-amplification at the rDNA (Jack, 2014; Sasaki and Kobayashi, 2017). 
The parental CUP1 copy number in ctf4Δ yeast was just 2 repeats. CTF4, like 
all of the mutants screened, was deleted in the BY4741 background with 13 
CUP1 repeats. As such, ctf4Δ cells must have undergone a major CUP1 
contraction event during transformation. In the absence of copper, ctf4Δ cells 
showed no CUP1 CNV, but alleles with high CUP1 copy numbers were 
observed in copper (Fig. 3.4c lanes 3 vs. 10). The ctf4Δ cells with high CUP1 
copy numbers in copper were either copper-stimulated CUP1 amplifications or 
pre-existing rare cells that were selected for in copper. 
Mms22 and Mms1 are subunits of the E3 ubiquitin ligase complex that is 
involved in stabilising the replisome at replication forks, with particular 
importance in prevention of fork collapse during stress (Duro et al., 2008; 
Vaisica et al., 2011). At the rDNA, deletion of MMS22 resulted in repeat 
amplification, whereas deletion of MMS1 caused a more subtle increase in 
rDNA instability where some, but not all cells were prone to losing a 
substantial amount of rDNA repeats (Jack, 2014). However at CUP1, neither 
mutation observed any effect on CNV with or without copper (Fig. 3.4c lanes 
4, 5, 11 and 12). 
The polymerase δ subunit Pol32, works as a processivity factor that links DNA 
polymerase and helicase activities, and plays an important role in mutagenic 
bypass repair (Gerik et al., 1998; Paunesku et al., 2001; Huang et al., 2002). 
Pol32 was important for rDNA repeat expansion and pol32Δ cells undergo 
contractions at the rDNA (Houseley and Tollervey, 2011). Deletion of POL32 
also caused instability at CUP1, with CUP1 contractions observed in the 
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absence of copper (Fig. 3.4c lane 6). This instability phenotype was 
maintained in copper, with novel CUP1 CNV alleles still being detected, but at 
higher copy numbers than in the absence of copper (Fig. 3.4c lane 13). Again 
pol32Δ cells with high CUP1 copy number alleles in copper may have arisen 
through a copper-stimulated mechanism, or were rare cells pre-existing and 
then selected for in copper. 
Finally, Dun1 is a cell-cycle checkpoint protein kinase required for DNA 
damage-dependent arrest at G2/M phase, transcriptional induction of repair 
genes, and regulation of DNA repair pathways (Zhou and Elledge, 1993; 
Hammet, Pike and Heierhorst, 2002). In dun1Δ cells there is a reduced supply 
of deoxynucleotides for the replication machinery and contraction of the high-
copy rDNA repeat array (Houseley and Tollervey, 2011). Also dun1Δ cells 
only allowed partial amplification of the rDNA when starting from a low-copy 
rDNA array (Jack, 2014). However, there was no CNV detected at CUP1 in 
dun1Δ with or without copper (Fig. 3.4c lanes 7 vs. 14). 
In summary, the mutant screen had the drawback that mutants that suppress 
CNV could not be detected, but despite this, CNV mutants with hyper-
recombinant phenotypes were still identified. These hyper-recombinant CNV 
mutants were hst3D and hst4D single and double knockout cells, mrc1D and 
pol32D cells, and in all of these mutants there was a selection to higher CUP1 
copy numbers in copper. 
 
3.6 Loss of the Hst3 and Hst4 histone deacetylases 
causes extensive CUP1 CNV 
 
From the screen for CNV mutants, the two HDACs Hst3 and Hst4 appeared to 
be the most promising genes for being involved in CNV at CUP1. As such, 
CUP1 CNV was further explored in the Sir2-family of HDACs, which included 
Sir2 and the Hst3 and Hst4 proteins. BY4741 wild-type, hst3Δ hst4Δ double 
knockout, and sir2Δ single mutant yeast were grown in complete synthetic 
media for 10 generations to saturation, then 1:1000 diluted in the same media 
in the absence of copper and grown for a further 10 generations to saturation. 
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Figure 3.5: Loss of Hst3 and Hst4 destabilised the CUP1 locus. Southern analysis for 
CUP1 copy number in wild-type, hst3Δ hst4Δ, and sir2Δ cells. Parental CUP1 copy number 
was 13 repeats for the wild-type. Note that both mutants were derived from the wild type and 
therefore have a parental copy number of approximately 13, even though this allele is no 
longer detected in the hst3Δ hst4Δ mutant. 
 
 
Loss of SIR2 caused no change in CUP1 CNV, with only the parental 13 
CUP1 repeat band being detected. The absence of any CNV phenotype at 
CUP1 in sir2Δ cells was contrary to CNV at the rDNA in sir2Δ cells, where 
mitotic and meiotic intrachromosomal recombination rates increased 10- to 
15-fold (Gottlieb and Esposito, 1989). However, Sir2 primarily functions in 
transcriptional silencing of heterochromatin regions such as the HML and 
HMR mating type loci, telomeric regions and the rDNA (Bryk et al., 1997; 
Smith and Boeke, 1997; Rusche, Kirchmaier and Rine, 2003), whereas CUP1 
is euchromatic. There is some published ChIP-seq evidence for Sir2 
enrichment at ORFs of some highly expressed Pol II transcribed genes, 
































nonetheless Sir2 did not have the same silencing effect at the CUP1 locus, as 
at the rDNA. 
In contrast, when the Sir2 homologs HST3 and HST4 were deleted, multiple 
CNV alleles were observed at the CUP1 locus. This provided evidence for 
Hst3 and Hst4 protecting the stability of the CUP1 locus, and when deleted, 
the locus becomes prone to recombination and CNV. Similarly, loss of HST3 
and HST4 at the rDNA, caused a hyper-amplification phenotype (Ide, Saka 
and Kobayashi, 2013; Jack et al., 2015), supporting a protective role for Hst3 
and Hst4 in the stability of CNV loci. 
 
3.7 Requirement for H3K56ac in stimulated CNV 
 
The substrate for the histone deacetylases Hst3 and Hst4 is the epigenetic 
mark histone H3 Lysine 56 acetylation (H3K56ac); therefore an important role 
was hypothesised for H3K56ac in stimulated CNV at CUP1. Nicotinamide is 
an endogenous non-competitive inhibitor of the Sir2-family of HDACs 
(Jackson et al., 2003; Sauve et al., 2006, 2018; Avalos, Bever and Wolberger, 
2018; Sanders et al., 2018). It is also a precursor metabolite in the 
biosynthesis of NAD+, an essential factor for the deacetylase activity of the 
sirtuins (Imai et al., 2000; Ghislain, Talla and Francois, 2002). Nicotinamide 
can therefore regulate sirtuin activity as both a non-competitive inhibitor and 
as an NAD+ precursor. 
To determine whether the CUP1 CNV phenotype of hst3Δ hst4Δ double 
knockout yeast could be pharmacologically replicated, wild-type cells were 
grown for 10 generations in complete synthetic media to saturation. Cells 
were then 1:1000 diluted in the same media with or without 5mM 
nicotinamide, which has no environmental selection pressure at CUP1, and 
re-grown for another 10 generations to saturation. Southern blot analysis of 
CUP1 copy numbers from the saturated culture DNA showed that 
nicotinamide significantly stimulated CNV at CUP1, p value = 0.0018 vs. 
untreated control (Fig. 3.6a lanes 1 vs. 2). Nicotinamide-stimulated CNV also 
reproduced the CNV “laddering” phenotype of the hyper-recombinant hst3Δ 
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hst4Δ mutants, with novel CNV alleles being detected at every possible CUP1 





Figure 3.6: H3K56ac is required for stimulated CNV. a) Southern analysis of CUP1 copy 
number in wild-type (wt, lanes 1 and 2) and rtt109Δ cells (lanes 3 and 4) treated with or 
without 5mM nicotinamide (NIC) for 10 generations. Parental CUP1 copy numbers were 13 
and 12 repeats for wt and rtt109Δ mutants respectively. Quantification shows the percentage 
of alleles deviating from the parental copy number, n = 5. p values calculated by 1-way 
ANOVA. b) Nicotinamide induction of the CUP1 CUT. Northern analysis of CUP1 ORF and 
CUP1 cryptic unstable transcript (CUT) RNA in log-phase wild-type (wt) and rtt109Δ cells with 
or without 5mM nicotinamide (NIC). The ribosomal 25S rRNA was included as a loading 
control. Quantification shows relative RNA levels in arbitrary units (AUs), n = 4. p values were 
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To show that nicotinamide-stimulated CNV was acting through repression of 
the Hst3 and Hst4 deacetylase activity on H3K56ac, rtt109Δ yeast that cannot 
acetylate H3K56 were also grown, as above, with and without 5mM 
nicotinamide for Southern blot analysis (Fig. 3.6a lanes 3 vs. 4). The rtt109Δ 
cells had a parental CUP1 copy number of 12 repeats. Nicotinamide-
stimulated CNV at CUP1 was significantly repressed in rtt109Δ yeast, p value 
= 0.0007, compared to nicotinamide-treated wild-type cells. Nicotinamide-
stimulated CNV in the rtt109Δ mutant was completely suppressed to the level 
of CNV in untreated cells, with no CUP1 CNV alleles being observed with or 
without nicotinamide treatment. Therefore, loss of Rtt109 rendered the CUP1 
locus immune to the CNV-inducing effect of nicotinamide, and provided 
evidence for H3K56ac being essential for stimulated CNV. 
H3K56ac has been implicated in the regulation of gene expression, where it 
becomes preferentially enriched around active genes and promotes the 
recruitment of the SWI/SNF nucleosome remodelling complex and 
subsequent transcription (Xu, Zhang and Grunstein, 2005). To determine 
whether H3K56ac was essential for stimulated CNV because of its role in 
gene expression, our lab grew wild-type and rtt109Δ yeast to mid-log, with or 
without 5mM nicotinamide, for Northern blot analysis of the CUP1 sense and 
antisense CUT transcripts (Fig. 3.6b). 
In the absence of nicotinamide, the CUP1 promoter in wild-type and rtt109Δ 
yeast showed very strong directional bias towards production of the CUP1 
sense transcript, over the anti-sense CUT (Fig. 3.6b lanes 1 and 3). This 
promoter directional bias was lost with nicotinamide treatment in wild-type 
cells (Fig. 3.6b lane 2), and would have provided supporting evidence for a 
regulatory role of H3K56ac in CUP1 gene expression, had nicotinamide 
treatment not also caused an equivalent loss of promoter directionality in 
rtt109Δ yeast (Fig. 3.6b lane 4), which cannot acetylate H3K56. Therefore 
loss of promoter directionality was likely a H3K56ac-independent effect of 
nicotinamide treatment. As such, it was highly unlikely that H3K56ac 




3.8 Replication Fork mutants undergo CNV without 
stimulation 
 
H3K56ac is also important in replication fork stability and restart, where it 
perturbs replisomes, activates the DNA damage checkpoint response, and 
induces hyper-recombination (Han, Zhou, Li, et al., 2007; Thaminy et al., 
2007; Celic, Verreault and Boeke, 2008). Furthermore, H3K56ac has recently 
been shown to inhibit extensive repair synthesis in BIR events, and to 
interfere with efficient fork progression, resulting in elevated recombination 
(Che et al., 2015). To determine whether H3K56ac regulated stimulated CNV 
through its effects on replication fork stalling and restart, CUP1 CNV was 
explored in mrc1Δ and pol32Δ cells, two replication proteins that showed 
promising CNV phenotypes from the mutant screen (Fig. 3.4c). Other work 
from our group had already revealed that there was no change in CUP1 
sense or antisense transcription in mrc1Δ and pol32Δ mutants (Hull et al., 
2017). The checkpoint regulatory protein Mrc1 forms part of the replisome and 
helps stabilise stalled replication forks, and acts as an anchor for any 
subsequent DNA repair events (Katou et al., 2003). Pol32 encodes a non-
essential subunit of polymerase δ that is needed for efficient DNA synthesis 
following BIR events initiated at broken replication forks (Deem et al., 2008; 
Smith, Lam and Symington, 2009).  
Wild-type, mrc1Δ and pol32Δ yeasts were grown for 10 generations to 
saturation in complete synthetic media for Southern blot analysis of CUP1 
copy number (Fig. 3.7). A significantly increased level of CNV at the CUP1 
locus was observed in both mrc1Δ, p value <0.0001, and pol32Δ cells, p 
value = 0.034. The level of CNV was so high that a CNV ‘laddering’ 
phenotype was observed in both mrc1Δ and pol32Δ strains, with novel CNV 
alleles detected at every CUP1 repeat up to the parental copy number. 
Therefore these replication fork mutants successfully de-coupled CNV from 





Figure 3.7: Transcriptionally uncoupled CNV in replication fork mutants. Southern 
analysis of wild-type (wt), mrc1Δ and pol32Δ cells grown for 10 generations in complete 
synthetic media. The wild-type had a parental CUP1 copy number of 13. Note that both 
mutants were derived from the wild type and therefore have a parental copy number of 
approximately 13, even though this allele is no longer detected in the pol32Δ mutant. 
Quantification showed the percentage of alleles deviating from the parental copy number, n = 
4. p values calculated by 1-way ANOVA.  
 
 
For statistical analysis of the percentage CNV in pol32Δ cells, the 
conservative assumption was made that the parental copy number was the 
strongest band, representing 8 CUP1 copies, with the fainter bands at higher 
copy numbers being amplifications. However, the true parental band in 
pol32Δ cells might have been 13 repeats, like the wild-type it was derived 
from. If so, the rate of CNV was so high in pol32Δ yeast, that the parental 
band was no longer detected by Southern blot analysis, and the true rate of 













































The ability of these replication fork stability and repair mutants to stimulate 
CNV in a similar manner to the H3K56ac HDAC mutants suggests that 
H3K56ac may affect CNV by interfering with replication fork stability or repair. 
Therefore raising global H3K56ac levels, by nicotinamide inhibition of the Hst3 
and Hst4 HDACs, most likely interferes with stalled replication forks and/or 
their repair, whereby increasing the rate of recombination and CNV. 
 
3.9 Nicotinamide cannot induce CNV at silent 
promoters 
 
To support the finding that nicotinamide-stimulated CNV at the native CUP1 
locus (Fig. 3.6a), the effect of nicotinamide-stimulation was also explored in 
PGAL-HA cells. PGAL-HA yeast were grown to saturation in complete synthetic 
2% glucose media, then 1:1000 diluted in complete synthetic media 
containing 2% glucose or 2% galactose, both with and without 5mM 
nicotinamide, and given a further 10 generations to grow to saturation. DNA 
was extracted from the saturated cultures for Southern blot analysis of HA 
copy number (Fig. 3.8). 
As shown earlier in Fig. 3.3b, PGAL-HA was again only able to transcriptionally 
stimulate de novo CNV events in galactose (Fig. 3.8 lanes 1 vs. 3), p value = 
0.0006. However, surprisingly nicotinamide was unable to significantly 
stimulate CNV in glucose (Fig. 3.8 lanes 1 vs. 2), nor enhance CNV in 
galactose (Fig. 3.8 lanes 3 vs. 4). This was contrary to the effect of 
nicotinamide on the native CUP1 locus (Fig. 3.6a), and suggested that 
increased global H3K56ac was not sufficient to stimulate CNV by itself. 
Our lab searched for differences between the wild-type PCUP1-CUP1 and re-
engineered PGAL-HA systems, which could potentially explain the different 
effect of nicotinamide on the two strains. By Northern blot analysis of 
expressed transcripts at the CUP1 locus in PGAL-HA yeast, our lab found the 
PGAL promoter to be completely repressed in glucose, independent of 
nicotinamide treatment (Hull et al., 2017). By comparison, a high basal level of 
CUP1 transcript expression in glucose was observed at the wild-type PCUP1 
promoter, which was again independent of nicotinamide (Fig. 3.6b). 
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Figure 3.8: Nicotinamide does not enhance CNV in PGAL-HA yeast. Southern analysis of 
PGAL-HA copy number in PGAL-HA cells grown for 10 generations in glucose (GLU) and 
galactose (GAL), with or without 5mM nicotinamide (NIC). Quantification showed the 
percentage of alleles deviating from the parental copy number, n = 3. * = non-specific band. 
 
 
This result provided evidence for promoter induction being essential for 
stimulated CNV. However, our lab also found by Northern blot analysis that 
nicotinamide caused no further induction, nor any change in promoter 
directionality in PGAL-HA yeast grown in 2% galactose, where the promoter 
was highly induced (Hull et al., 2017). As H3K56ac becomes preferentially 
enriched at active genes (Xu, Zhang and Grunstein, 2005), it was 
hypothesised that growth in 2% galactose induced the PGAL promoter enough 
to recruit a saturating local level of H3K56ac for maximum CNV at PGAL-HA. 
As such, nicotinamide treatment would be unable to cause any further 
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3.10 Stimulated CNV requires promoter induction and 
H3K56ac 
 
To determine whether nicotinamide was unable to enhance the 
transcriptionally stimulated CNV rate in 2% galactose because of a saturated 
local level of H3K56ac, an experiment was devised whereby the PGAL 
promoter in PGAL-HA cells was induced to different extents by varying the 
concentration of galactose. If the level of promoter induction determines the 
local level of H3K56ac, lowering the concentration of galactose should 
decrease the level of PGAL promoter induction and also decrease the local 
level of H3K56ac to a level at which nicotinamide gains an additive effect. 
PGAL-HA cells were grown for 10 generations to saturation in complete 
synthetic 2% sucrose 2% raffinose media, then 1:1000 diluted in various 
galactose concentrations, along with 2% raffinose to support growth, with and 
without 5mM nicotinamide, for Southern blot analysis of copy number (Fig. 
3.9). The galactose concentrations used for variable induction of the PGAL 
promoter were obtained from the Tollervey group (Houseley et al., 2008). 
When there was no galactose, and therefore complete repression of the PGAL 
promoter, or 0.01% galactose with 0.2% glucose to repress the PGAL 
promoter, almost no CNV events were detected with or without nicotinamide 
(Fig. 3.9 lanes 9-12). In the absence of glucose, when the PGAL promoter was 
partially induced with 0.01%, 0.05%, 0.2%, and 1% galactose, de novo CNV 
events were detected with and without nicotinamide (Fig. 3.9 lanes 1-8). 
However, the addition of nicotinamide to all of these low-galactose 
concentrations significantly enhanced the stimulated CNV rate, see Fig. 3.9 
for p values. There was also a slight increase in the percentage of de novo 
CNV events detected in the absence of nicotinamide with increasing 
galactose concentration, but not when nicotinamide was added. This indicated 






Figure 3.9: Combinatorial action of promoter activity and nicotinamide on CNV. 
Southern blot analysis of PGAL-HA cells grown for 10 generations to saturation in complete 
synthetic 2% sucrose 2% raffinose media, then 1:1000 diluted in given concentrations of 
galactose (Gal) and glucose (Glu), combined with 2% raffinose, with or without 5mM 
nicotinamide (NIC). p values were calculated from pairwise comparisons of samples with or 
without NIC for each GLU or GAL concentration, deriving from a 1-way ANOVA of the whole 
data set, n = 5. * = non-specific band, ns = not significant. 
 
 
This experiment provided evidence for the level of promoter induction 
controlling the local level of H3K56ac. It also provided evidence that 
nicotinamide can still enhance transcriptionally stimulated CNV, most likely by 
raising global H3K56ac levels, so long as the promoter was induced and the 
local level of H3K56ac was not already saturated. As such, there is a 
combined requirement of promoter induction and high local levels of H3K56ac 
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3.11 H3K56ac is essential for transcriptionally 
stimulated CNV in PGAL-HA 
 
To determine whether H3K56ac was still essential for transcriptionally 
stimulated CNV in PGAL-HA yeast, and not just important for enhancing the 
CNV rate, a rtt109Δ mutation was introduced into PGAL-HA. Wild-type and 
rtt109Δ PGAL-HA cells were then grown to saturation for 10 generations in 
complete synthetic 2% glucose media, then 1:1000 diluted in complete 
synthetic 2% glucose or 2% galactose media and grown for a further 10 
generations to saturation. Culture DNA was extracted for Southern blot 




Figure 3.10: H3K56ac was required for transcriptionally stimulated CNV in PGAL-HA 
cells. Southern analysis of HA copy number in PGAL-HA wild-type and rtt109Δ cells grown to 
saturation for 10 generations in complete synthetic 2% glucose, then 1:1000 diluted in 
glucose (Glu) or galactose (Gal) and grown for another 10 generations to saturation. Parental 
PGAL-HA and PGAL-HA rtt109Δ copy numbers were 17 repeats. Quantification showed the 
percentage of alleles deviating from the parental copy number, n = 3. p values calculated by 
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In glucose, both the PGAL-HA wild-type and rtt109Δ mutant showed no CNV 
(Fig. 3.10 lanes 1 and 2). Therefore deletion of RTT109 did not interfere with 
stimulated CNV in the absence of promoter induction. However, when the 
PGAL promoter was maximally induced in 2% galactose, the rtt109Δ mutant 
reduced any transcriptionally stimulated CNV events to below the threshold 
for detection (Fig. 3.10 lanes 3 vs. 4), p value <0.0001. Therefore promoter 
induction and H3K56ac were still essential for transcriptionally stimulated 




Our predicted model for genes that can undergo stimulated CNV in response 
to the environment required an upstream RFS site, expression from a bi-
directional promoter, and repressed expression under optimal growth 
conditions, but becoming highly induced in response to a specific 
environmental stimulus. The copper-resistance CUP1 gene had all these 
prerequisites for it to be able to undergo environmentally-stimulated CNV. 
Using the genetically re-engineered PGAL-HA strain, I first showed that 
promoter induction could stimulate de novo CNV in the genetic context of the 
CUP1 locus. 
Since direct determination of CUP1 CNV in response to copper was not 
possible due to copper selection towards alleles with higher CUP1 copy 
numbers, I instead identified a selection of gene knockout mutations that 
interfered with CNV at the native CUP1 locus. Deletion of HST3, HST4, 
MRC1, and POL32 genes caused extensive CUP1 CNV, with hyper-
recombination phenotypes, that were independent of environmental 
stimulation. 
The H3K56ac histone deacetylases Hst3 and Hst4 were shown to be required 
for stabilising the CUP1 locus against stimulated CNV, by decreasing global 
H3K56ac levels. I confirmed this by: 1) inhibiting Hst3 and Hst4 with the 
HDAC inhibitor nicotinamide, which has no environmental selection pressure 
at CUP1, but still stimulated extensive CUP1 CNV; and 2) reducing 
 113 
nicotinamide-stimulated CNV at CUP1, by deleting the opposing H3K56 
acetyltransferase gene RTT109. 
Using the hyper-recombinant replication protein mutants mrc1Δ and pol32Δ, I 
provided evidence for H3K56ac stimulating de novo CNV events through its 
function(s) in replication fork stability and/or DNA repair, and not through its 
regulation of promoter induction and directionality. Finally, using the PGAL-HA 
strain, I provided evidence that stimulated CNV can only occur at genes with 




4. Stimulated CNV accelerates adaptation to 





Many human disorders have been associated with CNV of protein coding 
genes (Craddock et al., 2010; Stankiewicz and Lupski, 2010), with some 
specific genetic syndromes being directly attributed to changes in copy 
number (van der Maarel, Tawil and Tapscott, 2011). In cancer, amplification 
of the driving oncogene is one mechanism cells have been shown to use in 
order to develop resistance to chemotherapeutic drugs (Frei et al., 1984; 
Corcoran et al., 2010; Little et al., 2011). Therefore the importance of copy 
number in environmental adaptation leading to disease is already well 
established. In Chapter 3, I showed that CNV could be transcriptionally 
stimulated in the genetic context of CUP1 in response to the environment, so 
long as the promoter was induced and there was a high local level of 
H3K56ac around the CNV gene. As such, environmentally-stimulated CNV 
could have major implications in how disorders associated with CNV and 
environmental adaptation are considered.  
As mentioned in Chapter 3, detecting CNV at the native CUP1 locus has two 
major complications. The first is that copper provides a selective pressure 
towards the emergence of alleles with high CUP1 copy numbers, making the 
distinction between random pre-existing and adaptive mutations impossible 
under normal culturing conditions. The second issue is that copper begins to 
precipitate out of the media at concentrations necessary to select for CUP1 
amplifications in cells with high parental CUP1 copy number. In this Chapter, I 
will introduce the Cell Fate Analysis strategy, which utilises the Mother 
Enrichment Program (MEP) devised by the Gottschling lab (Lindstrom and 
Gottschling, 2009), as a novel method to detect stimulated CNV events in 
response to the environment, by using a defined cohort of replicatively aged 
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yeast. Using these replicatively aged yeasts, I will explore whether cells can 
accelerate their adaptation to a challenging copper environment through 
copper-stimulated CNV at CUP1, and determine the importance of promoter 
induction and H3K56ac in the process.  
I will also introduce the 3xCUP1 system to determine whether stimulated CNV 
functions the same in low- and high-copy CUP1 systems. High-copy CUP1 
systems are not uncommon for yeast from the S288C background, and are by 
no means exceptional compared to CUP1 copy numbers of wild isolates 
(Zhao et al., 2014; Strope et al., 2015). Nonetheless, most genes in the yeast 
genome are present at low-copy, therefore establishing whether our predicted 
model for stimulated CNV also functions at low-copy is important for the 
translatability of the mechanism. 
 
4.2 Copper stimulates de novo CNV at CUP1 
 
It is not possible to test whether environmental copper can directly stimulate 
de novo CNV events at the native CUP1 locus under normal culturing 
conditions, in the same way as the PGAL-HA experiment (Fig. 3.3b), because 
of the aforementioned issues with growth in a selective copper environment. 
Therefore, to determine whether the native PCUP1-CUP1 locus also undergoes 
stimulated CNV in response to environmental copper, the issue of copper 
selection needed to be removed, without interfering with the natural copper 
responsiveness of the locus. The Mother Enrichment Program (MEP) dealt 
with the copper selection issue by preventing the progeny of a defined cohort 
of cells from replicating during growth in the presence of β-estradiol 
(Lindstrom and Gottschling, 2009). Therefore the MEP system allowed direct 
observation of the treatment on a defined cohort of cells, independent of the 
reproductive success of their progeny, and therefore also free from 
environmental selection. 
The MEP, built by the Gottschling lab, uses a fusion protein, Cre-EBD78, of 
the bacteriophage P1 Cre recombinase and the oestrogen-binding domain of 
the murine oestrogen receptor that is strictly dependent upon β-estradiol for 
its activity. This fusion protein was put under the control of the daughter-
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specific PSCW11 promoter, which is solely expressed in newborn cells, and 
integrated at the HO locus. PSCW11-cre-EBD78 expression is therefore 
restricted to the G1 phase of daughter cells. The Cre recombinase controls 
two loxP flanked target genes, UBC9 and CDC20. Both UBC9 and CDC20 
protein products are required for the degradation of mitotic cyclins and other 
targets vital to cell cycle progression (Sethi et al., 1991; Seufert, Futcher and 
Jentsch, 1995; Dieckhoff et al., 2004). Upon activation, the recombinase 
activity deletes 92% of the coding region of UBC9 and changes the start 
codon of the CDC20 gene so that it now produces a non-functional protein. In 
the absence of β-estradiol, daughter cells express the Cre-EBD78 fusion 
protein, but it is sequestered in the cytoplasm and the daughters survive. 
However, upon ligand binding, the fusion protein is translocated into the 
nucleus, where it acts on its loxP target sites and causes the selective 
permanent arrest of all daughter cells in M-phase (Lindstrom and Gottschling, 
2009). 
In our experiments, the MEP wild-type yeasts are diploid and maintain their 
CUP1 copy number at 13 and 14 repeats on its two alleles. The MEP cells 
were initially pre-cultured in complete synthetic media to early log phase and 
then 0.25x107 pre-culture cells were inoculated into two 125ml complete 
synthetic cultures containing β-estradiol (Fig. 4.1a). After 2 hours growth, 
1mM CuSO4 was added to one of the two 125ml cultures and the other one 
was left untreated. Both cultures were aged for 24 hours, during which time β-
estradiol ensured all daughter cells produced were unable to replicate. At the 
end of the experimental time period, a sample of each culture condition was 
plated on a non-selective complete synthetic plate in the absence of β-
estradiol. Progenitor cells from the initial defined cohort, which were still viable 
after 24 hours, gave rise to genetically identical colonies that were then grown 
up for DNA extraction and Southern blot analysis of CUP1 copy number (Fig. 
4.1b). The defined cohort of cells allowed for direct observation of the effect of 
copper treatment on CUP1 CNV, independent of the reproductive success of 





Figure 4.1: Stimulated CNV in copper treated yeast. a) Schematic of the Cell Fate 
Analysis strategy in MEP wild-type cells. An initial pre-culture was inoculated with a single 
colony of MEP cells and grown to early log phase. 0.25x107 pre-culture cells were inoculated 
into 125ml cultures containing β-estradiol and grown for 2 hours. No copper (top pathway) or 
1mM CuSO4 (bottom pathway) was then added to the cultures and aged for 24 hours. The β-
estradiol was then removed and a sample of each culture condition was plated on non-
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selective media. Each viable progenitor cell gave rise to a colony of genetically identical 
yeast. b) PFGE-Southern blot and analysis of CUP1 copy number alleles in colonies derived 
from 128 untreated and 56 1mM CuSO4 treated diploid MEP cells after 24 hours, pooled from 
2 experiments. On average, 89% of the starting cohort of cells was recovered in the untreated 
condition, and 40% was recovered in the 1mM CuSO4 treatment. Experimentally observed 
mutation rates in the untreated cohort were normalised for the viability in the treated cohort, to 
produce the expected mutation rates for the treated condition. This included making the 
conservative assumption that cells lost during the experiment did not favour either yeast that 
do or do not undergo CNV. p-values were calculated by a goodness of fit χ2 test with 1 
degree of freedom between the observed and expected number of mutant to wild-type alleles 
across the treated cohort. 
 
 
In the absence of copper, when there should be no transcriptional stimulation 
of the CUP1 locus, just 7 out of the 256 alleles (128 clones) screened showed 
novel CUP1 CNV that deviated from the parental 13 and 14 CUP1 repeats on 
its two diploid alleles. This was a baseline observed mutation rate of 0.027 
CNV events per allele. This mutation rate is the combined influence of all the 
CNV mutants that were pre-existing in the initial cohort of cells, plus any CNV 
mutants that arose de novo during the course of the experiment. The 
individual contributions to the total CNV rate of pre-existing and de novo CNV 
mutations cannot be distinguished. 
In comparison, the 1mM CuSO4 treated condition detected 31 alleles with 
novel CUP1 CNV mutations, out of 112 screened alleles (224 clones). This 
was an observed mutation rate of 0.277 CNV events per allele, a 10-fold 
increase on the untreated condition. By random variation, a similar number of 
pre-existing CNV mutants would be expected in each starting cohort of cells, 
independent of the treatment. Therefore the increase in novel CUP1 CNV 
alleles in copper treatment must be due to an increase in the number of de 
novo CNV events at CUP1 during the 24-hour aging period. 
To determine whether the copper-stimulated increase in CUP1 CNV was 
statistically significant, differences in culture viability after 24 hours, across the 
respective treatments, needed to be accounted for. The untreated condition 
had a cell viability of 82-97% and the 1mM CuSO4 treated condition had a 
viability of 36-44%. The conservative assumption was made that all non-
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viable cells showed no bias between yeast that underwent CUP1 CNV and 
yeast with unchanged CNV. Using the observed CNV rate in the untreated 
condition, and taking the different viabilities of the two conditions into account, 
a value was calculated for the expected number of CUP1 CNV mutations in 
copper-treated cells if copper was not affecting the CNV rate. The expected 
number of CUP1 CNV events in copper was then directly compared to the 
experimentally observed number of CUP1 CNV events in copper, using a 
goodness of fit χ2 test with 1 degree of freedom. The χ2 test supported the 
conclusion that copper significantly increased the number of de novo CNV 
events at CUP1, well above the normal baseline rate, p value <0.0001. 
In the same way used above for total CNV events, copper-stimulated CUP1 
amplifications were also tested for statistical significance. Just as for the total 
CNV rate, copper-treated cells also significantly increased the number of de 
novo CUP1 amplifications, well above the normal baseline rate, p value 
<0.0001. 
These calculated rates for copper-stimulated CNV are likely to even be 
underestimates. This is because exposure to 1mM CuSO4, over the 24-hour 
experimental period, slowed the rate of replication. Copper-treated cells only 
underwent 8±3 divisions, compared to 12±2 divisions in untreated cells, as 
determined by budscar counting. Since CNV is currently considered to require 
DNA replication, copper-treated cells that have a reduced rate of replication 
will have had fewer occasions to undergo a CNV event at CUP1. As such, the 
Cell Fate Analysis experiment provided evidence that environmental copper 
stimulated the formation of de novo CNV and amplification events at the 
CUP1 locus. 
 
4.3 Stimulated CUP1 CNV can accelerate adaptation 
to environmental copper 
 
Having shown that de novo CNV events were stimulated at the CUP1 locus in 
response to environmental copper, it was important to next determine whether 
cells could use copper-stimulated CNV to accelerate their adaptation to a 
challenging copper environment. Three single cell-derived lines from the MEP 
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Cell Fate Analysis experiment in 1mM CuSO4 (Fig. 4.1b), which had: 1) 
gained 3 CUP1 repeats on one allele; 2) maintained the wild-type 13 and 14 
repeats on each allele; or 3) lost 7 repeats on one of its alleles, were put 
through a copper adaptation assay. The principle of the adaptation assay was 
to expose the yeast to various high concentrations of CuSO4 for 3 days and 
then measure the optical density (OD) reading for the culture. The OD600nm 
was a proxy readout for the ability of the culture to adapt and grow in that 
concentration of copper. As all three single-cell derived lines had a very high 
starting number of CUP1 repeats, very high concentrations of CuSO4 would 
be required to separate the copper-adaptive capabilities of the three lines. 
However, copper starts to precipitate out of the media at the concentrations 
necessary to separate the adaptation phenotypes of the three single-cell 
derived lines. To circumvent this issue, 0.5mM ascorbic acid was added to the 
assays. Ascorbate increases the cellular uptake of copper, thus raising the 
toxicity of environmental copper to the yeast. Therefore the added ascorbate 
enabled clear separation of the copper-adaptation profiles of the three single-
cell derived lines, using CuSO4 concentrations below the level at which 
copper begins to precipitate (Hassett and Kosman, 1995). 
All three single-cell derived lines effectively grew to saturation in up to 1.5mM 
CuSO4, and were all completely sensitive to copper concentrations above 
2.25mM (Fig. 4.2). The copper-adaptation profiles of the three single-cell 
derived lines were only separated in the narrow concentration range of 1.5mM 
to 2.25mM CuSO4, but nonetheless, a clear adaptive difference to copper was 
still observed between the three lines. The single-cell derived line that had 
gained 3 CUP1 repeats (red) outperformed both of the other two lines with 
lower CUP1 copy numbers. This adaptive advantage in copper was highly 
significant, p value = 0.005, compared to the parental CUP1 copy number line 
(black). Equally, the line that lost 7 CUP1 repeats (blue) showed a 
significantly decreased environmental fitness in copper, compared to the 
parental line, p value <0.0001. Given that these variable CUP1 copy number 
alleles arose de novo during exposure to environmental copper (Fig. 4.1b), 
and provided quantifiable adaptive differences to a challenging copper 
environment (Fig. 4.2), the results provided evidence that cells can accelerate 
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Figure 4.2: Copper adaptation of variable CUP1 copy number strains. A copper 
adaptation assay of three MEP lines recovered from Fig. 4.1b with the parental 13 and 14 
CUP1 copy numbers on each allele (parent, black), +3 repeats on one allele (+3 copies, red), 
and –7 repeats on one allele (-7 copies, blue). CuSO4 was added at indicated concentrations 
to media containing 0.5mM ascorbic acid to increase copper toxicity. OD660nm was measured 
after 3 days at 30°C. Error bars represent ±1 SD; p-values were calculated by 1-way ANOVA 
of area under curves; n = 6 for each line. 
 
 
4.4 Stimulated CNV is highly selective for the 
transcriptionally induced allele 
 
So far environmental copper has been shown to stimulate de novo CNV 
events at CUP1, with the novel CNV alleles producing quantifiable differences 
in copper-fitness with the potential to accelerate a cell’s adaptation to a hostile 
copper environment (Fig. 4.1b and 4.2). Also using the PGAL-HA system, it 
was shown in Chapter 3 that de novo CNV was stimulated by promoter 
induction (Fig. 3.3b). Whether copper-stimulated CNV at CUP1 was also a 
transcriptional effect still needed to be determined. One caveat of the 
untreated vs. copper-treated MEP experiment (Fig. 4.1b) was that copper 

















     p=0.005
parent vs. -7
     p<0.0001
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itself can cause genetic mutations, having been shown to induce genetic 
recombination and/or gene conversion events in Saccharomyces cerevisiae 
(Sakai and Takahashi, 1972; Zimmermann et al., 1984). Therefore the 
copper-stimulated increase in de novo CNV could be due to induction of the 
CUP1 promoter or increased mutagenesis. 
In order to show that copper-stimulated CUP1 CNV was a transcriptional 
response, the MEP PGAL-HA heterozygous diploid strain was created. This 
strain has one wild-type copper-responsive PCUP1-CUP1 allele and one 
galactose-responsive PGAL-HA allele. Using the cell fate analysis system 
described above (Fig. 4.1a), the heterozygote was aged for 24 hours in the 
same control glucose condition used before, but now also in PGAL promoter-
inducing galactose, instead of 1mM CuSO4. Neither glucose nor galactose 
treatment should have any mutagenic effect on the yeast, thus enabling direct 
determination of the importance of transcription in stimulating CNV at CUP1. 
Extracted DNA was run on a PFGE as before and Southern blotted. The 
membrane was then probed first for the PGAL-HA allele (Fig. 4.3a) and then 
separately for the PCUP1-CUP1 allele (Fig. 4.3b). Since the probe for the PGAL-
HA allele did not strip off the membrane very well prior to probing for the 
PCUP1-CUP1 allele, most of the bands detected in Fig. 4.3a were still observed 
in Fig. 4.3b. Therefore the true PCUP1-CUP1 alleles in Fig. 4.3b were just the 
novel bands observed in Fig. 4.3b that were not observed in Fig. 4.3a. 
When probed for the PGAL-HA allele, just 5 out of the 56 alleles screened 
showed CNV mutations in glucose (Fig. 4.3a). This was a mutation rate of 
0.089 CNV events per allele and was a little higher than, but still largely 
comparable to, the 0.027 CNV events per allele observed in the untreated 
MEP diploid (Fig. 4.1b). As seen earlier in the PGAL-HA haploid grown in 
glucose (Fig. 3.3b), the PGAL-HA allele was more inherently unstable than the 
PCUP1-CUP1 allele, which could explain the slight increase in CNV rate 
observed in the MEP PGAL-HA heterozygote in glucose. As before, this CNV 
rate is the sum of all novel CNV alleles that were pre-existing in the starting 





Figure 4.3: Allele specific stimulated CNV. PFGE-Southern blot and analysis of HA and 
CUP1 copy number in 56 glucose (Glu) aged and 28 galactose (Gal) aged MEP PGAL-HA 
heterozygous diploid yeast after 24 hours. Data is shown for both alleles in the same cells. 
Allele-specific probes covering the GAL1 promoter and HA ORF in a and the CUP1 promoter 
and ORF in b were used. 100% of the starting cohort was recovered in the glucose condition 
and 63% was recovered in the galactose treatment. Experimentally observed mutation rates 
in the glucose aged cohort were normalised for the viability in the galactose aged cohort, to 
produce the expected mutation rates for the galactose treatment. This included the 
conservative assumption that cells lost during the experiment did not favour either yeast that 
do or do not undergo CNV. p values were calculated by a goodness of fit χ2 test with 1 degree 
of freedom between the observed and expected number of mutant to wild-type alleles across 
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In comparison, 26 out of the 27 alleles screened in galactose showed CNV 
mutations. This was a mutation rate of 0.963 CNV events per allele, an 11-
fold increase on the mutation rate in glucose. The glucose cohort recovered 
100% of the starting cells and the galactose cohort recovered 63%. Taking 
these viabilities into account, galactose treatment caused a highly significant 
increase in de novo CNV events at the PGAL-HA allele, p value <0.0001, as 
determined by a goodness of fit χ2 test with 1 degree of freedom. The 11-fold 
increase in CNV rate at the PGAL-HA allele with galactose, also matches the 
10-fold increase in CNV rate in the MEP wild-type diploid with copper (Fig. 
4.1b). Therefore promoter induction can stimulate the local CNV rate 
approximately 10-fold, and provided further evidence for copper-stimulated 
CUP1 CNV being a transcriptional and not mutagenic effect. 
To best show that the galactose-stimulated CNV was a transcriptional effect, 
the exact same MEP PGAL-HA heterozygote cells used above, were then 
probed for the other allele, PCUP1-CUP1 (Fig. 4.3b). Neither glucose nor 
galactose treatment should transcriptionally induce the PCUP1-CUP1 allele. 
The glucose condition observed just a single CNV event out of 56 screened 
alleles, a mutation rate of 0.018 CNV events per allele, and the galactose 
treatment failed to produce any CNV events from the 27 screened alleles. 
There was no significant difference in de novo CNV events between glucose 
and galactose treatments at the PCUP1-CUP1 allele. This result provided 
evidence for CNV not being stimulated uniformly, but instead being highly 
specific to the transcriptionally active allele over a silent locus of similar 
sequence and copy number. 
Also, all the CNV events detected in the MEP PGAL-HA heterozygote were 
contractions. This was most likely because of the high starting copy number in 
these cells, combined with the absence of any selection pressure to maintain 





4.5 RTT109 deletion reduces de novo CUP1 CNV in 
response to copper 
 
To confirm the importance of H3K56ac in copper-stimulated CNV at the CUP1 
locus, the rtt109Δ mutation was introduced into the MEP, and Cell Fate 
Analysis of MEP rtt109Δ diploid cells was performed as in Fig. 4.1a. Out of 
the 96 alleles (48 clones) screened for CUP1 copy number, only 3 show novel 
CNV events in untreated cells (Fig. 4.4). This was a mutation frequency of 
0.031 CNV events per allele, which was very similar to the 0.027 CNV events 
per allele shown earlier in the untreated MEP wild-type. Therefore the rtt109Δ 
mutation did not interfere with CNV in the absence of copper-stimulation. 
However, when stimulated with 1mM CuSO4, the number of de novo CNV 
events only marginally increased to 5 out of 96 alleles (48 clones) screened. 
This was a mutation rate of 0.052 CNV events per allele and a 1.7-fold 
increase on the CNV rate without any stimulation. However, this slight 
increase in de novo CNV alleles with copper-stimulation in MEP rtt109Δ cells 
was not statistically significant, p value = 0.359, meaning that the variation in 
the number of observed CNV events, between the two conditions, was no 
greater than expected by random sampling. The copper-stimulated CNV rate 
in MEP rtt109Δ cells was also well down on the 10-fold increase in CNV seen 
earlier in MEP wild-type cells with copper-stimulation, which showed that 
deletion of the H3K56 acetyltransferase gene RTT109 caused a 5.9-fold 
reduction in copper-stimulated CNV. 
To check that the decreased CNV rate in the rtt109Δ mutant was not simply 
due to cells replicating less, budscar counts were determined for MEP wild-
type and rtt109Δ cells, in both the presence and absence of 1mM CuSO4. The 
untreated wild-type underwent 12.2±2.3 divisions and the matching rtt109Δ 
cells underwent 11.5±4.6 divisions, which was not a significant difference, p 
value = 0.9721. In copper, the wild-type underwent 8.2±3.2 divisions, with 
rtt109Δ cells undergoing 6.3±1.6 divisions, which again was not significant, p 
value = 0.2029. Therefore budscar counting confirmed that rtt109Δ cells 





Figure 4.4: H3K56ac loss reduced de novo CNV at CUP1. PFGE-Southern blot and 
analysis of CUP1 copy number alleles in colonies derived from 48 untreated and 48 1mM 
CuSO4 treated diploid MEP rtt109Δ cells after 24 hours. 91% of the starting cohort of cells 
was recovered in the untreated condition, and 40% was recovered in the 1mM CuSO4 
treatment. Experimentally observed mutation rates in the untreated cohort were normalised 
for the viability in the treated cohort, to produce the expected mutation rates for the treated 
condition. This included the conservative assumption that cells lost during the experiment did 
not favour either yeast that do or do not undergo CNV. p values were calculated by a 
goodness of fit χ2 test with 1 degree of freedom between the observed and expected number 
of mutant to wild-type alleles across the treated cohort. ns = not significant. 
 
 
Copper treatment did cause a significant reduction in the number of cellular 
divisions in the rtt109Δ mutant, p value = 0.0010, but it did so equally in the 
wild-type, p value = 0.0012. Therefore the reduced CNV rate in the rtt109Δ 
mutant grown in copper was not due to a lower rate of replication. As such, 
the acetyltransferase Rtt109, and its product H3K56ac, are essential for 
copper-stimulated CNV at CUP1. 
 
4.6 Creating the 3xCUP1 strain 
 
To determine whether stimulated CNV functions in low-copy systems as 
observed in high-copy systems, a low-copy strain with just 3 CUP1 repeats 
was created (Fig. 4.5). Previous attempts in our group to manipulate this locus 
had encountered problems: 1) after deleting the endogenous locus, 
































many partial constructs integrated at the wrong location; 2) the previous 
generation of constructs disrupted the overlapping RSC30 gene; and 3) the 
absence of the MET25 gene, in our lab standard BY4741 MATa haploid 
background, profoundly impacted copper resistance. To address these issues 
the native ADE2 gene was first deleted in the MATα haploid BY4742 wild-type 
background, which carries a wild-type copy of MET25. ADE2 encodes a 
phosphoribosylaminoimidazole carboxylase which catalyses the sixth step of 
the de novo purine biosynthetic pathway in Saccharomyces cerevisiae 
(Dorfman, 1969). ade2Δ yeast accumulate a red pigment as a result of 
adenine deprivation, which can then be used as an additional phenotypic 
selection marker (Zonneveld and van der Zanden, 1995; Ugolini and Bruschi, 
1996). This was helpful as many of the background colonies obtained after 
selection on plates lacking Adenine were red, presumably due to integration 





Figure 4.5: Schematic of the 3xCUP1 locus. Blue boxes indicate CUP1 repeats, and the 
orange box indicates the ADE2 marker. The reading frame of RSC30 is maintained across 
the construct boundary. Restriction enzymes for Southern analysis are shown in green along 
with the probe location. 
 
 
The red ade2Δ yeasts were then transformed with a single-copy CUP1 
plasmid containing a URA3 marker, as Saccharomyces cerevisiae require a 
single copy of the CUP1 gene to survive (Fogel and Welch, 1982), and then 
the entire native CUP1 locus [ChrVIII: 212265...216250] was deleted using a 
KanMX6 marker. A modified 3xCUP1 plasmid, pRH9, was constructed 
containing 3 complete genomic CUP1 copies [ChrVIII: 214256...216239] in 
EcoRI EcoRI3x CUP1 copies
ADE2 RSC30CUP1 CUP1 CUP1CLC1
3xCUP1
1kb
Southern blot probe 
binding site
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tandem, along with an ADE2 marker and native CUP1 flanking sequence, 
which was SacI digested and transformed into ade2Δ yeast. The pRH9 
construct was designed so that the reading frame of the overlapping 
chromatin remodelling gene RSC30 was maintained after transformation, and 
the maintenance of the correct RSC30 open reading frame was confirmed in 
positive clones by sequencing. White ADE2 positive, G418 sensitive colonies 
were selected, genotyped by PCR and grown on FOA, to select for loss of the 
single-copy CUP1 containing URA plasmid. This produced the YRH23/24 
strains, known henceforth as 3xCUP1. CUP1 copy number of the resulting 
strains was often variable, so the actual copy number was validated by 
Southern blot (data not shown). Other variants of the CUP1 locus used later 
were created by a similar strategy, although it was discovered that removing 
the CUP1 plasmid by plating on FOA immediately prior to transformation of 
the CUP1 replacement construct substantially improved integration efficiency. 
 
4.7 Emergence of high-copy CUP1 alleles in 3xCUP1 
is under positive selection in copper 
 
The results presented earlier in this Chapter using a high-copy CUP1 system 
showed that environmental copper transcriptionally stimulated CNV at CUP1, 
in a replication-linked mechanism. Therefore, it is essential for stimulated 
CNV that cells are only ever exposed to sub-lethal copper concentrations that 
still allow replication to proceed. The high-copy systems replicated normally in 
1mM CuSO4, but this concentration was too toxic for low-copy 3xCUP1 cells. 
As such, the culturing concentration of CuSO4 was optimised for use with 
3xCUP1 cells, with 0.3mM CuSO4 being determined to be the optimum 
concentration of copper to proceed with (data not shown). 
To determine whether 3xCUP1 cells could replicate in 0.3mM CuSO4, the 
yeast was grown for 72 hours in a growth curve assay, with or without 0.3mM 
CuSO4 (Fig. 4.6a). After about 30 hours, all 16 of the untreated replicates 
grew to saturation. By comparison, all 16 of the 0.3mM CuSO4 treated 
replicates displayed clear growth retardation by the same time-point. 
However, fast-growing, highly copper-resistant populations were still able to 
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arise in late growth, from about 40 hours into the growth assay. Therefore 
0.3mM CuSO4 was sub-lethal to 3xCUP1 cells, with copper-resistant cells 





Figure 4.6: Emergence of highly copper-resistant cells with amplified CUP1 copy 
number. a) Growth curves of 3xCUP1 cells grown with or without 0.3mM CuSO4, n = 16 for 
each condition. Note that the growth retardation caused by 0.3mM CuSO4 is stronger in the 
200μl 96-well plate cultures used for growth curve analysis than in the 4ml batch cultures 
used for Southern blot samples; although cells also grow slowly in 0.3mM CuSO4 under these 
conditions, almost all cultures reach saturation by 72 hours. b) Southern blot analysis of 
CUP1 copy number in 3xCUP1 cells grown to saturation over 10 generations in complete 
synthetic media, then 1:1000 diluted in the same media, with or without 0.3mM CuSO4, and 
re-grown to saturation over a further 10 generations. Quantification shows the percentage of 
CNV alleles, n = 6. p value calculated by a two-tailed paired t test. 
 
 
Having shown that 3xCUP1 cells still replicated in 0.3mM CuSO4, it was 
important to determine whether amplified CUP1 alleles emerge under 0.3mM 
CuSO4 treatment. 3xCUP1 yeast was grown to saturation over 10 generations 
in complete synthetic media, then 1:1000 diluted in the same media with or 
without 0.3mM CuSO4, and re-grown to saturation over a further 10 
generations. DNA was extracted for Southern blot analysis at 120V for 16.5 
hours on a 1% 1xTBE agarose gel. In the absence of copper, no novel CUP1 
CNV alleles were detected by Southern blot analysis (Fig. 4.6b). Whereas 
novel alleles, with amplified CUP1 copy numbers were detected in response 
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to 0.3mM CuSO4 treatment. Copper treatment observed the emergence of 
significantly more novel CUP1 alleles than the untreated condition, p value 
<0.0001. However, this result cannot determine whether the CUP1 
amplifications were stimulated by 0.3mM CuSO4, or a selection towards rare 
pre-existing random mutations with higher CUP1 copy number. Nonetheless, 
this result showed that highly copper-resistant cells, with high CUP1 copy 
numbers, were under positive selection in 0.3mM CuSO4, further supporting 
the growth curve data. 
 
4.8 CNV and adaptation is reduced in rtt109Δ 
 
In the high-copy systems, H3K56ac was essential for stimulated CNV, with 
total abrogation of CNV in an rtt109Δ mutant. So to test the importance of 
H3K56ac in the low-copy 3xCUP1 system, RTT109 was deleted in 3xCUP1 
yeast, and both 3xCUP1 wild-type and rtt109Δ cells were grown to saturation 
over 10 generations in complete synthetic media, then 1:1000 diluted in the 
same media with and without of 0.3mM CuSO4 and re-grown for a further 10 
generations. Southern blot analysis of CUP1 copy number showed that the 
emergence of CUP1 amplifications was significantly repressed in the rtt109Δ 
mutant (Fig. 4.7 a lane 2 vs. 4), p value <0.0001. The rtt109Δ cells completely 
repressed all CNV in 0.3mM CuSO4 to the level in untreated cells (Fig. 4.7a 
lane 3 vs. 4). Therefore, the CUP1 alleles with high copy number appear to be 
stimulated by 0.3mM CuSO4 in an H3K56ac-dependent mechanism, just as 
was observed in the high-copy systems. 
The same cells run on the Southern blot (Fig. 4.7a), were also challenged in a 
copper adaptation assay (Fig. 4.7b). Since the parental CUP1 copy number is 
much lower in 3xCUP1 cells than in the MEP cells used earlier (Fig. 4.2), 
these adaptation assays were performed using much lower copper 
concentrations and without ascorbic acid. 
Copper pre-treated 3xCUP1 yeast, which underwent transcriptionally 
stimulated CNV, also caused a highly significant adaptive advantage in a 
challenging copper environment, p value <0.0001. This adaptive advantage 




Figure 4.7: H3K56ac was required for stimulated CNV and copper adaptation in 
3xCUP1 cells. a) Southern analysis of CUP1 copy number in 3xCUP1 wild-type (wt) and 
rtt109Δ cells grown to saturation over 10 generations in complete synthetic media, then 
1:1000 diluted and re-grown to saturation over 10 generations in the same media with or 
without 0.3mM CuSO4. Quantification shows the percentage of CNV events deviating from 
the parental copy number, n = 6. p values calculated by 1-way ANOVA for repeated 
measurements. ns = not significant. b) Copper resistance of same cells from a. Cells were 
diluted in media with varying concentrations of CuSO4 and grown for 3 days. Average OD600nm 
was plotted, error bars represent ±1 SD, and n = 6 cultures per condition, each tested at 8 
CuSO4 concentrations. c) Southern blot analysis of CUP1 copy number in 3xCUP1 wild-type 
and rtt109Δ cells from the adaptation assay in b, outgrown for 10 generations without copper. 
p values were calculated by 1-way ANOVA of area-under-curve values for each culture. 
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adaptive ability was not due to a general fitness disadvantage in rtt109Δ cells, 
as they showed no significant adaptive difference to the wild-type when 
untreated, p value = 0.99. Therefore loss of H3K56ac in rtt109Δ cells 
repressed stimulated CNV and impaired the ability of the cells to adapt to high 
copper environments. 
Interestingly, copper pre-exposed 3xCUP1 rtt109Δ yeast still showed a 
significant survival advantage over its untreated counterpart, p value = 
0.0081. This was surprising as CNV appeared to be completely repressed in 
rtt109Δ, according to Southern blot analysis (Fig. 4.7a). The partial copper-
adaptation in copper pre-exposed rtt109Δ cells could therefore be via 
alternative copper-resistance mutations that do not involve CUP1 CNV, such 
as point mutations or epigenetic changes. Alternatively, copper-stimulated 
CUP1 CNV might still occur in rtt109Δ yeast, but at a greatly reduced rate that 
is below the threshold of detection by Southern blot. Such minor CNV would 
have to be independent of H3K56ac, or else cells must have another gene 
encoding a protein with much less efficient H3K56 acetyltransferase activity, 
that partially compensates in the absence of RTT109. Finally, as this 
experiment was performed without the use of the MEP, the possibility of 
highly copper-resistant cells, with high CUP1 copy numbers, pre-existing 
extremely rarely in the starting population cannot be ruled out. As such, even 
with strong selection in copper, these cells may still be below the threshold of 
detection by Southern blot analysis after 10 generations. However, after an 
additional 10 generations of selective growth in the adaptation assay, these 
highly copper resistant yeast might finally be detected by the more sensitive 
copper adaptation assay. 
To try and rule out some of these possibilities, 1mM CuSO4 resistant 3xCUP1 
rtt109Δ yeast from the adaptation assay (Fig. 4.7b), were outgrown for 10 
generations in the absence of copper, to determine whether CNV was now 
detected by Southern blot analysis (Fig. 4.7c). In all 3 replicates, amplified 
CUP1 alleles were now detected in rtt109Δ cells that survived 1mM CuSO4 in 
the adaptation assay. Therefore the partial copper-adaptation ability of copper 
pre-treated rtt109Δ cells was still through CUP1 CNV. Whether this CNV in 
rtt109Δ yeast was independent of H3K56ac, or dependent on H3K56ac but 
acetylated by an as yet unknown acetyltransferase, or simply an extremely 
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rare pre-existing amplification event cannot be concluded. Interestingly, the 
wild-type cells that could survive in 1mM CuSO4 in the adaptation assay now 
displayed a single CNV allele at the highest observed CUP1 copy number. 
This showed that in a highly selective copper environment, stimulated CNV 
continued until the population was dominated by highly copper-resistant cells, 
all with the highest possible CUP1 copy number, for best survival in the 
challenging environment. 
 
4.9 Nicotinamide-stimulated CNV in 3xCUP1 
 
To determine whether CNV could be stimulated in low-copy 3xCUP1 cells in 
the absence of selection, 3xCUP1 yeast was grown for 10 generations to 
saturation in complete synthetic media, and then 1:1000 diluted in the same 
media with or without 5mM nicotinamide and re-grown for a further 10 
generations to saturation. In Chapter 3, nicotinamide was shown to stimulate 
extensive CUP1 CNV in high-copy BY4741 wild-type cells by inhibiting the 
H3K56ac HDACs, without any environmental selection pressure. DNA was 
extracted from the cultures for Southern blot analysis of CUP1 copy number 
(Fig. 4.8), to determine whether increased global H3K56ac levels could also 
stimulate CUP1 CNV in low-copy strains. Unlike in the high-copy system, 
where numerous novel CUP1 CNV alleles were stimulated by nicotinamide, 
the only CNV allele detected in 3xCUP1 cells was the -1 repeat band for 2 
CUP1 copies. Despite producing fewer novel CNV alleles, nicotinamide 
treatment did still significantly stimulate CNV in 3xCUP1 yeast over the 
untreated condition, p value <0.0001. Therefore increasing global H3K56ac 
still stimulated CNV in low-copy CUP1 arrays. 
As there was more starting CUP1 repeats in the high-copy system, and an 
RFS site in every CUP1 repeat, the high-copy system has more opportunities 
for a CNV event to occur with every round of replication, compared to the low-
copy system. Therefore it was unsurprising that 3xCUP1 yeast had a greatly 
reduced rate of nicotinamide-stimulated CNV, compared to high-copy 
systems. Also nicotinamide treatment in both high- and low-copy systems 
primarily produced contractions, as there was no selection pressure to 
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maintain high-copy number alleles. See the discussion for potential 
explanations for the observed contraction bias. 
A +1 repeat band for 4 CUP1 copies was observed at the limit of detection in 
nicotinamide-treated 3xCUP1 cells, which showed that nicotinamide also 
stimulated amplification events. However, the +1 repeat band was much 
fainter than the -1 repeat band, which showed that amplifications are more 
infrequent than contractions, and largely pass under the threshold of detection 




Figure 4.8: Nicotinamide stimulated CNV in 3xCUP1 cells. Southern analysis of CUP1 
copy number in 3xCUP1 cells grown for 10 generations with or without 5mM nicotinamide 
(NIC); arrows indicate -1 and +1 copy bands. Quantification shows the percentage of –1 
alleles; n = 4, p value calculated by a two-tailed paired t test. 
 
 
4.10 Nicotinamide enhances the emergence of high-
copy CUP1 alleles in copper 
 
In the absence of selection, nicotinamide-stimulated CNV in 3xCUP1 cells 
almost exclusively produced contractions (Fig. 4.8), whereas in the presence 































determine whether nicotinamide-stimulated contractions remain when a 
selection pressure was introduced, 3xCUP1 cells were grown for 10 
generations to stationary phase in complete synthetic media, then 1:1000 
diluted in the same media in the presence or absence of 5mM nicotinamide, 
and with or without 0.3mM CuSO4. Cultures were then re-grown for a further 
10 generations to saturation, prior to Southern blot analysis of CUP1 copy 





Figure 4.9: Nicotinamide enhanced the emergence of CUP1 alleles with high copy 
number in copper. Southern blot analysis of CUP1 copy number in 3xCUP1 cells grown for 
10 generations, with or without 5mM nicotinamide (NIC), and with or without 0.3mM CuSO4. 
Upper quantification showed the percentage of alleles deviating from the parental copy 
number, and lower quantification showed the percentage of amplification events with greater 
than two times the parental copy number, n = 6. p values calculated by 1-way ANOVA for 
repeated measurements. ns = not significant. 
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As shown previously in Fig. 4.6b, 3xCUP1 cells treated with copper alone 
again observed a significant increase in the emergence of CUP1 alleles with 
higher than parental copy number, p value = 0.018. Also as shown in Fig. 4.8, 
3xCUP1 cells treated with nicotinamide alone primarily produced a -1 repeat 
contraction band. Interestingly, the treatment with nicotinamide and copper 
observed a reduction in the level of the -1 contraction band, compared to 
treatment with nicotinamide alone. Therefore copper negatively selected 
against nicotinamide-stimulated CUP1 contractions. The treatment with 
nicotinamide and copper also observed a slight, but non-significant increase 
in the total number of CUP1 CNV alleles, compared to the treatment with 
copper alone, p value = 0.1224. However, when just the novel CNV alleles 
with high copy number was considered, as defined by having a copy number 
greater than 2-fold the parental copy number, significantly more high-copy 
CNV alleles were detected in the treatment with copper and nicotinamide than 
the treatment with copper alone, p value = 0.006. 
Individually, nicotinamide was capable of stimulating CNV events at CUP1, 
and CuSO4 could select for the emergence of CUP1 alleles with high copy 
number, even in a low-copy system. Alone nicotinamide-stimulated CNV 
primarily generated contractions, but when combined with a copper selection 
pressure, nicotinamide enhanced the emergence of CUP1 alleles with high 
copy number. Therefore nicotinamide stimulation of CUP1 CNV provided an 
additive effect to copper selection towards alleles with the highest CUP1 copy 
numbers. 
 
4.11 Stimulated CNV confers a fitness advantage  
 
To determine whether nicotinamide-stimulated CNV in 3xCUP1 cells confers 
an adaptive advantage in copper, the same 3xCUP1 cells used for the 
Southern blot in Fig. 4.9 above, were challenged in a copper adaptation assay 
(Fig. 4.10a). The copper adaptation assay used the same conditions as in Fig. 
4.7b. 
As observed previously, copper pre-treated 3xCUP1 yeast again showed a 
highly significant survival advantage over the untreated 3xCUP1 cells, p value 
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<0.0001. Confirming that pre-exposure to copper increases the proportion of 
cells in a population that have alleles with higher than parental CUP1 copy 
number, which provides copper pre-treated cells an adaptive advantage in a 
hostile copper environment. 
Despite showing an increased proportion of high-copy CUP1 alleles in 
3xCUP1 cells by Southern blot, the combined pre-treatment with 0.3mM 
CuSO4 and 5mM nicotinamide did not cause a significant increase in adaptive 
ability to a hostile copper environment, over pre-treatment with copper alone, 
p value = 0.19. However, the CuSO4 and nicotinamide pre-treatment did 
begin to outperform the treatment with copper alone at CuSO4 concentrations 
of 1mM and above. Therefore the assay design might have used too low 
copper concentrations to clearly separate the high-resistance copper 
adaptation profiles of copper and nicotinamide pre-treated cells, from cells 





Figure 4.10: Nicotinamide-stimulated CNV confers an adaptive advantage in copper. a) 
Copper resistance of 3xCUP1 wild-type cells grown with or without 0.3mM CuSO4 and with or 
without 5mM nicotinamide (NIC). Cells were diluted in media with varying concentrations of 
CuSO4 and grown for 3 days. Average OD600nm was plotted, error bars represent ±1 SD, n = 
12 cultures per condition, each tested at 8 CuSO4 concentrations. p values were calculated 
by 1-way ANOVA of area-under-curve values for each culture. b) CUP1 copy number 
distribution of nicotinamide pre-grown 3xCUP1 cells from 0 and 0.75mM CuSO4 in the 
adaptation curve in a, then outgrown without drug. 
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Surprisingly, the 5mM nicotinamide pre-treated cells, which produced mostly -
1 repeat contractions by Southern blot analysis, also displayed a significant 
enhancement in adaptation to a hostile copper environment, over untreated 
3xCUP1 cells, p value <0.0001. However, the nicotinamide-stimulated 
adaptation to copper was still much lower than the adaptation to copper in 
copper pre-treated cells, p value <0.0001. The partial copper-adaptive 
phenotype of nicotinamide pre-treated cells might come from rare cells with 
nicotinamide-stimulated CUP1 amplifications, which were too infrequent to 
observe by Southern blot in the absence of any selection (Fig. 4.9). This 
provided some supporting evidence for nicotinamide also stimulating CUP1 
amplifications in Fig. 4.8, where a +1 repeat band was observed at the limit of 
detection in nicotinamide-treated 3xCUP1 cells. 
To determine whether the nicotinamide-stimulated copper-adaptive advantage 
was due to CUP1 amplifications, the nicotinamide pre-treated cells that were 
exposed to 0 and 0.75mM CuSO4 in the adaptation assay were outgrown for 
10 generations to saturation in complete synthetic media. Southern blot 
analysis showed that in the absence of copper selection, nicotinamide pre-
treated cells still showed no observable CUP1 amplifications (Fig. 4.10b). 
Whereas all 6 experimental replicates that adapted to 0.75mM CuSO4 in the 
copper adaptation assay, could now detect CUP1 alleles with high copy 
number by Southern blot analysis. This provided supporting evidence for rare 
nicotinamide-stimulated CUP1 amplifications being selected for in copper and 
providing the partial copper-adaptive phenotype of nicotinamide pre-treated 
cells. 
 
4.12 Construction of modified 3xCUP1 strains for 
detection of cis-acting elements at CUP1 
 
Cis-regulatory elements are highly conserved DNA sequences that can direct 
patterns of gene expression (Wittkopp, 2006). To determine whether CUP1 
had any cis-acting sequences required for the emergence of CUP1 alleles 
with higher than parental copy number in copper, our lab created 3 modified 
3xCUP1 constructs (Fig. 4.11). The first strain, 3x[CUP1-NodA], had a 
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continuous track of 16 poly(dA) bases that occurs 260bp downstream of the 3’ 
end of the CUP1 ORF removed (Fig. 4.11a). A continuous track of poly(dT) 
bases had previously been identified as an important sequence element, 
where it defined the breakpoints of an adaptive mutation, a 5.1kb deletion on 
chromosome IV (587839–592999), during an evolution study of 
Saccharomyces cerevisiae lacking the high affinity sulphate permease Sul1, 
grown in sulphate-limited media (Payen et al., 2016). Therefore the poly(dA) 
sequence was deleted in the 3x[CUP1-NodA] strain to determine whether 
poly(dA) at CUP1 might also be involved in defining the breakpoint at CUP1 in 
response to copper.  
The second strain, 3x[CUP1-Ttef], replaced the native CUP1 terminator 
sequence, starting from the 3’ end of the CUP1 ORF to the end of the repeat, 
with the TEF terminator from a pFA6a-KanMX6 plasmid (Fig. 4.11b). The 
poly(dA) sequence was maintained at the end of the TEF terminator 
sequence. The 3x[CUP1-Ttef] strain should identify any important cis-acting 
elements at CUP1, downstream of the CUP1 ORF, that are present in every 
repeat. 
The final strain, 3x[GFP-CUP1], replaced the entire DNA sequence, from the 
start of the CUP1 repeat to the start of the CUP1 promoter, with a non-
functional GFP tag (Fig. 4.11c). The replaced region upstream of CUP1 
included the predicted location of the CUP1 RFS site. The 3x[GFP-CUP1] 
strain should identify important cis-acting elements upstream of the CUP1 




Figure 4.11: Schematics of the modified 3xCUP1 locus in 3 strains for identification of 
cis-acting elements. Each CUP1 repeat in 3xCUP1 cells contains the CUP1 ORF (blue 
arrow), an upstream RFS site (red box), and a continuous sequence of 16 poly(dA) 
downstream of the CUP1 ORF. a) In 3x[CUP1-NodA] cells the poly(dA) region was deleted. 
b) In 3x[CUP1-Ttef] cells the downstream CUP1 terminator sequence was replaced with the 
TEF terminator from a pFA6a-KanMX6 plasmid, leaving the poly(dA) region intact at the end 
of the terminator. c) In 3x[GFP-CUP1] cells the CUP1 upstream region, including the RFS site 
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4.13 The CUP1 RFS site is essential for the emergence 
of CUP1 alleles with higher than parental copy 
number in copper 
 
To determine whether there are any cis-acting elements at CUP1 that are 
important for the emergence of CUP1 alleles with higher than parental copy 
number, the 3xCUP1 wild-type, 3x[CUP1-NodA], 3x[CUP1-Ttef], and 3x[GFP-
CUP1] strains were grown for 10 generations to saturation in complete 
synthetic media, then 1:1000 diluted in the same media with or without 0.3mM 
CuSO4 and re-grown to saturation over an additional 10 generations. 
Southern blot analysis for CUP1 copy number still detected a significant 
increase the number of novel CUP1 alleles with higher than parental copy 
number with copper treatment in the 3xCUP1 wild-type, p value = 0.0084, 
3x[CUP1-NodA], p value = 0.0008, and 3x[CUP1-Ttef] strains, p value = 
0.0003 (Fig. 4.12a). In copper, 3x[CUP1-NodA] and 3x[CUP1-Ttef] yeast also 
both showed no significant change in the percentage CNV detected, 
compared to the wild-type, p values = 0.9873 and 0.7996 respectively. 
Therefore, there did not appear to be any CUP1 cis-acting elements in the 
region from the 3’ end of the CUP1 ORF to the end of the repeat, and the 
poly(dA) sequence was not important for defining the breakpoint at CUP1. 
As shown in Fig. 4.11, the size of each GFP-CUP1 repeat is smaller than the 
repeat size of the other 3xCUP1 strains. As such, the Southern blot scale for 
GFP-CUP1 repeats is different to the wild-type and other modified 3xCUP1 
strains. In 3x[GFP-CUP1] cells, the percentage of CNV alleles detected in 
copper was significantly reduced compared to the wild-type, p = 0.0066. The 
percentage of novel CNV alleles detected in 3x[GFP-CUP1] cells was 
completely repressed to the level of the untreated condition, p >0.9999. 
Therefore the DNA sequence from the start of the CUP1 repeat to the start of 
the CUP1 ORF contains an important cis-acting element essential for CNV in 
response to copper. Given that this CUP1 upstream sequence contains the 
location of the CUP1 RFS site (Hull et al., 2017), and our predicted model for 




Figure 4.12: The CUP1 RFS site is essential for the emergence of CUP1 alleles with 
higher than parental copy number and adaptation to a challenging copper 
environment. Wild-type 3xCUP1 cells, 3xCUP1 cells with the poly(dA) region deleted 
(3x[CUP1-NodA]), 3xCUP1 cells with the CUP1 terminator replaced with a TEF terminator 
from pFA6a-KanMX6 (3x[CUP1-Ttef]), and 3xCUP1 cells with the CUP1 upstream region, 
including the RFS site, replaced with a GFP tag (3x[GFP-CUP1]) were grown to saturation for 
10 generations in complete synthetic media, then 1:1000 diluted in the same media with or 
without 0.3mM CuSO4 and re-grown to saturation over 10 generations. a) Southern blot 
analysis for CUP1 copy number. Quantification shows the percentage of CNV events 
deviating from the parental copy number, n = 6 for 3xCUP1 cells, n = 8 for 3x[CUP1-NodA] 
and 3x[CUP1-Ttef] cells, n = 5 for 3x[GFP-CUP1] cells. p values calculated by 1-way ANOVA. 
b) Copper resistance of a random selection of the same cells from a. Cells were diluted in 
media with varying concentrations of CuSO4 and grown for 3 days. Average OD600nm was 
plotted, error bars represent ±1 SD, and n = 6 for 3xCUP1 cells and n = 3 for 3x[CUP1-
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of detectable CNV events in 3x[GFP-CUP1] cells support the assumption that 
the RFS site is essential for stimulated CNV. However, the possibility of 
alternative essential CUP1 cis-acting elements being located in the CUP1 
upstream sequence cannot be excluded. 
To determine whether loss of the CUP1 RFS site also results in an inability to 
adapt to a hostile copper environment, a random selection of the same cells 
used for the Southern blot analysis were also challenged in a copper 
adaptation assay (Fig. 4.12b). In the absence of copper, 3x[CUP1-NodA], 
3x[CUP1-Ttef], and 3x[GFP-CUP1] strains showed no adaptive difference to 
copper, compared to wild-type cells, p values = 0.9969, 0.9589, and 0.9819 
respectively. This showed that the modifications introduced into the 3xCUP1 
variants had no effect on the fitness of the cells in the absence of copper. 
Copper pre-treated 3x[CUP1-NodA], and 3x[CUP1-Ttef] cells also showed no 
copper-adaptive difference to wild-type cells pre-treated with copper, p value 
>0.9999, and p value = 0.9496 respectively. All 3xCUP1 wild-type, 3x[CUP1-
NodA], and 3x[CUP1-Ttef] cells showed significant increases in copper-
adaptive ability in the copper pre-treated condition over the respective 
untreated condition, p values <0.0001 for all comparisons. 
However, in keeping with its repression of CUP1 CNV in copper, 3x[GFP-
CUP1] cells pre-treated in copper significantly repressed adaptation to the 
hostile copper environment, p value <0.0001 vs. wild-type cells pre-treated in 
copper. 3x[GFP-CUP1] cells completely repressed the copper-adaptive 
phenotype to the level of the untreated cells, p value = 0.9996. The repression 
of adaptation to a hostile copper environment in 3x[GFP-CUP1] cells was 
even greater than the repression in 3xCUP1 rtt109D cells (Fig. 4.7b), which 
also repressed the emergence of CUP1 alleles with higher than parental copy 
number in copper (Fig. 4.7a). As the 3x[GFP-CUP1] cells were not able to 
adapt to the high concentrations of copper used in the adaptation assay, cells 
could not be outgrown, as was done for the 3xCUP1 rtt109D cells (Fig. 4.7c), 
and so the final CNV of the 3x[GFP-CUP1] cells after exposure in the copper 
adaptation assay cannot be determined. Nonetheless, the complete inability 
of 3x[GFP-CUP1] cells to adapt to the challenging copper environment 
suggests that 3x[GFP-CUP1] cells are completely incapable of stimulating 
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CNV in response to environmental copper, most likely due to loss of the 




Adaptive mutation can be a controversial topic, not least because of 
limitations in current experimental approaches to conclusively separate 
mutations that arise after exposure to the environment, from mutations that 
pre-existed as rare cells in the initial population before exposure to the 
environment. The main challenge in separating adaptive mutations from 
random pre-existing mutations is selection, since mutations that confer a 
fitness advantage in the new environment from both origins of mutation 
become selected for in that environment, producing virtually indistinguishable 
final populations at the point of assaying. In this Chapter, I have presented the 
Cell Fate Analysis experiment, as a novel experimental protocol in which to 
study adaptive mutation events in a defined cohort of cells and free from 
issues of selection. The protocol utilised the MEP system in which daughter 
cells are unable to replicate, thereby removing the possibility for selection 
through propagation of cells with an adaptive advantage. 
Using the Cell Fate Analysis experiment I have shown that environmental 
exposure to copper directly stimulates de novo CNV events at the wild-type 
CUP1 locus. Next, I showed that these copper-stimulated CNV mutants 
confer quantifiable adaptive differences to high concentrations of copper. 
Then using the MEP PGAL-HA heterozygote, I provided evidence for copper 
stimulating de novo CNV events at CUP1 in a transcriptionally controlled 
mechanism, whereby CNV events are highly specific to the transcriptionally 
active allele over a silent locus of similar sequence and copy number. Finally, 
the acetyltransferase gene RTT109 was deleted in the MEP system and 
abolished copper-stimulated CNV at CUP1, confirming the requirement for 
H3K56ac in transcriptionally stimulated CNV in response to the environment. 
Therefore yeast can undergo a tightly controlled transcriptionally stimulated 
CNV mechanism, which is induced by a specific environmental stimulus and 
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dependent on H3K56ac, as a novel pathway for a cell to accelerate its 
adaptation to a specific hostile environment. 
In addition, I have provided evidence for transcriptionally stimulated CNV not 
being limited to the high-copy CUP1 locus. Using a strain with 3 CUP1 
repeats, I have shown that copper treatment increases the proportion of 
alleles with amplified CUP1 copy numbers detected within a population of 
3xCUP1 cells and also greatly increases the adaptive capability of the 
population of cells in a hostile copper environment. I have provided evidence 
for the emergence of CUP1 alleles with higher than parental copy numbers in 
3xCUP1 cells being stimulated by copper, as deletion of RTT109 reduced the 
observed number of CUP1 amplifications in copper and also the ability of cells 
to adapt to a challenging copper environment. Furthermore, nicotinamide was 
able to stimulate CNV in 3xCUP1 cells, and despite primarily stimulating 
CUP1 contractions, nicotinamide pre-treatment conferred an adaptive 
advantage in a hostile copper environment. Also, when combined with a 
copper selection pressure, nicotinamide enhanced the emergence of alleles 
with high CUP1 copy numbers. Therefore CUP1 CNV and the ability to adapt 
to a challenging copper environment in a low-copy system were dependent 
upon exposure to environmental copper and H3K56ac, as was proven for 
high-copy repeat arrays. 
Furthermore, replacement of the CUP1 upstream sequence from the start of 
the repeat to the start of the CUP1 ORF, which includes the location of the 
RFS site, with a non-functional GFP tag, completely blocked the emergence 
of any CUP1 CNV alleles in copper and also completely repressed the ability 
of the cells to adapt to a challenging copper environment. Therefore, as our 
predicted model for stimulated CNV proposed, an upstream RFS site 
appeared to be essential for any CNV events to occur at the adjacent gene. 
No other potential cis-acting elements appeared to affect stimulated CNV at 
CUP1. As such I have provided evidence for transcriptionally stimulated CNV 
at CUP1 being applicable to both high- and low-copy systems, which could 
have wide-ranging implications for how CNV mutations and environmental 
adaptation should now be considered. 
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5. Stimulated CNV as a general mechanism to 





Using the copper-resistance CUP1 gene, I have shown that yeast can 
accelerate their adaptation to a hostile environment through an 
environmentally stimulated CNV mechanism, which is controlled through 
promoter induction and local H3K56ac levels. I have also provided evidence 
for stimulated CNV occurring in a system with as few as 3 parental CUP1 
repeats, as well as in high-copy CUP1 systems. 
In this Chapter I will begin by exploring the fitness trade-off between the 
adaptive potential of stimulated CNV vs. the risk to the individual cell of 
mutating its genome. Then I will determine whether the TOR pathway is 
involved in the regulation of stimulated CNV and adaptation to a challenging 
copper environment, as it was at the rDNA, by treating cells with the TOR 
inhibitor rapamycin. 
Furthermore, I will investigate potential limitations to our predicted model for 
stimulated CNV, by firstly determining the minimum repeat requirement for 
stimulated CNV using strains with 2 parental CUP1 repeats, and even 1 
genomic CUP1 repeat, where there are no additional copies for DNA repair off 
a mismatched repeat to generate a CNV event. Finally, I will determine the 
translatability of the stimulated CNV mechanism, as defined using the model 
CUP1 locus, to other potential CNV genes by using the formaldehyde-
resistance gene SFA1, in both high- and low-copy systems. 
 
5.2 Population benefit of stimulated CNV 
 
In Chapter 4, nicotinamide pre-treatment conferred a survival advantage to 
3xCUP1 cells exposed to a challenging copper environment (Fig. 4.10a), 
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despite primarily stimulating deleterious CUP1 contractions (Fig. 4.8 and 4.9). 
As nicotinamide is a non-selective environment to 3xCUP1 cells, stimulated 
CNV in general has a contraction bias, but these contractions cannot be 
detected experimentally in selective environments like copper where 
amplifications confer a fitness advantage. To determine whether stimulated 
CNV is a beneficial mechanism for a population of cells to adapt to a hostile 
environment, irrespective of the contraction bias, untreated and nicotinamide 
pre-treated 3xCUP1 cells were challenged in the presence and absence of 
copper, by a growth curve assay and a direct competition assay. 
The null hypothesis of the growth curve assay was that nicotinamide pre-
treated 3xCUP1 cells would show no fitness difference, as measured by 
maximum growth rate, in the presence or absence of copper, compared to 
untreated cells of the matched condition. 
3xCUP1 cells were grown for 10 generations to saturation in complete 
synthetic media, then 1:1000 diluted in the same media with or without 5mM 
nicotinamide and re-grown to saturation over a further 10 generations. The 
saturated cultures were then 1:1000 diluted in complete synthetic media with 
and without 0.75mM CuSO4, and grown for 72 hours in a 96-well plate under 
Growth Curve conditions. The assaying concentration of 0.75mM CuSO4 was 
chosen from the copper adaptation assay in Fig. 4.10a, as the concentration 
at which growth was completely inhibited in untreated cells, but still preceded 
at 50% maximum growth OD in nicotinamide pre-treated cells. The maximum 
growth rate for untreated and nicotinamide pre-treated 3xCUP1 cells was 
calculated from the OD change per hour, δOD660nm/δt(hr), of smoothed time-
course data (Fig. 5.1a). The maximum growth rate is a measurable parameter 
of a culture’s fitness in the surrounding environment. 
In the absence of copper, nicotinamide pre-treated and untreated cells 
showed similar maximum growth rates in all 24 replicates. Therefore all 
replicates could reach their maximum growth rate in the absence of selection, 
and nicotinamide caused no change in growth rate. However, in the presence 
of 0.75mM CuSO4, only a single untreated replicate (4.17%) was still able 
reach an equivalent, or higher maximum growth rate to that observed in the 
absence of copper. By comparison, 13 out of 24 (54.17%) nicotinamide pre-
treated replicates could still reach an equivalent, or higher maximum growth 
 148 
rate to cells in the absence of copper. Therefore nicotinamide pre-treatment 
caused a 13-fold increase in the number cells capable of reaching their 
maximum growth ability in the presence of copper. When considering the 
population as a whole, the adaptation advantage gained in a hostile copper 
environment, from nicotinamide-stimulated CNV, greatly outweighed the risk 
to the individual cell of nicotinamide-stimulated CNV primarily producing 





Figure 5.1: Adaptation benefit of stimulated CNV in a copper environment. a) Maximum 
growth rate in 0mM or 0.75mM CuSO4 of 3xCUP1 cells pre-treated with or without 5mM 
nicotinamide for 10 generations. δOD660/δt represents the OD change per hour. Four 
samples, each grown with or without 5mM nicotinamide, were each inoculated in 6 cultures 
for growth curve determination across 72 hours. Data was the maximum of the first derivative 
of smoothed OD600nm time-course data for each culture. b) Competitive growth assay in 0mM 
or 0.3mM CuSO4. Two populations of 3xCUP1 cells with different selectable markers were 
pre-grown with or without 5mM nicotinamide, then mixed and outgrown for 10 generations in 
direct competition. The graph shows the change in composition of outgrowth cultures across 
the competition period between inoculation and saturation. p value was calculated by two-
tailed paired t test, n = 6. 
 
 
The growth curve assay used a high concentration of CuSO4 to show that 
nicotinamide-stimulated CNV was a beneficial risk for cells to accelerate the 
population’s adaptation to copper. However, a requirement for stimulated 
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concentration might have been too toxic for cells with non-amplified alleles to 
replicate. Therefore, untreated and nicotinamide-treated cells were also 
directly competed in 0.3mM CuSO4, to test in a low copper environment 
where cells definitely still replicate, whether nicotinamide-stimulated CNV is a 
beneficial risk for cells to accelerate the population’s adaptation to copper. 
The null hypothesis for the competition assay was that nicotinamide pre-
treated cells would have no survival difference to untreated cells, in the 
presence or absence of copper, and so would show no change in population 
share of a mixed population of untreated and nicotinamide pre-treated 
3xCUP1 cells. 
For the competition assay, the TRP1 gene was replaced with the 
nourseothricin (Nat) antibiotic resistance cassette in 3xCUP1 to produce the 
3xCUP1 trp1Δ::NatMX6 strain, which was a tryptophan (Trp) auxotroph. 
3xCUP1 wild-type and trp1Δ strains were grown for 10 generations to 
saturation in complete synthetic media, then 1:1000 diluted in the same 
media, with 3 replicates of each strain grown with and 3 replicates without 
5mM nicotinamide. Cultures were grown for a further 10 generations to 
saturation, then cells from each wild-type treatment were 1:1 mixed with trp1Δ 
cells of the opposite treatment, for a total of 6 competitions (Fig. 5.1b, left 
panel). Since half of the competitions used nicotinamide-treated wild-type 
cells and the other half nicotinamide-treated trp1Δ cells, the overall result from 
all 6 competitions will be unbiased from any effects of the TRP1 deletion or 
Nat resistance marker. 
The starting competition composition of wild-type and trp1Δ cells was 
determined by plating on –Trp and +Nat selection plates. Each competition 
was then diluted 1:1000 in 0 or 0.3mM CuSO4 and grown to saturation over 
10 generations. The final competition composition was then determined by 
plating on –Trp and +Nat selection plates. The change in the proportion of 
nicotinamide pre-treated cells in the final composition, from the starting 
composition, produced a score for the adaptation benefit or penalty of 
nicotinamide-stimulated CNV to a population (Fig. 5.1b, right panel). 
Without copper both untreated and nicotinamide pre-treated cells performed 
equally well, showing that nicotinamide treatment caused no fitness difference 
in the absence of selection, despite stimulating CNV at CUP1. However, 
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nicotinamide pre-treated cells greatly outcompeted untreated cells in all 6 
competitions in 0.3mM CuSO4, p value = 0.002. Therefore stimulated CNV 
was a very beneficial process for accelerating adaptation of a population of 
cells to a hostile environment, irrespective of the risk to the individual cell of 
stimulated CNV primarily producing novel alleles conferring a fitness 
disadvantage. 
 
5.3 CNV and adaptation to copper is reduced by 
rapamycin 
 
To determine whether stimulated CNV at CUP1, and by extension copper-
adaptation, could be pharmacologically blocked, wild-type 3xCUP1 yeast was 
grown for 10 generations with and without the TOR pathway inhibitor 
rapamycin. Rapamycin completely repressed copy number amplification at 
the rDNA in yeast with a low starting rDNA repeat number (Jack et al., 2015). 
Rapamycin has been suggested to suppress amplification at the rDNA by 
inhibiting rDNA transcription (Mahajan, 1994), but also by promoting a 
stabilising association of Sir2 with the rDNA (Ha and Huh, 2011). Both 
repression of transcription, and decreased H3K56ac from greater HDAC 
association with CNV genes, could cause a reduction in stimulated CNV at 
CUP1 and other stimulated CNV genes. 
The 3xCUP1 cells were grown to saturation over 10 generations in complete 
synthetic media, then 1:1000 diluted in the same media with and without 
25nM rapamycin, each with or without 0.3mM CuSO4 and/or 5mM 
nicotinamide. Cultures were grown for a further 10 generations to saturation, 
prior to Southern blot analysis of CUP1 copy number (Fig. 5.2a). Rapamycin 
caused no change in CNV in the absence of copper (lane 1 vs. 2). However, 
in the presence of copper, rapamycin significantly repressed all the copper-
stimulated CNV, p value <0.0001 (lane 5 vs. 6), to the level of rapamycin-
treated cells without copper-stimulation, p value >0.99 (lane 2 vs. 6). 
Rapamycin was even able to significantly reduce all stimulated CNV in the 
treatment with copper and nicotinamide, where stimulated CNV was at its 
maximum level of induction, p value <0.0001 (lane 7 vs. 8). Therefore 
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rapamycin could significantly reduce all nicotinamide-stimulated CNV, p value 
>0.99 (lane 6 vs. 8), as well as all copper-stimulated CNV, even when there 





Figure 5.2: Rapamycin reduced copper- and nicotinamide-stimulated CNV and 
adaptation to copper. a) Southern analysis of CUP1 copy number in 3xCUP1 cells grown for 
10 generations with or without 25nM rapamycin and/or 5mM nicotinamide, in the presence or 
absence of 0.3mM CuSO4. Quantification showed the percentage of CNV events deviating 
from the parental copy number, n = 6. p values calculated by 1-way ANOVA for repeated 
measurements. b) Copper resistance of same cells from a. Cells were diluted in media with 
varying concentrations of CuSO4 and grown for 3 days. Average OD600nm was plotted, error 
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To determine whether rapamycin’s repression of stimulated CNV could also 
block the population’s ability to adapt to a challenging copper environment, 
the same cells used for Southern blot analysis were challenged in a copper 
adaptation assay (Fig. 5.2b). Rapamycin-treated cells showed no significant 
copper-adaptive difference to untreated cells, when not pre-exposed to 
copper, p value = 0.9961, showing that rapamycin treatment did not confer 
any adaptive difference by itself. However, when pre-exposed to copper, 
rapamycin significantly repressed the population’s ability to adapt to a 
challenging copper environment, p value <0.0001, most likely due to 
rapamycin repressing stimulated CNV. However, copper pre-exposed 
rapamycin-treated cells did still display a significant adaptive advantage over 
the matched rapamycin-treated cells in the absence of copper, p value = 
0.0231. This minor adaptation ability in copper pre-exposed rapamycin-
treated cells, despite no detected stimulated CNV, was very similar to the 
partial adaptation observed in copper pre-treated rtt109Δ cells (Fig. 4.7b). As 
such, the results suggested that rapamycin repressed copper-stimulated CNV 
and adaptation to copper, through its HDAC regulating activity, reducing the 
global pool of H3K56ac and stabilising the CUP1 locus.  
In the absence of copper, rapamycin was also able to completely repress the 
nicotinamide-stimulated copper-adaptive advantage, p value < 0.0001 for 
nicotinamide vs. nicotinamide and rapamycin treated cells. Rapamycin was 
also able to significantly reduce the copper-adaptive phenotype of 3xCUP1 
cells pre-exposed to nicotinamide and copper, where there was the greatest 
adaptation advantage, p value = 0.0021. However, rapamycin only partially 
suppressed the combined nicotinamide- and copper-stimulated adaptation 
advantage to copper, as nicotinamide, copper and rapamycin pre-treated 
yeast still displayed a highly significant survival advantage over nicotinamide 
and rapamycin pre-treated cells in the absence of copper, p value <0.0001. 
In summary, rapamycin could pharmacologically reduce copper- and 
nicotinamide-stimulated CUP1 CNV and adaptation to hostile copper 
environments, similarly to an rtt109Δ mutant. However, copper-adaptation 
could still proceed in the presence of rapamycin, just at a greatly reduced 
rate, when a strong enough driver of stimulated CNV was present, such as 
the dual copper and nicotinamide treatment. If rapamycin does reduce 
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stimulated CNV by increasing the association of HDACs to transcriptionally 
active genes, it is possible that the rate of stimulated CNV is a simple 
competition equilibrium between rapamycin’s repression of H3K56ac levels 
and on-going transcription’s and/or nicotinamide’s stimulation of H3K56ac. 
However, it is also possible that rapamycin could reduce copper-stimulated 
CNV and adaptation to a challenging copper environment by simply 
preventing copper from being toxic to cells, but it is currently unknown if and 
how rapamycin would do this. 
 
5.4 2xCUP1 and 1xCUP1 constructs 
 
This study has shown that stimulated CNV still functions in the same manner 
in high-copy CUP1 systems and in a low-copy system with 3 CUP1 repeats. 
To determine whether there was a limitation to stimulated CNV and the 
associated adaptation to a hostile copper environment in terms of a minimum 
requirement of starting CUP1 repeats, strains with just a single CUP1 repeat 
and with 2 genomic CUP1 repeats were created in the same manner as the 
3xCUP1 strain was constructed in Chapter 4. It is very important to determine 
whether stimulated CNV, as a means to accelerate adaptation to hostile 
environments, still applies to 1 or 2 copy genes, as the majority of genes in 
the yeast genome are present at single copy or duplications. 
 
5.5 Emergence of CUP1 alleles with high copy 
number in 2xCUP1 in copper 
 
2xCUP1 and 1xCUP1 strains were grown to saturation over 10 generations in 
complete synthetic media, then 1:1000 diluted in the same media with and 
without 0.2mM CuSO4, prior to Southern blot analysis (Fig. 5.3a). The 0.3mM 
CuSO4 used for the 3xCUP1 experiments was too toxic for the 1xCUP1 
cultures to reproducibly grow in, so the assay was optimised for the 1 and 2 
CUP1 copy strains, with 0.2mM CuSO4 being the maximum copper 
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concentration at which all the cultures reproducibly grew to stationary phase 
after 3 days. 
None of the 1xCUP1 experimental cultures reached saturation in 0.2mM 
CuSO4, but had definitely hit stationary phase after 3 days growth, since 
leaving the cultures for longer than 3 days did not result in any further 
increase in culture OD. In case 0.2mM CuSO4 was still too toxic for 1xCUP1 
yeast, the cells were also cultured in 0.1mM CuSO4, but displayed no 
improvement in culture OD after 3 days, over the 0.2mM CuSO4 condition. 
2xCUP1 yeast displayed no fitness disadvantage in 0.2mM CuSO4. 
Southern blot analysis showed no significant increase in novel CNV alleles in 
response to copper in 1xCUP1 or 2xCUP1 cells, p values = 0.5529 and 
0.2870 respectively. Despite the lack of significance, it was clear from the 
Southern blot analysis that copper still enhanced the emergence of high copy 
alleles in 2xCUP1 yeast, since novel CNV alleles are detected in copper-
treated 2xCUP1 cells that are not observed in the untreated condition. The 
rate of CNV in 2xCUP1 cells was greatly decreased compared to the CNV 
rate in 3xCUP1 cells observed in copper, matching the earlier observation that 
CNV rate decreased with starting number of repeats. 
Similarly, a band was observed at the limit of detection in all 6 copper-treated 
1xCUP1 replicates that was not observed in any of the untreated replicates. 
However, it is much harder to determine whether the band observed in 
copper-treated 1xCUP1 cells was a CNV event, because 1xCUP1 cells do not 
possess another CUP1 repeat to use as a template for CNV by mismatching 
of DNA repeats during DSB repair. As such, the exact breakpoints in 1xCUP1 
cells, and therefore the size(s) of any copper-stimulated CNV event(s) are 
unknown. Assuming the band at the limit of detection in copper-treated 
1xCUP1 cells was a CNV event, the CNV rate in 1xCUP1 yeast was even 
lower than the CNV rate in 2xCUP1 yeast. The lower CNV rate in 1xCUP1 
cells is again caused by having fewer starting CUP1 repeats, but might also 
be because of 1xCUP1 cells not replicating as many times in the presence of 
0.2mM CuSO4, as mentioned above. Furthermore, since CNV in response to 
copper was not explored in 1xCUP1 and 2xCUP1 cells with RTT109 deleted, 
it cannot be concluded whether or not the observed CUP1 alleles with higher 
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than parental copy number in copper were stimulated CNV events, or 




Figure 5.3: Emergence of CUP1 amplifications and copper resistance in response to 
copper in 1xCUP1 and 2xCUP1. a) Southern analysis of CUP1 copy number in 1xCUP1 and 
2xCUP1 cells grown for 10 generations with or without 0.2mM CuSO4. Quantification showed 
the percentage of CNV events deviating from the parental copy number, n = 6. p values 
calculated by 1-way ANOVA for repeated measurements. b) Copper resistance of same cells 
from a. Cells were diluted in media with varying concentrations of CuSO4 and grown for 3 
days. Average OD600nm was plotted, error bars represent ±1 SD, n = 6 cultures per condition, 
each tested at 8 CuSO4 concentrations. 
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copper environment, the same cells used for the Southern blot analysis were 
challenged in a copper adaptation assay (Fig. 5.3b), in the same conditions 
used for the 3xCUP1 cells. Copper pre-treated 2xCUP1 cells showed a highly 
significant adaptation to copper over the untreated condition, p value <0.0001. 
The copper-adaptation observed in copper pre-treated 2xCUP1 yeast was 
identical to that of copper pre-treated 3xCUP1 cells, despite a decreased level 
of copper-stimulated CNV. Therefore, the reduced CNV rate in 2xCUP1 
caused no effect on the population’s ability to adapt to a hostile copper 
environment. As such, the emergence of cells with high CUP1 copy numbers 
in response to copper pre-treatment could effectively accelerate adaptation to 
a challenging copper environment, with as little as 2 starting CUP1 repeats 
and irrespective of the rate of CNV, so long as CNV could occur. 
Copper pre-treated 1xCUP1 yeast showed a small, but non-significant, 
adaptation to copper, over the untreated condition, p value = 0.110. The 
copper-adaptive phenotype of 1xCUP1 cells pre-treated in copper was also 
greatly reduced compared to 2xCUP1 cells pre-treated in copper. This result 
provided evidence that the band observed at the limit of detection by Southern 
blot analysis of 1xCUP1 cells in copper was a CUP1 CNV event, which could 
confer partial resistance to a challenging copper environment, but was unable 
to reach significance because of the small number of replicates. However, the 
copper-adaptive phenotype of copper pre-treated 1xCUP1 cells was weaker 
than the adaptation to copper observed earlier in 3xCUP1 rtt109Δ cells (Fig. 
4.7b) and rapamycin pre-treated 3xCUP1 cells (Fig. 5.2b), neither of which 
showed any copper-stimulated CNV by Southern blot analysis. This 
contradicts the band observed at the limit of detection in copper pre-treated 
1xCUP1 cells being a CNV event. None of the copper pre-treated 1xCUP1 
cells that partially adapted to the challenging copper environment were 
outgrown in the absence of selection, for Southern blot analysis, as was done 
for 3xCUP1 rtt109D cells (Fig. 4.7c). Therefore it cannot be concluded 
whether or not the partial adaptation to hostile copper phenotype in copper 
pre-treated 1xCUP1 cells was indeed caused by CUP1 CNV. In addition, in 
cup1∆ yeast, partial copper resistance was shown to be conferred by the 
CRS5 gene, encoding another copper-binding metallothionein (Culotta, 
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Howard and Liu, 1994). Therefore the partial copper adaptation phenotype 
observed in 1xCUP1 cells may also be caused by an increase in Crs5 levels, 
but this was not tested. 
 
5.6 1 to 2 repeat CNV through eccDNA re-integration 
 
There are a few possible mechanisms that 1xCUP1 cells could use to 
undergo an initial duplication from 1 to 2 CUP1 copies. This could be a 
replication slippage event, whereby the DNA polymerase stalls and 
dissociates from the replicating DNA, only to re-attach in the wrong place and 
re-replicate the CUP1 region more than once. Replication slippage only 
requires a few bases of microhomology. 
Alternatively, 1xCUP1 yeast could undergo duplication from 1 to 2 CUP1 
repeats via a retrotransposon intermediate. For this, the retrotransposon 
containing the single CUP1 repeat would be transcribed into mRNA and then 
reverse transcribed back to DNA and re-inserted into the genome. 
A third option is for 1xCUP1 cells to duplicate the single CUP1 copy via re-
integration of an extrachromosomal circular DNA intermediate. 
Extrachromosomal DNA circles (eccDNAs) are circular DNA fragments, 
excised from the genome during errors in DNA replication and repair, that 
often selectively accumulate in aged yeast cells due to their acentric nature 
(Windle et al., 1991). eccDNAs have been suggested to be a negative sign of 
aging, but their role in evolution remains unknown (Sinclair and Guarente, 
1997; Moller et al., 2015). eccDNAs can arise in any part of the genome, even 
from regions with short or no repetitive sequences, as a common mutation 
(Moller et al., 2015). However, eccDNAs arising from repetitive genomic 
regions, including the high-copy CUP1 locus, become highly enriched (Moller 
et al., 2015). Hypothetically CUP1 eccDNAs could arise from a single 
genomic CUP1 copy. Re-integration of the CUP1 eccDNA at the native 
genomic locus, containing a single CUP1 copy, would result in a duplication of 
CUP1, and be predicted to proceed by the same mechanism a plasmid re-
integrates at the same genomic locus to produce a tandem array (Orr-Weaver 
and Szostak, 1983). 
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To explore CUP1 CNV from 1 to 2 copies via a circular DNA intermediate, the 
MET17 gene was deleted in 1xCUP1 cells and then transformed with either a 
single-copy fake eccDNA plasmid (pCUP1-MET25-GFP), or an empty single-
copy MET17 plasmid (pRS411). The fake eccDNA contained a single 
genomic CUP1 repeat with homology to the native genomic locus, as well as 
a MET17 gene for selection on media lacking Methionine, and a GFP marker. 
The plasmid transformations were selected on –Met plates. The 1xCUP1 
met17Δ pCUP1-MET25-GFP and 1xCUP1 met17Δ pRS411 cells were then 
grown for 10 generations in –Met liquid media, alongside untransformed 
control 1xCUP1 met17Δ cells in complete synthetic media. 
DNA was extracted from the cultures for Southern blot analysis of CUP1 copy 
number (Fig. 5.4a). The untreated controls and 1xCUP1 met17Δ cells 
transformed with the empty MET17 plasmid showed no CUP1 CNV. In 
comparison, all 4 1xCUP1 met17Δ replicates transformed with the fake 
eccDNA showed re-integration, resulting in CUP1 duplication. This result, 
although not proven, provides evidence that 1 to 2-copy CNV at CUP1 could 
potentially proceed via a circular DNA intermediate. 
All 4 1xCUP1 met17Δ pCUP1-MET25-GFP Int. replicates, which showed 
CUP1 CNV through re-integration of a CUP1 circular DNA, were grown for a 
further 10 generations in the presence or absence of 0.3mM CuSO4, to 
determine whether stimulated CNV could proceed, as previously shown for 
cells with 2 CUP1 copies, when the second CUP1 repeat was formed by 
eccDNA re-integration (Fig. 5.4b). In the presence of copper, 3 out of 4 
1xCUP1 met17Δ pCUP1-MET25-GFP Int. replicates (75%) observed the 
emergence of cells with 3 CUP1 repeats. The cells with 3 copies of CUP1 
could have arisen by copper-stimulated CNV, but again selection of rare pre-
existing cells with 3 repeats cannot be excluded as the experiment was not 
attempted with RTT109 deleted. Nonetheless this result suggests the 
possibility that stimulated CNV might be able to proceed in cells with 2 copies 
of CUP1, even when the second repeat comes from an eccDNA re-
integration. 
Interestingly, the only CNV event detected in response to copper was the +1 
repeat amplification to 3 CUP1 copies. This limited rate of CNV in copper was 




Figure 5.4: Amplification from single copy through eccDNA reintegration. a) Southern 
blot analysis of CUP1 copy number in 1xCUP1 met17Δ cells, transformed with a fake 
eccDNA pCUP1-MET25-GFP or an empty MET pRS411 plasmid, grown for 10 generations in 
Methionine drop-out media, n = 4 per sample. b) Southern blot analysis of CUP1 copy 
number in 1xCUP1 met17Δ pCUP1-MET25-GFP integrated cells from a, grown for 10 
generations, with and without 0.3mM CuSO4, n = 4 per sample. c) Copper resistance of same 
cells from b. Cells were diluted in media with varying concentrations of CuSO4 and grown for 
3 days. Average OD600nm was plotted, error bars represent ±1 SD, n = 4 cultures per 
condition, each tested at 12 CuSO4 concentrations. 
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met17Δ pCUP1-MET25-GFP Int. cells might be because the 2 genomic CUP1 
repeats were now separated by a greater distance, due to re-integration of the 
entire fake eccDNA, including marker and backbone. Therefore the CUP1 
repeats are further away in genetic distance for successful mismatched repair 
to occur frequently. It could also be that amplifying the entire re-integrated 
eccDNA sequence upon exposure to copper was inefficient, and therefore 
CNV was limited to the fewest events required to confer a beneficial 
adaptation to the environmental copper. Alternatively, the reduced rate of 
CNV in 1xCUP1 met17Δ pCUP1-MET25-GFP Int. cells in copper, might be 
due to a slower division rate than in 2xCUP1 cells, and so 1xCUP1 met17Δ  
pCUP1-MET25-GFP Int. cells might have undergone fewer generations in 
copper for additional CUP1 amplifications to occur, and be detected by 
Southern blot analysis. The division rate of 1xCUP1 met17Δ pCUP1-MET25-
GFP Int. and 2xCUP1 cells was not tested for. 
The same 1xCUP1 met17Δ pCUP1-MET25-GFP Int. cells grown with and 
without 0.3mM CuSO4 for Southern blot analysis (Fig. 5.4b) were diluted in 
fresh complete synthetic media and challenged in a copper adaptation assay 
(Fig. 5.4c). The copper pre-treated cells displayed a highly significant adaptive 
advantage over the untreated condition, p value = 0.0059, showing that the 
emergence of CNV in cells with an integrated eccDNA in copper could 
accelerate adaptation to a challenging copper environment. 
 
5.7 1xCUP1 1xSFA1 construct 
 
Direct transcriptionally stimulated CNV and adaptation to copper in 1xCUP1 
cells was very hard to detect by Southern blot and copper adaptation analysis 
(Fig. 5.3). A potential explanation for this difficulty was that 0.2mM CuSO4 
could not provide a strong enough selection pressure on 1xCUP1 cells to 
drive stimulated CNV to detectable levels by Southern blot analysis. However, 
simply treating 1xCUP1 cells with higher CuSO4 concentrations was not 
feasible because of copper toxicity. Therefore a more sensitive assay was 
required for detection of CNV from single copy genes. 
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Narayanan et al. developed a plate-based assay for detection of gross 
chromosomal rearrangements (GCRs), which utilised the gene dosage-
dependent tolerance to copper and formaldehyde conferred by a reporter 
cassette containing the CUP1 and SFA1 genes (Narayanan et al., 2006). 
CUP1 copy number regulates copper resistance and SFA1 copy number 
regulates resistance to formaldehyde. When combined as a CUP1-SFA1 
reporter, initial selection on media with a high concentration of copper, 
followed by replica plating onto media with a high concentration of 
formaldehyde, enabled a very tight selection for cells with amplified CUP1 and 
SFA1 genes as having undergone GCRs. The CUP1-SFA1 system used by 
Narayanan et al. in haploid cells enabled the detection of 5- to 13-fold 
extrachromosomal amplifications of CUP1 and SFA1, but also detected 
intrachromosomal amplifications, which were highly unstable and often gave 
rise to secondary rearrangements upon propagation (Narayanan et al., 2006). 
Zhang et al. further optimised this plate-based assay for the selection of low-
order gene amplification events, such as 1 to 2 copy duplications in haploid 
cells and 2 to 3 copy CNV in diploids (Zhang et al., 2013). The study also 
confirmed 3 dominant/gain-of-function point mutations in the SFA1 coding 
sequence (V208I, A303T, and M283I) that caused hyper-activation of the 
encoded formaldehyde dehydrogenase enzyme and elevated resistance to 
formaldehyde (Zhang et al., 2013). 
To improve upon the sensitivity of our current Southern blot approach for 
detecting whether 1 to 2-copy CNV was stimulated in response to the 
environment, a 1xCUP1-1xSFA1 reporter system was introduced into the 
MEP for a plate-based screening approach, similar to that described by Zhang 
et al.. It was predicted that selection on copper and formaldehyde would 
provide a much stronger and tighter selection for cells that have amplified 
CUP1 from a single copy. 
Construction of the 1xCUP1-1xSFA1 reporter system required a single copy 
of the SFA1 gene to be situated adjacent to a single copy of the native CUP1 
gene, so that both genes amplify together during a stimulated CNV event. The 
final MEP 1xCUP1 1xSFA1 heterozygote diploid was created as follows. 
Firstly, CUP1 was deleted with TRP1 in both MEP wild-type MATa and α 
haploids. SFA1 was then deleted with a KanMX6 marker in both MEP 
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cup1Δ::TRP1 haploids. The pRH19 plasmid was created, containing a single 
genomic CUP1 repeat, a SFA1 repeat with the V208I point mutations that 
caused hyper-activation of the encoded formaldehyde dehydrogenase in 
Zhang et al., and a flanking ADE2 marker gene. pRH19 was SacI-digested 
and transformed into the MEP cup1Δ::TRP1 sfa1Δ::KanMX6 MATa haploid at 
the native CUP1 locus, selecting for white Ade2-proficient, tryptophan 
auxotrophic cells. All transformation steps were confirmed by genotyping 
PCRs. The MEP 1xCUP1 1xSFA1 sfa1Δ::KanMX6 MATa haploid was then 
mated to a MEP cup1Δ::TRP1 sfa1Δ::KanMX6 MATα haploid and selected on 
–Ade –Trp drop-out media plates for white cells, to produce the MEP 1xCUP1 
1xSFA1 heterozygote diploid. A schematic of the native CUP1 locus in MEP 





Figure 5.5: Schematic of the native CUP1 locus in MEP 1xCUP1 1xSFA1 heterozygote 
cells. The native CUP1 gene was replaced with a 1xCUP1-1xSFA1-ADE2 construct in MEP 
MATa haploid cells and mated to MEP MATα haploid cells where the native CUP1 gene was 
replaced with a TRP1 auxotrophic selectable marker. The native SFA1 gene was deleted with 
the Kanamycin resistance cassette at both alleles. 
 
 
5.8 Stimulated CNV from single copy 
 
As seen earlier in Fig. 5.3, Southern blot analysis was not sensitive enough to 
detect stimulated CNV from single-copy 1xCUP1 cells. Therefore a viability 
assay was used to improve the sensitivity of detection of stimulated CNV from 




single-copy. Using a strain with a single copy of the CUP1 and SFA1 gene, 
and a strain with two copies of CUP1 and SFA1, a spotting assay was used to 
determine the concentration combination of copper and formaldehyde, where 
the strain with 2 repeats survived but the strain with 1 repeat failed to grow. 
The best combination was found to be 0.2mM CuSO4 and 1.6mM 
formaldehyde (Fig. 5.6a). Plating MEP 1xCUP1 1xSFA1 heterozygote cells on 
0.2mM CuSO4 and 1.6mM formaldehyde could therefore distinguish between 
cells with parental copy number and cells that have stimulated CUP1 and 
SFA1 CNV to 2+ repeats. 
MEP 1xCUP1 1xSFA1 heterozygote cells were grown to early log-phase in 
complete synthetic media, then 0.25x107 cells were inoculated into 125ml 
complete synthetic media containing β-estradiol, with and without 0.7mM 
formaldehyde. β-estradiol activated the MEP and enabled direct observation 
of the CNV rate on a defined cohort of cells, without selection through 
progeny. Cultures were grown for 24 hours and 1x106 cells were plated on –
Trp drop-out plates containing 0.2mM CuSO4 and 1.6mM formaldehyde. It 
was necessary to plate on –Trp drop-out plates, so as to only capture true, 
allele-specific, CNV events from single-copy and not also loss of 
heterozygosity (LOH) events. 
The percentage of cells resistant on 0.2mM CuSO4 1.6mM formaldehyde 
plates were calculated for each condition, accounting for the different 
viabilities across the treatments. In the untreated condition, 0.053±0.031% of 
MEP 1xCUP1 1xSFA1 heterozygote cells were resistant to 0.2mM CuSO4 
and 1.6mM formaldehyde, increasing to 0.143±0.052% with formaldehyde 
stimulation (Fig. 5.6b). This was a 2.7-fold increase in resistant cells with 
formaldehyde stimulation, which was highly significant, p value = 0.0049. This 
result provided preliminary evidence for transcriptionally stimulated CNV 





Figure 5.6: Stimulated CNV from single-copy. a) Spotting assay plate containing 0.2mM 
CuSO4 and 1.6mM formaldehyde, of MEP 1xCUP1 1xSFA1 diploid (top) and heterozygote 
(bottom) in 10-fold serial dilutions. b) Percentage of 0.2mM CuSO4 and 1.6mM formaldehyde 
resistant cells from 0.25x107 early log-phase MEP 1xCUP1 1xSFA1 heterozygote cells grown 
for 24 hours in complete synthetic media, with and without 0.7mM formaldehyde, in β-
estradiol to activate the MEP. Cells were plated on –Trp drop-out plates at t=0 and t=24 hours 
to obtain culture viability scores. After 24 hours, the cultures were plated on –Trp drop-out 
plates containing 0.2mM CuSO4 and 1.6mM formaldehyde. A p value was calculated by 
unpaired two-tailed t test of percentage resistant cells, adjusted for differences in cell viability 




































5.9 Creating 3xSFA1 strain 
 
So far the copper-resistance CUP1 gene has been used as a model locus for 
transcriptionally stimulated CNV in high-copy systems and low-copy systems 
starting from at least 2 genomic repeats. CNV at CUP1 could even proceed 
from 1 to 2 copies via a circular intermediate, with some evidence for copper 
potentially stimulating further CNV in cells with an integrated eccDNA. 
However, to determine whether stimulated CNV could apply beyond just the 
CUP1 locus, the mechanism must be tested in another model locus. 
At the start of this study, the prediction was made that genes that could 
undergo stimulated CNV required an upstream RFS site and a bi-directional 
promoter, where one of the transcripts interferes with the replication 
machinery at the RFS site. The formaldehyde-resistance gene SFA1 was 
another “γH2A gene” identified from the γH2A ChIP-seq data set, as a 
candidate gene for having an upstream RFS site (Hull et al., 2017). SFA1 
encodes a formaldehyde dehydrogenase, which caused a hyper-resistance 
phenotype to formaldehyde when overexpressed on a multi-copy plasmid 
(Wehner, Rao and Brendel, 1993). 
The SFA1 gene is naturally present at single copy in the Saccharomyces 
cerevisiae genome, but given the experimental difficulty of detecting 
stimulated CNV from single copy at the CUP1 gene, a 3 SFA1 repeat 
construct was created to test for formaldehyde-stimulated CNV. To construct 
the 3xSFA1 strain, first the native SFA1 gene in YRH15 was deleted using the 
Kanamycin (Kan) resistance cassette. The pJH312 plasmid was then 
constructed, containing 3 genomic SFA1 repeats in tandem, flanked by a 
single CUP1 repeat on one end of the SFA1 repeats, and an ADE2 marker 
gene on the other end. Flanking sequence homology for the native CUP1 
locus was inserted at the ends of CUP1-3xSFA1-ADE2, so that the whole 
SacI-digested construct could then be transformed into the native CUP1 
locus. Positive transformants were selected for as white Ade2-profficient 
colonies and confirmed by genotyping PCRs. Fig. 5.7 shows a schematic of 





Figure 5.7: Schematic of 3xSFA1 locus. The 3xSFA1 construct was inserted at the 
endogenous CUP1 locus. Blue boxes indicate CUP1 repeats, red boxes indicate SFA1 
repeats, and the orange box indicates the ADE2 marker. The reading frame of RSC30 was 
maintained across the construct boundary. Restriction enzymes for Southern analysis are 
shown in green along with probe locations. 
 
 
5.10 Formaldehyde induces SFA1 transcripts 
 
Before beginning to test whether formaldehyde-stimulated CNV occurs in 
3xSFA1, it first needed to be established if the SFA1 promoter was bi-
directional and induced by formaldehyde, thereby fulfilling the predicted 
requirements for a stimulated CNV gene. To test transcript induction at the 
SFA1 promoter, 3xSFA1 yeasts were grown to mid-log, in the presence or 
absence of 0.9-1mM formaldehyde, for Northern blot analysis (Fig. 5.8). The 
formaldehyde concentration used in each experiment had to be slightly 
adjusted because of variation between batches of formaldehyde. The 
concentration of formaldehyde used shall simply be called ~1mM from now 
onwards. 
Northern blot analysis identified a lowly expressed SFA1 sense transcript and 
could not detect an SFA1 upstream antisense transcript, in the absence of 
~1mM formaldehyde. However, formaldehyde significantly induced 
expression of the SFA1 sense transcript, p value <0.0001, but also stimulated 
the production of the SFA1 upstream antisense transcript, p value <0.0001. 
EcoRV
Southern blot probe 
binding sites
EcoRV 3x SFA1 copies
3xSFA1
ADE2 RSC30SFA1 SFA1 SFA1 CUP1CLC1
1kb
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Therefore the SFA1 promoter was bi-directional and highly induced in 
response to environmental formaldehyde. As such, SFA1 fulfils the predicted 





Figure 5.8: Formaldehyde induced SFA1 transcripts. Northern analysis of SFA1 sense 
and upstream antisense transcript induction, with or without a 4-hour exposure to ~1mM 
formaldehyde. The ribosomal 18S rRNA was shown as a loading control. Quantification 
showed the levels of the indicated RNA species in arbitrary units, n = 4. p values were 
calculated by a two-tailed paired t test. Locations of probes within the SFA1 repeat were 
shown in Fig. 5.7. 
 
 
5.11 rtt109Δ reduces the emergence of SFA1 
amplifications in formaldehyde 
 
To determine whether formaldehyde could stimulate CNV at SFA1, 3xSFA1 
wild-type and rtt109Δ cells were grown to mid-log in complete synthetic 
media, then 1:8000 diluted in the same media, with and without ~1mM 
formaldehyde and re-grown to saturation over 17 generations, prior to 
Southern blot analysis of SFA1 copy numbers (Fig. 5.9). 
In the absence of formaldehyde, the SFA1 locus displayed no novel CNV 












































~1mM formaldehyde-treated 3xSFA1 cells, showed a highly significant 
increase in the emergence of novel CNV alleles, p value = 0.002. All of the 
novel CNV alleles detected were amplifications, which confirmed that high-
copy SFA1 alleles were under positive selection in formaldehyde. However, 
the ~1mM formaldehyde selection pressure on 3xSFA1 cells was less than 
0.3mM CuSO4 was on 3xCUP1 cells, as most of the amplifications detected at 
SFA1 were of lower copy number than observed at CUP1, despite having 




Figure 5.9: H3K56ac was required for CNV at SFA1. Southern analysis of SFA1 copy 
number in 3xSFA1 wild-type (wt) and rtt109Δ cells grown for 17 generations with or without 
~1mM formaldehyde (FA). Quantification showed the percentage of alleles deviating from the 
parental copy number; n = 10 for untreated samples, n = 16 for FA-treated samples. p values 
calculated by 1-way ANOVA. A correction was applied to the quantification to account for the 
differing number of probe-binding sites in the amplified alleles. 
 
 
Just as in the CUP1 system, deletion of RTT109 in 3xSFA1 cells significantly 
reduced the emergence of SFA1 alleles with higher than parental copy 
number in formaldehyde, p value = 0.0002, to the level in the matched 
wt rtt109Δ



































untreated cells, p value = 0.9152. This result provided evidence for CNV 
being stimulated at SFA1 by formaldehyde, in a mechanism that was 
dependent upon H3K56ac, analogous to transcriptionally stimulated CNV at 
CUP1. However, +1 and +2 repeat amplifications in formaldehyde-treated 
3xSFA1 rtt109Δ cells could still be faintly detected by Southern blot analysis, 
despite the highly significant reduction in stimulated CNV. These minor 
amplification events in formaldehyde-treated 3xSFA1 rtt109Δ cells must arise 
through a H3K56ac-independent process, or be produced by another much 
less efficient and as yet unidentified H3K56 acetyltransferase, or have simply 
pre-existed as extremely rare cells in the starting population that can only be 
detected after 17 generations growth in highly selective formaldehyde. 
 
5.12 Stimulated CNV at SFA1 
 
To confirm whether CNV at SFA1 is indeed also stimulated by a H3K56ac-
dependent mechanism, 3xSFA1 cells were grown to mid-log phase in 
complete synthetic media, then 1:8000 diluted in the same media, with and 
without ~1mM formaldehyde, but also in the presence or absence of 5mM 
nicotinamide. Cultures were re-grown for 17 generations to saturation, prior to 
Southern blot analysis for SFA1 copy number (Fig. 5.10). 
As in Fig. 5.9, 3xSFA1 cells in the absence of formaldehyde observed no 
novel CNV alleles that deviated from the parental 3 repeat copy number, with 
~1mM formaldehyde-treated 3xSFA1 cells showing a highly significant 
increase in the emergence of novel CNV alleles, p value = 0.001.  
Nicotinamide stimulated CNV in 3xSFA1 in the form of -1 and -2 repeat 
contractions, which showed that H3K56ac was still important for stimulated 
CNV at SFA1. Nicotinamide-stimulated CNV at CUP1 only produced the -1 
repeat contraction and not the additional -2 repeat contraction that was also 
detected at SFA1, suggesting that nicotinamide was a stronger driver of 
stimulated CNV at SFA1 than CUP1. However, the combined nicotinamide 
and formaldehyde treatment did not select against the nicotinamide-
stimulated contractions at SFA1, as the -1 and -2 repeat bands were still 
detected as strongly in the combined treatment and in the treatment with  
 170 
 
Figure 5.10: Nicotinamide-stimulated CNV at SFA1. Southern analysis of SFA1 copy 
number in 3xSFA1 grown for 17 generations with or without ~1mM formaldehyde (FA) and 
with or without 5mM nicotinamide (NIC). Red arrows identify the -1 and -2 repeat bands. 
Quantification showed the percentage of alleles deviating from the parental copy number, n = 
6. p values calculated by 1-way ANOVA. A correction was applied to the quantification to 
account for the differing number of probe-binding sites in the amplified alleles. 
 
 
nicotinamide alone. Also the combined nicotinamide and formaldehyde 
treatment did not enhance the emergence of novel amplification alleles at 
SFA1, with no significant difference in the total CNV rate or the emergence of 
high-copy alleles, over treatment with formaldehyde alone. Therefore unlike 
the CUP1 locus, where raising global H3K56ac levels through nicotinamide 
treatment enhanced the copper-stimulated CNV rate, nicotinamide caused no 
additive effect with formaldehyde on the emergence of novel CNV alleles at 
SFA1. The PGAL-HA system in 2% galactose in Chapter 3 (Fig. 3.8), also 
displayed no increase in stimulated CNV with nicotinamide treatment, when 
the promoter was induced strongly enough to saturate the local H3K56ac 
level. Therefore nicotinamide may also not be able to enhance the rate of 
NIC

































emergence of novel CNV alleles at SFA1 because of strong induction of the 
SFA1 promoter recruiting such a high level of H3K56ac to the SFA1 locus, 
that the local H3K56ac level became saturated. However, the inability of 
nicotinamide to further enhance the emergence of novel SFA1 alleles in 
formaldehyde could also be because the formaldehyde selection pressure 
was too weak to drive the production of CNV alleles with very high SFA1 copy 
numbers. This scenario was supported by the nicotinamide-stimulated 
contractions being maintained in the combined treatment with nicotinamide 
and formaldehyde, where it would be expected that contractions would be 
selected against. 
 
5.13 Creating the PGAL-SFA1 constructs 
 
To confirm that formaldehyde-stimulated CNV in 3xSFA1 was a transcriptional 
effect required a high-copy SFA1 equivalent to the PGAL-HA strain used for 
CUP1. Two galactose-driven SFA1 constructs were designed that replaced 
the native promoter of UGX2, a divergent gene upstream of SFA1, with PGAL1-
GFP in all 3 SFA1 repeats (Fig. 5.11a-b). The difference between the two 
galactose-driven constructs was the orientation of the inserted PGAL1-GFP. 
Insertion of the PFG-LAGP orientation caused a partial deletion of the upstream 
UGX2 gene. Both constructs were SacI-digested and transformed into 
YRH12, followed by FOA selection for loss of the single-copy CUP1 plasmid, 
as in the construction of the 3xSFA1 strain (Fig. 5.7). The transformations 
produced the 3xUGX2-PGAL-GFP-SFA1 and 3xPFG-LAGP-SFA1 strains. 
It was initially assumed that transcription through the SFA1 RFS site would be 
enough to stimulate CNV at SFA1, irrespective of the where and in what 
orientation the bi-directional promoter was placed. However, the initial 
experiment only showed CNV in 3xPFG-LAGP-SFA1 cells. To determine 
whether the promoter orientation, or the disruption of the upstream UGX2 
gene was responsible for CNV, a third galactose-driven construct was created 
(Fig. 5.11c). This third strain was 3xUGX2-LAGP-GFP-SFA1 and maintained 
the same promoter orientation as the construct that previously showed CNV, 




Figure 5.11: Schematic of the galactose-driven SFA1 constructs. PGAL-GFP was inserted 
into all 3 SFA1 repeats. a) 3xUGX2-PGAL-GFP-SFA1 cells inserted the PGAL promoter in the 
forward orientation, with the GFP ORF running into the SFA1 gene. b) 3xPFG-LAGP-SFA1 
cells inserted the PGAL promoter in the reverse orientation, with the GFP ORF deleting the 
upstream UGX2 gene. c) 3xUGX2-LAGP-GFP-SFA1 cells inserted the PGAL promoter in the 
reverse orientation, with the GFP ORF running into the SFA1 gene. 
 
 
From the results with the PGAL-HA strain in Chapter 3 (Fig. 3.3b), where 
transcriptionally stimulated CNV in the absence of selection only produced 
contractions, it was assumed the galactose-driven SFA1 strains would also 
only show contractions when assayed by Southern blot. Earlier results also 
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systems because of fewer starting repeats. As such, it was decided best to 
test transcriptionally stimulated CNV at SFA1 in a high-copy system. 
When making the PGAL-HA strain, it fortuitously amplified to 17 repeats upon 
transformation, but this was not the case for the galactose-driven SFA1 
strains. Therefore, the galactose-driven SFA1 strains were driven to high-copy 
through selective growth in ~1mM formaldehyde and isolated by re-streaking 
for single cells. The highest SFA1 copy number strain isolated in the wild-type 
was 7xSFA1. The highest SFA1 copy number strain isolated in amplified 
3xUGX2-PGAL-GFP-SFA1 was a 10 repeat strain, but a 7 repeat strain was 
also isolated, for having a matching copy number to the 7xSFA1 wild-type. 
The closest SFA1 copy number strain to the 7xSFA1 wild-type, isolated in 
amplified 3xPFG-LAGP-SFA1, was a 6 repeat strain. Finally, the highest SFA1 
copy number mutant isolated from amplified 3xUGX2-LAGP-GFP-SFA1 cells 
was a 12 repeat strain. 
 
5.14 Transcriptionally stimulated CNV at SFA1 
 
To determine whether CNV was transcriptionally stimulated at SFA1, the 
7xSFA1 wild-type, 6xPFG-LAGP-SFA1, and 7xUGX2-PGAL-GFP-SFA1 strains 
were grown for 10 generations to saturation in complete synthetic 2% glucose 
media, then 1:4000 diluted in complete synthetic 2% glucose and complete 
synthetic 2% galactose media and grown for a further 12 generations to 
saturation. Southern blot analysis showed that 7xSFA1 cells did not undergo 
CNV in either 2% glucose or 2% galactose (Fig. 5.12a). The 6xGFP-LAGP-
SFA1 strain also showed no CNV when grown in non-inducible glucose. 
However, when the PGAL1 promoter was induced in galactose, 6xGFP-LAGP-
SFA1 cells displayed a significant increase in novel CNV alleles, p value = 
0.0338. This provided evidence for CNV at SFA1 being transcriptionally 
stimulated and not a mutagenic effect of formaldehyde treatment. As 
expected, the 7xUGX2-PGAL-GFP-SFA1 cells also showed no stimulated CNV 
alleles when grown in non-inducible glucose, but unexpectedly, no significant 
stimulation of CNV was observed in 7xUGX2-PGAL-GFP-SFA1 cells in 




Figure 5.12: Transcriptionally stimulated CNV at SFA1. a) SFA1 copy number analysis by 
Southern blot of 7xSFA1 wild-type, 6xPFG-LAGP-GFP-SFA1 and 7xUGX2-PGAL-GFP-SFA1 
cells grown for 10 generations in complete synthetic 2% glucose and 2% galactose media. p 
values were calculated by a paired 1-way ANOVA, n = 4. b) CUP1 copy number analysis by 
Southern blot of 10xUGX2-PGAL-GFP-SFA1 and 12xUGX2-LAGP-GFP-SFA1 cells grown for 10 
generations in complete synthetic 2% glucose and 2% galactose media. p values were 










































































































































7xUGX2-PGAL-GFP-SFA1 replicates, and even then, the rate of CNV was 
greatly reduced compared to the 6xGFP-LAGP-SFA1 strain. Therefore the 
orientation of the bi-directional promoter and/or the disruption of the upstream 
UGX2 gene appeared to be important for stimulated CNV at SFA1. The UGX2 
gene produces a protein of unknown function, but its transcript has been 
shown to accumulate in response to a variety of stress conditions (Wu et al., 
2004), so it is not inconceivable that disruption of UGX2 in 6xGFP-LAGP-SFA1 
cells could cause an increase in transcriptionally stimulated CNV. To establish 
the importance of promoter directionality in transcriptionally stimulated CNV at 
SFA1, the 12xUGX2-LAGP-GFP-SFA1 strain was created, which maintained 
the promoter orientation of the 6xGFP-LAGP-SFA1 cells that showed 
galactose-stimulated CNV, but no longer disrupted the UGX2 gene. 
10xUGX2-PGAL-GFP-SFA1 and 12xUGX2-LAGP-GFP-SFA1 cells were grown 
for 10 generations to saturation in complete synthetic 2% glucose media, then 
1:4000 diluted in complete synthetic 2% glucose and complete synthetic 2% 
galactose media. The 10xUGX2-PGAL-GFP-SFA1 cells only differed from the 
7xUGX2-PGAL-GFP-SFA1 cells used in Fig. 5.12a by the addition of 3 
complete genomic repeats, so as to have a closer starting copy number to the 
12xUGX2-LAGP-GFP-SFA1 cells. 
Southern blot analysis showed that both 10xUGX2-PGAL-GFP-SFA1 and 
12xUGX2-LAGP-GFP-SFA1 cells underwent a low basal rate of CNV in non-
inducible glucose (Fig. 5.12b). Both strains also displayed a significant 
induction of de novo CNV alleles with galactose induction, p values = 0.0010 
and 0.0056 for 10xUGX2-PGAL-GFP-SFA1 and 12xUGX2-LAGP-GFP-SFA1 
cells respectively. Galactose-stimulated CNV in 10xUGX2-PGAL-GFP-SFA1 
cells was surprising, as there was no galactose-stimulated CNV in 7xUGX2-
PGAL-GFP-SFA1 cells that only differed by 3 repeats. Nonetheless, this result 
provided evidence for transcriptionally stimulated CNV at SFA1, irrespective 
of the PGAL promoter orientation and whether or not the UGX2 gene was 
disrupted. 
A possible explanation for galactose-stimulated CNV in 10xUGX2-PGAL-GFP-
SFA1, but not in 7xUGX2-PGAL-GFP-SFA1 cells, was that the CNV rate was 
simply higher in the higher-copy number strain, as observed earlier for CUP1. 
As such, galactose-stimulated CNV would still be occurring in 7xUGX2-PGAL-
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GFP-SFA1 cells, just at a rate that largely falls below the threshold of 
detection by Southern blot analysis. Since 6xPFG-LAGP-SFA1 cells still 
displayed galactose-stimulated CNV, despite having fewer starting repeats 
than 7xUGX2-PGAL-GFP-SFA1 cells, the promoter orientation and/or 
disruption of UGX2 must make 6xPFG-LAGP-SFA1 cells more prone to 
transcriptionally stimulated CNV. 
In summary, SFA1 was selected as a good candidate for a stimulated CNV 
gene as SFA1 had an upstream RFS site and was transcribed from a bi-
directional promoter induced by formaldehyde. The emergence of SFA1 
alleles with higher than parental copy number was observed in formaldehyde 
and reduced in an rtt109D mutant, providing evidence that formaldehyde 
stimulated CNV at SFA1 in a mechanism dependent on H3K56ac, as shown 
at CUP1. Nicotinamide could also stimulate CNV at SFA1 in the absence of 
formaldehyde, confirming that CNV at SFA1 was stimulated in a H3K56ac-
dependent mechanism and not simply a selection towards rare pre-existing 
cells with SFA1 CNV alleles. Finally, using a high-copy SFA1 system, 
controlled by growth in a non-selective galactose environment, SFA1 CNV 
was shown to be transcriptionally stimulated and largely independent of the 
orientation of the bi-directional promoter. Therefore SFA1 provided evidence 
that our stimulated CNV model was not restricted to the CUP1 locus, but was 




Already as part of this study, I had shown using the copper-resistance CUP1 
gene as a model, cells undergo transcriptionally stimulated CNV in response 
to a copper environment, in a H3K56ac-dependent process, as a means to 
accelerate their adaptation to a hostile copper environment. However, 
stimulated CNV is not a ‘directed’ mutation process, as it randomly produces 
copy number expansions and contractions at the stimulated gene, irrespective 
of the fitness outcome of the CNV mutation in the environment. Nicotinamide-
stimulated CNV at CUP1 caused a contraction bias in the absence of any 
selection pressure, which increased the proportion of alleles in the population 
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that should display a fitness disadvantage in a hostile copper environment. 
Using a growth curve assay and a competition assay, I have shown that 
despite the detrimental contraction bias, a population of nicotinamide pre-
treated cells could still greatly outcompete a population of cells that have not 
undergone stimulated CNV, in both high- and low-copper environments. 
Therefore the potential reward in adaptation ability from undergoing 
stimulated CNV and producing a rare beneficial amplification, greatly 
outweighs the individual risk posed to the cell of primarily producing 
deleterious CNV events, and is the best option for a population of cells to 
accelerate adaptation to a challenging environment. 
I have also provided evidence for the TOR pathway being involved in the 
regulation of stimulated CNV at CUP1, analogous to its regulation of the yeast 
rDNA copy number. The level of stimulated CNV and by extension copper 
adaptation ability, could be reduced pharmacologically with the TOR pathway 
inhibitor rapamycin, possibly by increasing the association of HDACs to 
transcriptionally active genes. 
Furthermore, I provided evidence for copper-stimulated CNV and adaptation 
from cells with just 2 CUP1 repeats, and preliminary data for CNV from cells 
with just a single repeat via an extrachromosomal circular intermediate. To 
improve the sensitivity of detection of CNV events from a single genomic 
repeat, I constructed a 1xCUP1 1xSFA1 reporter construct, similar to that 
used in Zhang et al., that utilised the copper- and formaldehyde-resistance 
phenotypes of the respective CUP1 and SFA1 genes, to produce a highly 
sensitive plate-based detection system for genomic CNV events from single-
copy in a defined cohort of cells. With its high sensitivity, the MEP 1xCUP1 
1xSFA1 system provided preliminary evidence for transcriptionally stimulated 
CNV being directly possible from single-copy genes. As most genes in the 
Saccharomyces cerevisiae genome are present as single-copy or 
duplications, stimulated CNV has the potential for great translatability to other 
‘γH2A genes’ regardless of the copy number of the gene. 
Finally, using the formaldehyde-resistance SFA1 gene in another 3-copy 
system, I showed that environmentally stimulated CNV is not unique to CUP1, 
and using the high-copy galactose-inducible SFA1 constructs, I confirmed that 
CNV at SFA1 was also transcriptionally stimulated. Therefore stimulated CNV 
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is a high-risk strategy for environmental adaptation, but with a very high 
potential reward for the individual cell. Stimulated CNV is highly translatable to 
other ‘γH2A genes’ and can function at genes with as few as 2 repeats, with 
the possibility of even occurring at single-copy genes either directly, or 





This thesis has provided evidence for a controlled mechanism in 
Saccharomyces cerevisiae for cells to accelerate their adaptation to 
challenging environments through CNV. I have shown that environmentally 
stimulated CNV is specific to genes with active promoters and dependent on 
the epigenetic mark H3K56ac. I have provided evidence for stimulated CNV 
being applicable to high-copy repeat arrays, right down to single copy genes. I 
have also shown that drugs can pharmacologically control a cell’s ability to 
adapt to a hostile environment by interfering with the rate of stimulated CNV. 
The HDAC inhibitor nicotinamide can stimulate CNV events and promote 
adaptation, whereas the TOR pathway inhibitor rapamycin reduces CNV and 
adaptation. The existence of a stimulated CNV mechanism directly contradicts 
the notion that all CNV events are random mutations and makes us 
reconsider our existing understanding of adaptation. If conserved in somatic 
cells of higher eukaryotes, environmentally stimulated CNV could have 
important implications in cancer and drug resistance, where stimulated CNV 
could increase tumour heterogeneity and thereby accelerate the development 
of acquired resistance to the chemotherapeutic drug. 
 
6.1 Proposed mechanism for stimulated CNV 
 
From the experimental data in this thesis, we propose a mechanism for 
stimulated CNV at CUP1 in Saccharomyces cerevisiae (Fig. 6.1), which could 
easily be expanded to other stimulated CNV genes. Candidate genes for 
stimulated CNV must first have an upstream RFS site, which accounts for 
~7% all genes in Saccharomyces cerevisiae (Hull et al., 2017). The candidate 
CNV gene is also likely to be lowly expressed under normal growth 
conditions, becoming highly expressed in response to a specific 
environmental stimulus. This is necessary so that cells limit stimulated CNV to 




Figure 6.1: Proposed mechanism for stimulated CNV. Promoter activity and acetylated 
histone H3 lysine 56 (H3K56ac) contribute to stimulated CNV. DNA strands are shown in 
blue, the inactive CUP1 gene is shown in black, and the induced CUP1 gene is shown in red, 
with antisense CUT in green. Pink block arrows represent progression of the replication fork. 
 
 
The replication machinery is predicted to stall at the RFS site upstream of the 
stimulated CNV gene. The stalled forks are normally resolved through error-
free mechanisms that protect genome stability (reviewed in Yeeles et al., 
2013) and the replication fork simply restarts. However, if transcription is 
induced from the adjacent bi-directional promoter of a stimulated CNV gene, 
we propose that there are more frequent collisions between the replication 
and transcription machineries, or an increase in topological stress, thereby 
increasing the likelihood that the stalled replication fork collapses (Keszthelyi, 
Minchell and Baxter, 2016; Sankar et al., 2016). Replication-transcription 
conflicts have been shown to be mutagenic, and in bacteria they are major 
contributors to genetic disease and evolution (Mirkin and Mirkin, 2005; 
Srivatsan et al., 2010; Paul et al., 2013; Sankar et al., 2016). Therefore it is 
unsurprising that replication-transcription conflicts in eukaryotes could also 
produce mutations that accelerate adaptation. 
Although essential for stimulated CNV, promoter induction is not enough to 
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processed by introducing a double strand break (DSB), which is then repaired 
by a mechanism such as break induced replication (BIR). Continual collapse 
of replication forks and repair of the DSB by BIR reduces the processivity of 
the replication fork. We propose that the processivity of the replication fork 
predicts the level of error-prone BIR events, with frequently stalled forks more 
susceptible to recombination leading to CNV. We also provided evidence for 
H3K56ac regulating the processivity of the replication fork, where forks with 
low H3K56ac levels are highly processive, as in an rtt109Δ mutant or 
rapamycin-treated cells, and forks with high levels of H3K56ac frequently stall, 
in the case of forks near highly active promoters, in hst3Δ hst4Δ mutants, or in 
nicotinamide-treated cells. 
The proposed mechanism for stimulated CNV shares a lot of features with the 
FoSTeS process that is thought to be responsible for complex genomic 
rearrangement, including a wide range of CNV events (Lee, Carvalho and 
Lupski, 2007; Zhang, Carvalho and Lupski, 2009). FoSTeS is proposed to 
initiate after the replication fork stalls, as a result of genomic instability at/near 
low-copy repeats, where the lagging strand serially disengages and template 
switches to a region of microhomology with an active replication fork, resulting 
in replication fork restart and DNA rearrangements (Lee, Carvalho and Lupski, 
2007). The region of microhomology must be in close physical proximity, but 
can be separated by sizeable genomic distances, explaining the potential of 
FoSTeS to generate complex genomic rearrangements (Lee, Carvalho and 
Lupski, 2007). FoSTeS may not be limited to low-copy repeats though, as a 
FoSTeS/MMBIR mechanism has been proposed as a potential explanation for 
the observed expansion of rDNA repeats in the absence of Rad52 and Rad51 
(Houseley and Tollervey, 2011). However, any contribution from transcription 
and H3K56ac has not been previously shown in FoSTeS. Furthermore, the 
data implicating H3K56ac and Pol32 in CUP1 CNV is consistent with restart 
by BIR, since the replication forks newly formed through BIR are error-prone 
in the absence of Pol32 or in the presence of H3K56ac (Deem et al., 2008; 
Smith, Lam and Symington, 2009; Che et al., 2015). Nonetheless, other error-
prone replication fork restart mechanisms are known, and may have similar 
dependencies (Lambert et al., 2010; Mizuno et al., 2013). 
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6.2 Proposed explanations for contraction bias in 
stimulated CNV 
 
The proposed mechanism for stimulated CNV in Fig. 6.1, would predict the 
formation of both amplification and contraction events. However, in this study 
a clear contraction bias in the absence of selection was observed. Our lab 
provides two, not mutually exclusive mechanisms for the observed contraction 
bias of stimulated CNV (Fig. 6.2). The first mechanism relies on the different 
preferences towards template switching in high-copy repetitive regions and 
sites of unique sequence (Fig. 6.2a). The second mechanism relies upon the 
asymmetrical distribution of H3K56ac either side of the replication fork (Fig. 
6.2b). 
A copy number amplification event requires the fork to template switch 
backwards and re-replicate repeats (Fig. 6.2a, top pathway), whereas a 
contraction is formed when the fork template switches forward towards the 
end of the repeat array sequence (Fig. 6.2a, bottom pathway). As such, a 
replication fork that template switches backwards will spend longer replicating 
than a replication fork that template switches forward, thereby increasing the 
likelihood of additional template switching events, which could again produce 
an amplification or a contraction. By comparison a contraction, resulting from 
template switching forwards, brings the fork closer to a region of unique 
sequence at the end of the repeat array where template switching is 
disfavored. After as little as 2 successive template-switching events this would 
result in a theoretical 3:1 bias of contractions to amplifications. 
It is highly likely that the asymmetrical distribution of H3K56ac either side of 
the replication fork adds another layer of complexity to the contraction bias. In 
wild-type yeast, grown in normal conditions, H3K56ac is primarily 
incorporated on newly synthesised histones in the region of DNA that has just 
been replicated (Masumoto et al., 2005; Celic et al., 2006). Therefore there is 
an asymmetrical distribution of H3K56ac either side of the replication fork. 
Stalled forks that template switch forwards encounter a previously 
unreplicated region of low H3K56ac, where the replication fork is highly 




Figure 6.2: Proposed mechanisms for contraction bias in stimulated CNV. a) DNA 
strands from repeated DNA are shown in blue, unique sequences are shown in red, and 
vertical lines indicate repeat boundaries. Numbers indicate the change in copy number for a 
particular template switch. The result of 2 successive template-switching events with an 
intervening period of replication are shown, and result in a 3:1 ratio of contractions to 
amplifications. b) Additional asymmetry is generated by H3K56ac: nucleosomes around a 
replication fork (blue) are shown as red circles, either empty or shaded to represent the 
H3K56ac state. Template switching forward is seen to move the fork to a region of low 
H3K56ac, whereas template switching backwards moves the fork to a region of high 
H3K56ac and therefore low fork stability. 
 
 
template switching is disfavoured (Fig. 6.2b, top pathway). Whereas a BIR 
fork that template switches backwards encounters a recently replicated region 
of high H3K56ac and low processivity. Template switching backwards 
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further template switching, which again can result in additional amplifications 
or contractions (Fig. 6.2b, bottom pathway). Therefore the asymmetrical 
distribution of H3K56ac further biases in favour of contractions, but would not 
prevent amplifications from occurring at a much lower frequency. 
 
6.3 Stimulated CNV is similar but distinct from CNV 
at the model rDNA 
 
At the start of this study, predictions were made about stimulated CNV based 
upon the specialised rDNA locus, which undergoes extensive CNV and has 
been commonly used as a general model for CNV. Indeed many parallels 
were observed between the two mechanisms, but also some important 
distinctions. For instance, both mechanisms have a requirement for 
transcription from a bi-directional promoter and CNV in the two systems could 
be stimulated by nicotinamide and repressed by rapamycin (Ha and Huh, 
2011; Jack et al., 2015). H3K56ac HDACs also silenced CNV in both 
systems. However, Sir2 did not show any detectable involvement in 
stimulated CNV at the CUP1 locus, despite silencing transcription and 
inhibiting recombination at the rDNA (Gottlieb and Esposito, 1989; Li, Mueller 
and Bryk, 2006). This was not so surprising as Sir2 acts primarily at regions of 
heterochromatin, with CUP1 being euchromatic (Loo and Rine, 1995; 
Moazed, 2001; Rusche, Kirchmaier and Rine, 2003). However, the converse 
function of the acetyltransferase Rtt109 in the two mechanisms was a 
surprise. In stimulated CNV, rtt109Δ mutants could greatly reduce CNV, 
whereas at the rDNA, rtt109Δ cells observed hyper-amplification of the 
ribosomal repeats (Houseley and Tollervey, 2011; Ide, Saka and Kobayashi, 
2013). This discrepancy in rtt109Δ cells could be explained if rDNA 
amplification occurs via rolling circle amplification and re-integration of 
extrachromosomal rDNA circles (ERCs) instead of via chromosomal BIR, as 
has been proposed by the Kobayashi group (Ide, Saka and Kobayashi, 2013). 
Since CUP1 circles are 3-4 orders of magnitude rarer than ERCs (Moller et 
al., 2015), we reasoned that rolling circle amplification could not have such an 
appreciable contribution to CNV at CUP1. However, it remains a possible 
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explanation for the slow-arising, partially copper-resistant rtt109Δ cells with 
CUP1 amplifications that were detected in cells recovered from the copper 
adaptation assays (Fig. 4.7c). 
 
6.4 DNA repair by RNA 
 
The findings of this study share similarities to reported models of DNA repair 
using an RNA template. RNA has long been known to be reverse transcribed 
from retroelements in yeast, where it can be reintroduced into the genome at 
novel sites (Derr, Strathern and Garfinkel, 1991). However, there is growing 
evidence that potentially any cellular RNA could be used as substrates for 
reverse transcription (Keskin et al., 2014; Keskin, Meers and Storici, 2016). 
The reverse transcribed DNA copy (cDNA) is a potential substrate for 
recombination or can be captured by a DSB (Derr and Strathern, 1993; Moore 
and Haber, 1996; Teng, Kim and Gabriel, 1996; Meers, Keskin and Storici, 
2016). Alternatively the cell can directly use RNA as a template for repair of 
DSBs, without needing to be first converted into cDNA (Storici et al., 2007). 
Meers et al. propose 5 models for RNA-mediated DSB repair that use either 
the direct RNA template, or the reverse transcribed cDNA (Meers, Keskin and 
Storici, 2016). The eukaryotic ribonucleases (RNase) H1 and H2 cleave RNA-
DNA hybrids and loss of RNase H1 and H2 increases the rate of direct 
transcript-RNA repair over the preferred repair by cDNA used by wild-type 
cells (Storici et al., 2007). RNase H1 and H2 therefore control the switch 
between direct RNA template DSB repair and repair by cDNA. 
In this thesis, promoter induction was found to be essential for CNV. 
Therefore it is possible that promoter induction does not stimulate CNV 
through replication-transcription conflicts, but instead provides an RNA 
template for direct or indirect repair of DSBs at collapsed replication forks. 
Interestingly transcript RNA is more efficient at repairing a DSB in cis than at 
a homologous ectopic locus in trans (Keskin, Meers and Storici, 2016). As 
such, RNA mediated repair is an already defined cellular process that directly 
links local transcription to the repair of DSBs. However, RNA mediated repair 
is an error-free mechanism of DSB repair and is not expected to result in 
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CNV, and so stimulated CNV is unlikely to utilise mechanisms of RNA-
templated repair (Chakraborty et al., 2016; Keskin, Meers and Storici, 2016). 
 
6.5 Adaptive potential of stimulated CNV 
 
Adaptive mutations have largely been assumed to be random and inevitable 
consequences of exposure to the cell’s environment, but these adaptive 
mutation mechanisms have been poorly defined. The assumption that 
adaptive mutation is inevitable, proposes that adaptation cannot be 
suppressed and that loss of genome stability factors would increase the rate 
of adaptation. However, this study has characterised a defined mechanism 
that largely controlled the yeast’s ability to adapt to environmental copper by 
amplification of the CUP1 gene. Stimulated CNV was still regulated by the 
general genome stability factor Rtt109, but here loss of RTT109 reduced 
CNV, challenging the assumption that all random mutation is inevitable. 
Therefore at least a subset of all random mutation events may be stimulated 
by a specific cellular mechanism, and by chance some of these random 
mutations may be beneficial and promote adaptation to the challenging 
environment. 
There are instances where control of environmental adaptation in yeast could 
be exploited for beneficial use, such as in the prevention of antifungal 
resistance developing in pathogenic yeast. Copy number changes are a major 
mechanism in the development of antifungal resistance to the azole class of 
antifungal drugs (Cowen et al., 2015). Types of copy number change that lead 
to antifungal resistance include loss of heterozygosity (LOH) events, 
segmental or chromosomal aneuploidies, and chromosomal CNV (Marichal et 
al., 1997; Selmecki, Forche and Berman, 2006, 2010; Coste et al., 2007; 
Selmecki et al., 2009). This study found that the TOR inhibitor rapamycin 
could reduce chromosomal CNV and adaptation to a hostile environment. 
Therefore our proposed mechanism for stimulated CNV provides a novel 
pharmacologically accessible target to delay the development of acquired 
antifungal resistance through chromosomal CNV. 
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Alternatively, promoting adaptation through CNV could be exploited for 
biotechnology, such as in the brewing industry (Gorter de Vries, Pronk and 
Daran, 2017). For instance, acceleration of the adaptation process in yeast to 
grow on a more limited food source, or to tolerate a more toxic batch culture, 
would help reduce production costs and increase yields (Oud et al., 2013; 
Voordeckers et al., 2015; Venkataram et al., 2016; Gorter de Vries, Pronk and 
Daran, 2017). In this study, nicotinamide was identified as one potential drug 
that can promote adaptation by stimulating CNV, showing that 
pharmacological manipulation of yeast’s adaptation capability is already 
possible and has the potential to be exploited for biotechnological purposes. 
This study has shown that stimulated CNV is most efficient at CNV genes 
present as multiple homologous repeats, decreasing in efficiency with fewer 
copies. This conclusion has also been observed by the Petes group, where 
the interhomolog and intra/sister chromatid recombination rates at the 
tandemly-repeated CUP1 was almost three orders of magnitude higher than 
the mitotic recombination rate for the single-copy gene (Zhao et al., 2017). 
Despite the reduced efficiency of CNV starting from low-copy, this study has 
shown that stimulated CNV was still detected in low-copy systems, with 
preliminary evidence presented for stimulated CNV even occurring from 
single-copy genes. Error-prone replication forks could easily initiate 
recombination events that utilize distal homologous sequences or even 
regions of microhomology as repair templates, to induce the initial de novo 
CNV event at a single-copy gene. However, breakpoints in de novo CNVs 
would be poorly defined because they initiate nearby but not at the RFS site 
and utilize unpredictable homologous sequences. Interestingly, the multi-copy 
CUP1 repeat array has emerged many times with different breakpoints in 
different Saccharomyces cerevisiae isolates (Zhao et al., 2014). This provides 
evidence for the initial de novo CNV event, which duplicated the CUP1 gene 
in the wild, not initiating from a defined reproducible site. 
This study provided evidence for stimulated CNV at the CUP1 and SFA1 
genes, but this mechanism could be much more widespread throughout the 
genome. Approximately 7% all genes in Saccharomyces cerevisiae potentially 
have an upstream RFS site and were lowly expressed in optimum growth 
conditions (Hull et al., 2017), and bi-directional promoters are common 
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throughout the yeast genome (Xu et al., 2009). Our model predicts that genes 
with all three of these characteristics have the potential to be stimulated CNV 
genes, which still covers a large number of yeast genes. The tandemly 
repeated genes HXT6/7 and ENA1/2/5 are a few immediately obvious 
candidate genes for being able to undergo stimulated CNV, as they are 
known to become overexpressed in a specific challenging environment 
(Banuelos et al., 1998; Brown, Todd and Rosenzweig, 1998), and have been 
detected alongside CUP1 for their high production of eccDNAs (Møller et al., 
2015). 
 
6.6 Stimulated CNV to accelerate adaptation in 
higher eukaryotes 
 
It is highly likely that our stimulated CNV mechanism is conserved in higher 
eukaryotes, including humans, as replication fork stalling is not unique to 
Saccharomyces cerevisiae and bi-directional promoters are the norm in 
higher eukaryotes (Preker et al., 2011; Wei et al., 2011). Even the conserved 
histone deacetylases in mammals appear to share a similar importance in 
regulation of DNA repair (Das et al., 2009; Yuan et al., 2009). However, in 
somatic cells of multicellular organisms, stimulated CNV is unlikely to be 
desirable, as it cannot provide a heritable adaptation. Nonetheless, a 
stimulated CNV mechanism in somatic cells could be readily exploited for 
adaptation of disease states, such as tumour cells. 
Interestingly, our proposed stimulated CNV mechanism shares a lot of 
similarities with recent reports in neurons on non-random DSBs in genes 
important for neuronal development (Schwer et al., 2016; Wei et al., 2016). 
Therefore stimulated CNV, or some variation on this mechanism, may well be 
conserved in mammals and provides a novel pathway to target 
pharmacologically for treatment of diseases linked to adaptation through CNV, 
such as chemotherapeutic drug resistance in cancer (Frei et al., 1984; 
Corcoran et al., 2010; Little et al., 2011). Furthermore, there is already 
evidence for stimulated CNV being pharmacologically accessible. This study 
has provided evidence for the TOR inhibitor rapamycin being an effective 
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repressor of stimulated CNV and adaptation to the environment. Also there 
are existing drugs, already proven to be effective targets of the 
acetyltransferase Rtt109, which was an important protein required for 
adaptation through CNV in our study (Ruotolo et al., 2010; Lopes da Rosa et 
al., 2013). 
 
6.7 Stimulated CNV is not ‘directed’ mutation 
 
Adaptation through genome-wide non-random mutation is well established, 
particularly in bacteria and primarily in response to stress (Galhardo, Hastings 
and Rosenberg, 2007), but the ability of stimulated CNV to limit mutations to 
the relevant loci must be forcefully opposed to any ‘directed’ mutation systems 
that have been previously reported (Cairns, Overbaugh and Miller, 1988; 
Lenski and Mittler, 1993; Roth et al., 2003; Galhardo, Hastings and 
Rosenberg, 2007). The major issue with ‘directed’ mutation systems is that 
they require a foreknowledge of the fitness outcome of a given mutation in 
response to its environment, and so cells only undergo the mutation that 
provides the greatest adaptive gain. This is clearly not the case for our 
stimulated CNV mechanism, where copper-treated MEP wild-type cells 
produced mostly contractions causing a detrimental effect on adaptation (Fig. 
4.1b and 4.2). Despite this high risk, stimulated CNV is still worthwhile for a 
population of cells, as it enabled the population as a whole to gain an 
enhanced fitness over cells that did not stimulate the CNV (Fig. 5.1). 
Most adaptation through random mutation studies ignore the existing wealth 
of information on gene regulatory systems, where genes that become induced 
in response to an environment are thereby marked as important genes for that 
environment. Such genes make good candidates to stimulate CNV at, as they 
are more likely to yield a beneficial, adaptive result than stimulation of a 
random gene. As such, stimulated CNV can be targeted to the most promising 
genes for the environment, without having to be a ‘directed’ mutation event. 
It is also important for the cell to limit stimulated CNV to just the genes that 
become specifically expressed in response to the environment, and not simply 
at all highly expressed genes. This is because some housekeeping genes are 
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highly expressed and we would hypothesise that stimulating mutation in these 
genes would be very detrimental to cells. One way cells could distinguish 
highly induced genes from highly expressed genes could be through the 
placement of RFS sites. As such we hypothesise that the location of RFS 
sites throughout the yeast genome have arisen through natural selection 
acting on randomly located RFS sites. RFS sites positioned near genes where 
CNV would be detrimental, like housekeeping genes, would be rapidly lost. As 
such, the genome-wide location of RFS sites will have been strongly selected 
though evolution over many generations, to remain at just the genes where 




Stimulated CNV is a novel but imperfect targeted cellular mechanism that is of 
high-risk, but with a very high potential reward for the individual cell, as 
stimulated CNV offers the chance for the cell to outcompete its kin and have 
its individual genetic information become dominant in the population. 
Stimulated CNV effectively accelerates the rate of environmental adaptation 
to challenging environments, beyond what is achievable through random 
mutation and to the best of our knowledge, stimulated CNV provides the first 




7. Future Work 
 
7.1 Further characterise proteins involved in 
stimulated CNV 
 
In this study, a two-step mechanism has been proposed for stimulated CNV in 
response to the environment (Fig. 6.1). The importance of H3K56ac for 
stimulated CNV was shown using rtt109Δ mutants, which greatly reduced the 
rate of CNV at both CUP1 and SFA1 loci. However, the importance of efficient 
DNA replication following fork stalling was merely inferred using mrc1Δ and 
pol32Δ mutants, which shared the hyper-recombinant phenotypes of the 
hst3Δ hst4Δ HDAC mutant. To confirm that the replication protein mutants act 
upstream of H3K56ac, as proposed by our model, RTT109 should be deleted 
in both mrc1Δ and pol32Δ hyper-recombinant mutants, with the prediction that 
CNV in these double mutants should be independent of H3K56ac. 
Our mechanism also relies on DSB formation at the stalled replication fork 
site, to provide a template for BIR repair. Structure-specific endonucleases 
help to resolve problems at replication forks, by cleaving branched DNA 
substrates to leave recombination intermediates (Hanada et al., 2007). The 
Holliday junction resolvase Yen1 (Ip et al., 2008), and the structure-specific 
endonucleases Mus81 and Slx4 (Fricke and Brill, 2003; Hanada et al., 2007) 
are good candidates for causing the DSB in our stimulated CNV model. If 
involved, deletion of YEN1, MUS81, Slx4, or a combination of these 
endonucleases in case of redundancy, should reduce the rate of stimulated 
CNV. 
 
7.2 Effect of deleting the RFS site 
 
Our stimulated CNV model predicted the importance of an upstream RFS site, 
as the initiation site for stimulated CNV of the downstream gene. To 
determine whether the RFS site was essential for stimulated CNV, the RFS 
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site was deleted in the 3xGFP-CUP1 strain and blocked the emergence of 
CUP1 alleles with higher than parental copy number in copper treatment, as 
well as completely suppressing adaptation to a challenging copper 
environment (Fig. 4.12). As such, it was concluded that the RFS site was 
essential for copper-stimulated CNV and adaptation to a hostile copper 
environment. However, to explore whether an RFS site is the initiation site for 
CNV, deletion of the RFS-containing region should be explored in the hyper-
recombinant mutants mrc1Δ, pol32Δ and hst3Δ hst4Δ. Greatly reduced or 
complete loss of CNV in RFS-deleted hyper-recombinant mutants would 
support our hypothesis that the RFS site is essential for the initiation of CNV. 
Replication fork stalling sites were identified genome-wide (Hull et al., 2017). 
Therefore it was a little surprising that stimulated CNV in 3xGFP-CUP1 did not 
just switch to initiating from the next nearest RFS site and amplify a much 
larger sequence of DNA. Abrogation of stimulated CNV in 3xGFP-CUP1 cells 
might have been due to removal of transcriptional interference. As such, 
collisions between the replication and transcription machineries would now be 
separated in genomic distance, but also the transcriptionally induced 
topological stress would be distanced from the RFS site, providing 
topoisomerases more time to correct the stress. 
Alternatively, the absence of CNV in 3xGFP-CUP1 cells may be a direct effect 
of genomic distance, with the rate of CNV at a gene decreasing the further 
away it is from the initiating RFS site. To determine whether transcriptional 
interference with the RFS site is the essential first step in stimulated CNV, 
MRC1 and POL32 should be deleted in PGAL-HA yeast and grown in glucose, 
where the promoter is completely repressed, to explore if the hyper-
recombination phenotype persists in the absence of transcriptional 
interference. 
 
7.3 1 to 2-copy stimulated CNV though natural 
eccDNA re-integration 
 
Fig. 5.4a provided evidence for 1 to 2-copy CNV via re-integration of a circular 
intermediate. However the circular intermediate used as part of this 
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experiment was an artificially constructed plasmid and not a naturally 
produced eccDNA. The rolling circle amplification model for CNV has already 
been proposed by the Kobayashi group to explain rDNA amplifications via re-
integration of ERCs (Ide, Saka and Kobayashi, 2013). However, the current 
evidence for stimulated circle formation and re-integration is poor. As such, it 
would be very interesting to determine whether the formation of a natural 
CUP1 eccDNA could be stimulated by copper and re-integrate at the genomic 
CUP1 locus, causing a CNV event. 
Our lab has preliminary evidence of copper stimulating the formation of CUP1 
circles (unpublished data) in aged MEP wild-type diploid cells by Southern 
blot analysis. However, this experiment was done in a high-copy strain, so the 
question remains whether copper can stimulate CUP1 eccDNAs from a single 
genomic CUP1 repeat. 
In this study, we observed a reduced recombination rate with fewer genomic 
repeats. Therefore eccDNA formation is expected to be rare coming from 
genomic sites with few repeats. Our lab is working on new methodologies to 
improve the sensitivity and quantification of existing circle detection 
technologies. It is hoped that new approaches for detection and quantification 
of eccDNAs will increase detection of eccDNAs formed from single-copy loci, 
but also enable transcriptional stimulation to be determined. 
In addition, formation of eccDNAs does not mean that the eccDNA can re-
integrate at the genomic locus. To determine whether eccDNAs can re-
integrate into the genome would require identification of mutants that enable 
eccDNA formation but prevent re-integration, which are currently unknown. If 
these eccDNA re-integration mutants were introduced into a MEP 1xCUP1 
background, copper-stimulated eccDNAs should accumulate but genomic 
CNV should be blocked. In addition, exploring copper-adaptation in untreated 
wild-type vs. copper-treated re-integration mutant MEP 1xCUP1 cells would 





7.4 Regulation of the 1xCUP1 1xSFA1 reporter 
 
This study presented preliminary evidence for formaldehyde-stimulated CNV 
occurring from single-copy genes using the MEP 1xCUP1 1xSFA1 plate-
based reporter assay (Fig. 5.6b). However, formaldehyde is mutagenic to 
yeast (Chanet and von Borstel, 1979), therefore the 2.7-fold increase in the 
number of resistant cells detected in formaldehyde pre-treated MEP 1xCUP1 
1xSFA1 heterozygote cells could be the result of formaldehyde acting as a 
mutagen and not through transcriptionally stimulated CNV. 
To determine whether resistance through CNV is transcriptionally stimulated 
from single-copy genes, the native SFA1 promoter should be replaced with a 
galactose-responsive promoter in MEP 1xCUP1 1xSFA1 heterozygote cells 
and then pre-treated in glucose or galactose for the plate-based assay. 
Galactose pre-treatment would be predicted to increase the number of 
resistant cells detected on –Trp drop-out plates containing 0.2mM CuSO4 and 
1.6mM formaldehyde, assuming that CNV is still transcriptionally stimulated 
from single copy genes. However, this proposed experiment has the caveat 
that in this study galactose treated cells only ever produced detectable 
contraction events. In theory amplification events should still occur, but at a 
greatly reduced rate that may even be too low for detection in the high 
sensitivity plate-based assay. 
Alternatively, transcriptionally stimulated CNV from single copy can be 
inferred using an rtt109D mutant. In this study deletion of RTT109 reduced 
stimulated CNV in high-copy systems and in cells with 3 CUP1 or SFA1 
repeats, and H3K56ac is essential in our proposed model for stimulated CNV. 
RTT109 deletion in MEP 1xCUP1 1xSFA1 heterozygote cells would be 
predicted to reduce the number of resistant cells detected by the plate-based 
assay, following formaldehyde pre-treatment, thereby providing supporting 
evidence for transcriptionally stimulated CNV in response to the environment 
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Abstract
Copy number variation (CNV) is rife in eukaryotic genomes and has been implicated in
many human disorders, particularly cancer, in which CNV promotes both tumorigenesis and
chemotherapy resistance. CNVs are considered random mutations but often arise through
replication defects; transcription can interfere with replication fork progression and stability,
leading to increased mutation rates at highly transcribed loci. Here we investigate whether
inducible promoters can stimulate CNV to yield reproducible, environment-specific genetic
changes. We propose a general mechanism for environmentally-stimulated CNV and vali-
date this mechanism for the emergence of copper resistance in budding yeast. By analysing
a large cohort of individual cells, we directly demonstrate that CNV of the copper-resistance
gene CUP1 is stimulated by environmental copper. CNV stimulation accelerates the forma-
tion of novel alleles conferring enhanced copper resistance, such that copper exposure
actively drives adaptation to copper-rich environments. Furthermore, quantification of CNV
in individual cells reveals remarkable allele selectivity in the rate at which specific environ-
ments stimulate CNV. We define the key mechanistic elements underlying this selectivity,
demonstrating that CNV is regulated by both promoter activity and acetylation of histone H3
lysine 56 (H3K56ac) and that H3K56ac is required for CUP1 CNV and efficient copper adap-
tation. Stimulated CNV is not limited to high-copy CUP1 repeat arrays, as we find that
H3K56ac also regulates CNV in 3 copy arrays of CUP1 or SFA1 genes. The impact of tran-
scription on DNA damage is well understood, but our research reveals that this apparently
problematic association forms a pathway by which mutations can be directed to particular
loci in particular environments and furthermore that this mutagenic process can be regulated
through histone acetylation. Stimulated CNV therefore represents an unanticipated and
remarkably controllable pathway facilitating organismal adaptation to new environments.
Author summary
Evolutionary theory asserts that adaptive mutations, which improve cellular fitness in
challenging environments, occur at random and cannot be controlled by the cell. The
mutation mechanisms involved are of widespread importance, governing diverse
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processes from the acquisition of resistance during chemotherapy to the emergence of
nonproductive clones during industrial fermentations. Here we ask whether eukaryotic
cells are in fact capable of stimulating useful, adaptive mutations at environmentally rele-
vant loci. We show that yeast cells exposed to copper stimulate copy number amplification
of the copper resistance gene CUP1, leading to the rapid emergence of adapted clones,
and that this stimulation depends on the highly regulated acetylation of histone H3 lysine
56. Stimulated copy number variation (CNV) operates at sites of preexisting copy number
variation, which are common in eukaryotic genomes, and provides cells with a remarkable
and unexpected ability to alter their own genome in response to the environment.
Introduction
Copy number variation (CNV) is widespread in human populations, with 5%–10% of the
human reference genome showing CNV between normal individuals [1–3]. CNV of protein-
coding genes contributes to multiple disorders, and specific genetic syndromes have been
directly attributed to CNV [4–6]. The pathological effects of CNV imply that gene copy num-
ber impacts gene expression, and we have recently shown that changing copy number can
directly influence RNA processing [7]. However, CNV of protein coding genes is not always
detrimental and can enhance cell growth, particularly in challenging environments. Evolution
experiments in yeast give rise to novel CNVs that enhance growth under nutrient starvation,
bestow drug resistance, and complement genetic defects [8–12]. CNVs in tumour cells also
enhance proliferation, albeit at the expense of the host; for example, copy number amplifica-
tion can drive tumour growth (e.g., of FGFR2 or CDK4 [13, 14]) or mediate drug resistance
(e.g., of DHFR, KRAS or BRAF [15–17]). These yeast and human CNVs are examples of adap-
tive events in which the emergence of novel heritable alleles increases the reproductive fitness
of the cell in the current environment.
The emergence of a novel allele in a population requires extensive selection such that the
phenotypic observation is removed from original mutation event by many generations, and
therefore causal mechanisms remain uncertain for most adaptive mutations including CNV
[18]. Neo-Darwinian theory invokes natural selection of randomly occurring mutations to
explain adaptation; however, random mutations need not be accidental, as the induction of
genome-wide mutation under stress has been well characterised in bacteria and also reported
in yeast [19–21]. Furthermore, a handful of loci in eukaryotes undergo localised and controlled
genetic changes, including the mammalian immunoglobulin loci (widely reviewed, for exam-
ple see [22–24]), as well as the budding yeast ribosomal DNA (rDNA) for which multiple CNV
mechanisms have been described [25–27]. These loci are, however, highly specialised and their
genetic changes are performed by locus-specific machinery; equivalent mechanisms acting
genome-wide to induce beneficial genetic changes have not been convincingly demonstrated
and present substantial theoretical difficulties [28–30].
The budding yeast rDNA has been used extensively as a model system for CNV. The rDNA
consists of ~150 tandem copies of a 9.1-kb sequence encoding the ribosomal RNAs and under-
goes frequent CNV [31]. rDNA recombination is initiated almost exclusively from a replica-
tion fork barrier (RFB) present in each rDNA copy (Fig 1a). A single protein, Fob1, defines the
replication fork stalling site at the RFB [32, 33], and cleavage of these stalled forks is thought to
initiate break-induced replication (BIR), a homologous recombination (HR) process that
mediates replication fork restart using a homologous sequence on the sister chromatid [34].
Because homologous sequences are present in each rDNA copy, nonallelic homologous
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recombination (NAHR) occurs readily during BIR, causing frequent CNV. rDNA amplifica-
tion is partly controlled through transcription; recombination requires RNA Pol I transcrip-
tion [35], and NAHR is enhanced by expression of 2 noncoding RNAs (ncRNAs), IGS1-F and
IGS1-R [27] (Fig 1a). IGS1-F is a stable ncRNA, whereas IGS1-R is a cryptic unstable transcript
(CUT), a class of noncoding RNA that is degraded instantly after transcription and is tran-
scribed through the RFB [36, 37]. Therefore, local transcription in the context of stalled repli-
cation forks at the RFB has a profound effect on rDNA CNV and is thought to cause the
environmentally regulated rDNA amplification observed in cells with insufficient rDNA copy
number [34, 38, 39].
Although the rDNA recombination machinery is locus specific, replication fork stalling is
not unique to the RFB, and CNV often arises from replication defects [40–43]. Collisions
between replication and transcription are known to be particularly mutagenic [44], and highly
transcribed loci are prone to mutation in general [44–47]. Furthermore, transcription in bacte-
ria has been directly observed to cause replisome dissociation, and mutation rates are higher
for bacterial genes oriented against the direction of replication [48, 49]. This lead us to
hypothesise that environmental nutrients and toxins that invoke strong transcriptional
responses may promote mutations such as CNV at induced loci, effectively focusing mutations
at genes that are important for growth in the presence of those nutrients or toxins, thereby
accelerating the formation of novel alleles that confer increased fitness in the current environ-
ment. Here we demonstrate that CNV of high- and low-copy repeated sequences can be
directly stimulated at induced loci in response to the environment, giving rise to novel, advan-
tageous alleles at a rate far in excess of the basal mutation rate.
Results
Promoter induction can stimulate CNV
Replication fork stalling (RFS) occurs widely in the yeast genome and is generally mutagenic
[42, 50–52]. By analogy to the rDNA system, we hypothesised that CNV may be instigated from
RFS sites upstream of inducible promoters when those promoters are induced (Fig 1a and 1b).
Fig 1. Systems for stimulated copy number variation (CNV) at the ribosomal DNA (rDNA) and at a model gene. a:
Minimal elements implicated in control of rDNA recombination: transcription from bidirectional promoter E-pro and replication
fork stalling at the Fob1-induced replication fork barrier (RFB). Green arrows represent noncoding RNAs IGS1-R and IGS1-F
transcribed from the E-pro promoter; blue arrows show the rRNA genes (not to scale). b: Schematic representation of a general
system in which a bidirectional promoter is adjacent to a replication fork stalling (RFS) site. Activation of the bidirectional
promoter leads to transcription of the ORF (red arrow) and a noncoding RNA (green arrow). This system should, by analogy to
the rDNA, be subject to stimulated CNV when the promoter for the indicated ORF is induced. Stalling of replication forks leads to
an accumulation of S139-phosphorylated histone H2A (γH2A) (indicated by orange peaks) that can be detected by chromatin
immunoprecipitation (ChIP).
https://doi.org/10.1371/journal.pbio.2001333.g001
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This would cause reproducible, environment-specific patterns of gene loss and gene
amplification.
RFS sites are marked by S139-phosphorylated histone H2A (γH2A) [42]. We used chroma-
tin immunoprecipitation (ChIP) sequencing (ChIPseq) for γH2A to generate a high-resolution
profile of RFS in the yeast genome, producing a map that is broadly in accord with published
ChIP-microarray data [42]. This experiment showed that peaks of>2-fold γH2A enrichment
occur within 1 kb upstream of ~7% of Saccharomyces cerevisiae genes, which we classed as
γH2A genes (S1 Table). We then performed a meta-analysis of published RNA sequencing
(RNAseq) data, comparing steady-state mRNA levels of γH2A and non-γH2A genes; this
revealed that γH2A genes are expressed at unusually low levels in yeast grown under optimal
culture conditions (30˚C in YPD) (Fig 2a and S1a Fig, compare grey and blue lines). However,
these γH2A genes are significantly induced under more challenging conditions, such as respi-
ratory growth and industrial fermentation (Fig 2a and S1a Fig, red lines). γH2A genes are
therefore biased towards those that are expressed primarily during growth in suboptimal con-
ditions. However, these genes are not rapidly induced by osmotic or oxidative stress and are
therefore not simply stress-response factors (S1b Fig). If the induction of RFS genes can insti-
gate CNV, these CNV events should be more frequent at genes induced in response to specific
environmental conditions.
To experimentally validate this prediction, we focused on 1 γH2A gene, CUP1, a well-stud-
ied gene encoding a metallothionein that sequesters excess copper [53, 54]. CUP1 occurs in a
tandem array of 2-kb repeats and has widely varying copy numbers amongst different yeast
strains, with higher copy numbers conferring enhanced resistance to copper toxicity [55, 56].
The haploid strain BY4741 used here has a CUP1 copy number of 13 in our assays, in keeping
with previously reported estimates of CUP1 copy number in the parental S288C background
(10–15 copies); this copy number is high but by no means exceptional compared to wild iso-
lates [57, 58]. As expected, most strains that we have tested from the BY4741-derived a mat-
ing–type deletion collection [59] also have 13 CUP1 copies, while the S288C-derived MEP
diploid has 2 CUP1 alleles of 13 and 14 copies (see “Stimulated CNV accelerates the acquisition
of copper resistance”).
CUP1 is strongly induced by environmental copper, and we performed a northern blot
analysis to determine whether the CUP1 promoter is bidirectional like the rDNA ncRNA pro-
moter, as promoter bidirectionality is important for rDNA CNV [27]. Bidirectional promoters
are common in the yeast genome, but often the antisense RNA produced is an unstable CUT
that is hard to detect in wild-type cells [36, 60]. We therefore analysed RNA from a wild type
and from an rrp6Δmutant that lacks a key exonuclease activity required for CUT degradation
[36], revealing that the CUP1 promoter is bidirectional, transcribing a CUT through the RFS
site in response to copper exposure (Fig 2b and 2c). γH2A peaks upstream of the CUP1 ORFs
are readily seen in our γH2A ChIPseq data, and the CUP1 RFS site is unaffected by growth in
copper, in contrast to a previous report that ongoing transcription prevents RFS [42] (Fig 2d).
This combination of an inducible bidirectional promoter adjacent to an RFS site fits our
model derived from the rDNA locus (Fig 1b), making CUP1 an excellent candidate for stimu-
lated CNV, particularly as CuSO4 induces only a handful of other γH2A genes (S2 Fig).
Copper exposure leads to the emergence of cells carrying amplified CUP1 alleles [61], but
proving that the environment actually stimulates CUP1 CNV requires the measurement of
CNV in the absence of selective pressure. To achieve this, we reengineered the CUP1 repeat
sequence, replacing the copper-responsive CUP1 promoter and ORF with a GAL1 promoter
and a 3xHA tag ORF while leaving surrounding sequences, including the RFS region, intact
(Fig 2b). This modified construct expresses a nonfunctional protein in response to environ-
mental galactose but not glucose, whereas the endogenous promoter is not induced by
Adaptation through stimulated CNV
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Fig 2. Candidate genes for stimulated copy number variation (CNV). a: Cumulative frequency
distribution of gene expression for S. cerevisiae growing in various environments. Non-γH2A genes from all
data sets are shown in grey, and γH2A genes are shown in blue for cells grown in YPD and in orange, red, and
purple for other conditions (p = 0.00011, comparing γH2A genes in YPD to other conditions by nested
ANOVA). b: Schematic of CUP1 repeats and surrounding region of Chr. VIII, showing 2 copies of CUP1 as
annotated in the reference genome sequence (though the BY4741 wild-type [wt] used here actually has 13
copies). Close-up of a single CUP1 copy is also shown. Probes used for northern and Southern blots are
indicated in green, along with EcoRI sites used for Southern analysis. The nearest flanking replication origins
(autonomously replicating sequences or ARS elements) are drawn in blue; each CUP1 repeat also contains a
putative ARS overlapping the CUP1 promoter. The site of the γH2A peak in d is represented in orange.
Arrows indicate transcription of CUP1 mRNA and cryptic unstable transcript (CUT) from the CUP1 promoter;
the CUP1 ORF is shown in white, and the region replaced by PGAL1-HA in the galactose-inducible construct is
highlighted in red. c: Northern analysis of CUP1 mRNA and CUP1 upstream CUT in wild-type and rrp6Δ cells
grown in YPD and exposed to 1 mM CuSO4 for 4 hours; ACT1 is a loading control. d: ChIPseq data for γH2A
in wild-type cells grown with or without 1 mM CuSO4, showing Chr. VIII and a close-up of the region
surrounding the CUP1 genes. The dotted blue line shows the cut off for peak calling, while blue vertical marks
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galactose. We inserted a construct containing 3 copies of this modified PGAL1-HA repeat in
place of the CUP1 locus, which fortuitously amplified to 17 copies upon transformation.
PGAL1-HA cells were then grown for 10 generations in glucose or galactose and compared to
wild-type controls grown under the same conditions. Growth of the PGAL1-HA strain in galac-
tose gave rise to multiple de novo CNV alleles, detected by Southern blot, whereas no change
was observed in the wild-type controls (Fig 2e). This demonstrates that promoter induction in
the genetic context of CUP1 is sufficient to stimulate CNV.
Stimulated CNV accelerates the acquisition of copper resistance
Equivalent experiments, however, on the wild-type CUP1 locus would not be informative
because growth in the presence of copper selects for rare amplified alleles whether they arise
through random or stimulated CNV. To determine whether copper stimulates CUP1 CNV
requires the analysis of many individual cells that are allowed to replicate with or without cop-
per while excluding cells born during the exposure period. Quantification of de novo CNV
events within this defined cohort would provide a measure of CNV rate independent of
selection.
To achieve this, we employed the mother enrichment program (MEP)—a system that selec-
tively renders new-born cells inviable in the presence of β-estradiol [62]. A cohort of MEP cells
in the presence of β-estradiol can be treated for a given period with or without copper, after
which time only cells in the initial cohort are viable (Fig 3a). Cells from copper-treated and
control cohorts are then plated in the absence of copper and estradiol, giving rise to colonies
derived from single cells that have (or have not) been previously exposed to copper; these colo-
nies inherit the CUP1 copy number of the progenitor cell. If copper stimulates heritable CNV
at CUP1, then a greater number of colonies with CUP1 alleles that deviate from the parental
copy number should be detected in the copper-treated cohort.
We divided 2 populations of β-estradiol–treated MEP diploid cells and grew them for 24
hours in the presence or absence of 1 mM CuSO4, then assayed 184 of the resulting colonies
for CUP1 copy number (Fig 3b). We observed 31 CNV events (including 6 amplifications) in
56 copper-treated diploid cells (112 CUP1 alleles, 27% CNV events, 5% amplifications), com-
pared to 7 CNV events (including 1 amplification) in 128 untreated cells (256 alleles, 3% CNV
events, 0% amplifications). The difference in the number of CNV events and amplifications
between copper-treated and untreated cells is significant (p = 1.1x10-7 for CNV events and
p = 0.028 for amplifications) and represents a 9-fold stimulation of CNV by copper. Further-
more, based on bud scar counting, the untreated cells undergo more divisions than the cop-
per-treated cells in 24 hours (12 ± 2 versus 8 ± 3 divisions), meaning that 9-fold is an
underestimate of the true extent of CNV stimulation. This finding directly demonstrates that
environmental copper stimulates CNV at CUP1.
Changes in CUP1 copy number alter copper resistance, and we therefore measured the abil-
ity of cells arising in this experiment bearing an amplified (+3) or a contracted (–7) allele to
grow at different copper concentrations. As expected, copper resistance was significantly
increased in the amplified clone and decreased in the contracted clone (Fig 3c). This
represent the annotated replication origins across the chromosome. e: Cells with CUP1 ORF and promoter in
each CUP1 copy replaced by PGAL1-HA, grown in glucose or galactose for 10 generations compared to wild-
type cells. DNA analysis by Southern blot; arrows indicate de novo alleles formed by CNV events, with
numbers indicating PGAL-HA copy number. Copy numbers of parental alleles are 13 and 17 copies in the wild-
type and the PGAL-HA strains, respectively. Quantification shows the percentage of alleles deviating from the
parental copy number, n = 3; p-values calculated by 1-way ANOVA. ns, not significant. Raw quantitation data
is available in S1, S3 and S5 Data.
https://doi.org/10.1371/journal.pbio.2001333.g002
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Fig 3. Stimulated copy number variation (CNV) in copper-treated cells. a: Strategy for quantifying
stimulated CNV. Schematic of experimental system for measuring CNV in a defined cohort of mother
enrichment program (MEP) cells. b: Copy number of CUP1 alleles in colonies derived from 184 diploid MEP
cells (pooled from 2 experiments), treated with or without 1 mM CuSO4 for 24 hours (128 cells for–Cu, 56 cells
for +Cu). 89% of starting cohort were recovered in the untreated cohort, and 40% were recovered in the
Adaptation through stimulated CNV
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demonstrates that stimulated CNV gives rise to de novo alleles with quantifiable phenotypic
differences, including increased copper resistance.
To ensure that stimulated CNV is a specific result of promoter induction as opposed to a
mutagenic effect of copper treatment, we created diploid MEP cells heterozygous for the wild-
type CUP1 allele and the engineered galactose-responsive PGAL1-HA allele. As predicted, galac-
tose treatment induced extensive CNV at the PGAL1-HA allele (96% of PGAL1-3HA alleles
underwent CNV in galactose compared to 9% in glucose) (Fig 3d, left). In contrast, the cop-
per-responsive wild-type allele in the same cells was unaffected (0% of alleles underwent CNV
in galactose and only 2% in glucose) (Fig 3d, right). This confirms that CNV is not stimulated
uniformly and is highly selective for a transcriptionally induced allele over a silent locus of sim-
ilar sequence and copy number.
H3K56 acetylation is required for stimulated CNV
Sir2 family histone deacetylases (HDACs) repress rDNA CNV at multiple levels, leading us to
question whether HDACs also control CUP1 CNV [26, 63]. Indeed, we observed extensive
CUP1 CNV after treating wild-type cells with the Sir2 family inhibitor nicotinamide (Fig 4a).
Analysis of individual deletion mutants revealed that Sir2 itself has little impact on CNV at
CUP1, but loss of the degenerate H3K56 HDACs Hst3 and Hst4 induces extensive CNV, sug-
gesting a critical role for H3K56ac in regulating CUP1 copy number (S3a Fig). Consistent with
this, loss of the H3K56 acetyltransferase Rtt109 rendered the CUP1 locus immune to nicotin-
amide (Fig 4a).
To determine the importance of Rtt109 for stimulated CNV, we repeated the MEP-based
assay from Fig 3b in an rtt109Δ background. Remarkably, we found that the transcriptional
stimulation of CNV in response to copper was completed abrogated by loss of Rtt109 (com-
pare Fig 4b [showing rtt109Δ cells] to Fig 3b [showing wild-type cells]). This shows that stimu-
lated CNV acts by a defined mechanism involving H3K56ac.
H3K56ac has been implicated in both CUP1 promoter induction [64] and replication fork
stability or restart [65–67]. Nicotinamide may therefore affect the stimulated CNV mechanism
in 2 ways: by inducing the CUP1 promoter or by destabilising the stalled replication fork. We
observed that nicotinamide stimulates expression of the CUP1 antisense CUT but causes little
or no change in the level of the CUP1 sense mRNA (Fig 4c). This suggests that HDAC inhibi-
tion by nicotinamide reduces promoter directionality at CUP1 rather than inducing the pro-
moter per se, as has been recently reported for other (as yet unidentified) HDACs [68]. This
loss of directionality cannot be ascribed to H3K56 acetylation as it is also observed in rtt109Δ
cells, and it must depend on another member of the nicotinamide-sensitive Sir2 family. Impor-
tantly, however, loss of promoter directionality cannot be solely responsible for CUP1 CNV, as
an equivalent increase in CUP1 CUT transcript is observed in rtt109Δ cells in which CNV does
treated cohort. Observed mutation rates in the untreated cohort were normalised for the viability in the treated
cohort, making the conservative assumption that cells lost during the experiment did not undergo CNV. p-
values were calculated by a goodness of fit χ2 test with 1 degree of freedom between the observed and
expected number of mutations to wild-type alleles across the cohorts. c: Copper resistance of 3 colonies
recovered in b with parental, +3, and –7 CUP1 copy numbers on 1 allele; CuSO4 was added at indicated
concentrations to media containing 0.5 mM ascorbic acid to increase copper toxicity, and OD660 was
measured after 3 days at 30˚C. Error bars represent ±1 SD; p-values were calculated by 1-way ANOVA of
area under curves; n = 6 for each group. d: Experiment as in b using heterozygous diploid cells with 1 wild-
type CUP1 allele and 1 PGAL1-HA allele; data are shown for both alleles in the same cells. Allele-specific
probes covering the CUP1 promoter and ORF or the GAL1 promoter and HA ORF were used for this
experiment. Copy numbers of parental alleles are indicated on each panel. ns, not significant. Raw
quantitation data are available in S6 Data.
https://doi.org/10.1371/journal.pbio.2001333.g003
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not occur (compare Fig 4a to 4c). Therefore, nicotinamide treatment makes the CUP1 pro-
moter transcribe bidirectionally, but this effect is not Rtt109-dependent and is not the sole
driver of CNV stimulation.
To assess the potential impact of H3K56 acetylation–associated replication fork defects on
CNV, we asked whether mutations that destabilise or impair the processing of stalled replica-
tion forks phenocopy nicotinamide without affecting CUP1 promoter induction or direction-
ality. Amongst 11 deletion mutants of replication fork–associated proteins that impact rDNA
stability, we observed that mrc1Δ and pol32Δ cells undergo striking CUP1 CNV without
Fig 4. H3K56 acetylation has a critical role in stimulated copy number variation (CNV). a: Southern analysis of CUP1 copy
number in wild-type (wt) and rtt109Δ cells with 13 CUP1 copies grown for 10 generations with or without 5 mM nicotinamide (NIC).
Quantification shows the percentage of alleles deviating from the parental copy number after 10 generations; n = 5, p-values
calculated by 1-way ANOVA. b: Measurement of CNV in a defined cohort of MEP rtt109Δ cells, performed exactly as Fig 3b; 48
diploid cells per condition. ns, not significant. c: Northern analysis of CUP1 ORF and CUP1 cryptic unstable transcript (CUT) RNA
in log-phase wild-type and rtt109Δ cells with or without 5 mM nicotinamide. Quantification shows relative RNA levels in arbitrary
units (AUs); n = 4, p-values calculated by 1-way ANOVA. d: Southern analysis of mrc1Δ and pol32Δ cells as in a, n = 4. Copy
numbers of parental alleles are indicated on each panel. Note that in d, the mutants are derived from the wild type and therefore
have a parental copy number of ~13, even though this allele is no longer detectable in the pol32Δmutant. Raw quantitation data
are available in S3, S4 and S6 Data.
https://doi.org/10.1371/journal.pbio.2001333.g004
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affecting the CUP1 promoter (Fig 4d and S3b Fig). Mrc1 stabilises stalled replication forks
[69], while Pol32 is required for efficient DNA synthesis following the BIR events that are initi-
ated from broken replication forks [70, 71]. The high level of CUP1 CNV observed in both
mutants is consistent with abnormally frequent or inefficient BIR being a key driver of CNV.
Importantly, increased H3K56ac was recently shown to impair DNA synthesis during BIR,
causing frequent replication fork stalling and recombination events [72]. Such additional
recombination events occurring in a repetitive region should cause extensive CNV, providing
a simple explanation for the induction of CUP1 CNV by nicotinamide, which increases
H3K56ac globally through inhibition of Hst3 and Hst4.
Regulation of stimulated CNV by promoter activity and H3K56ac
To our surprise, however, nicotinamide had little effect on the PGAL1-HA allele, showing that a
global increase in H3K56 acetylation is not sufficient to drive CNV (Fig 5a). One difference
between the wild-type CUP1 allele and the re-engineered PGAL1-HA allele is that the GAL1 pro-
moter is fully repressed in glucose, and therefore nicotinamide treatment does not cause the
expression of an antisense transcript (S4 Fig). Given the dual effect of nicotinamide on CUP1
promoter directionality and post-BIR replication, we suspected that both activities might be
required for efficient CNV induction.
To test this, we grew PGAL1-HA cells with or without nicotinamide in a range of galactose
concentrations known to induce the bidirectional GAL1 promoter to various extents [73]. As
predicted, the effect of nicotinamide was minimal and not significant without promoter induc-
tion (Fig 5b, lanes 9–12), but with higher promoter induction, nicotinamide significantly stim-
ulated CNV (Fig 5b, lanes 1–8). This effect was particularly striking for the formation of de
novo alleles with 1–3 copies, which presumably arise through multiple sequential CNV events
(S5 Fig). This experiment reveals that promoter activity and H3K56ac make additive contribu-
tions to CNV.
However, we observed that CNV becomes largely independent of nicotinamide at high
galactose concentrations (Fig 5a, lanes 3–4), which is not consistent with the model proposed
above whereby H3K56ac acts during BIR. We therefore tested the importance of H3K56ac in
CNV induction from the GAL1 promoter by deleting RTT109. Just as for the wild-type CUP1
locus, this completely abrogated CNV induction, confirming that H3K56ac is critical for stim-
ulated CNV in the PGAL1-HA system (Fig 5c). These data show that stimulated CNV requires
transcription and H3K56ac, but for highly induced promoters the normal physiological level
of H3K56ac is sufficient to support extensive CNV such that further deregulation of H3K56
HDAC activity has little effect.
Evidence for stimulated CNV in low-copy repeats
Direct detection of stimulated CNV is facilitated by the high copy number of the CUP1 locus.
However, this raises the question of whether CNV stimulation is restricted to high-copy tan-
dem repeat loci, which are rare amongst protein-coding genes. In contrast, copy numbers of
2–5 are very common in the yeast and human genome sequences [1, 14, 74–77], and we asked
whether a 3-copy CUP1 locus would show equivalent behaviour to the high-copy system. Indi-
vidual CNV events are too rare in this 3-copy system for direct detection but, having defined
the effects of modulating H3K56 acetylation on CNV, we reasoned that if stimulated CNV acts
at low-copy loci then H3K56 modulation should alter the rate at which CUP1 amplifications
emerge under copper selection in a predictable manner.
To test this, we replaced the endogenous CUP1 locus with a synthetic construct containing
3 wild-type copies of the CUP1 repeat sequence while maintaining the reading frame of the
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overlapping RSC30 gene (Fig 6a). Stimulated CNV is replication linked, effectively requiring
cells to grow in a sublethal concentration of copper. We observed that 3xCUP1 cells grow
slowly in 0.3 mM CuSO4, although fast-growing resistant populations often emerge late in
growth, showing that resistant cells are under positive selection (S6a Fig). Importantly, when
3xCUP1 cells were grown for 10 generations in batch culture in the presence of 0.3 mM
CuSO4, copy-number-amplified alleles were almost always detected in the population by
Southern blot (S6b Fig), forming a quantitative assay for CNV.
We first tested whether nicotinamide treatment stimulated CNV in 3xCUP1 cells as in the
high-copy system. Nicotinamide largely stimulates contractions in high-copy CUP1 arrays,
and in 3xCUP1 cells the only reproducible CNV event observed on nicotinamide treatment
was a –1 contraction to 2xCUP1 (Fig 6b, red arrow). In combination with 0.3mM CuSO4, the
2xCUP1 band largely disappeared, as would be expected under copper selection (Fig 6c, red
Fig 5. Combinatorial action of promoter activity and histone H3 lysine 56 acetylation (H3K56ac) on copy number
variation (CNV). a: Southern analysis of copy number for PGAL1-HA cells grown for 10 generations in glucose (GLU) and
galactose (GAL) with or without 5 mM nicotinamide (NIC). Quantification shows the percentage of alleles deviating from the
parental copy number after 10 generations; n = 3, p-values calculated by 1-way ANOVA. * nonspecific band. ns, not significant.
b: Southern analysis as in a using given concentrations of galactose and glucose combined with 2% raffinose. n = 5. *
nonspecific band. p-values were calculated from pairwise comparisons of samples with or without NIC for each GLU or GAL
concentration deriving from a 1-way ANOVA of the whole data set. See also alternative analysis in S5 Fig. c: Southern analysis
as in a using wild-type or rtt109Δ derivatives of PGAL1-HA cells. n = 3. Copy numbers of parental alleles are indicated on each
panel. Raw quantitation data are available in S3 Data.
https://doi.org/10.1371/journal.pbio.2001333.g005
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Fig 6. Stimulated copy number variation (CNV) in low-copy repeat systems. a: Schematics of the 3xCUP1 and 3xSFA1 constructs inserted at the
endogenous CUP1 locus. Blue boxes indicate CUP1 repeats, red boxes indicate SFA1 repeats, and orange boxes indicate the ADE2 marker. The
reading frame of RSC30 is maintained across the construct boundary. Restriction enzymes for Southern analysis are shown in green along with probe
locations. b: Southern analysis of CUP1 copy number in 3xCUP1 cells grown for 10 generations with or without 5 mM nicotinamide (NIC); arrow
indicates –1 copy band. Quantification shows the percentage of –1 alleles; n = 4, p-value calculated by t test. c: Southern analysis of CUP1 copy
Adaptation through stimulated CNV
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arrow), and the proportion of amplified alleles increased marginally (Fig 6c, upper quantifica-
tion panel). However, the most noticeable difference was that the proportion of large alleles
(more than 2-fold the progenitor allele size) increased dramatically with nicotinamide treat-
ment (Fig 6c, lower quantification panel). These results show that copper and nicotinamide
both stimulate CNV, and although CNV stimulation causes many copy number contractions,
copper and nicotinamide have an additive effect in the 3xCUP1 system that results in the for-
mation of larger alleles that predominate in batch culture.
In contrast, since deletion of RTT109 suppressed stimulated CUP1 CNV in the high-copy
system, we then asked if the amplifications observed in 3xCUP1 cells are also Rtt109-depen-
dent. Indeed, when 3xCUP1 rtt109Δ cells were grown for 10 generations in 0.3 mM copper,
amplification was completely suppressed (Fig 6d). This demonstrates that H3K56 acetylation
is required for CUP1 amplification in the presence of copper, a very surprising result because
previous studies have shown a critical role for Rtt109 in maintaining genome stability rather
than promoting genome change [26, 66, 78, 79].
We then asked whether another 3-copy RFS gene would show similar behaviour. We
selected to test the SFA1 gene encoding a formaldehyde dehydrogenase, as this has a clear
upstream RFS site (S6c Fig), is inducible in response to formaldehyde, and higher SFA1 copy
number increases formaldehyde resistance [80]. A tandem array of 3 SFA1 genes with sur-
rounding sequence was inserted at the CUP1 locus along with a single wild-type CUP1 copy
(Fig 6a), while the endogenous SFA1 gene was deleted. These 3xSFA1 cells showed a sharp cut-
off for growth in formaldehyde, with<0.9 mM allowing robust growth and>1 mM
completely suppressing growth, while the formaldehyde concentration that gave slow but
reproducible growth (which is required for these assays) varied from 0.9–1.0 mM with formal-
dehyde batch and had to be empirically determined. We therefore refer to the assay concentra-
tion as ~1 mM formaldehyde.
Growth of 3xSFA1 cells with ~1 mM formaldehyde induced bidirectional transcription
from the SFA1 promoter and again gave rise to amplified SFA1 alleles detectable by Southern
blot over 17 generations (Fig 6f and S6d Fig). As in the 3xCUP1 system, growth of 3xSFA1 cells
in nicotinamide induced copy number contractions that were readily detected in the absence
of formaldehyde (Fig 6e, red arrows), although the additive effect between formaldehyde and
nicotinamide was not observed. Importantly however, the copy number amplification of SFA1
in 3xSFA1 cells was completely suppressed in an rtt109Δmutant (Fig 6f), indicating that SFA1
amplification proceeds in the presence of formaldehyde by the same mechanism as CUP1
amplification.
Confirming that CNV is transcriptionally stimulated at SFA1 requires a high-copy system,
but we were unable to create a direct equivalent of the high-copy PGAL1-HA strain as this
amplified fortuitously during transformation. The alternative is to select for an amplified allele
using formaldehyde; however, this requires the SFA1 gene and amplification system to be
number in 3xCUP1 cells grown for 10 generations with or without 0.3 mM CuSO4 and with or without 5 mM NIC. Upper quantification shows the
percentage of alleles deviating from the parental copy number; n = 5, p-values calculated by 1-way ANOVA for repeated measurements. Lower
quantification is as upper quantification, considering only alleles of 7+ copies. ns, not significant. d: Southern analysis of CUP1 copy number in
3xCUP1 wild-type (wt) and rtt109Δ cells after 10 generations with or without 0.3 mM CuSO4 (analysis as in c); n = 6. e: Southern analysis of SFA1 copy
number in 3xSFA1 grown for 17 generations with or without ~1 mM formaldehyde (FA) and with or without 5 mM NIC. Quantification shows the
percentage of alleles deviating from the parental copy number; n = 6, p-values calculated by 1-way ANOVA. A correction was applied to the
quantification to account for the differing number of probe-binding sites in the amplified alleles. f: Southern analysis of SFA1 copy number in 3xSFA1
wild-type and rtt109Δ cells grown for 17 generations with or without ~1 mM FA. Quantification as in e; n = 10 for untreated samples, n = 16 for FA-
treated samples. g: Southern analysis of CNV induced in the high-copy PGAL1-GFP-SFA1 system. After selection for high copy number and outgrowth
in SC media without FA, cells were grown for 10 generations in SC with 2% glucose (GLU) or galactose (GAL). Quantification shows the percentage of
contracted alleles; n = 4, p-value calculated by paired t test. Raw quantitation data are available in S3 Data.
https://doi.org/10.1371/journal.pbio.2001333.g006
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active, which is not the case if the SFA1 promoter is simply replaced with PGAL1. We suspected
that bidirectional transcription into the SFA1 RFS would stimulate CNV irrespective of where
the promoter is placed, so we created a construct in which the promoter and ORF of the
upstream divergent gene UGX2 were replaced with PGAL1-GFP in each of the 3 SFA1 repeats
(S6e Fig). This strain was grown in 0.9 mM formaldehyde, stepped up to 2.2 mM formalde-
hyde and then recovered in glucose media, yielding a PGAL1-GFP-SFA1 strain with an unstable
and therefore somewhat heterogeneous copy number but primarily containing 11 copies.
Growth of this strain in galactose caused the disappearance of this upper band and the emer-
gence of a prominent ladder (Fig 6g), just as in the original PGAL-HA strain (Fig 2e), showing
that transcription directly stimulates CNV at the SFA1 RFS site.
Together, these data show that low-copy systems undergo CNV through a mechanism con-
sistent with stimulated CNV, and that this mechanism is not restricted to CUP1.
Stimulated CNV enhances adaptation in a population
The ability of transcription to stimulate CNV and the reliance of this mechanism on H3K56
acetylation suggest that the emergence of copper adaptation, instead of being an inevitable
consequence of random mutation, follows a defined mechanism that is highly sensitive to
alterations in this histone mark.
To assess this, we initially tested the copper resistance of the 3xCUP1 wild-type and rtt109Δ
cells grown with or without 0.3 mM CuSO4 shown in Fig 6d. Growth of wild-type cells in cop-
per caused a dramatic rise in copper resistance, with GI50 (concentration of CuSO4 causing a
50% inhibition of growth) rising >3-fold from 0.5 mM in untreated cells to ~1.7 mM in cells
pregrown in 0.3 mM CuSO4 (Fig 7a). This increase was clearly attributable to CNV, as cells
that grew in 1 mM CuSO4 carried large CUP1 amplifications (S7a Fig). In contrast, rtt109Δ
cells underwent a far smaller increase, rising <2-fold from 0.5 mM to ~0.8 mM after preg-
rowth in 0.3 mM CuSO4 (Fig 7a), and of the rtt109Δ cells that did survive at 1 mM CuSO4,
albeit with much reduced growth compared to wild-type cells, only a fraction had undergone
CUP1 amplification, suggesting that most had acquired resistance through other, potentially
random, mutations (S7a Fig). This shows that acquisition of copper resistance, far from being
inevitable, is strongly dependent on an Rtt109-dependent amplification mechanism.
We similarly assessed the effect of nicotinamide on copper resistance using the cells grown
with or without CuSO4 and with or without nicotinamide shown in Fig 6c. The additive effect
of nicotinamide and copper provided a small and not significant increase to the already sub-
stantial copper resistance of cells pregrown in 0.3 mM CuSO4, but more surprisingly, preg-
rowth in nicotinamide caused a 2.5-fold increase in GI50 for CuSO4, from 0.3 mM to 0.75mM
(Fig 7b). This is in contrast to the Southern blotting data, which show that the primary effect
of nicotinamide treatment is copy number loss (Fig 6b and 6c) and suggest that a substantial
amount of amplifications are also generated. In support of this, the CUP1 copy number of nic-
otinamide pretreated cells that grew in 0.75 mM CuSO4 was substantially amplified (S7b Fig),
showing that nicotinamide treatment increases copper resistance by promoting CUP1
amplification.
These striking effects of H3K56 acetylation on copper resistance suggested that CNV stimu-
lation should provide substantial selective advantages at the population level. As nicotinamide
treatment induced constitutive stimulated CNV in the absence of copper, we used this drug to
directly test the selective benefit provided by stimulated CNV.
Firstly, we examined strong copper selection based on growth in 0.75 mM CuSO4, a con-
centration fully inhibitory to growth of 3xCUP1 cells. We pretreated four 3xCUP1 cultures for
10 generations with or without 5mM nicotinamide, then obtained 6 growth curves for cells
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Fig 7. Copper adaptation through stimulated copy number variation (CNV). a: Copper resistance of 3xCUP1 wild-type (wt) and rtt109Δ cells grown
with or without 0.3 mM CuSO4 from Fig 6d. Cells were diluted in media with varying concentrations of CuSO4 and grown for 3 days. Average OD660 is
plotted, error bars represent ±1 SD, and n = 6 cultures per condition, each tested at 8 CuSO4 concentrations. p-values were calculated by 1-way ANOVA
of area-under-curve values for each culture. b: Copper resistance of 3xCUP1 cells grown with or without 5 mM nicotinamide (NIC) and with or without 0.3
mM CuSO4 from Fig 6c. Analysis as in a; n = 12. c: Maximum growth rate in 0 mM or 0.75 mM CuSO4 of 3xCUP1 cells pretreated with or without 5 mM
nicotinamide for 10 generations. dOD660/dt represents the OD change per hour. Four samples each grown with or without nicotinamide were each
inoculated in 6 cultures for growth curve determination across 72 hours. Data are the maximum of the first derivative of smoothed OD660 time-course
data (see S7c Fig) for each culture. d: Competitive growth assay in 0 or 0.3 mM CuSO4. Two populations of 3xCUP1 cells with different selectable
markers were pregrown with or without 5 mM nicotinamide, then mixed and outgrown for 10 generations in direct competition. The graph shows the
change in composition of outgrowth cultures across the competition period between inoculation and saturation (10 generations). p-value was calculated
by paired t test, n = 6. Raw quantitation data are available in S7 and S8 Data.
https://doi.org/10.1371/journal.pbio.2001333.g007
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from each culture with or without 0.75mM CuSO4 in the absence of nicotinamide (S7c Fig).
Maximum growth rates were derived from each growth curve to determine whether any cells
had adapted sufficiently to allow as rapid growth in the presence of 0.75 mM CuSO4 as in the
absence of copper (Fig 7c). Nicotinamide pretreatment had no effect on growth rate in the
absence of copper but dramatically increased adaptation to copper: only 1 of the 24 cultures
grown in the presence of 0.75 mM Cu without nicotinamide pretreatment grew normally,
whereas over half (13 of 24) cultures derived from the nicotinamide pretreated samples
reached growth rates equivalent to cells growing in the absence of copper. This was not due to
rare events in a few of the precultures because the distribution of growth rates obtained in sam-
ples from each pretreated culture was similar (S7d Fig). Therefore, although CNV stimulation
primarily causes copy number contraction, it also dramatically enhances the ability of a sub-
population of cells to thrive in otherwise toxic concentrations of copper.
Secondly, we asked whether stimulated CNV provides a competitive advantage in low-cop-
per environments in which nonamplified cells are still capable of growth. Under these condi-
tions, the fact that stimulated CNV primarily causes copy number reduction (and therefore
further slows growth in copper-containing environments) may put a population of cells using
stimulated CNV at a disadvantage relative to a population that does not. To test this, we again
made use of the nicotinamide to mimic the effect of stimulated CNV prior to growth in cop-
per-containing media, and we directly competed 1:1 mixtures of untreated and nicotinamide
pretreated populations in the same cultures, with or without 0.3 mM CuSO4. Treated and
untreated populations carried different selectable markers to allow the composition of the mix-
ture to be determined by plating before and after growth (Fig 7d, left). Nicotinamide pretreat-
ment did not alter the competitive fitness of cells in the absence of copper, but the
nicotinamide-treated populations efficiently outcompeted the untreated populations in the
presence of 0.3 mM CuSO4, increasing their population share by 40% on average over 10 gen-
erations (Fig 7d right). These experiments clearly show that although stimulated CNV engen-
ders many more contractions than amplifications, it still provides a major selective advantage
in both low- and high-copper environments.
Together, our findings demonstrate that bidirectional promoter induction in the CUP1
genetic context can stimulate CNV to form novel adaptive alleles and that the rate of stimu-
lated CNV is responsive to a controllable histone modification system. Stimulated CNV pro-
vides a clear selective advantage, and amplified alleles conferring improved resistance arise in
low-copy strains by a mechanism consistent with CNV stimulation.
Discussion
The assertion that adaptation occurs purely through natural selection of random mutations is
deeply embedded in our understanding of evolution. However, we have demonstrated that a
controllable mechanism exists in yeast for increasing the mutation rate in response to at least 1
environmental stimulus and that this mechanism shows remarkable allele selectivity. This
mechanism has the potential to act widely in eukaryotic genomes, even if restricted to repeated
sequences, and may therefore underlie a substantial fraction of observed CNV events.
A proposed mechanism for stimulated CNV
We propose a model for stimulated CNV in which local bidirectional promoter activity desta-
bilises stalled replication forks, increasing the frequency of error-prone BIR events. Replication
fork stalling occurs widely though nonrandomly in the yeast genome, but stalled forks are nor-
mally resolved through error-free mechanisms that protect genome stability (Fig 8a, top left)
(reviewed in [81]). However, we suggest that induction of transcription from an adjacent
Adaptation through stimulated CNV
PLOS Biology | https://doi.org/10.1371/journal.pbio.2001333 June 27, 2017 16 / 31
Fig 8. A scheme for stimulated copy number variation (CNV). a: Proposed mechanism by which promoter
activity and acetylated histone H3 lysine 56 (H3K56ac) contribute to stimulated CNV. DNA strands are shown in
blue, the inactive CUP1 gene is shown in black, and the induced CUP1 gene is shown in red, with antisense CUT in
green. Pink block arrows represent progression of the replication fork. b: Proposed mechanism for CNV
asymmetry. DNA strands from repeated DNA are shown in blue, unique sequences are shown in red, and vertical
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bidirectional promoter increases the likelihood that stalled replication forks collapse (Fig 8a,
bottom left); this may occur either through direct interference of the transcription machinery
with the stalled fork or indirectly through increased topological stress. Either way, the col-
lapsed fork must then be restarted by a mechanism such as BIR (Fig 8a, bottom middle), form-
ing a replication fork with reduced processivity that is prone to CNV, particularly when
H3K56ac is high (Fig 8a, right). This mechanism is closely related to the fork-stalling and tem-
plate-switching (FoSTeS) process that is suggested to underlie a wide range of CNV events
[82], but with contributions from transcription and H3K56ac. Our data implicating H3K56ac
and Pol32 in CUP1 CNV is consistent with restart by BIR, since the replication forks newly
formed through BIR are error-prone in the absence of Pol32 or the presence of H3K56ac [70–
72]. It is worth noting, however, that other error-prone replication fork restart mechanisms
are known, and these may have similar dependencies [83, 84].
This mechanism would be expected to yield both expansions and contractions, and we sug-
gest that 2 additional factors drive the contraction bias we actually observe. Firstly, a fork
restarted by HR within a high-copy sequence has a high chance of template switching through
strand invasion of a homologous sequence in a different copy, whereas a unique sequence pro-
vides only a single homologous template and so template switching is disfavoured. Copy num-
ber amplification requires the fork to template switch backwards and re-replicate multiple
copies (Fig 8b, upper), whereas contraction requires a template switch forwards that moves the
fork closer to the end of the high-copy sequence (Fig 8b, lower). A fork that has switched back-
wards will therefore spend longer replicating a high-copy sequence than a fork that has
switched forwards and would have a higher chance of template switching again, with further
potential to generate a contraction (Fig 8b, right). The scheme in Fig 8b shows that 2 successive
template-switching events can result in a 3:1 ratio of contractions to amplifications.
This factor would prevail in nicotinamide-treated cells in which H3K56ac is uniformly
high, but in normal cells, H3K56ac is primarily on the newly synthesised histones behind the
fork and so H3K56ac is also asymmetrical (Fig 8c). This means that a template switch forwards
would lead to BIR using a previously unreplicated template with low H3K56ac and would
result in a high-processivity replication fork (Fig 8c, upper). In contrast, a template switch
backwards would result in the BIR fork using a previously replicated template with high
H3K56ac, and this fork would have low processivity and a higher chance of template switching
again (Fig 8c, lower). Together, we believe that these 2 factors would yield a major bias towards
contraction events but would not prevent amplifications occurring at a lower frequency.
We initially hypothesised that CNV at the CUP1 locus would be mechanistically equivalent
to CNV at the rDNA. Indeed, the requirement for bidirectional promoter induction and the
effect of H3K56 HDACs are similar in the 2 systems. However, we see important differences: a
lack of dependence on Sir2, which is not surprising as Sir2 acts primarily at heterochromatin;
and the suppression of CUP1 CNV in rtt109Δ cells, which conversely undergo massive rDNA
amplification [25, 26]. The mechanistic analysis of rDNA amplification in rtt109Δmutants by
the Kobayashi group [26] provides an explanation for this discrepancy: rDNA amplification in
rtt109Δmutants does not proceed via chromosomal BIR; instead, rolling circle amplification
of extrachromosomal rDNA circles (ERCs) forms large arrays of additional rDNA copies that
lines indicate repeat boundaries. Numbers indicate the change in copy number for a particular template switch. The
result of 2 successive template-switching events with an intervening period of replication are shown, resulting in a
3:1 ratio of contractions to amplifications. c: Additional asymmetry is generated by H3K56ac: nucleosomes around
a replication fork (blue) are shown as red circles, either empty or shaded to represent the H3K56ac state. Template
switching forward is seen to move the fork to a region of low H3K56ac, whereas template switching backwards
moves the fork to a region of high H3K56ac and therefore low fork stability. BIR, break-induced replication.
https://doi.org/10.1371/journal.pbio.2001333.g008
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can reintegrate into the chromosomal rDNA locus [26]. CUP1 circles have been detected but
are 3–4 orders of magnitude rarer than ERCs [85], and we suspect that rolling circle amplifica-
tion of these happens in too few cells to make a detectable contribution.
Adaptive potential of stimulated CNV
Stimulated CNV controls the occurrence of a subset of mutations that allow adaptation to
challenging environments. It is commonly assumed that adaptive mutations occur at random,
and they are largely inevitable as they occur through multiple poorly defined mechanisms.
Under this assumption, loss of many genome stability factors would increase the rate of adap-
tation, but adaptation cannot be suppressed. In contrast, we show that the adaptation of yeast
to environmental copper by amplification of CUP1 is largely dependent on a defined pathway
that requires Rtt109, despite the general role of this protein in maintaining genome stability.
Therefore, adaptation occurring through apparently random mutation may in fact be stimu-
lated by a specific cellular mechanism.
How widespread is stimulated CNV? The CUP1 and SFA1 model systems we have analysed
are multicopy, but although CNV will be most efficient where multiple homologous sequences
surround the RFS site, this mechanism should not be restricted to multicopy loci. Recombina-
tion events triggered by error-prone replication forks could easily utilise distal homologous
sequences or even microhomology as templates, inducing de novo CNVs and chromosomal
translocations with limited homology at the breakpoints. Breakpoints in de novo CNVs would
therefore be poorly defined because they initiate nearby but not at the RFS site and utilise
unpredictable homologous sequences. Interestingly, CUP1 shows exactly this behaviour in dif-
ferent S. cerevisiae isolates, as the multicopy CUP1 repeat has emerged many times with differ-
ent breakpoints [58].
Replication fork stalling is by no means restricted to budding yeast, and bidirectional pro-
moters are the norm in organisms, including mammals [86, 87]. Therefore, the basic machin-
ery required for stimulated CNV is likely to be conserved. Furthermore, the histone
deacetylases that regulate CNV outcome are conserved in mammals and appear to have similar
functions in modulating DNA repair [88, 89]. Stimulated CNV in somatic cells of metazoans is
rarely likely to be a useful organismal outcome and cannot aid heritable adaptation. However,
because stimulated CNV emerges from conserved features of the replication and transcription
systems, it seems likely that it would be active in mammalian cells, providing a mechanism
that could be readily exploited, for example, by tumour cells. The mechanism that we have pro-
posed is also very consistent with recent reports of nonrandom double-strand breaks formed
by neurons in genes important for neuronal function [90, 91]. As such the stimulated CNV
pathway provides a new set of targets by which pharmaceuticals may prevent the emergence of
undesirable properties such as drug resistance in tumours or modulate natural genetic changes
in particular cell types. Indeed, our observation that adaptation of yeast to copper can be effec-
tively suppressed by removal of Rtt109, a protein for which chemical inhibitors have been
described [92, 93], provides good evidence that the emergence of resistance is pharmacologi-
cally accessible.
Evidence for adaptation through genome-wide nonrandom mutation is substantial, partic-
ularly in bacteria [18], but the ability of stimulated CNV to direct mutations to relevant loci
must be reconciled with forceful arguments against previously proposed ‘directed mutation’
systems [18, 30, 94, 95]. The primary issue is that any general mechanism that directs muta-
tions to a particular site must ‘know’ in advance the fitness outcome of a particular genetic
change, which is not possible except at singular, highly specialised loci such as the rDNA.
However, such arguments ignore the wealth of information regarding the function of
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particular loci in particular environments that is encapsulated in existing gene regulatory sys-
tems. In effect, a signalling pathway that strongly induces a gene in response to a particular
environmental stimulus marks that gene as being important in that environment relative to a
gene that is not expressed. CNV of such a gene is more likely to yield a useful, adaptive result
than CNV of a random gene. Of course, it is also more likely to be damaging, and we see
exactly this at CUP1: most of the CNV events we observed were contractions that reduce cop-
per resistance (Fig 3b), but, relative to random mutation, the chance of finding an adaptive
CNV remains substantial. Stimulated CNV is therefore a high-risk strategy that does not entail
foreknowledge of the fitness outcome of genetic change at a particular locus, only the relative
importance of that locus in the current environment.
However, many highly expressed genes are not environment specific, and such housekeep-
ing genes are likely to be poor candidates for improving adaptation. Simply focusing CNV
events at highly expressed genes would likely entail an unacceptable number of deleterious
CNV events involving housekeeping genes. This problem is avoided by restricting RFS sites to
the promoters of inducible genes. We suggest that the distribution of RFS sites has arisen
through natural selection acting on randomly located RFS sites, as any RFS site that always
engenders detrimental CNVs would have been rapidly lost.
Stimulated CNV is therefore an imperfect but useful cellular mechanism that increases the
rate at which adaptive CNV events occur, particularly in suboptimal environments. Impor-
tantly, inducible gene expression systems and the placement of RFS sites are products of natu-
ral selection acting on random mutations, but these combine to yield a system that accelerates
adaptation beyond what is achievable through random mutation.
Materials and methods
Yeast strains and media
Yeast strains used in this work are listed in S2 Table. Plasmids are listed in S3 Table, including
construction details, and were verified by restriction digest and/or sequencing. Deletion strains
were created by standard methods; oligonucleotides are listed in S4 Table. Deletion strains
were verified by PCR. To create the PGAL1-HA strain, ADE2 was replaced with MET25 in the S.
cerevisiae strain BY4741 (EuroSCARF), and the resulting strain was transformed with pJH252
(1 CUP1 repeat); then, the entire repeated region at the chromosomal CUP1 locus [ChrVIII:
212265..216250] was replaced with a LEU2 marker. Plasmid pJH280, containing 3 copies of
the PGAL1-HA construct and an ADE2 marker, was digested with SacI and transformed to
replace the LEU2 cassette, which fortuitously amplified on transformation to yield a 17-copy
repeat tract (based on PFGE Southern blot migration). The 17xPGAL1-3HA construct was
introduced into the MEP background by mating and sporulation and was remated to a MEP
wild-type haploid to form the MEP 17xPGAL1-3HA heterozygote strain.
For construction of the 3xCUP1 strain and its derivatives, the entire CUP1 locus [ChrVIII:
212265..216250] was deleted in YRH12, an ade2Δ BY4742-derivative with a single-copy CUP1
plasmid, to form YRH15. pRH9, which contains 3 complete CUP1 copies [ChrVIII:
214256..216239] with an ADE2 marker and CUP1 flanking sequences, was digested with SacI
and transformed in YRH15, followed by FOA selection to yield YRH23.
Construction of the 3xSFA1 strain and its derivatives used the same strategy as for 3xCUP1,
except that SFA1 was additionally deleted in YRH15 and then transformed with SacI-digested
pJH312, followed by FOA selection to yield YRH89.
Cells for Fig 2c and 2d were grown in YPD, and other experiments were performed in yeast
nitrogen base media supplemented with CSM amino acids and 2% glucose or galactose; all
cells were grown at 30˚C. YPD contains trace Cu2+, and yeast nitrogen base media contains
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250 nM CuSO4. All media components were purchased from Formedium. Nicotinamide
(Sigma I17451) was added to media at 5 mM. For Fig 6b–6d, cells were grown in SC with or
without 0.3 mM CuSO4 in 4-ml cultures, diluted 1:1,000 from saturated precultures. For Fig 6e
and 6f, cells were grown to log phase in SC then diluted 1:8,000 into SC with or without 0.9–1
mM (batch-dependent) formaldehyde that was freshly diluted from 16% or 37% stock solu-
tion. Fig 2a represents a meta-analysis of published data; see the Bioinformatic analysis section
below for accession numbers and associated culture details.
For cell-tracking analyses using the MEP system, cells were inoculated in SD from a plate for
6–8 hours, diluted and grown overnight to OD 0.2–0.5. Cultures were diluted to 2x104 cells/ml,
1 μM β-estradiol (Sigma E2758) was added, and cells were grown for 2 hours prior to plating
parental culture and splitting the cells for copper or galactose treatment. After 24 hours, 50 μl of
each culture was plated on SD agar, and cells were grown for 2 days at 30˚C. Individual colonies
were then inoculated in 200 μl of SD in a 96-well plate and grown to saturation.
Copper sensitivity and growth curve analysis
For the MEP strain, 2.5 μl saturated culture was diluted to 200 μl SC in each well of a 96-well
flat-bottomed cell culture plate, with concentrations of CuSO4 up to 3 mM, along with 0.5 mM
ascorbic acid. Ascorbate increases the cellular uptake of copper [96], increasing the effective
toxicity of copper to allow the measurement of small changes in resistance in cells with high
CUP1 copy number. This is helpful since CuSO4 tends to precipitate out of media during cul-
ture at concentrations >2 mM. Plates were covered with a gas-permeable membrane and
grown at 30˚C for 3 days in the dark. Cells were resuspended by pipetting, and OD660 was
measured using a BD FLUOstar Omega plate reader. Area-under-curve measurements were
calculated for each sample and compared by 1-way ANOVA. For the 3xCUP1 strain, the assay
was performed as above but with lower concentrations of CuSO4 (see Fig 7a and 7b), under
normal light and without ascorbic acid.
For growth curves, saturated precultures were diluted 1:1,000 into 200 μl SC per well with
or without CuSO4 at the required concentration. Plates were sealed as above and grown at
30˚C with shaking in a BD FLUOstar Omega plate reader; OD660 measurements were taken
every 15 minutes. Curves were smoothed by averaging across 9 time points, and derivatives
were calculated using GraphPad Prism.
Competitive growth assay
Six cultures each of 3xCUP1 wild-type and trp1Δ::NatMX6 were grown for 10 generations, 3
untreated and 3 with 5 mM nicotinamide. Cultures were then mixed 1:1 pairwise to give 6
competition cultures, each containing an untreated and a nicotinamide pretreated population
of the opposite genotype. The composition of the mixture was determined by plating on–Trp
and +Nat plates, and each mixture was inoculated 1:1,000 in cultures containing 0 or 0.3 mM
CuSO4 and outgrown to saturation over 10 generations. Mixture composition of each out-
growth culture was determined by plating. To ensure that the trp1Δ::NatMX6 marker did not
affect the result, we performed equal numbers of assays with this strain as the nicotinamide-
treated or untreated population.
DNA extraction and Southern blotting
Cells from a 2 ml saturated culture were washed with 50 mM EDTA then spheroplasted with
250 μl 0.34U/ml lyticase (Sigma L4025) in 1.2 M sorbitol, 50 mM EDTA, and 10 mM DTT at
37˚C for 45 minutes. After centrifuging at 1,000g, cells were gently resuspended in 400 μl of
0.3% SDS, 50 mM EDTA, and 100μg/ml RNase A (Sigma R4875) and incubated at 37˚C for 30
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minutes. 4 μl of 20 mg/ml proteinase K (Roche 3115801) was added, and samples were mixed
by inversion and heated to 65˚C for 30 minutes. 160 μl 5M KOAc was added after cooling to
room temperature, and samples were mixed by inversion and then chilled on ice for 30 min-
utes. After 10 minutes of centrifuging at 20,000g, the supernatant was poured into a new tube
containing 500 μl phenol:chloroform (pH 8) and samples were mixed on a wheel for 30 min-
utes. Samples were centrifuged for 10 minutes at 10,000g, and the upper phase was extracted
using cut tips and precipitated with 400 μl isopropanol. Pellets were washed with 70% ethanol,
air-dried, and left overnight at 4˚C to dissolve in 20 μl TE. After gentle mixing, 10 μl of each
sample was digested with 20 U EcoRI-HF (NEB) or EcoRV-HF (NEB) for 3 hours, phenol:chlo-
roform extracted, ethanol precipitated, and separated on 25-cm 0.8% or 1% 1xTBE gels over-
night at 120 V for CUP1 analysis or on 1% 0.5xTBE gels in a Bio-Rad CHEF DR-III system at 6
V/cm, 15˚C, 0.5–1.5 second switch, and 120˚ included angle for 16 or 20 hours in 0.5xTBE for
SFA1 analysis. Gels were washed in 0.25 N HCl for 15 minutes, 0.5 N NaOH for 45 minutes
and twice in 1.5M NaCl, 0.5M Tris (pH 7.5) for 20 minutes before being transferred to
HyBond N+ membrane in 6x SSC. Membranes were probed using random primed probes (S4
Table) in UltraHyb (Life Technologies) at 42˚C and washed twice with 0.1 x SSC, 0.1% SDS at
42˚C. Bands were quantified using ImageQuant (GE) and data analysed using the GraphPad
Prism v6.05 to perform 1-way ANOVA analyses comparing the means of all samples (unless
otherwise noted) with Tukey correction for multiple comparisons.
Rapid DNA extraction and PFGE for cell fate tracking analysis
Colonies were analysed in pools of 4. Cells obtained from 50 μl from each of the 4 saturated
cultures were resuspended in 50 μl 50 mM EDTA containing 17 U lyticase (Sigma L2524) and
incubated at 37˚C for 45 minutes. 1.6 μl 10% SDS and 1 μl 20 mg/ml proteinase K were added
and samples were incubated at 65˚C for 30 minutes. After addition of 32 μl 5 M KOAc and 30
minutes on ice, samples were centrifuged for 10 minutes at 20,000g at room temperature, and
the supernatant was decanted to a new tube containing 100 μl isopropanol and 1 μl glycogen.
Samples were centrifuged for 15 minutes at 20,000g at 4˚C, and the pellet was washed with
70% ethanol before overnight elution in 20 μl 1x NEB CutSmart buffer with 20 U EcoRI-HF
(NEB) at 37˚C. DNA was quantified using PicoGreen (Thermo Fisher Scientific) and separated
on PFGE gels using a Bio-Rad CHEF DR-III (1% 0.5xTBE gel, 6 V/cm, 15˚C, 0.5–1.5 second
switch, 120˚ included angle for 20 hours in 0.5xTBE), then blotted and probed as above. Copy
numbers of individual alleles were plotted using GraphPad Prism v6.05.
To calculate p-values, we first estimated the background CNV or amplification mutation
rate in the population based on the number of CNV or amplification events observed by PFGE
for the unstimulated condition, including the viability of this population after 24 hours of
aging. Using this estimate, we then calculated the number of CNV or amplification events in
the stimulated condition that would be expected to arise through unstimulated CNV given the
viability of this population. We then compared the number of events observed by PFGE to the
expected number of CNV or amplification events for the stimulated condition using a good-
ness of fit χ2 test with 1 degree of freedom. This provides a p-value based on the null hypothesis
that all observed CNV or amplification events arose through random mutation. This estimate
includes the conservative assumption that any cells that lost viability during the experiment
did not undergo CNV.
RNA extraction and northern analysis
Total RNA was extracted using a mirVANA kit (Thermo Fisher Scientific) according to manu-
facturer’s instructions (Fig 2) or using GTC-phenol as described [7] (Figs 4, 5 and 6), and
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analysed as previously described [7] using probes listed in S4 Table. RNA probes were hybri-
dised at 65˚C, DNA probes at 42˚C. Indexed mRNAseq libraries were constructed from 500
ng total RNA using the NEBNext Ultra Directional RNA Library Prep Kit (NEB), with poly(A)
selection using the NEBNext Poly(A) mRNA Magnetic Isolation Module (NEB), and
sequenced on an Illumina MiSeq.
Chromatin immunoprecipitation
0.5x109 cells grown in YPD, with or without 4 hours of 1 mM CuSO4 treatment, were fixed for
15 minutes in 1% formaldehyde and quenched with 150 mM glycine. Cells were washed 2
times with cold PBS, then resuspended in 600 μl lysis buffer (50 mM HEPES [pH 7.5], 140 mM
NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% Na-deoxycholate, 0.1% SDS, 1x Roche Complete
Protease Inhibitors), broken with 500 μl 0.5mm zirconium beads (BioSpec) in an MP Biomedi-
cal Fast Prep (6 cycles, 30 seconds each), then the lysate was separated from the beads and
diluted to 1 ml final volume in lysis buffer. Samples were sonicated 19 times, 30 seconds each
in a Diagenode Bioruptor on High and cleared by centrifugation at 20,000g at 4˚C for 5 min-
utes. 1 μl anti-γH2A (Millipore 07-745-I) was added to 100 μl lysate and incubated overnight
at 4˚C before addition of 15 μl Gammabind beads (GE) in 25 μl lysis buffer (preblocked with
1% BSA) and incubation for 2 hours at 4˚C. Beads were washed 5 minutes each with lysis
buffer, 0.5 M salt lysis buffer, wash buffer (10 mM Tris [pH 8.0], 0.25 M LiCl, 0.5% NP-40,
0.5% Na-deoxycholate, 1 mM EDTA), and TE, then DNA was eluted overnight at 65˚C in
200 μl 50 mM Tris [pH 8.0], 10 mM EDTA, 1% SDS. DNA was purified by phenol:chloroform
extraction and then ethanol precipitated and eluted in 50 μl TE. Sequencing libraries were pre-
pared from 5 ng of immunoprecipitated material using a NEBNext DNA Ultra kit (NEB) and
sequenced on an Illumina HiSeq.
Bioinformatic analysis
γH2A ChIP: Reads were mapped to the S. cerevisiae reference genome R64-2-1 using Bowtie 2
v2.2.5 (default parameters). Peaks were called using MACS2 v2.1.0 (-g 12e6—nomodel—
extsize 250—keep-dup all), artifactual peaks containing a single mismapped read were manu-
ally removed, and only peaks with a 2-fold or greater enrichment were considered. Coding
sequences (CDS) were categorised as upstream-RFS if a γH2A peak was present in 1 kb
upstream of the annotated start site using the R script in S1 Text.
RNAseq: Read data (including accessions GSE61783 [97], GSE74642, GSE70835, GSE54831
[98], GSE54825 [99], GSE43002 [100], and GSE41834 [101] deposited at GEO) were mapped
to genome R64-2-1 using HISAT2 v2.0.5 (—sp 1000,1000). Log2 read counts were performed
for each annotated CDS using Seqmonk v0.34.1 and normalised for CDS length, then the
whole data set was normalised for a median expression of 9 (an arbitrary value that maintained
most expression data as positive and required minimal scaling for most data sets). Genes were
categorised as γ-H2A or non-γH2A using the R script in S1 Text. Cumulative frequency distri-
butions for the data sets were calculated using GraphPad Prism v6.05. Frequency distributions
were compared by nested ANOVA, and assumptions for using parametric tests were checked
prior to run the analyses. Values for skewness, kurtosis, and variance were consistent with nor-
mality and homoscedasticity.
Image processing and data availability
Sequencing data has been deposited at GEO (GSE86283). Source data for all graphs is provided
in S1 Data (cumulative frequency gene expression data), S2 Data (RNAseq data for cells grown
with or without Cu), S3 Data (Southern blot image quantification), S4 Data (northern blot
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image quantification), S5 Data (γH2A ChIPseq data for chromosomes containing CUP1 and
SFA1 loci), S6 Data (mother enrichment allele copy numbers and adaptation assay), S7 Data
(3xCUP1 adaptation assays and competition assay), and S8 Data (Raw growth curve data).
Gel images were processed with ImageJ 1.50i—processing involved rotating and cropping,
denoising if required (Despeckle filter), and altering window-level settings to improve contrast of
relevant bands. Full images of membranes presented in the manuscript are provided in S9 Data
—these have been cropped to the borders of the membrane and have undergone minimal win-
dow-level adjustments if required to make the bands shown in the presentation figure visible.
Supporting information
S1 Fig. Cumulative frequency distributions showing expression of upstream-RFS genes. a:
Data from matched set of cells grown in YPD and YPGlycerol, GSE74642, showing cumulative
frequency distributions for the expression of genes either with (γH2A) or without (non-γH2A)
an upstream stalled replication fork site. The YPGlycerol data set overlaps with some YPD
data in Fig 2a but is clearly separable from the matched YPD control. b: Data sets as in a for
cells subjected to oxidative (0.4 mM H2O2 for 30 minutes) or osmotic stress (0.4 M KCl for 10
minutes). Data were reanalysed from GSE42983 [100] and GSE61783 [97] using the R script
provided in S1 Text; raw quantitation data are available in S1 Data.
(TIF)
S2 Fig. RNAseq analysis of copper-treated cells. Wild-type cells were grown in YPD with or
without 1 mM CuSO4 for 4 hours, analysed by poly(A)+ RNAseq, and read counts mapping to
each annotated coding sequence (CDS) were calculated and normalised for feature length. a:
Cumulative frequency distribution showing expression of genes with an upstream γH2A peak
relative to control genes under each condition. b: Scatterplot of RNA levels, with γH2A genes
highlighted in red. CDS for γH2A genes that are substantially induced or repressed by copper are
annotated: the blue circle shows CUP1 locus genes, the green circle shows the single other verified
coding sequence induced by copper (HSP12), and orange circles are CDS representing the multi-
copy, subtelomeric helicase ORFs. Raw quantitation data are available in S1 and S2 Data.
(TIF)
S3 Fig. Supplement to role of H3K56 acetylation in stimulated CNV. a: Southern analysis of
CUP1 copy number in wild-type, sir2Δ, and hst3Δ hst4Δ cells. b: Northern analysis of CUP1
ORF and CUP1 CUT RNA in log-phase wild-type, mrc1Δ, and pol32Δ cells. p-values are non-
significant by 1-way ANOVA, n = 3. Raw quantitation data are available in S4 Data.
(TIF)
S4 Fig. GAL1 promoter does not respond to nicotinamide. Northern analysis of HA ORF
and CUP1 CUT RNA in log-phase PGAL1-HA cells grown on glucose or galactose with or with-
out 5 mM nicotinamide. p-values were calculated by 1-way ANOVA, n = 4. Raw quantitation
data are available in S4 Data.
(TIF)
S5 Fig. Nicotinamide stimulation of CNV to low copy number. Reanalysis of Southern data
from Fig 5b, quantifying CUP1 alleles with 1–3 copies compared to the total of all alleles. This
shows that nicotinamide stimulation is particularly potent in the production of small alleles
that presumably arise from multiple CNV events. p-values were calculated from pairwise com-
parisons of negative and positive NIC samples for each GLU or GAL concentration, derived
from a 1-way ANOVA of the whole data set. Raw quantitation data are available in S3 Data.
(TIF)
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S6 Fig. Characteristics of 3xCUP1 and 3xSFA1 systems. a: Growth curves of 3xCUP1 cells
growing with or without 0.3 mM CuSO4. Note that the growth retardation caused by 0.3 mM
CuSO4 is stronger in the 200 μl 96-well plate cultures used for growth curve analysis than in
the 4 ml batch cultures used for Southern blot samples; although cells also grow slowly in 0.3
mM CuSO4 under these conditions, almost all cultures reach saturation by 72 hours. b: South-
ern analysis of CUP1 copy number in 3xCUP1 cells grown for 10 generations with or without
0.3 mM CuSO4. Quantification shows the percentage of amplified alleles; n = 6, p-value calcu-
lated by t test. c: γH2A signal in the region surrounding SFA1; analysis performed as in Fig 2d.
d: Induction of SFA1 and upstream antisense transcripts after a 4-hour exposure to 1 mM
formaldehyde, assayed by northern blot. 18S rRNA is shown as a loading control. Quantifica-
tion shows the levels of the indicated RNA species in arbitrary units; p-values were calculated
by t test, n = 4. Locations of probes within the SFA1 repeat are shown in e. e: Schematic of the
wild-type SFA1 region in the 3xSFA1 construct, along with the modified PGAL1-GFP-SFA1 con-
struct. All SFA1 copies carry this construct in the PGAL1-GFP-SFA1 strain. Transcriptional start
sites indicated by black arrows are approximate. Raw quantitation data are available in S3, S4,
S5 and S8 Data.
(TIF)
S7 Fig. Supplement to copper adaptation through stimulated CNV. a: CUP1 copy number
distribution of 3xCUP1 wild-type and rtt109Δ cells after growth for 10 generations with with
or without 0.3 mM CuSO4, followed by growth with or without 1 mM CuSO4 under adapta-
tion curve conditions, then outgrown without drug. b: CUP1 copy number distribution of
3xCUP1 cells after growth for 10 generations with 5 mM nicotinamide, followed by growth
with or without 0.75 mM CuSO4 under adaptation curve conditions, then outgrown without
drug. c: Individual growth curves of 3xCUP1 cells preexposed to 5 mM nicotinamide before
growth with or without 0.75 mM CuSO4. d: Maximum growth rate data for +NIC +CuSO4
samples from Fig 7d, separated to show distributions of data points derived from the 4 differ-
ent precultures. Raw quantitation data are available in S8 Data.
(TIF)
S1 Table. List of S. cerevisiae genes with upstream γH2A peaks. Peaks were identified by
MACS analysis of γH2A data on unstressed cells growing at log phase in YPD (see Materials
and methods). Peaks were matched to annotated coding sequences (CDS) using an R script
(provided as S1 Text).
(XLSX)
S2 Table. S. cerevisiae yeast strains used in this study.
(DOCX)
S3 Table. Newly derived plasmids used in this study. See S4 Table for oligonucleotides used
to amplify cloning fragments.
(DOCX)
S4 Table. Oligonucleotide pairs used in this study.
(DOCX)
S1 Text. R script for meta-analysis of gene expression data sets.
(R)
S1 Data. Cumulative frequency gene-expression data.
(XLSX)
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S2 Data. Gene-expression values derived from RNAseq.
(XLSX)
S3 Data. Southern blot quantification.
(XLSX)
S4 Data. Northern blot quantification.
(XLSX)
S5 Data. γH2A ChIPseq data for chromosomes containing CUP1 and SFA1 loci.
(XLSX)
S6 Data. Mother enrichment allele copy numbers and adaptation assay.
(XLSX)
S7 Data. 3xCUP1 adaptation assays and competition assay.
(XLSX)
S8 Data. Raw data for growth curves.
(XLSX)
S9 Data. PDF file containing uncropped images of Southern and northern blots.
(PDF)
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