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Abstract
In this paper, we study the monodromy of the ramified Cauchy problem for operators with multiple
characteristics of constant multiplicity. More precisely, we give an estimation of the eigenvalues of
the solution’s monodromy, first with the assumptions of the theorem of Hamada–Leray–Wagschal,
then with the assumptions of the theorem of Leichtnam.  2002 Éditions scientifiques et médicales
Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous étudions la monodromie de la solution du problème de Cauchy ramifié
pour des opérateurs à caractéristiques multiples de multiplicité constante. Plus précisément, nous
donnons une estimation du spectre de la monodromie de la solution, tout d’abord dans le cadre du
théorème d’Hamada–Leray–Wagschal, puis dans celui du théorème de Leichtnam.  2002 Éditions
scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction
Cet article a pour objet l’étude de la monodromie du problème de Cauchy ramifié
lorsque la ramification du second membre autour des hypersurfaces caractéristiques est
quelconque.
Rappelons de quel problème il s’agit. On se donne un opérateur différentiel linéaire
d’ordre m :
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à coefficients holomorphes au voisinage de l’origine de Cn+1, soit aα ∈ C{x} (où
on a noté x = (x0, . . . , xn) la variable de Cn+1 et on notera x ′ = (x1, . . . , xn) et
x ′′ = (x2, . . . , xn)). On note g(x, ξ) son symbole principal et on suppose l’hyperplan
S : x0 = 0 non caractéristique à l’origine : ceci signifie que g(0;1,0, . . . ,0) = 0, c’est-
à-dire a(m,0,...,0) = 0 ; par division par la fonction a(m,0,...,0), on peut supposer que le
coefficient de Dm0 est égal à 1. Nous noterons Ω0 un voisinage ouvert de l’origine
de Cn+1 tel que toutes les fonctions aα soient définies et holomorphes sur Ω0. Nous
supposerons que l’opérateur a(x,D) est un opérateur à caractéristiques multiples de
multiplicité constante : ceci signifie qu’il existe des fonctions (x, ξ ′) → λi(x, ξ ′),
1  i  d , holomorphes au voisinage du point x¯ = 0, ξ¯ ′ = (1,0, . . . ,0) et des entiers








))mi pour (x, ξ ′) voisin de (x¯, ξ¯ ′)
et en posant λi = λi(x¯, ξ¯ ′ ), λi = λj si i = j . On peut alors résoudre le problème de Cauchy






ki(x)= x1 pour x0 = 0,
où D′ki(x) = (D1ki(x), . . . ,Dnki(x)). Ce problème admet une unique solution holo-
morphe au voisinage de l’origine. On notera que Dki(0)= (λi ,1,0, . . . ,0) ; on peut donc
supposer les fonctions ki définies et holomorphes sur Ω0 et Dki(x) = 0 pour x ∈Ω0. Ceci
permet de définir des hypersurfaces Ki = {x ∈Ω0; ki(x)= 0} ; si T désigne l’hyperplan
x0 = x1 = 0 de S, ces hypersurfaces vérifient Ki ∩ S =Ω0 ∩ T : ce sont donc les hyper-
surfaces caractéristiques issues de T .
L’étude du problème de Cauchy ramifié est l’étude du problème suivant :{
a(x,D)u(x)= v(x),
Dh0u(x)=wh(x ′) pour x0 = 0, 0 h <m, (1)
où les données v et wh vérifient les hypothèses : Étant donné un voisinage ouvert connexe
Ω ⊂Ω0 de l’origine de Cn+1 tel que Ω ∩ S soit connexe et un point a ∈Ω ∩ S  T , nous
supposerons que les germes wh, holomorphes au point a, se prolongent en des fonctions
holomorphes sur R(Ω ∩ S  T ) (où R(X) désigne le revêtement universel de l’ouvert
connexe X) : nous dirons que les germes wh sont ramifiés autour de T . Quant à v, nous
supposerons que c’est un germe holomorphe au point a se prolongeant en une fonction
holomorphe sur R(Ω K) où K =⋃di=1 Ki : nous dirons que v est ramifié autour de K .
D’après le théorème de Cauchy–Kowalevski, le problème (1) définit un germe solution u
au point a et on a le résultat suivant dû à E. Leichtnam [4,5] :
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Théorème 1.1. Soit Ω ⊂ Ω0 un voisinage ouvert connexe de l’origine de Cn+1 tel que
Ω ∩ S soit connexe, il existe un voisinage ouvert connexe Ω ′ ⊂Ω de l’origine de Cn+1 tel
que :
soient a ∈ Ω ′ ∩ S  T , v un germe au point a se prolongeant en une fonction
holomorphe sur R(Ω  K), et wh des germes se prolongeant en des fonctions
holomorphes sur R(Ω ∩ S  T ), alors le germe au point a, solution du problème de
Cauchy (1), se prolonge en une fonction holomorphe surR(Ω ′ K).
E. Leichtnam montre aussi dans [4] que si les germes v et wh sont de détermination
finie, il en est de même pour la solution et, de plus, si la monodromie de v est résoluble
alors la monodromie de la solution est encore résoluble.
Pour obtenir ce résultat, E. Leichtnam le prouve tout d’abord dans le cadre du théorème
d’Hamada–Leray–Wagschal [1] en utilisant la structure des fonctions de détermination
finie dans un disque pointé. Pour cela, il reprend la démonstration du théorème d’Hamada–
Leray–Wagschal faite dans [1] en montrant qu’à chaque étape on est toujours dans l’espace
des fonctions de détermination finie, grâce à leur structure.
Nous nous proposons, ici, de relier le spectre de la monodromie de la solution à celui
des données du problème. Nos méthodes se basent uniquement sur l’existence et l’unicité
de solutions de problèmes intégro–différentiels, étudiés par Pongérard–Wagschal [5] et des
techniques d’algèbre linéaire : ceci nous permettra de préciser le spectre de la monodromie
dans le cadre du théorème d’Hamada–Takeuchi [2,3,5], puis d’en déduire celui de la
solution du problème (1). Il est à noter que la résolubilité de la monodromie sera une
conséquence facile de nos résultats.
2. Notations et énoncé des résultats
Étant donné une variété holomorphe connexeX et un espace de Banach complexeE ; on
noteH(X;E) l’espace vectoriel des fonctions holomorphes f :X→E etOa =Oa(X;E)
l’espace vectoriel des germes de fonctions holomorphes en un point a ∈ X à valeurs
dans E.
Si u ∈ Oa se prolonge analytiquement le long d’un chemin γ : I → X, I = [0,1],
d’origine a et d’extrémité b, on note uγ ∈Ob le germe au point b obtenu par prolongement
analytique du germe u le long de γ .
Notons Γa = Γa(X) l’espace des lacets γ : I →X d’origine a et soit u ∈Oa un germe
se prolongeant analytiquement le long de tout lacet γ ∈ Γa . On notera Fua le sous-espace
vectoriel de Oa engendré par l’ensemble (uγ )γ∈Γa des diverses déterminations de u au
point a et Auγ ∈ GL(F ua ) l’automorphisme
Auγ : θ ∈ Fua −→ θγ ∈ Fua ;
cet automorphisme ne dépend que de la classe d’homotopie [γ ] du lacet γ ∈ Γa , d’où une
représentation linéaire du groupe de Poincaré π1(X,a)
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où γ ∈ [γ ],
appelée monodromie du germe u.
On dit que le germe u est de détermination finie si l’espace vectoriel Fua est de
dimension finie. L’ensemble Ofa des germes de détermination finie est un sous-espace
vectoriel de l’espace Oa . En effet, si u,v ∈ Oa sont deux germes se prolongeant
analytiquement le long de tout lacet γ ∈ Γa , il en est de même du germe λu+µv et on a :
(λu+µv)γ = λuγ +µvγ ∈ Fua + Fva ,
d’où Fλu+µva ⊂ Fua + Fva et ceci prouve bien le résultat annoncé.
Pour u ∈Ofa , on notera σγ (u) le spectre de l’automorphismeAuγ . Lorsque u se prolonge
en une fonction holomorphe sur X, on a uγ = u pour tout γ ∈ Γa , d’où Fua = Cu et
Auγ est l’application identité. Lorsque u n’est pas le germe nul, Fua est de dimension 1
et σγ (u)= {1} ; lorsque u= 0, on conviendra que σγ (u)= ∅.
Enfin, on dira qu’un germe u ∈Ofa est à monodromie résoluble si u= 0 ou bien, lorsque
u = 0, s’il existe une base de Fua telle que, pour tout γ ∈ Γa , la matrice représentative de
Auγ dans cette base soit triangulaire supérieure. On notera Ora l’espace des germes u ∈Ofa
à monodromie résoluble.
Plus généralement, on peut donner la définition suivante.
Définition 2.1. Soit F un espace vectoriel de dimension finie, une famille A ⊂ L(F )
d’endomorphismes de F est dite résoluble si F = {0} ou bien, lorsque dimF > 0, s’il
existe une base de F telle que la matrice représentative dans cette base de tout A ∈A soit
triangulaire supérieure.
Lemme 2.1. Une famille A ⊂ L(F ) est résoluble si, et seulement si, il existe une suite
croissante (Fj )0jk de sous-espaces vectoriels de F où k = dimF , invariants par tout
A ∈A et telle que dimFj = j .
Preuve. On peut supposer F non réduit à {0}.
La condition est nécessaire. Si B = (e1, . . . , ek) est une base de F telle que la matrice
représentative de tout A ∈ A soit triangulaire supérieure, il suffit de définir Fj pour
1 j  k comme le sous-espace engendré par (e1, . . . , ej ).
La condition est suffisante. On construit par récurrence sur j ∈ [1, k] une base
(e1, . . . , ej ) de Fj ; (e1, . . . , ek) est alors une base de F ayant les propriétés voulues. ✷
Nous rappelons le théorème d’Hamada–Takeuchi [2,3].









Dh0u(x)=wh(x1, x) pour x0 = 0, 0 h <m.
(2)
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Soit Ω un voisinage ouvert simplement connexe de l’origine de Cn+1, alors il existe
Ω ′ ⊂Ω voisinage ouvert simplement connexe de 0 et η > 0 tels que :
soient O un ouvert connexe de C de diamètre inférieur à η, a ∈ S ∩ Ω ′ tel que
a1 ∈ O , vi , wh des germes au point (t, x) = (a1, a), se prolongeant en des fonctions
holomorphes sur R(O) × Ω , alors le germe au point a solution du problème (2) se
prolonge sur R(Ω ′a), où Ω ′a est la composante connexe de
⋂d
i=1{x ∈Ω ′; ki(x) ∈O}
qui contient le point a.
Plus précisément, le germe u s’écrit u(x)=∑di=1 ui(x), ui(x)=Ui(t, x)|t=ki(x) où Ui
est un germe au point (a1, a) qui se prolonge en une fonction holomorphe surR(O)×Ω ′.
Nous noterons hi l’application x → (ki(x), x) ∈C×Cn+1 pour tout i = 1, . . . , d .
Le résultat suivant montre que la détermination finie de la solution ne dépend que de
celle des données et de la nature topologique de l’ouvertO . On se place dans les hypothèses
du théorème d’Hamada–Takeuchi.
Théorème 2.2. Il existe Ω ′, voisinage ouvert de l’origine de Cn+1 , tel que le problème (2)
admette une solution u ∈H(R(Ω ′a)) et tel que si le groupe fondamental π1(O) de l’ouvert
O est de type fini et si les données vi , wh sont de détermination finie, alors la solution du
problème (2) est aussi de détermination finie et on a pour tout γ ∈ Γa(Ω ′a) :
σγ (v˜i)⊂ σγ (ui)⊂ σhi◦γ (v) ∪ σhi◦γ (w)∪ {1},
où v˜i(x)= v(ki(x), x), v = (v1, . . . , vd) et w = (w0, . . . ,wm−1).
De plus, si les données sont à monodromie résoluble, alors la solution est à monodromie
résoluble.
Note. Il faut remarquer que l’écriture de la solution n’est pas unique (à l’ajout près de
fonctions holomorphes ϕi sur Ω ′ à chaque ui , telles que
∑d
i=1 ϕi = 0). Toutefois, si O
est un disque pointé (on est alors dans les hypothèses du théorème d’Hamada–Leray–
Wagschal [1]), on peut trouver une écriture de la solution telle que
σγ (v˜i )⊂ σγ (ui)⊂ σhi◦γ (v)∪ σhi◦γ (w).
Nous montrerons, aussi, que le Théorème 2.2 ne subsiste pas dans le cas où π1(O) n’est
pas de type fini.
Enfin, comme indiqué dans l’introduction, nous nous servirons du théorème précédent
pour montrer le :
Théorème 2.3. Il existe Ω ′, voisinage ouvert de l’origine de Cn+1 , tel que le problème (1)
admette une solution u ∈ H(R(Ω ′  K)) et tel que si les données v, wh sont de
détermination finie, alors u est aussi de détermination finie et pour tout γ ∈ Γa(Ω ′ K),
on a :
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où γi désigne le lacet s → (0, ki(γ (s)), a′′). De plus, si v est à monodromie résoluble,
alors la solution est à monodromie résoluble.
Nous allons maintenant montrer deux résultats topologiques utiles pour la preuve des
Théorèmes 2.2 et 2.3.
Proposition 2.1. Il existe un système fondamental de voisinages ouverts simplement
connexes de l’origine de Cn+1 de la forme
U =Dr ×Ds ×Ωn−1,
oùDω = {z ∈C; |z|<ω} etΩn−1 est un voisinage ouvert simplement connexe de l’origine
de Cn−1, tel qu’il existe des lacets
γi ∈ Γa(U K), a ∈ U ∩ S  T , 1 i  d,
dont les classes d’homotopie engendrent le groupe π1(U K,a) et tel que
[γ1][γi] = [γi][γ1], 1 i  d;
de plus, le lacet γ1 est tracé dans U ∩ S  T et sa classe d’équivalence [γ1] engendre le
groupe π1(U ∩ S  T ,a).
Preuve. Soient Ω un voisinage ouvert de 0 ∈ Cn+1 tel que les fonctions ki , 1  i  d ,
y soient définies et holomorphes et Ki = {x ∈ Ω; ki(x) = 0}. Modulo un choix de
coordonnées locales, on peut supposer que k1(x)= x1 et que Ki ∩Kj = T ∩Ω si i = j .
Soit 2  i  d , par le théorème des fonctions implicites, il existe un voisinage ouvert
Ai ×Bi ⊂Ω de 0 ∈C×Cn et une fonction holomorphe li :Bi →Ai tels que
pour tout (x0, x ′) ∈Ai ×Bi, ki(x)= 0 ⇔ x0 = li(x ′).








on a alors :
∀(x0, x ′) ∈A×B, ki(x)= 0 ⇔ x0 = li (x ′).
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Fig. 1. Configuration géométrique.
Il en résulte qu’il existe un système fondamental de voisinages ouverts de 0 ∈ C×Cn de
la forme
U =Dr ×Ds ×Ωn−1, r, s > 0,
où Ωn−1 est un voisinage ouvert simplement connexe de l’origine de Cn−1 tel que pour
2 i  d ,
∀x ∈ U, ki(x)= 0 ⇔ x0 = li (x ′)
où les fonctions li :Ds ×Ωn−1 →Dr sont holomorphes (voir la Fig. 1).
Montrons qu’un tel ouvert U vérifie la proposition. Vu que li (x ′) = lj (x ′) si i = j
lorsque x1 = 0, on en déduit ceci : notons π :Cn+1 → Cn la projection π(x) = x ′,
X = U  K , B = D˙s × Ωn−1, où D˙s = {z ∈ C; 0 < |z| < s}, alors π :X → B est un









Notons i :B → X l’injection canonique, alors π ◦ i = IdB (i est une section au dessus
de B), d’où π∗ ◦ i∗ = Idπ1(B,a′). Posons H = Kerπ∗, G = Im i∗ ; H et G sont des sous-
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groupes de π1(X, (0, a′)) ; H est un sous-groupe distingué et i∗ :π1(B,a′)→ G est un
isomorphisme.
Lemme 2.2. Tout γ ∈ π1(X, (0, a′)) s’écrit de manière unique γ = δε où δ ∈G, ε ∈H .
Preuve. Si γ s’écrit sous la forme δε, δ ∈ G et ε ∈ H , l’application i∗ étant un
isomorphisme, on pose δ = i∗(δ′) ; on a nécessairement γ = i∗(δ′)ε, d’où π∗(γ ) = δ′ et
δ = (i∗ ◦ π∗)(γ ).
On vérifie ensuite que ε = δ−1γ appartient à H . On a γ = δε, d’où π∗(γ )= π∗(δ)π∗(ε)
où π∗(δ)= π∗(γ ), ce qui permet de conclure. ✷
Lemme 2.3. Soit j :Fa′ → X l’injection canonique, alors j∗ :π1(Fa′,0) → H est un
isomorphisme.




) π∗−→ π2(B,a′) 9−→ π1(Fa′ ,0) j∗−→ π1(X, (0, a′)) π∗−→ π1(B,a′).
Alors π∗ ◦ i∗ = Idπ2(B,a′), donc π∗ :π2(X, (0, a′))→ π2(B,a′) est surjectif, d’où 9= e et
j∗ est injectif ; vu que Im j∗ = Kerπ∗ =H , ceci prouve le lemme. ✷
En termes de lacets, ces deux lemmes montrent que tout lacet γ ∈ Γ(0,a′)(X) est
homotope à un lacet de la forme δε où δ ∈ Γa′(B), ε ∈ Γ0(Fa′). Montrons que les classes
d’homotopie des lacets δ et ε commutent.
Étant donné que pour tout i = 2, . . . , d , li (0) = 0 et que, d’après le théorème
des fonctions implicites, on a D1li (0) = −λ−1i , on peut écrire li (x ′) = x1l˜i (x ′), avec
l˜i (0) = −λ−1i . Quitte à diminuer s et réduire Ωn−1, on peut supposer qu’il existe η > 0
tel que, pour tout x ′ ∈Ds ×Ωn−1, pour tout i = 2, . . . , d , on ait
l˜i (x
′) ∈ D(−λ−1i , η), 0 /∈ D(−λ−1i , η),
D(−λ−1i , η)∩ D(−λ−1j , η)= ∅ si i = j, d⋃
i=2
D(−x1λ−1i , |x1|η)⊂Dr.
Donc, pour tout a′ ∈ B , on a Dr ⋃di=2 D(−a1λ−1i , |a1|η) ⊂ Fa′ . On pose, pour i =
2, . . . , d ,
ψi : D
(−a1λ−1i , |a1|η) {−a1λ−1i }× [0,1] −→ D(−a1λ−1i , |a1|η) {−a1λ−1i }(−a1λ−1i + α, s) −→ (−a1λ−1i + |a1|ηsα|α| + (1− s)α
)
.
ψi est une rétraction par déformation de D(−a1λ−1i , |a1|η) {−a1λ−1i } sur le cercle de
centre −a1λ−1i et de rayon |a1|η. On pose :
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ψ :Fa′ × [0,1] −→ Fa′, (x, s) −→
{
ψi(x, s) si x ∈ D
(−a1λ−1i , |a1|η),
x sinon.
ψ est une rétraction par déformation de Fa′ sur Dr 
⋃d






(−a1λ−1i , |a1|η) ↪→ Fa′
induit un isomorphisme i∗. On pose [ε0] = i∗([ε]), on choisit un représentant ε0 de [ε0] et
on peut choisir le lacet δ de la forme t ∈ [0,1] → (0, a1e2iπnt , a′′), n ∈ Z.




0, a1e2iπn4t (1−s), a′′
)
0 t  1
4
,(
e2iπn(1−s)ε0(4t − 1), a1e2iπn(1−s), a′′
) 1
4
 t  1
2
,(
0, a1e2iπn2(1−t )(1−s), a′′
) 1
2
 t  1.
Ainsi H réalise une homotopie entre (δε0)δ−1 et (ea′ε0)ea′ où ea′ désigne le lacet constant
s → a′, car H est bien une application continue, H(0, ·)= (δε0)δ−1, H(1, ·)= (ea′ε0)ea′
et pour tout (s, t) ∈ [0,1]2, on a H(s, t) ∈ X. En effet, pour tout s ∈ [0,1] et tout



































)= a1e2iπn2(1−t )(1−s) = 0.
Comme ε0 est homotope à ε dans Fa′ , εδ est homotope à δε dans X. ✷
Remarque 2.1. D’après la construction du système fondamental, on peut choisir les
ouverts U tels que, quitte à diminuer s et réduire Ωn−1, pour tout x ′ ∈ Ds × Ωn−1, on
ait li(x ′) ∈Dr ′ où r ′ < r .
Corollaire 2.1. Il existe un système fondamental de voisinages ouverts simplement
connexes de l’origine de Cn+1 tel que, pour tout voisinage U du système fondamental,
on ait :
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π1(U K,a) Z× (Z = · · · =Z)︸ ︷︷ ︸
d−1 fois
où a ∈U ∩ S  T .
Preuve. On choisit le système fondamental de voisinages comme dans la proposition
précédente. On a :
π1(U ∩ S  T ,a′) Z et π1(Fa′,0) (Z = · · · = Z)︸ ︷︷ ︸
d−1 fois
.
Or, tout δ ∈ π1(U ∩ S T ,a′) commute avec tout ε ∈ π1(Fa′,0) et tout γ ∈ π1(U K,a)
s’écrit sous la forme δε. On en déduit donc que
π1(U K,a) π1(U ∩ S  T ,a′)× π1(Fa′,0),
ce qui permet de conclure. ✷
Proposition 2.2. Il existe un système fondamental de voisinages ouverts simplement
connexes de l’origine de Cn+1 tel que pour tout voisinage U du système fondamental
et tout i = 1, . . . , d , on ait :
π1(U Ki, a) Z où a ∈U ∩ S  T .
De plus, la classe d’homotopie du lacet tracé dans U ∩ S  T , s → (0, a1e2iπs, a′′)
engendre les groupes π1(U Ki, a).
Preuve. On choisit pour système fondamental, un système fondamental de voisinages
vérifiant la Proposition 2.1 et la Remarque 2.1. Notons U un ouvert de ce système
fondamental. On a donc
U =Dr ×Ds ×Ωn−1,
avec li (x
′) ∈Dr ′ où r ′ < r et x ′ ∈Ds ×Ωn−1. On note Ri,x ′ la rétraction par déformation
de Dr  {li(x ′)} sur le cercle C(0, r ′) définie par :
Ri,x ′ :
(
Dr  {li (x ′)}
)× [0,1] −→Dr  {li(x ′)},
(x0, t) −→ (1− t)x0 + tuli (x ′)(x0),
où {uli(x ′)(x0)} = C(0, r ′) ∩ {y = li(x ′) + t (x0 − li(x ′)); t ∈ R+}. Enfin, il est clair que
l’application (x0, x ′) ∈ U Ki → uli(x ′)(x0) est continue. Donc l’application
Ri : (x, t) ∈ (U Ki)× [0,1] −→
(
Ri,x ′(x0, t), x
′)
est une rétraction par déformation de U Ki sur C(0, r ′)×Ds ×Ωn−1. Par conséquent,
π1(U Ki, a) est isomorphe à Z.
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Montrons à présent que π1(U  Ki, a) admet un lacet générateur tracé dans S. Pour
cela, nous allons prouver que tout lacet tracé dans U Ki est homotope à un lacet tracé
dans S.
L’application h˜i :x → (x0, ki(x), x ′′) est un difféomorphisme au voisinage de l’origine.
Donc il existe un voisinage ouvertOi ⊂U de 0 ∈Cn+1 et un polydisque ouvertQi ⊂Cn+1
centré à l’origine tels que h˜i|Oi :Oi → Qi soit un difféomorphisme. On choisit enfin
a = (0, a′) ∈ ⋂di=1Oi et r ′′ > 0 tels que li (a′) ∈ Dr ′′ et Dr ′′ × {a′} ⊂ Oi pour tout
i = 1, . . . , d .
Soit γ ∈ Γa(U Ki). On définit l’homotopie suivante :
h(s, t)=
























Pour tout (s, t) ∈ [0,1]2 on a h(s, t) ∈ U  Ki , donc γ est homotope au lacet γ 1 : s →
h(s,1). De plus, Ds ×Ωn−1 étant simplement connexe, γ 1 est homotope au lacet γ 2 : s →
(γ 10 (s), a
′). Comme précédemment, en utilisant une rétraction de (Dr ′  {li(a′)})× {a′}
sur C(0, r ′′)× {a′}, on en déduit que γ 2, donc γ , est homotope, dans U Ki , à γ 3, lacet
tracé dans D(0, r ′′)× {a′} ⊂Oi . Or, compte-tenu du choix de Oi et Qi , γ 3 est homotope
à un lacet tracé dans U ∩ S  T via l’homotopie
Hi : (s, t) ∈ [0,1]2 → h˜−1i
(
(1− t)(h˜i(γ 3(s)))0, (h˜i(γ 3(s)))′).
En effet, Hi est bien une application continue, Hi(0, ·)= γ3 et Hi(1, ·) est un lacet tracé
dansU ∩ST . Il sufit à présent de vérifier que pour tout (s, t) ∈ [0,1]2, Hi(s, t) ∈UKi .
Pour tout s ∈ [0,1], γ3(s) appartient à Oi Ki , donc h˜i (γ3(s)) appartient à Qi  {x1 =
0}. Qi étant un polydisque, on a ((1− t)(h˜i (γ 3(s)))0, (h˜i(γ 3(s)))′) ∈Qi  {x1 = 0} pour
tout (s, t) ∈ [0,1]2. Par conséquent Hi(s, t) ∈ Oi Ki ⊂ U Ki . Donc tout lacet tracé
dans U Ki est homotope à un lacet tracé dans U ∩ST . On en déduit que le morphisme[
s → δ(s)] ∈ π1(U ∩ S  T ,a) → [s → (0, δ(s))] ∈ π1(U Ki, a)
est surjectif, donc est un isomorphisme car π1(U ∩ S  T ,a)  π1(U Ki, a) Z. On
peut noter que cet isomorphisme est le morphisme i∗ induit par l’injection canonique
i :U ∩ S  T ↪→ U K.
Par conséquent, il existe un lacet générateur de π1(U  Ki, a) de la forme s →
(0, a1 exp(2iπs), a′′). De plus, ce lacet est générateur pour tous les π1(U  Ki, a), i =
1, . . . , d . ✷
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3. Résultats préliminaires
Le but de cette partie est d’établir des résultats qui seront utiles pour la suite.
3.1. Compléments sur la monodromie des germes de détermination finie
Lemme 3.1. Soient G ⊂ F un sous-espace vectoriel de F et A ⊂ L(F ) une famille
résoluble telle que G soit invariant par tout A ∈ A, alors AG = {A|G; A ∈ A} est une
famille résoluble d’endomorphismes de G.
Note. On a évidemment σ(A|G)⊂ σ(A) pour tout A ∈A.
Preuve. Soit (Fj )0jk une suite de sous-espaces vectoriels de F vérifiant les propriétés
du Lemme 2.1. On poseGj = Fj ∩G ; on obtient ainsi une suite croissante de sous-espaces
vectoriels de G invariants par tout B ∈AG.
Soit m = dimG, par récurrence on construit une sous-suite (Gjl )0lm telle que
dimGjl = l. On pose j0 = 0 ; supposons (j0, . . . , jl) construits où 0  l < m ; on note
alors jl+1 ∈ ]jl; k] le plus petit entier tel que Gjl+1 =Gjl ; on a alors dimGjl+1 = l+ 1, ce
qui permet de conclure. ✷
Lemme 3.2. Soient F un espace vectoriel de dimension finie  1 et S = (e1, . . . , en) un
système de générateurs de cet espace, alors il existe une base B ⊂ S de F telle que, si un
endomorphisme A ∈L(F ) admet une représentation dans le système de générateurs S par








et la matrice représentative de A dans la base B est triangulaire supérieure.
Preuve. Si S n’est pas une base, il existe une relation de liaison de la forme
∑n
i=1 λiei = 0.
Soit i0 ∈ [1, n] l’entier vérifiant λi0 = 0 et λi = 0 pour i0 < i  n. On en déduit une relation










aij ei, si 1 j < i0,
i0−1∑
i=1
(aij + λ′iai0j )ei +
j∑
i=i0+1
aij ei, si i0 < j  n.
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Dans le système de générateurs (e1, . . . , eˆi0, . . . , en), on obtient une représentation deA par
une matrice triangulaire supérieure dont les éléments diagonaux sont les aii pour i = i0, ce
qui permet de conclure. ✷
Corollaire 3.1. Soient F un espace vectoriel de dimension finie  1, A ∈ L(F ) un
endomorphisme admettant une représentation dans un système de générateurs (e1, . . . , en)
par une matrice M , alors σ(A)⊂ σ(M).
Preuve. Soit P = (pij ) une matrice n × n inversible telle que la matrice P−1MP
soit triangulaire supérieure. On pose fj =∑ni=1 pij ei . Dans le système de générateurs
(f1, . . . , fn), P−1MP est une matrice représentative de A et, d’après le Lemme 3.2,
σ(A)⊂ σ(P−1MP)= σ(M). ✷
Remarque 3.1. Soient u ∈Oa(X;E), F un espace de Banach complexe et T ∈ L(E;F),
alors T ◦ u ∈Oa(X;F) et, pour tout γ ∈ Γa(X), (T ◦ u)γ = T ◦ uγ . Il en résulte que
FT ◦ua =
{
T ◦ θ; θ ∈ Fua
}
.
Supposons le germe u de détermination finie, alors le germe T ◦ u est de détermination
finie. Soient (ϕi)1ip une base de Fua et M la matrice représentative de l’automorphisme
Auγ dans cette base, alors M est une matrice représentative de l’automorphisme AT ◦uγ dans
le système de générateurs (T ◦ ϕi)1ip . D’après le corollaire qui précède, il en résulte
que
σγ (T ◦ u)⊂ σγ (u) pour tout γ ∈ Γa(X).
Nous dirons qu’un sous-espace vectoriel F de l’espace Oa est invariant par prolon-
gement analytique, si tout germe θ ∈ F se prolonge analytiquement le long de tout lacet
γ ∈ Γa et si θγ ∈ F . Lorsque F est de dimension finie, on notera σγ (F ) le spectre de






De plus, si G est un sous-espace vectoriel de F invariant par prolongement analytique, on
a évidemment σγ (G)⊂ σγ (F ).
Proposition 3.1. Soient u,v ∈Ofa et λ,µ ∈C, alors
σγ (λu+µv)⊂ σγ (u)∪ σγ (v) pour tout γ ∈ Γa.
Preuve. On peut supposer λ= µ= 1 et u = 0, v = 0. L’espace F = Fua +Fva est invariant
par prolongement analytique. Étant donné un lacet γ ∈ Γa , soit (ϕi)1ip (respectivement
(ψj )1jq ) une base de Fua (respectivement Fva ) et Muγ (respectivement Mvγ ) la matrice
représentative de l’automorphisme Auγ (respectivement Avγ ) dans ces bases. Dans le
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système de générateurs (ϕi,ψj ), l’automorphisme de F , θ → θγ , admet une représentation





D’après le Corollaire 3.1, on en déduit que σγ (F )⊂ σγ (Fua ) ∪ σγ (F va ) et ceci permet de
conclure. ✷
Corollaire 3.2. L’ensemble Ora des germes à monodromie résoluble est un sous-espace
vectoriel de l’espace Ofa .
Preuve. Il est évident que λu, λ ∈C, est à monodromie résoluble lorsque le germe u l’est.
Soient u,v ∈ Ora , on peut supposer u = 0 et v = 0. Reprenons les notations utilisées
dans la démonstration de la proposition précédente. On peut choisir les bases (ϕi) et (ψj )
telles que, pour tout γ ∈ Γa , les matrices Muγ et Mvγ soient triangulaires supérieures.
Il en résulte que, dans le système de générateurs (ϕi,ψj ), les automorphismes de F ,
θ → θγ , admettent une représentation par une matrice triangulaire supérieure. D’après
le Lemme 3.2, la famille d’automorphismes θ → θγ , lorsque γ décrit Γa est résoluble et,
le sous-espace Fu+va étant invariant par ces automorphismes, le Lemme 3.1 prouve que le
germe u+ v est à monodromie résoluble. ✷
Corollaire 3.3. Soient Ej , 1  j  p, des espaces de Banach et des germes




σγ (uj ) pour tout γ ∈ Γa. (3)
De plus, u est à monodromie résoluble si tous les germes uj sont à monodromie résoluble.
Preuve. Vu que uγ = ((uj )γ ), on a :






et le germe u est donc de détermination finie. Notons πj :E→ Ej la projection d’indice
j et λj :Ej →E l’injection linéaire définie comme suit : si e ∈Ej , on a πj (λj (e))= e et
πk(λj (e))= 0 pour k = j . Si Bj est une base de Fuja , B =⋃pj=1 λj (Bj ) est une base de F
et dans cette base, l’automorphisme de F , θ → θγ , a une matrice représentative diagonale
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Lorsque les uj sont à monodromie résoluble, on choisit les bases Bj telles que les
matrices représentatives des Aujγ soient triangulaires supérieures, alors u est à monodromie
résoluble d’après le Lemme 3.2.
Le fait qu’on ait égalité dans (3) résulte de uj = πj ◦u : d’après la remarque précédente,
on a en effet σγ (uj )⊂ σγ (u). ✷
3.2. Image réciproque
Soient X et Y des variétés holomorphes connexes, h :X → Y une application
holomorphe, a ∈ X, b = h(a) ∈ Y et u ∈ Ob(Y ), alors u ◦ h définit un germe au point
a noté h∗(u) ∈Oa(X) ; on définit ainsi une application linéaire h∗ :Ob(Y )→Oa(X). Soit
γ ∈ Γa(X), si le germe u se prolonge analytiquement le long du lacet h◦γ , le germe h∗(u)
se prolonge analytiquement le long de γ et
h∗(u)γ = h∗(uh◦γ ). (4)
Si u est de détermination finie, il en est de même de h∗(u). L’espace vectoriel F = h∗(F ub )
est invariant par prolongement analytique d’après (4) et la matrice représentative de
l’automorphisme Auh◦γ , γ ∈ Γa(X), dans une base B est une représentation matricielle
de l’automorphisme de F , θ → θγ , dans le système de générateurs h∗(B). D’après le




)⊂ σh◦γ (u) pour tout γ ∈ Γa(X).
Lorsque u est à monodromie résoluble, on en déduit également (Lemme 3.2) que h∗(u) est
à monodromie résoluble.
Remarque 3.2. On notera que Fh
∗(u)
a = h∗(F ub ) si tout lacet δ ∈ Γb(Y ) est homotope à un
lacet de la forme h ◦ γ où γ ∈ Γa(X). L’application linéaire h∗ :Fub → Fh
∗(u)
a est alors
surjective et, si elle est injective, c’est à dire si h∗(u) = 0 implique u = 0, il s’agit d’un
isomorphisme et σγ (h∗(u))= σh◦γ (u) pour tout γ ∈ Γa(X).
Par exemple, soient X et Y des variétés holomorphes connexes, p :X × Y → X la
première projection, (a, b) ∈X × Y et u ∈Oa(X), alors U = p∗(u) ∈O(a,b)(X× Y ) : ce
germe est simplement le germe u considéré comme un germe au point (a, b) indépendant
de y . Tout lacet γ ∈ Γa(X) peut s’écrire γ = p ◦ (γ, eb) où eb : I → Y est le lacet
constant et égal à b. On a donc FU(a,b) = p∗(F ua ) et l’application p∗ :Fua → FU(a,b) est
injective vu que U = 0 implique u = 0. Ceci prouve que σγ (u) = σ(γ,δ)(U) pour tout
(γ, δ) ∈ Γ(a,b)(X× Y ).
Ce qui précède s’applique en particulier dans la situation suivante. On considère une
sous-variété connexe Y de X et on note i :Y →X l’injection canonique ; si u ∈Oa(X;E)
est un germe en un point a ∈ Y , le germe i∗(u) ∈Oa(Y ;E), que nous noterons u|Y , s’ap-
pelle la trace de u sur Y . Si le germe u est de détermination finie, il en est de même de u|Y et
σγ (u|Y )⊂ σγ (u) pour tout γ ∈ Γa(Y ).
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De plus, si u est à monodromie résoluble, u|Y est à monodromie résoluble.
Voici également une situation utile dans l’étude du problème de Cauchy. On considère
un ouvert connexe O de C, un ouvert Ω de Cn+1, une fonction holomorphe k :Ω →C et
un point a ∈Ω tel que b = k(a) ∈O ; on note Ω ′ la composante connexe de Ω ∩ k−1(O)
du point a et h l’application holomorphe
h :x ∈Ω ′ → (k(x), x) ∈O ×Ω ′.
Soit U ∈ O(b,a)(O × Ω ′), alors u = h∗(U) ∈ Oa(Ω ′) est un germe au point a : on a
u(x)= U(k(x), x) pour x voisin de a. Si U est de détermination finie (respectivement à
monodromie résoluble), il en est de même de u et
σγ (u)⊂ σh◦γ (U) pour tout γ ∈ Γa(Ω ′).
3.3. Action d’un opérateur différentiel linéaire à coefficients holomorphes
Soient Ω un ouvert connexe de Cn+1, a ∈ Ω et u ∈ Oa(Ω) un germe se prolongeant
analytiquement le long de tout lacet γ ∈ Γa , alors les germesDαu, α ∈Nn+1, se prolongent





Dαθ; θ ∈ Fua
}
.
Si le germe u est de détermination finie, il en est donc de même du germeDαu et la matrice
représentative M de Auγ dans une base (ϕi)1ip est une matrice représentative de AD
αu
γ




)⊂ σγ (u) pour tout γ ∈ Γa(Ω)
et que Dαu est à monodromie résoluble lorsque u l’est.
Étant donné deux espaces de Banach complexes E et F et une application bilinéaire
continue (b,u) ∈ E × F → bu ∈ F , soient b :Ω → E une fonction holomorphe et
u ∈ Oa(Ω;F) un germe se prolongeant analytiquement le long de tout lacet γ ∈ Γa ,
alors le germe bu ∈ Oa(Ω;F) se prolonge analytiquement le long de tout lacet γ ∈ Γa
et (bu)γ = buγ ; il en résulte que
Fbua =
{
bθ; θ ∈ Fua
}
.
Comme précédemment, on en déduit que, si le germe u est de détermination finie
(respectivement à monodromie résoluble), il en est de même du germe bu et que
σγ (bu)⊂ σγ (u) pour tout γ ∈ Γa(Ω).
On peut remarquer que si b = 0 alors une base de Fbua est donnée par (bθj )1jp
où (θj )1jp est une base de Fua . En effet, d’après ce qui précède, Fbua est en-
gendré par (bθj )1jp ; ensuite, soit (λ1, . . . , λp) ∈ Cp tel que ∑pj=1 λjbθj = 0. On
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a b
∑p
j=1 λjθj = 0 ; or b étant non nul, on en déduit que
∑p
j=1 λjθj = 0, donc
(λ1, . . . , λp)= 0. Par conséquent, si b = 0, (bθj )1jp est une base de Fbua et on a
σγ (bu)= σγ (u) pour tout γ ∈ Γa(Ω).





α où aα ∈H(Ω;E).













)⊂ σγ (u) pour tout γ ∈ Γa(Ω).
Notons S l’hyperplan x0 = 0, supposons Ω ∩ S non vide et connexe et prenons
a ∈Ω ∩ S. Soit u ∈Oa(Ω;F) et wh ∈Oa(Ω ∩ S;F) ; ce qui précède permet d’affirmer
que
u ∈Ofa (Ω;F)⇒ v ∈Ofa (Ω;F) et wh ∈Ofa (Ω ∩ S;F),
u ∈Ora(Ω;F)⇒ v ∈Ora(Ω;F) et wh ∈Ora(Ω ∩ S;F),{
σγ (v)⊂ σγ (u) pour tout γ ∈ Γa(Ω),
σδ(wh)⊂ σδ(u) pour tout δ ∈ Γa(Ω ∩ S).
3.4. Primitive
Pour formuler des problèmes intégro–différentiels, nous aurons besoin de définir les
primitives par rapport à une variable complexe t . Soient O un ouvert connexe de C, X
une variété holomorphe simplement connexe, (b, a) ∈ O ×X et u ∈O(b,a)(O ×X). On
définit la primitive de u par rapport à t s’annulant pour t = b en posant pour (t, x) voisin





l’intégrale s’effectuant le long du segment [b, t]. On obtient ainsi un germe D−1t u ∈O(b,a)
et, par récurrence, des germes D−lt u ∈O(b,a) pour tout entier l ∈N.
Nous supposerons que le germe, au point (b, a), u se prolonge analytiquement le long
de tout lacet γ ∈ Γ(b,a)(O ×X), il en est alors de même des germes D−lt u.
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se prolonge en une fonction holomorphe sur O × X qui est un polynôme en t de degré
 l− 1 (donc se prolonge en une fonction holomorphe sur C×X). De plus, lorsque O est
simplement connexe, P lγ (u)= 0.
Preuve. (1) Lorsque l = 0, P 0γ (u)= 0. Lorsque l = 1, posons v =D−1t u, on a Dtv = u,
d’où Dtvγ = uγ , ce qui prouve que DtP 1γ (u)= 0. Le germe P 1γ (u) est donc indépendant
de t et il se prolonge analytiquement le long de tout chemin d’origine (b, a) de la forme
s ∈ I → (b, δ(s)) ∈ O × X ; l’espace X étant simplement connexe, le germe P 1γ (u) se
prolonge en une fonction holomorphe sur X.







= (D−1t (D−lt u))γ =D−1t ((D−lt u)γ )+ P 1γ (D−lt u)
=D−1t
(
D−lt (uγ )+ P lγ (u)
)+ P 1γ (D−lt u)
=D−(l+1)t (uγ )+ P l+1γ (u), où
P l+1γ (u)= P 1γ
(
D−lt u
)+D−1t (P lγ (u)),
ce qui permet de conclure.
(2) Lorsque l’ouvert O est simplement connexe, les germes u et D−lt u se prolongent en
des fonctions holomorphes sur O ×X, d’où uγ = u, (D−lt u)γ =D−lt u et par conséquent
P lγ (u)= 0. ✷
Proposition 3.2. On suppose que le groupe fondamental π1(O,b) est un groupe de type
fini, alors pour tout l ∈N
u ∈Of
(b,a)
(O ×X) [respectivement Or(b,a)(O ×X)]








)⊂ σγ (u)∪ {1}.
Preuve. Notons γ1, . . . , γp ∈ Γb(O) des lacets tels que tout lacet de Γb(O) soit homotope
à un lacet de la forme γi1 . . . γik ,1 ij  p. Tout lacet de Γ(b,a)(O ×X) est homotope à
un lacet de la forme
γ ′ : s ∈ I → (γ (s), a), où γ ∈ Γb(O);
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notons γ ′i le lacet ainsi associé au lacet γi .
Soit (θj )1jq une base de l’espace vectoriel Fu(b,a). D’après le Lemme 3.3, il existe
des fonctions holomorphes










Ceci montre que l’espace vectoriel FD
−l
t u
(b,a) est un sous-espace vectoriel de l’espace vectoriel
G engendré par les germes
ψlij (1 i  p, 1 j  q) et D−lt θj (1 j  q). (5)
En effet, (θj )γ ′i est une combinaison linéaire des germes (θk)1kq et tout lacet de
Γ(b,a)(O ×X) est homotope à un produit fini de lacets γ ′i : l’espace G est donc invariant
par prolongement analytique et FD
−l
t u
(b,a) en est un sous-espace.
Dans le système de générateurs (5), l’automorphisme de G, θ → θγ ′i admet une








est la matrice représentative de l’automorphisme Au
γ ′i
dans la base (θj )1jq .
Ceci permet de montrer la première partie de la proposition ainsi que l’inclusion
σγ (D
−l
t u) ⊂ σγ (u) ∪ {1}. On pose v = D−lt u. On a Dlt v = u. Donc σγ (u) ⊂ σγ (v), ce
qui termine la preuve. ✷
Remarque 3.3. On a pour tous l′ ∈N et γ ∈ Γ(b,a)(O ×X), P l′γ (ψlij )= 0.
Nous aurons besoin du lemme suivant.
Lemme 3.4. Pour tout γ, δ ∈ Γ(b,a)(O ×X), on a P lγ δ(u)= P lγ (u)+ P lδ (uγ ).
Preuve. On a en effet
















−D−lt (uγ δ)= P lγ (u)+ P lδ (uγ ). ✷
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4. Monodromie de la solution d’un problème intégro-différentiel


















t u(t, x)+wh(t, x)
pour x0 = 0, 0 h <m.
(6)
Les hypothèses liées à ce problème sont les suivantes : les opérateurs Ah et Ahl sont des
opérateurs différentiels linéaires à coefficients holomorphes dans un voisinage ouvert Ω1
de l’origine de Cn+1 ; l’ensemble L est une partie finie de Z∗. On suppose enfin que les
ordres des opérateurs vérifient pour tout 0 hm :
ordre Ah  h, ordrex0 Ah < h, ordre Ahl 
{
h+ l − 1 si l < 0,
h+ l si l > 0.
De plus, les primitives en t sont définies comme au paragraphe précédent.
D’après la Proposition 4.8 de [5], pour tout voisinage ouvert simplement connexe
Ω ⊂Ω1 de 0 ∈Cn+1, il existe des voisinages ouverts simplement connexesΩ ′′ ⊂Ω ′ ⊂Ω
de 0 ∈ Cn+1 et un réel η > 0 tels que, si O est un ouvert connexe de C de diamètre  η,
pour toutes fonctions holomorphes
wh :R(O)×Ω→ F [respectivement wh :R(O)×Ω ′ → F ],
le problème (6) admet une unique solution holomorphe
u :R(O)×Ω ′ → F [respectivement u :R(O)×Ω ′′ → F ].
Autrement dit, en posant w = (wh)0hm, si w ∈ O(b,0)(O × Ω) (respectivement
w ∈O(b,0)(O ×Ω ′)) est un germe au point (b, s) se prolongeant analytiquement le long
de tout lacet γ ∈ Γ(b,0)(O × Ω) (respectivement γ ∈ Γ(b,0)(O × Ω ′)), le problème (6)
admet une unique solution u ∈ O(b,0)(O × Ω ′) (respectivement u ∈ O(b,0)(O × Ω ′′))
qui se prolonge analytiquement le long de tout lacet γ ∈ Γ(b,0)(O ×Ω ′) (respectivement
γ ∈ Γ(b,0)(O ×Ω ′′)).
Notons u= S(w) la solution de (6), on se propose de relier le spectre de u à celui des
données w. Étant donné que seules interviennent les traces wh|x0=0 pour 0 h < m, nous
supposerons que ces germes wh sont indépendants de x0 ; nous supposerons donc que les
ouverts Ω , Ω ′ et Ω ′′ sont de la forme U × V où U et V sont des voisinages ouverts
simplement connexes de l’origine de C et Cn respectivement.
On a alors le :
Théorème 4.1. Si le groupe fondamental π1(O,b) est un groupe de type fini, on a :






⇒ u= S(w) ∈Of
(b,0)(O ×Ω ′)
[
respectivement Or(b,0)(O ×Ω ′)
]
,
σγ (w) ∪ {1} = σγ (u)∪ {1} pour tout γ ∈ Γ(b,0)(O ×Ω ′).
Preuve. Soit γ ∈ Γ(b,0)(O × Ω ′′) ; on remarquera d’abord que σγ (w) ⊂ σγ (u) ∪ {1}
d’après les propriétés établies au paragraphe précédent.
Le germe uγ peut se décomposer sous la forme :







γ (u), L+ = {l ∈L; l > 0}.
Les applications u → uγi sont linéaires.
(1) Soit (θj )1jq une base de Fw(b,0), αj = S(θj ) et H l’espace vectoriel de dimension
finie engendré par ces germes ; les germes αj se prolongent en des fonctions holomorphes
sur R(O)×Ω ′ et uγ1 appartient à H , espace vectoriel de dimension finie.
(2) Posons O ′ = C  C où C est la composante connexe non bornée de C O ; cet
ouvert O ′ est simplement connexe, O ⊂ O ′ et diamO ′ = diamO  η (voir la Fig. 2).
Étant donné que Qγu est un polynôme en t à coefficients holomorphes dans Ω ′, la
Proposition 4.8 de [5] montre, d’après le choix de η, que les germes uγ2 = S(Qγ u) se
prolongent en des fonctions holomorphes sur O ′ ×Ω ′′, donc sur O ×Ω ′′.
Montrons qu’il existe un sous-espace vectorielG⊂H(O×Ω ′′) de dimension finie tel que
u
γ
2 = S(Qγ u) ∈G pour tout γ ∈ Γ(b,0)(O ×Ω ′′).
Notons γi ∈ Γ(b,0)(O ×Ω ′′), 1 i  p, des lacets tels que tout lacet γ ∈ Γ(b,0)(O ×Ω ′′)
soit homotope à un lacet de la forme γi1 . . . γik , 1 ij  p. D’après le Lemme 3.4,





















Il en résulte que Qγu appartient à l’espace vectoriel engendré par les germes Qγiαj , où
1  i  p et 1  j  q . Ces germes sont des polynômes en t à coefficients holomorphes
dans Ω ′ ; les germes αij = S(Qγi αj ) sont donc holomorphes sur O ×Ω ′′ et uγ2 appartient
à l’espace vectoriel G de dimension finie engendré par ces germes. Ceci prouve que
l’espace vectoriel engendré par (uγ )γ∈Γ(b,0)(O×Ω ′′) est inclus dans G +H ; on en déduit
que u ∈Of(b,0)(O ×Ω ′′).
(3) Montrons que l’espace G + H est invariant par prolongement analytique. On
remarque d’abord que (αij )γ = αij .
On a ensuite αj = S(θj ), d’où




D’après la définition de l’espace G, on en déduit :
(αj )
γ
2 = S(Qγ αj ) ∈G.
Ceci montre que l’espace G + H est invariant par prolongement analytique et que
l’automorphisme θ → θγ admet dans le système de générateurs (αij ), (αj ), 1  i  p,




où Mwγ est la matrice représentative de l’automorphisme Awγ . Ceci prouve que
σγ (G+H)⊂ σγ (w) ∪ {1}.
Si les germes wh ∈O(b,0)(O ×Ω) sont à monodromie résoluble, d’après le Corollaire 3.3
le germe w = (wh)0hm est à monodromie résoluble. Donc il existe une base (θj )
de Fw
(b,0) telle que M
w
γ soit triangulaire supérieure pour tout γ ∈ Γ(b,0)(O × Ω). Par
conséquent, dans le système de générateurs (αij , αj ), l’automorphisme θ → θγ admet
une matrice représentative triangulaire supérieure pour tout lacet γ ∈ Γ(b,0)(O ×Ω ′′). On
conclut grâce au Lemme 2.1, que u est à monodromie résoluble.
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(4) Soit γ ∈ Γ(b,0)(O × Ω ′), alors il existe δ ∈ Γ(b,0)(O × Ω ′′) homotope à γ
dans O × Ω ′ car Ω ′′ ⊂ Ω ′ et Ω ′′,Ω ′ sont deux ouverts simplement connexes (par
exemple δ(s) = (γ0(s),0)). On a donc (uγ )γ∈Γ(b,0)(O×Ω ′′) = (uγ )γ∈Γ(b,0)(O×Ω ′) car
u ∈H(R(O)×Ω ′). Donc Fu(b,0) est de dimension finie, c’est-à-dire u ∈Of(b,0)(O ×Ω ′).
De plus, σγ (u) ne dépend que de la classe d’homotopie de γ , on a donc
σγ (u)∪ {1} = σγ (w) ∪ {1} pour tout γ ∈ Γ(b,0)(O ×Ω ′).
À présent, si u ∈Or(b,0)(O×Ω ′′), il existe alors une base (u1, . . . , un) de l’espace vectoriel
engendré par (uγ )γ∈Γ(b,0)(O×Ω ′′)(= Fu(b,0)) telle que, pour tout γ ∈ Γ(b,0)(O × Ω ′′), la
représentation matricielle, dans la base (u1, . . . , un), de l’application linéaire Auγ soit
triangulaire supérieure. Or cet automorphisme ne dépend que de la classe d’homotopie
de γ . Par conséquent, pour tout γ ∈ Γ(b,0)(O × Ω ′), Auγ admet comme représentation
matricielle, dans la base (u1, . . . , un), une matrice triangulaire supérieure. On a donc
u ∈Or(b,0)(O ×Ω ′). ✷
5. Preuve du Théorème 2.2





Dh0u(x)=wh(x1, x) pour x0 = 0, 0 h <m.

















où U ′i est un germe au point (a1, a) se prolongeant en une fonction holomorphe sur
R(O) × Ω ′, où Ω ′ est l’un des ouverts du système fondamental de voisinages de la



















t U(t, x)+ yh(t, x)
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où Pi,j,h(x ′, ξ) est un polynôme en ξ ∈ C à coefficients holomorphes en la variable x ′.
On en déduit, d’après les différents résultats du Paragraphe 3, que si les vi,wh sont de
détermination finie (respectivement à monodromie résoluble) alors les yh, (0  h  m)
sont aussi de détermination finie (respectivement à monodromie résoluble). Donc, compte-
tenu du Théorème 4.1, U sera aussi de détermination finie (respectivement à monodromie
résoluble). Par conséquent, il en sera de même pour la solution u du problème (2).
De plus, d’après le Corollaire 3.3 et la Proposition 3.2, on a pour tout
δ ∈ Γ(a1,a)(O ×Ω) :
σδ(ym)⊂ σδ(v) ∪ {1} où v = (v1, . . . , vd) et
σδ(yh)⊂ σδ(w) ∪ {1} pour 0 hm− 1 où w = (w0, . . . ,wm−1).
Soit γ ∈ Γa(Ω ′a). D’après la définition de Ω ′a et des fonctions hi , on a hi(Ω ′a) ⊂ O ,
















et on en déduit d’après le Théorème 4.1 que
σhi◦γ (U ′i )⊂ σhi◦γ (v) ∪ σhi◦γ (w) ∪ {1}.
D’autre part, x → ui(x) = Ui(t, x)|t=ki(x) vérifie a(x,D)ui(x) = v˜i (x) où
v˜i (x)= vi(ki(x), x). On a donc, compte-tenu des résultats des Paragraphes 3.2 et 3.1
σγ (v˜i )⊂ σγ (ui)⊂ σhi◦γ (U ′i ).
Par conséquent, on a
σγ (v˜i)⊂ σγ (ui)⊂ σhi◦γ (v) ∪ σhi◦γ (w)∪ {1}, (7)
ce qui termine la preuve du Théorème 2.2.
Nous allons montrer à présent que dans le cas où O = D˙ω , on peut trouver une écriture
u(x)=∑di=1 ui(x) de la solution vérifiant pour tout i = 1, . . . , d et tout γ ∈ Γa(Ω ′a),
σγ (v˜i )⊂ σγ (ui)⊂ σhi◦γ (v)∪ σhi◦γ (w). (8)
Montrons tout d’abord un lemme ainsi que son corollaire utiles dans la suite.
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Soient X une variété holomorphe connexe et a ∈ X. On suppose que le groupe
fondamental π1(X,a) est isomorphe à Z et on note δ ∈ Γa(X) un lacet dont la classe
d’homotopie engendre le groupe π1(X,a). Si u ∈Ofa (X), on pose un = uδn pour n ∈ Z.
On a alors le
Lemme 5.1. Soit n ∈N le plus grand entier tel que la famille (u0, . . . , un) soit libre, alors








Preuve. On note F le sous-espace vectoriel de Fua engendré par (u0, . . . , un). Montrons
tout d’abord par récurrence que pour tout m  n + 1, um ∈ F . Si m = n + 1, alors
um ∈ F par définition de n. On suppose, maintenant, que um ∈ F (m  n + 1), alors
um+1 = (um)δ = ∑ni=0 λi(ui)δ car um ∈ F . Donc um+1 = ∑ni=0 λiui+1 ∈ F car
u1, . . . , un+1 appartiennent à F .
Montrons, à présent, que pour tout m< 0, um ∈ F . On a un+1 −∑ni=0 λiui = 0 avec











et donc un appartiendrait à l’espace vectoriel engendré par (u0, . . . , un−1), ce qui contredit











Donc u−1 ∈ F car λ0 = 0. A présent, si u−m ∈ F , on a u−m−1 = (u−m)δ−1 . Par conséquent,
u−m−1 = ∑ni=0 λi(ui)δ−1 = ∑n−1i=−1 λi+1ui ∈ F car u−1, . . . , un−1 appartiennent à F .
Donc (u0, . . . , un) est une base de Fua .
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et 1 ∈ σ(M) si et seulement si ∑ni=0 λi = 1 car le polynôme caractéristique de la matrice










Corollaire 5.1. Soit u ∈Ofa (X). On suppose que 1 /∈ σδ(u), soit v ∈H(X), alors
v = 0 ⇔ 1 /∈ σδ(u+ v).
Preuve. D’après le lemme précédent, il existe n ∈ N tel qu’une base de Fu+va soit donné
par (u0 + v, . . . , un + v).













i=0 λi = 1, on a un+1−
∑n
i=0 λiui ∈H(Ω), donc est un vecteur propre
de Fua associé à la valeur propre 1 pour l’application linéaire θ → θδ , ce qui est impossible.
Donc
∑n
i=1 λi = 1 et 1 ∈ σδ(u+ v) d’après le lemme précédent.
Si v = 0, alors u+ v = u et 1 /∈ σδ(u), donc 1 /∈ σδ(u+ v). ✷
On choisit, à présent, pour Ω ′, un ouvert du système fondamental de voisinages de la
Proposition 2.2 qui vérifie ki(Ω ′) ⊂ Dω , pour i = 1, . . . , d . On a alors Ω ′a = Ω ′  K .
Ainsi, pour tout lacet γ ∈ Γa(Ω ′K), on a hi ◦ γ ∈ Γ(a1,a)(D˙ω ×Ω ′), pour i = 1, . . . , d .
Notons δ un lacet dont la classe d’homotopie engendre π1(D˙ω ×Ω ′).
Supposons tout d’abord que 1 ∈ σδ(v) ∪ σδ(w). Soit γ ∈ Γa(Ω ′  K), il existe alors
ni ∈ Z tel que hi ◦ γ soit homotope à δni . Étant donné que 1 ∈ σδ(v) ∪ σδ(w), on a
1 ∈ σδni (v) ∪ σδni (w). Par conséquent, on a :
σhi◦γ (v) ∪ σhi◦γ (w)= σhi◦γ (v) ∪ σhi◦γ (w) ∪ {1},
ce qui prouve (8).
Supposons à présent que 1 /∈ σδ(v) ∪ σδ(w). Posons y = (yh)0hm et montrons tout




et qu’une matrice représentative de l’automorphisme de F , θ → θδ dans un certain










δ (respectivement Mwhδ ) est la matrice représentative de Aviδ (respectivementAwhδ ) dans





Pour cela nous aurons besoin du lemme suivant :
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Lemme 5.2. Soient X une variété holomorphe, a ∈ X et Ej ⊂ Ofa (X) (1  j  p)
des espaces vectoriels invariants par prolongement analytique, alors E =∏pj=1 Ej est
invariant par prolongement analytique. De plus, si Mj est une matrice représentative, dans
un système de générateurs, de l’automorphisme de Ej , θ → θγ où γ ∈ Γa(X), il existe un
système de générateurs de E tel qu’une représentation matricielle de l’automorphisme de
E, θ → θγ , dans ce système de générateurs, soitM1 . . .
Mp
 .
Preuve. Soient θ ∈ E et γ ∈ Γa(X). On a θ = (θj )0jp et θγ = ((θj )γ )0jp ∈ E
car les Ej sont invariants par prolongement analytique. Donc E est bien invariant par
prolongement analytique.
Notons πj :E→Ej la projection d’indice j et λj :Ej →E l’injection linéaire définie
comme suit : si πj (λj (e))= e ∈Ej et πk(λj (e)) = 0 pour k = j . Si Sj est un système
de générateurs de Ej , S =⋃pj=1 λj (Sj ) est un système de générateurs de E. Enfin, si
Mj est une matrice représentative de θ → θγ dans Sj alors une matrice représentative de













où les ai sont des fonctions holomorphes sur Ω . Compte-tenu des résultats du Para-





invariant par prolongement analytique et un système de générateurs de Gi , (ϕik,ψ
i
l ), où
ϕik ∈H(Dω ×Ω), tel qu’une matrice représentative de l’automorphisme de Gi , θ → θδ







où Mviδ est la matrice représentative de A
vi




Donc, d’après le Lemme 5.2, il existe un espace vectoriel Fm, contenant Fym(a1,a) et un
système de générateurs Sm de Fm tel qu’une représentation matricielle de l’automorphisme
de Fm, θ → θδ dans Sm soit M1 . . .
Md
 .
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De plus, quitte à réarranger Sm, on peut l’écrire sous la forme (αmk ,β
m
l ) où
αmk ∈H(Dω ×Ω), et une matrice représentative de l’automorphisme de Fm, θ → θδ , dans
ce système de générateurs est :






























où Pi,j,h(x ′, ξ) est un polynôme en ξ ∈ C à coefficients holomorphes en la variable x ′.







En utilisant à nouveau les résultats du Paragraphe 3 et en raisonnant comme précédemment,
on peut construire un espace vectoriel Fh contenant Fyh(a1,a), invariant par prolongement
analytique, et un système de générateurs de Fh de la forme (αhk ,β
h
l ) où α
h
k ∈H(Dω ×Ω).
Une représentation matricielle de l’automorphisme de Fh, θ → θδ , dans ce système de





où Mh est une matrice diagonale par blocs, chaque bloc étant de la forme Mwkδ , qui est la




Donc, en utilisant à nouveau le Lemme 5.2 et quitte à réarranger le système de
générateurs que l’on obtient, on a un système de générateurs d’un espace vecto-
riel F , invariant par prolongement analytique, contenant Fy(a1,a), de la forme (αk,βl) où
αk ∈ H(Dω × Ω). Enfin, une matrice représentative de l’automorphisme de F , θ → θδ





où M est une matrice diagonale par blocs, avec chaque bloc de la forme Mviδ ou M
wh
δ . On
peut remarquer que l’on a σ(M)⊂ σδ(v) ∪ σδ(w), et donc que 1 /∈ σ(M). On a enfin,




)⊂ σδn(v)∪ σδn(w) pour tout n ∈ Z.











est invariant par prolongement analytique et contient FU
(a1,a)
. Il est à noter que








Une matrice représentative de l’automorphisme de F˜ , θ → θδ dans ce système de
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Le sous-espace vectoriel de F˜i engendré par (ψil ) est invariant par prolongement
analytique. En effet, soit δ′ ∈ Γ(a1,a)(D˙ω × Ω ′) ; il existe alors n ∈ Z tel que δ′ soit




k où (λnkl )k,l est la matrice Mn et une
matrice représentative dans le système de générateurs (ψil ) de l’automorphisme de F˜i ,


















′)= [Dh0ui(x)]∣∣S pour tous 0 h <m, 1 i  d,
et Wih(t, x)=wih(t, x ′′).
Le germe ui est solution du problème de Cauchy :{
a(x,D)ui(x)= vi(ki(x), x),
Dh0ui(x)=Wih(x1, x) pour x0 = 0, 0 h <m.
Or, puisque u est solution du problème de Cauchy (2) et que u = ∑di=1 ui , on a
(
∑d
i=1Wih(x1, x))|S =wh(x1, x)|S . De plus, vu queU ′i−U˜ ′i ∈H(Dω×Ω ′), u˜i est solution
d’un problème de Cauchy de la forme :{
a(x,D)u˜i(x)= vi(ki(x), x)+ ϕim(ki(x), x),
Dh0 u˜i (x)=Wih(x1, x)+ ϕih(ki(x), x) pour x0 = 0, 0 h <m,
où ϕih ∈ H(Dω × Ω ′) pour tous 0  h  m, 1  i  d . On rappelle que les germes
x → vi(ki(x), x) (respectivement x → ϕim(ki(x), x)) sont les germes x → h∗i (vi)(x)
(respectivement x → h∗i (ϕim)(x)).
On choisit γ ∈ Γa(Ω ′ ∩ S  T ) de la forme s → (0, a1e2iπs, a′′). D’après la
Proposition 2.2, la classe d’homotopie de γ engendre tous les π1(Ω ′ Ki, a), et de plus,







))⊂ σγ (u˜i )⊂ σδ(U˜ ′i )⊂ σ(M). (9)
On a h∗i (vi )+ h∗i (ϕim) ∈Ofa (Ω ′ Ki) et π1(Ω ′ Ki, a) Z. Par hypothèse, 1 /∈ σδ(vi),
d’où 1 /∈ σγ (h∗i (vi )) et on sait que ϕim ∈H(D˙ω ×Ω ′), donc h∗i (ϕim) ∈H(Ω ′Ki). Enfin,
d’après (9), on a 1 /∈ σγ (h∗i (vi )+ h∗i (ϕim)) ; on peut donc appliquer le Corollaire 5.1 et en
déduire que h∗i (ϕim)= 0.






)+ h∗i (ϕih))∣∣S)⊂ σγ (u˜i)⊂ σ(M), (10)
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ce qui entraîne que 1 /∈ σγ ((h∗i (Wih) + h∗i (ϕih))|S). Par conséquent, on a, d’après le
Lemme 3.1, 1 /∈ σγ ((h∗i (wh)+ h∗i (ϕh))|S) où ϕh =
∑d
i=1 ϕih. De plus, on a
h∗i (wh)|S + h∗i (ϕh)|S ∈Ofa (Ω ′ ∩ S  T )
et π1(Ω ′ ∩ S  T ,a) Z est engendré par la classe d’homotopie de γ .
Par hypothèse, 1 /∈ σδ(wh), d’où 1 /∈ σγ (h∗i (wh)|S) et on sait que ϕh ∈H(D˙ω×Ω ′), par
conséquent h∗i (ϕh)|S ∈H(Ω ′ ∩ S  T ). D’après (10), on a 1 /∈ σγ (h∗i (wh)|S + h∗i (ϕh)|S) ;
on peut donc à nouveau appliquer le Corollaire 5.1 et en déduire que h∗i (ϕh)|S = 0.
Ceci montre que
∑d
i=1 u˜i est solution du problème (2).



















Donc, étant donné qu’il existe ni ∈ Z tel que hi ◦ γ˜ soit homotope à δni , on en déduit que
σhi◦γ˜ (U˜ ′i )⊂ σ(Mni )⊂ σhi◦γ˜ (v)∪ σhi◦γ˜ (w), d’où
σγ˜ (v)⊂ σγ˜ (u˜i)⊂ σhi◦γ˜ (v) ∪ σhi◦γ˜ (w),
ce qui prouve (8).
6. Un contre-exemple
Nous montrons, ici, grâce à un contre-exemple que le Théorème 2.2 ne subsiste pas si
π1(O) n’est pas de type fini.
On pose an = 1/n pour tout n ∈ N∗ et O = C⋃∞n=1{an}. On considère le problème
de Cauchy suivant :{
D0(D0 +D1)u(x)= v1(k1(x), x),
u(x)= 0 pour x0 = 0,
D0u(x)=w(x1, x) pour x0 = 0,













On a v1,w ∈H(O×C2). Ce sont donc des germes, au point (0, i), de détermination finie.
Le germe solution u ∈O(0,i)(C2) est donné par :
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u(x) = u1(k1(x), x)+ u2(k2(x), x), avec




















u1 et u2 appartiennent à O(i;(0,i))(O ×C2) et se prolongent en des fonctions holomorphes
sur R(O)×C2.
Montrons que u n’est pas de détermination finie. Pour cela, on pose
Kn =
{
x ∈C2; an − x1 = 0
}
, K ′n =
{
x ∈C2; x0 + an − x1 = 0
}
,
et on note γk ∈ Γ(0,i)(C2  (⋃n Kn ∪ K ′n)) un lacet tel que sa classe d’homotopie











(k − 1)! (x0 + ak − x1)
k.
Montrons que l’espace vectoriel F engendré par (uγj )k∈N∗ est de dimension infinie.
Supposons le contraire, il existe alors k1, . . . , kn ∈N∗ tels que uγk1 , . . . , uγkn engendrent

















(kj − 1)!(x0 + akj − x1)
kj .
Le second membre de cette égalité étant holomorphe au voisinage de l’origine et u n’étant
pas holomorphe au voisinage de l’origine, cette égalité n’est possible que si
∑n
j=1 λj = 1 ;
autrement dit si,
2iπ





(kj − 1)! (x0 + akj − x1)
kj = 0.
Mais ceci est impossible compte tenu du choix de k ; F est donc de dimension infinie et u
n’est pas de détermination finie.
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7. Preuve du Théorème 2.3
On considère d’abord le problème de Cauchy :{
a(x,D)u(x)= v(x),
Dh0u(x)= 0 pour x0 = 0, 0 h <m,
(11)
où v ∈ Ofa (Ω  K) ; on note u = S(v) la solution de (11) : cette solution se prolonge
analytiquement le long de tout lacet γ ∈ Γa(Ω ′ K).
D’après les Propositions 2.1 et 2.2, on choisit U1 ⊂ U2 ⊂Ω ′, deux voisinages ouverts
simplement connexes de l’origine de Cn+1 de la forme Uj =Drj ×Dsj ×Ωjn−1, j = 1,2,
tels qu’il existe des lacets δi ∈ Γ (U1 K), a ∈ U1 ∩ S  T , 1  i  d dont les classes
d’homotopie engendrent le groupe π1(U1 K,a) et tels que
[δ1][δi] = [δi][δ1], 1 i  d.
De plus, le lacet δ1 est tracé dansU1∩ST et sa classe d’homotopie engendre les groupes
π1(Uj ∩ST ,a), j = 1,2 (donc engendre les π1(Uj Ki, a), d’après la Proposition 2.2).
Enfin, on peut supposer que les difféomorphismes h˜i :x → (x0, ki(x), x ′′) sont définis sur







Soient (vj )1jp une base de Fva , uj = S(vj ) et G l’espace vectoriel engendré par
(uj )1jp ; on notera que G est un sous-espace vectoriel de Oa et que (uj )1jp
en est une base : en effet, toute relation de la forme
∑p
j=1 λjuj = 0 impliquerait
S(
∑p
j=1 λjvj )= 0, d’où
∑p
j=1 λjvj = 0, l’application S étant injective d’après l’unicité
de la solution de (11).
On vérifie d’abord que
θ ∈G ⇒ θ
δ±11
∈G. (12)
Le lacet δ1 étant tracé dans U1 ∩ S  T , on a
(uj )δ±11
= S((vj )δ±11 ),
où (vj )δ±11 ∈ F
v
a , d’où (uj )δ±11 ∈ G, ce qui prouve (12). De plus, dans la base





dans la base (vj ).
Lorsque 2 i  d , on peut écrire
a(x,D)(uj )δ±1i
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où (λ±ijk)j,k est la matrice représentative de l’automorphisme Avδ±1i
dans la base (vj ). On
pose :




ces germes, au point a, se prolongent analytiquement le long de tout lacet γ ∈ Γa(U1K).
Montrons que ces germes U±ij sont de détermination finie. Comme
a(x,D)U±ij = 0,








, 0 h <m,
sont de détermination finie. On remarque que le germe W±ijh appartient à l’espace H
±
ih











, 1 k  p, (13)
germes qui se prolongent analytiquement le long de tout lacet γ ∈ Γa(U1 ∩ S K). On
observe que H±ih est invariant par prolongement analytique, c’est-à-dire que
θ ∈H±ih ⇒ θδ±11 ∈H
±
ih.













= (Dh0 ((uk)δ±11 δ±1i ))∣∣S où (uk)δ±11 ∈G.
On en déduit que F
W±ijh
a ⊂H±ih ; les germes W±ijh sont donc bien de détermination finie.
De plus, l’automorphisme θ → θδ1 de H±ih admet dans le système de générateurs (13) une





car Mvδ1 est la matrice représentative de l’automorphisme θ → θδ1 de G dans la base (uj ).
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)⊂ σγ (v) pour tout γ ∈ Γa(U1 ∩ S  T ).




ij (x)=W±ijh(x ′) pour x0 = 0, 0 h <m.












pour tout γ ∈ Γa(U1 K),
où γ ′l ∈ Γ(a1, a)(D˙s2 × U2) désigne le lacet s → (kl(s), a). Il faut noter que d’après le
choix des ouverts U1 et U2, les germes W˜±ijh se prolongent bien analytiquement le long des











σγl (v) pour tout γ ∈ Γa(U1 K).









où l’application h : (s, t) → h(s, t) est une homotopie dans Ω1n−1 entre γ ′′ et le lacet
constant ea′′ : s → a′′, on obtient une homotopie dans Ω ′ K entre γ et γl .
On pose G±ij = F
U±ij







En effet, u ∈ G et il suffit de vérifier que l’espace F est invariant par prolongement
analytique. Les espaces G±ij le sont. Quant à G, d’après (12), il est invariant par
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Ceci prouve (14).
Il en résulte que u est de détermination finie.





ij ∪B−ij )∪B , l’automorphisme de F , θ → θδ±1l , 1 l  d










est la matrice représentative de Av
δ±1l





matrice représentative de A
U±ij
δ±1l
dans la base B±ij .
Tout lacet γ ∈ Γa(U1 K) étant homotope à un produit de lacet δ±l , on en déduit que







D’où il vient :




Maintenant, si v est à monodromie résoluble, il existe une base (vj )1jp de Fva
telle que toute matrice représentative Mvγ de Avγ dans la base (vj )1jp soit triangulaire
supérieure pour tout γ ∈ Γa(U1 K). On rappelle, de plus, que FW
±
ijh
a ⊂H±ih et que dans
le système de générateurs (13), une matrice représentative de l’automorphisme θ → θγ de





Donc les germes W±ijh sont à monodromie résoluble, si v est à monodromie résoluble. On
en déduit, d’après le Théorème 2.2 que les germes U±ij sont à monodromie résoluble. Par
conséquent, il existe une base B±ij de l’espace G
±
ij telle que la représentation matricielle de
l’automorphisme θ → θγ de G±ij soit triangulaire supérieure pour tout γ ∈ Γa(U1 K).




ij ∪ B−ij ) ∪ B , l’automorphisme de F ,
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θ → θ
δ±1l
, 1  l  d admet une représentation matricielle triangulaire supérieure ; donc
u est à monodromie résoluble.
On considère maintenant le cas général :{
a(x,D)u(x)= v(x),
Dh0u(x)=wh(x ′) pour x0 = 0, 0 h <m.
On a donc, pour tout γ ∈ Γa(U1 K), σγ (v) ⊂ σγ (u). De plus, u = u1 + u2 où u1 est
solution de : {
a(x,D)u1(x)= v(x),
Dh0u1(x)= 0 pour x0 = 0, 0 h <m,
et où u2 est solution de :{
a(x,D)u2(x)= 0,
Dh0u2(x)= w˜h(x1, x) pour x0 = 0, 0 h <m,
avec w˜h(t, x)=wh(t, x ′′). On en déduit, compte-tenu des résultats précédents, que :









Or, hi ◦ γ est homotope à hi ◦ γi , et pour tout lacet γ tracé dans S on a
σγ (wh)= σhi◦γ (w˜h) pour tout i = 1, . . . , d.
On a donc









De plus, si le germe v est à monodromie résoluble, alors le germe u1 est à monodromie
résoluble. Les germes wh sont à monodromie résoluble car π1(U1 ∩ S  T ,a) Z. Donc
u2 est à monodromie résoluble. On en déduit que u= u1 +u2 est à monodromie résoluble,
car Ora(U1 K) est un espace vectoriel, ce qui achève la preuve du Théorème 2.3.
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