The theoretical basis for the integrated finite difference method (IFDM) is presented to describe a powerful numerical technique for solving problems of groundwater flow in porous media. The method combines the advantages of an integral formulation with the simplicity of finite difference gradients and is very convenient for handling multidimensional heterogeneous systems composed of isotropic materials. Three illustrative problems are solved to demonstrate that two-and three-dimensional problems are handled with equal ease. Comparison of IFDM with the well-known finite element method (FEM) indicates that both are conceptually similar and differ mainly in the procedure adopted for measuring spatial gradients. The IFDM includes a simple criterion for local stability and an efficient explicit-implicit iterative scheme for marching in the time domain. If such a scheme can be incorporated in a new version of FEM, it should be possible to develop an improved numerical technique that combines the inherent advantages of both methods.
INTRODUCTION
Numerical analysis of fluid flow through porous media in problems with complex geometry is greatly facilitated by the use of integral formulations. Perhaps the most widely used integral method is the finite element method (FEM), which can be based on variational principles or the Galerkin approach.
In this paper we will describe another integral formulation which has been successfully used to solve heat transfer problems in heterogeneous isotropic multidimensional flow regions. For reasons that will become clear iater, we shall call this method the 'integrated finite difference method' (IFDM). Although the method has been used in studying groundwater systems [Todd, 1959; Tyson and Weber, 1964; Cooley, 1971 ], it does not appear to have been widely employed in the field of hydrogeology. It is our opinion, however, that the IFDM can be a very powerful tool in analyzing heterogeneous groundwater systems with complex geometries. Furthermore, in comparing the conceptual bases of IFDM and FEM we find that they have much in common.
The purpose of this paper is first to develop the IFDM equations and demonstrate the power of the method with three different problems. We will then examine the conceptual bases of both IFDM and FEM and attempt to identify those features which give each of these techniques unique advantages in handling specific classes of problems. Finally, we will consider the possibility of developing a new technique which could combine some of the unique advantages of each method.
INTEGRATED FINITE DIFFERENCE METHOD
MacNeal [1953] is apparently the first worker to use the IFDM approach, and he classified it as an 'asymmetric finite difference network.' He used this approach in solving secondorder boundary value problems. Subsequently, the method has been used successfully for solving heat transfer problems, and a good description of the approach and related aspects can be Copyright ¸ 1976 by the American Geophysical Union. 57 found in Dusinberre [1961] . Edwards [1972] 
For the sake of simplicity, we shall assume K and c in (1) to be constant and independent of 4, so that (1) is a linear equation. We can spatially integrate (1) over a conveniently small finite subregion V of the flow region and write [Encyclopedia of Science and Technology, 1960] (div K grad qb + g) dV = • cqb dV (2) We now use the divergence theorem to convert the first term on the left-hand side to a surface integral, and on the righthand side we assume that c and 4 are average values over V. To illustrate the IFDM, let the shaded region in Figure 1 be an element whose average properties are associated with a representative nodal point rn = 6, which may be located anywhere within or on the boundaries of the element. For maximum accuracy, interfaces between elements should be perpendicular to the line joining the two nodal points and intersect that line at an appropriate mean position (arithmetic mean of nondivergent coordinates, log mean of cylindrical radii, or geometric mean of spherical radii). This ideal situation may be difficult to achieve in practice but should be approximated as closely as possible [Edwards, 1972] . In Figure  1 , element rn is connected to adjoining elements n = 1-5. Under these conditions the finite difference approximation for ( 
where n now stands for all elements connected to element m.
Physically, At,,, represents the approximate time required for element m to react significantly to changes in potential in the adjacent elements to which m is connected [Edwards, 1972] . Obviously, if At > Arm for any element m, one would have to use (6) instead of (5) for that particular element with } _< 3, < 1. The implicit calculations inherent in the application of (6) can be carried out either with the help of matrix inversion techniques or with the help of iterative techniques. The Trump computer program [Edwards, 1972] 
SOLUTIONS TO ILLUSTRATIVE PROBLEMS
To illustrate the utility of the IFDM, we shall consider three problems for which analytical solutions are available. The firs[ of these has been chosen to demonstrate the accuracy that can be expected from IFDM. The second is designed to demonstrate the ability of IFDM to solve three-dimensional problems. The last example serves to illustrate the use of the method in approaching systems with radially symmetric geometry, in which the material distribution can be asymmetric.
• Theis problem. A classical problem in the field of groundwater hydrology is that of nonsteady radial flow to a well discharging at a constant rate Q and piercing a horizontally infinite homogeneous and isotropic aquifer. The solution to this problem is the well-known Theis [1935] sarily touch at every,point, and this becomes quite obvious when any natural fracture is examined in detail. This has led some investigators [Louis, 1969; Sharp and Maini, 1972 ] to suggest that the exponent in (10) is some value less than 2 for a fracture that is being closed under normal stress.
In other work in this laboratory we are currently investigating this problem using a In the simplest case involving linear elements the FEM flow region is discretized into a series of appropriately small triangles, within each of which ½ is assumed to vary linearly. Thus •a also varies linearly from a value of I at nodal point rn to zero along the line connecting the remaining two nodal points of the triangular element. For isotropic media, K in (12) is a scalar, and for anisotropic media, K is a second-rank symmetrical tensor.
points. If rn lies on a boundary of the flow region where the flux is prescribed, the surface integral becomes a known quantity.
Hence we need to concern ourselves only with the two volume integrals in (13). Moreover, by definition, • has nonzero values only in those elements that include nodal point rn. Thus the summation implied in (13) actually means summation only over those triangular elements at whose apex rn lies. We shall call the subdomain composed of these triangles the 'primary' element of rn, while each triangular element will be called a 'secondary' element (Figure 8) .
Let us now consider the first volume integral in (13) as applied to secondary element II in Figure 8 . It can be shown [Narasimhan, 1975] 
, at • 3 the nondiagonal capacity matrix of (15) leads to an algorithm requiring both a larger computer storage requirement and a larger number of computational operations than the algorithm derived from the diagonal capacity matrix resulting from (16). In summary, when m is an interior nodal point, the surface integral in (13) disappears, and depending on the choice of (15) at .
• 3
Comparison of (18) with (5) or (6) shows that the modified Galerkin form is similar to the IFDM except for the difference in the procedure used for evaluating the gradient of 4. Comparison of (17) The FEM, on the other hand, by setting up a surface 4 = •,•4,• for the variation of potential over an elemental region, achieves a very general and powerful form of expressing the spatial variation of 4. As a result, the FEM is not only well suited for handling general tensorial parameters (e.g., stress, permeability, dispersion) but is also well suited to the utilization of higher-order surfaces, which can approximate the rapid spatial variation of 4 with greater accuracy.
The right-hand side of (15) leads to a nondiagonal capacity matrix, while the right-hand side of (16) leads to a diagonal form. In attempting to extend the conventional Galerkin approach in (15) to the quasi-linear problem of unsaturatedsaturated groundwater flow, Neuman [1973 Neuman [ , 1975 The basic integration scheme in the FEM involves evaluation of volume integrals. Hence the FEM has to choose, at the outset, a coordinate system of known symmetry, usually Cartesian. In addition, to facilitate evaluation of the volume integral, the elemental volume has to have a simple shape the volume of which can be expressed as a simple function of its dimensions. As a result, when the flow domain has a complex geometry with mixed symmetry, the FEM has to approximate the domain by using fundamental shapes such as triangles or squares, which may not always be easy. To some extent, this difficulty can be overcome by resorting to higher-order isoparametric elements.
In the case of IFDM, which basically evaluates surface fluxes and in which geometrical parameters are provided as input information, there is no restriction on choosing any basic elemental shape. Therefore arbitrarily shaped elements can be chosen judiciously not only to handle mixed symmetries (as was done in Figure 3 ) but also to fit complex boundaries with a small number of elements. A very desirable feature of the IFDM is that it can, in a simple way, handle complex boundaries and still retain a linear approximation for potential variation.
In the IFDM, care must be taken to design the mesh so that the lines joining nodal points coincide with the normals to the interfaces between the points. This restriction, as well as the requirement for providing geometrical parameters as input data, may require added effort in the design of networks for complex problems. To some extent, this effort can be minimized by developing auxiliary computersprograms for mesh and input data generation. On the other hand, the design of the FEM mesh may be less restrictive, since the geometric parameters are generated implicitly in the volume integration. However, even in the FEM it may be necessary to have basic elements with some regularity of shape (e.g., to avoid obtuseangled triangles) in order to avoid undesirable matrix properties that affect the efficiency of the solution process Narasimhan et aL, 1976] .
Certain apparent differences between IFDM and FEM arise mostly owing to the conventions and customary procedures that are followed. If we look at the conventional Galerkin form of the FEM equation (17), we note that the equation for nodal point rn also contains the unknown time derivatives at the neighboring nodal points n. Hence the set of equations arising out of (17) would have to be solved as a set of simultaneous equations involving these unknowns. In other words, (17) cannot be solved explicitly, even for small time steps. On the other hand, the modified Galerkin equation in (18), which is similar to the IFDM (5) or (6), can be solved explicitly or implicitly as required.
In addition to their simplicity, an added advantage of I FDM equations is that local stability conditions are easier to define (7), and this has enabled the development of an optimal explicit-implicit procedure used in the program Trump. The IFDM has also been amenable to the development of a successful iterative scheme that has produced satisfactory results for a wide class of problems [Edwards, 1972; Narasimhan, 1975] . The result of using such a scheme is that IFDM is not constrained by the need for optimal numbering of nodal points, as is the case in some FEM schemes. Furthermore, a single computer program is able to handle one-, two-or threedimensional problems, and the size of a problem does not necessarily depend on its dimensionality.
From the above discussion of IFDM and FEM we have seen that some of the diffe'rences are intrinsic in the methods used, while others are mainly a matter of convention. If suitable changes in convention could be made, it appears that one could combine the advantages of both methods and develop an improved numerical process.
As was discussed earlier, the modified Galerkin approach (18) is conceptually similar to (5) or (6) of the IFDM. An analysis of (18) has shown [Neurnan and that for this equation, not only is it possible to define a local stability criterion similar to (7) of the IFDM, but it is also possible to establish local convergence criteria for the numerical equation. Furthermore, (18) has also been found to be amenable to the iterative solution scheme of Eoans et al. [1954] on which the explicit-implicit procedure of Trump is based. Therefore by incorporating (18) 
