We define the Albert algebra of generic matrices and show that its central closure is an Albert division algebra as well as a pure second Tits construction. It contains a cyclic cubic subfield iff this holds true for every Albert division algebra over any extension of the base field. 0. Introduction. Thanks to their close connection with exceptional algebraic groups of type F 4 , Albert algebras, which used to be called exceptional simple Jordan algebras in the past, have attracted considerable attention over the last couple of years [10] . In particular when it comes to the classification problem, the two Tits constructions, which are known since the work of Tits (cf. Jacobson [5] ) and McCrimmon [13, 14] to cover all Albert algebras over arbitrary base fields, play an important rôle. Here it is the second construction that requires considerably more care than the first. Therefore examples of pure second Tits constructions, i.e., of Albert algebras which cannot be obtained by the first, are of interest. Examples of this kind were originally supplied by Albert [2] . Later ones due to and Thakur [29] have the advantage of being slightly more explicit.
0. Introduction. Thanks to their close connection with exceptional algebraic groups of type F 4 , Albert algebras, which used to be called exceptional simple Jordan algebras in the past, have attracted considerable attention over the last couple of years [10] . In particular when it comes to the classification problem, the two Tits constructions, which are known since the work of Tits (cf. Jacobson [5] ) and McCrimmon [13, 14] to cover all Albert algebras over arbitrary base fields, play an important rôle. Here it is the second construction that requires considerably more care than the first. Therefore examples of pure second Tits constructions, i.e., of Albert algebras which cannot be obtained by the first, are of interest. Examples of this kind were originally supplied by Albert [2] . Later ones due to and Thakur [29] have the advantage of being slightly more explicit.
In the present paper, working over an arbitrary commutative associative ring k of scalars, we define the Albert algebra of generic matrices, written as A k [X] , in the spirit of Amitsur (cf. Rowen [27] ) and derive some of its more elementary properties. Over fields of characteristic not 2 or 3, a slight modification of this algebra has been studied earlier by Polikarpov [24] and Iltyakov-Shestakov [4] from the point of view of invariant theory. If k is an integral domain, we show that A k (X), the central closure of A k [X] , is an Albert division algebra over its centroid whose quadratic trace [20] becomes anisotropic over the orthogonal complement of any separable cubic subfield; in particular, A k (X) must be a pure second Tits construction. We also show that the question of Albert [2] concerning the existence of cyclic cubic subfields has an affirmative answer for all Albert division algebras if and only if this is so for A k (X).
Preliminaries.
All Jordan algebras considered in the sequel (as well as subalgebras and homomorphisms thereof) are supposed to be unital; we refer to Jacobson [6] for a systematic account of the theory.
The centroid of a Jordan algebra J oder k will be denoted by Γ(J). In case this is an integral domain, with quotient field Γ(J), we call J ⊗ Γ(J) Γ(J) the central closure of J. If the natural map from k to Γ(J) is bijective, J is said to be central. J is called separable if it is finitely generated projective as k-module and J ⊗ κ(p) is separable over the quotient field κ(p) of k/p for all prime ideals p ⊂ k, unadorned tensor products always being taken over k. This amounts to the associated Jordan pair (J, J) being separable in the sense of Loos [9] .
The term "k-algebra" without further specification refers to unital commutative associative k-algebras. If M is a k-module, we follow [9, 4.] to denote by M a the functor from k-algebras to sets which assigns to every k-algebra R the set M ⊗ R. Given k-modules M, N , a polynomial map from M to N is a natural transformation from M a to N a ; see Roby [26] for details and Loos [8, §18] for a quick introduction to the subject. In particular, if M, N are finite-dimensional vector spaces over an infinite field, this notion reduces to the customary one.
By a k-field we mean a k-algebra which happens to be a field. By an extension field of k we mean a k-field K such that the natural map from k to K is an imbedding (forcing k to be an integral domain). , and Zel'manov [30] ; hence, by the Zel'manov-McCrimmon structure theory [16] , they are also the same as strongly prime exceptional Jordan algebras.
Albert algebras over rings. We write
⊗ K over K. (ii) There exists an extension field K of k such that J ⊗ K ∼ = A 0 ⊗ K. (iii) J is
Corollary. A Jordan algebra over k is a central separable Albert order if and only if it is an Albert algebra and k is an integral domain.
Proof. Suppose first that A is a central separable Albert order over k. By McCrimmon's Theorem, k is an integral domain, and the type of the Jordan pair attached to A [9, 8.] defines a function from X = Spec k to the integers which is locally constant [9, Theorem 2], hence constant since X is connected (even irreducible). Therefore, as the generic fibre of A is an Albert Algebra (part (iii) of McCrimmon's Theorem), so are its fibres over all points of X, i.e., A is an Albert algebra. Conversely, let this be so and let k be an integral domain. Then A is central separable and its central closure agrees with its generic fibre, hence must be an Albert algebra over the quotient field of k.
4. Generic matrices. Let ξ = (ξ ip ) 1≤i≤27,p≥1 be a family of independent indeterminates and write R = k[ξ] for the corresponding polynomial ring. Once and for all we fix a k-basis (e i ) 1≤i≤27 of A 0 and consider the sequence X = (X p ) p≥1 of generic matrices
We denote by
does not depend on the basis chosen; it is loosely called the Albert algebra of generic matrices (although it is not an Albert algebra over k in the sense of section 2), see Polikarpov [24] and Iltyakov-Shestakov [4] for slight modifications of this over fields of characteristic = 2, 3 and Rowen [27, 1.3.5] for the corresponding terminology in the associative case.
Observing that the element
is not a zero divisor, we may canonically identify R as a subring of the localization R ∆ and A 0 ⊗ R as an R-subalgebra of A 0 ⊗ R ∆ ; also, ∆ is invertible in R ∆ . Hence, restricting (2) to indices p ≤ 27, we conclude
This allows us to describe the centroid of A k [X] as follows.
Proof. We closely follow the argument of McCrimmon [15, 1.29 and the proof of 1.27], allowing us to skip a few details. Let γ ∈ Γ k [X]. Using (3), we extend γ to a map γ :
. Once we have shown that γ is well defined, it is straightforward to check that it belongs to the centroid of A 0 ⊗ R ∆ over R ∆ , and Proposition 1 follows. In order to prove that ( * ) makes sense, we choose r j , f j as above satisfying r j f j = 0 to establish r j γ(f j ) as an element of
which, as noted in [6, 5.4] , is zero for all standard Jordan matrix algebras.
. .. Given any Jordan algebra J over an arbitrary k-algebra and any sequence u = (u p ) p≥1 in J, the evaluation 
Proof. Uniqueness of ε * u is obvious. To prove its existence, we write Φ
and consider the unique k-homomorphism α u :
which determines α u uniquely) and hence yields ε * u as claimed. The three formulae at the very end follow from the fact that polynomial maps are compatible with base change.
The implication (ii) =⇒ (iii) being obvious, it remains to prove (iii) =⇒ (i). Assume (iii) and let u = (u p ) p≥1 , be a sequence in A 0 ⊗ R. Then Proposition 2 yields a unique k-homomorphism ε *
Given Jordan algebras J 1 , J 2 ober k, we write J 1 ≤ k J 2 if every identity valid in J 2 is valid in J 1 as well, see Rowen [27, p. 5] for the corresponding terminology in the associative setting. (ii) The natural imbedding 7. Main results. We are now prepared to state the main results of the paper. After having established a few indispensable prerequisites, proofs will be given in section 10. below.
Corollary 2. A k [X] is the free object on X in the category of k-Jordan
algebras ≤ k A 0 ⊗ R. Proof . We have A k [X] ≤ k A 0 ⊗ R by Corollary 1. Let J be any k-Jordan algebra ≤ k A 0 ⊗ R and u = (u p ) p≥1 a sequence in J. Every element f ∈ ker ε X ⊂ J k [Y] is(4) A k (X) = A k [X] ⊗ Γ k [X] Γ k (X) ⊂ A 0 ⊗ K, Γ k (X), K being the quotient field of Γ k [X], R, respectively. Since A k [X] by (3) spans all of A 0 ⊗ K as a vector space over K, we conclude from McCrimmon's Theorem (3.) that A k (X) is an Albert algebra over Γ k (X).A k [X] → A 0 ⊗ K induces a K-homomorphism A k (X) ⊗ Γ k (X) K −→ A 0 ⊗ K
Theorem 1.
Notations being as in 6., A k (X) is an Albert division algebra over Γ k (X) and a pure second Tits construction. 8. Extension fields. In this section we assume that k is a field to establish the existence of certain division algebras and anisotropic quadratic forms over suitable extension fields of k. Our results are routine but indispensable.
Using the formula
T (x × y) = T (x)T (y) − T (x, y),
Lemma 1. There exist Albert division algebras over suitable extension fields of k.
Proof. By passing to k(t), t an indeterminate, and considering the polynomial T 3 +tT +t over k(t), we may assume that k admits a separable cubic extension E/k. By passing to a suitable quadratic extension if necessary, we may assume that E/k is cyclic. By passing to k(t) again, we may assume that the norm N E/k is not surjective [5, 
Repeating the preceding argument, we may assume that the generic norm of D is not surjective. But then the first Tits construction [13, Theorem 6] yields an Albert division algebra over k.
There is another result along similar lines whose proof turns out to be even easier and will therefore be omitted. (q 1 , . . . , q m ) (resp. T = (T 1 , . . . , T m )) be a family of anisotropic quadratic forms (resp. of independent indeterminates) over k. Then the quadratic form
Lemma 2. There exist octonion division algebras over suitable extension fields of k.

Lemma 3. Let m be a positive integer and
Proof. By induction we reduce to the case m = 2 and must show with a single indeterminate t that q 1 + tq 2 is anisotropic over k(t). Writing V i (i = 1, 2) for the vector space over k on which q i is defined and
given by polynomial evaluation at 0, we argue indirectly to find elements
Setting t = 0 yields x 1 (0) = 0, hence x 1 = ty 1 for some
Substituting, dividing by t and setting t = 0 again yields x 2 (0) = 0 as well, a contradiction. (q 1 , q 2 , q 3 ) (resp. T = (T 1 , T 2 , T 3 ) ) be a triple of anisotropic quadratic forms (resp. of independent indeterminates) over k. Then the quadratic form
is anisotropic over k(T ).
Proof. The relations
show that T 2 T 3 , T 3 T 1 , T 1 T 2 are algebraically independent over k. Hence Lemma 3 applies with q 0 = < −1 > and an extra variable T 0 to complete the proof.
9. Reduced Albert algebras. Assume that k is a field and let A be a reduced Albert algebra over k, so A may be coordinatized as A = H 3 (C, g) where C is an octonion algebra, g ∈ GL 3 (k) is a diagonal matrix and H 3 (C, g) stands for the Jordan algebra of 3-by-3 g-hermitian matrices (x = g
xg) having entries in C and scalars down the diagonal. More specifically, we denote by n = n C the norm of C, set g = diag(g 1 , g 2 , g 3 ) and employ the customary notation for the hermitian matrix units [13, p. 502] , allowing us to write x, y ∈ A as
, unspecified sums always being extended over the cyclic permutations (ijl) of (123). Then the trace and quadratic trace of A are given by
The 3-by-3 diagonal matrices over k comprise a splitétale subalgebra E 0 of A, and restricting S to the orthogonal complement of E 0 by (3), (4) yields a quadratic form and, in fact, agrees with the Jordan algebra of the quadratic form S on this space with base point e 2 + e 3 .
Proposition 3. Notations being as above, suppose the quadratic form
is anisotropic. Then so is S A on the orthogonal complement of anyétale rank-3-subalgebra of A.
Proof. Let E ⊂ A be anétale subalgebra of rank 3. By passing to the base change A ⊗ E if necessary, which is justified by Springer's Theorem (cf. [22, 2.3] for a formulation in arbitrary characteristic), we may assume E = k ⊕ E where E isétale of rank 2 over k. Then E is generated by an element z solving the minimum equation z 2 − z + θ1 E = 0 for some θ ∈ k. In view of (8), we can find a coordinatization A = H 3 (C, g) as above such that
where c 2 , c 3 ∈ k, z 1 ∈ C satisfy the relations c 2 + c 3 = 1, c 2 c 3 − g 2 g 3 n(z 1 ) = θ and E is spanned as a vector space by e 1 , e 2 + e 3 , z. Combining (5) with (9) we conclude that E ⊥ consists of all elements
by (6), and a comparison with (7) completes the proof.
Proofs of the main results.
We have assembled now all the necessary machinery to carry out the proofs of Theorems 1,2,3 of 7. above.
Proof of Theorem 1, part I. We know that A k (X) is an Albert-Algebra over Γ k (X) (6.).To show that it is a division algebra, we pick a nonzero element x ∈ A k (X) and must prove N Proof of Theorem 2. Combining Lemmata 2,4 with (7) and Proposition 3, we find a field extension F/k and a reduced Albert algebra A over F whose quadratic trace is anisotropic on the orthogonal complement of anyétale rank-3-subalgebra of A. Now let E ⊂ A k (X) be a separable cubic subfield. 
