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E-POLYNOMIALS OF CHARACTER VARIETIES FOR REAL CURVES
THOMAS JOHN BAIRD AND MICHAEL LENNOX WONG
Abstract. We calculate the E-polynomial for a class of the (complex) character varieties
Mτ
n
associated to a genus g Riemann surface Σ equipped with an orientation reversing
involution τ . Our formula (1.4) expresses the generating function
∑
∞
n=1
E(Mτ
n
)T n as the
plethystic logarithm of a product of sums indexed by Young diagrams. The proof uses point
counting over finite fields, emulating Hausel and Rodriguez-Villegas [14].
1. Introduction
Let Σ be a compact Riemann surface of genus g and let Σ
′′
:= Σ \ {p, p′} be that same
surface with two points removed. Given a field F and a primitive 2nth root of unity ξ ∈ F
consider the representation variety
Rn(F) := Homξ(π1(Σ
′′), GLn(F))
of homomorphisms from the fundamental group π1(Σ
′′) to GLn(F) which sends the positively
oriented loops around both p and p′ to ξIn, where In is the identity matrix. When F = C,
define the character variety
Mn := Rn(C)//GLn(C) (1.1)
to be the GIT quotient of Rn(C) under the natural conjugation action by GLn(C). This
Mn is a smooth, affine, complex symplectic variety. If ξ = e
2πid/2n, then Mn is naturally
diffeomorphic to the moduli space of Higgs bundles of degree d and rank n over Σ via the
non-Abelian Hodge correspondence [15, 22].
If Σ is endowed with an anti-holomorphic involution τ that interchanges p and p′, then
there is an associated character variety Mτn introduced by Baraglia and Schaposnik [3] and
by Biswas, Garc´ıa-Prada, and Hurtubise [4], which embeds as a holomorphic Lagrangian
submanifold in Mn (also known as an ABA-brane [3]). If Σ
τ 6= ∅, which we assume hence-
forth, then Mτn is equal to the the fixed point set of an anti-symplectic involution of Mn.
Under the non-Abelian Hodge correspondence, Mτn is sent to the set of real points in the
moduli space of Higgs bundles over the real curve (Σ, τ).
In the present paper, we calculate the E-polynomial of Mτn for all n ≥ 1. Our calculation
reduces to counting points over finite fields, emulating the calculation of the E-polynomial
of Mn by Hausel and Rodriguez-Villegas [14].
The character variety Mτn is defined using the orbifold fundamental group
π˜1(Σ′′) := π1
(
E(Z/2)×τ Σ
′′
)
,
which is the fundamental group of the homotopy quotient of Σ′′ with respect to the Z/2 action
generated by τ . This fits into a short exact sequence 1 → π1(Σ
′′) → π˜1(Σ′′) → Z/2 → 0
which splits if Στ 6= ∅. Let G˜Ln(F) = GLn(F)⋊Z/2 be the semi-direct product determined
by the Cartan involution A 7→ (AT )−1 and let Rτn(F) denote the representation variety of
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homomorphisms φ˜ that extend to a commutative diagram
1 //

π1(Σ
′′) //
φ

π˜1(Σ′′) //
φ˜

Z/2 //
=

0

1 // GLn(F) // G˜Ln(F) // Z/2 // 0.
Define
Mτn := R
τ
n(C)//GLn(C) (1.2)
the GIT quotient under conjugation by GLn(C) ≤ G˜Ln(C). The forgetful map Mτn →Mn
is an embedding.
One of the main results of [14] is a formula for the E-polynomial (or Serre characteristic)
of Mn. They prove the following remarkable generating function identity
1
(q − 1)2
∞∑
n=1
E(Mn; q)
qn2(g−1)
T n = Log
(∑
λ∈P
H2g−2λ (q)T
|λ|
)
. (1.3)
In this expression E(Mn; q) is a polynomial in q from which the E-polynomial of Mn is
recovered by setting q = xy; the function Log is the plethystic logarithm; and Hλ(q) is the
normalized hook polynomial associated to a partitions (or Young diagrams) λ ∈ P (see §9
for details). Our main result is an analogue of this formula for the E-polynomial of Mτn.
Theorem 1.1. Let (Σ, τ) be a genus g Riemann surface equipped with an anti-holomorphic
involution such that Στ has r-many path components, with r ≥ 1. Then
2
q − 1
∞∑
n=1
E(Mτn; q)
(−q
1
2 )n2(g−1)
T n = Log
∞∏
k=0
(∑
λ∈P(a
+
λ )
rHg−1λ′ (q
2k)T 2
k|λ|∑
λ∈P(a
−
λ )
rHg−1λ′ (q
2k)T 2k|λ|
) 1
2k
. (1.4)
where if λ = (1s12s2...) then
a+λ = (s1 + 1)(s2 + 1)... (1.5)
a−λ =
{
1 if the conjugate partition λ′ has only even parts
0 otherwise.
(1.6)
Furthermore, the character variety decomposes into connected components indexed by
certain invariants w (see Corollary 2.3) and we calculate the E-polynomials of these compo-
nents.
The coefficients a±λ appearing above are calculated using Schur functions sλ. We prove
identities ∑
λ∈P
a+λ sλ = (
∑
λ∈P
sλ)(
∞∑
n=0
s1n)
∑
λ∈P
a−λ′sλ = (
∑
λ∈P
sλ)/(
∞∑
n=0
s1n)
from which the formulas (1.5), (1.6) are deduced using the Pieri rule.
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1.1. Outline of the proof of Theorem 1.1. Our proof of Theorem 1.1, like the proof
of (1.3), relies on counting points over finite fields. Hausel and Rodriguez-Villegas [14],
construct a polynomial p(q) ∈ Z[q] such that |Rn(Fq)| = p(q) for char(q) ≫ 1. By Katz’
Theorem [14] (alternatively Ito [17, Cor. 6.5]), this determines the E-polynomial by the
identity
E(Rn(C)) = p(xy).
Furthermore, sinceGLn(C) acts with constant stabilizer C×In so that PGLn(C) := GLn(C)/C×In
acts freely, we have
E(Mn) = p(xy)/E(PGLn(C)).
In the present paper, we prove that pτ (q) = |Rτn(Fq)| is a polynomial function of q for
char(q)≫ 1 and deduce similarly
E(Mτn) = p
τ (xy)/E(GLn(C))
with the difference that GLn(C) acts on Rτn(C) with constant stabilizer group ±In rather
than C×In.
To get their point count formula, Hausel and Rodriguez-Villegas use the presentation1
π1(Σ
′′) = 〈a1, b1, ..., ag, bg, c, d|
g∏
i=1
[ai, bi] = cd〉,
which determines an isomorphism
Rn(F) ∼= {(A1, B1, ..., Ag, Bg) ∈ GLn(F)
2g|
g∏
i=1
[Ai, Bi] = ξ
2Idn}.
Define the class function C : GLn(Fq)→ Z≥0 ⊆ C by
C(A) := |{(X, Y ) ∈ GLn(Fq)
2|[X, Y ] = A}|.
Then
|Rn(Fq)| = (C ∗ ... ∗ C)(ξ
2Idn) = C
∗g(ξ2Idn)
where ∗ is the convolution product
(φ ∗ ψ)(A) =
∑
B∈GLn(Fq)
φ(B)ψ(B−1A).
In similar fashion, we use an explicit presentation for π1(Σ
′′, τ) due to Huisman [16] to
derive the identity
|Rτn(Fq)| = (F ∗ ... ∗ F ∗N ∗ ... ∗N)(ξIdn) = (F
∗r ∗N∗(g−r+1))(ξIdn) (1.7)
where r is the number of path components of Στ ∼=
∐
r S
1. In this expression, F,N :
GLn(Fq)→ Z≥0 ⊆ C are class functions defined by
F (A) := |{B ∈ GLn(Fq)|B = B
T , ABAT = B}|
N(A) := |{B ∈ GLn(Fq)|B(B
−1)T = A}|.
The function N was considered by Gow [11] where he proved that
N ∗N = C,
so N is a “square root” of C. The function F (A) counts the number of non-degenerate
symmetric bilinear form on Fnq for which A is an isometry.
1In fact Hausel and Rodriguez-Villegas work with a single puncture, but the resulting formula for Rn(F)
is identical.
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Convolution products can be understood using harmonic analysis. Recall that the ir-
reducible characters of a finite group G form an orthonormal basis of the space of class
functions, so given a class function φ : G→ C we have,
φ =
∑
χ∈Irr(G)
〈φ, χ〉χ (1.8)
where
〈φ, χ〉 =
1
|G|
∑
g∈G
φ(g)χ(g). (1.9)
The convolution product satisfies the identity
〈φ ∗ ψ, χ〉 =
|G|
χ(1)
〈φ, χ〉〈ψ, χ〉, (1.10)
so convolution products are easily understood once class functions are expressed in the
irreducible character basis. Gow [11] proved that
N =
∑
χ∈Irr(GLn(Fq))
χ
so every irreducible character occurs with multiplicity one.2 Define aχ ∈ Z≥0 by
F =
∑
χ∈Irr(GLn(Fq))
aχχ. (1.11)
Applying to (1.7) we get
|Rτn(Fq)| = |GLn(Fq)|
g
∑
χ∈Irr(GLn(Fq))
arχ
χ(ξIn)
χ(In)g
.
The bulk of the current paper is devoted to calculating the coefficients aχ. The calculation
breaks into three steps:
(1) In §5, we compute an explicit formula for F using Milnor’s classification of orthogonal
transformations over perfect fields [20].
(2) In §7, §8, we use the formula aχ = 〈F, χ〉 (see (1.8)) to calculate aχ in the limit as
q →∞.
(3) In §6, we show that the limit in step 2 actually makes sense, and that the formula
remains valid for char(q)≫ 1.
Once the multiplicities aχ have been determined it is relatively straightforward (emulating
[14]) to produce an explicit polynomial expression for (1.7), leading to the generating function
in Theorem 1.1. This is carried out in §9. Finally in §10, we calculate the E-polynomial of
the connected components Mτn,w.
1.2. Further discussion.
2The multiplicity in this case can be interpreted as a twisted Frobenius-Schur indicator (see [21])
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1.2.1. Mixed Hodge polynomials. The E-polynomial is a specialization of the (compactly
supported) mixed Hodge polynomial. Namely, if Z is a complex variety, E(Z; x, y) :=
MH(Z; x, y,−1) where
MH(Z; x, y, t) :=
∑
hi,j,kx
iyjtk
and hi,j,k are the dimensions of associated graded components of the mixed Hodge filtration
on compactly supported cohomology Hkc (Z;C). Hausel and Rodriguez-Villegas conjectured
a generating function identity for mixed Hodge polynomial which reduces to (1.3) upon
setting t = −1:
∞∑
n=0
MH(Mn; x, y, t)T
n = (q − 1)2qn
2(g−1)Log
(∑
λ∈P
H2g−2λ (xy, t)T
|λ|
)
. (1.12)
for certain two variable rational functions H2g−2λ (xy, t). They verified that (1.12) gives the
correct formula for n = 1 and n = 2.
It is natural to hope for an analogous conjectural identity for the mixed Hodge polynomial
of Mτn. Our efforts in this direction have been hampered by a lack of understanding of the
rational cohomology ring of Mτn when n > 1; so far only the Z2-Betti numbers of M
τ
2 have
been calculated [2]. This is a promising direction for future research.
1.2.2. Curious Poincare´ duality. The E-polynomial of Mn satisfies the so-called curious
Poincare´ duality property
E(Mn; q) = q
dim(Mn)E(Mn; q
−1). (1.13)
This is curious because Mn is non-compact, so topological Poincare´ duality does not apply.
Curious Poincare´ duality would be a consequence of the P=W conjecture of de Cataldo,
Hausel, and Migliorini [6], which holds that under the non-Abelian Hodge correspondence
homeomorphism between Mn and MDol, the weight filtration on the cohomology ring
H∗(Mn;Q) is sent to the perverse Leray filtration on H∗(MDol;Q) associated to the Hitchin
map MDol → A. The genus 2 case of the P = W conjecture was proven recently by de
Cataldo, Maulik, and Shen [7].
In the current paper, we find that the E-polynomial of Mτn generally does not satisfy
curious Poincare´ duality. This is in keeping with the P=W conjecture, because under the
non-Abelian Hodge correspondence Mτn is sent to a real submanifoldM
τ
Dol ⊆MDol and we
should not expect the real integrable system MτDol → A
τ to have a well behaved perverse
Leray spectral sequence [8]. As such, our results provide some circumstantial evidence in
support of the P=W conjecture (we thank Vivek Shende for emphasizing this point to us).
1.2.3. The q = 1 case. Morally, the symmetric group Sn can be thought of as the general
linear group over the “field of one element”, GLn(F1). It seems appropriate then that the
general formula for the coefficients aχ in (1.11) reduces to a pair of Sn characters
χ+ :=
∑
λ⊢n
a+λ′χλ χ− :=
∑
λ⊢n
a−λ′χλ
where χλ is the irreducible character of Sn associated to the partition λ. Since F is the
permutation character for the natural action of GLn(Fq) on the set of non-degenerate sym-
metric bilinear forms, one might expect that χ+ and χ− are permutation characters for the
action of Sn on some set analogous to the set of non-degenerate symmetric bilinear forms
over F1.
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It is not hard to show that χ− is the character for the permutation representation of Sn on
the set of complete bipartite graphs on n vertices (so χ− = 0 if n is odd). We have verified
that χ+ is a permutation character for n ≤ 7, but we have not yet found a nice geometric
interpretation of χ+. This remains an intriguing open problem.
Acknowledgements: This research collaboration began during consecutive conferences
in ICTS Bangalore and TIFR Mumbai and we thank Indranil Biswas for inviting us both.
The first author was supported by an NSERC Discovery Grant and the second by the Col-
laborative Research Center SFB/TR 45 ‘Periods, moduli spaces and arithmetic of algebraic
varieties’ (Project M08-10) of the Deutsche Forschungsgemeinschaft. Thanks also to Michael
Groechenig for comments on an earlier draft.
2. Constructing the character variety
We begin with a review of Hitchin’s equations and the non-abelian Hodge correspondence.
Let P be a U(n)-principle bundle of degree d over a compact Riemann surface Σ and where
d, n are coprime, and let P c be the complexified GLn(C)-bundle. Let A be a connection on
P and let Φ ∈ Ω(1,0)(Σ, adP c). The (inhomogeneous) Hitchin equations are
FA + [Φ,Φ
∗] = ω
d
′′
AΦ = 0
where ω ∈ Ω2(Σ, z) is a fixed 2-form with values in the centre z ⊆ adP c. The moduli
space of solutions is a manifold we denote MHit(ω). Given any two ω, ω
′ ∈ Ω2(Σ, z) we can
produce an isomorphismMHit(ω) ∼=MHit(ω
′) by tensoring with an appropriate U(1)-bundle
connection, so we will abuse notation and denote MHit :=MHit(ω).
The forgetful map (A,Φ) 7→ (d
′′
A,Φ) induces a morphism from MHit to the moduli space
of stable Higgs pairsMDol. The forgetful map (A,Φ) 7→ A+Φ+Φ
∗ determines a morphism
from MHit to the modulo space MDR of GLn(C)-connections with curvature ω. Note in
particular that A+Φ+Φ∗ is projectively flat. The non-Abelian Hodge correspondence says
that the forgetful maps defined above determine diffeomorphisms
MDol ←MHit →MDR. (2.1)
Now consider an anti-holomorphic involution τ : Σ→ Σ and suppose ω = τ ∗ω. This deter-
mines an involution onMHit sending the pair (A,Φ) on P to the pair τ(A,Φ) = (τ
∗A,−τ ∗Φ)
on the conjugate pull-back bundle τ ∗P . The involution descends to a holomorphic involu-
tion of MDR and an anti-holomorphic involution of MDol. By Propostion 2.1 we obtain
diffeomorphisms of fixed point sets
(MDol)
τ ∼= (MHit)
τ ∼= (MDR)
τ .
Choose ω equal to zero except for a pair of delta function singularities at a pair of points
p, p′ and let Σ′′ := Σ \ {p, p′}. Then the Riemann-Hilbert correspondence determines a
diffeomorphism to the character variety (1.1)
MDR ∼=Mn := Rn(C)//GLn(C).
Assume henceforth that Στ 6= ∅ and choose one of these fixed points as the base point for
π1(Σ
′′) so that τ induces an automorphism τ∗ of π1(Σ
′′). The following is a minor alteration
of ([3], Prop. 15).
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Proposition 2.1. If Στ 6= ∅ then the forgetful map Mτn →Mn restricts to a bijection
Mτn
∼= (Mn)
τ .
Proof. Since π˜1(Σ′′) = π1(Σ
′′
)⋊ Z2 is a semidirect product, there is a natural isomorphism
Rτn(C) ∼= {(ρ, A) ∈ Rn(C)×GLn(C)|A
−1ρA = θ ◦ ρ ◦ τ∗, A = A
T}. (2.2)
where τ∗ is the induced automorphism of π1(Σ
′′) is induced by τ and θ ∈ Aut(GLn(C)) is
the Cartan involution θ(X) = (X−1)T . On the other hand, the involution τ on Mn lifts to
the involution ι of Rn(C)
ι(ρ) := θ ◦ ρ ◦ τ∗.
A homomorphism ρ ∈ Rn(C) represents [ρ] ∈ (Mn)τ if and only if there exists A ∈ GLn(C)
such that
A−1ρA = θ ◦ ρ ◦ τ∗, (2.3)
which implies, if B := ATA−1, that
BρB−1 = ρ. (2.4)
Since ρ is irreducible, B is a scalar matrix, hence B = ±In and A = ±A
T . We call ρ real
if A = AT and quaternionic if A = −AT . It remains to show there are no quaternionic
representations.
Under the non-Abelian Hodge correspondence, the real representations are sent to real
vector bundles and the quaternionic representations are sent to quaternionic vector bundles
in the sense of Atiyah [1]. Therefore by ([5] Prop. 4.2), the quaternionic representations do
not exist if Στ = ∅.

A presentation of π˜1(Σ′′) was produced by Huisman [16].
3
Proposition 2.2. Let Σ′′ be a twice punctured genus g Riemann surface with orientation
reversing involution τ transposing the punctures. Let r be the number of fixed point compo-
nents of Στ , let s = 1 if Σ \ Στ is connected and s = 0 if not, and let t = (g − r − s+ 1)/2.
Then
π˜1(Σ′′) ∼= 〈ai, bi, cj, xk, yk, d|b
2
i = 1, aibi = biai,
r∏
i=1
ai
s∏
j=1
c2j
t∏
k=1
[xk, yk] = d〉
where r, s, t subscripts range i ∈ {1, ..., r}, j ∈ {1, ..., s}, and k ∈ {1, ..., t}. The generators
ai, xk, yk and d lie in the subgroup π1(Σ) while bi and cj do not. The generator d corresponds
to a loop around one puncture point.
It follows that the set Rτn(F) is in one-to-one correspondence with tuples
(Ai, Bi, Cj, Xk, Yk) ∈ GLn(F)
2r+s+2t (2.5)
satisfying
Bi = B
T
i , and AiBiA
T
i = Bi, for all i ∈ {1, ..., r} (2.6)
and
r∏
i=1
Ai
s∏
j=1
Cj(C
T
j )
−1
t∏
k=1
[Xk, Yk] = ξIdn. (2.7)
3In fact Huisman considered the case with no punctures, but the formula for pi1(Σ′′) is an immediate
corollary.
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Both (2.6) and 2.7 are polynomial in the matrix entries, so Rτn(F) is an algebraic set in
Mn×n(F)2r+s+2t = Fn
2(2r+s+2t). Observe that (2.6) simply requires Bi to represent a non-
degenerate, symmetric bilinear form with respect to which Ai is orthogonal. This implies in
particular that det(Ai) ∈ {±1} for all i = 1, ..., r.
Corollary 2.3. There are coproduct decompositions
Rτn(F) =
∐
w
Rτn(F)w and M
τ
n =
∐
w
Mτn,w
indexed by r-tuples w ∈ {±1}r satisfying the condition
∏r
i=1w(i) = ξ
n = −1.
The Mτn,w are in fact the connected components of M
τ
n. This can be proven of the
homeomorphic space (MDol)
τ using Morse theory (see for example [2]). This is also clear
from the E-polynomial formulas we calculate in §10.
Remark 2.4. The group {(ǫ1, ..., ǫr) ∈ {±1}
r|ǫ1...ǫr = 1} acts on M
τ
n by scalar multiplying
the Ai factors in the presentation (2.5). When n is odd, this action transitively permutes the
connected components Mτn,w, so the components are pair-wise isomorphic.
Example 2.1. If rank n = 1, there is a non-canonical isomorphism of varieties
Rτ1(C) ∼=
∐
2r−1
(C×)g+1.
The action by z ∈ GL1(C) = C× is by scalar multiplying Bi and Ci coordinates by z2, so
Mτ1
∼=
∐
2r−1
(C×)g.
3. Point counting and the E-polynomial
Proposition 3.1. The conjugation action of GLn(C) on Rτn(C) is free modulo the centre
{±In} ≤ GLn(C). Consequently, the E-polynomials satisfy the identity
E(Mτn) =
E(Rτn(C))
E(GLn(C))
.
Similarly
E(Mτn,w) =
E(Rτn(C)w)
E(GLn(C))
.
Proof. The forgetful map Rτn(C)→ Rn(C) is GLn(C)-equivariant and it was proven in [14,
Lemma 2.2.6] that every point in Rn(C) is stabilized only by scalar matrices. However, the
only scalar matrices that centralize elements in the non-identity component of G˜Ln(C) are
{±In} so the quotient map
Rτn(C)→M
τ
n
is a principal GLn(C)/{±In}-bundle. Since GLn(C) ∼= GLn(C)/{±In} we have
E(Rτn(C)) = E(M
τ
n)E(GLn(C))
by [18, Remark 2.5]. 
It remains to calculate E(Rτn(C)). We use a point counting argument analogous to that
used by Hausel and Rodriguez-Villegas [14].
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Proposition 3.2. Suppose pτ (t) ∈ Z[t] is a polynomial such that the cardinality pτ (q) =
|Rτn(Fq)| for char(q)≫ 1. Then p(xy) = E(R
τ
n(C)).
Proof. Let Φd(x) the dth cyclotomic polynomial and consider the ring A := Z[x]/(Φ2n(x)).
We can interpret Rτn as an affine scheme over A and R
τ
n(F) as the variety obtained by an
extension of scalars φ : A → F which sends x to the chosen primitive 2nth root of unity
ξ ∈ F. The result now follows by Katz’ Theorem [14, Thm. 2.1.8]. 
Next, we want an expression for |Rτn(Fq)|. Define functions N,F, C from Gn := GLn(Fq)
to Z≥0 as follows:
F (A) :=
∣∣{B ∈ Gn : BT = B,ABAT = B}∣∣
N(A) :=
∣∣{B ∈ Gn : B(BT )−1 = A}∣∣
C(A) :=
∣∣{(X, Y ) ∈ G2n : [X, Y ] = XYX−1Y −1 = A}∣∣ .
It follows from (2.6) and (2.7) that cardinality ofRτn(Fq) is equal to the value of the following
convolution product at ξIn:
|Rτn(Fq)| = (F
∗r ∗N∗s ∗ C∗t)(ξIn).
The functions N and C have been studied in the literature. It was proven by Gow [11]
that N is the sum of the irreducible characters of Gn, each with multiplicity one
N =
∑
χ∈IrrGn
χ.
The decomposition of C into irreducible characters was done in ([14] (2.3.7)). Using (1.10)
their formula implies
C = N ∗N
which leads to a simplified formula
|Rτn(Fq)| = F
∗r ∗N∗(s+2t)(ξIn) = F
∗r ∗N∗(g−r+1)(ξIn). (3.1)
Observe that F is a character function on Gn because F (g) counts g-fixed points for the
action of Gn on the set of non-degenerate symmetric bilinear forms on Fnq . This implies that
F =
∑
χ∈IrrGn
aχχ.
where the aχ ∈ Z≥0 are multiplicities of irreducible characters.
Corollary 3.3. If the function
En(q) := |Gn|
g−1
∑
χ∈IrrGn
χ(ξ)
χ(1)g
arχ
is a polynomial function of q for char(q)≫ 1, then
E(Mτn) = En(xy).
Proof. Applying (1.10) and (3.1) we get
|Rτn(Fq)| = |Gn|
g
∑
χ∈IrrGn
χ(ξ)
χ(1)g
arχ = |Gn|E
τ
n(q).
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We have |Gn| = f(q) where f(x) =
∏n−1
i=0 (t
n − ti), so if Eτn(q) is a polynomial for prime
powers of sufficiently large primes, then by Proposition 3.2 we have
E(Rτn(C)) = f(xy)En(xy).
Lastly, note that E(GLn(C)) = f(xy) and apply Proposition 3.1. 
Suppose now that charF 6= 2. Define
F = F+ + F−
where F+ is supported on the matrices with determinant 1 and F− is supported on those of
determinant −1. Let 1 ≤ k ≤ r be odd and choose w ∈ {±1}r for which k-many coordinates
equal −1. Then the cardinality of Rτn(Fq)w is equal to
|Rτn(Fq)w| = F
∗(r−k)
+ ∗ F
∗k
− ∗N
∗(g−r+1)(ξIn).
If
F+ :=
∑
χ
b+χχ, F− :=
∑
χ
b−χχ.
then similar reasoning yields
Corollary 3.4. If the function
Ekn(q) := |Gn|
g−1
∑
χ∈IrrG
χ(ξ)
χ(1)g
(b+χ )
r−k(b−χ )
k
is a polynomial function of q for char(q)≫ 1, then
E(Mτn,w) = E
k
n(xy).
Let ρ be the representation of GLn(Fq) such that F = tr(ρ), let χ = ι◦det the composition
of the determinant mapGLn(Fq)→ F×q with an injective homomorphism α : F
×
q → C
×. Then
F˜ = tr(ρ⊗ χ) is a character equal to F+ − F−. Therefore, if F˜ :=
∑
a˜χχ, then
b+χ =
1
2
(aχ + a˜χ) b
−
χ =
1
2
(aχ − a˜χ). (3.2)
4. Conjugacy classes of GLn(Fq)
This section establishes notation for finite fields, partitions, and conjugacy classes. We
mostly follow [19].
4.1. Fields. Denote Fq the finite field of order q with algebraic closure Fq. The Frobenius
map Frob : Fq → Fq is given by x 7→ xq. For n ≥ 1, we identify Fqn ⊂ Fq with the fixed
point set of Frobn. Denote the multiplicative groups by
Mn := F
×
qn, M :=
⋃
n
Mn = F
×
q .
Denote the orbit set Φ = M/Frob, and Φd ⊆ Φ the set of orbits of order d. Each orbit in
Φ is equal to the set of roots of an monic irreducible polynomial and we represent elements
f ∈ Φ by the corresponding polynomial. Write d = df for f ∈ Φd.
The automorphism x 7→ x−1 of M determines the automorphism f 7→ f ∗ of Φ. Define
Φs := {f ∈ Φ|f = f ∗} Φp = {{f, f ∗}|f 6= f ∗}.
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Observe that
Φs1 = {t− 1, t+ 1}; (4.1)
and
Φs>1 :=
⋃
d>1
Φs2d = Φ
s \ {t− 1, t+ 1}.
4.2. Partitions. Let
P =
⋃
n≥0
Pn
where Pn is the set of partitions of n (note P0 = {∅}). If λ = (λ1 ≥ · · · ≥ λℓ) is a partition,
define
|λ| :=
ℓ∑
i=1
λi, ℓ(λ) := ℓ, nλ :=
ℓ∑
i=1
(i− 1)λi.
We call |λ| the weight of λ, and ℓ(λ) the length of λ. Set ℓodd(λ) + ℓev(λ) = ℓ(λ) where
ℓodd(λ) := |{i : λi is odd}| and set sgn(λ) = (−1)
ℓev(λ), called the parity of λ. For d ∈ Z>0,
set
md,λ := |{i | λi = d}|,
called the multiplicity of d in λ. It is straightforward to show that
|λ| =
∑
d≥1
dmd,λ, nλ =
∑
d<e
dmd,λme,λ +
1
2
∑
d≥1
dmd,λ (md,λ − 1) . (4.2)
We also use notation λ = (1m12m2 ....) for md = md,λ. If s ≥ 1 is an integer, write
sλ = (1sm12sm2 ....) s · λ = (sm1(2s)m2 ....).
If µ = (1r12r2....) define
λ ∪ µ = (1m1+r12m2+r2...)
so that sλ = λ ∪ ... ∪ λ.
For m ∈ Z>0, set ϕm(t) := (1− t)(1− t2) · · · (1− tm) ∈ Z[t]. Then for a partition λ ∈ P,
we set
aλ(t) := t
|λ|+2nλ
∏
d≥1
ϕmd,λ(t
−1)
which is a polynomial in t.
4.3. Conjugacy classes, types and symmetric types. Conjugacy classes in GLn(Fq)
are classified by rational canonical forms, or equivalently [19, IV.2] by maps µ : Φ → P of
norm ‖µ‖ = n, where
‖µ‖ :=
∑
f∈Φ
df |µ(f)|.
Write cµ for the conjugacy class corresponding to the map µ. The support of µ is defined
as
suppµ := {f ∈ Φ : µ(f) 6= ∅}.
Since {t± 1} play a special role in this paper, we also make use of the set difference
supp′(µ) := suppµ \ {t± 1}.
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The type of µ is the map ρ : P \ {∅} → P is defined by
ρ(λ) = (1m12m2 ...), md = md,λ := |{f ∈ Φd : µ(f) = λ}|.
Note that the information contained in a type is combinatorial, in the sense that for a given
n, the possible types are independent of q for q sufficiently large.
If µ has type ρ, then [19, IV(2.7)] the order of the centralizer Z(cµ) ≤ GLn(Fq) is
|Z(cµ)| = aµ(q) :=
∏
f∈Φ
aµ(f)(q
df ) =
∏
λ∈P\{∅}
∏
d≥1
aλ(q
d)md(ρ(λ)), (4.3)
[19, IV(2.7)]. Notice the order depends only on the type of ρ.
We call µ symmetric if µ(f) = µ(f ∗) for all f ∈ Φ. The symmetric type of µ is the
tuple η = (η+, η−, ηs, ηp), where η+, η− ∈ P, and ηs, ηp : P \ {∅} → P are defined by
(i) µ(t∓ 1) = η±, and
(ii) for λ ∈ P \ {∅}, one has
ηs(λ) := (1
ms1,λ2m
s
2,λ ...) msd,λ := |{f ∈ Φ
s
2d : µ(f) = λ}|
ηp(λ) := (1
mp1,λ2m
p
2,λ ...) mpd,λ := |{{f, f
∗} ∈ Φpd : µ(f) = λ}|.
We write µ ∈ η to indicate that µ has symmetric type η. We sometimes abuse notation and
write η for the set of all conjugacy classes cµ of symmetric type η.
5. An explicit formula for F
In this section, we use Milnor’s classification of orthogonal transformations over per-
fect fields [20] (following Williamson [24]) to derive explicit formulas for the function F :
GLn(Fq)→ Z≥0. What we use in later sections is the following proposition.
Proposition 5.1. The function F vanishes on the conjugacy class cµ unless µ is symmetric
(i.e µ(f) = µ(f ∗) for all f ∈ Φ). If µ is symmetric then the formula for F (cµ) is a monic
polynomial in q of degree
deg F (cµ) =
1
2
∑
f=t±1
ℓodd(µ(f)) +
∑
f∈supp(µ)
df
(
nµ(f) +
1
2
|µ(f)|
)
.
that depends only on the symmetric type of µ.
Let V be a finite-dimensional vector space over a finite field F = Fq and let t ∈ GL(V ) be
a linear automorphism. Then there is a natural decomposition
V =
⊕
f∈Φ
Vf , (5.1)
where Vf is the f -primary component of V with respect to t.
Proposition 5.2. Suppose t is orthogonal with respect to a non-degenerate symmetric bilin-
ear form (ndsbf) 〈, 〉. Then Vf is orthogonal to all components except Vf∗. Consequently
F (t) =
∏
f∈Φs
F (t|Vf ) ·
∏
{f,f∗}∈Φp
F
(
t|Vf⊕Vf∗
)
where the first product is over self-dual irreducible factors and the second is over distinct
pairs f, f ∗.
Proof. Orthogonality is proven in [20, Lemma 3.1]. The consequences are immediate. 
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Proposition 5.3. Suppose that the minimal polynomial of t ∈ GL(V ) has only f and f ∗ as
monic, irreducible factors where f 6= f ∗. Then F (t) = 0 unless t|Vf is similar to (t
−1)T |Vf∗ .
If they are similar, then F (t) = aµ(f)(q
df ). In particular, F (t) equals a monic polynomial in
q of degree 2df
(
nµ(f) +
1
2
|µ(f)|
)
.
Proof. If F (t) 6= 0, then t is orthogonal with respect to some ndsbf 〈, 〉. By Proposition 5.2,
〈, 〉[ determines a duality pairing between Vf and Vf∗ . If we choose a basis for Vf and the
dual basis in Vf∗ then t must have the form
t =
[
A 0
0 (AT )−1
]
.
The set of ndsbfs on V compatible with t are those represented by a symmetric matrix of
the form
t =
[
0 B
BT 0
]
where AB = BA and B is invertible. Consequently, F (t) equals the order of the centralizer
of t|Vf in GL(Vf ), which equals aµ(f)(q
df ) by (4.3). 
Remark 5.4. Propositions 5.2 and 5.3 imply that if µ(f) 6= µ(f ∗) for some f ∈ Φ then
F (cµ) = 0. This means F is supported on conjugacy classes of symmetric type.
Suppose that V is f -primary with f ∈ Φs. By the fundamental theorem of PIDs, there is
an isomorphism of F[t]-modules
V = V1 ⊕ V2 ⊕ · · · ⊕ Vk
for some k, where Vi ∼=
F[t]
f(t)iF[t] ⊗F F
mi for some sequence of non-negative integers m1, ..., mk.
Proposition 5.5. Suppose V is as above and d = deg f . Then
F (t) = qd
∑
1≤i<j≤k imimj
k∏
i=1
F (t|Vi).
Proof. Any ndsbf left invariant by t restricts non-degenerately to Vk [20, Thm. 3.2], so it
determines an orthogonal decomposition Vk ⊕ V
⊥
k and V
⊥
k is isomorphic as F[t]-module to
V1 ⊕ · · · ⊕ Vk−1. The number of complements of Vk in V as a F[t]-module is equal to the
number F[t]-module splittings of 0 → Vk → V → V/Vk → 0 which is equal to qd
∑k−1
i=1 imimk .
Therefore
F (t) = qd
∑k−1
i=1 imimkF (t|Vk)F (t|V1⊕···Vk−1).
The formula follows by induction. 
Proposition 5.6. Suppose that deg f = 1 and V = Vi ∼=
F[t]
f iF[t] ⊗F F
m. Then F (t) = 0 unless
f ∈ {t± 1}, in which case
F (t) =

q(im
2+m)/2
∏m/2
j=1 (1− q
1−2j) if i is odd and m is even
q(im
2+m)/2
∏(m+1)/2
j=1 (1− q
1−2j) if i is odd and m is odd
qim
2/2
∏m/2
j=1 (1− q
1−2j) if i is even and m is even
0 if i is even and m is odd
.
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Proof. Let f(t) ∈ {t± 1} and let ∆ := t− t−1 = (t− 1)(t+ 1)t−1. If 〈, 〉 is a ndsbf on V for
which t is orthogonal then ∆ is skew adjoint in the sense that 〈∆v, w〉 = −〈v,∆w〉. This
determines a non-degenerate bilinear form on V/f(t)V ∼= Fmq defined by
(v) · (w) := 〈∆i−1v, w〉.
The form · is symmetric if i is odd and antisymmetric if i is even. Therefore
F (t) = αβ
where α is the number of nondegenerate (−1)i−1-symmetric form on V/f(t)V and β is the
number of t compatible ndsbf on V associated to a given form on V/f(t)V .
If i is odd, then α equals the number of ndsbf on Fmq . This set decomposes into a union
of two GLm(Fq) orbits, so
α =
∑
B
|GLm(Fq)|/|O(B)|
summing over representatives B of the two equivalence classes of ndsbf.
If i is even, then α is equal to the number of non-degenerate skew-symmetric bilinear
forms on Fmq . Therefore
α =
{
|GLm(Fq)|/|Spm(Fq)| if m is even
0 if m is odd.
Substituting the orders of groups (see e.g. [23]) and we obtain
α =

q(m
2+m)/2
∏m/2
i=1 (1− q
−2i+1) if i is odd and m is even
q(m
2+m)/2
∏(m+1)/2
i=1 (1− q
−2i+1) if i is odd and m is odd
q(m
2−m)/2
∏m/2
i=1 (1− q
−2i+1) if i is even and m is even
0 if i is even and m is odd.
(5.2)
We turn now to β. Given an ndsbf 〈, 〉, choose a basis (v1), ..., (vm) of V/f(t)V . A choice
of representatives v1, ..., vm ∈ V will be called a lift. The number of lifts is q
(i−1)m2 . Any lift
extends to a basis of V ,
{∆svk|s ∈ {0, ..., i− 1}, k ∈ {1, ..., m}}. (5.3)
Milnor shows [20, Thm. 3.4] that lifts exist that satisfy
〈∆svk,∆
tvl〉 =
{
(−1)t(vk) · (vl) if s+ t = i− 1
0 otherwise.
Call such a lift a standard lift for 〈, 〉. It follows that β equals the number of lifts divided
by the number of standard lifts for a given 〈, 〉. It remains to count the number of standard
lifts for a given non-degenerate form · on V/f(t)V .
Fix a particular standard lift v1, ..., vm. If · is described by a (−1)
i−1-symmetric m ×m-
matrix A, then in terms of the basis (5.3), 〈, 〉 is described by the symmetric (im) × (im)-
matrix
X :=

0 0 ... (−1)iA
0 0 ... 0
...
...
...
...
0 −A ... 0
A 0 ... 0
 . (5.4)
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Then another lift v′1, ..., v
′
m will be standard if and only if the change of basis matrix sending
∆svk 7→ ∆
sv′k is a lower triangular matrix of the form
Y :=

I 0 0 ... 0
B1 I 0 ... 0
B2 B1 I ... 0
... ... ... ... ...
Bi−1 Bi−2 Bi−3 ... I
 .
and satisfies Y TXY = X , or equivalently
BT1 A− AB1 = 0
BT2 A− B
T
1 AB1 + AB2 = 0
...
BTi−1A− B
T
i−2AB1 + ...+ (−1)
i−1ABi−1 = 0
Using the fact that A is (−1)i−1-symmetric, these can be rewritten
(−1)i−1(AB1)
T −AB1 = 0
(−1)i−1(AB2)
T + AB2 = B
T
1 AB1
...
(−1)i−1(ABi−1)
T + (−1)i−1ABi−1 = B
T
i−2AB1 + ...
The first equation gives m(m − (−1)i+1)/2 independent linear equations for entries of B1.
Given a solution to this, the second equation gives m(m − (−1)i+2)/2 independent linear
equations for entries of B2, and so on. Altogether, the number of independent linear equa-
tions for Y is m2(i− 1)/2 if i is odd and (m2(i− 1) +m)/2 if i is even. It follows that
β =
{
qm
2(i−1)/2 if i is odd
q(m
2(i−1)+m)/2 if i is even.

If f ∈ Φs2d, then E := F[t]/f(t)F[t] is field extension of degree 2d over F. There is a
unique automorphism ·¯ of E over F which sends the class of t to it’s multiplicative inverse.
A Hermitian form on an E-vector space W is a non-degenerate F-bilinear pairing h :
W ×W → E which is E-linear in the first entry and satisfies h(u, v) = h(v, u).
Proposition 5.7. Suppose that V = Vi ∼=
F[t]
f(t)iF[t] ⊗F F
m where deg f > 1 and Then F (t) = 0
unless f ∈ Φs. In this case, if f ∈ Φs2d then
F (t) = qidm
2
m∏
j=1
(
1 + (−1)jq−dj
)
.
Proof. Milnor classifies the ndsbf on V which are compatible with t as follows [20, Thm. 3.3].
If 〈, 〉 is fixed by t then the operatior s(t) := f(t)/td is adjoint in the sense that 〈s(t)v, w〉 =
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〈v, s(t)w〉. The quotient space V/f(t)V is isomorphic to Em where E = F[t]/f(t)F[t]. Milnor
proves that V/f(t)V admits one and only one Hermitian inner product · such that
traceE/F((v) · (w)) = 〈s(t)
i−1v, w〉.
Thus
F (t) = αβ
where α is the number of Hermitian inner products on Em and β is the number of t-compatible
ndsbf associated to each Hermitian inner product. Since Em only admits one Hermitian form
up to change of basis ([20] Example 1), we deduce using [23] that
α =
|GLm(E)|
|Um(E)|
= qdm
2
m∏
γ=1
(1 + (−1)γq−dγ).
To calculate β, let 〈, 〉 be given and choose an E-basis (v1), ..., (vm) ∈ V/f(t)V which
is orthonormal with respect to ·. There are q2dm
2(i−1) possible choices of representatives
v1, ..., vm ∈ V and each such choice determines a basis {t
as(t)bvk|a ∈ {0, ..., 2d − 1}, b ∈
{0, ..., i− 1}, k ∈ {1, ..., m}} for V . Milnor shows that representatives v1, ..., vm ∈ V can be
chosen so that 〈, 〉 has standard form
〈tas(t)bvk, t
a′s(t)b
′
vl〉 =
{
traceE/F((t
avk) · (t
a′vl)) if b+ b
′ = i− 1
0 if |a− a′| < d and b+ b′ 6= i− 1
with the remaining pairings determined uniquely from these using an induction argument.
We call such a choice of representatives v1, ..., vm a standard lift with respect to 〈, 〉. Therefore
β equals q2dm
2(i−1) divided by the number of standard lifts for a given 〈, 〉.
Let v1, ..., vm be a choice of standard lift for 〈, 〉. Any other choice of representative v
′
1 for
(v1) must be of the form
v′1 = v1 +
m∑
k=1
i−1∑
j=1
aj,k(t)s(t)
jvk
where aj,k(t) is a polynomial of degree at most 2d−1. In order for v
′
1 to extend to a standard
lift, Milnor shows that a1,1(t) + a1,1(t
−1) must descend to zero in E = F[t]/f(t). Since the
kernel of the map E → E sending e 7→ e + e¯ has order qd, this means there are qd possible
choices for a1,1(t). Similarly, once a1,1(t) is chosen, there are q
d choices for a2,1(t) and so
on. For k > 1 the polynomials aj,k(t) can be chosen arbitrarily so there are q
2d choices each.
Altogether there are
q(d+2d(m−1))(i−1) = qd(i−1)(2m−1)
choices of v′1 that extend to a standard lift. The ndsbf 〈, 〉 restricts to a non-degenerate form
on span{tas(t)bv′1} and the remaining representatives v
′
2, ..., v
′
m must be chosen from its or-
thogonal complement. Using induction we deduce that there are qd(i−1)((2m−1)+(2m−3)+...+1) =
qd(i−1)m
2
choices of standard lift. It follows then that β = qdm
2(i−1) which concludes the
proof. 
Proof of Proposition 5.1. Assemble the results of this section to identify the leading order
term in F (cµ) and compare with (4.2). 
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6. Characters of GLn(Fq)
In this section we recall the classification of irreducible characters of GLn(Fq) due to Green
[10] and prove Proposition 6.1 concerning sums of characters over congugacy classes of fixed
symmetric type. Our presentation borrows from [9, 10, 19]
It is helpful to first consider the symmetric group Sn, which can morally be thought of as
GLn(F1). The conjugacy classes cµ are classified by partitions µ ∈ Pn determined by the
disjoint cycle decomposition. If µ = (1r12r2 ....krk) then the stabilizer of any representative
of cµ has order
zµ := r1! . . . rk!1
r1 . . . krk .
The irreducible characters χλ of Sn are also classified by partitions λ ∈ Pn. We write
χλµ := χλ(cµ).
Now suppose that q is a prime power, and recall that Mn := F
×
qn . When n|m, the norm
map Nm : Mm → Mn is defined Nm(x) = x · x
qn ... · xq
(m−1)n
= x(q
m−1)/(qn−1). Denote the
character groups Ln := Hom(Mn,C×) and define the direct limit
L := lim
→
Ln =
⋃
n
Ln,
using the dual maps Nm∗ : Ln →֒ Lm. These are injective and we treat them as subset
inclusions. If x ∈Mn and γ ∈ Ln, we define
〈γ, x〉n := γ(x).
Note that if n|m and γ ∈ Ln ⊂ Lm and x ∈Mm, we have 〈γ, x〉m = 〈γ, x
(qm−1)/(qn−1)〉n. The
Frobenius automorphism of M induces one on L and we write
Θ =
⋃
d≥1
Θd := L/Frob
where Θd is the set of orbits θ ⊆ L of order d. Observe
θ = {γ, γq, . . . , γq
d−1
} = {γq, ..., γq
d
}
for any γ ∈ θ ⊆ Ld \ (∪i|dLi). We say θ has degree dθ := |θ|. Given a map Λ : Θ → P of
finite support define the norm
‖Λ‖ :=
∑
θ∈Θ
dθ|Λ(θ)|.
The irreducible characters of GLn(Fq) are in one-to-one correspondence maps Λ of norm n.
We use notation Λ = (θλ11 θ
λ2
2 ...) to mean Λ(θi) = λi. A character χΛ is called primary if
Λ = (θλ) is supported on a single θ ∈ Θ. The type of Λ is the map τ : P \ {∅} → P is
defined by
τ(λ) = (1m1,λ2m2,λ ...), md,λ := |{θ ∈ Θd : Λ(θ) = λ}|.
We will later use a more refined notion of type valid if q is odd. If θ ∈ Θd and γ ∈ θ, set
〈θ,−1〉d := 〈γ,−1〉d ∈ {±1}
which is well-defined independently of the choice of γ ∈ θ. For each d ≥ 1 partition Θd =
Θ+d ∪Θ
−
d where
Θ±d := {θ ∈ Θd|〈θ,−1〉d = ±1}.
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The signed type of Λ is the pair σ+, σ− : P \ {∅} → P defined by
σ±(λ) = (1m
±
1,λ2m
±
2,λ ...), m±d,λ := |{θ ∈ Θ
±
d : Λ(θ) = λ}|. (6.1)
Our main technical result in this section is the following.
Proposition 6.1. Given an irreducible character χΛ and a symmetric type η, there is an
equality
fΛ,η(q) =
∑
µ∈η
χΛ(cµ) (6.2)
where fΛ,η(x) ∈ C[x] is a polynomial of degree no greater than 4
nµ(t+1) + nµ(t−1) +
∑
f∈supp′(µ)
df
(
nµ(f) +
1
2
)
, (6.3)
whose coefficients are uniformly bounded by a constant that depends only on η and the type
of Λ.
Remark 6.2. The point of Proposition 6.1 is that for large q the sum (6.2) is dominated by
the leading order term. This will permit us to calculate multiplicities by taking limits q →∞.
Remark 6.3. The informal explanation for (6.3) is that each χΛ(cµ) equals a polynomial
expression in q of degree bounded by
∑
dfnµ(f) (see Lemma 6.8), while the number of terms
in the sum is a polynomial of degree 1
2
∑
f∈supp′(µ) df . The full proof involves an inclusion-
exclusion argument.
We begin with some preliminaries before stating Green’s character formula for χΛ(cµ).
Let θ ∈ Θ, let f ∈ Φ, let x ∈ M be a root of f , and let e be a positive integer such that
df |dθe. Define
Sθe (f) = S
θ
e (x) :=
∑
γ∈θ
〈γ, x〉dθe
(the sum is independent of the choice of root x of f). If λ = (λ1 ≥ λ2 ≥ ...) ∈ P is a
partition such that every block of dθ · λ is divisible by df , then define
Sθλ(f) = S
θ
λ(x) :=
ℓ(λ)∏
i=1
Sθλi(f).
For example, one can check identities
Sθλ(t− 1) = d
ℓ(λ)
θ S
θ
λ(t + 1) = d
ℓ(λ)
θ 〈θ,−1〉
|λ|
dθ
. (6.4)
Lemma 6.4. Let g = gcd(λ1, ..., λℓ(λ)). Then S
θ
λ determines a character
Mdθg → C
×
of degree dθℓ(λ) which is constant along Frobenius orbits.
Proof. If γ ∈ θ and x ∈Mdθg and g divides e, then
Sθe (x) =
dθ∑
i=1
〈γq
i
, x〉dθe =
dθ∑
i=1
〈γ, xq
i(qdθe−1)/(qdθ−1)〉dθ
4We define the bound in terms of a representative µ ∈ η instead of η directly since this is more convenient
for later application.
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which is a Frobenius invariant character of degree dθ. Since Mdθg is an abelian group, the
product
Sθλ(x) =
ℓ(λ)∏
i=1
Sθλi(x)
is a Frobenius character of degree dθℓ(λ). 
Given partitions λ, µ ∈ Pn, the Green polynomial Q
λ
µ(q) ∈ Z[q] was defined by Green [10,
§4].
Lemma 6.5. Let µ and λ be partitions of n with µ = {1r12r2...}. The Green polyno-
mial Qλµ(q) has degree less than or equal to nλ. If equal, then the leading coefficient is
(−1)ℓev(µ)cλ(1),...,(1),(12),...,(12),.. where (1
i) occurs ri times in the subscript. Here the c
λ
(1),...,(1),(12),...,(12),..
is a Littlewood-Richardson coefficient.
Proof. The degree bound is stated in [10, Lemma 4.3], but it is convenient to recall the proof.
By definition
Qλµ(q) =
∑
gλρ1,ρ2,...(q)k(ρ1, q)k(ρ2, q)...
summed over sequences (ρi) where ρ1, ..., ρr1 are partitions of 1, ρr1+1, ..., ρr1+r2 are partitions
of 2 and so on. Here
k(ρi, q) = (1− q)...(1− q
l(ρi)−1)
which implies deg(k(ρi, q)) ≤ nρi with equality if only if ρi = (1
|ρi|). The gλρ1,ρ2,...(q) are Hall
polynomials and by Hall’s Theorem [10, Thm. 4]
gλρ1,ρ2,...(q) = c
λ
ρ1,ρ2,...
qnλ−nρ1−... + lower order terms (6.5)
from which the result follows. 
Proposition 6.6 (Green’s Character Formula [10]). If Λ = (θλ) is a primary character and
cµ is a conjugacy class then
χΛ(cµ) = (−1)
n−|λ|
∑
π⊢|λ|
χλπ
∑
ρ:Φ→P,
|ρ(f)|=|µ(f)|,∀f∈Φ,
Part(ρ)=dθ ·π
Sθ(ρ)Qµ
ρ
. (6.6)
where
Part(ρ) := ∪f∈Φdf · ρ(f) (6.7)
Qµ
ρ
:=
∏
f∈Φ
1
zρ(f)
Q
µ(f)
ρ(f) (q
df ) (6.8)
Sθ(ρ) :=
∏
f∈Φ
Sθdf
dθ
·ρ(f)
(f). (6.9)
For a general irreducible character Λ = (θλ11 ..., θ
λk
k ) and conjugacy class c we have
χΛ(cµ) :=
∑
|µi|=|λi|d(θi)
gµ
µ1,...,µk
(q)
k∏
i=1
χ
θ
λi
i
(cµi) (6.10)
where
gµ
µ1,...,µk
(q) =
∏
f∈Φ
g
µ(f)
µ1(f),...,µk(f)
(qdf ) (6.11)
20 THOMAS JOHN BAIRD AND MICHAEL LENNOX WONG
counts flags in Fnq which are invariant under a fixed representative of cµ and whose subquo-
tients are isomorphic to (cµ1, ..., cµk).
Remark 6.7. Except for the factor Sθ(ρ) appearing in (6.6), Green’s formula for χΛ depends
only on the type of µ.
Lemma 6.8. Let cµ be a conjugacy class in GLn(Fq). Then for any irreducible character χΛ,
the character value χΛ(cµ) given by Green’s formula is a polynomial in q of degree bounded
above by ∑
f∈suppµ
dfnµ(f). (6.12)
Proof. From (6.8) and Lemma 6.5 it follows that
deg(Qµ
ρ
(q)) ≤
∑
f∈suppµ
dfnµ(f)
which by (6.6) takes care of the primary case. For the general case, note from (6.5) and
(6.11) that
deg(gµ
µ1,...,µk
(q)) ≤
∑
f
df
(
nµ(f) − nµ1(f) − ...− nµk(f)
)
. (6.13)
Applying this to (6.10) completes the proof. 
Proof of Proposition 6.1. We use an inclusion-exclusion argument to reduce to cyclic char-
acter sums (compare [14, §3.3]). Let µ : M → P be a Frobenius invariant map representing
the symmetric type η. Introduce a finite set I and an injective map ζ0 : I →֒ M onto the
support of µ. Define permutations ρ and ι of I such that
ζ0 ◦ ρ = Frob ◦ ζ0 ζ0 ◦ ι = inv ◦ ζ0 (6.14)
where inv(x) = x−1. Denote by I/ρ the set of ρ-cycles. Consider the set of equivariant maps
(I,M)eq := {ζ : I →M |ζ ◦ ρ = Frob ◦ ζ, ζ ◦ ι = inv ◦ ζ}
and denote (I,M)′eq the subset of injective maps. Then there is a natural zη-to-one surjective
map from (I,M)′eq to the set of maps of symmetric type η, where
zη =
∏
d≥1
∏
λ∈P\∅
2m
p
d,λdm
s
d,λ
+mp
d,λ(msd,λ!)(m
p
d,λ!)
where msd,λ, m
p
d,λ ∈ Z≥0 are as in §4.3. It follows from Proposition 6.6 and Lemma 6.8 that∑
µ∈η
χΛ(cµ) =
1
zη
∑
ζ∈(I,M)′eq
ϕ(ζ)
where ϕ(ζ) is the value of χΛ on the conjugacy class determined by ζ . By Remark 6.7, ϕ(ζ)
is a sum of terms of the form
f(q)
∏
c∈(I/ρ)
S
θ(c)
λ(c)(ζ(c))
with the f(q) ∈ C[q] are polynomials depending only on the type η, of degree no greater
than
∑
f∈suppµ dfnµ(f), and where θ : I/ρ→ Θ, and λ : I/ρ→ P satisfy∑
c∈(I/ρ)
|λ(c)|dθ(c) = n.
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To complete the proof it remains to show that the sums∑
ζ∈(I,M)′eq
∏
c∈(I/ρ)
S
θ(c)
λ(c)(ζ(c))
equal polynomial expressions in q with degree no greater than 1
2
∑
f∈supp′(µ) df which have
uniformly bounded coefficients.
A partition of I describes a surjective map I ։ J onto the set of blocks. Let Π(I) be
the poset of partitions of I for which θ is constant on blocks and both ι and ρ permute
blocks. Let (J,M)eq ⊆ (I,M)eq be the subset of maps which are constant on blocks. Then
by Moebius inversion we obtain the equality∑
ζ∈(I,M)′eq
∏
c∈I/ρ
S
θ(c)
λ(c)(ζ(c)) =
∑
J∈Π(I)
µ(J)S(J) (6.15)
where µ is the Mobius function for the poset Π(I) and
S(J) :=
∑
ζ∈(J,M)eq
∏
c∈J/ρ
S
θ(c)
λ(c)(ζ(c))
where λ(c) = ∪c′∈cλ(c
′). Next we prove that the S(J) are polynomial functions of q with
uniformly bounded coefficients. Define Msn := {x ∈ Mn| x
−1 = xq
i
for some i}. This has
cardinality
|Msn| =
{
2 if n is odd
qn/2 + 1 if n is even.
(6.16)
Then
S(J) =
∏
c∈J/ρ
ι(c)=c
( ∑
x∈Ms
|c|
S
θ(c)
λ(c)(x)
)
×
∏
{c,ι(c)}
ι(c)6=c
( ∑
x∈M|c|
S
θ(c)
λ(c)(x)S
θ(ι(c))
λ(ι(c))(x
−1)
)
. (6.17)
By Lemma 6.4, S
θ(c)
λ(c) restricts to a character of degree dθ(c)ℓ(λ(c)) on M
s
|c|, so∑
x∈Ms
|c|
S
θ(c)
λ(c)(x) = C|M
s
|c|| =
{
2C if |c| is odd
C(q|c|/2 + 1) if |c| is even.
where 0 ≤ C ≤ dθ(c)ℓ(λ(c)) is the multiplicity of the trivial character. On the other hand
∑
x∈M|c|
S
θ(c)
λ(c)(x)S
θ(ι(c))
λ(ι(c))(x
−1) =
∑
x∈M|c|
S
θ(c)
λ(c)(x)S
θ(ι(c))
λ(ι(c))(x) (6.18)
= (q|c| − 1)〈S
θ(c)
λ(c), S
θ(ι(c))
λ(ι(c))〉M|c|
= C ′(q|c| − 1)
where 0 ≤ C ′ ≤ dθ(c)dθ(ι(c))ℓ(λ(c))ℓ(λ(ι(c))) by Lemma 6.4. Taken together, this implies that
S(J) is polynomial whose coefficients are bounded by
∏
c∈J/ρ dθ(c)ℓ(λ(c)) and whose is degree
at most
1
2
|{j ∈ J |ρ(j) 6= j or ι(j) 6= j}|
which is bounded above by
1
2
|{i ∈ I|ρ(i) 6= i or ι(i) 6= i}| =
1
2
∑
f∈supp′(µ)
df .
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
7. Irreducible character decomposition of F
Consider the character F : GLn(Fq)→ Z≥0 ⊆ C of Section 5. In this section, we compute
the multiplicity in F of each irreducible characters χ ∈ IrrGLn(Fq), for q ≫ 1. Equivalently,
we determine the coefficients
F =
∑
χ∈IrrGLn(Fq)
aχχ.
As in Section 4.3, the conjugacy classes of GLn(Fq) are parametrized by functions µ :
Φ→ P of degree n. Since F is supported on conjugacy classes of symmetric type, by (1.8)
we have
aχ =
∑
|η|=n
F (η)
|Z(η)|
∑
µ∈η
χ(cµ) (7.1)
where the sum is over symmetric types η with ‖η‖ = n and both F (η) and Z(η) depend only
on η.
We say a symmetric map µ : Φ → P has restricted symmetric type if µ(f) = 1|µ(f)| for
f ∈ {t ± 1} and µ(f) = 11 for f ∈ supp′(µ) := suppµ \ {t ± 1}. The following lemma
implies that only restricted symmetric types contribute to (7.1) in the limit q →∞.
Lemma 7.1. Let η be a symmetric type with |η| = n. The sum
F (η)
|Z(η)|
∑
µ∈η
χ(cµ) (7.2)
equals a rational expression in q of non-positive degree and has degree zero only if η is
restricted. The leading coefficient of (7.2) agrees with the leading coefficient of∑
µ∈η
χ(cµ). (7.3)
Proof. From (4.3), Proposition 5.1, and Proposition 6.1, each of |Z(η)|, F (η), and
∑
µ∈η χ(cµ)
are equal to polynomial expressions in q, so (7.2) is a rational expression in q. Both F (η)
and |Z(η)| are monic, so the leading coefficient is same as (7.3).
The degrees of the polynomials satisfy (in)equalities
deg |Z(cµ)| = 2
∑
f∈supp(µ)
df(nµ(f) +
1
2
|µ(f)|), (7.4)
degF (cµ) =
1
2
(ℓodd(µ(t+ 1)) + ℓodd(µ(t− 1))) +
∑
f∈supp(µ)
df
(
nµ(f) +
1
2
|µ(f)|
)
, (7.5)
deg
∑
µ∈η
χ(cµ) ≤ nµ(t+1) + nµ(t−1) +
∑
f∈supp′(µ)
df
(
nµ(f) +
1
2
)
. (7.6)
Therefore the degree of (7.2) bounded above by∑
f=t±1
1
2
(ℓodd(µ(f))− |µ(f)|) +
∑
f∈supp′(µ)
1
2
df (1− |µ(f)|) . (7.7)
which is a sum of non-positive terms, hence non-positive. The upperbound (7.7) is zero if
and only if µ(f) = 1|µ(f)| for f ∈ {t± 1} and µ(f) = 11 for f ∈ supp′(µ). 
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A restricted symmetric type can be encoded as a tuple τ = (n+, n−, τs, τp), where n+,
n− ∈ Z≥0 and τs, τp ∈ P and n++ n−+2|τs|+2|τp| = n . This τ determines the symmetric
type η = (η+, η−, ηs, ηp)
η± := (1
n±) ηs(λ) :=
{
2 · τs λ = (1)
∅ otherwise
ηp(λ) :=
{
2τp λ = (1)
∅ otherwise.
7.1. Primary irreducible characters.
Lemma 7.2. Let χΛ be a primary irreducible character Λ = (θ
λ), where θ ∈ Θd and λ ⊢
v := n/d. Let τ = (n+, n−, τs, τp) be a restricted symmetric type. Then the sum
F (τ)
|Z(τ)|
∑
µ∈τ
χΛ(cµ)
equals a rational function of negative degree unless d divides (n+, n−, τs, τp).
Suppose (n+, n−, τs, τp) = d · (n˜+, n˜−, τ˜s, τ˜p) and let ρ˜ := 2 · τ˜s ∪ 2τ˜p. If q ≫ 1, then the
rational function of non-positive degree with constant term equal to
〈θ,−1〉n˜−d
(−1)l(τs)
z2τ˜sz2τ˜p
∑
π⊢v
sgn(π)χλπ
∑
ρ˜+∪ρ˜−∪ρ˜=π
ρ˜+⊢n˜+
ρ˜−⊢n˜−
1
zρ˜+zρ˜−
. (7.8)
Proof. Let cµ be a conjugacy class having a restricted symmetric type (n+, n−, τs, τp) and let
ρ = 2 · τs ∪ 2τp. Applying Green’s character formula (Proposition 6.6) and identity (6.4) we
have
χΛ(cµ) = (−1)
n−v〈θ,−1〉n−/dd
( ∏
f∈supp′(µ)
Sθdf/d(f)
)
×
∑
π⊢v
χλπ
∑
ρ+∪ρ−∪ρ=d·π
ρ+⊢n+
ρ−⊢n−
dℓ(ρ+)+ℓ(ρ−)
zρ+zρ−
Q(1
n+ )
ρ+
(q)Q(1
n− )
ρ−
(q).
This expression is trivial unless d divides (n+, n−, 2 · τs, τp), which we assume for the rest of
the proof. By Lemma 6.5, the Green polynomial
Q{1
n}
ρ (q) = (−1)
ℓev(ρ)q(
n
2) + lower order terms.
because c1
n
{1},...{12},... = 1. Therefore the leading coefficient of χΛ(cµ) equals
(−1)n−v〈θ,−1〉
n−/d
d
( ∏
f∈supp′(µ)
Sθdf/d(f)
)∑
π⊢v
χλπ
∑
ρ+∪ρ−∪ρ=d·π
ρ+⊢n+
ρ−⊢n−
dℓ(ρ+∪ρ−)
zρ+zρ−
(−1)ℓev(ρ+∪ρ−) (7.9)
The only part of (7.9) that varies with µ ∈ τ is Sθdf/d(f). Comparing with (6.15) and (6.17),
if τs = (1
r12r2...) and τp = (1
s12s2....), then
∑
µ∈τ
∏
f∈supp′(µ)
Sθdf/d(f) =
1
z2τsz2τp
∏
i≥1
∑
x∈Ms2i
Sθ2i/d(x)
ri (∑
x∈Mi
Sθi/d(x)S
θ
i/d(x
−1)
)si
(7.10)
+lower order terms in q.
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Following (6.18) we have∑
x∈Mi
Sθi/d(x)S
θ
i/d(x
−1) = (qi − 1)〈Sθi/d, S
θ
i/d〉Mi
= (qi − 1)d.
Furthermore, Ms2i = {x ∈M |x
qi+1 = 1} by (6.16), so we have∑
x∈Ms2i
Sθ2i/d(x) =
∑
x∈Ms2i
∑
γ∈θ
〈γ, x〉2i
=
∑
γ∈θ
∑
x∈Ms2i
〈γ, x(q
2i−1)/(qd−1)〉d
=
{
d(qi + 1) if d|i
0 otherwise
since
(q2i − 1)/(qd − 1)
qi + 1
=
qi − 1
qd − 1
∈ Z⇐⇒
i
d
∈ Z.
The leading term of
∑
µ∈τ χΛ(cµ) is therefore zero unless d divides (n+, n−, τs, τp). Letting
(n+, n−, τs, τp) = d · (n˜+, n˜−, τ˜s, τ˜p), the leading coefficient equals
(−1)n−v〈θ,−1〉
n−/d
d
dℓ(τs∪τp)
z2τsz2τp
∑
π⊢v
χλπ
∑
ρ+∪ρ−∪ρ=d·π
ρ+⊢n+
ρ−⊢n−
dℓ(ρ+∪ρ−)
zρ+zρ−
(−1)ℓev(ρ+∪ρ−)
= (−1)n−v〈θ,−1〉
n˜−
d
1
z2τ˜sz2τ˜p
∑
π⊢v
χλπ
∑
ρ˜+∪ρ˜−∪ρ˜=π
ρ˜+⊢n˜+
ρ˜−⊢n˜−
(−1)ℓev(ρ+)+ℓev(ρ−)
zρ˜+zρ˜−
.
For the sign, note
ℓev(ρ+) + ℓev(ρ−) ≡ ℓev(d · π) + ℓ(τ˜s) mod 2.
If d is odd, then n − v is even and ℓev(d · π) = ℓev(π). If d is even, then n is even and
ℓev(d · π) ≡ ℓev(π) + v mod 2. Both cases yield (7.14), using sgn(π) = (−1)
ℓev(π). 
For π ∈ P, define C+π , C
−
π ∈ C by
C+π :=
∑
ρ+,ρ−,τs,τp∈P
ρ+∪ρ−∪2·τs∪2τp=π,
|ρ−|≡0 mod 2
(−1)ℓ(τs)
zρ+zρ−z2τsz2τp
C−π :=
∑
ρ+,ρ−,τs,τp∈P
ρ+∪ρ−∪2·τs∪2τp=π,
|ρ−|≡1 mod 2
(−1)ℓ(τs)
zρ+zρ−z2τsz2τp
. (7.11)
and define
Cπ := C
+
π + C
−
π Dπ := C
+
π − C
−
π . (7.12)
Proposition 7.3. Let θ ∈ Θd let λ ⊢ v = n/d be a partition and let char(q)≫ 1. Then
aθλ =
{
a+λ :=
∑
π⊢v sgn(π)Cπχ
λ
π if 〈θ,−1〉d = 1
a−λ :=
∑
π⊢v sgn(π)Dπχ
λ
π if 〈θ,−1〉d = −1.
Remark 7.4. It may seem strange not to absorb the sgn(π) into the definition of Cπ and
Dπ. However we show in §8 that Cπ and Dπ are always non-negative.
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Proof. By (7.1) we have
aθλ =
∑
η symmetric type
F (η)
|Z(η)|
∑
µ∈η
χ(cµ)
By Lemma 7.1 we know that
aθλ +O(q
−1) =
∑
η restricted symmetric type
F (η)
|Z(η)|
∑
µ∈η
χ(cµ). (7.13)
By Remark 6.2 we know that constant terms must match for char(q) ≫ 1. Therefore
applying Lemma 7.2, and taking a limit q →∞ we have
aθλ =
∑
n+,n−≥0,τs,τp∈P
|n+|+|n−|+2|τs|+2|τp|=v
〈θ,−1〉n−d
(−1)l(τs)
z2τsz2τp
∑
π⊢v
sgn(π)χλπ
∑
ρ+∪ρ−∪2·τs∪2τp=π
|ρ+|=n+,|ρ−|=n−
1
zρ+zρ−
=
∑
π⊢v
sgn(π)χλπ(C
+
π + 〈θ,−1〉dC
−
π ).

7.2. General irreducible characters.
Proposition 7.5. If Λ = (θλ11 , ..., θ
λk
k ) then
aΛ =
k∏
i=1
a
θ
λi
i
.
Proof. By Lemma 7.1 we know that
aΛ +O(q
−1) =
∑
τ restricted symmetric type
F (τ)
|Z(τ)|
∑
µ∈τ
χ(cµ). (7.14)
Set ni :=
∥∥θλii ∥∥ = dθi|λi| and n := ‖Λ‖ = n1 + ... + nk. Recall (6.10) that for Λ =
(θλ11 , ..., θ
λk
k ) we have
χΛ(c) :=
∑
(c1,...,ck)
gcc1,...,ck(q)
k∏
i=1
χ
θ
λi
i
(ci).
where ci are conjugacy classes of rank ni. If c has restricted symmetric type τ = (n+, n−, τs, τp),
then it is principal and cannot be produced using non-trivial extensions. Therefore gcc1,...,ck(q) 6=
0 if and only if c ∼= c1 ⊕ ...⊕ ck and we may write
χΛ(cµ) :=
∑
µ1∪...∪µk=µ
gµ
µ1,...,µk
(q)
k∏
i=1
χ
θ
λi
i
(cµi).
By (6.5) and (6.11), gµ
µ1,...,µk
(q) is monic of degree
deg(gµ
µ1,...,µk
(q)) := n1n+ + n1n− −
k∑
i=1
(
n1ni,+ + n1ni,−
)
(7.15)
where ni,± is multiplicity of the eigenvalue ±1 in cµi. Also note that g
µ
µ1,...,µk
(q) depends
only on type, so we can write gττ1,...,τk(q) = g
µ
µ1,...,µk
(q) when µ ∈ τ,µi ∈ τi.
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Now consider the sum∑
µ∈τ
χΛ(cµ) =
∑
µ1∪...∪µk=µ∈τ
gµ
µ1,...,µk
(q)
k∏
i=1
χ
θ
λi
i
(cµi).
This sum includes tuples (µ1, ...,µk) which assigns polynomials in a symmetric pair {f, f
∗}
to different blocks θλii , θ
λj
j where θi 6= θj . But in the calculation of the leading term, these
lead to character sum factors of the form∑
x∈Mdf
Sθidf/dθi
(x)S
θj
df/dθj
(x−1) =
∑
x∈Mdf
∑
γ∈θi,γ′∈θj
〈γ, x〉df 〈γ
′, x〉df
= 0
(compare (7.1)). Therefore in order to calculate the leading order term, it is enough sum over
(µ1, ...,µk) for which each µi has restricted symmetric type τi of norm ‖τi‖ = ni. Introduce
the relation =l.o.t. meaning equal leading order terms. Then∑
µ1∪...∪µk∈τ
gµ
µ1,...,µk
(q)
k∏
i=1
χ
θ
λi
i
(cµi) =l.o.t.
∑
τ1⊕···⊕τk=τ
gττ1,...,τk(q)
∑
µi∈τi,
i∈{1,...,k}
(
k∏
i=1
χ
θ
λi
i
(cµi)
)
=l.o.t.
∑
τ1⊕···⊕τk=τ
gττ1,...,τk(q)
k∏
i=1
(∑
µi∈τi
χ
θ
λi
i
(cµi)
)
where we get further lower order terms in the last expression accounting for when supp′(µi)∩
supp′(µj) 6= ∅ for i 6= j. Evaluating (7.14),
aΛ =l.o.t.
∑
‖τ‖=n
F (τ)
|Z(τ)|
(∑
µ∈τ
χΛ(cµ)
)
=l.o.t.
∑
‖τi‖=ni,
i=1,...,k
F (τ1 ⊕ ...⊕ τk)
|Z(τ1 ⊕ ...⊕ τk)|
gττ1,...,τk(q)
k∏
i=1
(∑
µi∈τi
χ
θ
λi
i
(cµi)
)
=l.o.t.
k∏
i=1
 ∑
‖τi‖=ni
F (τi)
|Z(τi)|
(∑
µi∈τi
χ
θ
λi
i
(cµi)
) =l.o.t. ∏
i
a
θ
λi
i
where third equality is a consequence of the two rational functions in q
F (τ1 ⊕ ...⊕ τk)
|Z(τ1 ⊕ ....τk)|
gττ1,...,τk(q)
k∏
i=1
F (τi)
|Z(τi)|
being monic of the same degree, which is readily verified from (7.4) (7.5) and (7.15). It
follows that aΛ =
∏
i aθλii
for char(q)≫ 1. 
8. Schur function formulas
Proposition 7.3 can be reformulated in terms of symmetric functions. Let Λ be the ring
of symmetric functions in variables {x1, x2, . . . }. For each π ∈ P define the power function
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pπ =
∏
i pπi where pn := x
n
1 + x
n
2 + ... ∈ Λ. These are related to the Schur functions sλ ∈ Λ
by
pπ =
∑
π⊢n
χλπsλ. (8.1)
Both {pπ|π ∈ P} and {sλ|λ ∈ P} form Z-bases of Λ.
Corollary 8.1. We have an equality of symmetric functions∑
λ∈P
a+λ′sλ =
∑
π∈P
Cπpπ
∑
λ∈P
a−λ′sλ =
∑
π∈P
Dπpπ (8.2)
Proof. Using (8.1), Proposition 7.3 is equivalent to the identities∑
λ∈P
a+λ sλ =
∑
π∈P
sgn(π)Cπpπ
∑
λ∈P
a−λ sλ =
∑
π∈P
sgn(π)Dπpπ
and (8.2) follows by multiplying the degree n summands on both sides by s1n which corre-
sponds to tensoring by the alternating representation of the symmetric group and satisfies
sλs1n = sλ′ and pπs1n = sgn(π)pπ . 
Proposition 8.2. We have equalities of symmetric functions∑
π∈P
Cπpπ =
( ∏
m odd
e2
pm
m
+
p2m
2m
)( ∏
m even
e
pm
m
+
p2m
2m
)
.
∑
π∈P
Dπpπ =
( ∏
m odd
e
p2m
2m
)( ∏
m even
e
pm
m
+
p2m
2m
)
.
Proof. Because z1r12r2 ... =
∏
m zmrm we deduce from (7.12) that
C1r12r2 ... =
∏
m
Cmrm and D1r12r2 ... =
∏
m
Dmrm .
so ∑
π∈P
Cπpπ =
∏
m
( ∞∑
i=0
Cmnp
n
m
)
and
∑
π∈P
Dπpπ =
∏
m
( ∞∑
n=0
Dmnp
n
m
)
.
We are reduced to identifying the generating functions
∑
n≥1Cmnt
n and
∑
n≥1Dmnt
n.
If m is odd, we have
Cmn := C
+
mn + C
−
mn =
∑
i+j+2k=n
1
i!j!k!2kmi+j+k
,
Dmn := C
+
mn − C
−
mn =
∑
i+j+2k=n
(−1)j
i!j!k!2kmi+j+k
,
so the generating functions satisfies∑
n≥0
Cmnt
n =
(∑
i
(t/m)i
i!
)(∑
j
(t/m)j
j!
)(∑
k
(t2/2m)k
k!
)
= e
2t
m
+ t
2
2m .
∑
n≥0
Dmnt
n =
(∑
i
(t/m)i
i!
)(∑
j
(−t/m)j
j!
)(∑
k
(t2/2m)k
k!
)
= e
t2
2m .
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If m is even, then
Cmn = C
+
mn = Dmn =
∑
i+j+2k+2l=n
(−1)l
i!j!k!l!2kmi+j+k+l
so∑
n≥0
Cmnt
n =
∑
n≥0
Dmnt
n =
(∑
i
(t/m)i
i!
)2(∑
k
(t2/2m)k
k!
)(∑
l
(−t/m)l
l!
)
= e
t
m
+ t
2
2m .
It remains to express these symmetric polynomials in the Schur function basis. This makes
use of Pieri’s rule. Let π ∈ P be a partition thought of as Young diagram. Pieri’s rule states
that
sπsn =
∑
λ
sλ
summed over λ obtained from π by adding n blocks with at most one block per column.
Dually
sπs1n =
∑
λ
sλ
summed over λ obtained from π by adding n blocks with at most one block per row.
Theorem 8.3. Let λ ∈ P be a partition with transpose λ = (1r12r2...). Then
a+λ = (r1 + 1)(r2 + 1).... (8.3)
and
a−λ =
{
1 if λ′ has only even parts
0 otherwise
Proof. By Macdonald ([19] §I.7, Example 11), we have an equality of symmetric functions∑
λ∈P
sλ =
( ∏
n odd
e
pn
n
+
p2n
2n
)( ∏
n even
e
p2n
2n
)
. (8.4)
The Schur function sn = hn is the complete sum of monomials of degree n, so
∞∑
n=0
sn =
∏
i
(1− xi)
−1 =
∏
n
e
pn
n (8.5)
where the second equality is verified by taking logarithms. It follows that(∑
λ∈P
sλ
)(
∞∑
n=0
sn
)
=
∏
n odd
e2
pn
n
+
p2n
2n ·
∏
n even
e
pn
n
+
p2n
2n =
∑
π∈P
Cπpπ =
∑
λ
aλ′,+sλ. (8.6)
from which (8.3) is deduced using Pieri’s rule.
For any Young diagram, there is a unique way to remove at most one block from each row
to get another diagram with only even length rows. It therefore follows by Pieri’s rule that ∑
λ∈P
λ is even
sλ
(∑
n
s1n
)
=
∑
λ∈P
sλ.
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where s1n = en is the n-th elementary symmetric polynomial. Here∑
n
s1n =
∏
i
(1 + xi) =
(∏
n odd
e
pn
n
)( ∏
n even
e−
pn
n
)
(8.7)
where the second equality is verified by applying logarithms. Combined with (8.4) we deduce∑
λ∈P
λ is even
sλ =
( ∏
n odd
e
p2n
2n
)( ∏
n even
e
pn
n
+
p2n
2n
)
=
∑
π∈P
Dπpπ =
∑
λ∈P
aλ′,−sλ.

9. The E-polynomial of Mτn
Recall Corollary 3.4 that we are considering
En(q) := |Gn|
g−1
∑
χ∈IrrG
χ(ξ)
χ(1)g
(aχ)
r =
∑
‖Λ‖=n
(aΛ)
r
(
|Gn|
χΛ(1)
)g−1
χΛ(ξ)
χΛ(1)
where Gn := GLn(Fq) and we use shorthand αIn = α for α ∈ F×q .
From [14, (3.1.1)] we know that
∆Λ(ξ) :=
χΛ(ξ)
χΛ(1)
= 〈
∏
γ∈L
γ|Λ(γ)|, ξ〉1. (9.1)
From [14, (3.1.5)] we know
|Gn|
χΛ(In)
= (−q
1
2 )n
2
HΛ′(q) = (−q
1
2 )n
2
∏
θ∈Θ
HΛ(θ)′(q
dθ) (9.2)
where for λ ∈ P, the Hλ(t) is the normalized hook polynomial
Hλ(t) = t
−(nλ+
|λ|
2
)
∏
(1− th)
the product indexed by boxes in the Young diagram of λ and h is the hook length of the
box (see [14] (2.47)). Despite the fractional exponents, (9.2) is a polynomial in q.
Both (9.2) and aΛ depend only on the signed type σ = (σ
+, σ−) of Λ (6.1) so we can
rearrange our formula
En(q) = (−q
1
2 )n
2(g−1)
∑
signed types σ
(aσ)
rHσ′(q)
g−1
∑
Λ∈σ
∆Λ(ξ). (9.3)
Lemma 9.1. Let σ = (σ+, σ−) be a signed type for which m±d,λ is the number of Frobenius
orbits θ ∈ Θ±d that are sent to the partition λ. Set m
±
d :=
∑
λm
±
d,λ, md,λ = m
+
d,λ + m
−
d,λ,
md := m
+
d +m
−
d , and m :=
∑
dmd. Then∑
Λ∈σ
∆Λ(ξ) =
{
±(−1)m−1 µ(d)
d
(m−1)!∏
λmd,λ!
(q−1)
2
if m = m+d or m = m
−
d for some d ≡ 1 mod 2
0 otherwise
where µ is the classical Moebius function
µ(d) =

1 if d is square free and has an even number of prime factors
−1 if d is square free and has an odd number of prime factors
0 if d is not square free
30 THOMAS JOHN BAIRD AND MICHAEL LENNOX WONG
Proof. We use an inclusion-exclusion argument that modifies the proof of [14, §3.4]. Let
Λ0 : L → P represent the signed type σ. Choose a finite set I with an injective map
ζ0 : I →֒ L onto the support of Λ0. Define the permutation ρ of I by ζ ◦ ρ = Frob ◦ ζ and
define functions
l, n : I → Z≥0
where l(i) equals to the length of the ρ-cycle containing i, and n(i) = |Λ0(ζ0(i))|. Note that∑
i∈I
n(i) = n.
Denote by I/ρ the set of ρ-cycles.
For a ≥ 1, define
L±a := {γ ∈ La|〈γ,−1〉a = ±1}.
Note that L+a ≤ La is an index two cyclic subgroup and (L
±
a /Frob) ∩ Θa = Θ
±
a . Partition
I = I+ ∪ I− where
I± := {i ∈ I|ζ0(i) ∈ L
±
l(i)}.
Note ρ preserves both I+ and I−. Consider the set of maps
(I, L)ρ := {ζ : I → L|ζ ◦ ρ = Frob ◦ ζ, and ζ(i) ∈ L
±
l(i) for i ∈ I
±}
and (I, L)′ρ the subset of injective maps. There is a natural zσ-to-1 surjective map from
(I, L)′ρ onto the set Λ of signed type σ, sending ζ0 to Λ0, where
zσ :=
∏
d
(dmd
∏
λ
m+d,λ!m
−
d,λ!). (9.4)
Consider the function ϕ : (I, L)ρ → C× by
ϕ(ζ) = 〈
∏
i
ζ(i)n(i), ξ〉1 =
∏
c ∈ I/ρ
〈
Nml(c),1(ζ(c)), ξ
〉n(c)
1
where l(c) = l(i), n(c) = n(i) and ζ(c) = ζ(i) for some i ∈ c (the value of ϕ is independent
of this choice). If
S(I)′ :=
∑
ζ∈(I,L)′ρ
ϕ(ζ)
then by construction we have an equality∑
Λ∈σ
∆Λ(ξ) =
1
zσ
S(I)′. (9.5)
A partition of I describes a surjective map I → J onto the set of blocks. Consider Π(I)
the poset of partitions of I whose blocks are permuted by ρ. Denote (J, L)ρ ⊆ (I, L)ρ the
subset of maps which are constant on the blocks of J and set n(j) =
∑
i∈j n(i) for j ∈ J .
By the Moebius inversion formula we have
S(I)′ =
∑
J∈Π(I)
µρ(J)S(J)
where µρ is the Moebius function for the poset and
S(J) :=
∑
ζ∈(J,L)ρ
ϕ(ζ).
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For ζ ∈ (J, L)ρ we have
ϕ(ζ) =
∏
c∈J/ρ
〈Nml(c),1(ζ(c)), ξ〉
n(c)
1 ,
so we can move the product through the sum to get
S(J) =
∏
c∈J/ρ
 ∑
γ∈L(c)
〈Nml(c),1(γ), ξ
n(c)〉1
 (9.6)
where
L(c) := (
⋂
c˜∈I+/ρ
c˜→c
L+l(c˜)) ∩ (
⋂
c˜∈I−/ρ
c˜→c
L−l(c˜)) ∩ Ll(c).
Therefore S(J) vanishes unless for each cycle c ∈ J/ρ, the character γ 7→ 〈Nml(c),1(γ), ξ
n(c)〉1
restricts to a trivial character on L(c) 6= ∅. Observe
L±a′ ∩ La = L
±
a if a
′/a is odd (9.7)
L+a′ ∩ La = La and L
−
a′ ∩ La = ∅ if a
′/a is even (9.8)
so L(c) must equal one of Ll(c), L
±
l(c), or ∅. Since ξ is a primitive 2n-root of unity, 〈Nma,1(γ), ξ
n(c)〉1
is a trivial character for La if and only if 2n|n(c). But this never happens because n(c) ≤ n.
It follows that for all a∑
γ∈L+a
〈Nma,1(γ), ξ
n(c)〉1 = −
∑
γ∈L−a
〈Nma,1(γ), ξ
n(c)〉1.
The restriction to L+a is the trivial character if and only if n|n(c). But n(c) ≤ n is an equality
if and only if J is a singleton, so S(J) = 0 unless J = {I}. We deduce
S(I)′ = µρ({I})S({I}). (9.9)
The poset in question is identical with the one considered by considered in [14] so we recover
the formula (from Hanlon [12])
µρ({I}) =
{
µ(d)(−d)md−1(md − 1)! if ρ has cycle type (d
md)
0 otherwise.
.
Comparing with (9.7) and (9.8) we see that if ρ = (dmd) then
S({I}) =
{
±(q − 1)/2 if d is odd and m = md = m
±
d
0 otherwise
which combined with (9.4), (9.5), (9.9) completes the proof. 
Theorem 9.2. The E-polynomial E(Mτn; x, y) equals En(xy) where
En(q) :=
1
2
(q − 1)(−q
1
2 )n
2(g−1)Vn(q)
and
Vn(q) :=
∑
odd d|n∑
mλ|λ|=
n
d
(−1)m−1
µ(d)
d
(m− 1)!∏
λmλ!
(
(a+σ )
rHg−1σ′ (q
d)− (a−σ )
rHg−1σ′ (q
d)
)
(9.10)
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where the sum taken over odd divisors d of n and non-negative integers mλ for λ ∈ P such
that
∑
λmλ|λ| = n/d and
m :=
∑
λ
mλ a
±
σ :=
∏
λ
(a±λ )
mλ Hσ′(q) :=
∏
λ
Hλ′(q)
mλ .
Proof. The formula for En(q) is immediate from substituting Lemma 9.1 into (9.3). The
formula for a±σ is found in Proposition 7.5 and Corollary 7.3 .
Since En(q) is a polynomial expression in q, this establishes the hypothesis of Corollary
3.3 and determines the E-polynomial. 
Example 9.1. E1(q) is a single term, indexed by (d, λ
mλ) = (1, (1)1)
E1(q) =
(q − 1)
2
|G1|
g−1(2r) = 2r−1(q − 1)g
in agreement with Example 2.1.
Example 9.2. E2(q) is a sum of three terms, indexed by
(d, λmλ) ∈ {(1, (2)1), (1, (12)1), (1, (1)2)}.
Explicitly
E2(q) =
(q − 1)
2
|G2|
g−1
(
2r +
3r − 1
qg−1
−
22r−1
(q + 1)g−1
)
=
1
2
(q − 1)g
(
2r(q3 − q)g−1 + (3r − 1)(q2 − 1)g−1 − 22r−1(q2 − q)g−1
)
.
Example 9.3. E3(q) is a sum of seven terms, indexed by
(d, λ
mλi
i ) ∈ {(3, (1)
1), (1, (13)1), (1, (3)1), (1, (21)1), (1, (1)1(2)1), (1, (1)1(12)1), (1, (1)1(1)1(1)1).
Explicitly
E3(q) =
(q − 1)
2
|G3|
g−1
(
2r +
4r
q3g−3
+
4r
(q2 + q)g−1
−
4r
(q2 + q + 1)g−1
−
6r
(q3 + q2 + q)g−1
+
8r
3(q + 1)g−1(q2 + q + 1)g−1
−
2r
3(q − 1)g−1(q2 − 1)g−1
)
.
9.1. The generating function. The expression (9.10) has a beautiful interpretation using
plethystic algebra. Let K = Q(x) be the ring of rational functions and consider K[[T ]] the
ring of formal power series in T . The plethystic exponential Exp : TK[[T ]]→ 1+ TK[[T ]] is
defined by the rule Exp(V +W ) = Exp(V )Exp(W ) and
Exp(axmT n) = (1− xmT n)−a
for a ∈ Q. The inverse function, Log : 1 + TK[[T ]] → TK[[T ]] is called the plethystic
logarithm. For each λ ∈ P choose Aλ ∈ K, setting A∅ = 1. By [13] §2.3,
Log
(∑
λ∈P
AλT
|λ|
)
:=
∑
n≥1
UnT
n
where
Un(x1, ..., xN) =
∑
(−1)md−1
µ(d)
d
(md − 1)!
∏
λ
Aλ(x
d)md
md,λ!
(9.11)
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and the sum is indexed by the set of functions
m : Z>0 ×P
× → Z≥0, (d, λ) 7→ md,λ
satisfying
∑
λ∈P d|λ|md,λ = n and we set md :=
∑
λmd,λ.
Proof of Theorem 1.1. From Theorem 9.2 we are reduced to proving∑
n≥1
Vn(q)T
n = Log
∞∏
i=0
(∑
λ(a
+
λ )
rHg−1λ′ (q
2i)T 2
i|λ|∑
λ(a
−
λ )
rHg−1λ′ (q
2i)T 2i|λ|
) 1
2i
. (9.12)
Rewrite the right hand side of (9.12) as
∞∑
i=0
1
2i
Log
(∑
λ
(a+λ )
rHg−1λ′ (q
2i)T 2
i|λ|
)
−
∞∑
i=0
1
2i
Log
(∑
λ
(a−λ )
rHg−1λ′ (q
2i)T 2
i|λ|
)
Define V in,+(q) and V
i
n,−(q) by the formula∑
n
V in,±(q)T
n := Log
(∑
λ
(a±λ )
rHg−1λ′ (q
2i)T 2
i|λ|
)
.
Our task is to prove that for n ≥ 1,
Vn(q) =
∞∑
i=0
1
2i
(
V in,+(q)− V
i
n,−(q)
)
(9.13)
where the left hand side satisfies (9.10). Applying (9.11) we see that
V 0n,±(q) =
∑
d|n
∑
∑
mλ|λ|=
n
d
(−1)m−1
µ(d)
d
(m− 1)!
∏
λ((a
±
λ )
rHλ′(q
d)g−1)mλ∏
λmλ!
.
More generally V in,±(q) = 0 unless 2
i|n, in which case
V in,±(q) =
∑
d| n
2i
∑
∑
mλ|λ|=
n
2id
(−1)m−1
µ(d)
d
(m− 1)!
∏
λ((a
±
λ )
rHλ′(q
2id)g−1)mλ∏
λmλ!
=
∑
2i|d
d|n
∑
∑
mλ|λ|=
n
d
(−1)m−1
2iµ(d/2i)
d
(m− 1)!
∏
λ((a
±
λ )
rHλ′(q
d)g−1)mλ∏
λmλ!
where in the second expression we reindex replacing 2id with d. We deduce (9.13) from the
identity
µ(d) + µ(d/2) + ... + µ(d/2k) = 0
that holds when d is even and d/2k is odd. 
9.2. Combinatorial verification for special cases g = 0, 1. If g = 0 and r = 1, then
Mτ1 is a point and M
τ
n = ∅ so (1.4) reduces to the identity
2q
1
2
1− q
T = Log
∞∏
k=0
(∑
λ a
+
λH
−1
λ′ (q
2k)T 2
k|λ|∑
λ a
−
λH
−1
λ′ (q
2k)T 2k|λ|
) 1
2k
.
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Applying the plethystic exponential, this is equivalent to∏
j≥1
(1− q
2j−1
2 T )−2 =
∞∏
k=0
(∑
λ a
+
λH
−1
λ′ (q
2k)T 2
k|λ|∑
λ a
−
λH
−1
λ′ (q
2k)T 2k|λ|
) 1
2k
. (9.14)
According to ([19] I.3 ex.2) we have Hλ(q)
−1 = q|λ|/2s¯λ(q) where sλ(x1, x2, ....) is the Schur
function and s¯λ(q) := sλ(1, q, q
2, ...). Therefore using (8.6)∑
λ
a+λH
−1
λ′ (q)T
|λ| =
∑
λ
a+λ s¯λ′(q)(q
1
2T )|λ|
=
(∑
λ
s¯λ(q)(q
1
2T )|λ|
)(
∞∑
n=0
s¯n(q)(q
1
2T )n
)
Similar considerations apply to the a−λ series and we deduce using (8.5) and (8.7)∑
λ a
+
λH
−1
λ′ (q)T
|λ|∑
λ a
−
λH
−1
λ′ (q)T
|λ|
=
(
∞∑
n=0
s¯n(q)(q
1
2T )n
)(
∞∑
n=0
s¯1n(q)(q
1
2T )n
)
=
(
∞∏
i=1
(1− qi−
1
2T )−1
)(
∞∏
i=1
(1 + qi−
1
2T )
)
=
∞∏
i=1
(1− q2i−1T )
(1− q
2i−1
2 T )2
.
Consequently the right hand side of (9.14) is a telescoping product verifying the identity.
When g = 1, we have an isomorphism
Mn ∼= C
× × C×
for all n ≥ 1 (see [14] Theorem 2.2.17). When r = 1, this isomorphism can be chosen so
that τ(α, β) = (β−1, α−1) so that
Mτn
∼= C×,
and E(Mτn; q) = q − 1. When r = 2, this isomorphism can be chosen so that τ(α, β) =
(α, β−1) so that
Mτn
∼= C× × {±1},
and E(Mτn; q) = 2(q − 1). Substituting into (1.4) and exponentiating, we get identities
∞∏
n=1
(1− T n)−2 =
∞∏
k=0
(∑
λ a
+
λ T
2k|λ|∑
λ a
−
λ T
2k|λ|
) 1
2k
, (9.15)
∞∏
n=1
(1− T n)−4 =
∞∏
k=0
(∑
λ(a
+
λ )
2T 2
k |λ|∑
λ(a
−
λ )
2T 2k |λ|
) 1
2k
. (9.16)
We have ∑
λ
a−λ T
|λ| =
∑
λ
(a−λ )
2T |λ| =
∏
n=1
(
∞∑
k=0
T 2kn
)
=
∏
n≥1
(1− T 2n)−1
and ∑
λ
a+λ T
|λ| =
∏
n≥1
(
∞∑
k=0
(k + 1)T kn
)
=
∏
n≥1
(1− T n)−2
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so that ∑
λ a
+
λ T
|λ|∑
λ a
−
λ T
|λ|
=
∏
n≥1
(1− T n)−2(1− T 2n)
and the right hand side of (9.15) is a telescoping product verifying the identity. Similarly,∑
λ
(a+λ )
2T |λ| =
∏
n≥1
(
∞∑
k=0
(k + 1)2T kn
)
=
∏
n≥1
(1− T n)−4(1− T 2n)
so ∑
λ(a
+
λ )
2T |λ|∑
λ(a
−
λ )
2T |λ|
=
∏
n≥1
(1− T n)−4(1− T 2n)2
and the right hand side of (9.16) is a telescoping product verifying the identity.
10. The E-polynomial of Mτn,w
Recall from Corollary 3.4 that
Ekn(q) := |Gn|
g−1
∑
χΛ∈IrrG
χΛ(ξ)
χΛ(1)g−1
(b+Λ)
r−k(b−Λ)
k.
Lemma 10.1. Suppose Λ = (θλ11 , ..., θ
λm
m ) where dθ1 = ... = dθm = d and 〈θ1,−1〉d = ... =
〈θm,−1〉d = ±1 are both constant for all i = 1, ..., m and d is odd. Then
b+Λ =
1
2
(
m∏
i=1
a+λi +
m∏
i=1
a−λi
)
b−Λ = ±
1
2
(
m∏
i=1
a+λi −
m∏
i=1
a−λi
)
Proof. Choose α ∈ L1 such that 〈α,−1〉1 = −1. Tensoring by χ = χαn sends (θ
λ1
1 , ..., θ
λm
m )
to ((αθ1)
λ1 , ..., (αθm)
λm). Since dθi = d is odd, we have
〈αθi,−1〉d = 〈α,−1〉
d
1〈θi,−1〉d = −〈θi,−1〉d.
The result now follows from (3.2) and our earlier calculation of aΛ. 
The following is proven in similar fashion to Theorem 9.2.
Theorem 10.2. Suppose that (Σ, τ) is genus g Riemann surface with anti-holomorphic
involution τ such that Στ =
∐
r S
1 is non-empty. Let w : π0(Σ
τ ) → {±1} send k many
elements to −1 where k is odd. Then the E-polynomial of the path component Mτn,w equals
E(Mτn,w; x, y) = E
k
n(xy) where
Ekn(q) :=
1
2r
(q − 1)(−q
1
2 )n
2(g−1)V kn (q)
and
V kn (q) :=
∑
odd d|n∑
mλ|λ|=
n
d
(−1)m−1
µ(d)
d
(m− 1)!∏
λmλ!
(
a+σ + a
−
σ
)r−k (
a+σ − a
−
σ
)k
Hg−1σ′ (q
d) (10.1)
m :=
∑
λ
mλ a
±
σ :=
∏
λ
(a±λ )
mλ Hσ′(q) :=
∏
λ
Hλ′(q)
mλ .
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Using the identity
(x+ y)r−k(x− y)k =
r∑
j=0
cjx
r−jyj
cj :=
j∑
l=0
(−1)l
(
k
l
)(
r − k
j − l
)
we derive the generating function.
Corollary 10.3. With V kn (q) as above we have
∞∑
n=1
V kn (q)T
n = Log
∞∏
i=0
r∏
j=0
(∑
λ
(a+λ )
r−j(a−λ )
jHg−1λ′ (q
2i)T 2
i|λ|
)cj/2
.
Example 10.1. We have
Ek1 (q) = (q − 1)|G1|
g−1 = (q − 1)g
Ek2 (q) =
1
2r
(q − 1)|G2|
g−1
(
2r +
(3 + 1)r−k(3− 1)k
qg−1
−
4r
2(q + 1)g−1
)
= (q − 1)g
(
(q3 − q)g−1 + 2r−k(q2 − 1)g−1 − 2r−1(q2 − q)g−1
)
.
Ek3 (q)
(q − 1)g
= (q6 − q3)g−1(q2 − 1)g−1 + 2r(q3 − 1)g−1(q2 − 1)g−1
+2r(q5 − q2)g−1(q + 1)g−1 +
4r
3
q3g−3(q − 1)2g−2
−
1
3
(q5 + q4 + q3)g−1 − 2r(q4 − q3)g−1(q2 − 1)g−1 − 3r(q3 − q2)g−1(q2 − 1)g−1.
Note that Ekn(q) is independent of k when n is odd. This is a consequence of the fact that
the path components of Mτn are pairwise isomorphic by Remark 2.4.
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