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Certain scalar-tensor theories have the property of endowing stars with scalar hair, sourced either
by the star’s own compactness (spontaneous scalarization) or, for binary systems, by the compan-
ion’s scalar hair (induced scalarization) or by the orbital binding energy (dynamical scalarization).
Scalarized stars in binaries present different conservative dynamics than in General Relativity, and
can also excite a scalar mode in the metric perturbation that carries away dipolar radiation. As a re-
sult, the binary orbit shrinks faster than predicted in General Relativity, modifying the rate of decay
of the orbital period. In spite of this, scalar-tensor theories can pass existing binary pulsar tests,
because observed pulsars may not be compact enough or sufficiently orbitally bound to activate
scalarization. Gravitational waves emitted during the last stages of compact binary inspirals are
thus ideal probes of scalarization effects. For the standard projected sensitivity of advanced LIGO,
we here show that, if the neutron star equation of state is such that the stars can be sufficiently
compact that they enter the detector’s sensitivity band already scalarized, then gravitational waves
could place constraints at least comparable to binary pulsars. If the stars dynamically scalarize
while inspiraling in band, then constraints are still possible provided the equation of state leads
to scalarization that occurs sufficiently early in the inspiral, roughly below an orbital frequency
of 50Hz. In performing these studies, we re-derive an easy-to-calculate data analysis measure, an
integrated phase difference between a General Relativistic and a modified signal, and connect it
directly to the Bayes factor, showing that it can be used to determine whether a modified gravity
effect is detectable. Finally, we find that custom-made templates are equally effective as model-
independent, parameterized post-Einsteinian waveforms at detecting such modified gravity effects
at realistic signal-to-noise ratios.
PACS numbers: 04.30.-w,04.50.Kd,04.25.-g,97.60.Jd
I. INTRODUCTION
When gravitational waves (GWs) are detected by
second-generation detectors (such as advanced LIGO
(aLIGO) [1–3], advanced Virgo (aVirgo) [4, 5], and KA-
GRA [6]) some time in the next few years, one of the most
exciting prospects is using these signals to test General
Relativity (GR) in the very strong-field, dynamical and
non-linear regime [7]. There has been much work done
on constraining departures from GR dynamics with Solar
System and binary pulsar observations, and quite strong
bounds have been placed on deviations from Einstein’s
theory in certain regimes. In particular, the strength of
dipole radiation from some types of scalar-tensor (ST)
theories is already tightly constrained by observations
of the rate of decay of the orbital period of binary pul-
sars [8–12].
There remains, however, a class of ST theories that
can escape these constraints. For theories in this class,
initially proposed by Ref. [13, 14], the scalar charge of a
compact object is dependent upon the gravitational bind-
ing energy (or compactness) of the object itself (sponta-
neous scalarization) [13, 14], and, if the object is in a
binary, upon the orbital binding energy of the binary
system (dynamical scalarization), a phenomenon discov-
ered in Ref. [15]. Additionally, once a star acquires a
scalar charge, it can scalarize its binary companion (in-
duced scalarization) [13–17].
These three types of scalarization can be understood
in analogy with magnetization [16]. Induced scalariza-
tion [13–17] is similar to what occurs in paramagnetism,
where the individual magnetic moments of a large collec-
tion of atoms align themselves in the presence of a strong,
external magnetic field. This alignment induces an over-
all magnetization of the collection of atoms. In the case
of a neutron star (NS) in the presence of an external
scalar field, e.g. one supported by its binary companion,
the star can develop a scalar field of its own.
Similarly, spontaneous [13, 14, 16] and dynamical [15,
17] scalarization can both be understood in the context
of spontaneous magnetization. In this phenomenon, a
collection of unaligned magnetic moments will sponta-
2neously align themselves in some direction as the tem-
perature is lowered past a critical point, even in the ab-
sence of an external field. This occurs because, when the
temperature is low enough, a new energy minimum ap-
pears – a broken symmetry state that is associated with
a non-zero net magnetization. A similar second-order
phase transition occurs as either the compactness of an
individual body or the absolute magnitude of the binding
energy of a binary system reaches a large enough value.
When this happens, the effective potential of the scalar
field changes and a new, spontaneously broken minimum
appears. This forces the scalar field to “roll down” to a
non-zero expectation value.
The compactness or binding energy at which this phase
transition occurs is a function of the coupling constants of
the ST theory. However, the compactness (or the binding
energy) of a system, be it an individual NS or a binary,
is also a function of the NS’s equation of state (EoS).
As a result, whether a systems scalarizes or not also de-
pends on the EoS. We will discuss these theories in more
detail in Sec. II, but it suffices here to say that scalar-
ization (spontaneous, induced or dynamical) only occurs
in these theories when a particular coupling constant,
βST, is sufficiently large and negative (for a fixed EoS,
NS compactness, and orbital separation). More nega-
tive values of this parameter result in scalarization for
systems with smaller compactnesses and larger orbital
separations [13, 15, 17].
A little-appreciated problem exists for these theories if
one wishes βST to be negative, such that scalarization can
occur. Reference [16, 18, 19] showed that in a cosmolog-
ical evolution, βST > 0 forces the ST theory to approach
GR exponentially, i.e. GR is an attractor in the theory
phase space, and thus the parameterized post-Newtonian
(ppN) parameters are exponentially close to their GR
values. However, by this same argument, we show in
Appendix A that a cosmological evolution with βST < 0
makes GR a repeller, forcing ppN parameters in this the-
ory to deviate from their GR values. A more rigorous,
nonlinear analysis linking cosmological scales to galac-
tic and eventually Solar System ones would be useful to
draw definitive conclusions, but based on these results,
the requirement βST < 0, which would enable scalariza-
tion, seems incompatible with Solar System experiments.
Regardless, these problems might be avoidable if an ex-
ternal potential (see e.g. Ref. [20]) is included, with a
minimum at small values of the scalar field.
Neglecting the above problems, as done regularly in
the literature [11–15, 17, 21], we can study the effects
of scalarization on astrophysical observations of binary
systems, such as binary pulsars, and then use these ob-
servations to constrain ST theories. If the binary com-
ponents support a scalar field, then an unequal mass bi-
nary will decay faster than in GR due to the emission
of dipolar radiation by the scalar field [13, 14]. Such
a decay is stringently constrained by binary pulsar ob-
servations [11, 12], which can place strong bounds on
the existence of dipole radiation, scalarization, and the
magnitude of βST. Using observations of a pulsar-white
dwarf binary (J1738+0333) and a single-polytrope EoS
with polytropic index Γ = 2.34, Ref. [12] has constrained
βST & −4.75. Using an APR4 (soft) and an H4 (stiff)
EoS, Ref. [21] used the binary pulsar observations of
Ref. [12] to constrain βST & −4.5 and βST & −5 respec-
tively.
Clearly, constraints on βST depend on the NS EoS.
For a given EoS, only certain sufficiently large, negative
values of βST produce spontaneous scalarization. The
bounds quoted above are roughly the least negative val-
ues of βST that allow for scalarization, given a particular
EoS. For example, Ref. [21] showed that for the pulsar
in Ref. [12] with mass ≈ 1.46M⊙, an APR4 EoS requires
βST < −4.5 for scalarization to occur, while an H4 EoS
requires βST < −5, precisely the constraints quoted in
Ref. [21]. Thus, binary pulsar observations constrain a
region in the βST–EoS space, which means that bounds
on βST can be weakened if one considers stiffer EoSs that
lead to less compact stars (larger radius given a fixed
mass). Additionally, binary pulsars that have been ob-
served thus far are very widely separated (typical sepa-
ration larger than 105 km), and so their orbital binding
energy is not large enough to activate dynamical scalar-
ization.
The GWs emitted during the late inspiral of NS bi-
naries may also allow for constraints on scalarization, as
these waves are produced when the orbital binding energy
is very large and, like binary pulsars, GW observations
are extremely sensitive to the orbital decay rate. In this
paper, we investigate such an idea by
(i) constructing an analytical model of the GWs emit-
ted during late NS inspirals in ST theories,
(ii) calculating the response function of interferometric
detectors to such waves in the time- and frequency-
domains through the stationary phase approxima-
tion (SPA), and
(iii) carrying out a detailed, Bayesian parameter esti-
mation and model-selection study, assuming a GW
detection with second-generation detectors (in the
currently-planned configuration).
One of our main results is the following:
GWs emitted in the late inspiral of NS bi-
naries can be used to place constraints on
ST theories that are comparable to binary
pulsar ones, provided at least one binary
component is sufficiently compact to be al-
ready spontaneously scalarized by the time
the emitted GWs enter the detectors’ sen-
sitivity band.
Second-generation detectors, like aLIGO, aVirgo, and
KAGRA, will be sensitive to GWs emitted by binaries
with orbital frequencies above∼ 5 Hz. If a NS in a binary
is sufficiently compact, for a given EoS and value of βST,
3to be already spontaneously scalarized by the time the
binary crosses this frequency threshold, then a GW ob-
servation consistent with GR can be used to rule out the
existence of dipole radiation and constrain the magnitude
of βST. For example, given a polytropic EoS and a NS
binary with (gravitational) masses (1.4074, 1.7415)M⊙, a
single GW observation consistent with GR at a signal-to-
noise ratio (SNR) of 15 would allow us to place the con-
straint βST & −4.5. This constraint is similar in strength
to that obtained with current binary pulsar observations
and polytropic EoSs [12], but it is complementary in that
it derives from sampling the dynamical and non-linear
regime of the gravitational interaction.
Another main result of this paper is the following:
Dynamical scalarization in the late inspiral
of NS binaries will be difficult to constrain
with GWs, unless the system scalarizes at
a low enough orbital frequency (i.e. large
enough orbital separation) that a sufficient
amount of SNR is accumulated while the
ST modifications are active.
Reference [22] proved that an abrupt activation of dipo-
lar radiation can only be observed with GWs emitted by
binaries if it occurs at an orbital frequency well below
50Hz, assuming an aLIGO type detector and an SNR of
10. Such a threshold frequency corresponds to an orbital
separation larger than roughly 35m, where m is the total
mass of the NS binary, or alternatively, ≈ 150 km for
a binary with total mass 3M⊙. Dynamical scalarization
at such large separations only happens for quite specific,
finely tuned binary systems given realistic NS EoSs and
values of βST not already ruled out by binary pulsar ob-
servations [12]. In this analysis, only three systems, out
of a total of 80 examined, underwent dynamical scalariza-
tion at orbital frequencies below 100 Hz. Of these three,
only one exhibited ST effects that were strong enough to
detect with aLIGO at an SNR of 15.
We additionally analyze whether another signature of
dynamical scalarization – an early plunge once the scalar
field activates – is detectable with aLIGO-like detectors.
We find that:
Early plunge and merger due to dynam-
ical scalarization is detectable for certain
frequency ranges using model-independent
templates.
We modeled the early plunge through a toy model, a
Heaviside truncation of the GW Fourier amplitude. For
this truncation to be detectable, we find that it must oc-
cur between orbital frequencies of roughly 45 Hz and 150
Hz, assuming an SNR 15 if no truncation was present.
For plunges that occur at lower frequencies, not enough
signal would be present in the detector’s sensitivity band
to lead to a detection in the first place. For plunges that
occur at higher frequencies, the detector’s noise is already
large enough that such a plunge is difficult to detect.
The analysis described above required a Markov-Chain
Monte-Carlo (MCMC) mapping of the likelihood surface
to obtain posteriors and Bayes factors (BFs) between a
GR and a non-GR model, given a scalarized GW injec-
tion, all of which is computationally expensive. Thus,
another important result of this paper is the following:
We re-derive a computationally inexpen-
sive, data analysis measure to determine
whether modified gravity effects are de-
tectable, which we call the the effective cy-
cles of phase. For the first time, we connect
this quantity directly to the Bayes factor.
We find that roughly 4 cycles are needed for
a modified gravity effect to be detectable at
SNR 15.
First derived in [23], the effective cycles are defined as
a certain noise-weighted integral of the GW amplitude
and the phase difference between a GR and a non-GR
inspiral. This measure is inspired by the useful cycles
of phase, introduced in Ref. [24], but it differs from this
quantity in that the BF can be estimated analytically
in terms of effective cycles. Therefore, the effective cy-
cles are directly connected to an important data analysis
measure of detectability in model hypothesis testing.
The effective cycles are a noise-weighted dephasing
measure that is ideal for studying the distinguishability
between models. A non-noise-weighted dephasing is not
a good measure, in spite of being often used in theoret-
ical studies, e.g. [25–27]. The effective cycles take into
account the fact that, for departures from GR to be de-
tectable, they must occur in a frequency range in which
sufficient SNR is accumulated. This is particularly dif-
ficult for GR departures that only become significant at
kHz frequencies.
Another question that arose while we carried out this
analysis was whether custom-made waveforms are neces-
sary to detect the effects of ST gravity, or whether model-
independent templates are sufficient. This question, of
course, is SNR dependent, and as explained above, dy-
namical scalarization is not easily measurable with the
SNRs expected in advanced detectors, except in a few
cases. Moreover, it is very difficult to develop analytical
templates that accurately model the effects of dynamical
scalarization. We therefore consider the detectability of
spontaneous/induced scalarization effects with custom-
made versus model-independent templates, and obtain
the following result:
More complicated, model-dependent tem-
plates are found to be comparably efficient
at detecting GR deviations as the simplest,
model-independent waveforms one can con-
struct.
As a proxy for model-independent templates, we use
the parameterized post-Einsteinian (ppE) approach of
Ref. [28]. The simplest version of such waveforms in-
clude only leading post-Newtonian (PN) order modifica-
tions to GR in the waveform; thus, they do not contain
4the precise PN sequence of terms that a custom-made
ST theory template (or signal) would possess. This addi-
tional structure should allow custom-made templates to
be more effective at detecting GR deviations present in
the signals they are designed to capture. The enhance-
ment leads to an increased detection efficiency at very
high SNR, but negligible effects for signals with SNR’s
we expect to observe. Additionally, we find that more
complicated ppE templates, such as those that include
a step-function in the phase to activate a modified grav-
ity effect above a certain frequency, are as effective as
the simplest ppE models at detecting ST-type GR devia-
tions. These results are consistent with those in Ref. [29].
The rest of this paper presents the details of the results
described above and is organized as follows. In Sec. II,
we give an introduction to the non-GR models of inter-
est in this paper. Next, in Sec. III, we describe in detail
the methods we used to develop the waveforms tailored
to these models. Then, in Secs. IV and V, we address
the question of detectability using effective cycles and a
Bayesian analysis respectively. In the final section of this
paper, Sec. VI, we conclude and point to future research.
Throughout this paper, Latin letters refer to spatial in-
dices, Greek letters refer to space-time indices, and we
use geometric units in which G = c = 1. Additionally,
all masses quoted refer to gravitational mass and, unless
otherwise specified, we employ the term “spontaneously
scalarized” binary (or signal) to refer to binaries (or sig-
nals arising from binaries) whose components undergo
spontaneous or induced scalarization. We do so because
a necessary condition for induced scalarization to happen
is the presence of at least one spontaneously scalarized
star. The term “dynamically scalarized” binary (or sig-
nal) will denote binaries (or signals arising from binaries)
that undergo dynamical scalarization.
II. INTRODUCTION TO SCALAR-TENSOR
THEORIES
In this section, we briefly describe the theory we will
study. Initially presented in Ref. [13, 14], this theory has
recently been revisited in the context of compact binary
inspirals and mergers in Ref. [15, 17, 21]. Here, we review
the basics of this theory, following mainly the presenta-
tion of Ref. [17].
A. Basics
Generic ST theories are defined by the Jordan-frame
action
S =
∫
d4x
√−g
2κ
[
φR − ω(φ)
φ
∂µφ∂
µφ
]
+ SM [χ, gµν ] ,
(1)
where κ = 8piG, φ is a scalar field, R is the Ricci scalar
associated with the Jordan-frame metric, gµν , and χ are
additional matter degrees of freedom that couple directly
to the metric.
The function, ω(φ), defines the particular ST theory
in play (in some cases there is also a potential function,
V (φ), but here this potential is set to zero). For ex-
ample, Fierz-Jordan-Brans-Dicke (FJBD) theory [30–32]
is defined by this action with ω(φ) = ωBD = const. In
this paper, we will consider the class of theories studied
in [13, 14], which are defined by the action of Eq. (1) with
ω(φ) = −3
2
− κ
4β logφ
, (2)
where β is a dimensional constant, related to the di-
mensionless coupling constant of the theory, βST, by
β = (4piG)βST. The asymptotic value of φ at spatial
infinity, together with the value of βST, controls the mag-
nitude of the modifications to GR.
The Jordan-frame action of Eq. (1) can be rewritten
in the “Einstein frame” via
S =
∫
d4x
√
−gE
(
RE
2κ
− 1
2
gµνE ∂µψ∂νψ
)
+ SM
[
χ, gEµν/φ(ψ)
]
, (3)
where the Einstein-frame metric is related to the Jordan-
frame one via gEµν = φ gµν . The Einstein-frame scalar
field ψ is related to its Jordan-frame counterpart via(
d logφ
dψ
)2
=
2κ
3 + 2ω(φ)
. (4)
In the theories of interest in this paper, this differential
equation can be solved to obtain
φ = exp
(−βψ2) , (5)
choosing ψ = 0 when φ = 1. Using this equation in
Eq. (4), one finds
ψ[ω(φ)] =
1
2|β|
[
2κ
3 + 2ω(φ)
]1/2
. (6)
In the Einstein frame, the field equations for the metric
and the equations of motion for the scalar field are
GEµν = κ
(
Tψµν + T
M,E
µν
)
, (7)
Eψ = −βψTM,E , (8)
where we have defined
Tψµν = ∂µψ∂νψ −
1
2
gEµνg
αβ
E ∂αψ∂βψ , (9)
and TM,E is the Einstein-frame trace of TM,Eµν = T
M
µν/φ,
the matter stress-energy tensor in the Einstein frame.
Because of the field redefinition to Einstein-frame vari-
ables, the stress-energy tensor conservation ∇µT µνM = 0
becomes
∇Eµ T µνE = βψTEgµνE ∂µψ , (10)
5which also follows from the field equations (7) and (8).
This equation implies, in particular, that test particles
(i.e. point particles with negligible mass) do not follow
geodesics of the Einstein frame metric gEµν , although they
do follow geodesics of the original Jordan-frame metric
gµν . This means that the weak equivalence principle (i.e.,
the universality of free fall for weakly gravitating bodies)
is satisfied in these theories. Nevertheless, as will be-
come clearer in the next section, the strong version of
the equivalence principle (i.e. the universality of free fall
for strongly gravitating bodies) is not satisfied in scalar
tensor theories. This is because of the presence of “scalar
charges” for strongly gravitating bodies, whose appear-
ance can be ultimately traced to the right-hand side of
Eq. (10) having a non-zero value.
Solar System tracking of the Cassini spacecraft implies
the constraint wBD > wCassini ≡ 4×104 [33, 34] on FJBD
theory. Because the class of ST theories that we consider
reduces to FJBD in the Solar System (with ωBD = ω0
related to the the asymptotic value of ψ, which we de-
note by ψ0, via Eqs. (2) and (5)), this translates into the
bound
ψ0 ≡ 1
2|β|
(
2κ
3 + 2ω0
)1/2
. 1.26× 10−2G
1/2
|β| . (11)
Binary pulsar observations of the orbital decay rate
also constrain the theory, since dipolar radiation would
greatly accelerate the inspiral [12, 35]. These observa-
tions require that βST & −4.75 [12], but as discussed in
the introduction, this constraint depends on which EoS
is used [21].
B. Time-Domain Scalar Charges
Given a binary system that consists of two bodies of
masses m1 and m2, the evolution of the GWs emitted
by this binary will depend on the scalar charges of the
two bodies, α1 and α2. In turn, these charges depend on
βST ≡ β/(4piG), but also on the NS compactness C and,
in a binary in quasi-circular motion, on the (magnitude
of their) orbital velocity v (equivalently, their separation
or their orbital frequency). It is therefore necessary to
have a good analytic representation of these charges as a
function of βST, C, and v, in order to construct accurate
SPA templates.
The scalar charges are defined by [13]
αA = − 1√
4piG
∂ lnmEA(ψ)
∂ψ
, (12)
where mA(ψ) is the mass parameter that enters the
point-particle action in the Einstein frame. A related
quantity, the sensitivity, sA, can be similarly defined
by [36]
sA =
∂ lnmA(φ)
∂ lnφ
, (13)
wheremA(φ) is the mass parameter that enters the point-
particle action in the Jordan frame. These derivatives
are to be taken by keeping the baryonic mass fixed,
and the two masses are related via mEA = mAφ(ψ)
−1/2.
The sensitivities and the scalar charges are then related
by [17, 37, 38]
αA = − 2sA − 1√
3 + 2ω0
, (14)
where ω0 must be greater than 4×104 due to the Cassini
bound [33, 34].
In an FJBD theory with a given ωBD, the scalar charges
(and thus the sensitivities) are parameters determined
exclusively by the compact object’s EoSs. Will and Za-
glauer [39] found that in this theory the sensitivities are
in the interval (0.1, 0.3) for NSs, becoming 0.5 in the
black hole limit. Of course, the scalar charges in this the-
ory are much smaller than the sensitivities, as the former
are suppressed by ≈ ω−1/20 relative to the latter. Fixing
the EoS, the sensitivities depend only on the mass of the
object. Thus, since NS masses are expected to be in the
range (1, 2.5)M⊙, NS binaries have s1 ≈ s2, and dipole
radiation is suppressed [39]. Such suppression explains
why it would be difficult to observe or constrain dipole
radiation from GWs emitted during binary NS inspirals
within FJBD theory.
In the ST theories of Ref. [13, 14], however, the scalar
charges can be spontaneously/dynamically generated. In
this process of scalarization, the charges can be excited
once the gravitational energy of the system exceeds a
certain threshold. In isolation, this energy is simply pro-
portional to the NS compactness, C = M/R, the ratio
of the NS mass to its radius. When in a binary, this
energy is not only due to the individual compactnesses,
but also to the binding energy of the system, which scales
as m1m2/r12, with (m1,m2) the NS masses, and r12 the
orbital separation.
The behavior of the scalar charges during the inspiral
and plunge of a NS binary has so far only been calculated
semi-analytically in Ref. [17] for a polytropic EoS with
exponent Γ = 2 and maximum NS gravitational mass of
1.8M⊙, and these results have been validated by compar-
ing the binary’s orbital evolution to the fully non-linear
simulations of Ref. [15]. Using the results of Ref. [17],
Fig. 1 shows the scalar charge for the more massive star in
a NS binary system with (m1,m2) = (1.4074, 1.7415)M⊙
as a function of the dominant GW frequency f (twice the
orbital frequency for a quasi-circular binary) up to con-
tact for ST theories with βST = −3.0,−3.25,−3.5 and
−4.5.
As noted, the construction of an SPA waveform in ST
theories will require a parameterization of these scalar
charges as a function of βST, mA, and v. We desire an
analytic expression for the scalar charges because, when
calculating the Fourier transform of the GW phase in the
SPA, we need to analytically compute indefinite integrals
of functions of these charges. Thus motivated, we will use
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FIG. 1: (Color Online) The upper panel shows the scalar
charges for a 1.7415M⊙ NS with a 1.4074M⊙ companion, for
various values of βST and as a function of GW frequency. The
actual data is shown with symbols, and the fits to the data
by the different line styles. In the lower panel, we plot the
percentage error between the data and the fits. Observe that
this error never exceeds ≈ 7%.
the following fitting function:
αA =
imax∑
i=0
a
(A)
i v
i , (15)
where v ≡ (pimf)1/3, with f the dominant GW frequency
(twice the orbital frequency) and the coefficients a
(A)
i are
functions of (mA,m, βST). We further expand these co-
efficients as polynomials:
a
(A)
i =
jmax∑
j=0
kmax∑
k=0
ℓmax∑
ℓ=1
(a
(A)
ijkℓ) (−βST)ℓmjAmk (16)
The more terms kept in the sum, of course, the more
closely the function approximates the numerical data.
We find empirically that the choice imax = lmax = 2 and
jmax = kmax = 3 suffices for our purposes, which leads to
2× 3× 3 = 18 fitting coefficients at each PN order.
We use the fitting function described above to fit for
the scalar charges as a function of v. First, we use the
data from Ref. [17] to numerically construct αA as a func-
tion of v, from a GW frequency of 10 Hz (the beginning
of the aLIGO sensitivity band) up to contact, with a
fine discretization, for 37 systems with different masses
(m1,m2) and values of βST. Each of these data sets is
slightly noisy in the low-frequency regime due to small
numerical errors, so before proceeding, we smooth each of
them with a moving average algorithm using the nearest
ten neighbors.
When carrying out the fits, we do not use the full do-
main of the data (from f = 10 Hz to contact), but rather
restrict attention to the low velocity regime. As found in
Ref. [40–42], when fitting numerical data to a PN func-
tion, the high velocity regime should not be included in
the numerical data. This is because this regime would
contaminate the fitting coefficients, as they attempt to
capture both the low and high velocity behavior of the
function. Moreover, one should not use a very high PN
order fitting function, as the high PN order terms would
contaminate the low-PN order ones. For these reasons,
we choose imax = 2 and fit in the region (10, 800) Hz,
which we found empirically to yield robust results, as we
will show below.
Finally, in doing the fits, we have neglected
scalar charges that undergo dynamical scalarization
(i.e. charges that are close to zero when the binary enters
the LIGO band at an orbital frequency of 5 Hz, and then
grow very quickly later in the inspiral) for the following
reason. The SPA calculation requires that we bivariately
Taylor expand all quantities in both v ≪ 1 and in the
GR deviation parameter, which in the ST case is αA. Al-
though αA ≪ 1 during the inspiral, dαA/d ln v > 1 at a
certain frequency, around f = 300 Hz for the cases con-
sidered in Fig. 2. Thus, during dynamical scalarization,
one should not expand in derivatives of αA, which makes
any analytic treatment very difficult. Third, a polyno-
mial in velocity is ill-suited for representing scalar charges
that undergo dynamical scalarization. If one insisted on
using such a fitting function, then the coefficients a
(A)
i
would grow by factors of 103 with increasing i. Such a
highly divergent behavior of the fitting coefficients ren-
ders any subsequent PN expansion useless.
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FIG. 2: (Color Online) Logarithmic derivative of the scalar
charges with respect to velocity as a function of GW frequency
for a NS binary with masses (m1,m2) = (1.4074, 1.7415)M⊙
computed with the numerical results presented in Ref. [17].
Observe that the derivative of the charge in the βST = −4.25
case rises very rapidly around f = 300 Hz, rapidly exceeding
unity. On the other hand, the derivative in the βST = −4.5
case remains smaller than unity during the entire inspiral.
Given this, we fit Eq. (15) independently to each set
of clean data corresponding to a particular value of βST
rather than fitting all the data with the same set of co-
efficients at the same time. We proceed this way be-
cause the scalar charges for larger values of |βST| (i.e.,
7βST = −4.5) are much larger than, for example, the
charges at βST = −3.5. This, paired with our lack of
data for values of |βST| < 3.0 and the sparseness of the
data in (m1,m2) space, causes our algorithm to generate
poor fits for small values of βST. In particular, the fitting
function obtained by simultaneously fitting all the data
does not monotonically approach zero as βST → 0. We
therefore arrive at a set of n = 18 coefficients at each PN
order for each different value of βST. Figure 1 shows the
fitted function and the numerical data for several values
of βST, where note the error in the fit never exceeds 7%
in the frequency window [10 : 103] Hz.
III. DEVELOPING WAVEFORMS FOR
SCALAR-TENSOR THEORIES
In this section, we describe how to construct the time-
domain response of the aLIGO detectors to impinging
GWs. We use the restricted PN approximation, follow-
ing mostly the presentation in Ref. [43, 44]. We then
construct the frequency domain, SPA waveforms from
these time-domain functions, and discuss their regimes
of validity.
A. Time-Domain Response
The response of a GW interferometer to a signal can be
computed by investigating how the metric perturbation
affects the geodesic deviation. Doing so, one finds [45, 46]
h(t) = F+h++F×h×+Fbhb+FLhL+Fsehse+Fsnhsn . (17)
The quantities (F+, F×, Fb, FL, Fse, Fsn) are beam or an-
gular pattern functions that depend on the geometry of
the detector [see e.g. Eqs.(2)–(7) in Ref. [44]]. The quan-
tities (h+, h×, hb, hL, hse, hsn) are the six possible GW po-
larizations in a generic theory of gravity: the plus-mode,
the cross-mode, the scalar “breathing” mode, the scalar
“longitudinal” mode, and the two vector modes. Recall
that GR, being a massless spin-2 theory, has only two
propagating degreees of freedom.
The waveform polarizations can be computed from the
trace-reversed metric perturbation in the far-zone (at a
distance much greater than a GW wavelength from the
center of mass of the binary) via
h+ = e
+
ij
(
P imP
j
l h¯
ml − 1
2
P ijPmlh¯
ml
)
, (18)
h× = e
×
ij
(
P imP
j
l h¯
ml − 1
2
P ijPmlh¯
ml
)
, (19)
hb =
1
2
(
Nˆjkh¯
jk − h¯00
)
, (20)
hL = Nˆjkh¯
jk + h¯00 − 2Nˆjh¯0j , (21)
hsn = e
x
k
[
P kj
(
Nˆih¯
ij − h¯0j
)]
, (22)
hse = e
y
k
[
P kj
(
Nˆih¯
ij − h¯0j
)]
, (23)
where we use multi-index notation Nˆ l1...ln = Nˆ l1 · · · Nˆ ln .
Here, Nˆ i is a unit vector pointing from the source to the
detector, Pij = δij − Nˆij is a projection operator orthog-
onal to Nˆ i, and exi and e
y
i are basis vectors orthogonal
to Nˆ i. If we choose a coordinate system defined by the
triad (ˆii, jˆi, kˆi), such that Nˆ i is given by
Nˆ i = sin ι jˆi + cos ι kˆi , (24)
then
eix = −iˆi , (25)
eiy = cos ι jˆ
i − sin ι kˆi , (26)
e+ij =
1
2
(
eyi e
y
j − exi exj
)
, (27)
e+ij =
1
2
(
exi e
y
j + e
y
i e
x
j
)
, (28)
where ι is the inclination angle, such that LˆiNˆi = cos ι,
with Lˆi the unit orbital angular momentum vector.
The ST theories of Ref. [13, 14] have, in principle, three
propagating GW modes: the two transverse-traceless
modes (h+ and h×) and the breathing mode (hb). In
the Eardley, et al classification [47], these modes corre-
spond to the excitation of the Newman-Penrose scalars
Ψ4 and Φ22. One can show [15], however, that Φ22 is
proportional to ψ0 (or alternatively to ω
−1/2
0 ) to leading
order in a ψ0 ≪ 1 expansion; Ψ4 is, of course, indepen-
dent of ψ0 to leading order. Thus, the effect of hb in the
response h(t) is subleading in ψ0 relative to the effect of
h+ and h× [15]. In fact, this is exactly the same as in
standard FJBD theory [48, 49]. Even if this were not
the case and the response to the breathing mode were
not suppressed as 1/
√
ω0, the detectability of this mode
would require a network of detectors [44, 50–53]. Given
this, we will neglect the breathing mode in the response
function.
B. Time-Domain Waveform
and the Restricted PN Approximation
As explained above, the interferometer response is
dominated by the plus- and cross-polarized metric per-
turbations, h+(t) and h×(t), which must be obtained by
solving the modified field equations in the PN approxi-
mation. In the far-zone, these waves can be written as
the following PN sum:
h+,×(t) =
2Gηm
DL
x(t)
+∞∑
p=0
x(t)p/2H
(p/2)
+,× (t) , (29)
where DL is the (luminosity) distance from the source to
the detector, η = m1m2/m
2 is the symmetric mass ratio,
and recall thatm = m1+m2 is the total mass, and x(t) =
8[2piGeffmF (t)]
2/3 is the (time-dependent) PN expansion
parameter of leading O(1/c2), with F (t) the orbital fre-
quency. Notice that x depends on Geff ≡ G(1 + α1α2),
because in these theories the Newtonian force of attrac-
tion between two bodies, and thus, Kepler’s third law of
orbital motion, takes on the usual Newtonian expression,
but with the replacement G→ Geff [13, 39]. Recall that
α1 and α2 are the scalar charges of NSs, which depend
on the internal structure of the bodies and on the grav-
itational binding energy of the system, as discussed in
Sec. II B.
The time-functions H
(p/2)
+,× can always be written in
terms of an amplitude (A
(p/2,n)
+,× (t) or B
(p/2,n)
+,× (t)) and the
binary’s orbital phase φ(t):
H
(p/2)
+,× =
∞∑
n=0
(
A
(p/2,n)
+,× cosnφ+B
(p/2,n)
+,× sinnφ
)
. (30)
To leading PN order (keeping only the p = 0 term), the
oscillating part of Eq. (29) reduces to
h+(t) = 2A(t)
(
1 + cos2 ι
)
cos 2φ(t) , (31)
h×(t) = −4A(t) cos ι sin 2φ(t) . (32)
Here we have defined the time-dependent amplitude
A(t) = −M
DL
[2piGmF (t)]2/3 , (33)
withM = η3/5m the chirp mass, and ι is the inclination.
Notice that this is functionally exactly the same result as
in GR, because, as discussed in Sec. III A, ST corrections
to the amplitude scale as ψ0, and are thus subleading.
The restricted PN approximation consists of approxi-
mating the time-domain waveform by the leading PN or-
der terms in the waveform amplitudes, without restrict-
ing the PN order in the waveform phase. That is, one
keeps only the leading, p = 0 term in Eq. (29), thus ob-
taining Eqs. (31) and (32), but as many PN terms as one
wishes in the orbital phase φ(t). Such an approximation
is reasonable in a first analysis because interferometric
detectors are much more sensitive to the phase of the
response than the amplitude.
The plus- and cross-polarized metric perturbations in
ST theories, and thus the time-domain interferometric re-
sponse, are different from those predicted by GR mainly
because of the temporal evolution of the orbital phase.
The phase can be obtained by integrating the expression
φ¨ = 2piF˙ = 2pi
dEb
dt
(
dEb
dF
)−1
(34)
twice, where Eb is the gravitational binding energy. By
the balance law, dEb/dt must equal (minus) the lumi-
nosity L of all propagating degrees of freedom in the far-
zone. In GR, the only energy loss is due to the emission of
GWs, but in ST theories one must also account for dipo-
lar radiation induced by the propagation of the scalar
mode:
L = G
3
η2 (α1 − α2)2 x4 + 32
5
Gη2x5 , (35)
where the first term is due to dipole radiation and the
second due to quadrupolar radiation. We then see that
ST theories modify the evolution of the orbital phase,
which is precisely the component of the interferometric
response that detectors are most sensitive to.
C. Fourier Response
and the Stationary Phase Approximation
In GW data analysis, one uses the Fourier transform of
the response function (the Fourier response), instead of
the time-domain response. In computing the frequency-
or time-domain response, one can effectively neglect the
time-dependence of the beam pattern functions. These
are induced by the rotation and motion of the Earth,
which occurs on a time-scale much longer than the du-
ration of the GW signal, which is typically less than 20
minutes for the signals that fall in the sensitivity band
of second-generation, ground-based detectors, such as
aLIGO, aVirgo, and KAGRA. Thus, the Fourier response
can be written as
h˜(f) =
∫ ∞
−∞
dt e2πift [F+h+(t) + F×h×(t)] , (36)
where (F+, F×) are effectively constant.
Using the restricted PN approximation [Eqs. (31)
and (32)], we can rewrite the Fourier response of Eq. (36)
as
h˜(f) =
∫ ∞
−∞
dt e2πiftA(t) [QC cos 2φ(t) +QS sin 2φ(t)] ,
(37)
where we have defined the cosine- and sine-projected
beam-pattern functions
QC = 2
(
1 + cos2 ι
)
cos 2ΨF+ − 4 cos ι sin 2ΨF× , (38)
QS = 2
(
1 + cos2 ι
)
sin 2ΨF+ + 4 cos ι cos 2ΨF× , (39)
with Ψ the polarization angle. For binary systems that
are in a quasi-circular orbit and whose binary compo-
nents are not spinning, the inclination angle and QC,S
are all constant. The quasi-circular and non-spinning
approximations are sufficient for our analysis because
most NS binaries are expected to have circularized and
spun-down by the time they enter the sensitivity band of
second-generation, ground-based detectors.
The integral in Eq. (37) that defines the Fourier re-
sponse falls in the class of generalized Fourier integrals.
When the integrands have a stationary point, namely a
time t0 at which φ˙(t0) = pif , the integral can be ap-
proximated via the method of steepest descent, which
to leading order reduces to the SPA [43, 54]. For this
approximation to hold, the amplitude of the integrand
9must be slowly-varying, while the phase must be rapidly
oscillating, such that the integral is non-vanishing only
in a small neighborhood around the stationary point.
Within the SPA, the integral in Eq. (37) reduces to
h˜(f) = A˜f−7/6eiΨ(f) , (40)
where f is the Fourier or GW frequency (twice the orbital
frequency), the Fourier amplitude is a constant given by
A˜ ≡ −
(
5
384
)1/2
pi−2/3
M5/6
DL
(QC + iQS) , (41)
and the Fourier phase must be computed from [43, 55]
Ψ(f) = 2pi
∫ f/2
dF ′
(
2− f
F ′
)
F ′
F˙ (F ′)
. (42)
This expression makes it clear that the dominant ST
modifications to the Fourier response are due to modi-
fications to the rate of change of the orbital frequency.
D. SPA Templates in Scalar-Tensor Theory
We now follow the analysis of the previous subsection
and provide explicit formulas for the Fourier transform
in the SPA of restricted PN waveforms in ST theories
to 1PN order. We first focus on the binding energy and
its rate of change. The former is presented in Eq. (6.4)
of Ref. [38] in terms of the individual masses and ve-
locities of the system. One can transform the binding
energy to relative coordinates, through the mapping in
Eqs. (6.9)–(6.11) of the same paper. The rate of change
of the orbital binding energy is equal to the energy flux
carried by all propagating degrees of freedom by the bal-
ance law. This quantity is presented in Eqs. (6.16) and
(6.17) of Ref. [38] in relative coordinates.
The ST theory-modified version of Kepler’s third law
of motion can be computed by solving |ai| = r12ω2 in
a PN expansion for r12, the relative orbital separation,
using also that |vi12| = r12ω, where recall that we are
considering only binaries in quasi-circular orbits. The
relative acceleration ai is given in Eq. (1.4) and (1.5) of
Ref. [38], where ω is the orbital angular velocity. We find
that
r12 =
m
x
{(
1 +
1
3
α1α2
)
+ x
[(η
3
− 1
)
+
1
3
α1α2 (η − 1)
]
+O(x2, α4A)
}
, (43)
where we have set ψ0 = 0, as this quantity is constrained
to be less than 10−2 by current observations.
With the above modified version of Kepler’s third law,
one can rewrite the binding energy and its rate of change
as a function of the PN expansion parameter. Using the
definition of Eq. (34), the rate of change of the orbital
frequency is then
F˙ =
1
2
η
pim2
x9/2 (α1 − α2)2
+
48
5
η
pim2
x11/2
{
1 +
1
576
[
(−15− 35η)α21
+
1
576
(35η + 63)α1α2 + α1α
′
1
(
5
144
ν − 5
48
)
−α1α′2
(
5
144
ν +
43
48
)
+ 1→ 2
]}
+O(x6, α4A) , (44)
where α′A := dαA/d ln v. The first term in this expression
corresponds to dipolar radiation, while the second one is
the usual quadrupolar radiation term of GR. Notice that
both are corrected by terms proportional to the scalar
charges, due to the modification to Kepler’s third law.
With all of this at hand, we can now compute the
Fourier phase in the SPA through Eq. (42). In Sec. II B,
we fitted αA through Eq. (15), which can be rewritten as
αA = cA + dAv + . . . , (45)
identifying a
(A)
0 with cA and a
(A)
1 with dA, which are
themselves functions of mA, m, and βST. Finally, we find
Ψ(f) = 2piftc − φc − pi
4
+
3
128ηv5
[
− 5
168
(c1 − c2)2 v−2
− 8400
109489
(c1 − c2)(d1 − d2)v−1 + . . .
]
. (46)
We see that the main modifications to the Fourier re-
sponse in the SPA is due to the scalar charges, which
induce a dipole correction to leading order. We have
checked that the dipole term is exactly what one obtains
in FJBD theory, when one rewrites c1,2 in terms of the
sensitivities s1,2.
The ST-modified Fourier response described above is
only valid for systems of unequal mass. In the case of
equal-mass binaries, the −1PN and the −0.5PN terms in
Eq. (46) vanish, because then s1 = s2. In such a system,
the lowest PN order correction to the Fourier phase enters
at 0PN order. Henceforth, we only use the ST-modified
SPA for analysis of binaries whose component masses are
unequal.
E. Comparison of SPA Phase to Numerical Phase
We can now validate the SPA model of the previous
subsection by comparing it to the Fourier transform of
the time-domain numerical solutions for the GWs pre-
sented in Ref. [17]. Before we do so, we define the mea-
sure we will use for such a validation: the dephasing ∆Ψ.
This quantity is defined as
∆Ψi = mintc,φc |ΨGR −ΨST| , (47)
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where ΨGR is the Fourier phase in GR, ΨST is the Fourier
phase in ST theories, and the subindex i labels four dif-
ferent strategies we employ to evaluate ΨGR and ΨST
as described below. This measure requires minimization
over time and phase of coalescence, i.e. over a constant
time and phase shift. Such a minimization is required to
compare different template families, e.g. a time-domain
waveform to a frequency-domain one.
In order to validate the SPA model of the previous
subsection, we will evaluate the dephasing of Eq. (47) in
four different ways:
1. Numerical: ΨGR and ΨST are given by the
Fourier transforms of the time-domain GW data
of Ref. [17], minimizing the difference over phase
and time of coalescence.
2. -1 PN: ΨST is given by Eq. (46), keeping only the
leading PN term (the −1PN term).
3. -0.5 PN: ΨST is given by Eq. (46), keeping the
leading and first subleading PN terms (the −1 and
the −0.5PN terms).
4. 0 PN: ΨST is given by Eq. (46), keeping terms up
to Newtonian order (the −1, −0.5 and 0PN terms).
In all NPN cases, ΨGR is the GR Fourier phase in the
SPA, for example given in Ref. [28, 56]. By compar-
ing the numerical dephasing to the NPN ones, we will
validate the SPA templates constructed in the previous
subsection.
Such a comparison is carried out in Fig. 3. The solid
line is the numerical dephasing, while the dotted lines
are the NPN dephasings in the SPA. Observe that the
SPA dephasing at −0.5PN order is a better approxima-
tion than keeping the dephasing to 0PN or −1PN order,
relative to the numerical dephasing. We will therefore
truncate the fit to the scalar charges at −0.5PN order for
the rest of this paper (i.e, we keep only two ST PN cor-
rections) and model the ST SPA templates by Eq. (46),
without ST higher-order PN terms.
F. ppE Waveforms
Before proceeding with a detailed data analysis study,
we map the SPA templates of Sec. III D to the ppE
templates constructed in Ref. [28]. The ppE family is
a theory-independent set of templates, designed to cap-
ture model-independent deviations from GR with GW
observations. This family is constructed by introducing
parameterized modifications to both the binding energy
and the energy balance equations of GR. Both types of
modifications lead to changes in the GW phase, which
can be described by introducing a small number of new
parameters into the GW template.
The full GW waveform for the coalescence of two com-
pact objects is typically split into three sections: inspi-
ral, merger, and ringdown. ppE templates have been
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FIG. 3: (Color Online) Dephasing between a GR and ST sig-
nal as a function of GW frequency, calculated using both the
numerical Fourier phases (solid) and the SPA Fourier phases
(dotted curves) for a binary with masses (1.4074, 1.7415)M⊙
and βST = −4.5. The ST SPA phases were calculated to
various PN orders.
developed for all three phases, but in this paper we are
interested only in the inspiral portion. The latter can
be defined as the part of the waveform that is generated
before the two bodies plunge into each other. The defini-
tion of the end of inspiral is somewhat arbitrary, but we
follow typical conventions and define the transition from
inspiral to merger as occurring at the innermost stable
circular orbit of the system in center of mass coordinates
(or alternatively at contact). In any case, the merger
of NS binaries occurs at the very high frequency end of
aLIGO’s sensitivity band, almost outside of it altogether.
The simplest, quadrupole ppE inspiral templates have
the form
h˜(f) = h˜GR · (1 + αppEua)eiβppEub , u = (piMf)1/3,
(48)
where h˜GR is the Fourier response in GR. These simple
ppE waveforms contain an additional amplitude term,
αppEu
a, and an additional phase term, βppEu
b, relative to
GR. We refer to αppE and βppE as the strength parameters
of the ppE deviations, and to a and b as the exponent
parameters.
These ppE waveforms cover all known inspiral wave-
forms from specific alternative theories of gravity [57]
that are analytic in the frequency evolution of the GWs.
Some specific examples are discussed in Ref. [7]. They
can not, however, perfectly match the signals generated
by the theories of interest in this paper. For the case
of induced/spontaneous scalarization, Sec. III E showed
that one needs two ST PN corrections to the SPA phase
(i.e. a −1PN and a −0.5PN term), while the simplest
ppE model includes only one. For the dynamically scalar-
ized case, the corrections to the Fourier response are very
abrupt (almost a step function), which cannot be cap-
tured with a single PN term. In spite of this, we will see
that the ppE model is quite adequate at detecting a ST
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deviation, provided the deviation is strong enough to be
detectable in the first case.
IV. DETECTABILITY OF SCALAR-TENSOR
DEVIATIONS THROUGH AN EFFECTIVE
CYCLES APPROACH
In this section, we carry out the first of a two-part
data analysis investigation to determine the detectability
of ST deviations in GWs emitted during the late inspi-
ral of NS binaries. We first construct a new, computa-
tionally inexpensive data analysis measure to determine
when a GR deviation is sufficiently loud for detection
with aLIGO-type detectors. We then use this measure on
ST signals and ppE signals to estimate their detectability.
A. Useful and Effective Cycles of Phase
Model hypothesis testing, i.e. the determination of
whether model A or B is better supported by some data,
usually requires a detailed Bayesian analysis through
MCMC techniques that map the likelihood surface and
the posterior distributions of template parameters in or-
der to calculate BFs1. Such studies are computationally
expensive, and it is therefore desirable to construct a sim-
ple and computationally inexpensive measure for accom-
plishing similar goals. The construction of this measure
is the topic of this section.
We first describe a quantity that has been used in the
literature as a stand-in for the importance of a particular
GW phase term [24]: the useful cycles, Nu. This quantity
is defined in [24] as
Nu =
(∫ Fmax
Fmin
d ln f
a2(f)
Sn(f)
dφ
2pidf
)
×
(∫ Fmax
Fmin
d ln f
a2(f)
fSn(f)
)−1
, (49)
which is essentially a noise-weighted measure of the total
number of cycles of phase due to any particular term
in the phase evolution. In Eq. (49), a(f) is defined
1 The BF, assuming equal priors for the two competing theories,
is the odds that one theory is favored by the data over another
theory. For instance, a BF of 100 in favor of GR means that
there is a 100:1 “betting odds” that GR is the correct theory
given the data. In this paper, we are considering only nested
models. For example, GR is recovered from ppE templates when
the strength parameter βppE = 0. In this case, the BF can be
calculated from the Savage-Dickey density ratio, which compares
the prior weight at βppE = 0 to the posterior weight at that value.
The BF is then calculated via BF = p(βppE = 0|d)/p(βppE = 0).
If there is more posterior weight at this point than prior weight,
the model selection process favors GR.
by |h˜(f)|2 = A˜2(f) = N(f)a2(f)/f2, with N(f) =
(1/2pi)(dφ/d lnF ) = F 2/(dF/dt). The expression for Nu
can be re-expressed in terms of the characteristic strain
hc(f) =
√
fA˜(f) as
Nu = SNR2
(∫ Fmax
Fmin
h2c(f)
Sn(f)
1
N(f)
d ln f
)−1
. (50)
Thus, the number of useful cycles is equal to the har-
monic mean of N(f), with a weighting factor equal
to the SNR squared per logarithmic frequency interval,
∆SNR2(f) = h2c(f)/Sn(f).
The difference in the number of useful cycles between
waveform models is sometimes used as a proxy for the
detectability of the difference in the models (see eg.
Ref. [25–27]). One must be very careful when doing this
for two reasons. The first is made clear by re-writing
Eq. (49) in the form of Eq. (50). This re-casting of the
useful cycles shows that it is not permissible to simply re-
placeN(f) with ∆N(f), where ∆N(f) is the change that
is introduced by a particular modification to the phase.
In order to calculate Nu due to a change in the phase
evolution, it is necessary to calculate both Nu from the
original phase and from the changed phase, and then take
the difference. This is not a problem, per se - it is simply
an issue that must be kept in mind when calculating Nu
for a particular phase term.
A larger issue with Nu as a measure of detectability
is the murkiness of its connection with quantities such
as the BF, which are directly related to model selection.
The logarithm of the BF, as derived in Ref. [57], satisfies
logBF ∼ 1
2
(1− FF2)SNR2 +O[(1 − FF2)2] . (51)
We can use the following expression for the fitting factor,
FF, given two waveforms with the same amplitude A˜(f),
but with phases that differ by ∆Ψ(f):
FF = SNR−2 max
λa
(∫
h2c(f) cos(∆Ψ(f))
Sn(f)
d ln f
)
,
(52)
where the maximization is done over all system param-
eters λa. In the limit FF ∼ 1, i.e. for small deviations
from GR, these expressions can be combined to give
logBF ∼ 1
2
min
λa
∫
h2c(f)∆Ψ
2(f)
Sn(f)
d ln f +O(∆Ψ4) .
(53)
Given the above expression for the BF, a natural def-
inition for a computationally inexpensive data analysis
measure presents itself, the effective cycles of phase:
Ne = min
∆t,∆φ
[
1
2piSNR
(∫
h2c(f)∆Φ
2(f)
Sn(f)
d ln f
)1/2]
,
(54)
where ∆Φ ≡ ∆Ψ(f) + 2pif∆t − ∆φ, where ∆t and ∆φ
are an arbitrary time and phase shift respectively. As
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before, the dephasing is ∆Ψ = Ψ1(f) − Ψ2(f), where in
our case Ψ1 will be the Fourier phase of a GR signal and
Ψ2 the phase of a non-GR signal, e.g. for a ppE wave-
form, ∆Ψ(f) = βppEu
b. We define Ne with a (∆t,∆φ)-
minimization because the non-GR terms induce a modifi-
cation in the frequency and phase evolutions that renders
meaningless a direct comparison between time-shift and
phase-shift parameters in waveforms living in different
theories. Notice, however, that we do not minimize over
all parameters, as would be required to relate Ne to the
BF. A full minimization procedure is costly and it would
involve an MCMC analysis in general, while the mini-
mization with respect to only (∆t,∆φ) is inexpensive.
We can now see that this quantity is directly related
to model selection through the BF:
logBF ∼ 2pi2SNR2min
λa
N 2e . (55)
The effective cycles, Ne, as defined in Eq. (54), i.e. mini-
mized over (∆t,∆φ) only, give an upper limit to the BF.
The fully minimized Ne will in general be smaller than
Eq. (54) due to covariances between system parameters.
This means that Ne is not a perfect proxy for detectabil-
ity. That is, if Ne due to a particular term in the phase
is large, this may or may not mean that the term is de-
tectable. However, if Ne due to a particular phase term
is small, this does indicate that the term will not be de-
tectable.
The above is an alternative means of deriving the quan-
tity first derived in [23], which is there referred to as the
distinguishability/measurability. Up to some rearranging
of various factors, this quantity and the effective cycles of
phase are the same. The connection between this quan-
tity and the Bayes factor, though, is a new result.
How are the useful and effective cycles related? From
the definitions of Nu and Ne, it is clear that the former
gives the difference in the harmonic mean of the num-
ber of cycles, while the latter gives the root-mean-square
difference in the number of cycles. This is an impor-
tant difference - Ne is directly related to the BF in the
small deformation limit. For certain signals, however,
the difference can be shown to be a GR-modification de-
pendent constant factor. To see this, consider inspiral
GWs in the PN approximation both in GR and in ppE
form. The orbital phase φ(f) = 2pift(f) − Ψ(f) − pi/4
is a power series in v = (piMf)1/3, just like the Fourier
phase Ψ(f) in both GR and ppE theory. The logarith-
mic derivative, dφ/d ln f , preserves the structure of such
a power series, and so the PN series for Ψ(f) and for
N(f) differ only by b-dependent, order unity factors in
each of the coefficients. The relation between Ne and Nu
is shown in Fig. 4 and derived in Appendix B. Of course,
the useful and effective cycles defined here can be com-
puted given any form of phase evolution, and thus, they
are not restricted to phases in the PN approximation.
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FIG. 4: (Color Online) The ratio of effective cycles to useful
cycles, calculated as a function of b, for two fixed values of
βppE.
B. Useful and Effective Cycles as a Measure of
Detectability of General non-GR Effects
Now that we have introduced the concept of effective
cycles, we will use it to determine when a particular GR
deviation is detectable. In particular, we will determine
the number of useful and effective cycles that are needed
for ppE deviations to lead to a BF that favors the ppE
model.
We inject ppE signals with varying strength βppE pa-
rameters and exponent b parameters and then
(i) calculate Nu and Ne due to the ppE terms relative
to a GR signal (βppE = 0) and;
(ii) run an MCMC analysis to calculate the BF between
a ppE model and the GR model.
The second item requires the choice of a prior range for
each ppE strength parameter, which we choose to be
|βppE| ≤ 5 × 10−5 for b = −7, |βppE| ≤ 5 × 10−4 for
b = −6, |βppE| ≤ 5 for b = −5 and b = −4. These prior
ranges were derived by examining the results in Ref. [57]
and requiring that the deviations be detectable given a
GW signal with SNR ≈ 10.
Every injection in this study consists of a
(1.4074, 1.7415)M⊙, NS/NS, non-spinning binary,
with zero inclination angle, and with SNR ≈ 15, which
corresponds to a luminosity distance DL ≈ 50 Mpc.
We choose the zero-detuned, high-power spectral noise
density projected for aLIGO [58], stopping all integra-
tions at 1000Hz. This frequency is lower than the GW
frequency at which the NSs touch each other, which is
approximately between 1250 and 2000 Hz, depending on
the NS EoS.
Figure 5 shows the BF on a logarithmic scale versus
the absolute value of the number of effective (left panel)
and useful (right panel) cycles introduced by signals with
different ppE exponent parameters, starting at b = −7
(a −1PN term) and going up to b = −4 (a 0.5PN term).
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FIG. 5: (Color Online) BF in favor of a modification to GR versus the number of effective cycles (left) and useful (right) cycles
induced by that modification for different types of ppE corrections. For the b = −4 cases, the line labeled (-) corresponds to
a negative value for βppE, and the line labeled (+) corresponds to a positive value; all other injections had positive values for
βppE. Observe that the b dependence of the relationship between BF and Nu is the opposite of what one would expect.
Recall that ST theories lead to modifications at −1PN
order and higher and that a BF larger than 1 indicates
the data supports the non-GR model. Observe that de-
tectability occurs whenNu is between 0.1 and 1 and when
Ne is between 2 and 4 cycles of phase for most of the ppE
injections. This is not true, however, for the b = −5 case,
because of the almost perfect correlation between chirp
mass M and βppE when b = −5: a straight line in the
two-dimensional Mc–βppE plan similar to Fig. 6 in [29].
Because of this, a deviation from GR at the 0PN (Newto-
nian) level would have to be very large to be detectable,
as previously noted in Ref. [57].
Observe also in Fig. 5 the difference in detectability for
phase terms that accumulate either positive or negative
cycles of phase. As stated, Fig. 5 shows the absolute value
of the useful or the effective cycles of phase introduced
by each ppE term. For injections made with a positive
βppE, the actual sign of the cycles of phase is negative.
We used this type of injection for most of the lines in this
figure, but for the b = −4 case, we injected both positive
and negative values of βppE. We find that the positive
values are detected more easily than the negative values.
This effect can be understood by examining the pos-
terior distribution of βppE at b = −4, shown in Fig. 6 to-
gether with the posterior of βppE at b = −7. Observe that
the posteriors are not symmetric about βppE = 0. In the
case of b = −4, injecting a positive value of βppE results in
no posterior weight at βppE = 0 for much smaller values
of |βppE| than injecting a negative value. The asymmetry
in the posterior distributions can again be understood by
noting that βppE is correlated with the mass parameters,
which are, of course, forced to be positive.
Figure 5 also shows that the threshold in Ne for de-
tectability (e.g. the value of Ne at which the BF equals
10) is lower for terms that are of very high PN order.
Comparing the left and right panels of this figure, ob-
serve that the Nu threshold exhibits the opposite behav-
ior. The Ne threshold behavior is what one would expect
because high PN order terms have small covariances with
the ppE strength parameters and the system parameters.
It is therefore very difficult for a GR waveform to match
the phasing of these types of injections, while the op-
posite is true for low PN order ppE effects. This fact
illustrates the advantage of using Ne instead of Nu as a
measure of detectability: the log(BF) as a function of Ne
exhibits the expected behavior as b changes, but log(BF)
as a function of Nu shows the opposite behavior.
So far, the discussion has assumed a fixed SNR of 15,
but clearly the detectability of a GR deviation depends
on the SNR of the signal. To understand this, we per-
formed the same analysis as above but with b = −3 fixed
and signals of differing SNRs. The results are plotted
in Fig. 7, where observe that the number of effective cy-
cles necessary for a detection of a modification to GR
scales approximately as the SNR squared, as expected
from Eq. (55). That equation was derived assuming small
deviations from GR, but here we see that regardless of
the value of the ppE exponent, Eq. (55) is still approxi-
mately satisfied.
C. Useful and Effective Cycles as a Measure of
Detectability of ST Effects
We now apply what we have learned about effective
cycles to ST theories. First, we must discuss exactly
which signals we will analyze in detail. We employ data
from Ref. [17], which consists of 80 GW signals from NS
binaries with constituent masses ranging from approxi-
mately 1.4 to 1.7M⊙, and with βST ranging from −4.5 to
−3.0. Within this set, and for the polytropic EoS used in
Ref. [15, 17], some systems undergo spontaneous/induced
scalarization, while others dynamically scalarize. As al-
ready mentioned, we refer to signals from systems whose
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2, as predicted in
Eq. (55).
components undergo spontaneous/induced scalarization
as “spontaneously scalarized signals.” We do so because
a necessary condition for induced scalarization to hap-
pen is the presence of at least one spontaneously scalar-
ized star. The term “dynamically scalarized signals” will
denote those from dynamically scalarized binaries. The
strength and type of scalarization that occurs depends
sensitively on the constituent masses and the value of
βST.
We now wish to calculate the effective cycles Ne in-
duced by the ST corrections to investigate their de-
tectability. For the spontaneously scalarized cases, we
can compute Ne with the SPA waveforms, using for
∆Ψ(f) the terms in square brackets of Eq. (46). The in-
tegrated SPA dephasing is then minimized over (∆t,∆φ),
as explained in Eq. (54). For the dynamically scalarized
cases, we compute Ne with the Fourier transform of the
numerical time-domain data of Ref. [17], using for ∆Ψ(f)
the difference in the Fourier phases of a GR and a ST
numerical signal. We then again introduce parameters
(∆t,∆φ) and minimize the integrated dephasing with re-
spect to them to define Ne, as explained in Eq. (54).
The left panel of Fig. 8 shows the effective cycles as a
function of βST for both spontaneously and dynamically
scalarized cases, with the latter labeled with an upside-
down triangle. Different line styles correspond to systems
with different masses. The shaded region corresponds to
the region where one would expect BFs of between 1 and
10, given the results of Fig. 5. Modifications that lead
to effective cycles above this shaded region may then be
detectable with an aLIGO instrument.
Several features of this figure are worth discussing
in more detail. First, observe that almost all of the
detectable cases correspond to spontaneously scalarized
systems. For these systems, dipole radiation is the dom-
inant GR modification, a −1PN order effect that is
proportional to the difference of scalar charges of the
two bodies (see e.g. Eq. (46)). For equal-mass binaries,
this dipolar effect vanishes identically, and the dominant
modification enters at Newtonian, 0PN order. Such a
GR modification, however, is strongly degenerate with
the chirp mass, as shown in Fig. 5, and thus, it is diffi-
cult to detect. For this reason, spontaneously scalarized
systems with larger mass differences lead to larger values
of Ne and are easier to detect.
Another interesting feature of Fig. 8 is that, within the
cases analyzed, only a handful of dynamically scalarized
systems seem detectable: the (m1,m2) = (1.6, 1.6)M⊙
with βST = −4.5 system, the (m1,m2) = (1.7, 1.7)M⊙
with βST = −4.25 system and the (m1,m2) =
(1.5, 1.6)M⊙ with βST = −4.5 systems. One of the key
differences between these cases and all others is that they
scalarize at relatively low GW frequency. Figure 9 shows
the approximate GW frequency at which the scalar field
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FIG. 8: (Color Online) Effective number of cycles generated by a ST modification to GW signals as a function of βST for
all ST cases (left) and as a function of GW frequency of scalarization in the dynamical scalarization cases (right). Different
curves correspond to systems with different masses, and the different points in the right panel correspond to different values
of βST increasing to the right. We model the GW phase through the SPA in the spontaneously scalarized cases, while we use
the Fourier transform of numerical data in the dynamically scalarized cases. The shaded region corresponds roughly to the
number of effective cycles necessary for BFs between 1 and 10, as estimated from Fig. 5. Observe that the number of effective
cycles is below the detectability region for all but the βST . −4.5 cases. Note also that the only dynamically scalarized cases
that are detectable are those in which the scalar field activates at small frequencies. For the equal-mass binaries that undergo
spontaneous scalarization, the SPA is not applicable for calculating Ne. We therefore used masses that were nearly, but not
identically, equal for an approximate calculation.
activates in a dynamically scalarized binary, as a function
of βST. Observe that as |βST| becomes smaller, or as the
total mass of the binary decreases, dynamical scalariza-
tion occurs at higher and higher frequencies. For these
three cases the scalar field activates at roughly 80, 120,
and 180 Hz respectively, while in all other cases dynam-
ical scalarization occurs at higher GW frequency.
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
-4.5 -4.4 -4.3 -4.2 -4.1 -4 -3.9 -3.8 -3.7
f sc
a
l (H
z)
βST
(m1,m2) = (1.4,1.4)
(1.4,1.5)
(1.4,1.6)
(1.4,1.7)
(1.5,1.5)
(1.5,1.6)
(1.5,1.7)
(1.6,1.6)
(1.6,1.7)
(1.7,1.7)
FIG. 9: (Color Online) Approximate GW frequency in Hz at
which the scalar field activates in a dynamically scalarized
binary. Observe that the higher βST and the lower the total
mass of the system, the higher the frequency of activation
The reason, then, that the three dynamically scalar-
ized cases discussed above appear detectable is that de-
tectability of a sudden non-GR effect, i.e. one that turns
on rapidly, correlates strongly with the GW frequency
at which this turn on occurs. The right panel of Fig. 8
shows this correlation through Ne as a function of the
GW frequency of dynamical scalarization. Notice that
the lower the GW frequency of activation, the larger the
number of effective cycles, and thus, the easier it would
be to detect such a GR modification.
Reference [22] first observed this phenomenon by
studying ppE-type GR modifications that turn on sud-
denly. Their conclusion was that for aLIGO to detect
such non-GR effects at SNRs of 12, the modification had
to turn on at a GW frequency lower than roughly 100
Hz (see Fig. 4 in [22]). The ST modifications we study
here are of a different PN order and at higher SNR than
the non-GR ppE signals considered in Ref. [22], but we
still see similar behavior: dynamical scalarization is only
detectable when it activates below ≈ 200 Hz at SNR 15.
Summing up, if one detected a GW signal that is con-
sistent with GR (i.e. lacking any dynamical, induced or
spontaneous scalarization effects), one should be able to
constrain βST . −4.25, given the data that we studied in
this paper. This statement, of course, is EoS dependent,
and thus, strictly applicable only to NSs with the poly-
tropic EoS used here. In principle, NS binaries with a
different EoS could scalarize at a different GW frequency.
With some variability depending on the EoS, though, it
remains true that one must have βST . −4.25 in order for
scalarization (either spontaneous/induced or dynamical)
to occur at all.
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Case Masses (in M⊙) Theory Type of Scalarization & Radiation
a (1.4074, 1.4074) β˜ = (−4.5,−4.2) Dynamical Scalarization
Quadrupolar, No Dipolar Radiation
b (1.4074, 1.5145) β˜ = (−4.5,−4.2) Dynamical Scalarization
Quadrupolar & Dipolar Radiation
c (1.4074, 1.6441) β˜ = (−4.5,−4.2) Dynamical/Induced Scalarization
Quadrupolar & Dipolar Radiation
d (1.4074, 1.7415) β˜ = (−4.5,−4.2) Dynamical/Induced Sc. for the lower-mass star
Spontaneous Scalarization in the higher-mass star
Quadrupolar & Dipolar Radiation
e (1.5145, 1.5145) β˜ = (−4.5,−4.2) Dynamical Scalarization
Quadrupolar, No Dipolar Radiation
f (1.5145, 1.6441) β˜ = (−4.5,−4.2) Dynamical Scalarization
Quadrupolar & Dipolar Radiation
g (1.5145, 1.7415) β˜ = (−4.5,−4.2) Dynamical/Induced Sc. for the lower-mass star
Spontaneous Scalarization in the higher-mass star
Quadrupolar & Dipolar Radiation
h (1.6441, 1.6441) β˜ = (−4.5,−4.2) Dynamical/Induced Scalarization
Quadrupolar, No Dipolar Radiation
i (1.6441, 1.7415) β˜ = (−4.5,−4.2) Spontaneous Scalarization for β˜ = −4.5
Dynamical/Induced Scalarization for β˜ = −4.2
Quadrupolar & Dipolar Radiation
j (1.7415, 1.7415) β˜ = (−4.5,−4.2) Spontaneous Scalarization for β˜ = −4.5
Dynamical/Induced Scalarization for β˜ = −4.2
Quadrupolar, No Dipolar Radiation
TABLE I: System parameters for the βST = −4.5 and βST = −4.25 cases discussed in this section.
V. DETECTABILITY OF SCALAR-TENSOR
DEVIATIONS: BAYESIAN MODEL SELECTION
In this section, we carry out the second part of our
data analysis investigation to determine the detectability
of ST deviations in GWs emitted during the inspiral of
NS binaries. We perform a full Bayesian analysis study,
separating the spontaneously scalarized cases from the
dynamically scalarized ones. Such a study will allow us
to confirm the expectations derived using effective cycles
in the previous section.
To test these expectations, we inject ST GW signals
at an SNR ≈ 15 produced by
(a) Spontaneously scalarized NS binaries, with
spontaneous/induced scalarization occurring before
GWs enter the detector’s sensitivity band;
(b) Dynamically scalarized NS binaries, with dy-
namical scalarization occurring during the inspi-
ral, at GW frequencies in the detector’s sensitivity
band.
As a case study for spontaneously scalarized injections,
we consider a (1.4074, 1.7415)M⊙ binary with βST ≥
−4.25. We expect these signals to lead to the largest
spontaneous scalarization effects, as one can see in the
left panel of Fig. 8 at βST = −4.5. However, for βST >
−4.25, we do not expect these effects to be detectable,
since they lead to a very small number of effective cycles.
Note that for βST → −4.25, this system is a case that
exhibits dynamical scalarization.
For dynamically scalarized injections, we con-
sider several different systems. First, we study a
(1.4074, 1.7415)M⊙ binary at βST = −4.25, since this
is the limiting case of the spontaneously scalarized se-
quence discussed in the previous paragraph. We then
study a (1.6441, 1.6441)M⊙ binary at βST = −4.5,
a (1.7415, 1.7415)M⊙ binary at βST = −4.25, and a
(1.5145, 1.6441)M⊙ binary at βST = −4.5, as these are
the dynamically scalarized signals that look the most de-
tectable, given the left panel of Fig. 8.
Spontaneously and dynamically scalarized injections
are modeled differently. For the former, we use the SPA
scheme of Eq. (46). For the latter, we first compute
the discrete Fourier transform of the numerical data of
Ref. [17]. We then take the difference of the Fourier phase
between a numerical ST signal and a GR signal, and fi-
nally add this phase difference to a GR SPA signal.
We recover these injections with four different types of
template families:
(i) Simple ppE templates, constructed with a single
βppE parameter and ppE exponent b = −7;
(ii) ST SPA templates, constructed from the results
presented in Sec. III D;
(iii) 2-parameter ppE templates, an augmented
ppE template family that uses two ppE terms, one
with exponent b = −7 and one with b = −6 [29];
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(iv) ppEθ templates, another augmented ppE tem-
plate family with a single ppE exponent b = −7
but with βST → Θ(f − f∗)βppE, where Θ(·) is a
step-function and the threshold frequency, f∗, is a
new ppE parameter [29].
The simple ppE template family fixes the ppE exponent
to b = −7, as this corresponds to the leading-order ST
correction to the SPA phase for unequal mass systems
where dipolar radiation is present. The ST SPA tem-
plates, of course, are the same templates as the model
used for the spontaneously scalarized injections, and
thus, by construction, we expect these to be the best tem-
plates for extracting ST modifications of this type. The
2-parameter ppE template family is also able to achieve
a perfect match with spontaneously scalarized injected
signals, but it includes two free parameters, rather than
one. The ppEθ template family allows the non-GR terms
in the phase to “turn-on” at a particular threshold fre-
quency, which is well-suited to dynamically scalarized in-
jections.
A salient feature of the semi-analytical results of
Ref. [17] (and of the full general-relativistic simulations
of Ref. [15]) is the binary’s early plunge due to the ac-
tivation of dynamical scalarization. Such a feature is
present in the dynamically scalarized injections we con-
sider, but given the limited number of data sets, we can-
not study its detectability in sufficient detail. In order to
study whether such rapid termination of the inspiral is
detectable, we will consider an additional type of injec-
tion and template:
(v) Heaviside signal of the form h˜GR(f)Θ(f
∗ − f) ,
where we will vary f∗ within (40, 103) Hz. Given such
injections and templates, we then study the range of f∗
that leads to early terminations that can be detected as
a non-GR effect. We will explain in Sec. VB why we
choose to work with such a toy-model.
All the template models considered above are nested.
This means that for a certain choice of non-GR param-
eters, the templates reduce exactly to GR. For example,
when βST = 0, the ST SPA templates reduce exactly
to the GR SPA templates. When this is the case, one
can use the Savage-Dickey density ratio to calculate the
BF [59]. Finding this ratio requires the calculation of the
posterior at the nested value of the non-GR parameter.
The posterior is calculated with MCMC techniques well-
developed in previous studies [22, 29, 57, 60]. We again
use the zero-detuned, high-power aLIGO noise curve, as-
suming a single detector and truncating all integrals at
f = 1000 Hz.
A. Spontaneously Scalarized Signals
We first consider spontaneously scalarized signals and
compute the BFs between GR and the first two types
of templates described above [(i) and (ii)]. Figure 10
shows the BFs as a function of the injected βST, keep-
ing (m1,m2) = (1.4074, 1.7415)M⊙ fixed and varying βST
with the constraint βST ≥ −4.25, so as to consider only
spontaneously scalarized signals. Because there are no
BFs larger than one, this figure shows that spontaneously
scalarized ST deviations from GR are not detectable for
any of the cases shown. This is consistent with our ex-
pectations from the previous subsection. The BFs for the
2-parameter ppE templates are lower than those shown
in Fig. 10 for the simple ppE templates because of the
Occam penalty for more complicated models, which we
will discuss later on in this subsection.
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FIG. 10: (Color Online) The BF in favor of a non-GR signal,
calculated by injecting ST signals with SNR of 15, and recov-
ering using both simple ppE templates, and 2-parameter ppE
templates. A BF above 1 indicates the data prefers the non-
GR model. As expected, neither template is able to detect
the non-GR deviations.
The BF for the spontaneously scalarized, βST = −4.5
case is not included in Fig. 10 because there is so little
posterior weight at βppE = 0 that a calculation of the BF
using the Savage-Dickey density ratio is poorly defined.
That is, the Savage-Dickey density essentially diverges
due to poor exploration of the βppE = 0 region. Fig-
ure 11 shows the posterior distribution for βppE, which
illustrates this point and, as expected, indicates that the
spontaneously scalarized binary with βST = −4.5 is eas-
ily detectable, for the polytropic EoS models considered
here.
One may worry that our inability to detect sponta-
neously scalarized binaries when β ≥ −4.25 is somehow a
consequence of using ppE templates. To prove that this is
not the case, we next explore the extraction of such spon-
taneously scalarized signals using both ppEθ and custom-
made, SPA templates. The ppEθ templates should have
more freedom to fit these signals, and the SPA templates
can fit them perfectly. Because of the nature of these
waveforms and the weakness of the GR deviation in the
injections, the non-GR parameters in both cases are es-
sentially unconstrained within their prior ranges. For
the SPA templates, the non-GR parameter is βST, and
its prior range is |βST| < 5. This means that the BF is
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FIG. 11: (Color Online) Red (solid) lines: the posterior distributions for βppE (left panel) and βST (right panel). Blue (dashed)
lines: the prior density for each of these parameters. There is essentially zero posterior weight at βST/ppE = 0, indicating a
large preference for the non-GR model from both template families.
approximately equal to one in both cases, independent
of the injected parameters. Figure 12 shows the prior
and posterior distributions generated using the ppEθ and
the SPA templates, for a spontaneously scalarized binary
with βST = −3.5. These distributions are identical for
other injected values of βST, barring βST ≤ −4.5, which
is again easily extractable as a non-GR signal with either
type of template.
We expect, though, that custom-made templates
should perform better than ppE templates at extract-
ing non-GR modifications when the custom-made tem-
plates match the signal. The extent to which this is
true depends on the strength of the non-GR modifica-
tion and on the loudness of the signal. Let us first con-
sider very strong ST modifications, which we have al-
ready shown to be detectable with simple ppE templates,
i.e. a βST = −4.5, spontaneously scalarized ST signal,
with masses of (1.4074, 1.7415)M⊙ and SNRs of 12, 10,
8, and 6. When the SNR is 12, 10, or 8, there is no
difference in the ability of simple ppE or SPA templates
to discern the presence of a ST effect. When the SNR
drops below 8, the signal is not detectable in the first
place, using either type of template. Thus, custom-made
templates and model-independent templates are equally
good at detecting this type of GR deviations.
But what about GR deviations that are weaker, and
thus, more difficult to detect? Surely, in this case one
expects custom-made templates to be more effective at
discerning such deviations. To explore this question, we
inject a βST = −3.5, spontaneously scalarized ST signal,
with masses (1.4074, 1.7415)M⊙ and very high SNRs (so
that the non-GR modifications are detectable). We then
recover these signals using both the SPA templates and
the simple ppE templates. For the former, we again use
the prior range on βST of |βST| ≤ 5, while for the latter the
prior range on βppE is a bit tricker. We could use the same
prior range on βppE as in the previous subsection, but this
was motivated from a study of signals at SNR ≈ 20. The
bounds on βppE for the extremely high SNR signals we
are studying in this subsection should be much stronger.
We estimate the latter by relating the −1PN coefficient
from our SPA waveform to the ppE strength parameter
when b = −7. This leads to a prior range on βppE of
|βppE| ≤ 1.035 × 10−10. We then calculate the BF for
the simple ppE model using both the full and the more
restricted prior range on βppE.
Figure 13 shows the BF as a function of the SNR be-
tween GR and either the SPA or the simple ppE tem-
plates, using both prior ranges for the ppE templates.
Notice that the SPA templates detect the modifications
at a much lower SNR than the ppE templates using the
full prior, and at an SNR approximately half the value
necessary for the ppE templates with the restricted prior.
Low SNR, however, is a relative term. The SPA tem-
plates detect the GR modifications at SNRs ≈ 6 × 105,
which corresponds to a ridiculous luminosity distance of
≈ 103 pc (essentially inside the Milky Way).
Although we expected that the custom-made SPA tem-
plates would be more effective than the generic, ppE tem-
plates at extracting signals (at sufficiently high SNR), it
is still worth studying the reason behind this expected
result. To do so, we examine the prior and posterior dis-
tributions of the two non-GR parameters, βST and βppE,
and the Occam penalty that arises from each parameter.
The Occam penalty is a built-in feature of Bayesian anal-
ysis, which causes simple models to be favored over more
complicated ones. That is, models with fewer parame-
ters are preferred to models with extra parameters, all
else being fixed2.
2 Consider two nested models: M1 which is parameterized by a
single parameter, θ, and M0 which is unparameterized, i.e. has
θ = θ0 where θ0 is a constant. If the likelihood function forM1 is
a Gaussian, then BF1,0 ∝ (δθ)/∆θ, where δθ is the characteristic
width of the posterior in θ, and ∆θ is the prior range of θ [60].
Thus, if the value of θ is entirely unconstrained by the data, there
is no penalty for an extra parameter. On the other hand, if θ is
19
0.0
2.0x103
4.0x103
6.0x103
8.0x103
1.0x104
1.2x104
1.4x104
-4.0x10-5 -2.0x10-5 0.0 2.0x10-5 4.0x10-5
pr
ob
ab
ilit
y 
de
ns
ity
βppE
βST = -3.5Prior
0.0
2.0x10-2
4.0x10-2
6.0x10-2
8.0x10-2
1.0x10-1
1.2x10-1
-4.0x100 -2.0x100 0.0 2.0x100 4.0x100
pr
ob
ab
ilit
y 
de
ns
ity
βST
βST = -3.5Prior
FIG. 12: (Color Online) Posterior distributions for βST (right) and for βppE (left), recovered from an SNR 15 injection with
βST = −3.5. Also plotted in blue (dashed) is the prior density for both parameters. The parameters are essentially unconstrained
within their prior range, leading to a BF ≈ 1 for both models, indicating no preference between this model and GR.
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FIG. 13: (Color Online) BFs in favor of modified gravity
as a function of SNR, calculated by injecting a signal with
βST = −3.5. A BF over 1 indicates a preference for a non-GR
theory of gravity. The red (solid) line shows the BFs calcu-
lated using SPA templates, and the blue (dashed) line shows
those calculated from ppE templates.
This brings us to an explanation of the results in
Fig. 13. Figure 14 shows the posterior distributions for
βST and βppE, using both the full and the restricted pri-
ors, for a signal with SNR of 6 × 105, plotted over the
entire prior range. The prior distribution is plotted in
all three cases, although it is only visible for βST and for
βppE with the restricted prior range. Notice that, where
the posterior for βST and βppE in the restricted case have
some weight over most of their entire prior ranges, βppE
for the full prior range is hugely constrained - so con-
strained that its posterior distribution looks like a delta
function. This means that there is a very large Occam
penalty disfavoring this model, and it will take a signal
very tightly constrained, there is a large penalty.
of extremely high SNR to overcome this penalty. As seen
from the results in this section, a tighter prior range leads
to a smaller Occam penalty, and thus a larger BF in favor
of the GR deviation.
B. Dynamically Scalarized Signals
Section IVC hinted that dynamical scalarization is
much more difficult to detect than spontaneous scalar-
ization. In fact, Fig. 8 shows that the number of effective
cycles accrued in dynamically scalarized signals is rather
low in general. An example of this is the dynamically
scalarized, βST = −4.25 case for a binary with masses
(1.4074, 1.7415)M⊙. Indeed, a Bayesian analysis of this
signal shows that such a ST effect is not detectable with
simple ppE or 2-parameter ppE templates.
One way to understand this is by considering the
amount of SNR that is accrued in the signal after scalar-
ization has set in. Table II lists the percentage of the total
SNR2 contained in the signal before at least one of the
NSs has become scalarized, for signals with βST = −4.25.
The frequency at which either NS becomes scalarized
can be easily extracted by looking at the behavior of
the scalar charges as a function of orbital frequency (see
Fig. 9). From this table, it is clear that there is very little
SNR accumulated over the portion of the signal in which
scalarization effects are important. Moreover, this SNR
accumulation does not occur in the frequency region in
which the instrument is most sensitive.
The reason why the βST = −4.25, dynamically scalar-
ized case cannot be easily detected is precisely that the
frequency at which ST modifications become noticeable
is rather large. But this frequency is, of course, a func-
tion of the masses of the binary and the EoS used. Re-
call that dynamical scalarization sets in when the energy
of the system, roughly speaking the linear combination
of the NS compactnesses and the (absolute value of the)
gravitational binding energy, exceeds a certain threshold.
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FIG. 14: (Color Online) Posterior distributions for βST (top
panel) and βppE with the full prior (middle panel) and re-
stricted prior (bottom panel), generated by recovering an SNR
600, 000 signal with βppE = −3.5. Also plotted are the prior
densities, although this is not visible in the middle panel.
The posterior for βppE is so highly constrained compared to
the full prior that it is nearly impossible to use this model for
the detection of a ST modification to gravity.
Therefore, one can imagine a NS binary whose masses
and radii are such that the NS compactnesses are very
close to exceeding the energy threshold, and thus, dy-
namical scalarization can set in at very low frequencies,
as shown in Fig. 9.
From the effective cycle study illustrated in Fig. 8, it
appears that the dynamically scalarized binaries that are
most easy to detect are those described at the beginning
of Sec. V: a (1.6441, 1.6441)M⊙ binary at βST = −4.5,
a (1.7415, 1.7415)M⊙ binary at βST = −4.25, and a
(1.5145, 1.6441)M⊙ binary at βST = −4.5. Let us first
consider a signal described by the first of these sets of pa-
rameters and extract it with a simple ppE template. Such
a signal dynamically scalarizes at the lowest frequency of
all systems considered (at roughly 80 Hz). This system is
indeed detectable, leading to a very large BF and a βppE
posterior that is similar to that shown in the left panel
Mass Freq. [Hz] %SNR2
(1.4074, 1.7415)M⊙ 314 98.1
(1.5145, 1.7415)M⊙ 301 94.25
(1.6441, 1.7415)M⊙ 286 89.6
TABLE II: The percentage SNR squared accrued before dy-
namical scalarization has begun, for signals with βST = −4.25
and SNR ≈ 15. The first column gives the mass of the sys-
tem, the second the approximate frequency at which dynam-
ical scalarization begins, and the third the percentage of the
SNR2 accumulated prior to scalarization. Note that for all
cases most of the SNR2 of the signal is amassed before scalar-
ization becomes significant.
of Fig. 11 for a spontaneously scalarized, βST = −4.5
binary with masses (1.4074, 1.7415)M⊙. The width of
the βppE posterior, however, is roughly one order of mag-
nitude larger than in the spontaneously scalarized case,
with a variance of σ1.6,1.6 = 3.7 × 10−5 for the former
and σ1.4,1.7 = 5× 10−6 for the latter, indicating that the
BF in this case is smaller, as expected.
We can now repeat this analysis for the other two bi-
naries that we expect may be detectable given Fig 8.
For both cases, we find that BF ≈ 3, obtained from the
Savage-Dickey ratio. This is again in accordance with
expectations from Fig 8. For the βST = −4.25 system,
the number of effective cycles indicates a marginal de-
tection, which is precisely what we find in this Bayesian
analysis. For the βST = −4.5 system, the number of ef-
fective cycles plotted in Fig 8 suggests the possibility of
detection; however, recall that the numbers shown in this
figure are upper limits. In this case, our Bayesian analy-
sis indicates that this upper limit is higher (by a factor of
≈ 2) than the actual number of effective cycles induced
by dynamical scalarization of the binary components.
As already mentioned, our analysis thus far has not fo-
cused on one important feature of dynamically scalarized
signals: the early plunge of the NS binary. That is, once
the GW frequency has exceeded the threshold for dynam-
ical scalarization to set in, the NS binary inspirals for a
few more cycles, but then plunges and merges soon after.
This occurs much earlier than in GR (see e.g. Fig. 10
and 15 in [17]). Of course, after the NSs have merged,
either a hypermassive NS forms, with a rotating bar that
emits GWs at kHz frequencies, or a BH forms, thus cut-
ting out GW emission exponentially through ringdown.
The precise form of the waveform during this merger and
ringdown phase will depend strongly on the NS equation
of state.
We study in an approximate fashion whether an early
plunge can be detected in a generic modified gravity
theory by considering a set of Heaviside signal injec-
tions, i.e. GR waveforms for which the Fourier ampli-
tude is multiplied by a Heaviside function with argu-
ment f∗
inj
− f , as we vary the injection cutoff frequency
f∗
inj
∈ (40, 103)Hz. In dynamically scalarized systems,
however, the transition from inspiral to early plunge and
then merger is smooth, while Heaviside templates are
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clearly not. Therefore, it is obvious that the latter are
inappropriate templates to extract realistic dynamical
scalarization signals. However, they are good and simple
toy-models to study whether an early plunge (and thus
an early termination) of the signal could be detected as a
non-GR effect in data analysis. Since a smooth transition
will be less noticeable than a sharp Heaviside transition,
the use of Heaviside templates could be thought of as
conservative, i.e. if a GR deviation cannot be observed
with such an abrupt termination, it certainly will not be
detectable if the transition is smooth.
We carry out such a study in the following way. We
place all such systems at DL = 30.75 Mpc such that
the recovered SNR is approximately 15 when f∗
inj
= 100
Hz and 30 when f∗
inj
= 1000 Hz. For that value of f∗
inj
,
the Heaviside signal is thus similar to those we have been
analyzing throughout this paper and also those studied in
Ref. [29]. We then extract such injections with templates
that exactly match the signal, but with f∗ included as a
template parameter to search over, as well as with simple
ppE templates with b = −4. This value of the exponent
parameter is chosen because of its strong correlation with
the total mass, which is the parameter that determines
the cutoff frequency in GR. As explored in Ref [22], the
specific value of b that is chosen has little impact on the
analysis.
One may worry that approximating the early plunge in
this abrupt way may mask the detectability of non-GR
effects, as the cycles that are effectively thrown out by
this sort of study would contain these effects. Because
there is so little SNR contained in those final few cycles
of inspiral, however, this should not be an issue. For
the systems studied in this paper, there are thousands of
orbital cycles before scalarization is activated, and only
tens of orbital cycles afterwards. Additionally, for all
but a few cases, the orbital cycles that are affected by
scalarization occur at a frequency in which the detectors
are not very sensitive. These two effects combined mean
that there is very little information being discarded by
abruptly terminating the waveforms once scalarization
has occurred.
Clearly, the earlier the binary plunges (or, in our case,
the lower the injection cutoff frequency, f∗
inj
), the fewer
GW cycles the signal will contain in the sensitivity band
of the detector. This then translates to a smaller re-
covered SNR. Thus, in order to detect such a signal at
all, we must either be fortunate enough to detect systems
that are sufficiently nearby, or fortunate enough to detect
enough events such that their stacked SNR is large. Ta-
ble III shows the luminosity distance required such that
the SNR recovered equals 8 for different termination fre-
quencies f∗
inj
. This table also shows what the SNR would
have been at such luminosity distances, if the signal did
not terminate at f∗
inj
, but rather continued to 1000Hz.
Figure 15 shows the posterior distributions for the re-
covered values of f∗ using Heaviside templates, and the
posteriors for the recovered values of βppE using simple
ppE templates. All injections focus on a (1.6, 1.6)M⊙ NS
f∗inj [Hz] 100 65 51 44 39
DL [Mpc] 60 30 18 12 9
SNR 15 30 50 75 100
TABLE III: Luminosity distance to the source such that the
SNR recovered (up to a threshold frequency f∗inj) is equal to 8.
The third row shows the total SNR that would be recovered
at the given luminosity distances if f∗inj = 1000 Hz. Note how
rapidly the distance to the source has to be decreased as the
threshold frequency is decreased.
binary, with the same polarization angle and sky position
as all other injections in this paper, andDL = 30.75 Mpc.
The prior range on the search parameter f∗ is uniform
between 0 to 1000 Hz for the Heaviside templates, and
thus, the prior density is 1/1000 = 0.001. Recall that the
prior range on the search parameter βppE is also uniform
with range −5 to 5 for the simple ppE templates, and
thus, the prior density is 1/10 = 0.1 in this case.
The interpretation of the posterior distributions for the
recovered values of f∗ as tests of GR is somewhat sub-
tle, because it is not entirely clear what the “GR value”
for f∗ should be. In principle, the inspiral should end
when the NSs begin to plunge, and certainly by the time
the stars have come into contact. The GW frequency of
the latter, fcont, depends both on the component masses
and the EoS; for a (1.6, 1.6)M⊙ binary it is between
1250 and 2050 Hz, depending on the NS radius. As a
simple and practical measure of the plunge, one could
choose the GW frequency at the innermost stable cir-
cular orbit (ISCO) of a test particle in a Schwarzschild
spacetime: fISCO = 6
−3/2/(piM); for a (1.6, 1.6)M⊙ NS
binary, fISCO = 1354 Hz. This is a suitable measure
for the beginning frequency of plunge in GR, provided
the NS is compact enough such that its contact fre-
quency is above fISCO. For the systems we study here,
fcont > fISCO > 1000 Hz, where recall that the lat-
ter is the highest frequency of integration in all cross-
correlations. We can therefore take the GR value of f∗
to be 1000 Hz, and calculate the BF by comparing pos-
terior and prior densities at this point.
The right panels of Fig. 15 show that the Heaviside
templates are able to distinguish a deviation from GR
provided the injected cutoff frequency f∗
inj
is above ≈ 50
Hz and below ≈ 400 Hz. These panels present the poste-
rior distributions for the parameter f∗, recovered using
Heaviside templates on injections with various values of
f∗
inj
. The ability of Heaviside templates to distinguish
GR deviations can be established by computing the BFs
for each of these panels through the Savage-Dickey den-
sity ratio (recall that the BF is the ratio of the posterior
to the prior density at the GR value of the search pa-
rameter, f∗ = 1000 Hz in the Heaviside template case).
For instance, the BF ≈ 1 when f∗
inj
= 50 Hz, while the
BF ≈ 5 when f∗
inj
= 400 Hz, a marginal detection of a
GR deviation.
The left panels of Fig. 15 show that the ppE templates
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can also distinguish Heaviside-type deviations from GR,
but this time provided f∗
inj
is above ≈ 75 Hz and below ≈
400 Hz. These panels present the posterior distributions
for βppE, recovered using simple ppE template with b =
−4 on Heaviside injections with various values of f∗
inj
.
The BF can still be computed through the Savage-Dickey
density ratio, except that now GR is recovered when the
value of βppE is zero, and recall that the prior density is
0.1. For instance, the BF ≈ 1 when f∗
inj
= 75 Hz, while
the BF is clearly much larger than unity when f∗
inj
= 100
Hz.
Why is detectability of a GR deviation difficult for very
low or very large f∗
inj
? For very low injected cutoff fre-
quencies (e.g. below 50Hz for the Heaviside templates
and 75 Hz for the ppE templates), the analysis fails to
detect a signal altogether – a reasonable result, consid-
ering that these very low injected cutoff frequencies drop
the total recovered SNR of the signal below 8. For very
high injected cutoff frequencies (e.g. above 400 Hz), the
deviation from GR occurs too far outside of the detec-
tor’s most sensitive band to be noticeable. Put another
way, not enough SNR is accrued while the GR deviation
is active.
Although the choice of a signal at DL = 30.75 Mpc
leads to a recovered SNR ≈ 30 when f∗
inj
= 1000 Hz, a
reasonable choice for comparison to other results in this
paper, systems at such a close distance are not very likely.
A more reasonable expectation is a system at twice that
luminosity distance, DL ≈ 61.5 Mpc, such that the signal
that would have total SNR of ∼ 15 if f∗
inj
= 1000 Hz, but
which, if subject to the early plunges analyzed here, is in
fact a signal with lower recovered SNR. When we inject
Heaviside signals at such a DL, so that the SNR ∼ 15
if f∗
inj
= 1000 Hz, we find results qualitatively similar to
those described in the previous paragraph, but with a
narrower detectable injected cutoff frequency range. The
high injected cut-off frequency for detectability drops to
≈ 300 Hz, and the low cut-off frequency rises to ≈ 90 Hz.
This result is in accordance with expectations.
The ability to detect the early plunge of a binary sys-
tem may have an important implication in terms of the
detectability of dynamical scalarization. As we have seen
in Fig. 9, higher mass NS binaries can dynamically scalar-
ize at frequencies below 400Hz for βST ≈ −4. This then
suggests that the inclusion of a early plunge, the merger
and the post-merger phase in a data analysis study may
allow for constraints on ST theories at such values of βST.
Notice, in particular, that such constraints are stronger
than those obtained when including only the inspiral
phase.
One must be very careful, however, when extrapolating
results and promptly concluding that the inclusion of the
plunge and merger portions of these signals will increase
their distinguishability. First, there are very few cycles
in the post-plunge phase, and thus very little SNR ac-
cumulated after the plunge. Second, and perhaps more
importantly, the post-plunge phase will be strongly af-
fected by the NS equation of state. Degeneracies between
equation-of-state effects and non-GR effects imply that
the post-plunge phase of NSs may not be as useful as a
means to test GR. Of course, a more detailed analysis is
required to derive solid conclusions.
VI. CONCLUSIONS
In this paper, we sought to answer one overarching
question: can deviations from GR in GW signals that are
caused by a certain class of ST theories be detected with
aLIGO-type instruments? We find that this is the case,
irrespective of whether the deviation arises from sponta-
neously/induced or dynamically scalarized NSs. These
projected constraints will be complementary and at least
comparable to current binary pulsar ones.
Not all spontaneous/induced and dynamical scalariza-
tion effects, however, are easily detectable. For a sponta-
neous/induced scalarization to be detectable, the scalar
field anchored on each NS must be large enough, and the
masses sufficiently dissimilar, that dipole radiation be-
comes important. This occurs, for example, for values of
βST ≈ −4.5 and a NS binary with masses (1.4, 1.7)M⊙,
for the simple polytropic EoS that we consider in this
paper (with a different EoS potentially changing these
values). For a dynamically scalarized effect to be de-
tectable in aLIGO, such scalarization must occur at a suf-
ficiently small GW frequency so that enough GW cycles
are affected in a frequency region that detectors are suf-
ficiently sensitive to. This occurs, for example, for values
of βST ≈ −4.5 and a NS binary with masses (1.6, 1.6)M⊙,
which scalarizes at a GW frequency of roughly 80 Hz
(again with some variability of these values depending
on the EoS).
We additionally investigated the detectability of an-
other effect associated with dynamical scalarization: the
early plunge that would be induced in binaries that un-
dergo such scalarization. We found that the sudden cut-
off of a GW signal at frequencies below those expected
in signals described by GR is detectable using both sim-
ple ppE templates and GR templates with a Heaviside
function, for certain ranges of cutoff frequencies. Such a
plunge, for example, could occur for values of βST = −4
and a NS binary with masses (1.7, 1.7)M⊙. Of course,
an early plunge cannot be accurately modeled through a
Heaviside function, and so a more careful data analysis
study that includes inspiral-merger-post-merger signals
is needed.
In the process of reaching these answers, we explored
a measure that can help estimate whether different types
of phase effects are detectable with GWs: the effective
cycles of phase. We found that for a wide variety of dif-
ferent non-GR signals, the modification to the GR phase
needs to lead to roughly 4 cycles of effective phase to
be detectable with an aLIGO detector at SNR 15. We
further found that such detectability is independent of
whether one uses custom-made ST templates or model-
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FIG. 15: (Color Online) Left panels: posterior distributions for βppE, recovered by extracting a Heaviside template injection
with injected cut-off frequency f∗inj, using simple ppE templates. The only case that shows a strong preference for the non-GR
model is for f∗inj = 100 Hz. Right panels: posterior distributions for the recovered f
∗, generated by extracting a Heaviside
injection with templates of the same family and different injected cut-off frequencies f∗inj. Here, the cases with f
∗
inj = 100 Hz
and f∗inj = 75 Hz are distinguishable from GR.
independent templates to search for deviations at the ex-
pected SNRs of aLIGO-type detectors.
A final question that we considered was whether
custom-made, theory-specific templates are more use-
ful at detecting deviations from GR than the model-
independent ppE template family. We answered this
question by looking at both extremely high SNR signals
with ST signatures that were undetectable at low SNR,
and by looking at low SNR signals with ST signatures
that were easily detectable at reasonable SNR. In both
cases, we found that ppE templates perform almost as
well as custom-made, SPA templates at distinguishing
non-GR signals from GR ones.
Future work could concentrate on extensions of the
analysis presented here. One interesting extension would
be to repeat this work for NSs with realistic EoSs. The
work in Ref. [15, 17], which we used in this paper ex-
clusively, used a polytropic EoS, but this is easily gen-
eralizable to more realistic EoSs (c.f. Ref. [21]). One
may find EoSs and masses that do not lead to sponta-
neous/induced scalarization for binary pulsars, yet lead
to spontaneous/induced scalarization for systems that
can be detected with GWs. Such systems would thus
evade binary pulsar constraints and yet potentially lead
to detectable deviations with aLIGO. Again, it is im-
portant to emphasize that stiffer/softer EoSs will lead
to qualitatively (and quantitatively) different behavior.
A very stiff EoS could perhaps support more compact
stars that spontaneously scalarize at lower frequencies.
A systematic study of these effects is left for future con-
sideration.
Another interesting analysis would be to study whether
one can find EoSs or masses for which dynamical scalar-
ization sets in at very low frequency, e.g. close to 10Hz.
Reference [22] estimated that for an abrupt GR mod-
ification to be detectable with an aLIGO-like detector
at SNR 10, such a modification would have to start at
a GW frequency below 100 Hz. Most cases of dynam-
ical scalarization that we explored occur at ∼200Hz or
higher, but there are some instances in which scalariza-
tion occurs at a lower frequency, and it is possible that
different mass/EoS combinations would produce more of
these scenarios.
Other extensions may include adding more complex-
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ity to the signals and the templates, through the inclu-
sion of the merger and post-merger phases, as well as
the inclusion of spin [61–64] and eccentricity [43] effects.
Recall that with respect to second-generation, ground-
based detectors it is common to regard the NS merger
and post-merger phases as unimportant for testing GR
as they occur at kHz frequencies where such detectors
are least sensitive. Dynamically scalarized NSs, however,
could plunge at much lower frequencies, and such effects
may be detectable. References [63, 64] showed that the
inclusion of spin in NS binaries can have a large effect
on parameter estimation. Similar conclusions were ar-
rived at when including more complexity in GW signals
to test GR (see e.g. [65–67]). Also, Ref. [17] showed
that eccentric NS binaries in ST theories can give rise
to scalarization/descalarization phenomena that may af-
fect the binary’s orbital evolution (effectively decreasing
the eccentricity faster than in GR) at sufficiently low fre-
quencies to be detected.
Another interesting avenue for future work would be
to repeat the analysis of this paper but with a non-
template based search algorithm that may be more sensi-
tive to the post-merger phase. In our analysis, we used a
template-based search of inspiral signals, neglecting the
post-merger phase that occurs at high GW frequencies
where aLIGO’s sensitivity will be weaker. Recently, how-
ever, Ref. [68] used a template-free burst algorithm to
show that the merger phase may be sufficiently detectable
by aLIGO to discern between a prompt collapse scenario
and the formation of a hypermassive NS, if the event oc-
curs at ≈ 10 Mpc. Dynamical scalarization will modify
the post-merger phase, also leading to either prompt col-
lapse or hypermassive NS formation, depending on the
masses of the binaries. Such effects, however, will prob-
ably be somewhat degenerate with the EoS, and thus, it
is unclear whether merger modifications will be strong
enough to detect a GR deviation.
One final way to study the robustness of our conclu-
sions would be to consider GW detection with a network
of GW detectors, with second-generation detectors and
noise tuning, with a large number of second-generation
detections and stacking [69, 70], or with future GW de-
tectors, such as the Einstein Telescope [71]. All of these
could lead to much lower noise at GW frequencies around
100 Hz, which would then have multiple effects. First,
better sensitivity at 100Hz should push the threshold fre-
quency at which GR deviations can be detected to higher
frequencies. Second, better sensitivity overall should lead
to individual detections with higher SNR and to a higher
number of detections per year. Combining all of this,
and perhaps through the use of stacking, one may be
able to detect dynamical scalarization for lower values of
|βST|. One should keep in mind, however, that the di-
rect detection of the additional breathing mode will be
extremely hard, even when detecting GWs with multiple
instruments, since in ST theories that pass Solar System
tests, the interaction of such modes with a detector is
suppressed by ψ0 [15], which is constrained to . 10
−2
because of the Cassini bound.
Finally, let us address the relationship between our
work and that reported in Ref. [72], which appeared af-
ter the submission of this paper. One may be led to
believe that the conclusion arrive at in this paper and
those of Ref. [72] are not in agreement, with respect to
the detectability of scalarization effects with aLIGO. Ref-
erence [72] first calculates the total number of cycles of
phase that are accumulated in a GW signal due to the
presence of scalarization effects. They then note that this
number is larger than or comparable to the total number
of cycles of phase that will be accumulated due to EoS ef-
fects within GR. Since the latter may be detectable with
next generation detectors [70, 73, 74], they then argue
that scalarization effects may also be detectable. This
conclusion is in fact in agreement with our findings be-
cause EoS effects can be measured only provided the SNR
is sufficiently high (roughly above 30). Our analysis used
SNRs in the tens, as expected from the first few years
of detection; for such signals, non-GR effects are not de-
tectable. Reference [72] also finds that scalarization can
be detected when it occurs at GW frequencies larger than
roughly 130 Hz, which is in perfect agreement with our
findings (once one converts orbital to GW frequency).
Although Ref. [72] does not claim that the total cycles
of phase due to a particular effect can directly tell us
about detectability, it is possible to misread the conclu-
sions of this paper to indicate that they can. We therefore
emphasize again here that the total cycles of phase have
no analytic connection to the Bayes factor and, in fact,
fail to account for parameter covariances. This affects de-
tectability in two main ways. One is obvious - a non-GR
phase term that has large correlations with other system
parameters will be easy to fit using GR templates. This
will make the effect very difficult to discern, as illustrated
in Fig. 5. The other, less obvious consequence is that al-
though effects that enter at high PN order accumulate
more slowly, they may be detectable when they lead to
smaller numbers of phase cycles than those that enter
at low PN order. This is again directly due to parame-
ter covariances. In the case of spontaneous or dynamical
scalarization, non-GR effects that enter at low PN or-
der will have high covariances with system parameters,
such as the chirp mass. Higher PN order effects will have
weaker covariances, but they lead to much weaker effects,
with most of the total dephasing accumulating from the
low PN order terms that have large covariances. Thus,
the use of total cycles of phase to claim detectability of
non-GR effects is not appropriate and one should really
either use the effective cycles discussed in this paper or
a full Bayesian analysis.
Also, Ref. [72] (at least in its first arXiv version) states
that the simulations of Ref. [15] “misread” the output of
the LORENE code used to determine the simulation ini-
tial data, and claims that the gravitational masses given
in Ref. [15] are incorrect. This is certainly not the case
and the gravitational masses we give in Ref. [15] are ex-
actly those of the LORENE output. As it is well known,
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there is no unambiguous way of defining individual grav-
itational masses for a tight binary system within General
Relativity. We provided the readers of Ref. [15] with
the exact LORENE-given gravitational masses in order
to clearly identify our initial data and ensure our results
will be reproducible by others. An alternative, which is
the one followed in Ref. [72], would have been to give
the gravitational masses of the stars in isolation, but this
may have caused unnecessary confusion, as the gravita-
tion masses are never used in Ref. [15] except for identi-
fying the initial data.
Reference [72] also raises question on the dynamics of
the most massive case presented in Ref. [15] and used
here. Their concern is related to our choice of initial data
for such already scalarized case, and is about whether this
could cause an earlier plunge. Such concern was already
addressed in Ref. [17], where we (i) show the results of
simulations with large initial separations (e.g. Figs. 4
and 5, where no plunge is present at large separations)
and (ii) validate our simulations with an enhanced PN
model. Moreover, we stress here that the initial data
used in Ref. [15] for the low-mass case with dynamical
scalarization are exact (because in the absence of spon-
taneous scalarization, the ST initial data are the same as
in GR).
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Appendix A: Scalar-Tensor Theories with βST < 0
In this appendix, we discuss how ST theories with
βST < 0 repel cosmological solutions away from their GR
counterparts. This will be done by essentially repeat-
ing the analysis in Refs. [18, 19] (see also Ref. [20]), but
flipping the sign of βST.
First, we review the work of Refs. [18, 19]. Assum-
ing a ST theory of the type discussed in this paper, the
Friedmann-Robertson-Walker evolution of the scalar field
is described by [18, 19]
2
3− ϕ′2ϕ
′′ + (1− w)ϕ′ = −(1− 3w)α¯(ϕ) . (A1)
Here, ϕ ≡ ψ√4piG, primes indicate dimensionless deriva-
tives with respect to a time variable τ such that dτ =
HE(tE)dtE, or simply τ = ln aE(tE)+ const, where aE,
HE and tE are the expansion parameter, the Hubble ex-
pansion rate and the cosmological time in the Einstein
frame respectively. Also, α¯(ϕ) = ∂ ln(1/φ(ϕ))/∂ϕ ≡
∂a(ϕ)/∂ϕ, but in the theories of interest to us, α¯(ϕ) =
βSTϕ. Finally, in this equation, w = p/ρ is the usual cos-
mological EoS parameter, where p and ρ are the pressure
and density of the cosmic fluid respectively, i.e. w = −1,
1/3, or 0 during the inflationary, radiation and matter
eras respectively. Clearly, Eq. (A1) can intuitively be
understood as a particle with (velocity-dependent) mass
m = 2/(3 − ϕ′2) moving in a potential, a(ϕ), with a
“friction” term (1− w)ϕ′.
During the inflationary era (w = −1), Eq. (A1) admits
a solution ϕ = ϕ0 +
√
3τ , as can be checked explicitly3
by replacing it into Eq. (A1) multiplied by 3 − ϕ′2. We
now show that, during inflation, this solution is indeed
an attractor at linear order. To this purpose, let us write
ϕ =
√
3τ + δϕ (where we have absorbed ϕ0 in δϕ). At
linear order in δϕ, Eq. (A1) yields
δϕ′′ − 6(1 + 2βSTτ)δϕ′ = 0 , (A2)
which in turn gives
δϕ(τ) = ϕ1 +
√
π
2 e
−
3
2βST
(√
3ϕ2 − 3
)
6
√−βST
×
[
−Erf
(√
3
−2βST (2βSTτ + 1)
)
+ Erf
(√
3
−2βST
)]
(A3)
where Erf[·] is the error function and we have chosen the
initial conditions ϕ1 = ϕ(0) and ϕ2 = ϕ
′(0), so as to
match respectively the value of ϕ =
√
3τ + δϕ and that
of its first time derivative at τ = 0. Because Erf(x)→ 1
as x → ∞, it is clear that δϕ goes asymptotically to
a constant, hence the asymptotic solution becomes ϕ =√
3τ + δϕ ≈ ϕ0 +
√
3τ .
During the radiation era, w = 1/3 and the general
solution to Eq. (A1) is [18, 19]
ϕ = ϕ∞ −
√
3 ln
[
Ke−τ + (1 +K2e−2τ )1/2
]
(A4)
3 In fact, this is a solution for any w.
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where ϕ∞ and K are integration constants. This shows
that a non-zero initial value of ϕ is damped away in the
radiation era. This can also be seen by solving Eq. (A1)
under the approximation ϕ′ ≈ 0, which yields ϕ′′+ϕ′ = 0
and thus ϕ ≈ ϕ∞ −Ke−τ .
Finally, in the matter era w = 0, the solution ϕ =
ϕ0+
√
3τ to Eq. (A1) is still an attractor. To prove that
this is so, we write ϕ =
√
3τ + δϕ (where again we have
absorbed ϕ0 in δϕ), which together with Eq. (A1) yields
δϕ′′ − 3(1 + βSTτ)δϕ′ = 0 (A5)
at linear order in δϕ. Solving this equation, one obtains
δϕ(τ) = ϕ1 +
√
π
2 e
−
3
2βST
(√
3ϕ2 − 3
)
3
√−βST
×
[
−Erf
(√
3
−2βST (βSTτ + 1)
)
+ Erf
(√
3
−2βST
)]
,
(A6)
where ϕ1 = ϕ(0) and ϕ2 = ϕ
′(0) are the two constants
of integration, chosen to match respectively the value of
ϕ =
√
3τ+δϕ and that of its first time derivative at τ = 0.
Again, this shows that ϕ = ϕ0+
√
3τ is a linear attractor
for Eq. (A1). Because in the radiation era preceding
the matter era ϕ is exponentially small, we can assume
ϕ1 = ϕ(0) ≈ 0 and ϕ2 = ϕ′(0) ≈ 0 (setting τ = 0 at the
end of the radiation era). Inserting these conditions into
Eq. (A6), we obtain ϕ(τnow) =
√
3τnow + δϕ(τnow) ≈ 16
at the present time τnow ≈ 10 [18, 19] for βST = −4.5.
With the present value of the scalar field at hand, we
can now study what effect this has on Solar System tests.
First, we relate the ppN parameter, γppN, to α¯ via [19]
1− γppN = 2α¯
2
1 + α¯2
=
2β2
ST
ϕ2
1 + β2
ST
ϕ2
. (A7)
In GR, 1− γppN = 0 and Solar System observations have
placed stringent bounds on this quantity: |1 − γppN| <
2×10−3 [19]. Evaluating 1−γppN at the present time for
βST = −4.5 (i.e. ϕ = ϕnow ≈ 16), we obtain 1−γppN ≈ 2,
which is clearly in violation of Solar System experiments.
In fact, since ϕ will continue to linearly grow ever larger,
γppN will continue to approach 2 as
1− γppN ≈ 2
[
1− 1
3β2τ2
+O
(
1
τ4
)]
, (A8)
Note, however, that a different functional form for α¯(ϕ)
and/or the presence of a suitable potential for the scalar
field may lead to different behavior, but such issues have
not yet been fully explored (but see Ref. [20] for some
work in this direction).
Appendix B: Relationship between Nu and Ne
The useful cycles of phase, Nu, and the effective cycles
of phase, Ne, can be related (in the limit of small de-
phasings) by a simple calculation. Via this calculation,
in this appendix we show that the relationship between
these two quantities is dependent only on the PN order
of the difference in phase, focusing only on the inspiral
phase with the PN approximation.
Consider two GW signals whose phases differ only by
a ppE term of the form βub. That is, Φ1 = ΦGR and
Φ2 = ΦGR + βu
b. We can then write Nu as
Nu = SNR
2∫ h2c
Sn(f)
1
N(f)d ln f
− SNR
2∫ h2c
Sn(f)
1
N(f)+δd ln f
, (B1)
where δ = Φ1 − Φ2 = βub in this case. In the limit that
δ is small, we can expand this expression to get
Nu = −SNR2
∫ h2c
Sn(f)
δ
N2
GR
d ln f(∫ h2c
Sn(f)
1
NGR
d ln f
)2 . (B2)
Given the form of δ, it is clear that Nu can be written as
Nu = βg(b), (B3)
where g(b) is the function defined by performing the in-
tegrations in Eq. (B2).
Similarly, we can write the effective cycles of phase
Ne =
(∫ h2c
Sn(f)δ
2d ln f
)1/2
2piSNR
= βh(b), (B4)
where h(b) encapsulates the b-dependence of the integral
in the above equation.
Taking the ratio of these two expressions, it is also clear
that all β dependence cancels exactly, and the two are
related by some complicated function in b, the exponent
parameter.
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