Let C(d, n) denote the set of d-dimensional lattice paths using the steps X 1 := (1, 0, .
Introduction
In d-dimensional coordinate space consider lattice paths that use the unit steps Let C(d, n) denote the set of lattice paths running from (0, 0, . . . , 0) to (n, n, . . . , n) and lying in the region {(x 1 for j < (respectively, for j > ). (See Remark 1.1.) To denote the statistics for the number of ascents and the number of descents, we put asc(P ) := |{i : p i p i+1 = X j X for j < }|, des(P ) := |{i : p i p i+1 = X j X for j > }|.
For convenience when d ≤ 3, put X := X 1 , Y := X 2 , and Z := X 3 . See Table 1 . For d = 2, it is well known that, for 0 ≤ k ≤ n − 1, |{P ∈ C(2, n) : asc(P ) = k}| = 1 n n k
where the right side is called a Narayana number. See Remark 1. 
For d ≥ 2 and n ≥ 1, we define the n-th d-Narayana polynomial to be In Section 3 we will examine the statistic des and other statistics which are also distributed by the d-Narayana distribution. When d = 2, since the locations of the descents and the ascents alternate on any path P ∈ C(2, n), certainly des(P ) = asc(P )+1. However, when d = 3, a relationship between these two statistics is not apparent as Table  1 should show. We will prove bijectively that Proposition 2 For d ≥ 2 and n ≥ 1, the statistics asc and des −d + 1 are equally distributed on C(d, n). Hence,
In Section 4 we will use an algorithm of Wegschaider [26] , which extends the WilfZeilberger multivariate generalization of Sister Celine's method, to obtain some recurrences for N 3,n (t) and for N (d, n, k) .
In Section 5 we will introduce a d-dimensional analogue of the large Schröder numbers as the sequence (2 d−1 N d,n (2)) n≥1 . It will follow from Proposition 2 that this sequence counts paths running from (0, 0, . . . , 0) to (n, n, . . . , n), lying in {(x 1 , x 2 , . . . , x n ) : 0 ≤ x 1 ≤ x 2 ≤ . . . ≤ x n }, and using positive steps of the form (ξ 1 , ξ 2 , . . . , ξ n ) where ξ i ∈ {0, 1}. It will also follow that 2 d+n−2 N d,n (2) counts the paths running from (0, 0, . . . , 0) to (n, n, . . . , n), lying in {(x 1 , x 2 , . . . , x n ) : 0 ≤ x 1 ≤ x 2 ≤ . . . ≤ x n }, and using positive steps of the form (ξ 1 , ξ 2 , . . . , ξ n ) where ξ i is a nonnegative integer.
Remarks:
1.1. The paths of C(d, n) are also called ballot paths for d candidates, or lattice permutations as in MacMahon [11] . If the condition constraining that paths of
, then our results in terms of ascents become ones for descents, and vice versa.
1.2. The right side of (1) is named for Narayana who introduced the formula in 1955 [13] . However, this formula is immediately a special case of an earlier formula of MacMahon [11, art. 495, 5th formula]. Proposition 1 shows that the right side of (1) indeed agrees with (3) for d = 2. See [23, 24] for studies of N (2, n, k) .
In 1910 MacMahon [10, 11] introduced the sub-lattice function of order k, which is a q-analogue of N (d, n, k) . This might be the earliest appearance of the d-dimensional Narayana numbers. 1.3. One can express N(d, n, k) as the number of rectangular standard Young tableaux with d rows and n columns having k occurrences of an integer i appearing in a lower row than that of i + 1. It is the terminology of lattice paths, however, that allows results admitting diagonal steps and hence the generalization of the Schröder numbers to higher dimensions.
1.4. In [25] the author studies counting C(3, n) with respect to the statistic des and obtains a formula for 3-Narayana numbers which is quite different from the formula of (3).
Counting paths with respect to ascents
We now indicate how formula (3), producing the d-Narayana numbers, is a consequence of Stanley's theory of P -partitions [18, 20] , even though, (3) is implicit in MacMahon's work. We do so to give perspective and to facilitate obtaining another statistic having the d-Narayana distribution in §3.2. We remark that, while Stanley's theory extends results of MacMahon for plane partitions, notational differences cause their specializations to (3) to be different. We will also consider the reciprocity of the Narayana polynomials.
Some notation is required with details appearing in [20] . For any positive integer n, let [n] := {1, 2, . . . , n} and let n denote the chain 1 < 2 < · · · < n. For any finite partially ordered set (poset) P, with p := | P |, a linear extension of P is an order preserving bijection σ : P → p. We remark that a specified linear extension of P is a labeling of the set P, which corresponds to P being a natural partial order on [p] , as in [20] . For a specified linear extension ω : P → p, 
we obtain a convolution for our purposes:
Proposition 3 For positive integers d, n, and m, and for specified linear extension ω,
the electronic journal of combinatorics 11 (2004), #R54 To apply (4) in terms of N(d, n, k) we will assign two labels to each point of d × n. For the first labeling we specify the linear extension
For the second labeling we label d × n so that each (i, j) receives the step X d−i+1 . These two labelings yield a simple bijection mapping each permutation τ of L(d × n, ω) with des(τ ) = k to a path P of N(d, n, k) with asc(P ) = k. This bijection is evident from the example of Figure 1 and the corresponding Table 2 .
Concerning the left side of (4), MacMahon [11, Art. 495] (See Remark 2.1.) was the first to find a formula for M(d, n, m), which we write as
Hence, Proposition 3 yields
the electronic journal of combinatorics 11 (2004) , #R54
This in turn yields Proposition 1 by a simple inversion. Next, as a consequence of (6), we have
Proof. This proof is similar to that of [10, art. 29] ; the argument in [11, art. 449] seems incomplete. A proof can also be based on a result in [18, sect. 18] or [20, Cor. 4.5.17] .
We observe that the degree of Recall that for real r, the binomial coefficient is defined so 
Upon applying the well-known identity,
, to each factor of the numerator of the right side and then commuting the factors, we find
Hence,
Recalling that the degree of N d,n (t) cannot exceed (d − 1)(n − 1) and setting m = 0, we find that the only nonzero terms in (7) correspond to k = (d − 1)(n − 1) on the left side and to k = 0 on the right side. Hence,
Remarks:
2.
1. An inductive proof of (5) due to Carlitz appears in [12, §11.2] . Proofs of (5) using the Gessel-Viennot method appear in [3, Ch. 3] , [7] ; those concerning Schur functions appear in [3, Ch. 4] , [21, §7.21] . A neat alternative to formula (5) 
There is an easily observed bijection between N I(d, n, m) and the set of bounded plane partitions counted by M(d, n, m) (see e.g., [3, Ch. 3] , [7] ). Thus the Proposition 6 is equivalent to the following which relates the number of d-tuples of nonintersecting paths to the number of restricted d-dimensional paths with respect to ascents:
Kreweras [8] has given a more general result which is in terms of skew tableaux. . Thus, Proposition 4 yields the following identity for the common Narayana numbers:
2.4. Our interest in knowing a formula such as (3) was motivated by a study of Kreweras and Niederhausen [9] , which concerned 3-dimensional paths constrained by max{x, y} ≤ z. Recently Brändén [2] used an approach similar to that of this section in studying statistics distributed by a q-analogue of the Narayana distribution for d = 2. For each matrix M under consideration, we define the horizontal complement, HM, and the vertical complement, V M, to be matrices defined so 
the electronic journal of combinatorics 11 (2004), #R54 (1,1) (2,1) (2,2) (2,2) (1,2) (1,1) (3,1) (3,3) (3,3) (2,3) (2,2) (1,2) (1,1) (4,1) (4,4) Proof. We note that each path begins with X d , ends with X 1 , and has a total of dn − 1 consecutive step pairs. If row 1 of M is a zero row, then the n−1 non-final X 1 steps, all of which immediately precede some other step on P , do not contribute to Θ M (P )+Θ HM (P ). Hence, Θ M (P ) + Θ HM (P ) = (dn − 1) − (n − 1). If row 2 of M is a zero row, then only the n X 2 steps, which must immediately precede some other step on P , do not contribute to Θ M (P ) + Θ HM (P ) = (dn − 1) − n. Similarly, the other instances of the lemma are valid.
We now define the trapezoidal array of matrices appearing in Table 3 (and illustrated for d = 4 in Figure 2 ). For Figures 2 and 3 .) Given each matrix in the trapezoidal array, it is useful to determine the indices of the intersection of its zero row and zero column, called its zero intersection. One can check that the array of Table 4 gives the zero intersections corresponding to the the trapezoidal array of matrices for d = 4. More generally we state a lemma. 1 1 1 1 1 1 0 1 1 1  1 1 1 1 1 1 0 0 1 1  1 1 1 1 1 1 0 0 
Lemma 3 For
Proof. Use Lemmas 1 and 2. The second part relies on telescopic cancellation. 
For any d by d matrix M and for 2 ≤ i ≤ d − 1, we define a "restricted transpose", denoted by T i M, so that
. (E.g., see the top row of Figure 3 .) Moreover, for 2 ≤ i ≤ d − 1, we define a bijection
as follows: For any P ∈ C(d, n), break P into maximal blocks which either contain only X i steps or contain no X i step. In each block of the second type, we exchange the initial maximal subblock (perhaps empty) of steps belonging to {X 1 . . . X i−1 } with the final maximal subblock (perhaps empty) of steps belonging to {X 1 . . . X i−1 }. The resulting path is denoted as β i (P ).
Example. For d = 4, one can check that, if
One can also check that Θ M 23 (P ) = Θ T 2 M 23 (β 3 (P )) = 4 where 
Lemma 5 For
is a bijection with
Proof. We note that β i (P ) ∈ C(d, n) since the condition x 1 ≤ x 2 ≤ · · · ≤ x d holds for any point (x 1 , x 2 , . . . , x d ) on P during the exchanging. The action of β i leaves the number of X j X j , for j = i, fixed and exchanges the total number of X h X j pairs, for all h, j where h < i < j, with an equal total number of X j X h pairs. Hence, 
yield the bijective result 
Proposition 5 For any
Proof.
This identity with Lemma 1 implies that each statistic considered, shifted as necessary, has the d-Narayana distribution. Figure 2 . In general, we have yet to show systematically that the other matrix-encoded statistics have the Narayana distribution.
Let τ be any permutation of [d] and define the statistic asc τ on C(d, n) so
It is easily checked that asc τ corresponds to a 0-1 matrix M satisfying asc τ = Θ M . With des(τ ) denoting the number of descents on τ , we conjecture that Proposition 2 generalizes to
High descents
On any path Deutsch [4] found that the number of high peaks has the Narayana distribution on C(2, n). Now, for arbitrary d ≥ 2, on any path
Let hdes(P ) denote the number of high descents on the path P . By comparing the values of all statistics, which have been considered, on the paths of C (3, 3) , one can see that the statistic hdes is not equivalent to any of the others.
Counting with respect to high descents is much closer to counting with respect to ascents than with respect to descents. Specifically, we simply modify the labeling assigned to d × n in Section 2 to
Again, we also label each (i, j) ∈ d × n by the step X d−i+1 . By checking how a descent can occur in any permutation belonging to L(d × n, ω), we see that there is a simple bijection mapping each τ ∈ L(d × n, ω) with des(τ ) = k to a path P ∈ N(d, n, k) with hdes(P ) = k. For example, with d = 3 and n = 2, see Figure 4 . As a consequence of Propositions 3, we have the following result. 
Proposition 6 For any
d ≥ 2 and 0 ≤ k ≤ (d − 1)(n − 1), |{P ∈ C(d, n) : P has k high descents}| = N(d, n, k).
Recurrences
For d = 2 and n ≥ 3, we have the following recurrence for the Narayana polynomial, with bijective proofs appearing in [22, 24] :
For t = 2, (9) becomes a recurrence for Schröder numbers which was considered bijectively by Foata and Zeilberger [6] . For d > 2, we are now interested in finding the recurrences for the d-Narayana polynomial and for the d-Narayana distribution. Perhaps they are amenable to bijective interpretation. To find and prove a recurrence for the 3-Narayana polynomial, we will apply the algorithm MultiSum of Wegschaider [26] which advances Wilf and Zeilberger's [27] method, a generalization of Sister Celine's method, for handling multiple summations. We will follow the procedures documented in [26] . Here we are not giving computer programs; we are simply giving instructions for the use of Wegschaider's algorithm. We have not recorded the Mathematica outputs in the following as they are easily reproducible and some are quite long. Currently the Mathematica algorithm MultiSum is being enhanced by, and is available from, Axel Riese [15] .
Proposition 7
For n ≥ 4, the 3-Narayana polynomial satisfies
Proof. Once MultiSum is installed in a Mathematica session, we find and prove this recurrence by executing the following commands, which returns a certificate recurrence, which when summed and then simplified, yields the above recurrence. Proof. This follows from the proposition by induction. This is also a special case of Corollary 1.
Proposition 8 A formula for the 3-dimensional Catalan numbers is
Proof. First we find a recurrence for the 3-Narayana polynomial evaluated at t = 1. In [5] 
It is then not difficult to guess a simplified formula for N 3,n (1) based on the following output:
In [ We now consider finding directly a recurrence for the numbers N(d, n, k). We first seek the recurrence in the case of d = 3. Using MultiSum, we execute the following, obtaining a certificate (in just a few seconds) whose summation simplifies to recurrence (10) 
which is a special form of the well-known Pfaff-Saalschütz identity (which can be quickly proven using MultiSum).
d-Schröder numbers and a "2
n−1
result"
During the past decade the Schröder numbers have received considerable attention, for instance in [1, 6, 14, 16, 21, 19] . For arbitrary d ≥ 2, we generalize the definitions of the small and large Schröder numbers (as seen in [24] ): Let the small and large d-Schröder numbers, respectively, be the sequences (N d,n (2)) n≥1 and (
, respectively. In each sequence we will set the term for n = 0 to be 1. to (n, n, . . . , n), using these steps, and lying in the region {(
, such paths are known as (large) Schröder paths, and it is well known that |D(n)| = 2N 2,n (2) for n ≥ 1.
Proposition 10 For any
Proof. This proof for d = 3 can easily be generalized. Let C (n) denote the set of replicated paths formed from the paths of C (3, n) to be the bijection that first sequentially applies the following replacement rules to the diagonal steps of each path:
and then leaves the steps (1, 0, 0),(0, 1, 0), and (0, 0, 1) unaltered, and finally assigns the color R to all non-B vertices on the resulting path. Since |D(n)| = |C (n)| = P ∈C(3,n) 2 des(P ) = 2 2 N 3,n (2) the result follows.
Next we relate the d-Schröder numbers to constrained paths using steps of arbitrary length. Consider those d-dimensional lattice paths that use the nonzero steps of the form (ξ 1 , ξ 2 , . . . , ξ d ) where ξ i is a nonnegative integer. Let S(n) denote the set of paths running from (0, 0, . . . , 0) to (n, n, . . . , n), using these steps, and lying in the region {( x 1 , x 2 Using the Lemma 6 completes the proof. Proof. This 2 n−1 result is a consequence of Propositions 10 and 11.
Remarks:
5.1: We observe that D(n) is counted using the statistic des while S(n) is counted using the statistic asc together with the reciprocity of the d-Narayana polynomial.
5.2: The "classic 2 n−1 result" is for d = 1: one can easily show |S(n)| = 2 n−1 |D(n)| = 2 n−1 (See [11, art. 123 ].) Our interest in such results, which relate paths using "super steps" (perhaps diagonal) to those using "short steps" (perhaps diagonal), originated from Stanley's exercise [21, ex. 6.16] . For d = 2 and n ≥ 1, paper [23] gives a bijection showing that |S(n)| = 2 n−1 |D(n)| = 2 n N 2,n (2). Duchi and Sulanke [5] give a bijective proof indicating that for any d, |S(n)| = 2 n−1 |D(n)| is true when the constraint 0 ≤ x 1 ≤ x 2 ≤ . . . ≤ x d is absent. Remarkably, the formula of the "2 n−1 result" is independent of d. 
