There is a forgetful map from the mapping class group of a punctured surface to that of the surface with one fewer puncture. We relate the action of the kernel on the curve complex to a family of actions on trees. Together with a geometric compactness argument we further prove that finitely generated purely pseudo-Anosov subgroups of the kernel are convex cocompact in the sense of Farb and Mosher. As a corollary, this answers their question of local convex cocompactness for Whittlesey's group.
Introduction
If S is a closed surface with genus at least two, andṠ is the surface S punctured once, then it happens quite often that filling in the puncture induces a map from a geometric space associated toṠ to the corresponding space associated to S. The situation we consider is that of the curve complex C and the map Π : C(Ṡ) → C(S). The fibers of this map are connected and, as we will see, they are familiar objects.
Recall that π 1 (S) embeds into Mod(Ṡ), the mapping class group ofṠ, according to the Birman Exact Sequence (see 2). In particular, the fibers of Π are invariant under π 1 (S). Any point of C(S) determines a multicurve according to the simplex containing it in its interior. This multicurve can be used to define an action of π 1 (S) on a tree (see 4.1). Our first theorem relates these trees to Π.
Theorem 5.6. The fiber over a point in the interior of a simplex v ⊂ C(S) of Π is π 1 (S)-equivariantly homeomorphic to the tree T v determined by v.
If we allow the surface S to have punctures, we do not know of any natural map C(Ṡ) → C(S). However, we define an augmented curve complex for S in this situation (see 3) that contains C(S) and serves as a target for Π. We then prove Theorem 5.6 in the general setting, assuming only that ξ(S) ≥ 1; see 2. This theorem follows from an alternative description of C(Ṡ) which mixes algebra and combinatorial topology; see Theorem 5.4 . This sheds some light on the space C(Ṡ), and provides a useful tool for studying the subgroup π 1 (S) < Mod(Ṡ). In particular, the ideas allow the proof of the following theorem, answering Question 6 of [9] . Theorem 8.1. If ξ(S) ≥ 1 and G < π 1 (S) is finitely generated and purely pseudo-Anosov as a subgroup of Mod(Ṡ), then G is convex cocompact.
Convex cocompactness for subgroups of the mapping class group was defined by Farb and Mosher in [7] by way of analogy with Kleinian groups. Their work exhibited an intimate connection between convex cocompactness of a subgroup of Mod(S) and the associated surface group extension. This concept was further studied by the first two authors in [9] extending the analogy with Kleinian groups, and by Hamenstädt in [8] where the connection to surface group extensions was strengthened. We note that Theorem 8.1 provides the first nontrivial examples of convex cocompact groups that do not come from a combination or ping-pong type argument.
In terms of the analogy with Kleinian groups, Theorem 8.1 should be compared with a theorem of Scott and Swarup [15] : finitely generated subgroups of infinite index in fiber subgroups of fibered hyperbolic 3-manifold groups are geometrically finite.
As convex cocompact groups are necessarily finitely generated and virtually purely pseudo-Anosov, it is of interest to decide whether the converse holds. This question was asked by Farb and Mosher for free groups, and then specifically for finitely generated subgroups of Whittlesey's group (see below). These are Questions 1.5 and 1.6 of [7] , respectively (see also Problems 3.4 and 3.5 of [14] ). We note that a negative answer to either of these questions would imply a negative answer to Gromov's Question-Question 1.1 of [2] -regarding necessary and sufficient conditions for a group to be word hyperbolic; see Section 8 of [10] for a discussion of the connection of Gromov's question to convex cocompactness. Theorem 8.1 provides an affirmative answer to Question 1.6 of [7] :
Corollary. Whittlesey's groups are locally convex cocompact.
Recall that Whittlesey's groups are normal, purely pseudo-Anosov subgroups of the mapping class groups of a genus 2 surface and of the sphere with n ≥ 5 punctures. These are infinitely generated subgroups, so only its finitely generated subgroups have a chance of being convex cocompact. The genus 2 case is equivalent to that of the sphere with 6 punctures. This is because the associated Teichmüller spaces are equivariantly isometric with respect to the virtual isomorphism of mapping class groups.
Proof of the Corollary from Theorem 8.1. It suffices to prove the theorem for Whittlesey's groups in Mod(S 0,n ). Each of the n punctures defines a map Mod(S 0,n ) → Mod(S 0,n−1 ) by filling in the given puncture. The intersection of the kernels of these n maps is Whittlesey's group, and hence lies in π 1 (S 0,n−1 ) < Mod(S 0,n ). Any finitely generated subgroup of Whittlesey's group is thus also a finitely generated purely pseudo-Anosov subgroup of π 1 (S 0,n−1 ). Since n ≥ 5, Theorem 8.1 implies that the group is convex cocompact.
We now sketch the ideas that go into the proofs of Theorems 5.6 and 8.1. Here, for simplicity, we only discuss the case that S is closed. Given a simplex v ∈ C(S) (or equivalently, a multicurve), the vertex and edge stabilizers of the tree T v associated to v are the conjugates of the fundamental groups of components of S \ v and of annular neighborhoods of components of v, respectively; see 4.1.
Next, we consider C(Ṡ) with its action by π 1 (S). We show that the stabilizer in π 1 (S) of any simplex u of C(Ṡ) is the fundamental group of the component of the complement of u containing the basepoint z; see 5. From the above, this is either an edge or vertex stabilizer for the tree associated to Π(u) [Corollary 5.2] .
This determines a map from the set of simplices of C(Ṡ) to a partially ordered set G which consists of pairs (Γ, v), where v is a simplex in C(S) and Γ < π 1 (S) is an edge or vertex stabilizer for the tree associated to v. The partial order is determined by face containment in the second coordinate, and reverse containment in the first. We prove that this map is an order-isomorphism [Theorem 5.4] . From this, Theorem 5.6 follows easily; see Proposition 4.2 and Corollary 5.5.
Given any such subgroup Γ we associate a convex set U (Γ) in the universal cover S of S which is invariant by Γ; see 4.2. When projected to S, U (Γ) is sent to a locally convex subsurface of S with fundamental group conjugate to Γ. A key fact is that if
Because of the order isomorphism between the simplices of C(Ṡ) and G, we can view this as a construction of convex sets U (u) associated to simplices u of C(Ṡ).
Turning to a finitely generated purely pseudo-Anosov subgroup G < π 1 (S), we view this group as the image of the induced map on fundamental groups of an immersed surface Σ → S (namely, Σ is the convex core of G); see 7. Using Kra's description of pseudo-Anosov elements in π 1 (S) < Mod(Ṡ) and a limiting argument, we show that in the universal cover Σ ⊂ S, for every simplex u in C(Ṡ), the set U (u) intersects Σ in a convex subset with diameter bounded independent of u [Corollary 7.2].
Theorem 8.1 is proved in 8 as follows: By Theorem 1.3 of [9] or Theorem 2.9 of [8] convex cocompactness of G is equivalent the orbit map G → G · u ⊂ C(Ṡ) being a quasi-isometric embedding. The orbit map G → G · x ⊂ Σ ⊂ S is a quasi-isometric embedding by the Milnor-Švarc Lemma, so it suffices to show that the distance between x and g · x in Σ is comparable to the distance between u and g · u in C(Ṡ). The difficult part is obtaining the coarse upper bound of
To prove this bound, we assume as we may that x is in the convex set U (u) associated to u ∈ C(Ṡ), and so g · x is in g · U (u) = U (g · u). A geodesic edge path between u and g · u of length n gives a chain of convex sets U (u) = U 1 , ..., U 2n+1 = U (g · u), one for each edge and vertex of the geodesic, with successive sets intersecting non-trivially. From this we construct a piecewise geodesic path between x and g · x with 2n + 1 geodesic edges, each contained in some U j [Proposition 6.1].
By the uniform bound on the diameter of Σ ∩ U j , if these geodesic segments are contained in this intersection, then they have uniformly bounded length. This then provides a linear upper bound on distance between x and g · x by n = d(u, g · u) as required. In general, these segments might not stay in the Σ ∩ U j . We are able to circumvent this problem by appealing to closest point projection S → Σ and its strong contraction properties.
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Birman's Exact Sequence and Kra's Theorem
Let S = S g,m denote a surface with genus g and m punctures. On occasion it will be convenient to think of S g,m as being a closed surface with genus g and m marked points. This distinction is usually unimportant and we generally make no mention of which situation we are considering. One instance where some care must be taken is when considering homotopy classes of curves on S. If we consider S as a surface with marked points, then the curves and homotopies must avoid the marked points. When m = 0, we will also write S g = S g,0 .
We will letṠ denote S with an (additional) marked point. When necessary, we refer to the marked (or removed) point as z. We will frequently regard z as a basepoint for S. Note that a loop in S based at z is allowed (indeed required) to pass through z. If S has other marked points, then loops and homotopies are not allowed to pass through those points. On the other hand, curves and homotopies inṠ are not allowed to meet any marked point (including z).
We use the complexity ξ(S) = 3g + m − 3 and will assume throughout that ξ(S) ≥ 1 (note that this differs slightly from the complexity used in [13] ).
For emphasis, we note that
We say that a closed curve in S is nontrivial if it is homotopically nontrivial. A closed curve is essential if it is nontrivial and nonperipheral: not homotopic into every neighborhood of a puncture.
We fix a complete finite area hyperbolic metric on S. If S = S g,m and m > 0, then we assume that this is a metric on the punctured surface S. Let p : S → S denote the universal covering. The hyperbolic metric on S pulls back to one on S making S isometric to the hyperbolic plane.
The mapping class group of S is the group of components Mod(S) = π 0 (Diff + (S)), where Diff + (S) is the group of orientation preserving diffeomorphisms of S that fix each of the punctures. The Birman Exact Sequence [3, 4] relates the mapping class group of S with that ofṠ and π 1 (S, z). Namely
To describe the inclusion π 1 (S, z) → Mod(Ṡ) concretely, we first represent an element of π 1 (S, z) by a loop γ based at z. Writing γ : [0, 1] → S with γ(0) = γ(1) = z there is an isotopy h t : S → S such that h 0 = Id S and γ(t) = h t (z) for all t ∈ [0, 1]. Since h 1 (z) = z, it determines a mapping class in Mod(Ṡ), and this is the image of γ in Mod(Ṡ) in the Birman exact sequence.
An explicit construction of h t can be obtained by assuming that γ is a smooth immersion (as we may) and flowing along a time dependent vector field supported in an immersed tubular neighborhood of the image of γ that pushes z along the image of γ. As such, we can assume that for any neighborhood of the image of γ, h t is supported in that neighborhood.
The following result classifying those elements in π 1 (S, z) which represent pseudo-Anosov mapping classes in Mod(Ṡ) is due to Kra [12] and will play a crucial role in our proof of Theorems 5.6 and 8.1.
and only if the free homotopy class determined by γ fills S.
Here, a homotopy class of curves fills S if every representative intersects every other essential curve on S.
We view π 1 (S) as the group of covering transformations of the universal covering p : S → S and fix this action once and for all. Given any lift z ∈ p −1 (z) this determines an isomorphism of π 1 (S) with the fundamental group π 1 (S, z). When describing elements of π 1 (S) as homotopy classes of loops, we will assume a fixed basepoint z ∈ p −1 (z), and hence a fixed isomorphism π 1 (S) ∼ = π 1 (S, z).
Curve complexes
The curve complex of S will be denoted C(S) (and similarly for the surfacė S). The k-simplices of the simplicial complex are sets v = {v 0 , ..., v k } of k + 1 distinct isotopy classes of pairwise disjoint essential simple closed curves. We make C(S) into a geodesic metric space by declaring each simplex to be a regular Euclidean simplex with all side lengths equal to one-see [5] . The 1-skeleton C 1 (S) is itself a metric space (with the path metric), and the inclusion into C(S) is a quasi-isometry. Because geodesics in C 1 (S) between vertices have a combinatorial description simply as a sequence of (adjacent) vertices, we can mix combinatorial and geometric arguments in the metric space C 1 (S). We will therefore work with the metric on C 0 (S) induced by the inclusion into C 1 (S), which takes on integer values only. When S has punctures, we will also have use for an enlargement of the space C(S). We define the augmented curve complex C a (S) of S as follows. The vertices of C a (S) are isotopy classes of nontrivial simple closed curves. The set C 0 a (S) thus contains C 0 (S) plus a finite set of isotopy classes of peripheral simple closed curves; since ξ(S) ≥ 1, we see that C 0 a (S g,m ) \ C 0 (S g,m ) consists of exactly m peripheral curves, one surrounding each puncture, and we write
We also view C(S) ⊂ C a (S). We continue to confuse simplices in C a (S) with the multicurves they define. If a simplex contains a peripheral curve as a vertex, then we call the simplex a peripheral simplex and nonperipheral otherwise. That is, v is a nonperipheral simplex if and only if v ⊂ C(S). Note that, when S is closed, C a (S) = C(S).
We will typically denote simplices of C(Ṡ) by u = {u 0 , ..., u k } and simplices of C a (S) by v = {v 0 , ..., v k }.
As we have defined them (following common practice), C(S), C a (S), and C(Ṡ) are metric spaces and not simplicial complexes in the traditional sense. It will at times be convenient to have notation for the actual simplicial complex underlying the metric space, i.e. the set of simplices together with the partial ordering induced by the face relation. For this, we add a superscript ∆; for example C ∆ (S) is the set of simplices of C(S) with the partial order induced by faces.
Filling projection
SinceṠ ⊂ S, any curve inṠ can also be viewed as a curve in S, though an essential curve inṠ may become peripheral in S. If u is a simplex in C(Ṡ), then let Π(u) denote this corresponding multicurve in C 0 a (S). This defines a map Π :
To promote this to a simplicial map
we must verify that if {u 0 , ..., u k } defines a simplex in C(Ṡ), then the set {Π(u 0 ), ..., Π(u k )} defines a simplex in C a (S). This is obviously true if at most one of Π(u 0 ), ...., Π(u k ) is peripheral, but there is the possibility that two or more vertices of {u 0 , ..., u k } become peripheral, about different punctures.
is peripheral for at most one i = 0, ..., k. Moreover, if there is peripheral curve, say Π(u 0 ), then the restriction Π| u is injective and z is contained in a once-punctured disk bounded by u 0 in (S, z). If Π| u is noninjective, and Π(u 0 ) = Π(u 1 ), then u 0 and u 1 cobound an annulus inṠ containing z.
The lemma tells us that Π extends to a simplicial map, as required, and moreover, the restriction to a k-simplex has rank at least k − 1 as a linear map.
Proof. Set ξ = ξ(S). It suffices to prove the lemma when u = {u 0 , ..., u ξ } is a maximal simplex as any simplex is contained in a maximal one. That is, we may assume that u is a pants decomposition ofṠ. Let P denote the pair of pants containing the puncture. We refer to the boundary components or punctures of P as the cuffs of the pants P . We now fill z back in, and view it as a marked point in S (and also in P ).
If the other two cuffs of P are curves in u, say u 0 and u 1 , then u 0 and u 1 cobound an annulus containing z. Moreover, Π(u 1 ), ..., Π(u ξ ) gives a pants decomposition for S, and hence has ξ = ξ(S) distinct elements, as required. Note that it also follows that no curve has become peripheral in this case.
If one of the other two cuffs of P is a puncture, then P has just one curve cuff, say u 0 , and Π(u 0 ) is peripheral in S. That is, u 0 bounds a once punctured disk in (S, z) containing z. In this case, Π(u 1 ), ...., Π(u ξ ) is a pants decomposition for S and Π(u 0 ), ..., Π(u ξ ) are all distinct vertices of C 0 a (S).
A simplex u of C(Ṡ) is injective if Π| u is injective and noninjective otherwise. Furthermore, an injective simplex is peripheral or nonperipheral according to whether its Π-image is peripheral or nonperipheral, respectively.
Fibers of Π
As Π is simplicial, it is determined by a map Π ∆ :
Note that for any x ∈ C a (S), the fiber F x = Π −1 (x) can be naturally given the structure of a simplicial complex F ∆ x so that each simplex is affinely embedded in a simplex of C(Ṡ). Let v be the unique simplex of C a (S) containing x in its interior and let F 
Trees and regions
We define some specific realizations of curves and subsurfaces in S and S. Given a simplex v in C(S), we let [v] denote the geodesic representative. , appealing to the aforementioned theorem of [1] . We refer the reader to those references for details. Setting ǫ(v) = ǫ 0 (v)/3 completes the proof.
We will assume in what follows that we have chosen the numbers {ǫ(v)} v∈C 0 (S) as given by Lemma 4.1. Because there is a lower bound to the length of any geodesic, an area argument implies that the set {ǫ(v)} v∈C 0 (S) is bounded. 
Trees
Given a simplex v = {v 0 , ..., v k } in C(S), we have an associated action of π 1 (S) on a tree T v . We refer the reader to [16] for a general introduction to actions on trees associated to hypersurfaces. We give a brief description of the tree.
Write
, defined as follows. Choosing a transverse orientation to v j , we can assign a sign to the distance to v j . This signed distance to v j restricted to N ( v j ) maps onto [−ǫ(v j ), ǫ(v j )]. Changing the transverse orientation changes the map by composing with the nontrivial isometry of [−ǫ(v j ), ǫ(v j )]. Note that the fibers of the map are well defined, independent of the transverse orientation.
We now define an equivalence relation on S. First, we declare any two points of the same component of S \ p −1 (N (v)) to be equivalent. Second, for any component N ( v j ) ⊂ p −1 (N (v)) as above, we declare two points in N ( v j ) to be equivalent if and only if they are in the same fiber of the projection
The quotient space by the equivalence relation is a tree T v . Since the equivalence relation is clearly π 1 (S)-invariantly defined, we obtain an action of π 1 (S) on T v .
The vertex stabilizers of the action are precisely the stabilizers of the components of the complement of p −1 (N (v) ). The edge stabilizers are the stabilizers of components of p −1 (N (v) ). We will say that these are vertex and edge stabilizers of v, respectively.
We denote the set of all edge and vertex stabilizers of v by D v and order these groups by inclusion. Notice that the stabilizer of two distinct vertices are distinct, and similarly for the edge stabilizers. Specifically, the stabilizer determines the simplex of the tree. Therefore, since the stabilizer of vertex properly contains the stabilizer of any edge having it as an endpoint (in this setting), we see that the simplicial complex T ∆ v is reverse-order isomorphic to D v . We record this here for reference. We now extend this to the rest of the simplices of C a (S). Specifically, given a simplex v containing a peripheral vertex ζ, we let D v denote the set of stabilizers of components of p −1 (N (ζ)), and we simply say that a subgroup Γ ∈ D v is a peripheral subgroup for v.
We define the collection of subgroups
We note that a subgroup in D does not determine a vertex v of C(S). That is, D v ∩ D v ′ need not be empty. We equip D with the partial order defined by inclusion.
Regions in S
Fix a simplex v in C(S) and subgroup Γ ∈ D v . If Γ is a vertex stabilizer, we define U (Γ) to be the interior of the convex hull of the limit set of Γ acting on S. If Γ is an edge stabilizer, then we define U (Γ) to be the component of p −1 (N (v)) stabilized by Γ. If Γ is a peripheral subgroup, then we define U (Γ) to be the component of p −1 (N (ζ)) stabilized by Γ where ζ is the unique peripheral simplex of v.
Note that although it may be the case that Γ ∈ D v ∩D v ′ for distinct simplices v and v ′ , the definition of U (Γ) does not depend on v or v ′ . The next proposition follows immediately from the definitions we have given, but we record it here for reference.
Subsurfaces of S
Now fix a basepoint z ∈ p −1 (z), which produces an isomorphism π 1 (S) ∼ = π 1 (S, z); see 2. Note that U (Γ)/Γ embeds into S ι : U (Γ)/Γ → S After choosing a basepoint z ′ ∈ U (Γ)/Γ and applying a isotopy ι ′ ≃ ι so that ι ′ (z ′ ) = z, we obtain an injection
and ι ′ * (π 1 (U (Γ)/Γ, z ′ )) is conjugate to Γ. Moreover, suppose V ⊂ S is any π 1 -injective subsurface containing z. If π 1 (V, z) < π 1 (S, z) is a proper subgroup, then there is simplex v such that π 1 (V, z) ∈ D v . For example, assuming V to be compact (as we may), we can take v to be the union of the isotopy classes of components of the boundary of V which are nonperipheral, unless π 1 (V ) is cyclic generated by a peripheral loop-in which case v is one of the boundary curves.
Algebra vs. Combinatorics
In this section we give an alternative description of C(Ṡ) which mixes algebraic and combinatorial information. Recall that we have fixed a basepoint z ∈ p −1 (z) and so an isomorphism π 1 (S, z) ∼ = π 1 (S).
The following lemma describes the stabilizers of simplices of C(Ṡ) in π 1 (S). The key ingredient is Theorem 2.1. We realize every simplex u of C(Ṡ) as a multicurve inṠ.
Lemma 5.1. A simplex u of C(Ṡ) is fixed by γ ∈ π 1 (S, z) < Mod(Ṡ) if and only if γ is represented by a pointed loop which is disjoint from u.
We note that the stabilizer in π 1 (S, z) of a simplex u fixes u pointwise. This is because π 1 (S, z) acts trivially on homology, and so by Theorem 1.2 of [11] , π 1 (S, z) consists entirely of pure mapping classes.
Proof of Lemma 5.1. Suppose first that γ has a representative, also called γ, which is disjoint from the multicurve u. As mentioned in 2, for any neighborhood of γ, there is a representative h of γ ∈ π 1 (S) < Mod(Ṡ) supported on that neighborhood. Choosing a neighborhood disjoint from u, we obtain a representative of h which leaves u fixed, as required.
To prove the reverse implication, we prove its contrapositive. It suffices to consider the case where γ is primitive. First, choose a representative for γ, again called γ, which has the minimal number of self intersections. This can be done so that the based loop actually has the minimal number of self intersections in its free homotopy class. To see this, let γ t : S 1 → S for t ∈ [0, 1] be the free homotopy of some representative γ 0 (with γ 0 (1) = z with 1 ∈ S 1 ) to a loop γ 1 with minimal self intersection. The path γ t (1) for t ∈ [0, 1] runs from z to some other point of S. In a manner similar to that described in 2 we find an isotopy h t : S → S for t ∈ [0, 1] with h 0 = Id S , so that h t (z) = γ t (1). Now h Let Y be the supporting π 1 -injective subsurface ofṠ containing γ(S 1 ) \ {z}. Choose a representative of u having minimal intersection with Y . Because there is no representative of γ ∈ π 1 (S) disjoint from u, we see that the intersection of Y with u is non-empty and essential.
If γ is a simple closed loop then Y is a punctured annulus. Also, as an element of Mod(Ṡ), the element γ is simply a Dehn twist in one boundary component, and an inverse Dehn twist in the other. Since u nontrivially intersects Y it follows that γ · u = u as required. If γ is not a simple closed loop then note that ξ(Y ) ≥ 1 and γ is filling on Y . According to Theorem 2.1, as an element of Mod(Y ), γ is a pseudo-Anosov mapping class. It again follows from the fact that u nontrivially intersects Y that γ · u = u. This completes the proof.
Suppose now that u ∈ C ∆ (Ṡ) is given and realized by some multicurve. LetV (u) ⊂Ṡ be the component of the complement of u containing z. Let (V (u), z) ⊂ (S, z) beV (u) thought of a subsurface with basepoint in S. Because any other representative of u differs by an isotopy supported in the complement of z, we see that the subgroup (not just the conjugacy class) π 1 (V (u), z) < π 1 (S, z) = π 1 (S) is a well defined subgroup depending only on u. We write
Note that Γ(u) consists of precisely those elements of π 1 (S) which can be realized by loops disjoint from u. Thus, by Lemma 5.1 we immediately obtain 
if u is injective and nonperipheral then Γ(u) is a vertex stabilizer of Π(u).
3. if u is peripheral then Γ(u) ∈ D Π(u) and is peripheral.
To prove (1), we suppose that u is noninjective. By Lemma 3.1, and relabeling if necessary, we assume that v 0 = v 1 = Π(u 0 ) = Π(u 1 ) ∈ C 0 (S) and so that V (u) is an annulus bounded by u 0 and u 1 containing z. Therefore, V (u) in S is homotopic to N (v 0 ), and hence Γ(u) = π 1 (V (u), z) is an edge stabilizer of v = Π(u).
For (2), we suppose that u is injective and nonperipheral. Thus our realization of u inṠ is also a realization of v once we forget z. Since this multicurve is isotopic to the geodesic [v], we see that V (u) is homotopic to some component of S \ [v] . It follows that Γ(u) is a vertex stabilizer of v = Π(u).
In order to verify (3), we assume u is peripheral and let ζ be the peripheral vertex of v. We again appeal to Lemma 3.1 which says that in S, V (u) is a once punctured disk with boundary homotopic to ζ in S. As any punctured disk neighborhood of a cusp is homotopic to any embedded horoball neighborhood, we see that V (u) is homotopic to the horoball neighborhood bounded by [ζ] . Hence Γ(u) is peripheral and Γ(u) ∈ D v .
All that remains is to prove (4). This follows from the observation that if
Define a partially ordered set
There is an obvious order preserving π 1 (S)-action on G given by conjugation on the first factor. Lemma 5.3 and the fact that Π is a simplicial map implies that the map
given by Φ(u) = (Γ(u), Π(u)) is an order preserving map. If we let ρ 2 : G → C ∆ a (S) denote the projection onto the second factor then by construction Π(u) = ρ 2 (Φ(u)).
Theorem 5.4. Φ is a π 1 (S)-equivariant order isomorphism.
Proof. By Corollary 5.2, for γ ∈ π 1 (S), u ∈ C(Ṡ) we have
and so Φ is π 1 (S)-equivariant. As mentioned above, Lemma 5.3 implies that Φ is order preserving. It remains to verify that Φ is a bijection with order preserving inverse.
We construct an inverse Ψ for Φ. Fix (Γ, v) and pick w ⊂ S a realization of v in S. If Γ is nonperipheral, then we let N (w) be a union of pairwise disjoint annular neighborhoods of the components of w. If Γ is peripheral, take N (w) to be the cusp neighborhood bounded by the peripheral component of w.
Since Γ ∈ D v , we can isotope N (w) so that z lies in the interior of a component V of either N (w) or S \ N (w) and so that π 1 (V, z) is conjugate to Γ. If the conjugating element is γ, then as in the second paragraph of the proof of Lemma 5.1, there is a homeomorphism h : (S, z) → (S, z) isotopic to the identity on S so that π 1 (h(V ), z) = γπ 1 (V, z)γ −1 = Γ. That is, after composing with h and renaming V , we can assume that π 1 (V, z) = Γ.
Observe that z does not intersect ∂N (w) and so ∂N (w) ⊂Ṡ is an embedded compact 1-manifold. This 1-manifold determines a multicurve u inṠ (the union of theṠ-isotopy classes of the components). We define Ψ(Γ, v) = u, and observe that by construction Φ(Ψ(Γ, v)) = (Γ, v).
We now prove
Moreover, if equality holds in the first inequality, then it also holds in the second.
Proof of claim. Appealing to Lemma 3.1, the claim will quickly follow if we can show that Φ(u ′ ) Φ(u) implies u ′ and u can be realized disjointly onṠ. Suppose to the contrary that u ′ and u cannot be realized disjointly, and realize them so as to minimize the geometric intersection number. Since v = Π(u) and v ′ = Π(u ′ ) can be realized disjointly, it must be that u and u ′ form a bigon on S containing z. In particular, u ′ intersectsV (u) essentially. By Corollary 5.2, we may view Γ(u ′ ) and Γ(u) as the stabilizers in π 1 (S) < Mod(Ṡ) of u ′ and u respectively. As in the proof of Lemma 5.1, there exists γ ∈ Γ(u) for which γ · u ′ = u ′ (e.g. if ξ(V (u)) ≥ 1, then γ can be taken to be pseudo-Anosov
Therefore, u and u ′ can be realized disjointly onṠ.
The second statement of the claim implies that Φ is injective and hence proves that Ψ = Φ −1 . The first statement proves that Ψ is order preserving and thus completes the proof of the theorem.
We denote the projection onto the first factor of G by
(note that this is order reversing) and write
Restricting η to this last space we have
is a reverse-order isomorphism. We can now prove the first main theorem from the introduction. Note that the theorem is not dependent on S being closed, only that ξ(S) ≥ 1 and that v be a simplex in C(S), rather than an arbitrary simplex of C a (S).
From the map η and the construction of a convex set U (Γ) ⊂ S associated to Γ ∈ D we obtain a convex set U (u) defined by U (u) = U (η(u)). In words, this associates to each u ∈ C ∆ (Ṡ) a convex set U (u) in the universal cover of S invariant under the stabilizer of u. The following is a restatement of Proposition 4.3, appealing to Lemma 5.3 (4).
6 Distance and piecewise geodesic paths
We now discuss a method of tracking the progress of a path in C(Ṡ) via a path in S. Consider any pair of vertices u, u ′ ∈ C 0 (Ṡ) and any pair of points x ∈ U (u) and y ∈ U (u ′ ). Let [u 0 , ..., u n ] denote an edge path in C 1 (Ṡ) connecting u 0 = u to u n = u ′ . Of particular interest to us is the case that [u 0 , ..., u n ] is a geodesic in C 1 (Ṡ), so that n = d 1 (u, u ′ ), the distance in C 1 (Ṡ) between u and u ′ . 
is a geodesic segment contained in U (u j ) for each j = 0, ..., n, and
) is a geodesic segment contained in U ({u j , u j+1 }) for each j = 0, ..., n − 1.
It will be convenient, in the proof of the lower bound for Theorem 8.2, to demonstrate the precompact family for a slightly larger surface. Namely, let Σ 1 = N 1 ( Σ)/G denote the quotient of the 1-neighborhood of Σ by G. This adds a width-1 collar to each boundary component of Σ. There is an obvious extension of f to Σ 1 ⊃ Σ that we still denote f : Σ 1 → S. Let A denote the set of all arcs of f −1 ([v] ) in Σ 1 as v ranges over all of C 0 (S).
Proposition 7.1. The family A is precompact in the space of all proper geodesic arcs in Σ 1 . In particular, there are only finitely many isotopy classes in A and there is a uniform bound on the length of any arc in A.
Proof. By the Arzela-Ascoli Theorem, it suffices to prove that there is a uniform bound to the length of any arc in A.
Suppose to the contrary that there exists a sequence {v n } ⊂ C 0 (S) and components
We may also assume, after passing to a subsequence, that [v n ] has a Hausdorff limit λ, which is a geodesic lamination on S. Let λ ′ be the maximal measurable sublamination of λ, so that λ ′ is obtained from λ by throwing away all non-closed isolated leaves.
Note that the Hausdorff limit of the L n is contained in f −1 (λ). Because ℓ(L n ) → ∞, it follows that there is a connected geodesic lamination κ contained in this limit, and f (κ) is a component of λ ′ . If κ is a simple closed geodesic, then since f (κ) ⊂ λ ′ cannot be filling, we obtain a contradiction. We therefore assume that κ is not a simple closed geodesic.
Let Y κ be the supporting subsurface of κ-the smallest open, locally convex subsurface containing κ. The surface f (Y κ ) is the component of the supporting subsurface of λ ′ containing f (κ). Therefore, f (∂Y κ ) is disjoint from λ ′ . This is impossible since every curve representing a conjugacy class of G intersects every lamination in S, and any component of f (∂Y κ ) represents a conjugacy class in G.
Note that each component of
) is a not only a disk, but a disk with uniformly bounded diameter: it is convex, and has uniformly bounded circumference. This implies the same statement for the disks
is uniformly bounded over all v ∈ C 0 (S), we see that the diameter of any component of
) is uniformly bounded. On the other hand, the annuli N (v) for v ∈ C 0 (S) and the components of S \ [v] for v ∈ C ∆ (S) are precisely the sets U (Γ)/Γ ⊂ S for nonperipheral subgroups Γ ∈ D. Therefore, we obtain the following. 
Convex cocompactness
In this section, we prove Theorem 8.1. If ξ(S) ≥ 1 and G < π 1 (S) is finitely generated and purely pseudo-Anosov as a subgroup of Mod(Ṡ), then G is convex cocompact.
Fix a purely pseudo-Anosov subgroup G < π 1 (S) < Mod(Ṡ) and let Σ ⊂ N 1 ( Σ) ⊂ S and f : Σ 1 → S be as in the previous section. We assume that for each peripheral vertex ζ ∈ C 0 a (S) we have chosen the horoball cusps N (ζ) sufficiently small so as to lie outside f (Σ 1 ) (see 4). Hence U (Γ) ∩ N 1 ( Σ) = ∅ for any Γ ∈ D ζ and any peripheral vertex ζ ∈ C 0 a (S). Fix a vertex u ∈ C 0 (Ṡ) and x ∈ U (u) ∩ Σ. A finite generating set for G defines a word metric on G, but it is more convenient to use the metric
which by the Milnor-Švarc Lemma, is in the quasi-isometry class of the word metric coming from a finite generating set. The following will easily prove Theorem 8.1.
Theorem 8.2. The orbit map
given by g → g · u is a quasi-isometric embedding into C(Ṡ).
Proof of Theorem 8.1. It was shown in [9] (Theorem 1.3) and in [8] (Theorem 2.9) that a finitely generated subgroup of the mapping class group is convex cocompact if and only if the orbit map to the curve complex is a quasi-isometric embedding.
Proof of Theorem 8.2. We must find K ≥ 1 and C ≥ 0 so that for any g ∈ G, we have
Fixing a generating set {g 1 , ..., g r } for G, taking any C ≥ 0 and
the required upper bound on d 1 (u, g · u) easily follows from the triangle inequality. We assume that the K and C we produce for the lower bound also satisfy these two inequalities. We now proceed to the proof of the lower bound. Let τ : S → Σ denote the closest point projection. This is a contraction. Moreover, there exists an R > 0 so that if σ is any geodesic segment outside N 1 ( Σ) then τ (σ) has length ℓ(τ (σ)) ≤ R.
Next, suppose u ′ is a simplex in C(Ṡ) and σ is a geodesic segment contained in U (u ′ ). Since U (u ′ ) ∩ N 1 ( Σ) is convex, σ is cut into at most three geodesic segments by this set, at most one of which is contained in U (u ′ Since γ connects x to g(x), so does τ (γ), and its length bounds the distance from x to g(x). Therefore we obtain
Isolating n = d 1 (u, g · u) in this inequality, we obtain
Taking any K ≥ 2(2R + D) and C = 1/2, completes the proof.
