Abstract Accurately simulating neurons with realistic morphological structure and synaptic inputs requires the solution of large systems of nonlinear ordinary differential equations. We apply model reduction techniques to recover the complete nonlinear voltage dynamics of a neuron using a system of much lower dimension. Using a proper orthogonal decomposition, we build a reduced-order system from salient snapshots of the full system output, thus reducing the number of state variables. A discrete empirical interpolation method is then used to reduce the complexity of the nonlinear term to be proportional to the number of reduced variables. Together these two techniques allow for up to two orders of magnitude dimension reduction without sacrificing the spatially-distributed input structure, with an associated order of magnitude speed-up in simulation time. We demonstrate that both nonlinear spiking behavior and subthreshold response of realistic cells are accurately captured by these low-dimensional models.
Introduction
Efforts to describe the interplay between morphology, kinetics, and synaptic inputs of single neurons are always, at their core, attempts at model reduction. For, all simulations require a balance between the realism of the model and the constraints of time and computing power. Investigators have developed neuronal models of varying levels of biophysical faithfulness, with the more detailed ones taking the form of compartmental models with voltage-gated ion channels. In order to resolve features at the level of dendritic spines (1 μm), this can require many thousands of compartments, and to include realistic Na + , K + , and Ca 2+ channel kinetics requires upwards of 10 variables per compartment. We thus arrive at a large, coupled, nonlinear system of differential equations which must be solved to obtain the cell's voltage dynamics.
Model reduction seeks to shrink the number of state variables while reproducing, as much as possible, the behaviors of the original model. Techniques to simplify the kinetics have resulted in approximations which use fewer gating variables, such as the method of equivalent potentials (Kepler et al. 1992 ). While such techniques were developed for single-compartment models, the kinetic schemes can be readily integrated into multicompartment models. Other techniques aim to simplify the morphology of the neuron in order to reduce the number of compartments and thus more drastically reduce the computational load. The first attempts at this were made by Wilfrid Rall. Using passive membrane models and morphologies satisfying the "3/2" power law, he was able to rigorously show that symmetric synaptic inputs can be mapped to a single passive cable (Rall 1959) . However, his model assumptions were too strict for general use, and did not apply to cells with active kinetic properties, which are necessary to investigate realistic neuronal functions.
Investigators have since used other ad hoc techniques to achieve their model reduction goals. The 19-compartment reduction of hippocampal cells by Traub and Miles (1991) and the subsequent two-compartment reduction by Pinsky and Rinzel (1994) have demonstrated that certain properties can be retained in such simple models by lumping many compartments together. However, this type of reduction sacrifices the spatial location of synapses. Less drastic coarsening which attempts to preserve the morphology can yield poor resolution of spiking dynamics (see Table 8 in Section 5.1). Previously, we demonstrated that we can preserve the spatial input-output relationship in a reduced neuronal model if we are content to reproduce only the subthreshold dynamics by considering the quasi-active version of the full model (Kellems et al. 2009 ).
Here we extend the results of our previous work to reproduce the full nonlinear behavior of morphologically accurate models by applying two model reduction techniques. The first reduces the number of state variables, while the second reduces the complexity of the nonlinear term by interpolating at a small number of dendritic locations. These techniques preserve the spatial precision of synaptic input while reproducing the global voltage dynamics, including both subthreshold and spiking behaviors.
We start in Section 2 with a description of the full model and the solution methods we employ. In Section 3 we apply the model reduction techniques to simulation data to arrive at the reduced system. Using this framework, in Section 4 we examine the accuracy of the reduced system on simplified morphologies and discuss challenges that branched cells pose. We promptly introduce algorithms to tackle these challenges, and show that they succeed for simple branched cells. In Sections 5 and 6 we show that these techniques accurately reproduce the spiking dynamics of a broad class of realistic cells. We end with a discussion of applications, improvements, and extensions in Section 7.
Nonlinear cable equation
We consider dendritic neurons (see, e.g., Fig. 1 ) with D branched dendrites meeting at the soma. The dth The transmembrane potential along branch b will be denoted by v b (x, t). We assume that the axial resistivity, R i (k cm), and membrane capacitance, C m (μF/cm 2 ), are uniform throughout the cell. We suppose that branch b carries C distinct ionic currents, with associated densities, G bc (x) (mS/cm 2 ) and reversal potentials E c , c = 1, . . . , C. The kinetics of current c on branch b are governed by (powers of) the F c gating variables, w bcf , f = 1, . . . , F c . When subjected to input at S b synapses, these gating variables, together with v b , obey the nonlinear cable equation
Here g bs (nS) is the time course, x bs is the spatial location, and E bs is the reversal potential of the sth synapse on branch b . These branch potentials interact at J junction points, where junction J denotes the soma. At junction j < J we denote by b 
where σ is the somatic index and A σ is the surface area of the soma. Finally, we denote by L the set of leaf indices, where a leaf is a branch with no children. We suppose that each leaf is sealed at its distal end, i.e.,
Initially the neuron is at rest, implying that ∂ t v b (x, 0) = 0. We solve for the rest state and denote it by v b (x), and similarly for the gating variables, which yields the initial conditions
With the rest state defined, it is easy to modify Eq.
(1) to use current injection instead of synaptic conductance. If we substitute the rest state
in the synaptic input term, then this is equivalent to directly injecting current into the cell, which yields
If we now partition the cell into N compartments, with C distinct ionic currents per compartment and at most F gating variables per current, then we arrive at the following system of ordinary differential equations
where H is the N-by-N Hines matrix,
where the 'diag' operator takes a vector and transforms it into a diagonal matrix. In the case of current injection, v mid is the solution to the linear system
where v is the rest potential of the discretized system.
The reduced cable equation
We apply two model reduction techniques to this ODE system, both of which use the proper orthogonal decomposition (POD). The first technique generates a low-dimensional basis for the state variables, v and w, while the second generates a low-dimensional basis for the nonlinear term.
Proper orthogonal decomposition
Given that v ∈ R N , we wish to find a subspace U ⊂ R N of dimension k N in which the relevant states v are nearly contained. Specifically, given n "snapshots" of the state variables
i.e., we desire the k-dimensional basis which best fits, in the least squares sense, the snapshot data (Kunisch and Volkwein 2002) . The proper orthogonal decomposition (POD) provides a solution to this problem via the singular value decomposition (SVD) (Liang et al. 2002) .
To obtain the POD basis we first take "snapshots" of the voltage and nonlinear terms at specific (usually equally-spaced) time points during the simulation. For convenience we denote the nonlinear term by
We save the values of v and N(v, w) at times t 1 , t 2 , . . . , t n , where t j = j t. The snapshots are stored column-wise in matrices
The matrix V ∈ R N×n will be used to build the POD basis, while F ∈ R N×n will be used in Section 3.2.
We begin with the SVD's of the snapshot matrices
where
, and and are diagonal and non-negative. These diagonal elements are ordered in a descending fashion. We choose k v ≤ n and k f ≤ n, set
The columns of these matrices form the bases which are the solutions to Eq. (19) for the corresponding snapshot sets (Liang et al. 2002) .
To complete the POD reduction, we define the reduced voltage variable by
and upon substitution into Eq. (12) we arrive at the reduced-order system
3.2 Reduction of the nonlinear term via the discrete empirical interpolation method While the dimension of Eq. (22) is now k v N, the nonlinear term still depends on the full dimension N, which indicates that the system has not been truly reduced. For, the reduced voltageṽ must be projected up by U to the full subspace before we can evaluate the nonlinear term, and the result must be projected back down to the reduced subspace by U T . We apply an empirical interpolation method to find a set of spatial interpolation points z = {z i } k f i=1 from which the behavior of the full nonlinear term can be approximated, thus reducing the complexity of N to k f N (Barrault et al. 2004 ). This method, originally described for use with finite elements, has been extended to our case of finite differences via the discrete empirical interpolation method (DEIM) as given by Chaturantabut and Sorensen (2009) , which can be accessed at http://www. caam.rice.edu/tech_reports/2009_abstracts.html.
We begin with the basis W for the snapshot set F of nonlinear terms and seek a "maximally independent basis set" for W (Nguyen et al. 2008) . The first interpolation point z 1 is the index of the entry of W 1 with the largest magnitude. For i = 2, . . . , k f each point z i is chosen as the index of the entry of the largest magnitude of the residual vector r ≡ W i − Ws, where P is the matrix of the previous i − 1 coordinate vectors corresponding to the interpolation points, W is the matrix of the previous i − 1 DEIM basis vectors for N (that is, W = W(:, 1 : i − 1)), and s is the coefficient vector of components of W in W i relative to the previous i − 1 interpolation points as given in Algorithm 1 (Chaturantabut and Sorensen 2009 ).
We define the reduced gating variables by
substitute into the nonlinear term, and apply the matrices computed from the DEIM to obtain 
where the reduced functions arẽ
and
Since in Eq. (27) all are pointwise functions, the matrix P T just picks off the entries at the interpolation points z, and thus by recalling Eq. (14) we find
and similarly˜ just computes the rows of corresponding to the indices z. Hence the reduced functions are of complexity k f , as desired.
We solve the reduced system using the same staggered Euler scheme. We denote
and use the scheme:
where, for current injection,ṽ mid is the solution to the linear system
In the case of synaptic conductance,ṽ mid is the solution to the linear system
Numerical solution of the reduced system
We have written a MATLAB software suite that loads morphology and channel kinetics and distributions, simulates the full system and obtains POD and DEIM snapshots, and then simulates the reduced system and displays the response of these models to the desired inputs. Gating variable evaluation was performed via a look-up table similar to Hines (1984) . These codes are available from the authors upon request. All computations were performed using MATLAB version 7.4 (R2007a) on a Sun Ultra 20 computer with a 2.2 GHz AMD Opteron processor. Detailed simulation documentation can be found in Supplementary Material 1.
Three ion channel models were used in this study. One follows Hodgkin-Huxley kinetics, while the second augments this model by including an A-type K + current with a spatially-varying conductance density given by
where x is the distance (in μm) from the soma. We refer to these models as HH and HHA, respectively.
Parameters for these two models are the same as given in Kellems et al. (2009) . The third model seeks to emulate weakly excitable dendrites, following the kinetics and spatially-varying conductance densities of Migliore et al. (1999) . We refer to this model as MIG, and we give its parameters in Table 12 .
Computational notes
For the purpose of analyzing spiking behavior, we need only consider the voltage traces from one site (namely, the soma). It is easy to obtain this voltage v soma from the reduced system via Eq. (21), but computing the full matrix-vector product at each time step becomes expensive. However, noting that v soma = U( j soma , : )ṽ, it is clear that performing this inner product is much cheaper. Thus we can accelerate the reduced system by saving voltage data at different temporal resolutions: a fine resolution for the soma, and a coarse one everywhere else. For instance, saving the somatic potential every r s timesteps and saving all other potentials every r c timesteps, where r s < r c , will reduce the computational expense of Eq. (21) while still giving the detail we desire at the soma. In this paper, all timings reflect the use of r s = 1 and r c = 10.
Results on simplified morphologies

Straight fiber
Consider a uniform fiber that is 1 mm long with N = 1,401 compartments with HH kinetics. We generate a reduced model using 200 snapshots over 10 ms (solving Eqs. (15)- (18) with t = 0.01 ms) for both the POD and DEIM bases by applying a suprathreshold step current of 500 pA for 1 ms at the distal end. This choice of stimulus location permits the action potential to traverse the whole fiber, thus providing a sufficiently rich set of snapshots from which to build the reduced system (see Fig. 2(a) ). Computing the singular values for the POD and DEIM snapshot matrices as in Section (3.1), we find that they decay quite rapidly (see Fig. 2 (b)), thus it is reasonable to expect that a small reduced system can approximate the full system well. Note that the decay of these singular values to some tolerance does not necessarily imply a corresponding accuracy of the reduced system as compared to the full one. For example, for linear systems there exist SVD-based model reduction methods, such as Balanced Truncation, for which rigorous error bounds exist in terms of the decay of Hankel singular values (Glover 1984; Antoulas and Sorensen 2001) ; these have been successfully applied to the linearized version of Eq. (1) (Kellems et al. 2009 ). For nonlinear systems the reduction relies upon having a good snapshot set. Hence if the snapshot set is poor, then the decay of the singular values cannot be interpreted as yielding a good reduced system. However, if the snapshot set is good then it can be used as a guide to estimate how large the reduced system must be.
To test accuracy and speed, we perform a series of simulations using random inputs and compare the reduced system's performance with that of the full system. A match is said to occur when a spike, indicated by a somatic depolarization of V th = 40 mV or more from rest, in the reduced system occurs within τ ref = 2 ms of a spike in the full system. Our metrics for quantifying the spike-capturing accuracy of the reduced system include the coincidence factor (Kistler et al. 1997 ), defined as where N full and N reduced are the number of spikes in the full and reduced models, respectively, N match is the number of matches, and T is the length of the simulation. The value = 1 implies the spike trains are equal and = 0 implies the spike trains would occur purely by chance. To better evaluate the effect of false positives, we use the percentage matched and percentage mismatched measures of Kellems et al. (2009) :
We simulate for 1 s with 200 random step currents, each lasting 0-5 ms and having amplitudes of 0-100 pA, applied to random locations on the fiber. To solve both systems we use t = 0.1 ms. We vary the dimension of the reduced system, using k v = k f , and run 20 simulations at each value (the same 20 input patterns were used for each reduced system). The results, shown in Table 1 , indicate that reduced systems nearly 100-fold smaller than the original ones reproduce highly accurate spiking patterns and are about 5× faster.
It should be noted that throughout the paper we use k v = k f , which is justified by results of studies we performed on simple morphologies. For these studies we varied k v and k f independently and computed the performance metrics for each pair, but we always found that k v = k f was the best choice. Hence we use this empirical heuristic even for complex morphologies.
To assess the effects of different ion channel models on accuracy and speed, we perform the same experiment, but with a channel model incorporating an Atype K + current (HHA model). Due to the decreased excitability of the distal part of the fiber, we increase the number of stimuli to 500 and the range of amplitudes of the step currents to 0-300 pA. As shown in Table 2 , although the accuracy initially decreases for very small k v values, it is rapidly regained so that nearly exact spike dynamics ( = 0.990) are reproduced with k v = k f = 30, a 46-fold reduction in dimension. Additionally, the reduced systems show greater speed-ups versus the full systems than do the HH ones. Examination of voltage traces (Fig. 3) shows that not only are the spike times correct, but in fact the sub-and suprathreshold voltage dynamics agree very well. One may wonder why the speed-up is basically one order of magnitude while the dimension reduction is two orders of magnitude. The reason lies in the fact that the full system matrices are large but sparse, whereas the reduced matrices are small but dense. Hence the associated matrix-vector products have different computational costs, and we ought not expect the same scalings.
Challenges of branched cells
Now consider the forked neuron which has one mother branch and two daughter branches, all with radius 1 μm and length 500 μm. The cell consists of N = 1,501 compartments having HH kinetics. The first step in constructing a reduced model is to generate a sufficiently rich set of snapshots, but this simple cell illustrates that the task is not trivial.
Phantom spiking
We desire a reduced model which will reproduce the correct dynamics of the full model independent of the location of the inputs. In order to capture spiking behavior, this implies that the snapshots to be used must contain local descriptions of action potentials. For example, on the fiber we needed to ensure that each node experienced spike dynamics. This was accomplished by initiating a spike at one end and allowing it to travel to the other end (this includes the after-hyperpolarization as well).
For the forked neuron, isolating the local spiking behavior is not so simple because each spike that is initiated will split upon reaching the junction point, and thus at least two branches will contain a spike at the same time. Such a situation is not good, because the snapshots will contain information about both spikes simultaneously, causing phantom spiking. This phenomenon consists of stimulus arriving at one location, but, because of the simultaneous spikes in the snapshots, a similar output is observed at a different location on another branch, thus corrupting the computed solution. 
Branch-Ortho: branchwise orthogonalization
To excise these phantom spikes, we simulate the full model with a suprathreshold stimulus applied at a location which will allow a spike to propagate throughout the whole cell; this location should be the soma, a junction point, or the distal end of a leaf in order to prevent two spikes from occurring on the same branch. Let us denote the resulting set of snapshots as S. To isolate the dynamics of branch j we create a local set L j which is initially the same as S. The snapshots in L j are then modified by setting to rest all the values of elements that do not belong to branch j. The final set of snapshots S is then the union of the local sets. Hence the snapshots are "orthogonal" in the sense that only one branch is active in each snapshot. While intuitive, this technique is a bit naïve because it completely isolates branches, effectively throwing away information about the coupling that occurs at junctions.
An improvement of this method can partially recover this coupling information by not just generating snapshots of isolated branches, but of connected branches that form continuous routes throughout the dendritic tree. A route R is defined as a set of branches in which -at most one branch is present at each depth in the dendritic tree -the branch at depth j − 1 is the parent of the branch at depth j.
Hence the dimension of a route, dim(R), is equal to the number of branches it contains, and the length of a route is the sum of the lengths of the branches it contains, i.e. len(R) = b ∈R b .
Routes are useful because if we are given a set of snapshots in which an action potential travels from the soma throughout the dendritic tree, then routes form long, continuous snapshots of the dynamics and maintain coupling information between parents and children (see Fig. 4 ). Not only does using routes improve accuracy, but it further shrinks the size of the snapshot set. Since the active zones of the parent and child branches overlap, routes yield more information in fewer snapshots than the naïve method. Which routes should comprise the Branch-Ortho snapshot set? Let R denote a set of routes and let dim(R) be defined as the number of routes in the set. We define R to be optimal if -it contains every branch of the cell -all routes are non-intersecting (i.e., no branch appears in more than one route) -it contains the fewest routes possible, and we denote an optimal set of routes by R. After a little thought, we can conclude that we can build an optimal set of routes entirely of routes which begin with leaves. Thus we know that if there are L leaves in a cell, then we need to store only L routes, and hence dim( R) = L. Thus the smaller the ratio of L/B the better this method should be. It also follows that every R contains at least one R such that dim(R) = 1. Algorithm 2 implements Branch-Ortho with a set of optimal routes, which is obtained by proceeding outside-in from leaves to soma. 
V-Slim: a snapshot elimination algorithm
In order to implement the Branch-Ortho algorithm in any generality, we must ensure that the snapshot set does not become so large that computing the SVD's of the POD and DEIM inner product matrices becomes prohibitively slow. Since the SVD scales as O(max(n, N) 3 ), taking more snapshots will dramatically increase the computation time to obtain the reduced bases. For small numbers of snapshots (dim( S) < 1,000) this may not be so bad, but if Branch-Ortho generates many thousands of snapshots (as may be the case for highly-branched cells) then the SVD step may become prohibitively slow.
To keep the final snapshot set small while retaining the salient dynamics, we implement a snapshot elimination algorithm. A snapshot is "active" if its deviation from rest
exceeds a preset threshold. The deviation can be similarly defined for the snapshots of the nonlinear term. This process, called V-Slim, is detailed in Algorithm 3. Another technique to shrink the size of S is to store only every kth snapshot in the local set L j . This is reasonable because snapshots which are close together in time are more similar. Keeping every snapshot gives maximal information, but we expect that we can get by with less (and our results indicate that this is indeed the case).
In our current implementation, such attention to shrinking the set of snapshots is necessary, but in the future we will use ARPACK (via the eigs command in MATLAB), which is a suite of iterative eigensolvers tailored to large-scale problems, to drastically reduce the cost of computing these SVD's. Previous experience gives us confidence that by using this package we can even eliminate the need for the aforementioned snapshot-shrinking algorithms. Nevertheless, the methods given here contribute a one-time cost, because results of these computations can be stored and reused for all future simulations of a specific morphology. This, along with the fact POD and DEIM set-up times for the simulations in this paper often required ∼ 1 s and at most ∼ 10 s, means we do not include set-up times in any of our timing comparisons.
Branch-ortho and V-Slim implementation
We can efficiently apply both Branch-Ortho and VSlim if we consider the structure of the snapshots. The initial set S is likely to have a significant number of inactive snapshots, because of either delay due to onset of the stimulus or of the decay back to rest after hyperpolarization. We call the set of active snapshots from this initial set the global active zone, S global , since it defines when any part of the neuron is active. Applying Branch-Ortho to the global active zone will produce a smaller orthogonalized snapshot set than applying it to all of S, so it is natural to use V-Slim on S to obtain S global before applying Branch-Ortho.
Once the orthogonalized snapshot set is in hand, we apply V-Slim again to find the local active zone for each route, that is, the set of snapshots in L j which are active for route j. The local active zone is often significantly smaller than L j because an individual route is not active during all of the global active zone, but rather it could be inactive when other routes are active (due to travel time of the action potential or different dendritic lengths). Thus applying V-Slim to the orthogonalized snapshot set filters out these unnecessary local snapshots and can drastically reduce the size of the final snapshot set. Thus our implementation of Branch-Ortho and VSlim uses a three-step process. First we apply V-Slim with a tolerance ε global to S to obtain the global active zone, S global . Next we run Branch-Ortho with L j = S global to obtain S. Finally, we apply V-Slim with a tolerance of ε local to S, which effectively isolates the local active zones for each branch and yields the final snapshot set (see Fig. 4 ). Note that since we have two snapshot sets, one for voltage and one for the nonlinear terms, the tolerances ε global and ε local can be different for each set. 
Forked neuron results
Equipped with the tools from the above sections, we return to the task of reducing the forked neuron. We take 200 snapshots over a 10 ms window (using t = 0.1 ms), and we obtain them by giving a suprathreshold stimulus to a distal branch. We use the branchwise orthogonalization algorithm to generate snapshots of branches in isolation, where the active zone is computed by applying V-Slim with tolerances ε
−6 , and ε f global = 10 −5 , and then saving every 4th snapshot from this resulting set. Simulations consist of 750 random step currents injected over a 1 s interval, with each current having amplitude 0-60 pA and lasting 0-5 ms. Branch-Ortho turns out to be a very effective method of improving the accuracy of the reduced system, as Table 3 demonstrates. The improvement can be seen qualitatively in Fig. 5 by observing that the DEIM points are more evenly spaced throughout the neuron than they are without Branch-Ortho. Not only are spike times accurately reproduced, but the somatic voltage traces are nearly exactly duplicated in the reduced system, as shown in Fig. 6 . Our next test is done with the HHA model, but with all the other parameters kept the same, except in this case, we use ε v local = 10 −4 and ε f local = 10 −5 , and we use 1,000 random stimuli of between 0-250 pA. Even though the spatially-varying A-type K + conductance necessitates a slightly larger reduced system in order maintain the accuracy seen in the HH fork, we still observe a similar speed-up, as Table 4 indicates.
Branched cell obeying Rall's 3/2 power law
To examine more complex branching patterns we now consider a binary branching tree which satisfies the 3/2 power law as explained in Rall (1959) . The cell has a depth of 3 (for a total of 15 branches), and the root branch has length 200 μm and radius 8 μm (Fig. 7) , agreeing with the morphological parameters as given in Rallpack 2 of Bhalla et al. (1992) . We consider two variants of such a tree: one in which the dendritic radii do not taper and one in which they taper linearly along the length of the dendrites. In the reduced systems, the V-Slim tolerances are ε , and the step between snapshots in the global active zone is 4. We run 20 simulations of 1,000 ms each with t = 0.1 ms, just as Table 6 Results of model reduction for neuron AR-1-20-04-A, for the forked neuron, only this time we use 600 random currents of 0-500 pA amplitude and 0-5 ms duration. The results shown in Table 5 show that the reduced system recovers spiking dynamics to high accuracy. The tapered cell is less excitable than the non-tapered cell (which may be expected since there are more compartments with greater surface areas in the tapered cell). Also, the non-tapered cell requires a larger reduced system to capture the dynamics, which suggests that cells with smoothly varying dendritic radii may yield better results than cells whose radii change abruptly.
Results on realistic morphologies
Results on neuron AR-1-20-04-A
Consider the projection interneuron AR-1-20-04-A (Martinez 2008) , which has 35 branches and 20 leaves. At 1 μm resolution, the full system has N = 2,233 compartments. We conduct a set of 20 simulations of 1 s duration, each using 500 random current injections of amplitudes between 0-150 pA and lasting 0-5 ms. We Table 7 Specifications and performance of reduced systems (k v = k f ) for the morphologies shown in Fig. 9 Coincidence factors shown correspond to using Algorithm 2. Here B = number of branches in each cell, and for each cell we set h = 1 μm to be the desired compartment size compare the spike-capturing accuracy of the full system to that of reduced systems of different dimensions. In the reduced systems, the V-Slim tolerances are ε and the step between snapshots in the global active zone is 4. The application of Branch-Ortho leads to highly accurate and fast reduced systems, as Fig. 8 and Table 6 show.
Fig. 9
Coincidence factors show spike capturing accuracy for seven different cells using various sizes of reduced systems (k = k v = k f ) and Algorithm 2 (see (h)). The strongly excitable channel models are used here (see Table 7 for the model used on each cell). From top to bottom the cells are: (a) projection interneuron AR-1-20-04-A (Martinez 2008) , (b) CA3 hippocampal interneuron 951005a (Chitwood et al. 1999) , (c) CA3 hippocampal pyramidal cell 12299402 (Chitwood et al. 1999) , (d) CA1 hippocampal interneuron 100103a from the stratum oriens (Golding et al. 2001 (Golding et al. , 2005 , (e) retinal ganglion cell mp_tb_40984_gc1 (Toris et al. 1995) , (f) hippocampal cell 512882 from the dentate gyrus (Rihn and Claiborne 1990) , and (g) pyramidal cell P8-DEV66 from the cerebral cortex (Furtak et al. 2007) . Scale bars on all cells represent 100 μm 
Results on other morphologies
The POD and DEIM modeling framework is applicable to a wide class of neurons. We have assembled a broad test group of neurons from NeuroMorpho.org (2008) and Ascoli (2006) . In Table 7 we summarize the accuracy and speed of the corresponding reduced systems, and we plot the coincidence factors for a range of reduced system sizes in Fig. 9 . In general, the reduced systems are successful at capturing the spiking dynamics of each cell, and they simulate faster than their full system counterparts. Additionally, the voltage dynamics at any location can be recovered from the reduced system, not just the somatic potential (for example, see Fig. 8 ).
Cells with weakly excitable dendrites
Up to this point we have considered ion channel distributions (HH and HHA) that lead to strongly excitable dendrites. However, real neurons often have weakly excitable dendrites due in large part to the increase of the density of K + channels with distance from the soma. In order to assess how well the POD and DEIM capture the spiking dynamics of these weakly excitable cells, we use the MIG channel model (see Table 12 ) with the previously considered morphologies (Fig. 10 ).
2.5 ms 16.5 mV 60μm Fig. 10 Voltage traces at various spatial locations along cell AR-1-20-04-A for the full and reduced systems (blue and red lines, respectively) in response to a 1,000 pA step current stimulus lasting 2 ms applied to the soma. The traces show that accurate reduced systems can be generated even when using ion channel models that yield weakly excitable dendrites. Here we use the MIG channel model and a reduced system of size k v = k f = 90 and the timestep is t = 0.01 ms. The locations in this figure are the same as those of Fig. 8 (a) Simulations were conducted using 2,000 random current injections of duration and magnitude as in Section 5.1, and k v = k f for the reduced systems
In addition to considering the full model versus the reduced model, we also offer a comparison of the accuracy of coarsened models. That is, we use larger values of h for the full system and compare the resulting spike trains to those computed by the full system using the fine reference value of h = 1 μm. As shown in Table 8 , coarsening of cell AR-1-20-04-A yields less accurate results than the reduced systems, and the reduced systems are also much faster. This presents a strong argument in favor of using the model reduction techniques presented here over the current standard method of coarsening for simulations of single neurons.
Just as in the previous section, in Table 9 we summarize the accuracy and speed of the reduced systems for these cells with the MIG channel model, and we plot the coincidence factors for a range of reduced system sizes in Fig. 11 . Though the accuracy is generally lower than for cells with the HH and HHA models, the reduced systems are still successful at capturing the spiking dynamics of most cells. However, larger reduced systems must be used to resolve these dynamics, so smaller speed-ups are observed. The MIG channel model also shows us a case of utter failure for the first time: for the retinal ganglion cell in Fig. 11(e) , we find that numerical instabilities, most likely due to poor snapshots, in the reduced system occur for larger dimensions.
Synaptic conductances vs. current injection
The reduced system can handle synaptic conductances and current injections, and they can be used interchangeably (i.e., a set of snapshots generated using current injection can also be used for a simulation with synaptic conductances). But, synaptic conductances take a computational toll on the reduced model because, in order to maintain an implicit Table 9 Specifications and performance of reduced systems (k v = k f ) for the morphologies shown in Fig. 11 Cell mp_tb_40984_gc1 is marked with a '*' because the reduced system became unstable before k v was large enough to capture any significant dynamics, thus this was the only cell for which the reduced system failed for the MIG channel model time-stepping scheme, Eq. (31) implies that we must compute U T diag(G(t))U, where G(t) is the input synaptic conductance to each compartment. When many synaptic inputs are present, this becomes an expensive double-matrix product which can dominate the total simulation time. If alpha functions are used to model synaptic events, we can decrease the number of active inputs via a shutoff mechanism, thus greatly accelerat- show spike capturing accuracy for seven different cells using various sizes of reduced systems (k = k v = k f ) and Algorithm 2 (see (h)) using the weakly excitable channel model (see Table 9 ). Cells are the same as those of 
where τ is the time constant and g is the maximal conductance. Now we assume that the synaptic event is inactive after some shutoff time, t off , at whichg(t off ) = ε andg (t off ) < 0 for some small tolerance ε. The truncated alpha function can then be implemented as g(t) = g(t), t on ≤ t < t off 0, otherwise.
Shutoff mechanisms can significantly speed up simulations when many synaptic inputs are used. For example, for cell AR-1-20-04-A with N = 2,233, k v = k f = 60, and 500 inputs with g = 2 nS and τ = 1, we observe a speed-up in calculating the double-matrix product from 30 to 3.3 s when the shutoff tolerance ε = 10 −4 is used. Now the reduced system is much more competitive with the full system, as Table 10 illustrates. Compared to Table 6 the accuracy and speed-ups in Table 11 are less, due to the fact that synaptic input is more complex than current injection, but the reduced system is still very successful at capturing the cell's behavior.
Discussion
We have applied nonlinear model reduction techniques to morphologically realistic cells in a way that preserves the input-output relationships while accurately reproducing the complete voltage dynamics. We approximate the voltage using a POD basis, which reduces the number of state variables. Using the DEIM we build a set of spatial interpolation points and basis vectors to reduce the complexity of the nonlinear term so that it is proportional to the number of reduced variables. These techniques rely upon having "snapshots" of the dynamics which are rich enough to reproduce the full range of neuronal behavior. We introduce simple methods for obtaining these snapshots, and we develop algorithms to eliminate unimportant snapshots and to maximize the information in the important ones. When these tools are applied to realistic cells, they can generate reduced systems of dimensions nearly two orders of magnitude smaller than the originals and which yield highly accurate simulations in an order of magnitude less time. Application of these model reduction techniques is likely to have the greatest effect on neuronal models with realistic ionic currents. Our simulations currently use standard, but limited, channel kinetics. Behaviors such as action potential initiation near the soma (Colbert and Pan 2002; Kole et al. 2008) rely upon better models for the spatial conductance densities, as well as the inclusion of different channels (Mainen and Sejnowski 1998) . Additionally, in this paper we have only considered excitatory inputs, but inhibition plays a key role in modulating neuronal output, both at the single cell and network levels (Brunel and Wang 2003) . Inhibition can be included with no change to the present methodology.
An improvement of the model reduction technique can be made when it is applied to cells with weakly excitable dendrites. One consequence of using such channel models is that some distal branches do not experience action potentials, but rather have more attenuated responses, which can result in poor snapshot dynamics. A remedy for this is to augment the snapshot set with extra snapshots generated by giving inputs to these "dead branches" in order to more accurately capture their dynamics. We have found this to yield significant improvements for some cells, though our selection of the branches to stimulate has been ad hoc; developing an automated algorithm for this process will be part of our future work.
Synaptic conductances can also be treated via AMPA, GABA, and NMDA receptors, and their implementation in the reduced model is straightforward. The DEIM can even be used to reduce the dimension of the voltage-dependent NMDA receptor, as we have done in preliminary codes. 
