Abstract. In this paper, we consider the nonlinear heat equation
Introduction
This paper is concerned with regular solutions of the equation The initial value problem associated with (1.1) is locally well-posed in C 0 (Ω). We denote by G the set of initial values in C 0 (Ω) for which the resulting solution of (1.1) is global in time. It is well-known that all global solutions are bounded (in time) in C 0 (Ω), where the bound depends only on the sup norm of the initial value (see [9, 2, 6, 10] ). It follows easily that G is a closed subset of C 0 (Ω). Moreover, every global solution has an ω-limit set made up of stationary solutions of (1.1), see [4] . In particular, we denote by G 0 the set of initial values in C 0 (Ω) for which the resulting solution of (1.1) is global in time and converges uniformly to 0 as t → ∞. It is well-known that G 0 is open and thus contains a neighborhood of 0.
Furthermore, G 0 is the interior of G (see [5] ). On the other hand, as far as we are aware, it is not known if G = G 0 , or even if all stationary solutions belong to G 0 .
If we consider only nonnegative solutions of (1.1), then the corresponding set G + = G ∩ {u 0 ≥ 0} is well understood. It is known that G + is convex. Moreover, if ψ ∈ C 0 (Ω), ψ > 0, there exists λ > 0 such that if 0 < λ < λ than λψ ∈ G 0 ; if λ > λ then λψ ∈ G; and λ ψ ∈ G \ G 0 . It follows that G + = G 0 ∩ G + . In particular, the positive stationary solution belongs to G 0 ∩ G + . (See [8] and Section 19.2 in [11] .)
For general solutions, not just positive solutions, the situation is different and more complicated. Indeed, in a recent paper [1] the authors have shown that for N ≥ 3 and α sufficiently close to α , G is not star-shaped around 0 (and in particular not convex). We do not know if this is true in general. At this stage we are unable to give a description of G and G 0 which is even remotely close to the above description of G + and G 0 ∩ G + . We can, however, give a precise description of G ∩ V and of G 0 ∩ V, where V is a specific two-dimensional subspace of C 0 (Ω). Note that (since Ω is connected) any two dimensional subspace of C 0 (Ω) contains sign-changing functions. We prove in particular that G ∩ V is not convex, and therefore that G is not convex. Similarly, G 0 is not convex. Furthermore, our results imply that the radially symmetric stationary solutions with one node belong to G 0 . Moreover, for certain values of α, we construct initial values ψ such that the open set {λ > 0; λψ ∈ G 0 } is not connected. It follows that G 0 is not star-shaped around 0.
In order to state our results, we begin by defining the two-dimensional subspace V of C 0 (Ω). Denote by Ψ the unique radially symmetric, stationary solution of (1.1) such that Ψ(0) > 0 and Ψ(r) has exactly one zero in (0, 1). Let 5) so that V is naturally identified in this fashion with R 2 . The sets G ∩ V and G 0 ∩ V are then identified with the sets 6) and
respectively. Our main result of this paper is the following. 8) and
Moreover, the functions µ and µ have the following properties.
The functions µ, µ are right-differentiable at −1 and left-differentiable at 1 and satisfy µ (−1 (i) If −1 < λ < 1 and µ(λ) < µ < µ(λ), then u is global and u(t) → 0 uniformly as t → ∞. (ii) If −1 < λ < 1 and µ = µ(λ), then u is global and u(t) converges uniformly to the negative stationary solution of (1.1) as t → ∞. (iii) If −1 < λ < 1 and µ = µ(λ), then u is global and u(t) converges uniformly to the positive stationary solution of (1.1) as t → ∞. (ii) The sets G 0 ∩ V and G ∩ V are not convex.
We emphasize that it is unknown if G itself is connected. Lastly, Theorem 1.1 combined with the results of [1] gives the following corollary.
Corollary 1.7. If N ≥ 3 and α sufficiently close to α , then there exist ψ ∈ C 0 (Ω) and 0 < ρ 1 < ρ 2 < ρ 3 such that the following properties hold.
(ii) If λ = ρ 1 , then λψ ∈ G and the corresponding solution of (1.1) converges to the negative stationary solution as t → ∞.
(iv) If λ = ρ 2 , then λψ ∈ G and the corresponding solution of (1.1) converges to the negative stationary solution as t → ∞. One might ask whether a version of Theorem 1.1 is true for sign-changing, radially symmetric stationary solutions with more than one node. Indeed, many of the arguments in the proof of Theorem 1.1 can be adapted to this more general situation. However, the argument used to prove that given by (2.15) below equals 1 does not seem to extend to the general case. Thus for the moment we are unable we are unable to prove a version of Theorem 1.1 for other stationary solutions.
The rest of the paper is organized as follows. In Section 2, we prove all of Theorem 1.1 with the exception of the last statement (iv), using comparison and energy arguments. In Section 3, we prove statement (iv) of Theorem 1.1 by a linearization technique. Finally in Section 4 we prove the corollaries and some additional results.
Proof of Theorem 1.1 (i), (ii) and (iii)
Although the proof of properties (i) and (ii) requires a certain amount of technicalities, the basic idea is relatively simple. We therefore begin with a brief outline of the argument.
In order to construct the functions µ and µ, we define the open set
By energy considerations O, and therefore Λ, are bounded sets. Thus given λ ∈ Λ, the set
2) is a nonempty, open, bounded subset of R. We now define µ(λ) and µ(λ) by
As we will see, F is a closed set, so that
for all λ ∈ Λ. We will show, using comparison arguments, that the solution of (1.1) whose initial value corresponds by (1.5) to (λ, µ(λ)) converges to the negative stationary solution as t → ∞ and that the solution of (1.1) likewise corresponding to (λ, µ(λ)) converges to the positive stationary solution. Let now Λ be any nonempty, connected component of Λ, and set = sup Λ .
A straightforward comparison argument implies that
The key point is to determine the ω-limit set of the solution of (1.1) corresponding to the point ( , ν) ∈ F \O. By the above considerations, continuous dependence and nonincrease of the zero number, this must be a one-node sign-changing stationary solution of (1.1), i.e. ±Ψ. Since the energy functional restricted to V achieves its global maximum precisely at the points ±Ψ and ±|Ψ|, and since ±|Ψ| are not stationary solutions, it must be that ( , ν) = ±(1, 1). In particular, = ±1. The same analysis works for the left endpoint of Λ , which implies in fact Λ = (−1, 1). Since Λ an arbitrary nonempty, connected component of Λ, we see that Λ = (−1, 1). With this information, properties (i) and (ii) easily follow. We now begin work and we first introduce some notation. In addition to the one-node stationary solution Ψ, we will use the unique positive (radially symmetric) stationary solution which we denote by ϕ. We also need the following definition. 5) and let u λ,µ be the solution of (1.1) with the initial condition
. This shows that O and F are symmetric with respect to (0, 0). Proof. It is clear that (0, 0) ∈ O ⊂ F, so that F and O are nonempty. Next, given
If u(t) is a nonstationary solution of (1.1), then E(u(t)) is a decreasing function of t. It is well known (see [7] ) that if E(u 0 ) < 0, then the solution of (1.1) such that u(0) = u 0 blows up in finite time. Since E(u λ,µ we deduce that F (hence O) is bounded. Furthermore, it is well-known that 0 is an asymptotically stable stationary solution of (1.1), so that O is open. Finally, to see that F is closed, recall (see [10] ) that if (λ, µ) ∈ F, then
where the constant C depends on u λ,µ 0
The closedness of F easily follows by standard arguments.
Lemma 2.4. The following properties hold.
Proof. We first prove Property (i). Let E be defined by (2.6) and let ρ ∈ (0, 1) be the zero of Ψ. We claim that
Consequently,
On the one hand,
and on the other hand, the function s → is not a stationary solution of (1.1). Thus
9) for all 0 < t < T λ,µ . Suppose (λ, µ) ∈ F \ O and (λ, µ) = ±(1, 1). It follows from (2.7) that u λ,µ (t) is bounded uniformly in t ≥ 0. Therefore, u λ,µ has (for the uniform topology) a nonempty, compact, connected ω-limit set ω λ,µ , which is made up of stationary solutions of (1.1). (See [4] .) Moreover, it follows from the asymptotic stability of 0 that 0 ∈ ω λ,µ . Note that u λ,µ 0 is radially symmetric. Considered as a function of r ∈ (0, 1), u λ,µ 0 has at most one zero. Therefore, u λ,µ (t), considered as a function of r ∈ (0, 1) has at most one zero for all 0 < t < T λ,µ (see [3] ). It follows that any element of ω λ,µ is a nontrivial, radially symmetric, stationary solution of (1.1) with at most one zero. Such solutions are ±ϕ and ±Ψ. Since (λ, µ) = ±(1, 1), formulas (2.8) or (2.9) and the fact that E(u λ,µ (t)) is nonincreasing with respect to t imply that ±Ψ ∈ ω λ,µ . Thus ω λ,µ ⊂ {ϕ, −ϕ}. Since ω λ,µ is connected, we deduce that ω λ,µ = ±{ϕ}. Property (i) easily follows by the C 1 smoothing effect. We finally prove Property (ii). Assume u λn,µn (t) → ϕ, the other case being similar. Note that by Property (i), either u λ,µ (t) → 0 or u λ,µ (t) → ±ϕ. In the first case, (λ, µ) ∈ O.
Since O is open, we would have (λ n , µ n ) ∈ O for all large n, which is absurd. Suppose next that u λ,µ (t) → −ϕ and let τ > 0 be such that u λ,µ (τ ) ≤ −ϕ/2. Since (λ n , µ n ) → (λ, µ), it follows by continuous dependence that u λn,µn (τ ) < 0 for all sufficiently large n. Therefore, u λn,µn (t) < 0 for all sufficiently large n and all t ≥ τ . This is again absurd, since u λn,µn (t) → ϕ as t → ∞. Thus the only remaining possibility is that u λ,µ (t) → ϕ, which is the desired conclusion.
Finally, we give some comparison properties for solutions of (1.1).
Proposition 2.5. Let u 0 , v 0 ∈ G and let u, v be the corresponding solutions of (1.1).
Suppose that u(t) → ψ as t → ∞ where ψ is a stationary solution of (1. Proof. It follows from Proposition 2.5 that ψ + = 0 and, similarly, ψ − = 0. This proves Property (i). We now prove Property (ii) and we denote by w the solution of (1.1) with the initial value w 0 . Note that u(t) < w(t) < v(t), so that w is a global solution. Therefore, it has an ω-limit set ω(w) made of classical solutions of (1.1) (see [4] ). We claim that ω(w) = {0}, from which the conclusion easily follows. Assume by contradiction that there exists ψ ∈ ω(w), ψ ≡ 0, and suppose for example that ψ + = 0. It then follows from Proposition 2.5 that v blows up in finite time, which is absurd. This proves the claim and completes the proof.
Proof of Theorem 1.1 (i), (ii) and (iii). We use the notation given at the beginning of the section. Based on Lemma 2.3, the entire discussion through formula (2.4) is completely justified. In addition, it follows from Corollary 2.6 (ii) that I λ is an interval, so that
We now consider the global solutions u λ,µ(λ) (t) and u λ,µ(λ) (t) of (1.1). By formula (2.4) and Lemma 2.4 (i), these solutions each converge to a nontrivial sta-
, it follows from Corollary 2.6 (i) that
uniformly as t → ∞. We now prove that Λ = (−1, 1), (2.12) and lim
Note first that 1 ∈ Λ. (2.14) Indeed, it follows from (2.10) and (2.11) that if λ ∈ Λ then for all µ such that u λ,µ is global, u λ,µ (t) converges to 0 or ±ϕ as t → ∞. Since u 1,1 (t) ≡ Ψ we see that (2.14) holds. Let now Λ be a nonempty, connected component of Λ, and set = sup Λ .
(2.15)
Since Λ is open, we see that ∈ Λ . Λ being a connected component of Λ, we see that in fact ∈ Λ. (2.16) Let (λ n ) n≥1 ⊂ Λ satisfy λ n ↑ as n → ∞. Set µ n = µ(λ n ) and µ n = µ(λ n ). By possibly extracting a subsequence, we may assume that there exist
Since F is closed, we see that ( , ν), ( , ν) ∈ F. We claim that
Indeed, otherwise it follows from Lemma 2.4 (i) and Corollary 2.6 (ii) that ( , µ) ∈ O for all ν < µ < ν. In particular, ∈ Λ, which contradicts (2.16) and proves the claim (2.19). We next claim that
Indeed, suppose that ( , ν) = ±(1, 1). It then follows from (2.11), (2.18), (2.19) and Lemma 2.4 (ii) that u ,ν (t) → ϕ and that u ,ν (t) → −ϕ as t → ∞. This is absurd and proves (2.20). Since the sequence (λ n ) n≥1 is arbitrary, we see that in fact, We now prove that the functions µ and µ are increasing (−1, 1) → R. To see this, let λ ∈ (−1, 1), so that u λ,µ(λ) (t) → −ϕ as t → ∞ by formula (2.11). Given any −1 < λ < λ and µ ≥ µ(λ), we see that u
, so that the corresponding solution of (1.1) blows up in finite time (see Proposition 2.5). Thus µ(λ ) < µ(λ), which shows that µ is increasing. One shows similarly that µ is increasing.
We next show that the functions µ and µ are continuous [−1, 1] → R. Continuity at ±1 follows from (2.13). To show continuity on (−1, 1), suppose by contradiction that there exists −1 < λ < 1 such that
It follows from formula (2.11) and Lemma 2.
,this is impossible (see Proposition 2.5). This shows that µ is continuous, and one shows similarly that µ is continuous.
At this stage, we have constructed the continuous, increasing functions µ, µ : [−1, 1] → R and we have established Properties (i) and (ii). Property (iii) immediately follows from Remark 2.2. Also, formula (1.9) is a consequence of (2.10) and (2.12).
It remains to prove (1.8) . In view of (1.9), this amounts to showing that F = O. Since clearly F ⊃ O, we need only show that F ⊂ O. To see this, note first that ±(1, 1) ∈ O by (2.10) and (2.13). Now let (λ, µ) ∈ F \ O, (λ, µ) = ±(1, 1). It follows from Lemma 2.4 (i) that u λ,µ (t) → ±ϕ in C 1 (Ω) as t → ∞. Suppose for example that u λ,µ (t) → ϕ. Since convergence holds in C 1 (Ω), we see that there exists τ > 0 such that
By continuous dependence, we deduce that there exists ε > 0 such that if |λ − λ| ≤ ε, then T λ ,µ > τ and
If we now consider λ − ε ≤ λ < λ, we see in particular that u
for all t > 0. We easily deduce from (2.25)-(2.26) that the solution u λ ,µ is global and that 0 < u λ ,µ (t) < u λ,µ (t), (2.27) for all t ≥ τ . Thus in particular (λ , µ) ∈ F. It is clear by (2.27 ) that (λ , µ) = ±(1, 1). Thus we deduce from Lemma 2.4 (i) that either u λ ,µ (t) → 0 or else u λ ,µ (t) → ϕ as t → ∞. The last case is ruled out by Proposition 2.5, so that in fact u λ ,µ (t) → 0, i.e. (λ , µ) ∈ O. Letting λ ↑ λ, we conclude that (λ, µ) ∈ O. This completes the proof.
Proof of Theorem 1.1 (iv)
We consider the self-adjoint operator −∆ − (α + 1)|Ψ| α on L 2 (Ω), and denote by
its first eigenvalue and by ϕ 1 the corresponding eigenvector, i.e.
2)
Therefore, for all 0 < θ < θ 0 , there exists 0 < λ θ < 1 such that
for all λ θ < λ < 1. One shows similarly that for all θ 0 < θ < π/2, there exists 0 < λ θ < 1 such that
for all λ θ < λ < 1. It easily follows from (3.15)-(3.16) that the functions µ and µ are left-differentiable at λ = 1 and that
Similarly, 
Proof. The function Ψ is symmetric about x = 1/2, i.e. Ψ(x) = −Ψ(1 − x); and so u 2 by formula (1.8).
Proof of Corollary 1.7. By Proposition 2.1 in [1] , we know that, if α is sufficiently close to α , then f (π/4) > 0 where f is the function defined by (3.4) . It follows that π/4 < θ 0 < π/2, where θ 0 is given by (3.5). Thus, by formula (3.17),
The result in then obvious by looking at Figure 1 . We make this precise as follows. We deduce from (4.1) that there exist 0 < δ, ε < 1 such that
for al 1 − δ ≤ λ ≤ 1. We now let Finally, since µ(1) = 1 > γ, we define ρ 3 = sup{0 ≤ λ ≤ 1; µ(λ) = γλ} ∈ (ρ 2 , 1). (4.8)
We claim that ρ 1 , ρ 2 , ρ 3 satisfy the properties in Corollary 1.7 and we leave this straightforward verification to the reader.
