In this paper, we present a formal variational calculus of super functions in one real variable and find the conditions for a "matrix differential operator" to be a Hamiltonian superoperator.
algebra" that he and Todorov [KT] studied in middle 1980s. The theory of vertex operator superalgebras can be viewed as a restricted representation theory of the Lie algebras generated by conformal superalgebras with a Virasoro element (cf. [K1] , [X3] ). In this paper, we present a formal variational calculus of super functions in one real variable and find the conditions for a "matrix differential operator" to be a Hamiltonian superoperator.
Moreover, we prove that conformal superalgebras are equivalent to certain Hamiltonian super operators.
One of the algebraic structures found in [GDo] appeared in Balinskii and Novikov's work [BN] as the local structures of certain Poisson brackets of hydrodynamic type. This is essentially a simplest example of our equivalence.
Daletsky [Da1] introduced a definition of Hamiltonian superoperator associated with an abstract complex of a Lie superalgebra. He also established in [Da1] and [Da2] a formal variational calculus over a super-commutative algebra generated by a set of so-called "graded symbols" with coefficients in a Grassmann algebra. A deficiency of Daletsky's two works is lack of links with the other fields such as mathematical physics. In [X1] , we introduced a formal variational calculus based on free fermionic fields. Furthermore, we establish in [X2] a theory of Hamiltonian superoperators of one supervariable, which is compatible with supersymmetric partial differential equations (e.g., cf. [De] , [M] ).
Some new algebraic structures were introduced in [X2] in order to classify certain types of Hamiltonian superoperators. A connection of our Hamiltonian superoperators of one supervariable with infinite-dimensional Lie superalgebras was established. Below we shall give some technical introduction.
Throughout this paper, all the vector spaces are assumed over C, the field of complex numbers. For two vector spaces V 1 and V 2 , we denote by LM(V 1 , V 2 ) the space of linear maps from V 1 to V 2 . Moreover, we denote by Z the ring of integers, by N the set of natural numbers {0, 1, 2, ...} and by Z 2 = Z/2Z the cyclic group of order 2. When the context is clear, we use {0, 1} to denote the elements of Z 2 . We shall also use the following operator of taking residue:
Res z (z n ) = δ n,−1 for n ∈ Z.
(1.1)
Furthermore, all the binomials are assumed to be expanded in the nonnegative powers of the second variable.
A conformal superalgebra R = R 0 ⊕ R 1 is a Z 2 -graded C for u ∈ R i ; v ∈ R j . We denote by (R, ∂, Y + (·, z)) a conformal superalgebra. When R 1 = {0}, we simply call R a conformal algebra.
The above definition is the equivalent generating-function form to that given in [K1] , where the author used the component formulae with
For any two integers m 1 , m 2 , we shall often use the following notion of index throughout this paper: ω([ξ ℓ 1 , ξ ℓ 2 ], ξ 1 , ...,ξ ℓ 1 , ...,ξ ℓ 2 , ...., ξ q+1 ) (1.7)
for ω ∈ c q (G, M) and ξ k ∈ G i k with k ∈ 1, q + 1, where the above index "check" means deleting the term under it. A q-form ω is called closed if dω = 0.
For any u ∈ M, we define a one-form du by du(ξ) = ξ(u) for ξ ∈ G.
(1.8)
Let Ω be a subspace of c 1 (G, M) such that dM ⊂ Ω. Suppose that H : Ω → G is a linear map. We call H Z 2 -graded if
For a Z 2 -graded super skew-symmetric linear map H : Ω → G, we define a 2-form ω H defined on H(Ω) by
We say that a super skew-symmetric Z 2 -graded linear map H : Ω → G is a Hamiltonian superoperator if (a) the subspace H(Ω) of G forms a subalgebra;
(b) the form ω H is admissible and dω H ≡ 0 on H(Ω).
The aim of this paper is to establish a connection between conformal superalgebras and Hamiltonian superoperators.
In Section 2, we shall establish a formal variational calculus of super functions in one real variable and find the conditions for a "matrix differential operator" to be a Hamiltonian superoperator. In Section 3, we shall present some basic properties of conformal superalgebras. Section 4 is devoted to the proof of that conformal superalgebras are equivalent to certain Hamiltonian super operators.
Variational Calculus of Super Functions
In this section, we shall present a formal variational calculus of super functions in one real variable and find the conditions for a "matrix differential operator" to be a Hamiltonian superoperator.
Let Λ be a vector space that is not necessary finite-dimensional. Let F (Λ) be the free associative algebra generated by Λ. Then the exterior algebra E generated by Λ is isomorphic to
We can identify Λ with its image in E. Note that
With respect to the above grading, E becomes a super-commutative associative algebra, that is,
be a set of C ∞ -functions in a real variable x with the ranges in E i , where I i is an index set. We denote
Let A be the associative subalgebra of the algebra of functions in the real variable x with the range in E generated by
Then A = A 0 ⊕ A 1 becomes a super-commutative associative algebra with
From now on, we treat {ψ
Then G forms a Lie sub-superalgebra of Der A. In fact, its Lie bracket is given by 
Proof. By (2.9) and (2.11), we have:
(2.14) 15) which implies (2.13) by induction on n. 2
For convenience, we shall use the notion
for u ℓ,j ∈ A. Moreover, we define 17) where u ℓ,j , v ℓ,j ∈ A and λ, µ ∈ C. Set
For any u ∈Ḡ i , we define
by the above lemma. Moreover, for u ∈Ḡ i 1 and v ∈Ḡ i 2 ,
by (2.20), where
Thus we can define a Lie superalgebraic structure onḠ by
Next we define variational operators on A: 24) where the notion • denotes the composition of operators.
Lemma 2.2. For any u ∈ A,
Proof. First we define an operator:
Then Υ is a degree operator of polynomials in {ψ
for k, n ℓ ∈ N, i ℓ ∈ Z 2 and j ℓ ∈ I i ℓ .
Suppose that δ(u) = 0 for some u ∈ A. Then
Moreover, by the product rule of taking derivative, we have: 30) which is equivalent to the "integration by parts." Hence
by (2.29) and (2.30), where
Moreover, (2.20) and (2.26) imply
We write
Note that Υ is invertible on A † and w ∈ A † by (2.32). So 39) that is, the second equation in (2.25) holds. 40) by (2.9) and (2.11). So (2.25) holds. 2
Now we letÃ
We shall use ∼ to denote the canonical map from A toÃ. Moreover, we define an action of the Lie superalgebraḠ onÃ by
. This is well defined by Lemma 2.1. ThusÃ forms aḠ-module. Note
by (2.30). Furthermore,
for u ∈Ḡ and w ∈ A by (2.43). Set
We identify Ω with a subspace of the space c 1 (Ḡ,Ã) of 1-forms ofḠ with values inÃ as follows:
Note that (2.44) implies
(2.24)). Expression (2.25) shows that δ :Ã → Ω is a well-defined map. In particular,
Up to this stage, we still have a difficulty to establish the general theory of Hamiltonian superoperators for the family (Ḡ,Ã, Ω), due to the difference of the parities of the components of the elements in Ω and the parity ofḠ defined in (2.18). As we indicated in the introduction, our main purpose of this paper is to give an interpretation of "conformal superalgebras" by Hamiltonian superoperators. From this point of view, we can restrict to the smaller even family (Ḡ 0 ,Ã 0 , Ω 0 ).
Let H : Ω 0 →Ḡ 0 be a linear map as follows: for v ∈ Ω 0 ,
where
and a ℓ 1 ,j 1 ℓ 2 ,j 2 ;n ∈ A ℓ 1 +ℓ 2 and only finite number of them are nonzero (2.52) for fixed ℓ 1 , ℓ 2 ∈ Z 2 and j 1 ∈ I ℓ 1 , j 2 ∈ I ℓ 2 . Such a map H is called a matrix differential operator. For u, v ∈ Ω 0 , we have:
by (2.43). Hence the skew-symmetry of H:
for ℓ 1 , ℓ 2 ∈ Z 2 and j 1 ∈ I ℓ 1 , j 2 ∈ I ℓ 2 , where we view a ℓ 1 ,j 1 ℓ 2 ,j 2 ;n and a ℓ 2 ,j 2 ℓ 1 ,j 1 ;n as the left multiplication operators.
Suppose that H is a skew-symmetric differential operator of the form (2.50)-(2.52).
We want to find the condition for H to be a Hamiltonian superoperator. For u ∈ Ω 0 , we
Suppose that H is a Hamiltonian superoperator. Let u p ∈ Ω 0 with p ∈ 1, 3. Then we have
(1.11), (2.54)) and
by Condition (a) in the abstract definition of Hamiltonian superoperators (cf. below (1.11)), (1.11), (2.23), (2.46) and (2.58). Moreover, (1.7), (1.11), (2.54), (2.59) and (2.60)
for u 1 , u 2 , u 3 ∈ Ω 0 . Hence the closedness of ω H (cf. (1.11)) by the abstract definition of
Hamiltonian superoperators below (1.11) implies 
by (1.11), (2.54) and (2.58). Exchanging indices 2 and 3, we have
Furthermore,
by (1.11) and (2.54). Thus 
by (2.43), (2.54) and (2.56) with u 1 = {u 1 ℓ,j } and u 2 = {u 2 ℓ,j }. Since u 3 is arbitrary, we obtain
We set
Below we shall give two simplest examples of Hamiltonian superoperators of the form (2.50)-(2.52).
Example 2.1.
We define the map H : Ω 0 →Ḡ 0 by
Then H is a Hamiltonian superoperator by the above theorem (cf. (2.55)).
Example 2.2. Let H : Ω 0 →Ḡ 0 be a linear map defined by (2.50) with
where λ [
for ℓ p ∈ Z 2 and j p ∈ I ℓp . Expression (2.76) is equivalent to the super skew-symmetry of [·, ·] . Multiplying (2.79) by ψ ℓ 1 +ℓ 2 +ℓ 3 ,j 3 and taking summation on j 3 ∈ I ℓ 1 +ℓ 2 +ℓ 3 , we obtain
for ℓ p ∈ Z 2 and j p ∈ I ℓp . So (2.79) implies the Jacobi identity for (L, [·, ·] [
for ℓ p ∈ Z 2 with ℓ 1 + ℓ 2 + ℓ 3 = 0 and j p ∈ I p . We define C to be the one-dimensional trivial module of (L, [·, ·] ), that is,
(1.6)). The expression (2.87) is equivalent to that ω is a closed 2-form (cf. (1.7)).
Thus when (H 1 , H 2 ) forms a Hamiltonian pair, we have the following one-dimensional 
92) which is a qudratic polynomial in many interesting cases. The operator H is called a
Hamiltonian superoperator of the system if the system is determined by the following system of partial differential equations:
for ℓ 1 ∈ Z 2 and j 1 ∈ I ℓ 1 (cf. (2.24) for δ (ℓ 2 ,j 2 ) ).
The well-known Korteweg-de Vries (KdV) equation is
where u(x, t) is a two-variable function. The Hamiltonian operator associated to this equation is
with L = u 2 /2 (cf. [GDi1] ). The operator H is equivalent to
(1) 0,1 (2.96)
in terms the notions in this section when I 1 = ∅ and I 0 = {1}.
Properties of Conformal Superalgebras
In this section, we shall present some basic properties of conformal superalgebras.
For a vector space V , we set
such that the usual multiplication g(z)f (z) make sense, we have
Suppose that a linear map Proof. Suppose that (1.2) and (1.3) acting on V hold for u, v ∈ V . Let Let u, v be any two elements of R of the form (3.5) with d(f, g) = k. We have:
.1) and (1.2) and
by (1.1), (3.2) and (3.4);
by (1.1) and (3.4). Hence (1.3) holds for d(f, g) = k + 1. So (1.3) holds for u, v ∈ R by induction. Moreover, acting on V ,
by (1.1) and (1.4);
by (1.1), (3.2) and (3.4). Thus (1.4) acting on V holds for d(f, g) = k + 1. Therefore, (1.4) acting on V holds for u, v ∈ R by induction.
Suppose that (1.4) holds for u ∈ R i and v ∈ R j when it acts on some w ∈ R. Then we have Proof. For u ∈ R i 1 and v ∈ R i 2 , we have
by (3.2), (1.1) and (1.3). Hence
we can prove
by induction on the degree of z starting with the minimal degree. Thus we have
because u is arbitrary. So (3.4) holds.
Proposition 3.4. Let R be a Z 2 -graded space and let
be a linear map satisfying (1.1)-(1.3). Then Expressions (1.4) is symmetric with respect
to (u, z 1 ) and (v, z 2 ).
Proof. It is enough to prove that the right-hand side of (1.4) is supersymmetric with respect to (u, z 1 ) and (v, z 2 ). For u ∈ R i 1 and v ∈ R i 2 , we note that
by (1.1)-(1.3), (3.2) and (3.4). 2
Equivalence Theorem
In this section, we shall prove that conformal superalgebras are equivalent to certain linear Hamiltonian superoperators.
Let R be a Z 2 -graded free C[∂]-module over its Z 2 -graded subspace V and let Y + (·, z) :
We can first extend Let {ς i,j ∈ I i } be a fixed basis of V i for i ∈ Z 2 , where I 1 and I 2 are index sets. We write
for ℓ 1 , ℓ 2 ∈ Z 2 and j p ∈ I ℓp , where λ j 3 ,n,m ℓ 1 ,j 1 ;ℓ 2 ,j 2 ∈ C. Now (1.3) is equivalent to
for ℓ p ∈ Z 2 and j p ∈ I p , where we treat
Expression (4.5) shows that (1.3) is equivalent to
for ℓ s ∈ Z 2 , j s ∈ I is and m, n ∈ N. Next we want to find the condition for (1.4). Observe that
Exchanging indices 1 and 2 in (4.8) and then n 1 and n 2 , we have
Moreover, we have
Thus (1.4) is equivalent to:
for ℓ s ∈ Z 2 , j s ∈ I ℓs and m 1 , m 2 , n 2 ∈ N.
Next we shall use the settings in Section 2. Recall that the definition of the exterior algebra E in (2.1) and (2.2), and {ψ i,j | j ∈ I i } is a set of C ∞ -functions in a real variable
x with the ranges in E i , for i ∈ Z 2 . We defined ψ (n) i,j in (2.5) and defined A to be the associative subalgebra of the algebra of functions in the real variable x with the range in E generated by {ψ (n) i,j | n ∈ N, i ∈ Z 2 , j ∈ I i } with the Z 2 -grading in (2.7). Moreover, we definedḠ in (2.16)-(2.18) and its Lie bracket was given by (2.23). We set A = A/(d/dx)(A) and defined an action ofḠ onÃ in (2.42). The space Ω was defined in (2.45) and (2.46). We associate the above data (R, V, Y + (·, z)) with a matrix differential operator H :
for ℓ 1 ∈ Z 2 and j 1 ∈ I ℓ 1 . By (2.55), the skew-symmetry (2.54) of H is equivalent to (4.13) which is equivalent to (4.7). Thus the skew-symmetry of H is equivalent to (1.3).
For convenience, we denote
(4.14)
Let u p = {u p i,j } ∈ Ω 0 with p ∈ 1, 3. Using (4.6) and (4.14), we have
by (2.19), (2.56) and (4.12). Similarly, we have
= ℓp∈Z 2 , jp∈I ℓp , m 1 ,m 2 ,np∈N; p∈1,3; j 4 ∈I ℓ 1 +ℓ 3 , j 5 ∈I ℓ 1 +ℓ 2 +ℓ 3
ℓp∈Z 2 , jp∈I ℓp , m 1 ,m 2 ,np∈N; p∈1,3; j 4 ∈I ℓ 1 +ℓ 3 , j 5 ∈I ℓ 1 +ℓ 2 +ℓ 3 (−1)
by (2.18), (2.48) and (2.67). Now we assume that H is skew-symmetric. Furthermore,
ℓp∈Z 2 , jp∈I ℓp , m 1 ,m 2 ,np∈N; p∈1,3; j 4 ∈I ℓ 1 +ℓ 2 (−1)
by (2.18), (2.43), (2.48) and (2.54). So (2.62) is equivalent to j 4 ∈I ℓ 2 +ℓ 3 , n 1 ,n 2 ∈N 1 m 2 !(m 1 + n 3 − n 1 − n 2 )! ( n 2 n 3 −n 1 )λ j 4 ,n 2 ,m 2 ℓ 2 ,j 2 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 1 +n 3 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 +ℓ 3 ,j 4 −(−1) ℓ 1 ℓ 2 j 4 ∈I ℓ 1 +ℓ 3 , n 1 ,n 2 ∈N 1 m 1 !(m 2 + n 3 − n 2 − n 1 )! ( n 1 n 3 −n 2 )λ j 4 ,n 1 ,m 1 ℓ 1 ,j 1 ;ℓ 3 ,j 3 λ j 5 ,n 2 ,m 2 +n 3 −n 1 −n 2 ℓ 2 ,j 2 ;ℓ 1 +ℓ 3 ,j 4 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 n 2 !(m 1 + m 2 − n 1 − n 2 )! ( n 1 +n 2 m 2 ) λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3 (4.18) for ℓ p ∈ Z 2 , j p ∈ I p and m 1 , m 2 , n 3 ∈ N.
On the other hand, we can do some changes of indices and combinatorics on (4.11) as follows. Changing n 2 to n 3 in (4.11), we have Then we change p to n 1 + n 2 − n 3 in the first two summations and p to n 1 + n 2 − m 2 in third summation and obtain j 4 ∈I ℓ 2 +ℓ 3 , n 1 ,n 2 ∈N ( n 2 n 1 +n 2 −n 3 )m 1 (m 1 − 1) · · · (m 1 + n 3 − n 1 − n 2 + 1) λ j 4 ,n 2 ,m 2 ℓ 2 ,j 2 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 1 +n 3 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 +ℓ 3 ,j 4 − (−1) ℓ 1 ℓ 2 j 4 ∈I ℓ 1 +ℓ 3 , n 1 ,n 2 ∈N ( n 2 n 1 +n 2 −n 3 ) m 2 (m 2 − 1) · · · (m 2 + n 3 − n 1 − n 2 + 1)λ j 4 ,n 2 ,m 1 ℓ 1 ,j 1 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 2 +n 3 −n 1 −n 2 ℓ 2 ,j 2 ;ℓ 1 +ℓ 3 ,j 4 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 (n 1 + n 2 ) · · · (n 2 + 1)( m 1 n 1 +n 2 −m 2 )λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3
. (4.20)
Moreover, we exchange n 1 and n 2 in the second summation and get j 4 ∈I ℓ 2 +ℓ 3 , n 1 ,n 2 ∈N ( n 2 n 1 +n 2 −n 3 )m 1 (m 1 − 1) · · · (m 1 + n 3 − n 1 − n 2 + 1) λ j 4 ,n 2 ,m 2 ℓ 2 ,j 2 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 1 +n 3 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 +ℓ 3 ,j 4 − (−1) ℓ 1 ℓ 2 j 4 ∈I ℓ 1 +ℓ 3 , n 1 ,n 2 ∈N ( n 1 n 1 +n 2 −n 3 ) m 2 (m 2 − 1) · · · (m 2 + n 3 − n 1 − n 2 + 1)λ j 4 ,n 1 ,m 1 ℓ 1 ,j 1 ;ℓ 3 ,j 3 λ j 5 ,n 2 ,m 2 +n 3 −n 1 −n 2 ℓ 2 ,j 2 ;ℓ 1 +ℓ 3 ,j 4 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 (n 1 + n 2 ) · · · (n 2 + 1)( m 1 n 1 +n 2 −m 2 )λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3 .
(4.21) Furthermore, we rewrite (4.21) as j 4 ∈I ℓ 2 +ℓ 3 , n 1 ,n 2 ∈N ( n 2 n 3 −n 1 ) m 1 ! (m 1 + n 3 − n 1 − n 2 )! λ j 4 ,n 2 ,m 2 ℓ 2 ,j 2 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 1 +n 3 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 +ℓ 3 ,j 4 −(−1) ℓ 1 ℓ 2 j 4 ∈I ℓ 1 +ℓ 3 , n 1 ,n 2 ∈N ( n 1 n 3 −n 2 ) m 2 ! (m 2 + n 3 − n 1 − n 2 )! λ j 4 ,n 1 ,m 1 ℓ 1 ,j 1 ;ℓ 3 ,j 3 λ j 5 ,n 2 ,m 2 +n 3 −n 1 −n 2 ℓ 2 ,j 2 ;ℓ 1 +ℓ 3 ,j 4 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 (n 1 + n 2 )!m 1 ! n 2 !(m 1 + m 2 − n 1 − n 2 )!(n 1 + n 2 − m 2 )! λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3 .
(4.22) Dividing (4.22) by m 1 !m 2 !, we obtain j 4 ∈I ℓ 2 +ℓ 3 , n 1 ,n 2 ∈N 1 m 2 !(m 1 + n 3 − n 1 − n 2 )! ( n 2 n 3 −n 1 )λ j 4 ,n 2 ,m 2 ℓ 2 ,j 2 ;ℓ 3 ,j 3 λ j 5 ,n 1 ,m 1 +n 3 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 +ℓ 3 ,j 4 − j 4 ∈I ℓ 1 +ℓ 3 , n 1 ,n 2 ∈N (−1) ℓ 1 ℓ 2 m 1 !(m 2 + n 3 − n 1 − n 2 )! ( n 1 n 3 −n 2 )λ j 4 ,n 1 ,m 1 ℓ 1 ,j 1 ;ℓ 3 ,j 3 λ j 5 ,n 2 ,m 2 +n 3 −n 1 −n 2 ℓ 2 ,j 2 ;ℓ 1 +ℓ 3 ,j 4 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 (n 1 + n 2 )! n 2 !(m 1 + m 2 − n 1 − n 2 )!m 2 !(n 1 + n 2 − m 2 )! λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3 = j 4 ∈I ℓ 1 +ℓ 2 , n 1 ,n 2 ∈N (−1) n 1 n 2 !(m 1 + m 2 − n 1 − n 2 )! ( n 1 +n 2 m 2 ) λ j 4 ,n 1 ,m 1 +m 2 −n 1 −n 2 ℓ 1 ,j 1 ;ℓ 2 ,j 2 λ j 5 ,n 3 ,n 2 ℓ 1 +ℓ 2 ,j 4 ;ℓ 3 ,j 3 , (4.23)
