Abstract. The current interest in systems biology is to gain a better understanding of how the complex dynamic behaviour of the cell emerges from mutual interactions of molecular species. When solving such a nontrivial goal, biological data have to be necessarily integrated with mathematical modelling and computer analysis. Since the key aspect of biological modelling is based on unifying several kinds of data captured in terms of large-scale biological networks, scalable and automatized methods are necessary to obtain novel predictions and understanding. In this review, we provide a brief description of the tool DiVinE adapted for automatized analysis of biological systems dynamics. The tool employs high-performance computing techniques to enable analysis of large models.
INTRODUCTION
Recent efforts in systems biology and bioinformatics have led to huge amounts of data describing molecular interaction networks (biological networks) underlying processes in living cells. The data are based on genome-scale knowledge and describe various aspects of molecular interaction. The current interest in systems biology is to gain a better understanding of how the complex dynamic behaviour of the cell emerges from the interactions of molecular species. When solving such a non-trivial goal, the data have to be necessarily integrated with mathematical modelling and computer analysis. Since the complexity of biological networks is enormous due to appearance of complicated feedback loops, the system dynamics is often counterintuitive and cannot be directly predicted from the network structure. Computer tools employing suitable mathematical methods can help to obtain exact description of the networks, and in consequence, to infer interesting predictions of systems dynamics evolved in an arbitrary environment. In order to cope with large-scale biological models describing interaction in the scale of several functional layers of a living cell, the central requirement imposed on analysis tools is scalability. Current aim of tool development for computational systems biology is to benefit from high-performance computing.
The most-widely used mathematical modelling method in systems biology is based on describing the system dynamics in terms of ordinary differential equations (ODE). Each individual molecular species is represented as a continuous variable the value of which denotes current concentration. The dynamics of each variable (the rate of concentration change) is specified by a differential equation reflecting the related molecular interactions. Numerical methods are then used to simulate the system dynamics starting from given initial values of all variables involved -the initial condition.
In order to identify interesting patterns in the system dynamics, one has to manually study graphs depicting the simulated time series data (solutions of an ODE system). To automatize this task, computer science provides a powerful technique -model checking -that allows to algorithmically decide whether the solutions satisfy particular temporal properties, e.g., a specific temporal ordering of events, correlation of individual variables, oscillation, or stabilisation of certain variables at specific concentration levels. There are several tools that employ the model checking technique directly over time series data obtained from the numerical simulation [15, 19, 21] . The advantage of this strategy is that the precision is limited only by the precision of the numerical simulation method employed. However, in case of uncertain initial conditions or unknown kinetic parameters, huge number of simulation experiments that sample the domains of unknown parameters is required.
By means of an alternative technique that overcomes the need for enormous number of simulations, computer science together with control theory brings another strategy for dynamic systems analysis [13, 14, 16] . The method supposes approximation of the continuous domain of values of each variable by a finite set of discrete levels. In particular, the domain of each variable is divided into several intervals. Border points between the adjacent intervals identify threshold concentration values that determine the approximation. As a consequence, the entire phase space of an ODE system is partitioned into a finite number of rectangular regions. These regions, interconnected with respect to local dynamics, define the discrete quotient of the global continuous dynamics. Solutions of the system are approximated over the quotient. Such technique allows approximating the system behaviour with adjustable level of abstraction. Finally, model checking can be performed over the discrete quotient provided that the requested temporal properties of solutions are formulated with respect to the employed level of abstraction.
The advantage of the latter strategy is the abstraction from the precision of concentration values. In particular, such an abstraction naturally reflects the reality in wet labs where there is always a certain error bar under which the experimental data are measured [18] . Moreover, despite the incomplete knowledge of biological data, it is still possible, by means of a discrete quotient, to construct a meaningful abstraction that can serve for prediction of interesting hypothesis about the system dynamics [17] . In contrast to the former strategy, the analysis is performed over the entire solution space of the system dynamics rather than over individual solutions. As a consequence, there is a difference between the two strategies at the level of computational complexity. The most critical complexity factor of the former approach is the number of solutions needed for analysis in order to get suitable sampling of uncertain parameters. This number grows exponentially with the number of sampled parameters. On the contrary, the complexity factors for the latter strategy are the model size (measured in number of variables) and the level of abstraction (the precision of the partition grid). Especially, the crucial aspect in this case is the size of the model -it grows exponentially with the number of variables and linearly with the increasing level of detail considered by the abstraction. Owing to the size explosion, time complexity becomes also a critical factor. Although contemporary hardware is capable of providing sufficient computational power, it is difficult to employ it efficiently in model checking: a tool is needed that would target high-performance parallel computers and clusters. General survey of parallelisation efforts in the context of ODE systems analysis has been provided in [3] .
In computer science, there are many applications for model checking. Most of the application domains place great demands on model checking tools with respect to typical enormous sizes of models. Within the ParaDiSe Laboratory we have developed a software tool DiVinE [10] that targets these demands in terms of scalable algorithms based on fine-tuned combining of multicore and cluster based high-performance parallelisation techniques. See [11] for an overview on parallel model checking techniques.
Rectangular abstraction of dynamic systems has been employed by Belta et.al. in [20] for reachability and safety analysis. The method has been supported by experiments performed on a sequential implementation in Matlab. The provided experiments have showed that for models with 10 variables the reachability analysis ran out of memory after 2 hours of computation. This gave us the motivation to employ parallel algorithms.
In this article, we review an extension of DiVinE devoted to the analysis of biological systems dynamics based on the model checking method performed over a discrete quotient (rectangular abstraction) of the system behaviour. The main characteristic of the tool is the scalability of algorithms provided in terms of parallel and distributed computing. In general, we would like to demonstrate the applicability of well-established computer scientific techniques in the context of biological models. Application of scalable computer scientific methods to dynamic modelling of large-scale biological systems is one of the driving forces behind the current interest in computational systems biology.
There is another work that employs model checking over rectangular abstraction of dynamic systems [12] . The framework is suitable for deterministic modelling of genetic regulatory networks. The rectangular abstraction relies on replacing S-shaped regulatory functions with piece-wise linear ramp functions. The partitioning of the state space is determined by parameters of the ramp functions. To the best of our knowledge, we are unaware of any parallel implementation of that method. To enable support for such a specific kind of systems dynamics, DiVinE implements an additional variant of rectangular abstraction that is specific for genetic regulatory networks. In particular, DiVinE state space generator includes support for the piece-wise linear abstraction of de Jong et.al.. The approach is based on the idea of approximating S-shaped regulatory functions by step functions [13, 16] . By means of a specific state space generator, DiVinE provides parallel LTL model checking algorithms also for this kind of rectangular abstraction [7, 8] .
Full source code of the DiVinE tool can be obtained at [1] .
MODEL SPECIFICATION AND ABSTRACTION
DiVinE accepts biological networks given in the form of a set of chemical reactions -the so-called biochemical model. The biochemical model is specified by the following data:
1. list of chemical species, 2. list of partitioning thresholds given for each species, 3. list of chemical reactions. There is a graphical user interface that allows the users to maintain the biochemical model. An example of a simple model specified using DiVinE GUI is showed in Figure 1A . The biochemical model is automatically translated into a system of differential equations, the so-called mathematical model. Example of a mathematical model produced by the tool is showed in Figure 1B .
The approach employed for modelling of the dynamics is based on ODEs obtained by applying the law of mass action. In particular, mass action kinetics is the only kinetic model for chemical reactions currently supported in DiVinE. The reason for this limitation is the specific class of non-linearity that appears in the ODE models based on mass action kinetics. In particular, these systems are multi-affine which in turn provides certain mathematical properties that are inevitable to achieve reasonable discrete abstractions of the continuous dynamics. Especially, for this class of models there are known abstraction techniques that provide clearly defined discrete overapproximations of the continuous dynamics. Similar results are currently unknown for higher classes of non-linear systems.
It is worth noting that when considering deterministic modelling, most of biological networks can be formalised at the level of mass action kinetics. Some other non-linear kinetic models can be still considered by means of their piece-wise linear approximations which are also supported in DiVinE. That way DiVinE currently supports analysis of ODE models of genetic regulatory networks. Piece-wise linear models are specified in DiVinE using a specific GUI GeNeSim [8] .
The supported biochemical models consist of finitely many (bio)chemical equations. In general, rectangular abstraction relies on two kinds of boundedness. First, the ODE model contains finitely many species. Second, each of the species is investigated in a bounded range of concentration values. The former aspect is specific for ODE modelling. The latter aspect goes with the fact that the biological system self-regulates the expansion of molecules and that its dynamics is typically simulated in a finite time interval. In order to prepare the mathematical model for analysis, each species has to be assigned a set of partitioning thresholds that discretely approximate the continuous domain of concentration values. This set always contains at least two specific thresholdsthe minimal and the maximal concentration bound. Existence of these bounding thresholds comes from the biophysical assumption that in any biological system the concentration of all species is bounded. Example of setting the thresholds for a particular variable is showed in Figure 2 . [5] [6] , [6] [7] [8] [9] [10] .
The initial condition is set to the interval [0-5].
For each variable, an initial condition has to be specified in terms of an interval on the respective variable axis. In particular, the tool requires setting of the bottom and the top thresholds of the initial interval of concentration values. Setting of the initial condition can vary from a single interval between adjacent thresholds to the entire bounded domain. To that extent, uncertainty of the initial conditions can be considered.
The partition created by thresholds divides the phase space of the ODE system into (hyper)rectangular regions referred to as rectangles. An example of such a partition is given in Figure 3B . Continuous solutions of the system are discretely approximated as paths over rectangles. DiVinE employs rectangular abstraction methods that rely on the results of de Jong, Gouzé [16] (piecewise linear abstraction) and Belta, Habets [14] (multi-affine abstraction). For each rectangle, it is decided to which neighbouring rectangles the dynamics can flow. This is realized by considering the vector field at the rectangle vertices. In consequence, any bunch of solution trajectories starting from the given initial region can be approximated by a single (potentially branching) path traversing the rectangles. The rectangles interconnected with respect to the dynamics flow form the discrete quotient of the system behaviour. In order to compute the vector field, values of all the kinetic parameters of the reactions have to be set. This can be realized using the kinetic parameters tab in the DiVinE GUI. Figure 3 : (A) ODE system of a simple biochemical model -two mutually reversible reactions. All the data needed for the analysis are specified: the kinetic parameters k1, k2; partitioning thresholds; and the initial conditions. (B) Partitioned phase space of the system (A). Initial region is emphasised by the shaded rectangles.
The discrete quotient is formally represented in DiVinE by means of a rectangular state transition system (RATS). States of a RATS are given by rectangles, in particular, any RATS state identifies a vector where components represent the current state of system variables. More precisely, each component displays current concentration level of a particular species. Example of a RATS is given in Figure 4 . Rectangles that may include an equilibrium point are equipped with a self-transition. DiVinE provides several techniques of adjusting the level of abstraction. To refine the level of detail, there is the option of automatic refining of the partitioning grid. In particular, this can be realized by uniform partitioning or by equilibrium-driven partition refinement. The former method allows adding a set of thresholds uniformly distributed over the variable axis. The latter method uses a more sophisticated algorithm [20] that puts additional thresholds to points where the sign of the variable derivatives changes. The phase-portraits resulting from the gradual application of both threshold refinement approaches are depicted in Figure 5 . It is important to mention that the number of states in the RATS depends exponentially on the number of thresholds for all species. However, in some cases the actual reachable subspace of the entire phase-space may be only polynomial in the number of thresholds. There are other techniques [6] implemented in DiVinE that allow guiding of the abstraction process to avoid generation of unrealistic behaviour introduced by the abstraction. These techniques are based on the local analysis of dynamic flow between individual rectangles.
DIVINE --PARALLEL AND DISTRIBUTED MODEL CHECKER
The model checking procedure comes from the field of hardware and software system design. Computer systems became so complex that their production is prone to hidden human errors. Therefore, many techniques including model checking, have been developed to support the design process and to minimise the risk of system failure. The idea of a model checking procedure is to analyse properties of all runs (executions, simulations) of the system in order to detect whether the system may reach a state violating a given system specification or not. As for biological systems, model checking procedure may inspect approximations of individual simulations of the system and check for their overall properties. In such a way the model checking tool can be used, e.g., to automatically detect presence of particular dynamics phenomena in the system or to prove absence of some undesired behaviour.
A model checker as a software tool requires two different inputs. First, the description of a finite quotient of the system dynamics to be analysed, and second, the property specification to be verified for the system.
Though there are other options, the property specification is typically given as a formula of a temporal logic. The DiVinE model checker is using Linear Temporal Logic (LTL). LTL provides several modal operators to formulate various properties of individual system simulations by expressing a sequence of restrictions on properties of individual simulation time-points. Modal operator F, used as F φ, says that there is a point in the simulation for which the observation φ holds. Other modal operators include operator G and operator U. G φ means φ holds along the whole simulation, φ U ψ means that ψ holds at the current or a future point, and φ has to hold until that point. For a proper formal definition of LTL syntax and semantics, we refer to [2] . We say that a system satisfies the formula φ if all the executions of the system for a given initial condition satisfy the formula. For example, the formula F (B>3) expresses that independently of the initial settings, the concentration of B will eventually exceed 3. The formula FG (B<3) expresses that whatever choice of the initial state is, the system eventually reaches a state from where the concentration of B is kept below 3 forever.
The system to be analysed by DiVinE model checker must be given in a proper form as well. To examine a system execution or simulation, the model checker successively generates discrete states (configuration of the system) that are reachable through the execution. For that, it needs a function describing the evolution of a single discrete state of the system into a succeeding discrete state or states. This function is generally referred to as the next-state function. The complete dynamics of the system is thus given implicitly by the appropriate next-state function and a finite set of initial states. Having both, the model checker constructs the so called state space of the system, i.e., a Labeled Transition System representing a complete discrete behaviour of the system under consideration. As for the syntax definition of the system dynamics, the DiVinE model checker supports the DiVinE native modelling language by default, but it is also able to employ user-provided modules for analyses of other type of systems provided they have a finite state semantics. Discrete finite semantics of a system given by RATS as presented in the previous Section is an excellent example of it.
As mentioned above, to answer the model checking question, the tool systematically explores discrete system states. While checking the properties of a single discrete state is an easy and constant-timed operation, the difficult part of the procedure is to identify system states that are reachable from given initial conditions. Note that the set of reachable states is not given explicitly (the states are not enumerated in the input data) but it has to be computed using the next-state function. Since system states may be mutually reachable, the tool has to prevent re-exploration of already processed states by keeping track of those system states that have been explored so far. As a result the analysis of systems with many discrete states are memory and computation time demanding and systems that are tractable in practice by a model checker are limited to systems whose size is within the bound given by the computation resources available (internal memory in particular).
DiVinE model checker allows handling model checking tasks that are computationally infeasible using a single workstation by employing aggregate computational power of multiple network-interconnected computing nodes. Employing multiple workstations results in large combined memory available to store processed system states as well as it provides the model checker with multiple CPU cores allowing thus accelerated computation due to parallel processing.
When using multiple workstations the DiVinE model checker proceeds as follows. Every discrete state of a system is assigned to a single workstation that is responsible for keeping track of it. When new discrete states are generated using the next-state function, they are sent over the network to the owning workstations prior their exploration. When a workstation receives a system state to be explored it first checks whether the state has been explored before. If so, the state is discarded. Otherwise, the state is remembered at the workstation, checked for the required properties, and explored, i.e., its immediate descendants are generated using the next-state function. The computation proceeds until a system state violating the specification is found or all the reachable system states have been generated and checked.
The LTL specification language allows capturing rather complicated properties such as the principle of cause and effect. For example, the property stated as whenever the concentration of B drops below 3, the concentration of A will exceed 5 eventually, can be expressed with LTL formula G ((B<3) → F (A>5)). Unfortunately, the validity or violation of such a property cannot be simply judged just from the existence or non-existence of a reachable system state. Instead, the model checker has to look for executions/simulations that let B drop below 3, but does not eventually make A exceed 5. Due to Vardi and Wolper [22] this problem reduces to the problem of accepting cycle detection in the state space graph. For accepting cycle detection optimal serial algorithm exists, though the problem is inherently sequential and thus unusable for parallel computing. The DiVinE model checker employs slightly non-optimal but parallel algorithms instead. See [5] for more details on parallel accepting cycle detection algorithms.
Since the other parallel model checkers cannot perform phase-space discretization of a system of ODEs, we were not able to compare performance of our model checker to other model checkers. However, we provide comparison of performance of DiVinE model checker and the serial LTL model checker SPIN using two standard software protocols -elevator controller, and Anderson's mutual exclusion protocol. Note that SPIN can employ up to two CPU cores for LTL model checking. The graphs given in Figure 7 plot the runtime needed for completion of the verification procedure when using various number of CPU cores.
Regarding the comparison of distributed-memory model checking procedure to the serial one, we stress that there are two aspects that should be taken into account. These are the speed-up achieved due to parallel computing and the ability of handling larger models achieved due to the utilization of aggregate distributed memory. Serial parallel model checkers (such as SPIN) can partly compete with DiVinE only in the speed, not in the size of the model to be handled.
To demonstrate superiority of our tool to other model checkers, we also report on the performance of the DiVinE model checker in distributed-memory setting. Table given in Figure 6 reports on run-times on the standard (but scaled) Anderson mutual exclusion protocol when computing on many cluster nodes. It can be seen that both algorithms implemented in DiVinE (i.e. MAP and OWCTY) can efficiently employ much more computing nodes than a shared-memory platform may offer. As demonstrated by the table, employing 256 CPU reduced the run-time of verification by two orders of magnitude. 
APPLICATION TO MODEL ANALYSIS
Properties of biological models that can be analyzed on rectangular abstractions include several dynamics phenomena. In DiVinE, the properties are specified as formulae of Linear Temporal Logic (LTL) built over atomic constraints interpreted on discretely abstracted domain of model variables. As a consequence, temporal formulae can capture qualitative aspects of time-evolvement of the model species, e.g., traversing through certain concentration levels until reaching a particular stable concentration. Since the rectangular abstraction relaxes the continuity of the underlying time progress, LTL formulae do not reason about timing aspects, but rather about time-ordering of discrete events.
In general, properties relevant for biological models can be sorted into five basic categories -reachability properties, timeordering of events, variables correlations, (multi)stability properties, and oscillation properties. Reachability properties express the fact of reaching given concentration levels in given model variables. For example, the formula F (B>2 B<3) expresses the property that B reaches the concentration level between 2 and 3 at some point during the progress of the model dynamics. Note that the property tells nothing regarding the moment at which the event happens. Reachability properties are useful especially for detection of global maxima or minima in reachable concentration values.

Properties expressing time-ordering of events allow capturing of qualitative temporal patterns in dynamics of given variables. An example of such a property is the formula A<2 U ((A≥2  A≤5) U A>5) representing the following temporal pattern: A is initially kept below 2 until it reaches 5 and finally exceeds 5.
Variables correlations can be expressed by combining several temporal-ordering formulae into one formula using traditional logical operators. Following this approach, mutual dependencies in dynamics of given variables can be captured. For example, the formula A specific kind of temporal properties deals with detection and analysis of stable concentration levels. An example of an elementary stability property is the formula G (A<2) stating that concentration below 2 is stable for A. Stability properties can be effectively combined with reachability properties and relativised with respect to a specific initial condition. E.g., the formula (A>0) → FG (A<2) states that the stable concentration below 2 is reached from any non-zero initial concentration of A. Existence of more different stable states (multi-stability) can be also expressed in LTL, e.g., the formula [(A<5) → G (A<5)] [(A>5) → G (A>5)] expresses the fact that there are two different stable concentration levels in dynamics of A -the first is below the level 5 and the second is above 5. Finer specification of oscillations can be realized by extending the formula with additional constraints identifying the qualitative aspects of the oscillation, e.g., the maximal and minimal amplitude levels.
We have conducted several case studies on model checking analysis of real biological models [4, [6] [7] [8] [9] . Using the parallel algorithms, we were capable to successfully analyse models with up-to 20 species. All related experiments were performed on an accessible hardware -a homogeneous cluster providing 22 nodes each equipped with 16GB of RAM and a quad-core processor Intel Xeon 2GHz. The experiments have proved the feasibility of scalable algorithms when employed for analysis of discrete quotients of large-scale biological systems dynamics.
In [7] [8] [9] we have primarily focused on analysis of models of genetic regulatory networks dynamics abstracted by means of piecewise linear rectangular abstraction. Model checking has been employed to identification of stability, bistability, and oscillation phenomena in dynamics of transcriptional regulatory module responsible for sporulation of a soil bacteria Bacillus subtilis [9] . The network consisted of 11 variables the concentration domain of each was abstracted into 5 discrete levels in average. At this level of detail, we were capable of successful analysis of all the required properties by employing all nodes of the cluster. The results have been computed in the order of tens of minutes. In [8] we have elaborated on the state space generation algorithms in order to improve the scalability. By employing the improved algorithms on benchmark models we were capable of scaling the model checking models with up-to 20 variables with 3 discrete concentration levels distinguished per each variable. The model checking results have been computed in the order of several minutes by employing all cluster nodes.
In [4, 6] we have focused on analysis of E. coli ammonium assimilation model. In particular, we have considered a mass-action kinetics model of ammonium transport [4] abstracted in terms of rectangular abstraction. The model consisted of 7 variables each abstracted into an average number of 10 discrete levels. We have analysed reachability properties in order to get the upper bound for maximally reachable concentration levels of inter-cellular ammonium. The model checking results have been computed in upto 3 minutes by employing 6 cluster nodes. Since the rectangular abstraction for multi-affine systems provides computationally more effective algorithm for state space generation than the piece-wise linear abstraction, the experiments have shown better scalling. By employing further optimizations of the algorithms [6] we have been capable of model checking reachability properties on the ammonium assimilation model consisting of 42 species each abstracted into 3 discrete levels in average.
Computations have taken several minutes by employing all cluster nodes.
It is important to comment on how coarse are the two implemented rectangular abstraction variants with respect to the classes of temporal properties mentioned in this section. In particular, since both considered abstractions provide overaproximations of the continuous solutions of the original ODE models, they may introduce some false behaviour which is not present in the original model. Therefore, we discuss how this phenomenon affects the particular property classes. First of all, our experiments have shown that both multi-affine and piece-wise linear abstractions lead to feasible results for reachability and time-ordering properties. This is because of the fact that the analysis of such properties does not require to reason about the time progress inside the rectangles. More precisely, counterexamples for these properties are always finite sequences of rectangles demonstrating a specific ordering of reachable concentration levels. However, the situation is different when dealing with stability and oscillation properties. These classes of properties inherently reason about events which are assumed to occur infinitely often. Since some of the rectangles may contain a stable point (an equilibrium) to which the trajectories inside the rectangle converge, it is necessary to consider this possibility when analysing time progress-dependent properties. To include the relevant information in the abstraction, a self-transition is introduced for each rectangle containing a stable point thus notifying the option of remaining in the rectangle forever. In the case of piece-wise linear abstraction, the positions of self-transitions are computed with good precision [16] and therefore the analysis of stability and oscillation properties with DiVinE is still feasible [7, 8] . On the contrary, precise computation of self-transition positions becomes computationally infeasible in the case of multi-affine abstraction [6] . Owing to this fact, positions of self-transitions are highly overapproximated by DiVinE in the case of multi-affine abstraction, thus making analysis of stability and oscillation properties practically infeasible in this case.
CONCLUSIONS
Employing high-performance hardware such as clusters of multi-core workstations to analysis of biological systems allows for processing of systems that are computationally infeasible by a regular contemporary workstation. Our distributed and parallel model checking approach offers the possibility of analysis of biological systems by means of LTL model checking. Our tool is freely available for non-commercial use. Currently, its usage may be difficult for inexperienced users due to some limits in the user interface, but we plan to remove these limits in the future.
We also intend to adapt counterexample interpretation techniques used in formal verification of software systems to cure biological models. In particular, we would like to use our model checker to reduce parameter uncertainty of biological models or even to perform systematic parameter estimation.
Since the currently supported approach to modelling of biological system dynamics requires the underlying ODE model to be either multi-affine or piece-wise linear, the tool can be employed for models based entirely on mass action kinetics or models that completely fit piece-wise linear approximation such as genetic regulatory networks. In consequence, it is infeasible to analyse systems where different kinetic laws are mixed. Currently there is no direct technique of discrete abstraction that could incorporate different kinetic laws in one mathematical framework. In future work, we would like to combine existing approaches to enable feasible analysis of biological models that include different kinds of kinetics. This problem can be partially solved by means of a new state space generator that combines both multi-affine and piece-wise linear abstraction approaches together. However, since each of the approaches requires a different next-state function and a different state descriptor, such an extension would require a non-trivial modification of the tool source code. Anyway, since the discussed extension fits still only a limited set of kinetic laws, the acquired result would not bring a satisfactory solution. To this end, we would like to rather invest to development of a more general abstraction method.
Another issue that we aim to improve is to develop heuristics for more precise approximation of stable rectangles in the case of multi-affine abstraction. In the current version of DiVinE, analysis of stability and oscillation properties on multi-affine systems is impracticable due to strong overapproximation of steady rectangles. The idea which could bring better results is based on approximate detection of certain patterns of intersections among null-clines and rectangle boundaries.
KEYPOINTS
 Biological networks describing the living organisms are typically very large, this becomes a crucial issue especially when considering analysis of biological systems dynamics.
 High-performance computing methods can bring suitable tools that target the issue of large-scale systems analysis by means of scalability of the employed algorithms.
 The technique of model checking can provide a powerful scalable tool for analysis of biological systems dynamics.
