The dissipative processes in the Earth's magnetosphere, such as the ring current and the auroral electrojets, depend on both the external solar wind forcing and factors internal to the magnetosphere. Previous studies have shown that artificial neural networks are able to compute the ring current index Dst very accurately from only solar wind data. In this study, we use neural networks to model the response of the auroral electrojets to the solar wind conditions. The solar wind input to the networks consist of 5-min averaged data from the Earth-orbiting spacecraft IMP 8, while the output is the auroral electrojet index AE. The relationships between the solar wind and the AE index, as modeled by the neural networks, are investigated in a parameter study. The relative importance of individual solar wind variables is studied, as well as the abilities of various coupling functions. It is shown that the use of individual solar wind variables as input to a neural network is superior to the use of corresponding coupling functions. The nonlinear neural networks are related to earlier linear techniques, and the abilities of linear networks (linear filters) are compared to those of nonlinear networks. It is found that a nonlinear network with n, V , B y , and B z as input during 100 min can account for 76% of the variance (r 0:87) in the AE index. No influence of B x is found. With the coupling function p 1=2 V 2 B s as input to a nonlinear network, 71% of the AE index variance is predicted. These results are averaged over a large test set ( 330 hours) of data not used to train the networks. The test data are from 1973-1974 and include a diverse set of conditions, ranging from almost quiet to exceptionally disturbed. 
Introduction
Efforts to predict geomagnetic activity have led to many correlation studies using a rich variety of techniques (e.g., the collection of papers edited by Kamide and Slavin [1986] ). The geomagnetic activity has mostly been quantified by some global index that measures the effects of the major current systems in the magnetosphere and ionosphere.
Two of the most widely used indices are Dst and AE [Baumjohann, 1986] . Dst measures the geomagnetic activity at low latitudes and responds most strongly to the ring current and the magnetopause currents. AE measures geomagnetic activity at auroral latitudes and responds to the convection electrojets (the DP 2 current system) and the substorm electrojets (the DP 1 current system). While Dst has been shown to be fairly easy to correlate to solar wind data [Burton et al., 1975; Iyemori et al., 1979; Clauer, 1986] , the response of AE to the solar wind conditions has proven to be less easy to determine [Holzer and Slavin, 1982; Clauer, 1986] . One reason for these difficulties could be that there are two types of substorm-like magnetic signatures contributing to the AE index [Pytte et al., 1978] : one is directly driven by the solar wind and is caused by modulations of the enhanced convection that occurs when the interplanetary magnetic field has a southward component, while the other includes current-wedge formation and near-midnight magnetic disturbances. Whether the latter type of geomagnetic disturbance is caused solely by some internal instability or triggered by external changes in the solar wind is a matter of much controversy.
Although the solar wind is known to be the primary source of energy that drives the dissipative processes in the magnetosphere, there still remains fundamental questions concerning how the energy is transferred from the solar wind and how it is further transformed into the various geomagnetic activity signatures. A widely used approach has been to combine a few relevant solar wind variables into a coupling function. The linear correlation between this coupling function and a geomagnetic activity index has then been calculated, after including a proper time delay. Following the demonstration by Arnoldy [1971] of a close relationship between AE and the rectified dawn-todusk component of the interplanetary electric field, many coupling functions have been investigated. With the introduction of the linear filter technique by Iyemori et al. [1979] , the linear correlation studies were extended to take into account a whole time series of solar wind input, still in the form of coupling functions.
The abilities of the linear filters depend on the dynamical properties of the magnetosphere, particularly the linearity and time invariance of the magnetospheric response to the solar wind. In a linear filter study by Bargatze et al. [1985] , it was shown that the magnetospheric response to the solar wind conditions varies with the level of geomagnetic activity. Further, as first shown by Russell and McPherron [1973] , there is clear evidence for the existence of a component in the geomagnetic activity that is not directly driven by the solar wind. These findings imply a nonlinear and time-varying magnetospheric response that can not be properly modeled by linear filters.
During the last years, interest has turned toward nonlinear dynamical methods. Two approaches have emerged: analogue modeling and data-based phase space reconstruction. The recent development of analogue modeling started when Baker et al. [1990] adapted a dripping faucet analogue model to describe magnetospheric dynamics. This work was followed by Goertz et al. [1993] with a directly driven model of the AE index and by Klimas et al. [1992 Klimas et al. [ , 1994 with the so-called Faraday loop model. All these analogue models consist of low-dimensional systems of ordinary differential equations, which have the advantage that a physical interpretation is made possible. This is contrary to data-based input-output analysis methods, such as phase-space reconstruction, which lack an immediate physical interpretation but that instead have the advantage that system characteristics are determined directly from empirical data. Data-based phase-space reconstruction was used by Price and Prichard [1993] after they pointed out the inadequacy of treating the magnetospheric system as autonomous. Several input-output studies followed [Price et al., 1994; Vassiliadis et al., 1995] . , Hernandez et al. [1993 described a study where two types of neural networks were used to model the AL index, but the results were not conclusive. However, other studies have shown that artificial neural networks are able to compute the Dst index from solar wind data very accurately [Lundstedt and Wintoft, 1994; Gleisner et al., 1996; Wu and Lundstedt, 1996] . It thus seems appropriate to continue a further exploration of neural network-based analysis methods applied to high time resolution auroral-zone geomagnetic activity.
The emphasis of this paper is on the abilities of fairly standard neural networks as an empirical model of the solar wind forcing of the auroral electrojets. The strength of the electrojets is quantified by the 5-min averaged AE index. After training the networks, they are evaluated in terms of the correlation between the observed and the computed AE indices. The relative importance of individual solar wind variables is studied, as well as the abilities of various coupling functions. Linear and nonlinear networks are compared and the qualitative agreement between the observed and the computed AE is studied during 2 days in March 1974. It is the purpose of the present study to show the usefulness of nonlinear neural network models and to point out some possible physical interpretations of the results.
Artificial Neural Networks
Some of the most widely used artificial neural network models have much in common with the various filters that have been applied to magnetospheric physics. The standard neural network techniques (multilayer feed-forward and partly recurrent networks) can be regarded as nonlinear generalizations of linear filters. In this paper, we use both linear and nonlinear feed-forward neural networks, where the linear neural networks correspond to linear filters.
Linear and Nonlinear Filters
The linear moving-average (MA) filter, and its nonlinear generalizations, is based on the assumption that the geomagnetic activity O can be described as a function of a time series of solar wind variables I, O t = F(I t?1 ; I t?2 ; : : :; I t?T );
(1) where T is the length of the magnetospheric system memory for previous inputs. No geomagnetic activity variables are included among the independent variables. The discrete linear MA filter output is given by
that is, the impulse response function of the magnetospheric system, H t , is convolved with a sequence of earlier solar wind inputs. For a filter to be linear, H t must be time invariant and exhibit no dependence on the solar wind input. However, it has been shown [Bargatze et al., 1985] that the empirical impulse response function depends on the level of geomagnetic activity, an indication that the real magnetospheric system is in fact nonlinear.
The nonlinear filter can be cast in many forms. One of the simplest forms of nonlinearity is to approximate the nonlinear response F locally by linear filters of the type given by equation 2. To give a nonlinear response, H t must then depend on the solar wind input [Vassiliadis et al., 1995] . As shown below, the multilayer feed-forward neural network can also be regarded as a nonlinear generalization of the linear MA filter [Hertz et al., 1991; Hernandez et al., 1993] .
Feed-Forward Neural Networks
2.2.1. General. A feed-forward neural network [Hertz et al., 1991] is a collection of processing nodes arranged in layers (Figure 1 ). The input to each node is the sum of the weighted outputs from all the nodes in the previous layer and the activity of each node is passed on to all the nodes in the following layer. The output from a node is given by the input to the node and the nodal activation function, which is a differentiable, saturating function. An additional node, the bias node, is set to 1 and connected to all hidden and output nodes in the network (Figure 1 ). The purpose of this is to adjust the nodal activation functions.
The key to network performance is the weights determining the strength of the connection between nodes. Since this network type belongs to the class of supervised networks, it is trained by adjusting the weights until the average error on a set of known training examples is minimized. The most common training algorithm, which is also used in this study, is a modified form of gradient descent called error back-propagation [Rumelhart et al., 1986] .
The neural networks used in the present study all have one hidden layer and one output layer. The input data to the networks are organized as a temporal sequence, where input data sampled during a time window of length L are shown to the network simultaneously. To get a time sequence of output data, this window is moved stepwise in time. A feed-forward neural network, together with this type of organization of the input data, is often referred to as a time delay neural network.
For an input data vector, f k ;k = 1;2;:::;mg, with m components, the network output is given by
Each input-output pair f k ; O i g is labeled by superscript . Index i refers to a node in the output layer, index j refers to a hidden layer node, and index k refers to an input layer node. The weight W ij thus connects a hidden layer node with an output layer node, while w jk connects input and hidden layer nodes. Here g H and g O are the activation functions for nodes in the hidden layer and output layer, respectively. In the present study, g H is the hyperbolic tangent function, and g O is a linear function. The network output is then given by
where index i has been omitted since the output vector con- 
The feed-forward neural network with linear activation functions is obviously identical to a linear filter. With nonlinear activation functions, the neural network can be regarded as a nonlinear generalization of the basic linear filter.
Network setup.
After a certain network architecture has been specified, in this case a feed-forward network with one hidden layer, the number of nodes in each layer has to be determined. In the output layer, there is only a single node, the predicted geomagnetic index. The number of nodes in the input layer is determined by the number of input data. This in turn is determined by the temporal length of the input data time series, L, and the set of solar wind variables included in the time series. Using, for example, 5-min averages of n, V , and B z during L = 60 min makes a total number of 36 nodes in the input layer.
The size (i.e., the number of weights) of a network is only determined by the number of hidden nodes as the number of input and output nodes are given. The number of weights in the network has to be large enough to represent the full complexity of the problem, and it has to be small enough not to overfit and lose generalization ability. As a rough rule of thumb, the number of weights in the network should be less than one tenth the number of training data [Lundstedt and Wintoft, 1994] , which in this study means that the number of weights should be less than 1690 . All the networks we use here have eight hidden nodes. With this number of hidden nodes, we avoid the problems with too few or too many weights in the networks. This matter is further discussed in section 4.1.4 where we show eight hidden nodes to be a good choice.
Network training.
Training a network means finding a set of weights that minimizes the average error on the training set. The training is done iteratively by showing the network known input-output pairs, calculating the network error and updating the weights accordingly. The weights are not updated after every input-output pair but after a number of examples, an epoch, which here is chosen as 1000 examples. The weight changes are given by the error derivatives and the weight changes in the preceding iteration, w t+1 = w t + w t = w t ? @E @w + w t?1 ; (7) where the constants and are referred to as the learning rate and the momentum. The network error is defined as the sum of the errors over an epoch,
where O is the actual output of the network and AE is the corresponding "correct" output. The error derivatives are calculated according to the error back-propagation algorithm [Rumelhart et al., 1986] , and the learning parameters are chosen as = 1 QN ;
where Q is the epoch size and N is the fan-in, the number of connections going into a node. This choice of learning rate has been used earlier by Gleisner et al. [1996] in a similar study, and it is more thoroughly discussed by Hertz et al. [1991] . The weights are initiated to random values in the interval
in order to keep the typical nodal input somewhat less than unity [Hertz et al., 1991] .
Network testing.
Much of the practical use of neural networks is based on their ability to make sensible generalizations. This ability can be formally defined as the average network performance on a randomly chosen new data point. The true generalization ability can not be known exactly, but it can be estimated by the network performance on the test set, a set of randomly chosen data not included in the training set. To get a good estimate of the generalization ability, the test set has to be large enough to be representative in a statistical sense.
The abilities of the networks are quantified with three diagnostics: correlation coefficient (r) between observed and computed AE, average relative variance (ARV ), and the RMS test error (RM SE). These are defined by r = 1 
Geomagnetic and Solar Wind Data
The data used in the present study span the interval from November 1973 to December 1974. The basic geomagnetic data consist of the 2.5-min averaged AE index obtained from World Data Center C1 for Solar-Terrestrial Physics in England. The AE database is complete and contains no data gaps. Each pair of neighboring 2.5-min values was combined into a 5-min average. The present study is based on these 5-min averages.
The solar wind data consist of 5-min averaged solar wind plasma and interplanetary magnetic field (IMF) parameters. These are from the Earth-orbiting spacecraft IMP 8 and are obtained from the National Space Science Data Center in Greenbelt, Maryland. The solar wind plasma data include the bulk velocity V , the proton number density n, and the fraction of He 2+ ions in the solar wind. The IMF components B x , B y , and B z are expressed in geocentric solar magnetospheric (GSM) coordinates. On the basis of these variables, we computed solar wind coupling functions such as V B s , where B s is defined as B s = ?B z when B z < 0 and B s = 0 when B z > 0. Some coupling functions also included , the polar angle of the IMF vector projected onto the Y-Z plane in the GSM system.
Since the solar wind data contain numerous gaps, a selection based on data quality was made. The data were scanned to compile a list of intervals that were at least 24 hours long, contained less than 10% missing data, and contained no data gaps longer than 3 samples (i.e., 15 min). A search through the 14-month period gave 39 intervals covering 20,900 samples, 1740 hours. Thirtytwo of these intervals are used as training data (16,900 samples) and seven as test data (4000 samples).
Most of the intervals are separated from each other by 4 days or more since IMP 8 is unable to measure the solar wind conditions during 4 to 8 days in each 12.5-day orbit. However, two of the test intervals are separated from the preceding training intervals by 3 and 4 hours, respectively. As pointed out by Vassiliadis et al. [1995] , the separation between training and test periods must be larger than the autocorrelation length of the AE index to be certain that the training and test data are uncorrelated. For the AE index, this length is 1 to 3 hours. Considering that the separations are larger than the autocorrelation length and that the test data intervals are very long, the results should not be biased by such an effect.
Studies and Results

Parameter Studies
A neural network should do more than just be a good "predictor." It should also be a tool to improve our understanding of the physics that control the solar wind coupling to the auroral electrojets. Here we perform a few parameter studies to investigate the abilities of neural networks as predictors, while at the same time point out some possible physical interpretations of the results. Training a sequence of networks using different lengths of the solar wind history tells us something about the timescales of the dissipation processes that determine the magnetospheric system memory. Similarly, varying the solar wind parameters used as input to the networks tells us something about the physics of the energy transfer to the magnetosphere. Also, the question of linearity or nonlinearity of magnetospheric processes can be addressed by a suitable parameter study.
Such studies raise the question of the stability of the results. Will they still hold with another choice of network architecture? This question can also be addressed by a parameter study. Training a sequence of networks on one specific problem, while varying the network architecture, gives us an estimate of the influence our choice of network architecture has on the results. In this study, the network architecture is varied by the number of hidden nodes and thus also the number of weights in the network.
The performances of the networks referred to in this section are defined by equations 12, 13, and 14. They are calculated over the whole test set, and so they constitute realistic performances averaged over both quiet and disturbed times.
4.1.1. Solar wind history and the magnetospheric system memory. Many correlation studies have used solar wind data at a single point in time to cross correlate with a geomagnetic activity index at a slightly later point in time.
At some time delay t, mostly between 20 and 60 min, a maximum correlation of 0.50-0.70 was found [e.g., Baker et al., 1981 Baker et al., , 1983 . By applying filters or neural networks to the same problem, a whole time history of solar wind inputs can be used. This allows us to study the magnetospheric system memory of previous inputs, which in turn depends on the efficiency and timescales of the dissipation processes in the magnetosphere.
For each set of solar wind variables, we have trained a sequence of networks using different temporal lengths of the solar wind history. The length L varies from 20 to 100 min. All plots of a network performance measure versus L show the same general characteristics as in Figures 2 and   3 . The network performance improves with increasing L until it saturates at L 100 min. The network performance is not improved by including solar wind data older than 100 min. This is interpreted as the length of the magnetospheric system memory for previous inputs, as seen by the neural network. The same result is reached with all three network diagnostics: r, RMSE, and ARV . The empirical value of the length of the magnetospheric system memory found here is of the same order as the linear filter timescales ( 2 hours; Bargatze et al. [1985] ), the nonlinear filter timescales ( 1.5 hours; Vassiliadis et al. [1995] ), and also as estimates of the total duration of substorms ( 2-4 hours; Lui [1991] ).
4.1.2. Solar wind input parameters. The proper choice of variables to use as input to the networks is determined by the actual mechanisms of energy transfer from the solar wind to the magnetosphere. These are only partly known and several mechanisms may operate concurrently. After 3 decades of solar wind measurements, we know that n, V , and B z control much of the geomagnetic activity [Snyder et al., 1963; Arnoldy, 1971] . The IMF component B y has also been shown to exert an influence on the magnetosphere and ionosphere [e.g., Heppner, 1972] . Other possible candidates are the IMF component B x and the ionic composition of the solar wind plasma. As the solar wind undergoes a shock before arrival at the magnetopause, the plasma temperature is strongly determined by the solar wind bulk speed V . The temperature is thus considered unimportant.
The neural networks are first trained with five different sets of solar wind input variables according to Figure 2 . The variables are shown to the networks separately. They are not combined into coupling functions. After training, we study the network diagnostics r, RMSE, and ARV . The results, in terms of the correlation coefficient r, are shown in Figure 2 . With only V and B z as input, the correlation is 0.83. Adding either n or B y increase the correlation somewhat, while adding both n and B y gives the highest correlation, 0.87 (network E in Figure 2 ). Using B x , in addition to V and B z , does not improve the correlation. The correlations referred to here are for 100 min of solar wind input. With a shorter solar wind history, the correlations are correspondingly lower.
Can the results in Figure 2 tell us something about the coupling of the auroral electrojets to the solar wind? We have to remember that the neural networks reveal covariations rather than causal relationships, even though causality often underlies the covariations. The first network in Figure 2 use V and B z , while the second use V , B z , and n. Adding n gives an improvement. This suggests that the density n has a component that varies together with AE, independent of V and B z . From networks A and C in Figure 2 , the same is suggested for B y . Similarly, networks C and E in Figure 2 tell us that there is a component of n that varies together with AE, independent of V , B z , and B y . The IMF component B x does not improve the correlation. Altogether, this study suggests that all four variables, n, V , B y , and B z vary together with AE partly independent of the other variables, while B x does not. Our interpretation is that all four variables, n, V , B y , and B z add some important information about the solar wind input. This is basically a confirmation of the generally accepted view put forward by many authors. However, the significant influence of the density found here, is not often stressed in discussions of the solar wind forcing of the auroral electrojets.
In terms of an improved correlation, the effect of adding the density n is comparable to the effect of adding the IMF component B y . Also, the absence of an influence from B x is worth noting. A standard approach in studies of the interaction between the solar wind and the magnetosphere has been to combine a few solar wind variables into a coupling function. The linear correlation between the coupling function and a geomagnetic activity index has then been calculated. Some of the most widely used coupling functions are V B s [Burton et al., 1975] , V 2 B s [Murayama et al., 1980] , "/V B 2 sin 4 ( =2) [Perreault and Akasofu, 1978] , p 1=2 V B s [Murayama, 1986] , and p 1=6 V Bsin 4 ( =2) [Bargatze et al., 1986] . Here p denotes the dynamical pressure.
Most coupling functions have been developed based on an idea of which energy coupling mechanisms are most important. Vasyliunas et al. [1982] argued that the coupling functions should have dimensions of power, and from dimensional analysis they showed that many of the previously used expressions were dimensionally incorrect. Of the coupling functions mentioned above, only the last one is dimensionally correct according to Vasyliunas et al. [1982] , equation 12. However, it can be questioned whether this dimensional requirement is valid when the purpose is to compute a quantity such as AE that does not have dimensions of power and that certainly does not depend linearly on the magnetospheric energy input. Further, as was also pointed out by Vasyliunas et al., the dimensional analysis is not equally applicable to all timescales. The dimensional equality holds only if no energy is intermediately stored before dissipation. The timescale for energy storage in the magnetotail is of the order of 1 hour. It could then be argued that dimensional analysis does not impose any serious restrictions on coupling functions that connect the solar wind conditions with the high-time resolution AE index. In this study, we therefore investigate coupling functions regardless of their dimensions. Instead, we systematically test functions of the form n V B s together with V B z and the coupling function ".
In the second part of the parameter study, the networks are trained with time series of solar wind coupling functions as input. The parameters and the results are shown in Figure 3 . The networks with V B s and V B z as input perform equally well, an indication that AE is nearly independent of B z when the IMF is directed northward. The solar wind parameter " gives approximately the same correlation as V B s when using 100 min of input data. As shown in Figure 3 , the networks with " as input are less sensitive to the length of the solar wind history than the networks that use other coupling functions. Such behavior would be seen for a parameter with a long-correlation length in the solar wind. Since " includes B y , which tends to have a longer-correlation length than B z , we can speculate that this is indeed the reason for the relative insensitivity of " to the history length L. This property gives " a relative advantage when using a very short solar wind history. However, from a physical point of view, " is not fully comparable to the other coupling functions since it also includes B y .
Among the coupling functions that do not contain any correction for the density variations, V 3 B s turns out to be the best, marginally better than V 2 B s . It is interesting to note that V 3 B s performs equally well to V and B z given as separate inputs, when using 100 min of input data. However, when using a shorter solar wind history, there is a discrepancy between V 3 B s and the individual variables V and B z . This discrepancy becomes systematically larger with a smaller L. The same behavior is also seen for V 2 B s , with just a marginally lower correlation than V 3 B s .
Two of the coupling functions include corrections for variations in the solar wind dynamic pressure. Simple scalings of V B s and V 2 B s with p 1=2 give n 1=2 V 2 B s and n 1=2 V 3 B s , respectively. Both of these are superior to the other functions, and n 1=2 V 3 B s provides the best coupling function in this study.
Linear versus nonlinear networks.
The standard feed-forward neural network can be regarded as a nonlinear generalization of the linear filter. It is in fact a very general nonlinear model. Since the problem of computing the AE index from solar wind data is inherently nonlinear, we expect neural networks to perform better than linear filters. However, in a study by Hernandez et al. [1993] , it was found that a linear filter actually performed slightly better than a neural network. The reason was that large amplitude variations were clipped by the nonlinear networks, while the linear networks showed no such tendencies. Hernandez et al. concluded that further exploration of this issue is necessary.
To address this question, two sequences of networks are trained, each with n, V , B y , and B z as input. The networks in one sequence have linear activation functions, while the other networks have the usual nonlinear activation functions in the hidden layer. The performances of the networks are shown in Figure 4 . It is found that the nonlinear networks perform significantly better than the linear networks, both on individual substorms and as an overall result. This is true also for other choices of input data, such as the coupling functions in Figure 3 . Further, we could not find that the nonlinear networks were more prone to cut large amplitude variations than the linear networks. Both types of networks fail to predict the largest variations of the highest frequencies, but the nonlinear networks are always better than the linear.
Number of hidden nodes.
As the number of input data to a network is increased, the number of weights is also increased. With a large number of free parameters in the network, overfitting problems may arise with devastating effects on the generalization performance [Hertz et al., 1991] . There is also a lower limit to the number of hidden nodes and the number of weights in a network. The number of free parameters of the network has to be large enough to represent the full complexity of the problem. In most neural network studies, it is essential to know these lower and upper limits to the number of hidden nodes and the number of weights.
All networks discussed above have eight hidden nodes. Since the number of input variables varies from 4 to 80, there is an accompanying large variation in the number of weights. Will this variation cause any systematic effects in the parameter studies above? Would the results and the general conclusions still hold with other choices of the number of hidden nodes and thus also the number of weights? A partial answer to these questions is given in Figure 5 . Using the solar wind variables n, V , B y , and B z as input, two sequences of networks are trained, one with 20 min, and the other with 100 min of input data. For each of these sequences, the number of hidden nodes is varied from 1 to 16. In both cases, the number of hidden nodes has to be less than five to show any decrease in performance. With 100 min of input data, there is a tendency of overfitting when using more than 14 to 16 hidden nodes. There is such a tendency with 20 min of input data as well, al-though not so clear as in the 100 minute case. There has to be more than 16 to 20 hidden nodes to show clear signs of overfitting. By our choice of eight hidden nodes in all the networks, we avoid the problems of too few or too many weights, both for those networks with few input variables and those with many. We thus conclude that there are no systematic effects due to a varying number of weights in the networks that alter the conclusions made in the parameter studies.
Qualitative Abilities of the Networks
In addition to some general comments on the qualitative abilities of the networks, we have chosen 2 consecutive days in March 1974 to represent the results. The 2 days are divided into 2 intervals: the first begins on the morning of March 2 (0810 UT) and the second begins in the evening the same day (2135 UT).
4.2.1. General. As seen in Figures 6 and 7 , the fit between observation and prediction is far from perfect. During disturbed times, the observed AE index often exceeds the predicted AE by quite a large factor. It is obvious that some structures in the AE index are missed by the networks. Such structures are the large and sudden excursions mostly attributed to intensifications of the westward electrojet caused by substorm expansions. However, the reverse relation between observation and prediction does not seem to occur. The networks very rarely predict an intensification where no such structures are seen in the observed AE index. There are occasions, such as the one in Figure 6 , when the predictions somewhat overestimate AE, but the overestimates are always small and connected with broad features with durations longer than 1 hour. Only substorms that lack large and sudden excursions in the AE index, are overestimated.
March 2.
The interval is shown in Figure 6 . It stretches over 800 min and covers two substorms, one peaking at 500 nT and the other at 900 nT. The computed AE (dotted line) looks very much like a smoothed version of the observed AE. The network handles the broad features well, while narrow features are harder to predict. The first peak is one of the few that the network actually overpredicts, although not very much. Common features that are unpredicted are the large and sudden excursions, such as those seen at 190 min and at the top of the second peak.
In the 5-min averaged AE data, the narrowest peaks consist of only one value rising above the other. Figure 7 . It stretches over 2000 min from the evening of March 2 to early morning of March 4. It covers six broad peaks. The highest of them reach 1150nT, while the others reach 500 to 700 nT. This interval is somewhat more disturbed than the first, and the number of large and sudden excursions is correspondingly higher. It is even more obvious during this interval that the network acts as a lowpass filter and flattens out the high-frequency structures. For three of the six peaks, the predictions almost reach the same height as the observed AE, while the other three are flattened out below the observed AE.
March 2 to March 4. The interval is shown in
Discussion and Conclusions
The work described here demonstrates the abilities of artificial neural networks as predictors of an auroral electrojet index of high-time resolution. The networks are tested on a large ( 330 hours) and nonselected data set from 1973-1974, a period that includes both quiet and exceptionally disturbed conditions. Various solar wind inputs are used, and some are found superior. The results of this study can be summarized:
1. Nonlinear networks are superior to linear networks.
2. Individual solar wind variables as input are superior to composite variables, such as the commonly used coupling functions.
3. One hundred minutes of solar wind data are required as input to the networks. This is interpreted as the length of the magnetospheric system memory for previous inputs.
4. With the solar wind variables n, V , B y , and B z as input to the network, 76% of the AE index variance is accounted for. All four variables are needed. Removal of any of them impairs the network performance. however, a relative advantage over the other coupling parameters for short input data sequences.
That nonlinear networks are found to be superior to their linear counterparts should come as no surprise, as there have been many suggestions of a nonlinear component in the magnetospheric response to the solar wind conditions. At the same time, it has been suggested that nonlinear feedforward neural networks do not offer any advantages over linear filters in terms of prediction accuracy [Hernandez et al., 1993] . This is not what we found in the present study. Further explorations are necessary to find out why our conclusions differ.
An advantage that the neural network technique offers is that it allows the use of individual solar wind variables as input, rather than some coupling function. We do not have to assume very much about the energy-coupling mechanisms. When combining individual solar wind variables to a coupling function, some information on the solar wind is lost. If the coupling function does not fully describe the energy coupling between the solar wind and the magnetosphere, some of the lost information may turn out as essential. We would therefore expect networks using coupling functions never to perform better than networks with individual variables as input. This is also what we found here. We also found that the best coupling functions can be nearly as good as the corresponding individual variables when using a long history length L, while they are less successful for shorter L. While there are no theoretical reasons to use coupling functions as input to the neural networks, there are some important practical aspects to consider. As described in section 4.1.4, the number of weights in the network is not allowed to increase too much. It is often important to keep the number of input nodes small, while still give the network all essential data. The advantage of using coupling functions is that it reduces the number of input nodes and thus the number of weights in the network.
The three graphs that show a correlation plotted against the length of the solar wind history, show the same general trends; the correlation increases with L until it saturates at L 100 min. This is consistent with results from previous studies using other techniques and is interpreted as the length of the magnetospheric system memory for previous inputs. The "magnetospheric system" in this context includes only the part of the magnetosphere that controls the solar wind-auroral electrojet coupling. There are also magnetospheric processes that develop on longer timescales, such as the growth and decay of the ring current and the associated geomagnetic storm. Influences from such longer timescale processes are not modeled by feed-forward neural networks with an integrationtime of only 100 min. There are, however, other types of neural network architectures that can take different timescales into account.
With the solar wind variables n, V , B y , and B z as input to the network during 100 min, a correlation coefficient r 0:87 was found. This means that 76% of the variance of the AE index is accounted for. We also found that removal of any of the four variables makes the network less accurate. Our interpretation is that all four variables, n, V , B y , and B z add some important information about the solar wind input. We could, however, not find any influence from B x . The present study also shows that V 2 B s , and rather surprisingly also V 3 B s , is superior to both V B s and ". As discussed in section 4.1.2, the dependence of the correlation on history length L is weaker for " than for the other coupling functions, possibly as a result of a longer-correlation length in the solar wind. The coupling functions can be further improved by including a correction for the solar wind dynamic pressure. A simple scaling of V 2 B s with p 1=2 gives the parameter n 1=2 V 3 B s which provides the best coupling function in this study. V B s is also improved by such a scaling. With n 1=2 V 3 B s as input to a network during 100 min, 71% of the AE index variance is accounted for.
How do these results compare to previous studies using other techniques? Using linear filters with various coupling functions as input and AE or AL as output, the prediction accuracy reported is around 40% [Clauer, 1986; McPherron et al., 1988] . In a recent linear filter study, Blanchard and McPherron [1995] were able to predict 47% of the variance in the AL index from a time series of V B s .
These prediction accuracies refer to data for which the linear filters have not been specially fitted. The filters have generally been found to vary with the level of geomagnetic activity, and the response is bimodal for moderate levels of activity and unimodal for high levels of activity [Bargatze et al., 1985; McPherron et al., 1988] .
The nonlinear studies that followed have led to an increased prediction accuracy. Vassiliadis et al. [1995] used both nonlinear moving-average filters and nonlinear stateinput models to describe the response of AL to the solar wind input at a 2.5-min resolution. For out-of-sample predictions, the nonlinear moving-average filter accounted for 67% of the AL index variance, while the single-step state-input model had a prediction accuracy of 86%. For multiple-step predictions, this accuracy decreased to around 70%. Hernandez et al. [1993] used neural networks to predict AL at a 2.5-min resolution. They reported a prediction accuracy of 76% for a nonlinear feed-forward network and slightly higher for a linear network. The only previous paper claiming significantly higher correlations than the present study is Goertz et al. [1993] . They used a lowdimensional analogue model to predict the auroral electrojet index AE at a time resolution of 2.5 min and found a correlation coefficient of 0.92 (i.e., r 2 85%). However, the stated correlation was criticized by McPherron and Rostoker [1993] , based on the fact that all data had been filtered to remove high-frequency components. Together with a partly biased selection of test data and a nearly constant solar wind velocity, this made McPherron and Rostoker [1993] conclude that the equations and parameters would not do well for other intervals.
To compare different prediction methods is a difficult task. The correlations between observed and computed geomagnetic activity indices depend on the type of activity index, averaging of data, and the statistical properties of the samples used for training and testing. In the present study we have used the 5-min averaged AE index. We have been cautious to use a large and nonselected test set, not used in training the networks. The presented correlations should therefore be valid for continuous predictions made during a long time span.
In summary, we have shown the usefulness of artificial neural networks as predictors of the AE index. We have investigated some properties of these predictors and the abilities of various solar wind input data, including some of the frequently used coupling functions. The importance of a long enough solar wind history has been stressed. Two applications of the neural networks suggest themselves. The first is forecasting of the geomagnetic activity 30 to 70 min ahead. A prerequisite for this is a spacecraft continuously monitoring the solar wind at the Sun-Earth libration point L 1 . With the use of an Earth-orbiting spacecraft, the lead time is correspondingly shorter. A major advantage of the feed-forward neural network in real-time applications is the very fast processing of data. The filtering of the solar wind input through the network will not be a limiting part of a future real-time forecast system. The second application is to study the solar wind forcing of the auroral electrojets by simulated input data. The neural network can be regarded as an empirical description of the dynamical processes connecting the solar wind with the auroral electrojets. The dynamical properties of the neural network should thus be able to reveal something of the dynamical properties of the real magnetosphere. Figure 1 . A network with (left) input nodes and (right) the single output node. In the feed-forward phase, the input is propagated through the network to the output. The error between the computed output and the observed AE is propagated backward through the network, and the weights are updated accordingly. The bias node is always set to 1 as indicated. The temporal length L of the input data sequence varies from 20 to 100 min. 
