New mixed recurrence relations of two-variable orthogonal polynomials
  via differential operators by Makky, Mosaed M. & Shadab, Mohammad
ar
X
iv
:2
00
9.
11
26
9v
1 
 [m
ath
.C
A]
  2
3 S
ep
 20
20
NEW MIXED RECURRENCE RELATIONS OF TWO-VARIABLE
ORTHOGONAL POLYNOMIALS VIA DIFFERENTIAL OPERATORS
MOSAED M. MAKKY AND MOHAMMAD SHADAB∗
Abstract. In this paper, we derive new recurrence relations for two-variable or-
thogonal polynomials for example Jacobi polynomial, Bateman’s polynomial and Le-
gendre polynomial via two different differential operators Ξ =
(
∂
∂z
+
√
w
∂
∂w
)
and
∆ =
(
1
w
∂
∂z
+ 1
z
∂
∂w
)
. We also derive some special cases of our main results.
1. Introduction and preliminaries
In recent decades, the study of the multi-variable orthogonal polynomials has been sub-
stantially developed by many authors [3, 5, 16]. The properties of the multi-variable or-
thogonal polynomials have analyzed by different approaches.The analytical properties of
two-variable orthogonal polynomials like generating functions, recurrence relations, par-
tial differential equations, and orthogonality have been remain the main attraction of the
topic due to its wide range of applications in different research areas [1, 4, 7, 10, 14, 17].
Some new classes of two-variables analogues of the Jacobi polynomials have been in-
troduced from Jacobi weights by Koornwinder [9]. These all classes are introduced by
means of two different partial differential operators D1 and D2, where D1 has order two,
and D2 may have any arbitrary order. Koornwinder constructed bases of orthogonal
polynomials in two-variables by using a tool given by Agahanov [2].
In 2017, M. Marriaga et al. [11] derived some new recurrence relations involving two-
variable orthogonal polynomials in a different way. In 2019, G.V. Milovanovic et at.
[12] presented the study of various recurrence relations, generating functions and series
expansion formulas for two families of orthogonal polynomials in two-variables. Moti-
vated by these two studies, we present here some recurrence relations of two-variables
orthogonal polynomials via differential operators.
The generalized hypergeometric function [15, p.42-43] can be defined as
pFq
[
α1, . . . , αp;
β1, . . . , βq;
z
]
=
∞∑
n=0
(α1)n . . . (αp)n
(β1)n . . . (βq)n
zn
n!
, (1.1)
2010 Mathematics Subject Classification. Primary 33C45, 33C47 Secondary 11B37.
Key words and phrases. Jacobi polynomials, Legendre polynomials, Bateman’s polynomials, Differ-
ential operators.
*Corresponding author.
1
2 M.M. MAKKY AND M. SHADAB
with certain convergence conditions given in [15, p.43].
The Pochhammer symbol (λ)ν (λ, ν ∈ C) [13, p.22 eq(1)], is defined by
(λ)ν :=
Γ (λ+ ν)
Γ (λ)
=


1
λ (λ+ 1) . . . (λ+ n− 1)
(ν = 0;λ ∈ C \ {0})
(ν = n ∈ N;λ ∈ C) ,
(1.2)
it being understood conventionally that (0)0 = 1, and assumed tacitly that the Γ quo-
tient exists.
The classical Jacobi polynomial P
(α,β)
n (x) of degree n (n = 0, 1, 2, . . . ) [13, p. 254(1)]
defined as
P (α,β)n (x) =
(1 + α)n
n!
2F1
(
−n, 1 + α+ β + n; 1 + α; 1− x
2
)
, (1.3)
ℜ(α) > −1, ℜ(β) > −1, x ∈ (−1, 1).
The generating function of the Jacobi polynomial P
(α,β)
n (x) of degree n [13, p. 270(2)]
is defined by
∞∑
n=0
P (α,β)n (x) t
n = F4
(
1 + β, 1 + α; 1 + α, 1 + β;
1
2
t(x− 1), 1
2
t(x+ 1)
)
(1.4)
where
F4
(
1 + β, 1 + α; 1 + α, 1 + β;
1
2
t(x− 1), 1
2
t(x+ 1)
)
,
is Appell polynomial [15, p. 53 Eq. (7)].
An elementary generating function of the Jacobi polynomial P
(α,β)
n (x) [13, p. 271 Eq.
(6)] can presented in the form
∞∑
n=0
P (α,β)n (x)t
n = ρ−1
(
2
1 + t+ ρ
)β ( 2
1− t+ ρ
)α
, (1.5)
or
∞∑
n=0
P (α,β)n (x)t
n = 2α+βρ−1 (1 + t+ ρ)−β (1− t+ ρ)−α , (1.6)
where, ρ =
(
1− 2xt+ t2) 12 , and on setting α = β = 0, the Jacobi polynomial reduce to
the Legendre Polynomial.
Recently, R. Khan et al. [8] introduced generalization of two-variable Jacobi polyno-
mial
P (α,β)n (x, y) =
n∑
k=0
(1 + α)n (1 + α+ β)n+k
k!(n− k)! (1 + α)k (1 + α+ β)n
(
x−√y
2
)k
, (1.7)
(n = 0, 1, 2, . . . ;ℜ(α) > −1, ℜ(β) > −1, x, y ∈ (−1, 1))
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which can be presented in the alternate form
P (α,β)n (x, y) =
∞∑
n,k=0
(1 + α)n (1 + β)n
k!(n − k)! (1 + α)k (1 + β)n−k
(
x−√y
2
)k (x+√y
2
)n−k
(1.8)
and
P (α,β)n (x, y) =
(1 + α)n
n!
(
x+
√
y
2
)n
2F1
(
−n,−β − n; 1 + α; x−
√
y
x+
√
y
)
(1.9)
or
P (α,β)n (x, y) =
(1 + α)n
n!
2F1
(
−n, 1 + α+ β + n; 1 + α;
√
y − x
2
)
. (1.10)
The generating functions of generalized Jacobi polynomial of two-variables P
(α,β)
n (x, y)
[8] can be presented as follows
∑∞
n=0 P
(α,β)
n (x, y) tn = µ−1
(
2
1+
√
yt+µ
)β (
2
1−√yt+µ
)α
, (1.11)
or ∑∞
n=0 P
(α,β)
n (x, y)tn = 2α+βµ−1
(
1 +
√
yt+ µ
)−β (
1−√yt+ µ)−α , (1.12)
where, µ =
(
1− 2xt+ y t2) 12 .
In another way, the generating function of generalized Jacobi polynomials of two
variables P
(α,β)
n (x, y) [8] can be presented as follows
∞∑
n=0
P (α,β)n (x, y)t
n = F4
(
1 + β, 1 + α; 1 + α, 1 + β;
1
2
t(x−√y), 1
2
t(x+
√
y)
)
, (1.13)
which can be written in the form
∞∑
n=0
P (α,β)n (x, y) t
n =
∞∑
n,k=0
(1 + α)n+k (1 + β)n+k
1
2
(
x−√y)k 12 (x+√y)n tn
k!n! (1 + α)k (1 + β)n
. (1.14)
Bateman’s polynomial, and its generating function [8] can be deduce from equation
(1.7) as follows
B(α,β)n (x, y) =
[ ∞∑
n=0
1
2
(
x−√y)n tn
n! (1 + α)n
] [ ∞∑
n=0
1
2
(
x+
√
y
)n
tn
n! (1 + β)n
]
(1.15)
(ℜ(α) > −1, ℜ(β) > −1, |x| < 1, |y| < 1) .
and
B(α,β)n (x, y) =
∞∑
n=0
P
(α,β)
n (x, y)tn
(1 + α)n (1 + β)n
. (1.16)
The generalized Jacobi polynomial of two-variables P
(α,β)
n (x, y) reduces to the Le-
gendre polynomial of two variables Pn(x, y) for α = β = 0 in (1.7)
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Pn(x, y) =
n∑
k=0
(n+ k)!
(k!)2 (n− k)!
(
x−√y
2
)k
, (1.17)
and its generating function can be given by
∞∑
n=0
Pn(x, y) t
n =
(
1− 2xt+ yt2
)− 1
2
. (1.18)
Also, Khan and Abukhammash [6] defined the Legendre Polynomials of two-variables
Pn(x, y) as
Pn(x, y) =
[n/2]∑
k=0
(−y)k
(
1
2
)
n−k
(2x)n−2k
k!(n − k)! (1.19)
and the generating function for Pn(x, y) is given by
n∑
k=0
Pn(x, y) t
n =
(
1− 2xt+ y t2
) 1
2 (1.20)
.
2. Recurrence relations for Jacobi polynomials
In this section, we will study the action of the following differential operator
Ξ =
(
∂
∂z
+
√
w
∂
∂w
)
(2.1)
on complex bivariate Jacobi polynomial P
(α,β)
n (z,w) (2.2) to obtain the desired results.
Now, we present complex bivariate Jacobi polynomial by replacing x, y ∈ R by z,w ∈ C
such that
P (α,β)n (z,w) =
n∑
k=0
(1 + α)n (1 + α+ β)n+k
k!(n − k)! (1 + α)k (1 + α+ β)n
(
z −√w
2
)k
(2.2)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1) .
Following conjugate relations will be use frequently in the paper.
(1 + α+ β)n+k+1 = (1 + α+ β) (2 + α+ β) [1 + (1 + α) + (1 + β)](n−1)+k ;(2.3)
(1 + α)k+1 = (1 + α) (1 + (1 + α))k ; (2.4)
(1 + α)n = (1 + α) (1 + (1 + α))n−1 ; (2.5)
(1 + α+ β)n+1 = (1 + α+ β)n (1 + α+ β + n) . (2.6)
Theorem 1. Following recurrence relation for the Jacobi Polynomial P
(α,β)
n (z,w) holds
true
∂
∂z
P (α,β)n (z,w) +
√
w
∂
∂w
P (α,β)n (z,w) −
(1 + α+ β + n)
4
P
(1+α),(1+β)
n−1 (z,w) = 0
(2.7)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1) .
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Proof. On applying the operator (2.1) in (2.2), we get
(
∂
∂z
+
√
w
∂
∂w
)
P (α,β)n (z,w)
=
(
∂
∂z
+
√
w
∂
∂w
) n∑
k=0
(1 + α)n (1 + α+ β)n+k
k!(n − k)! (1 + α)k (1 + α+ β)n
(
z −√w
2
)k
=
n∑
k=0
k (1 + α)n (1 + α+ β)n+k
k!(n − k)! (1 + α)k (1 + α+ β)n
(
z −√w
2
)k−1 (
1
2
− 1
4
)
=
1
4
n∑
k=0
k (1 + α)n (1 + α+ β)n+k
k!(n− k)! (1 + α)k (1 + α+ β)n
(
z −√w
2
)k−1
.
Now, on replacing k → k + 1 and simplifications, we get
=
1
4
n∑
k=0
(1 + α)n (1 + α+ β)n+k+1
k! [n− (k + 1)]! (1 + α)k+1 (1 + α+ β)n
(
z −√w
2
)k
=
1
4
n∑
k=0
(1 + α) (1 + (1 + α))n−1 (1 + α+ β) (2 + α+ β)
k! ((n− 1)− k)! (1 + α) (1 + (1 + α))k
×
(1 + (1 + α) + (1 + β))(n−1)+k (1 + α+ β + n)
(1 + (1 + α) + (1 + β))(n−1) (1 + α+ β) (2 + α+ β)
(
z −√w
2
)k
=
1 + (α+ β + n)
4
n∑
k=0
(1 + (1 + α))n−1 [1 + (1 + α) + (1 + β)](n−1)+k
k! ((n− 1)− k)! (1 + (1 + α))k [1 + (1 + α) + (1 + β)]n−1
(
z −√w
2
)k
=
(1 + (α+ β + n)
4
P
(1+α),(1+β)
n−1 (z,w). (2.8)
Therefore, we get the desired result.

Corollary 1. Following recurrence relation for the Jacobi Polynomial P
(α,β)
n (z, 1) holds
true
∂
∂z
P (α,β)n (z, 1) −
(1 + (α+ β + n)
2
P
(1+α),(1+β)
n−1 (z, 1) = 0 (2.9)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1) .
Proof. First, put w=1 in (2.2) we consider the Jacobi polynomials
P (α,β)n (z, 1) =
n∑
k=0
(1 + α)n (1 + α+ β)n+k
k!(n − k)! (1 + α)k (1 + α+ β)n
(
z − 1
2
)k
. (2.10)
Taking differential operator Ξz =
(
∂
∂z
)
then following the same process used in the
above theorem leads to the desired result. 
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Corollary 2. Following recurrence relation for the Jacobi Polynomial P
(α,β)
n (1, w) holds
true (√
w
∂
∂w
)
P (α,β)n (1, w) +
(1 + (α+ β + n)
4
P
(1+α),(1+β)
n−1 (1, w) = 0
(2.11)
(ℜ(α) > −1, ℜ(β) > −1, |w| < 1) .
Proof. Put z=1 in (2.2) now we get
P (α,β)n (1, w) =
n∑
k=0
(1 + α)n (1 + α+ β)n+k
k!(n − k)! (1 + α)k (1 + α+ β)n
(
1−√w
2
)k
Taking differential operator Ξw =
(√
w ∂
∂w
)
then following the same process used in
the above theorem leads to the desired result. 
3. Recurrence relations for Bateman’s polynomials
Now, we present complex bivariate Bateman’s polynomial by replacing x, y ∈ R by
z,w ∈ C such that
B(α,β)n (z,w) =
[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! (1 + β)n
]
(3.1)
and
B(α,β)n (z,w) =
∞∑
n=0
P
(α,β)
n (z,w)tn
(1 + α)n (1 + β)n
(3.2)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1) .
We can also write the conjugate relationships for the purpose to use these relations in
this section.
(1 + α)n+1 = (1 + α) (1 + (1 + α))n ; (3.3)
(1 + β)n+1 = (1 + β) (1 + (1 + β))n . (3.4)
Theorem 2. Following recurrence relation for the Bateman’s polynomial B
(α,β)
n (z,w)
holds true
∂
∂z
B(α,β)n (z,w) +
√
w
∂
∂w
B(α,β)n (z,w) −
t
2 (1 + α)
B[(1+α),β]n (z,w) −
3 t
2 (1 + β)
B[α,(1+β)]n (z,w) = 0
(3.5)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1) .
Proof. Using the differential operator Ξ for the Bateman’s polynomial of two variables
B
(α,β)
n (z,w) we see that
Ξ B(α,β)n (z,w) =
(
∂
∂z
+
√
w
∂
∂w
)[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! (1 + β)n
]
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=
[ ∞∑
n=0
n
2 (z −
√
w)
n−1
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! (1 + β)n
]
+
[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
n
2 (z +
√
w)
n−1
tn
n! (1 + β)n
]
−
[ ∞∑
n=0
n
4 (z −
√
w)
n−1
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! (1 + β)n
]
+
[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
n
4 (z +
√
w)
n−1
tn
n! (1 + β)n
]
=
t
2 (1 + α)
[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! [1 + (1 + α)]n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! (1 + β)n
]
+
3 t
2 (1 + β)
[ ∞∑
n=0
1
2 (z −
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (z +
√
w)
n
tn
n! [1 + (1 + β)]n
]
=
t
2 (1 + α)
B[(1+α),β]n (z,w) −
3 t
2 (1 + β)
B[α,(1+β)]n (z,w).
Therefore, we get the desired result. 
Corollary 3. Following recurrence relation for the Bateman’s polynomial B
(α,β)
n (z, 1)
holds true
∂
∂z
B(α,β)n (z, 1) −
t
(1 + α)
B[(1+α),β]n (z, 1) −
t
(1 + β)
B[α,(1+β)]n (z, 1) = 0 (3.6)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1) .
Proof. First, substitute w=1 in the Bateman’s polynomial (3.1), we have
B(α,β)n (z, 1) =
∞∑
n=0
1
2 (z − 1)n tn
n! (1 + α)n
∞∑
n=0
1
2 (z + 1)
n tn
n! (1 + β)n
(3.7)
Taking differential operator Ξz =
(
∂
∂z
)
then following the same process used in the
above theorem leads to the desired result. 
Corollary 4. Following recurrence relation for the Bateman’s polynomial B
(α,β)
n (1, w)
holds true
√
w
∂
∂w
B(α,β)n (1, w) +
t
2(1 + α)
B[(1+α),β]n (1, w) −
t
2(1 + β)
B[α,(1+β)]n (1, w) = 0
(3.8)
(ℜ(α) > −1, ℜ(β) > −1, |w| < 1) .
Proof. Put z=1 in the Bateman’s polynomial (3.1), we get
B(α,β)n (1, w) =
[ ∞∑
n=0
1
2 (1−
√
w)
n
tn
n! (1 + α)n
] [ ∞∑
n=0
1
2 (1 +
√
w)
n
tn
n! (1 + β)n
]
.
Taking differential operator Ξw =
(√
w ∂
∂w
)
then following the same process used in
the above theorem leads to the desired result.
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4. Recurrence relations for Legendre polynomials
In this sections, we will study the action of the following differential operator
∆ =
(
1
w
∂
∂z
+
1
z
∂
∂w
)
, (4.1)
on complex bivariate Legendre polynomial Pn(z,w) (2.2) to obtain the desired results.
Now, we present complex bivariate Legendre polynomial by replacing x, y ∈ R by
z,w ∈ C such that
Pn(z,w) =
[n/2]∑
k=0
(−w)k
(
1
2
)
n−k
(2z)n−2k
k!(n − k)! (4.2)
where, ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1.
Theorem 3. Following recurrence relation for the Legendre polynomials Pn(z,w) holds
true
1
w
∂
∂z
Pn(z,w) +
(
1
z
∂
∂w
)
Pn(z,w) −
(
n
zw
)
Pn(z,w) +
(
1
2z2
)
Pn−1(z,w) = 0
(4.3)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1, |w| < 1) .
Proof. For Legendre polynomials (4.2) of two variables Pn(z,w) we see that
∆ Pn(z,w) =
(
1
w
∂
∂z
+
1
z
∂
∂w
) [n/2]∑
k=0
(−w)k
(
1
2
)
n−k
(2z)n−2k
k!(n− k)!
= −2
[n/2]∑
k=0
(−w)k−1
(
1
2
)
n−k
(n− 2k) (2z)n−2k−1
k!(n − k)! − 2
[n/2]∑
k=0
k (−w)k−1
(
1
2
)
n−k
(2z)n−2k−1
k!(n − k)!
= −2
[n/2]∑
k=0
(n− k) (−w)k−1
(
1
2
)
n−k
(2z)n−2k−1
k!(n − k)!
= −2n
[n/2]∑
k=0
(−w)k−1
(
1
2
)
n−k
(2z)n−2k−1
k!(n− k)! − 2
[n/2]∑
k=0
k (−w)k−1
(
1
2
)
n−k
(2z)n−2k−1
k!(n − k)!
=
(
n
zw
) [n/2]∑
k=0
(−w)k
(
1
2
)
n−k
(2z)n−2k
k!(n − k)! − 2
(
1
2z
)2 [n/2]∑
k=0
(−w)k
(
1
2
)
(n−1)−k
(2z)[(n−1)−2k]
k! [(n− 1)− k)]!
=
(
n
zw
)
Pn(z,w) −
(
1
2z2
)
Pn−1(z,w)
Now, on some simplification, we get our desired result. 
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Corollary 5. Following recurrence relation for the Legendre polynomials Pn(z, 1) holds
true
1
w
∂
∂z
Pn(z, 1) −
(
n
z
)
Pn(z, 1) +
(
1
2z2
)
Pn−1(z, 1) = 0 (4.4)
(ℜ(α) > −1, ℜ(β) > −1, |z| < 1) .
Proof. First, substitute w=1 in equation (4.2) we get:
Pn(z, 1) =
[n/2]∑
k=0
(−1)k
(
1
2
)
n−k
(2z)n−2k
k!(n − k)! . (4.5)
Taking differential operator ∆z =
(
1
w
∂
∂z
)
then following the same process used in the
above theorem leads to the desired result. 
Corollary 6. Following recurrence relation for the Legendre polynomials Pn(1, w) holds
true
1
z
∂
∂w
Pn(1, w) −
(
n
w
)
Pn(1, w) +
(
1
2
)
Pn−1(1, w) = 0 (4.6)
(ℜ(α) > −1, ℜ(β) > −1, |w| < 1) .
Proof. Put z=1 in equation (4.2) we get:
Pn(1, w) =
[n/2]∑
k=0
(−w)k
(
1
2
)
n−k
(2)n−2k
k!(n − k)! . (4.7)
Taking differential operator ∆w =
(
1
z
∂
∂w
)
then following the same process used in the
above theorem leads to the desired result. 
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