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Abstract
This paper describes the process we
followed in order to build English↔Greek
machine translation systems for the
tourism/culture domain. We experimented
with different data sets and domain adap-
tation methods for statistical machine
translation and also built neural machine
translation systems. The in-domain data
were obtained by means of the ILSP
Focused Crawler.
1 Introduction
The total contribution of the tourism and travel in-
dustry to Greece GDP in 2014 was over 29 400
million euro and represented 17.3% of its total
GDP (Turner, 2015). The availability of web con-
tent written in English and related to Greek tourist
spots and travel advice is a crucial factor for ensur-
ing a pleasant experience to foreign tourists. Addi-
tionally, foreign companies (e.g. airlines, car hire
companies, etc.) may also need to translate their
content into Greek (for instance, technical doc-
umentation for their local workforce). Machine
translation (MT) can help to reduce the cost of pro-
ducing this content.
In this paper, we explore the use of web crawl-
ing and domain adaptation methods for building
English↔Greek MT systems targeting the Greek
tourism and travel domain.1
In the remainder of this paper, we describe our
web crawling approach, as well as the different
c© 2017 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.
1Many Greek tourist spots are related to the ancient Greek
civilization: MT systems produced should be able to deal with
texts related to archaeology, Greek mythology, etc.
domain adaptation methods we have followed for
building phrase-based statistical MT (PBMT) sys-
tems and some preliminary work on neural MT
(NMT). We share our findings about the translation
performance of the different systems we evaluated
with the aim that it is useful to other MT practition-
ers. In particular, Section 2 summarises the most
relevant related publications, Section 3 lists the
corpora we used to train our MT systems (includ-
ing the ones we crawled from the web), Section 4
describes our experiments with domain adaptation
in PBMT, and Section 5 presents the NMT systems
we built. The paper ends with some concluding re-
marks and future work directions.
2 Related work
When building an MT system addressed to a spe-
cific domain, one cannot totally discard the train-
ing data that is not related to that domain (out-of-
domain data), since it can increase the lexical cov-
erage of the system and improve the translation of
those expressions that are translated in the same
way regardless of the domain, especially if the in-
domain data is limited in size. However, out-of-
domain data should not negatively affect the trans-
lation of domain-specific expressions. The way in
which in-domain and out-of-domain data are com-
bined in order to maximise translation quality is
usually called domain adaptation. Multiple do-
main adaptation methods can be found in the lit-
erature. As testing them all is impractical, our
work is focused on those that have been employed
regularly in MT shared tasks such as WMT2 and
IWSLT.3




adaptation methods for a particular translation
task. The most similar work is that by Pecina
et al. (2015), who already experimented with dif-
ferent domain adaptation methods for building
English–Greek PBMT systems. However, there
are multiple differences between their work and
ours: (i) their work addressed the domains of en-
vironment and labour legislation, while ours is fo-
cused on the tourism domain; (ii) we experiment
with multiple domain adaptation methods they did
not include in their experimental set-up; and (iii)
we explore the feasibility of the emerging NMT
paradigm in our work.
Some other relevant works are those by Toral
et al. (2016), who target the tourism domain and
South-Slavic languages and explore the use of web
crawling and phrase table interpolation, and Dur-
rani et al. (2013), who evaluate the impact of
phrase table interpolation and data selection on
a news translation task for 10 language pairs, to
name but a few.
3 Data used
The main resources from which our MT systems
were built are a parallel corpus and two mono-
lingual corpora (English and Greek) obtained by
crawling content from museum, archaeological
and tourism-related websites with the ILSP Fo-
cused Crawler (Papavassiliou et al., 2013). We will
refer to them as in-domain corpora. We put aside a
few websites from which we extracted the test and
development sets. 157 websites were crawled in
order to obtain the training corpora, while the test
and development sets were respectively obtained
from 46 and 49 websites.4
We also used a set of out-of-domain corpora
which are not related to the Greek tourism domain
and were combined with the in-domain corpora by
means of domain adaptation methods. We used all
the freely available English–Greek parallel corpora
from the Opus project (Tiedemann, 2012) plus
the English–Greek part of the PGV parallel cor-
pus (Prokopidis et al., 2016). Our out-of-domain
Greek monolingual set includes corpora obtained
by crawling the 2009-2012 online archives of ma-
jor Greek daily newspapers, plus the Greek side of
all parallel corpora. Concerning English, we used
monolingual corpora released for the WMT 2016
shared translation task, the British National Cor-
4The list of crawled websites is available at: http://
abumatran.eu/tourism-culture.txt.






DGT 1 973 45.1/46.3
ECB 96 2.5/2.4
EMEA 362 5.7/6.1











Total w/o OST 4 207 97.6/99.8
Total 29 748 338.8/305.6
Table 1: Parallel corpora
pus5 and the English side of the parallel corpora.
Tables 1 and 2 show the number of sentences and
tokens in each corpus. We report total sizes ex-
cluding OpenSubtitles 2016 (OST) since it was not
used in some of the experiments described in Sec-
tion 4.
All the corpora were tokenized and truecased.6
Pairs of sentences longer than 80 tokens on ei-
ther side were removed from the parallel corpora,
as well as duplicated sentences.We evaluated the
systems we built in terms on the BLEU (Pap-
ineni et al., 2002), TER (Snover et al., 2006) and
chrF1 (Popović, 2015) evaluation metrics. Statis-
tical significance of the difference between sys-
tems is computed with paired bootstrap resam-
pling (Koehn, 2004) (p ≤ 0.05, 1 000 iterations).
4 Domain adaptation for statistical
machine translation
We built our PBMT systems with Moses (Koehn
et al., 2007). The weights in the log-linear model
were tuned by means of MIRA (Watanabe et al.,
2007) and the in-domain development corpus de-
scribed in Setion 3. KenLM (Heafield, 2011, de-
fault parameters) was used to estimate 5-gram lan-
guage models (LMs).
We experimented with different domain adapta-
tion methods: for each direction, we identified the
5http://www.natcorp.ox.ac.uk/
6The truecaser model was trained from the concatenation of
all the available corpora for each language






parallel 29 760 338.7
parallel w/o OST 4 219 97.6
News Commentary 388 9.8
News Crawl 131 084 3 074.1
News Discussions 50 301 917.8
BNC 6 029 108.4
Total w/o OST 192 921 4 232.8
Total 218 463 4 473.9
out-of-domain Greek
parallel 29 760 305.6
parallel w/o OST 4 219 99.7
newspaper-crawled-data 5,700 142.4
Total w/o OST 9 910 242.1
Total 35 451 448.0
Table 2: Monolingual corpora
best performing translation model (TM) and LM
adaptation methods and built the final PBMT sys-
tem by combining them. We also compared their
translation performance with that of the straight-
forward concatenation of all the corpora.We eval-
uated the following TM adaptation strategies:7
• Log-linear: log-linear combina-
tion (Koehn and Schroeder, 2007) of a
phrase table built from the in-domain corpus
and a phrase table built from the concatena-
tion of the out-of-domain parallel corpora
(from now on, out-of-domain phrase table).
• Fill-up: combination by means of fill-
up (Bisazza et al., 2011) of the in-domain
and out-of-domain phrase tables and reorder-
ing tables.
• Linear2: linear interpolation of the in-
domain and out-of-domain phrase tables.
Weights were obtained by perplexity min-
imisation on the development set follow-
ing the weighted counts algorithm by Sen-
nrich (2012).
• Linear14: linear interpolation (Sennrich,
2012) of 14 phrase tables: one for each paral-
lel corpus listed in Table 1.
• Data selection: linear interpola-
tion (Sennrich, 2012) of the in-domain phrase
7Unless explicitly mentioned, when we evaluated each strat-
egy, reordering tables and LMs were obtained from the con-
catenation of all the corpora.
table and the two phrase tables produced
by the data selection strategy followed by
Rubino et al. (2014). They applied the
algorithm by Axelrod et al. (2011) in order
to split the out-of-domain parallel corpora
into a pseudo in-domain set and a pseudo
out-of-domain set and filtered the latter by
means of vocabulary saturation (Lewis and
Eetemadi, 2013).8
• Data selection + fill-up: as Sen-
nrich (2012) did not define his linear interpo-
lation strategy for reordering tables, we also
re-evaluated the most promising approaches
that involve linear interpolation of phrase ta-
bles after combining the in-domain and out-
of-domain reordering tables by means of fill-
up (Bisazza et al., 2011).
Concerning the adaptation of the LM, we built
an in-domain LM from the in-domain monolingual
corpus and an out-of-domain one from the con-
catenation of all the out-of-domain data and com-
bined them in the ways listed below.9
• Linear interpolation with weights
that minimize perplexity on the TL side of
the development set. Weights were obtained
by means of SRILM (Stolcke and others,
2002).10
• Log-linear combination.11
• Data selection: log-linear combination
of the in-domain LM and an LM built from
a subset S of the out-of-domain monolingual
data obtained by means of data selection. We
followed the strategy by Ruiz et al. (2012) in
order to select the subset: S contains the top
sentences with the minimum cross-entropy
difference (Moore and Lewis, 2010) and its
size is chosen so as to minimise the perplex-
ity of the TL side of the development set on
an LM trained on S.
8We used the same values as them for the data selection pa-
rameters with the exception of the proportion of sentences in-
cluded in the pseudo-in-domain set. We selected it by means
of the same approach we describe for monolingual data selec-
tion.
9In the evaluation of these strategies, phrase and reordering
tables were obtained from the concatenation of all the parallel
corpora.
10Due to the enormous memory requirements, we could only




System BLEU TER chrF1
Basic systems
In-domain data 0.2524 0.6527 0.6564
Out-of-domain data 0.2072 0.7030 0.6232
All data (concatenation) 0.2680 0.6396 0.6666
Translation model adaptation
Log-linear 0.2563 0.6490 0.6576
Fill-up 0.2701 0.6370 0.6689
Linear2 0.2703 0.6380 0.6691
+ fill-up 0.2714 0.6372 0.6698
Linear14 0.2699 0.6390 0.6688
Data selection w/o OST 0.2717 0.6360 0.6695
+ fill-up 0.2697 0.6363 0.6693
Data selection w/ OST 0.2686 0.6388 0.6708
+ fill-up 0.2702 0.6375 0.6710
Language model adaptation
Log-linear 0.2765 0.6325 0.6704
Linear interpolation 0.2713 0.6380 0.6671
Data selection w/o OST 0.2765 0.6325 0.6704
Data selection w/ OST 0.2752 0.6339 0.6707
Best LM + best TM 0.2758 0.6318 0.6705
Table 3: Results of English-to-Greek domain
adaptation experiments.
We only included the OST parallel corpus in the
training corpora for the systems built with data se-
lection methods (we also report translation qual-
ity obtained without OST for them) because this
corpus contains very informal language that can
hardly suit the tourism/travel domain if it is used
as a whole, and it is so large that it would produce
a slow PBMT system with a big memory footprint
unless only a subset is used.
Tables 3 and 4 show the results of the evalua-
tion. Scores of the strategies that perform statisti-
cally significantly better than the simple data con-
catenation are shown in bold. For both language
directions, the combination of the best TM and
LM domain adaptation strategies (whose names
are shown in bold) delivers better translation qual-
ity than the data concatenation according to the
three evaluation metrics.
The relative performance of each method, how-
ever, varies across directions. For English-to-
Greek, LM adaptation methods outperform TM
methods. In fact, the result of combining the best
method of each category does not bring better re-
sults than LM adaptation on its own. The best LM
adaptation method is log-linear combination and
using additional data from Open Subtitles is not
effective neither in the TM nor in the LM.
The picture for the opposite direction is differ-
ent: both LM and TM adaptation methods are use-
ful, and the combination of them is clearly the best
approach. The best translation model adaptation
System BLEU TER chrF1
Basic systems
In-domain data 0.3173 0.5779 0.5129
Out-of-domain data 0.2820 0.6098 0.4770
All data (concatenation) 0.3376 0.5640 0.5460
Translation model adaptation
Log-linear 0.3194 0.5760 0.5137
Fill-up 0.3385 0.5587 0.5474
Linear2 0.3396 0.5562 0.5480
+ fill-up 0.3418 0.5560 0.5491
Linear14 0.3383 0.5583 0.5475
Data selection w/o OST 0.3400 0.5570 0.5480
+ fill-up 0.3412 0.5562 0.5490
Data selection w/ OST 0.3453 0.5534 0.5589
+ fill-up 0.3459 0.5505 0.5596
Language model adaptation
Log-linear 0.3430 0.5554 0.5509
Data selection w/o OST 0.3368 0.5608 0.5464
Data selection w/ OST 0.3449 0.5578 0.5509
Best LM + best TM 0.3513 0.5486 0.5628
Table 4: Results of Greek-to-English domain
adaptation experiments.
strategy is the combination of data selection (in-
cluding OST) for the phrase table and fill-up for
the reordering table,12 which allows us to take ad-
vantage of the most relevant sentences from OST
and avoid the overhead caused by its size.
The difference between both directions is prob-
ably related to the fact that Greek is a highly in-
flected language. When Greek is the SL, the out-
of-domain parallel data helps to reduce the OOV
rate and thus TM adaptation is necessary and data
from OST is useful. When Greek is the TL, on
the contrary, the LM is a very important part of the
PBMT system: the number of translations of each
English phrase is higher and a powerful LM helps
to correctly combine the different hypotheses.
5 Neural machine translation
We also experimented with NMT in order to draw
some preliminary conclusions about its perfor-
mance in our target domain. We trained an NMT
system for each direction from the in-domain
data. We backtranslated (Sennrich et al., 2016a)
the monolingual in-domain corpora with the best
PBMT system for each direction in order to cre-
ate additional parallel corpora and segmented the
words by means of byte pair encoding (Sennrich
et al., 2016b).13 Our NMT systems follow the
12We did not apply data selection to the corpus from which
the reordering table is built because fill-up has been reported
to produce smaller models than linear interpolation (Bisazza
et al., 2011).
1360 000 join operations on the concatenation of SL and TL
corpora.
Direction BLEU TER chrF1
English-to-Greek 0.2703 0.6362 0.6618
Greek-to-English 0.3179 0.5826 0.5554
Table 5: Results of the NMT evaluation.
encoder-decoder architecture with attention pro-
posed by Bahdanau et al. (2015)14 and we followed
the same training strategy as Sánchez-Cartagena
and Toral (2016). Results, displayed in Table 5
show that, when systems are trained only on in-
domain data, NMT outperforms PBMT by a statis-
tically significant margin for the English-to-Greek
direction (when the difference with the PBMT sys-
tem trained only on in-domain data is statistically
significant, a score is shown in bold).
6 Concluding remarks
We evaluated the use of web crawling, NMT
and domain adaptation methods in PBMT in or-
der to build English↔Greek MT systems for the
tourism/culture domain. Data selection methods
for the training data and a log-linear combina-
tion of LMs allowed us to build PBMT systems
that perform better than those built from the sim-
ple concatenation of data, although the best set-up
varies across directions. Preliminary experiments
with NMT and in-domain data showed positive re-
sults, which encourage us to experiment with do-
main adaptation for NMT (Luong and Manning,
2015).
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