We imitate some approaches in infinite dimensional representation theory of complex semisimple Lie algebras by using the truncated category method in the categories of modules for certain Frobenius subgroups of a semisimple algebraic group over an algebraically closed field of characteristic p > 0. By studying the translation functors from p-singular weights to p-regular weights, we obtain some results on Loewy series of certain indecomposable modules.
Introduction Lusztig's conjecture in the modular representation theory states that the character of a simple module can be calculated from a set of polynomials related with the affine Weyl group. Andersen's work [1] shows that Lusztig's conjecture is actually equivalent to the following fact: when one translates the simple module across an upper alcove wall, one will get a module which has Loewy length at most three. So the study of the translation functors turns out to be interesting and important. However, the behavior of translation functors is far from being understood. In this paper, we study the translation functors from p-singular weights to p-regular weights to obtain some results on the Loewy series of certain modules for Frobenius subgroups.
The representation theory of complex semisimple Lie algebras is an important source of methods in the representation theory of algebraic groups over fields of prime characteristic. These two theories are somehow parallel. The Lusztig conjecture is analogous to the Kazhdan-Lusztig conjecture and the Jantzen conjecture is analogous to the Jantzen conjecture for semisimple Lie algebras.
Irving has a series of papers [9, 10, 12] , in which he studied the translation functors in the infinite dimensional representation theory of semisimple Lie algebras, for which the Kazhdan-Lusztig conjecture has been proved. By studying the translation functors, he proves that the Verma modules and the projective covers of the simple modules with regular antidominant highest weights are rigid (i.e., the radical and socle filtrations coincide). Furthermore, their socle filtrations can be calculated from the KazhdanLusztig polynomials. Andersen and Kaneda have tried to imitate Irving's approach in the characteristic p case. It turns out that Lusztig's conjecture gives not only the multiplicity of a simple module in a Weyl module, but also its position in the radical structure of that Weyl module (in the generic situation). So the situation is completely analogous to the case of the semisimple Lie algebra.
In order to make the idea clear, we recall some facts in the category O for a complex semisimple Lie algebra. The Verma modules with dominant highest weights are projective and the projective cover of a simple module with regular antidominant highest weight is achieved by the translation functor from the Verma module M (−ρ). In the case of characteristic p, Koppinen in [16] has noticed that around a special point, the situation is similar to that of Verma modules. This idea also appears in the work of Andersen and Kaneda [2] .
The main idea in this paper is to imitate Irving's method in studying the translation functors for semisimple Lie algebras. We need some categories which have the similar property as the category O does. These categories can be obtained by truncating the usual category. In these categories, the injectives are smaller, so homological methods can be applied to the injective modules to study the structure of some interesting modules such as those obtained from induced modules via translation functors from p-singular weights to p-regular weights.
In section 1, we give the definition of the truncated category. In order to avoid the complications when a weight is close to a dominant chamber wall, we work over the Frobenius subgroups G r T . There are two truncation functors, which are the left and right adjoint functors of the inclusion functor. They are right and left exact respectively and related by the duality functor introduced in [7] .
In section 2, we study the injective and projective modules in the truncated category. The structure of the projective modules can be obtained from that of injective modules via the duality functor. So we concentrate on the injective modules. We prove that the indecomposable injective modules have a "good" filtration and the so-called "Brauer-Humphreys" reciprocity holds. Then we imitate the approach of Andersen and Kaneda, and give an upper bound for the socle series of injective modules.
In section 3, we study the translation functor in the truncated category and relate them to injective modules. Then using the theory we have established in truncated categories, we get some properties of the usual translation functors.
In section 4, assuming the Lusztig conjecture, we prove that, in a p-singular block, the injective modules and the induced modules have the expected Loewy length, which has been proved by Andersen and Kaneda to be a lower bound. It is also proved that the module obtained via translating an induced module with p-singular highest weight to a p-regular weight is rigid and the upper bound given in section 2 for these modules is the socle filtration. We expect the induced modules with p-singular weights to be rigid. Then the filtrations obtained from the socle and radical filtrations of induced modules with p-regular highest weights via translation functors are Loewy filtrations, hence the socle and radical filtrations of the induced modules with p-singular highest weights. This has been verified for rank 2 groups [17, 18] .
Notations G is a connected and simply connected semisimple algebraic group defined over an algebraically closed field k of positive characteristic p. We suppose that G is defined on the prime field p . Let T be a split maximal torus of G and X(T ) the character group of T . The elements of X(T ) are also called weights. R is the root system corresponding to the pair (G, T ) and R + is the set of positive roots. Choose a
Borel subgroup B such that all roots in B are negative roots. There is a partial order in X(T ) such that λ ≥ µ if λ − µ is in R + . The Weyl group W = N (T )/T acts on X(T ) in a natural way. There is a W -invariant inner product , on X(T ) ⊗ and W is generated by the reflections
α∈R + α. The affine Weyl group W p acting on X(T ) is generated by all s α,n (α ∈ R + and n ∈ ) such that s α,n · λ = s α · λ + npα for all λ ∈ X(T ). Let λ, µ ∈ X(T ). We say λ is linked to µ if λ ∈ W p · µ. We say λ is strongly linked to µ, denoted by λ ↑ µ, if either λ = µ or there is a sequence of weights λ = λ 0 , λ 1 , · · · , λ k = µ such that λ i−1 = s α i ,n i · λ i with some positive roots α i and λ i + ρ, α ∨ i > n i p. Let G r T be the pullback of T in G via the r-th Frobenius homomorphism and B r T the pullback of T in B. For each µ ∈ X(T ), we denote
Let L r (µ) denote the unique simple submodule of Z r (µ), which is also the unique simple quotient of Z r (µ). By Q r (µ), we denote the injctive hull, which is also the projective cover, of L r (µ) in the category U of all finite dimensional G r T -modules. By the strong linkage principle, any two simple factors L r (λ) and L r (µ) occuring as composition factors in an indecomposable module satisfy λ ∈ W p · µ. We denote by U µ the category of G r T modules whose composition factors have all of their highest weights in W p · µ.
Recall that Z r (µ) and Z r (µ) are indecomposable and all of its composition factors have highest weights strongly linked to µ. We will refer to Jantzen's book [13] for unexplained facts or notations.
1 Truncated Categories 1.1 Let us fix a weight λ in X(T ). The category U λ is an Abelian category. Let U t (λ) be the full subcategory of U λ such that each object of U t (λ) has only those simple factors whose highest weights are strongly linked to λ. We call U t (λ) a truncated category in U λ . It is easily seen that U t (λ) is an Abelian category. Suppose 0 → M → N → E → 0 is an exact sequence in U λ . Then N is an object in U t (λ) if and only if both M and E are objects in U t (λ). In other words U t (λ) is a dense subcategory of U λ . The idea of constructing the truncated categories appears first in Donkin's work [5] for reductive groups. See [6, 3, 4] for further discussion.
1.2
Let us denote the inclusion functor by τ : U t (λ) → U λ . Then τ is full, faithful and exact. Next we construct its right and left adjoint functors and prove that they are left and right exact respectively.
Lemma Let M be an object in U λ . There is a unique maximal submodule I(M ) in M and a unique maximal quotient P (M ) such that both I(M ) and P (M ) are objects in U t (λ).
Proof: Let M 1 and M 2 be submodules of M , which are objects in U t (λ). Then the fact that M 1 + M 2 is an object in U t (λ) follows from the following exact sequence:
Therefore I(M ) is uniquely determined. To prove the uniqueness of P (M ), let us consider two submodules N 1 and N 2 such that both M/N 1 and M/N 2 are objects in
We are done.
Remarks (1) By the definitions of I(M ) and P (M ) for each M in U λ , we can see the following universal properties of I(M ) and P (M ): For any object N in U t (λ) and any map f :
(2) I and P (if there is any confusion, we will add the subscript λ to identify that they are related to the category U t (λ)) are well defined covariant functors from U λ to U t (λ).
Proposition I is the right adjoint functor and P is the left adjoint functor of τ .
Proof: This is easily seen from the remarks above. 
Here Soc i M and Rad i M are defined as usual and 
It is easily seen from (ii) and (iii) that a module M in U λ is in U t (λ) if and only if D(M ) is. So the restriction of D to U t (λ) is also exact and sends objects in U t (λ) to objects in U t (λ).
Proof: We only prove the first equality. Let us consider the exact sequence M → P (M ) → 0. Applying the exact functor D to it one gets 0 → D(P (M )) → D(M ). As D(P (M )) is an object in U t (λ), there is a unique injective map f : D(P (M )) → I(D(M )). Applying the functor D once again we get the following commutative diagram:
Here D(f ) is onto since f is injective. However, the maximality of P (M ) implies that there is a unique map g : P (M ) → DID(M ) such that the above diagram commutes. Note that g has to be onto as the vertical map is onto. Now one can show from the diagram that g and D(f ) are inverse to one another.
1.4
It is natural to ask that whether the functors I and P are exact or not. However, by the exactness of D and Proposition 1.3, one can see that the exactness of P and that of I are equivalent. Unfortunately, I is not right exact unless λ is a special point as one can see by applying I to the exact sequence
Here, λ # is the weight such that Z r (λ # ) has simple cap L r (λ), and I(Z r (λ # )) = 0.
Proposition I is left exact and P is right exact.
Proof: The proposition follows from Proposition 1.2 and the following lemma, which is suggested by Jantzen.
Lemma Let T : A → B and S : B → A be covariant functors between exact additive categories. If T is the left adjoint of S, then T is right exact and S is left exact.
Proof: We only prove the statement for T . Let
But the latter is equivalent to the exactness of 0 → Hom
) by the adjointness of (T, S). Now the last exactness follows from the left exactness of Hom A (?, S(B)).
1.5
Recall that U λ has enough injective objects and projective objects. It follows from Proposition 1.2 that P sends projective objects to projective objects and I sends injective objects to injective objects since the inclusion functor τ is exact.
Proposition U t (λ) has enough injective and projective objects.
Proof: Let M be an object in U t (λ) and Q → M → 0 be exact with Q projective in U λ . Now the right exactness of P gives the exact sequence P (Q) → M → 0 and P (Q) is projective in U t (λ) (but may not be projective in U λ ) by the above argument. The other half can be done similarly.
Let L r (ν) be a simple module in U t (λ) and Q r (ν) be its projective cover (and its injective hull as well) in U λ . Therefore DQ r (ν) = Q r (ν). It follows from the above argument that IQ r (ν) and P Q r (ν) are injective and projective respectively in U t (λ). We claim that IQ r (ν) and P Q r (ν) are the injective hull and the projective cover of
can be seen in the similar way. So we denote by I(ν) and P (ν) the injective hull and the projective cover of L r (ν) in U t (λ) respectively.
Note that the dual functor D : U t (λ) → U t (λ) is exact, full and faithful. Then we have Hom Ut(λ) (DN, DM ) = Hom Ut(λ) (M, N ). Hence N is injective if and only if DN is projective. Now DL r (ν) = L r (ν) implies DI(ν) = P (ν). Therefore the theory for injectives can be interpreted for projectives via D.
2 The Structure of Injectives 2.1 Jantzen ([13] II 11.4) proved that, in the category U λ , the injective hull
) and the number of times the factor Z r (ν i ) appears in the filtration is exactly the number of times L r (ν) appears in a composition series of
From now on, we say a module M has a good filtration if it has a filtration with factors of the form Z r (ν) and we use (M : Z r (ν)) (which does not depend on the choice of the good filtration by [5] ) to stand for the number of Z r (ν) appearing in the filtration, and [E : L] stands for the multiplicity of a simple module L in a module E.
One may ask if this kind of reciprocity is still true in the category U t (λ). If the weight ν is low enough relative to λ, then I(ν) = Q r (ν) and we do have the above reciprocity.
Proof: It follows from [18] 
. Now the lemma follows from the strong linkage principle. One can also see [14] for the proof.
2.2 By using Lemma 2.1, we can arrange the filtration of Q r (ν) in such a way that if
Proposition I(ν) has a good filtration in U t (λ) and (I(ν) :
Proof: Let K be the submodule of Q r (ν) with a good filtration which is a part of a good filtration of Q r (ν) such that K contains all and only those factors Z r (ν i ) of Q r (ν) with ν i ↑ λ. The existence of K can be easily seen from Lemma 2.1. Therefore, Q r (ν)/K does not contain any factor Z r (ν i ) with ν i ↑ λ. It follows from the definition of K and the strong linkage principle that K is an object in the category U t (λ). Thus K ⊆ I(ν) by the maximality of I(ν) in Q r (ν). We claim that the equality holds.
. Then ν j is not strongly linked to λ by the definition of K. But we have a nonzero homomorphism I(ν) → Z r (ν j ). So L r (ν j ) has to be a composition factor of I(ν) since it is the unique simple submodule of Z r (ν j ). This is a contradiction because I(ν) is an object in U t (λ). Hence I(ν) = K and I(ν) has a good filtration.
To show the reciprocity, we recall that Z r (µ) is an object in U t (λ) if and only if µ ↑ λ. With the above construction we have (Q r (ν) : Z r (µ)) = (K : Z r (µ)) for all weights µ strongly linked to λ. So the equality in the theorem follows from the reciprocity for Q r (ν) in U λ .
Remarks (1) Similar results for reductive groups has been obtained by Donkin ([5] (3.2),(12.1.6),(12.1.9)). For more general categorical results, one can see [4] . One can also follow Donkin's argument to get the proof for the above proposition also. The proof given here follows from Irving's argument in [11] , which gives another way to characterize the module I(ν).
(2) In order to consider the filtration for the projective covers of simple modules, we recall that Z r (ν) = Coind
and DZ r (ν) = Z r (ν). So a similar proposition can be stated for the projective modules.
This forces µ = λ. Now the corollary follows from the fact [Z r (λ) : L r (λ)] = 1 and the proposition.
Remark By using this corollary and Lemma 2.1 we can see that the exact sequence
2.3
In the rest of this section, we study the socle structure of the injective modules I(ν). Thanks to Proposition 2.2, I(ν) has a good filtration, so the method used for Q 1 (ν) by Andersen and Kaneda in [2] can be used here. Let us recall some facts from [2] . 
Here the sum is taken over all simple modules. We shall
By applying the functor D, we have
if Cap
Let us fix a good filtration 0
Let us also fix a weight µ such that µ ↑ λ.
The following lemma is analogous to Lemma 3.5 in [2] .
Proof: The proof is similar to that of Lemma 3.5 in [2] . However, the injective module I(ν) may fail to be projective. So we give a proof of (i) here.
Therefore, this isomorphism induces an isomorphism between the above described subspaces and the equality in (i) follows.
Proposition
For any m > 0 and ν ↑ λ, we have
Proof: As we mentioned before, Z r (µ) is an object in U t (λ) if and only if µ ↑ λ. We can copy the proof given by Andersen and Kaneda in [2] 3.6-3.7.
2.5 Let ν, µ ∈ W p · λ and ν ↑ λ, µ ↑ λ. The following result is an analogue of the result of Irving for category O λ [10] . The first version of this result was due to
Landrock for the group algebras of finite groups.
Theorem For any i ≥ 1, we have
Proof: It is enough to show [
Now the theorem follows from the fact that Hom GrT (Cap
for any G r T -modules N and M .
2.6
One may ask whether the inequality given in Proposition 2.4 is an equality or not. The following result gives some information toward a positive answer.
Proof: ν ↑ λ implies that U t (ν) is a full subcategory of U t (λ). We denote by I λ ν the restriction of the functor I ν : U λ → U t (ν) to U t (λ). Then we have I ν = I λ ν • I λ . Especially we get Z r (ν) = I ν (Q r (ν)) = I λ ν (I(ν)) (we still use I(ν) to denote the injective object in U t (λ)) and I λ ν I(µ) is the injective hull of L r (µ) in the category U t (ν). Now we can apply the formula of Theorem 2.5 to the category U t (ν) and get
Recall that I λ ν I(µ) has a good filtration and all of its factors have the form Z r (η) with η ↑ ν. Thus each copy of L r (ν) has to occur in a factor Z r (ν) of I 
⊕t . We can define U from U 0 in V in the same way as we define V from Soc i I λ ν I(µ) in I λ ν I(µ). Then one can easily check the conditions for U and V by using the remark following the corollary in 2.2.
is not rigid if L r (µ) occurs in more than one socle layer in Z r (λ) according to the above proof, since one can put all factors of the form Z r (λ) on the top and therefore all the composition factors of the form L r (λ) will appear in only one radical layer.
2.7
Let M be a module of finite length. We denote the Loewy length of M by ll(M ), which is the smallest i with Soc i M = M and also the smallest i with Rad i M = 0. Here we can get some lower bound to the Loewy length of some special modules in U λ .
Proof: Take λ = ν in Corollary 2.6.
For each weight µ in X(T ), we have a unique decomposition µ = µ 0 + p r µ 1 with µ 0 ∈ X r (T ) (the set of p r -restricted weights).
If we can show Q r (µ) = I(µ) in the category U t (λ), we are done by Corollary (A). So we only need to show that all factors Z r (η) of Q r (µ) satisfy η ↑ λ. Since Q r (µ) has unique simple quotient L r (µ), Z r (λ) has to appear in the top for any good filtration of Q r (µ). If there is an η with [Z r (µ) : L r (η)] = 0 such that η is not strongly linked to λ, we can use the extension property in 2.1 to show that Q r (µ) has a good filtration with Z r (η ) on the top for some weight η such that η is not strongly linked to λ. This is a contradiction and the corollary follows.
Remark For r = 1, this result has been proved by Andersen and Kaneda [2] .
Translation Functors
As we have seen in Corollary 2.2, I(λ) can be characterized by some induced modules. In this section we can see that the injective hulls of the simple modules with highest weight close to λ and "around" a p-singular weight behave like the projective modules in the category O for a complex semisimple Lie algebra and the induced modules are like the Verma module with a possibly "smaller" root system.
3.1
Recall that the affine Weyl group W p acting on X(T )⊗ is generated by the reflections s α,np in the hyperplanes H α,np = {x ∈ X(T ) ⊗ | x + ρ, α ∨ = np} (α ∈ R and n ∈ ). The connected components of the complement of H α,np in X(T ) ⊗ are called alcoves. The closure of an alcove is a fundamental domain of the W p -action on X(T )⊗. Each facet as defined in [13] (II 6.2) is contained in the closure of an alcove. With the chosen positive root system, we can talk about the upper closure of a facet as in [13] (II 6.2). We will useF orÂ to denote the upper closure of a facet F or an alcove A.
Let µ ∈ X(T ) and write µ = µ 0 + p r µ 1 with µ 0 ∈ X r (T ). We can define a new action of W p on X(T ) by w r · µ = µ 0 + p r w · µ 1 for all w ∈ W p and µ ∈ X(T ).
For each µ ∈ X(T ), we use W µ to denote the stabilizer of µ in W p . Then W µ is a finite subgroup of W p and is generated by reflections with the fixed hyperplanes going through µ. One can view W p as a Coxeter group acting on the set of alcoves, so that W µ (as the stabilizer of the set of alcoves containing µ in their closures) is a parabolic subgroup of W p . Then the restriction of the length function of W p to W µ is the length function of W µ on its own. We will use w µ to denote the unique longest element of W µ . If A is an alcove containing µ in its closure, there is a unique alcove A − µ which contains µ in its upper closure and is minimal in the set W µ · A (the order defined on the set of all alcoves is consistent with the strong linkage order). So A + µ = w µ · A − µ is the unique maximal one. We call a weight µ a p r -special point if µ = p r ν − ρ for some ν in X(T ). In the rest of this paper we assume p ≥ h (h is the Coxeter number of the root system), so that each alcove contains an integral weight.
Our motivation is the following. If µ is a p r -special point and λ is a weight in
is the injective hull of L r (w µ · λ) in the category U λ . (We abuse the notation here: we will simply use the weights λ and µ to denote the translation functor instead of their images in the bottom alcove under the W p -action.) This is true because Z r (µ) is injective in the category U µ . This is not true if µ is not a p r -special point. However this is the case if we consider them in a suitably smaller category.
Let µ be a weight with the stabilizer W µ in W p . Let λ be a weight in a facet F such thatF (the closure of F ) contains µ. Clearly we have W µ ⊇ W λ . The set W µ · λ possesses a unique minimal weight denoted by λ # and a unique maximal weight with respect to the strong linkage order. We will assume that λ is the maximal one.
With the above notation we need to ask if the translation functors T λ µ and T µ λ are defined between U t (µ) and U t (λ).
Proof: It suffice to prove the lemma for simple modules. (i) Suppose y · µ ↑ µ with y ∈ W p . We need to show that all composition factors of T λ µ L r (y · µ) are in U t (λ). It is enough to show that all the weights in the set {yw · λ | w ∈ W µ } are strongly linked
If we can show that y · λ ↑ λ for all λ ∈ W µ · λ we are done since λ is maximal. Further we can assume that y = s α,np for some α ∈ R + and µ + ρ, α ∨ > np. Now µ is in the closure of the facet containing λ . We must have λ + ρ, α ∨ > np. This proves (i).
(ii) This is easier than 
Proof: Let us recall that the translation functor T µ λ sends a simple module to a simple module or zero.
But by the proof of Lemma 3.2 we have y · µ ↑ µ. This forces y · µ = µ and y ∈ W µ . It is well known that [Z r (µ) : L r (µ)] = 1. Now the proposition follows.
Remark The above result has been proved by Koppinen [15] .
3.4
In this subsection we use the setup for the weights λ and µ as in 3.2. But we assume that λ is p-regular, i.e., W λ = {1} is trivial. In this case we can say something about the position of L r (λ # ) in all Z r (w · λ) with w ∈ W µ . Since p ≥ h as we assumed in 3.1, we can find an integral weight in each alcove wall by ([13] II 6.3 (1)). Let λ be a weight in W µ · λ and F a wall of the alcove containing λ , such that µ ∈F and λ > s · λ if s is the reflection in the hyperplane containing F . For each integral weight ν in F , we have a nonsplitting exact sequence
and dim Hom GrT (Z r (λ ), Z r (s · λ )) = 1. Consider the nonzero map φ : Z r (λ ) → Z r (s · λ ), which kills the socle of Z r (λ). In this way, we can have a sequence of maps for each w ∈ W µ
Let φ w be the composite of the above maps. Then φ w (Soc (w) Z r (w · λ # )) = 0. By applying the translation functor T µ λ to this sequence of maps we see that the composition of these maps is not zero since each T µ λ (φ i ) is an automorphism of Z r (µ) (T ν λ (φ i ) has already been seen to be an isomorphism for a suitable choice of ν). Thus we have proved the following.
3.5 Again we assume λ to be p-regular.
. Now using Proposition 3.3, the formula in 2.4 for
Therefore n > (w) and the proposition follows.
3.6
The following proposition resembles a result of Irving [9] for semisimple Lie algebras.
Proposition Let λ be p-regular and µ in the closure of the alcove containing λ. Then
Proof: To prove (i) we assume that λ is maximal in the set W µ · λ as in 3.2. Then we can consider the modules in the category U t (λ). Now we have
, we have the following:
For each w ∈ W µ , there is only one j w > (w) (as in 3.4) such that
To prove (ii), we may assume that CapM is simple. Keeping in mind that T λ µ K is indecomposable if K is so, the argument is exactly the same as Irving's proof of Proposition 3.3(ii) in [9] .
3.7 Let us introduce some notations. There is an involutive automorphism of the Abelian group X(T ) defined by λ * = −w 0 (λ) (for all λ ∈ X(T )). We define the action w r (λ) = λ 0 + p r w(λ 1 ) according to the decomposition λ = λ 0 + p r λ 1 . It is easy to check that w r · λ ∈ W p · λ and w r (λ) ∈ W p · λ. Further we set
Note that α → α * defines an automorphism of the root system and maps positive roots to positive roots. So it induces an automorphism of the group W p (and also of W ). This automorphism of the group W p can be expressed via y
Thus we have the following properties:
(ii) (s α,np ) * = s α * ,np for α ∈ R + and n ∈ Z.
Note that * sends simple roots to simple roots and highest short root to highest short root. So we get (y) = (y * ) for all y ∈ W p , i.e., the automorphism preserves the length function of the Coxeter group W p . By using the definition, we can easily verify the following for λ ∈ X(T ) and y ∈ W p .
If F is a facet, λ ∈F if and only if λ * ∈ F * .
We can also define an automorphism of the group W p such that y · λ =ỹ ·λ. Herẽ y = t 2p r ρ w 0 y * w 0 t −1 2p r ρ ( t 2p r ρ is the translation by 2p r ρ on X(T )).
Lemma Let λ, µ ∈ X(T ). Then
(ii) * : W λ → W λ * and˜: W λ → Wλ are group isomorphisms and preserve the length functions.
(iv) λ ↑ µ if and only ifμ ↑λ.
(v) Both λ and µ are in the closure of a facet if and only if both λ * and µ * are in the closure of a facet.
By the above discussion we can see that T λ * µ * makes sense if T λ µ makes sense. If M is a finite dimensional G r T -module, so is the dual (as vector space) module M * .
Proposition Let µ, λ be weights in the closure of an alcove. For any finite dimen-
Since all the modules in the category U of G r T -modules are finite dimensional, taking dual defines an exact contravariant functor * : U → U. It follows from the discussion above that the functor * sends modules in the same block to modules in the same block. Therefore we get the following commutative diagram:
Thanks to the lemma above, we have P r ν * = P rν. If y ∈ W p such that λ = y · λ C and µ = y · µ C with λ C , µ C ∈C (the closure of the bottom alcove), then λ * = y * · λ * C and
Now assume λ and µ as in 3.4. We have studied the socle structure of the module T λ µ Z r (µ) in 3.5. In this subsection we study its radical structure. By Proposition 3.7 we have T
Note that the map w · λ → w · λ defines a bijection between W µ · λ and Wμ ·λ, which reverses the strong linkage order. Thereforeλ is the minimal element andλ # is the maximal element in the set Wμ ·λ. It follows from 3.5 that
Now we can apply the dual functor to the above formula. Note that L r ( y · λ) * is the simple cap of Z r (y · λ).
(ii) For all m > 0 we have
Proof: (i) follows from the above argument. Similarly, by using (5), we can apply the dual functor to the formula in 2.4 for the module T λ * µ * Z r (μ) to get (ii).
Rigidity
4.1 Motivated by Irving's work on the structure of Verma modules, Andersen and Kaneda [2] proved that, for a p-regular weight λ, the injective module Q 1 (λ) and the induced module Z 1 (λ) are rigid if the Lusztig conjecture is true. Furthermore they proved that the socle filtration of Z 1 (λ) can be calculated from the generic inverse Kazhdan-Lusztig polynomials and the formula given in 2.4 for the injective module Q 1 (λ) is an equality. What they used in their proof is the conjecture formulated by Andersen analogous to the Vogan conjecture for semisimple Lie algebras and sometimes called the Vogan conjecture also [1] , which is equivalent to the Lusztig conjecture. Let λ be a p-regular weight and µ a weight in the closure of the alcove containing λ such that |W µ | = 2. Now the Vogan conjecture can be stated as follows:
The following facts have been proved by Andersen and Kaneda in [2] assuming the Vogan conjecture, when λ is a p-regular weight.
(i) ll(Q 1 (λ)) = 1 + 2N .
(ii) ll(Z 1 (λ)) = 1 + N .
(iii) Both Q 1 (λ) and Z 1 (λ) are rigid.
Here N = (w 0 ). Throughout this section we assume the Vogan conjecture and r = 1.
Theorem
Let λ be p-regular and µ a weight in the closure of the alcove containing λ. Then
Proof: Recall that Andersen and Kaneda have shown in [2] by considering intertwining maps that ll(Z 1 (µ)) ≥ N + 1 − (w µ ). Now (i) is a consequence of 3.4(iii). Let λ be maximal in the set W µ · λ. Then we have T λ µ Q 1 (µ) = Q 1 (λ # ). Now it follows from 4.1 (i) and 3.6 (ii) that ll(Q 1 (µ)) ≤ 2N +1−2 (w µ ). Noting that W µ ∼ = W w 0 (µ 0 )+pµ 1 +2(p−1)ρ , the equality in (ii) is a consequence of (i) and Corollary (B) in 2.7.
To prove (iii) we consider the injectives in the category U t (λ). We use induction on (w) to show that ll(I(w · λ)) ≤ ll(Z 1 (λ)) + (w) for w ∈ W µ . If (w) = 0, we have I(λ) = Z 1 (λ). In general, let w ∈ W µ . Suppose we are done for all y ∈ W µ with (y) < (w). Let s ∈ W µ be a reflection in a wall of the alcove containing w · λ such that sw · λ > w · λ. Therefore, (sw) = (w) − 1. Consider the translation functor θ s across the s-wall. Since θ s annihilates the socle L 1 (sw · λ) of I(sw · λ), we can use the generalized Vogan conjecture ([2] Th 5.2) to get
If we can show L 1 (w · λ) ⊆ θ s I(sw · λ), I(w · λ) will be a summand of θ s I(sw · λ) since θ s sends injective modules in U t (λ) to injective modules in U t (λ) and we are done. In fact, we have
Now if we take w = w µ we get ll(T λ µ Z 1 (µ)) ≤ N + 1 + (w µ ). The other direction is a consequence of (i) and 3.6(ii).
4.3
Now we can use the results of 4.2 to refine 3.4 as follows. Suppose one has [Soc
On the other hand, we consider the composite φ of the maps constructed in 3.4 such that the map φ :
. So combining the above argument
This contradicts the Loewy length we got in 4.2. Therefore we have the following for w ∈ W µ :
Remark Actually, the above result does not need Vogan's conjecture. For one can use the result of Andersen and Kaneda as mentioned in the proof of 4.2(i), which is true without Vogan conjecture.
4.4
Now we can prove our main result on translation functors.
Theorem Let λ be a p-regular weight and µ a weight in the closure of the alcove containing λ. If the Vogan conjecture is true, then T λ µ Z 1 (µ) is rigid and for any m > 0
Here λ # is the minimal element in W µ · λ.
Proof: Keeping in mind that Z 1 (w·λ # ) is rigid for all w ∈ W µ , we can use Proposition 2.4, Proposition 3.8 and (6) to get the following calculation for m > 0.
[ This shows that T λ µ Z 1 (µ) is rigid and the inequalities become equalities.
4.5 By Theorem 4.2, we have ll(Q 1 (µ)) = 2ll(Z 1 (µ)) − 1. Note that the Loewy length of Z 1 (µ) depends only on the W p -orbit of µ, i.e., ll(Z 1 (µ)) = ll(Z 1 (µ )) if µ ∈ W p · µ.
On the other hand, we can consider the dual module Q 1 (µ) * = Q 1 (μ) which is the injective hull of L 1 (µ) * = L 1 (μ) in U µ . Note that taking duals induces an automorphism of the Grothendieck group of the category U µ . So from the argument of 3.8 on taking duals and the formula of 2.4 (for the category U µ ) we can get the following (r is not Here the second last equality follows from rigidity of Z 1 (ν) and ll(Z 1 (ν)) = ll(Z 1 (µ)). So the lemma follows.
Remark If µ is p-regular, this result has been proved by Andersen and Kaneda by using the duality functor D and the formulation of the socle series of Z 1 (ν) in terms of Q-polynomials with some manipulation of the Q-polynomials.
4.6
Let us return to the category U t (λ) with r = 1 and p-regular λ. Recall that L 1 (λ) = CapZ 1 (λ). As we have seen in the proof of Corollary (B) in 2.7 that Q 1 (λ) is in the category U t (λ), we have I(λ) = Q 1 (λ).
Theorem Let r = 1 and λ be p-regular. Suppose the Vogan conjecture is true. If ν ↑ λ and I(ν) is the injective hull of L 1 (ν) in U t (λ), then 
Thus the inequality in 2.4 becomes equality.
Proof: Here the proof is similar to Irving's proof for the socle filtration of the projective modules in the category O in [10] . The idea is to show that all the socles and caps of the factors Z 1 (µ) in a good filtration of I(ν) are in the socle layer as described by the formula. Then the rigidity of Z 1 (µ) will force all of their socle layers to be placed in the socle layer of I(µ) as described by the formula. However the socles of all the factors Z 1 (µ) are in the desired socle layers of I(ν) by 2. [Soc m Q 1 (μ) :
Note that whenever [Z 1 (η) : L 1 (μ) * ] = 0, Z 1 (η) is a factor of Q 1 (μ) and η ↑ µ ↑ λ. So we get (10) and the theorem follows.
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