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Abstract
In this work we present the class of matrix resemblance functions, i.e., functions that measure
the difference between two matrices. We present two construction methods and study the properties
that matrix resemblance functions satisfy, which suggest that this class of functions is an appropriate
tool for comparing images. Hence, we present a comparison method for grayscale images whose
result is a new image, which enables to locate the areas where both images are equally similar or
dissimilar. Additionally, we propose some applications in which this comparison method can be
used, such as defect detection in industrial manufacturing processes and video motion detection
and object tracking.
Keywords: Matrix resemblance functions; Restricted equivalence functions; Inclusion grades;
Fuzzy mathematical morphology; Defect detection; Motion detection.
1. Introduction
Measuring how similar or dissimilar two images are is a problem that is far from being closed.
There exist many instances of similarity measures and indices [1–3], however there is no standard
measure for comparing two images. Moreover, most techniques perform a pixel-wise comparison,
which does not take into account the impact that the surrounding of a pixel has when deciding
whether the images that are being compared are more or less similar. Another problem with the
usual comparison methods is that the result is usually given by a number, which need not be
representative in many cases.
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Many industrial processes make use of image comparison techniques to guarantee certain quality
standards. For instance, in the manufacturing process of printed circuit boards (PCB), all the
products are compared with an image of an ideal PCB in order to detect any potential defect
(see [4]). Another example of the usage of image comparison techniques is video motion detection.
It is possible to detect objects that are moving in a video by adequately comparing its frames.
Similarly, image comparison is also used for tamper detection as in [5]. All these instances of
possible applications for image comparison techniques perform better when the information from
the neighbourhoods of pixels is taken into account and they especially benefit from the result of
the comparison being a new image.
In order to address these problems, in this work we present a method to compare images, but
instead of carrying out a comparison pixel by pixel, we compare neighbourhoods of pixels, i.e., sets
consisting of a central pixel and the ones that are adjacent to it. Thus, we include in the comparison
the information that can be retrieved from the neighbourhood of each pixel, rather than considering
just the pixel itself. Moreover, to avoid representing the difference with a number, the result of the
method presented in this paper provides a new image for an outcome, which we call comparison
image.
To develop a comparison method that preserves the aforementioned features we define a class of
functions, the class of matrix resemblance functions, that are adequate to carry out a comparison
between the neighbourhoods of two pixels, which ultimately are nothing other than matrices. Along
with the definition, we present two different construction methods for this kind of functions. The
first one is based on restricted equivalence functions [6] and the second one on inclusion grades
[7, 8]. Since our aim is to present a comparison method, we also study some properties that are
usually demanded to comparison methods in order to be proper similarity measures (see [2, 3, 6]).
The structure of the paper is as follows: first, we present some preliminary concepts that
help making the paper self-contained. In Section 3 the concept of matrix resemblance function is
introduced, and in Section 4 two construction methods and some examples are presented. Section
5 exhibits the relation between matrix resemblance function and the erosion operator from fuzzy
mathematical morphology. In Section 6, a summary of the properties that image comparison
measures ought to satisfy is presented and the conditions under which matrix resemblance functions
fulfil them are shown. In Section 7, we present a study of the particular cases where in the
construction of matrix resemblance functions an aggregation function and a n-dimensional overlap
function are used. In Section 8 an algorithm to compare images based on matrix resemblance
functions is introduced and in Section 9 some illustrative examples of this image comparison method
are presented. In section 10 we include three fields in which our algorithm could be applied: tamper
detection, defect detection in PCB manufacturing processes and a method to compare videos which
can be applied to object motion detection and tracking.
2. Preliminaries
A fuzzy set A on a universe X 6= ∅ is a mapping A : X → [0, 1]. Given a point x ∈ X, A(x)
refers to the membership degree of the point x in the fuzzy set A. In the case of grayscale images,
X would be the set of pixels and A(x) the intensity of the pixel x.
We consider the neighbourhood of a pixel to be a square set of pixels that are surrounding the
central one, so they can be thought of as square matrices with values in the unit interval. We
denote the set of this kind of n× n matrices by Mn([0, 1]).
A fuzzy negation is a generalization of the negation in classical logic.
2
Definition 2.1. A function c : [0, 1]→ [0, 1] is called a fuzzy negation if c(0) = 1, c(1) = 0 and c is
decreasing. Additionally, c is said to be strict if it is continuous and strictly decreasing. A negation
c is called strong negation if it is involutive, i.e., c(c(x)) = x for all x ∈ [0, 1].
Example 2.2. The function cz : [0, 1]→ [0, 1] given by cz(x) = 1− x is a strong negation. It was
given by Zadeh in [9].
Denoting FS(X) the set of all fuzzy sets defined on the universe X 6= ∅, if A ∈ FS(X), we call
c-complement of A to the fuzzy set given by the membership function Ac(x) = c(A(x)), where c is
a fuzzy negation.
A restricted equivalence function [6], or a REF, is a function that enables a comparison between
two numbers in the unit interval.
Definition 2.3. Let c be a strong negation. A function REF : [0, 1]2 → [0, 1] is called a restricted
equivalence function with respect to c if it satisfies the following conditions:
(REF1) REF (x, y) = REF (y, x) for all x, y ∈ [0, 1];
(REF2) REF (x, y) = 1 if and only if x = y;
(REF3) REF (x, y) = 0 if and only if {x, y} = {0, 1};
(REF4) REF (x, y) = REF (c(x), c(y)) for all x, y ∈ [0, 1];
(REF5) For all x, y, z ∈ [0, 1], if x ≤ y ≤ z, then REF (x, y) ≥ REF (x, z) and REF (y, z) ≥
REF (x, z).
Example 2.4. REF (x, y) = 1 − |x − y| is a restricted equivalence function with respect to the
strong negation cz.
An implication operator is a generalization of the implication in classical logic. It is defined as
follows:
Definition 2.5. A function I : [0, 1]2 → [0, 1] is called implication operator if it satisfies the
following conditions:
(I1) If x ≤ z, then I(x, y) ≥ I(z, y) for all y ∈ [0, 1];
(I2) If y ≤ t, then I(x, y) ≤ I(x, t) for all x ∈ [0, 1];
(I3) I(0, x) = 1 for all x ∈ [0, 1];
(I4) I(x, 1) = 1 for all x ∈ [0, 1];
(I5) I(1, 0) = 0.
The following are some additional conditions that are frequently demanded to implication operators:
(I6) I(1, x) = x for all x ∈ [0, 1];
(I7) I(x, I(y, z)) = I(y, (x, z));
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(I8) I(x, y) = 1 if and only if x ≤ y;
(I9) I(x, 0) = c(x) is a strong negation;
(I10) I(x, y) ≥ y;
(I11) I(x, x) = 1;
(I12) I(x, y) = I(c(y), c(x)) with c a strong negation;
(I13) I is a continuous function.
Example 2.6. The function IL(x, y) = min(1, 1− x+ y) is called the Lukasiewicz implication and
it satisfies all conditions (I1)-(I13) when considering cz as strong negation. Conversely, a function
that satisfies (I1)-(I13) for a strong negation c, is an isomorphic transformation of IL, such that the
related isomorphism ϕ generates the strong negation c as c(x) = ϕ−1(1− ϕ(x)) (see [6]).
A fuzzy inclusion grade, inclusion degree, or subsethood measure [8, 10, 11], is a function that
indicates how included a fuzzy set is in another. There are three main axiomatizations for this
concept; the one given by Kitainik [12] in 1987, the one by Sinha and Dougherty [7] in 1993, and
the one by Young [13] in 1996. In 1999, Fan et al. [14] made some modifications to Young’s axioms.
We have chosen the axiomatization given by Sinha and Dougherty due to the fact that the second
axiom allows to link this work to fuzzy mathematical morphology.
Given two fuzzy sets A, B ∈ FS(X), we set the fuzzy sets A ∨ B ∈ FS(X) and A ∧ B ∈
FS(X), given by (A ∨ B)(x) = max(A(x),B(x)) and (A ∧ B)(x) = min(A(x),B(x)) for all x ∈ X,
respectively.
Definition 2.7. A function σ : FS(X)× FS(X) → [0, 1] is called an inclusion grade in the sense
of Sinha and Dougherty if it satisfies the following axioms:
(IG1) σ(A,B) = 1 if and only if A ≤ B in Zadeh’s sense1;
(IG2) σ(A,B) = 0 if and only if there exists xi such that A(xi) = 1 and B(xi) = 0;
(IG3) If B ≤ C, then σ(A,B) ≤ σ(A, C) for all A ∈ FS(X);
(IG4) If B ≤ C, then σ(C,A) ≤ σ(B,A) for all A ∈ FS(X);
(IG5) σ(A,B) = σ(pi(A), pi(B)), considering pi a permutation of the elements of X and denoting
pi(A) and pi(B) the sets in which the membership degrees are permuted by pi, i.e., pi(A)(x) =
A(pi(x));
(IG6) σ(A,B) = σ(Bc,Ac), where c is a strong negation;
(IG7) σ(B ∨ C,A) = min (σ(B,A), σ(C,A)) for all A,B, C ∈ FS(X);
(IG8) σ(A,B ∧ C) = min (σ(A,B), σ(A, C)) for all A,B, C ∈ FS(X);
1A fuzzy set A in a universe X is included in another fuzzy set B of the same universe in Zadeh’s sense if and
only if A(x) ≤ B(x) for every x ∈ X.
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(IG9) σ(A,B ∨ C) ≥ max (σ(A,B), σ(A, C)) for all A,B, C ∈ FS(X).
Subsequently, Burillo et al. [15] proved (IG3) and (IG9) to be equivalent.
Example 2.8. Let X 6= ∅ be finite. The function σ : FS(X) × FS(X) → [0, 1] given by
σ(A,B) = inf
x
{IL(A(x),B(x))} is an inclusion grade in the sense of Sinha and Dougherty.
Let us recall the definition of a n-ary aggregation function, i.e., an aggregation function with n
arguments.
Definition 2.9. A n-ary aggregation function is a mapping f : [0, 1]n → [0, 1] such that
(i) f(0, . . . , 0) = 0,
(ii) f(1, . . . , 1) = 1, and
(iii) f is increasing with respect to each component.
3. Matrix resemblance functions
3.1. Definition
Neighbourhoods of pixels can be represented as square matrices, so in order to compare them,
matrix comparison techniques are needed. Hence the following definition.
Definition 3.1. A function Ψ : Mn([0, 1]) ×Mn([0, 1]) → [0, 1] is called a matrix resemblance
function if it satisfies the following properties:
(MRF1) Ψ(A,B) = 1 if and only if A = B;
(MRF2) Ψ(A,B) = 0 if and only if there exist i and j such that {aij , bij} = {0, 1};
(MRF3) Ψ(A,B) = Ψ(B,A) for all A,B ∈Mn([0, 1]).
Example 3.2. The function Ψ(A,B) =
n∏
i=1
j=1
(
1− (aij − bij)2
)
is a matrix resemblance function.
The first and third conditions of the definition of matrix resemblance functions are readily
justified as they are natural for a matrix comparison operator. The second property is based on the
erosion operator of mathematical morphology. In Section 5 we present the relation between matrix
resemblance functions and the erosion operator from fuzzy mathematical morphology.
It sometimes is useful for matrix resemblance functions to have some sort of monotonicity and
hence we could add a fourth condition to Definition 3.1:
(MRF4) If A ≤ B ≤ C, then Ψ(A,C) ≤ Ψ(A,B) and Ψ(A,C) ≤ Ψ(B,C),
where A ≤ B ≤ C means aij ≤ bij ≤ cij for all i, j ∈ {1, . . . , n}.
In Section 6.2 we study the effect of this property to matrix resemblance functions. However, we
have decided to leave this property out of the axiomatization since our intention is to generalise
this concept to be able to compare other non-ordered structures.
Given an arbitrary matrix resemblance function, it is possible to construct another using two
additional functions as in the next proposition.
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Proposition 3.3. Let φ, η : [0, 1] → [0, 1] be two functions such that φ(0) = η(0) = 0, φ(1) =
η(1) = 1, η(x) ∈ (0, 1) for all x ∈ (0, 1), and φ is injective. If Ψ :Mn([0, 1])2 → [0, 1] is a matrix
resemblance function, then the mapping Ψφ,η :Mn([0, 1])2 → [0, 1] given by
Ψφ,η(A,B) = η (Ψ(φ(A), φ(B))) ,
where φ(A)ij = φ(aij), is a matrix resemblance function.
Proof.
(MRF1) Ψφ,η(A,B) = η (Ψ(φ(A), φ(B))) = 1 if and only if Ψ(φ(A), φ(B)) = 1 since η(x) = 1 only
if x = 1. By the definition of Ψ, Ψ(φ(A), φ(B)) = 1 if and only if φ(A) = φ(B), which
holds if and only if A = B, since φ is injective.
(MRF2) Since η(x) = 0 only if x = 0, Ψφ,η(A,B) = 0 if and only if Ψ(φ(A), φ(B)) = 0. This
happens if and only if there exist i and j such that {φ(aij), φ(bij)} = {0, 1}. Since φ is
injective, {φ(aij), φ(bij)} = {0, 1} if and only if {aij , bij} = {0, 1}.
(MRF3) Ψφ,η(A,B) = η (Ψ(φ(A), φ(B))) = η (Ψ(φ(B), φ(A))) = Ψφ,η(B,A).
Corollary 3.4. Let φ : [0, 1] → [0, 1] be an automorphism, i.e., a continuous strictly increasing
function such that φ(0) = 0 and φ(1) = 1, and let Ψ be a matrix resemblance function, then the
function Ψφ = Ψφ,φ−1 is a matrix resemblance function.
Example 3.5. Consider the matrix resemblance function Ψ as in Example 3.2 and let φ be the au-
tomorphism given by φ(x) = x2. Thus, Ψ(A,B) =
√√√√√ n∏
i=1
j=1
(
1− (a2ij − b2ij)2
)
is a matrix resemblance
function.
In the same vein, given a set of m matrix resemblance functions, it is possible to obtain another
by aggregating them as in the next proposition.
Proposition 3.6. Let m ≥ 2 and F : [0, 1]m → [0, 1] be an aggregation function with neither zero
divisors, nor one divisors. If Ψ1, . . . , Ψm are matrix resemblance functions, then the mapping
Ψ = F (Ψ1, . . . ,Ψm) :Mn([0, 1])2 → [0, 1] given by
Ψ(A,B) = F (Ψ1, . . . ,Ψm)(A,B) = F (Ψ1(A,B), . . . ,Ψm(A,B)),
is a matrix resemblance function.
Proof.
(MRF1) Ψ(A,B) = F (Ψ1(A,B), . . . ,Ψm(A,B)) = 1 if and only if there exists i ∈ {1, . . . ,m} such
that Ψi(A,B) = 1, since F has not one divisors. Without loss of generality, let us suppose
that Ψ1(A,B) = 1, which, by (MRF1), is equivalent to A = B.
(MRF2) Ψ(A,B) = F (Ψ1(A,B), . . . ,Ψm(A,B)) = 0 if and only if there exists i ∈ {1, . . . ,m} such
that Ψi(A,B) = 0, due to the lack of zero divisors of F . In either case, by (MRF2), the
former holds if and only if there exist k, j ∈ {1, . . . , n} such that {akj , bkj} = {0, 1}.
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(MRF3) Ψ(A,B) = F (Ψ1(A,B), . . . ,Ψm(A,B)) = F (Ψ1(B,A), . . . ,Ψm(B,A)) = Ψ(B,A).
Remark 3.7. In particular, averaging aggregation functions ([16]) do not have either one divisors
or zero divisors. Therefore aggregating m matrix resemblance functions with an averaging aggrega-
tion function produces a matrix resemblance function. As a note, we recall that the monotonicity
of aggregation functions implies that the averaging behaviour is equivalent to idempotency.
Example 3.8. The arithmetic mean of the two matrix resemblance functions from Example 3.2
and Example 3.5 is a matrix resemblance function.
The next result provides information about the structure of the set Fn of matrix resemblance
functions for a fixed n. Let us define an order ≤ over the set Fn by Ψ1 ≤ Ψ2 if Ψ1(A,B) ≤ Ψ2(A,B)
for all A,B ∈Mn([0, 1]). This is a partial order as it is induced from the order of [0, 1].
Proposition 3.9. Let n ∈ N. (Fn,≤) is a non-complete lattice with neither a maximal nor a
minimal element.
Proof. The set of matrix resemblance functions for a fixed n is a partially ordered set with ≤ and
given Ψ1,Ψ2 ∈ Fn we can define the operations unionsq and u by:
(Ψ1unionsqΨ2)(A,B) = max(Ψ1,Ψ2)(A,B) = max (Ψ1(A,B),Ψ2(A,B)) ,
(Ψ1uΨ2)(A,B) = min(Ψ1,Ψ2)(A,B) = min (Ψ1(A,B),Ψ2(A,B)) ,
for all A,B ∈Mn([0, 1]). Now, Ψ1unionsqΨ2,Ψ1uΨ2 ∈ Fn. Indeed,
(MRF1)
(Ψ1unionsqΨ2)(A,B) = 1⇐⇒ max (Ψ1(A,B),Ψ2(A,B)) = 1
⇐⇒ Ψ1(A,B) = 1 or Ψ2(A,B) = 1⇐⇒ A = B.
(MRF2)
(Ψ1unionsqΨ2)(A,B) = 0⇐⇒ max (Ψ1(A,B),Ψ2(A,B)) = 0
⇐⇒ Ψ1(A,B) = 0 and Ψ2(A,B) = 0
⇐⇒ there exist i and j such that {aij , bij} = {0, 1}.
(MRF3)
(Ψ1unionsqΨ2)(A,B) = max (Ψ1(A,B),Ψ2(A,B))
= max (Ψ1(B,A),Ψ2(B,A)) = (Ψ1unionsqΨ2)(B,A).
The case of Ψ1uΨ2 is analogous.
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Furthermore, the supremum and the infimum of all matrix resemblance functions are, respec-
tively,
Ψsup(A,B) =
{
0 if ∃ i, j s.t. {aij , bij} = {0, 1},
1 otherwise,
and
Ψinf (A,B) =
{
1 if A = B,
0 otherwise,
and since neither is a matrix resemblance function, (Fn,≤) is a non-complete lattice.
4. Constructions
Once the definition of matrix resemblance functions is set, we need an algebraic expression to
work with them and study their properties. In this paper we provide two construction methods, the
first one being based on restricted equivalence functions and the second one on inclusion grades.
Both methods make use of a function F : [0, 1]N → [0, 1] that satisfies a set of specific properties.
We enlist these properties and refer to them as (F1), (F2) and (F3).
(F1) F (x1, . . . , xN ) = 1 if and only if xi = 1 for every 1 ≤ i ≤ N,
(F2) F (x1, . . . , xN ) = 0 if and only if there exists 1 ≤ j ≤ N such that xj = 0,
(F3) F
(
(xi)
N
i=1
)
= F
(
(xpi(i))
N
i=1
)
for every permutation pi of {1, . . . , N}.
The first two are the properties proposed in [17] for aggregation operators.
Example 4.1. The minimum, the product or the geometric mean are well-known examples of such
a function F .
Remark 4.2. Observe that although all functions in the previous example are in fact aggregation
functions, we do not require F to be monotone and hence it need not be an aggregation function.
The case in which F is an aggregation function and other particular instances of F are further
studied in Section 7.
Example 4.3. Let F : [0, 1]2 → [0, 1] be such that
F (x, y) =

1, if x = y = 1;
0, if xy = 0;
0.2, if x = y = 0.9;
0.5 otherwise.
Thus, F verifies the conditions (F1)-(F3), but is not an aggregation function since it is not increas-
ing.
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4.1. First construction method
The next theorem constitutes the first construction method for matrix resemblance functions
that we present in this work.
Theorem 4.4. Let β be a function satisfying (REF1)-(REF3) and H : [0, 1]n
2 → [0, 1] a function
satisfying (F1) and (F2), then the mapping Ψ :Mn([0, 1])2 → [0, 1] given by
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)), (1)
where
n
H
i=1
j=1
(β(aij , bij)) = H(β(a11, b11), . . . , β(ann, bnn)), is a matrix resemblance function.
Proof.
(MRF1)
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) = 1⇐⇒
(F1)
β(aij , bij) = 1 for all i, j ⇐⇒
(REF2)
aij = bij for all i, j.
(MRF2)
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) = 0⇐⇒
(F2)
∃i, j s.t. β(aij , bij) = 0 ⇐⇒
(REF3)
∃i, j s.t. {aij , bij} = {0, 1}.
(MRF3)
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) =
(REF1)
n
H
i=1
j=1
(β(bij , aij)) = Ψ(B,A).
Remark 4.5. If Ψ is a matrix resemblance function constructed by the pair (β,H) with the pre-
vious method, then the matrix resemblance function Ψφ,η obtained from the application of Propo-
sition 3.3 is generated by (βφ, η ◦H), where βφ(x, y) = β(φ(x), φ(y)).
Example 4.6. An example of a matrix resemblance function as in (1) can be found in Example
3.2 considering H the product and β(x, y) = 1− (x− y)2, i.e.,
Ψ(A,B) =
n∏
i,j=1
(
1− (aij − bij)2
)
. (2)
If we applied this matrix resemblance function to the matrices
A =
0.1 0.9 0.70.1 0.7 0.1
0.8 0.2 0.2
 , B =
0.6 0.7 0.30.3 0.6 0.7
0.6 0.7 0.9
 ,
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we would obtain Ψ(A,B) = 0.1351; and understanding each value as the gray level of a pixel, we
can represent the result as in Figure 1.
Figure 1: Representation of the application of Ψ (as in (2)).
4.2. Second construction method
The following result provides the second construction method for matrix resemblance functions:
Theorem 4.7. Let σ : Mn([0, 1])2 → [0, 1] be a function that satisfies (IG1) and (IG2) and let
M : [0, 1]2 → [0, 1] be a function satisfying (F1)-(F3), then the mapping Ψ : Mn([0, 1])2 → [0, 1]
given by
Ψ(A,B) = M (σ(A,B), σ(B,A)) , (3)
is a matrix resemblance function.
Proof.
(MRF1)
Ψ(A,B) = M (σ(A,B), σ(B,A)) = 1⇐⇒
(F1)
σ(A,B) = σ(B,A) = 1
⇐⇒
(IG1)
A ≤ B and B ≤ A⇐⇒ A = B.
(MRF2)
Ψ(A,B) = M (σ(A,B), σ(B,A)) = 0⇐⇒
(F2)
σ(A,B) = 0 or σ(B,A) = 0
⇐⇒ ∃i, j such that aij = 1 and bij = 0 or aij = 0 and bij = 1
⇐⇒ ∃i, j s.t. {aij , bij} = {0, 1}.
(MRF3)
Ψ(A,B) = M (σ(A,B), σ(B,A)) =
(F3)
M (σ(B,A), σ(A,B)) = Ψ(B,A).
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Example 4.8. Considering σ(A,B) = inf
i,j
{IL(aij , bij)} and M the minimum, the function
Ψ(A,B) = min
(
inf
i,j
{IL(aij , bij)}, inf
i,j
{IL(bij , aij)}
)
(4)
is a matrix resemblance function as in Theorem 4.7. Moreover, applying this Ψ to the matrices
from Example 4.6, we obtain 0.3 (see Figure 2).
Figure 2: Representation of the application of Ψ (as in (4)).
Remark 4.9. The matrix resemblance function in Example 4.8 can be built using either construc-
tion methods. Indeed,
Ψ(A,B) = min
(
inf
i,j
{IL(aij , bij)}, inf
i,j
{IL(bij , aij)}
)
= min
(
inf
i,j
{min(1, 1− aij + bij)}, inf
i,j
{min(1, 1− bij + aij)}
)
= inf
i,j
{min(1, 1− aij + bij),min(1, 1− bij + aij)}
= inf
i,j
{min(1, 1− aij + bij , 1− bij + aij)}
= inf
i,j
{1− |aij − bij |}
= min
i,j
(1− |aij − bij |) ,
which is a function constructed by the first method using H the minimum and β(x, y) = 1−|x−y|,
the restricted equivalence function from Example 2.4.
4.3. Relation between both constructions
In this section we study the cases where both constructions are equivalent, i.e., whether it is
possible to reach the expression given by one of the constructions from the other.
Let us start recalling two theorems that characterize the restricted equivalence functions and
the inclusion grades in the sense of Sinha and Dougherty. The first can be found in [6] (Theorem
7).
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Theorem 4.10. A function REF : [0, 1]2 → [0, 1] is a restricted equivalence function if and only
if there exists a function I : [0, 1]2 → [0, 1] satisfying (I1), (I8), (I12) and for all x, y ∈ [0, 1]:
I(x, y) = 0 if and only if x = 1 and y = 0, (5)
such that
REF (x, y) = min (I(x, y), I(y, x)) . (6)
The second theorem, the characterization of inclusion grades, corresponds to Theorem 5.4 of
[18].
Theorem 4.11. Let X be a finite universe. A mapping σ : FS(X) × FS(X) → [0, 1] satisfies all
Sinha-Dougherty axioms if and only if there exists a fuzzy implicator I satisfying (I8), (I12) and
(5) for all x, y ∈ [0, 1], such that for all A and B in FS(X):
σ(A,B) = inf
x∈X
I (A(x),B(x)) . (7)
Note that one of the conditions in Theorem 4.11 is that X is finite, and since we are working
with finite dimensional matrices, we are assuming that to be the case. Hence, in the preceding
theorem the infimum is actually the minimum.
Proposition 4.12. Let I : [0, 1]2 → [0, 1] be a function. The requested conditions to the function
I in Theorem 4.10 and Theorem 4.11 are equivalent.
Proof. Let I : [0, 1]2 → [0, 1] be a function that satisfies all the requirements in Theorem 4.10, i.e.,
(I1), (I8), (I12), and (5). Now, since (I1) is clear, it suffices to show that I satisfies conditions
(I2)-(I5).
(I2) Straightforward from (I1) and (I12).
(I4) Straightforward from (I8).
(I3) Straightforward from (I4) and (I12).
(I5) Straightforward from (5).
Some of the preceding dependencies can be found in [19].
The converse is immediate since every implication I satisfies (I1), and the remaining conditions
coincide.
As a consequence of the aforementioned result, one can see that both constructions are similar
in the case of β being a restricted equivalence function and σ an inclusion grade. However, a study
on the functions H and M is still required to show when they are actually equivalent. Recall that
H is a function with n2 inputs that satisfies (F1) and (F2), and M is a function with 2 inputs that
satisfies the three conditions (F1)-(F3).
By Theorem 4.10, we know that given Ψ constructed by means of a restricted equivalence
function, there exists a function I such that:
Ψ(A,B) =
n
H
i=1
j=1
(min (I(aij , bij), I(bij , aij))) (8)
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Similarly, a matrix resemblance function can also be constructed using inclusion grades, in which
case by Theorem 4.11 there exists a function I such that:
Ψ(A,B) = M
(
min
i,j
(I(aij , bij)),min
i,j
(I(bij , aij))
)
. (9)
Now, the result in Proposition 4.12 indicates that in the case functions H and M verify that for
two sequences (xi)
N
i=1, (yi)
N
i=1 ⊂ [0, 1]N the following equation holds
M(min((xi)
N
i=1),min((yi)
N
i=1)) = H((min(xi, yi))
N
i=1), (10)
then both constructions will be equivalent. In the next theorem we show an instance of such
functions H and M .
Theorem 4.13. Let H be the function minimum for n2 arguments and M the function minimum
for two arguments. Then the first construction with a restricted equivalence function, as in (8), and
the second with an inclusion grade , as in (9), are equivalent.
Proof. Since such functions H and M satisfy (10), given a matrix resemblance function as in (8)
we can obtain the same as in (9). The converse is analogous.
But there are other examples of H and M that do not satisfy (10) and hence they produce
different matrix resemblance functions for each construction:
Example 4.14. Let H be the geometric mean for N arguments, M the geometric mean for 2
arguments, (xi)
N
i=1 = (0.4)
N
i=1 and (yi)
N
i=1 = (0.7)
N
i=1. Thus,
H((min(xi, yi))
N
i=1) = H((0.4)
N
i=1) = 0.4
M(min((xi)
N
i=1),min((yi)
N
i=1)) = M(0.4, 0.7) =
√
0.28 6= 0.4
Theorem 4.13 ensures that if H and M are the minimum (with the corresponding arity) and
a matrix resemblance function is constructed in terms of a restricted equivalence function, then it
can also be constructed in terms of an inclusion grade, and viceversa.
The following two results expose that the minimum is the only idempotent function that sat-
isfies (F1)-(F3) and (10). Recall that a function F : [0, 1]N → [0, 1] is said to be idempotent if
F (x, . . . , x) = x for all x ∈ [0, 1].
Theorem 4.15. Let H : [0, 1]N → [0, 1] be a function satisfying (F1) and (F2), and let M :
[0, 1]2 → [0, 1] be a function that satisfies (F1)-(F3). Let d : [0, 1] → [0, 1] be the diagonal section
of H, i.e., d(x) = H(x, . . . , x). If H and M satisfy (10), then M(x, y) = d (min(x, y)).
Proof. Let H be a function that satisfies (F1), (F2) and M a function that satisfies (F1)-(F3), such
that (10) is satisfied. Let x0, y0 ∈ [0, 1] such that x0 ≤ y0. Then,
H((min(x0, y0))
N
i=1) = H((x0)
N
i=1) = d(x0),
M(min((x0)
N
i=1),min((y0)
N
i=1)) = M(x0, y0),
and, since H and M satisfy (10), M(x0, y0) = d(x0).
Thus, since x0 and y0 are arbitrarily taken, for every x, y ∈ [0, 1] such that x ≤ y, it holds that
M(x, y) = d(x). Hence M(x, y) = d (min(x, y)).
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Theorem 4.16. Let H : [0, 1]N → [0, 1] be an idempotent function satisfying (F1) and (F2), and
let M : [0, 1]2 → [0, 1] be a function that satisfies (F1)-(F3). Then H and M satisfy (10) if and
only if H and M are the N -ary and 2-ary minimum, respectively.
Proof. Let H be an idempotent function that satisfies (F1), (F2) and M a function that satisfies
(F1)-(F3), such that (10) is satisfied.
By Theorem 4.15, it holds that M(x, y) = d (min(x, y)), where d is the diagonal section of H.
Since H is idempotent, it holds that d(x) = H(x, . . . , x) = x. Hence M coincides with the 2-ary
minimum.
Now, by (10), for any two sequences (xi)
N
i=1, (yi)
N
i=1 ⊂ [0, 1]N , the value of H((min(xi, yi))Ni=1)
must coincide with the minimum of all the inputs {x1, . . . , xN , y1, . . . , yN}, i.e.,
H((min(xi, yi))
N
i=1) = min (x1, . . . , xN , y1, . . . , yN ) . (11)
Assume that H is not the N -ary minimum, then there exists a sequence (λi)
N
i=1 ⊂ [0, 1]N such
that H(λ1, . . . , λN ) 6= min(λ1, . . . , λN ). Thus, if we take (γi)Ni=1 ⊂ [0, 1]N such that min(λi, γi) = λi
for 1 ≤ i ≤ N we reach that
H((min(λi, γi))
N
i=1) 6= min(λ1, . . . , λN ) = min (λ1, . . . , λN , γ1, . . . , γN ) ,
which contradicts (11).
The converse implication is immediate.
5. Matrix resemblance functions and fuzzy Mathematical Morphology
Mathematical morphology is a theory for processing images based on their form and structure.
It was originally developed for binary images [20, 21], but later on it was generalized as fuzzy
mathematical morphology for grayscale images [22–25].
In this section we study the relation between the class of matrix resemblance functions and the
theory of fuzzy mathematical morphology. This theory has four main operations to transform an
image via an structuring element: dilation, erosion, opening and closing. The mentioned relation
comes from the second construction method for matrix resemblance functions, as, under certain
assumptions, inclusion grades in the sense of Sinha and Dougherty are related to the erosion operator
from fuzzy mathematical morphology.
Generally, the erosion operator ε is defined as an operator that commutes with the infimum,
i.e.,
ε(inf Y ) = inf
y∈Y
ε(y).
In particular, given X a finite universe and A,B ∈ FS(X), an expression of erosion operator with
respect to an structuring element B, ε(A,B) ∈ FS(X), is given by ε(A,B)(z) = inf
x∈X
{IL(B(x −
z),A(x))}, as in [23, 24]. In this case, the fuzzy erosion operator coincides with an inclusion grade
in the sense of Sinha and Dougherty, applied to a set translated by z, i.e., ε(A,B)(z) = σ(Bz,A).
This can be translated to the framework of matrix resemblance functions. Let k ∈ N and let
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A,B ∈M2k+1([0, 1]), if we consider the following indexation for the elements of a matrix:
(−k,−k) . . . (−k, 0) . . . (−k, k)
...
...
...
(0,−k) . . . (0,0) . . . (0, k)
...
...
...
(k,−k) . . . (k, 0) . . . (k, k)
 ,
(0, 0) refers to the central element of the matrix (or central pixel of the neighbourhood) and, thus,
we get
Ψ(A,B) = M(σ(A,B), σ(B,A)) = M(ε(B,A)((0, 0)), ε(A,B)((0, 0))),
which relates the fuzzy erosion operator with matrix resemblance functions.
6. Some properties of matrix resemblance functions
There exist some properties that are expected for comparison measures to satisfy (see [2, 3, 6]).
Bustince et al. [3] proposed a set of properties that should be met by any global comparison
measure for images. Some of these properties are straightforward from Definition 3.1. Namely,
comparison measures are normally asked for symmetry, i.e., the difference between two images
ought not to depend on the order in which they are compared. Matrix resemblance functions
satisfy this condition due to (MRF3). Another property is that a comparison measure should
yield that the images are equal if and only if they are exactly equal pixel-wise, which happens for
matrix resemblance functions because of (MRF1). This last condition is stronger than the property
reflexivity in [3]. Additionally, it is often required that the comparison measure between a binary
image (in black and white) and its complement is 0, and (MRF2) ensures that.
This subsection goes over some of these usually demanded features and studies in which cases
matrix resemblance functions fulfil them.
6.1. Invariance under permutation
As it is mentioned in [7], a permutation of the inputs can be used for modelling certain domain
transformations; such as shifts, rotations and reflections. Thus, since a function that measures the
similarity between two images ought to provide the same results when comparing images which have
been transformed by any of the aforementioned operators, we study the conditions under which a
matrix resemblance function Ψ is invariant under permutation.
We say that a matrix resemblance function Ψ is invariant under permutation if Ψ(A,B) =
Ψ(pi(A), pi(B)), for all A,B ∈Mn([0, 1]) and all permutations pi of the set of indices.
Invariance under such permutation would mean that, as far as it concerns to the result of the
comparison, it is the same to compare two images or their transformations; either their shifts, their
rotations, or their reflections.
In the case of matrix resemblance functions constructed as in the first method, we reach the
following result:
Lemma 6.1. Let n ∈ N and λ1, . . . , λn ∈ [0, 1]. There exists a function β : [0, 1]2 → [0, 1] satisfying
(REF1)-(REF3) such that for all 1 ≤ i ≤ n, there exist x, y ∈ [0, 1]2 such that β(x, y) = λi.
15
Proof. The cases of λi = 0 and λi = 1 for some i are trivial, since β(0, 1) = 0 and β(x0, x0) = 1 for
any x0 ∈ [0, 1].
Let us suppose that for all 1 ≤ i ≤ n, 0 6= λi 6= 1. Thus, we can define a function β as follows:
β(x, y) =

0, if {x, y} = {0, 1},
1, if x = y,
λ1, if {x, y} = { 1n , 1},
λ2, if {x, y} = { 2n , 1},
...
...
...
λn−1, if {x, y} = {n−1n , 1},
λn, otherwise.
Theorem 6.2. Let
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij))
be a matrix resemblance function as in (1). Then Ψ is invariant under permutation if and only if
H satisfies (F3).
Proof. Let β be a function as in (1) and let us assume Ψ is invariant under permutation, i.e.,
Ψ(A,B) = Ψ(pi(A), pi(B)), for all A,B ∈Mn([0, 1]) and all permutations pi.
Now, let us suppose there exists a permutation τ of {1, . . . , n2} such that
H(x1, . . . , xn2) 6= H(xτ(1), . . . , xτ(n2)).
By Lemma 6.1 every xi is an image of some function β. Thus, we can choose matrices A and B to
be such that
β(a11, b11) = x1,
β(a12, b12) = x2,
...
β(ann, bnn) = xn2 .
Thus, we reach the following:
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij))
=
n2
H
i=1
(x1, . . . , xn2)
6=
n2
H
i=1
(xτ(1), . . . , xτ(n2))
= Ψ(τ(A), τ(B)),
which contradicts the fact that Ψ is invariant under permutation. Hence H satisfies (F3).
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The converse implication is straightforward.
In the case of constructing Ψ with the second construction method, we obtain the next result.
Proposition 6.3. Let Ψ be a matrix resemblance function
Ψ(A,B) = M (σ(A,B), σ(B,A)) ,
as in (3). If σ satisfies (IG5), then Ψ is invariant under permutation.
Proof. Let Ψ be as in (3) and σ satisfying (IG5). Then
Ψ(A,B) = M (σ(A,B), σ(B,A)) =
(IG5)
M (σ(pi(A), pi(B)), σ(pi(B), pi(A))) = Ψ(pi(A), pi(B)),
for all A,B ∈Mn([0, 1]) and all permutations pi.
Nevertheless, the converse does not hold. For instance, let us consider the function M defined
as:
M(x, y) =
 1, if x = y = 1;0, if xy = 0;
0.5 otherwise,
and let σ be:
σ(A,B) =
 0, if ∃1 ≤ i, j ≤ n s.t. aij = 0 and bij = 1;1, if A ≤ B in Zadeh’s sense;
b11 − a11 otherwise.
Then, σ does not satisfy (IG5) and yet Ψ is invariant under permutation. Indeed, let A,B ∈
Mn([0, 1]), we have three different cases:
• The case where Ψ(A,B) = 1, which implies that A = B and therefore pi(A) = pi(B) for all pi.
Hence Ψ(A,B) = Ψ(pi(A), pi(B)).
• The case where Ψ(A,B) = 0. We can assume σ(A,B) = 0, then for all permutations pi it
holds that σ(pi(A), pi(B)) = 0 and hence
Ψ(A,B) = M (σ(A,B), σ(B,A)) = 0 = M (σ(pi(A), pi(B)), σ(pi(B), pi(A))) = Ψ(pi(A), pi(B)).
• The case where 0 < Ψ(A,B) < 1. In this situation, it holds that 0 < σ(A,B)σ(B,A) < 1,
which means that 0 < σ(pi(A), pi(B))σ(pi(B), pi(A)) < 1 and hence
Ψ(A,B) = M (σ(A,B), σ(B,A)) = 0.5 = M (σ(pi(A), pi(B)), σ(pi(B), pi(A))) = Ψ(pi(A), pi(B)).
Clearly, Ψ is invariant under any permutation but σ does not satisfy (IG5).
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6.2. Monotonicity
It is natural to ask that a comparison measure’s result decreases when comparing an image
with another that is darker and darker (or clearer). Similarly, the result should be higher when
we compare an image with another that is more akin to itself. In the case of matrix resemblance
functions, that monotonicity property is represented by (MRF4). The property Reaction to
lightening and darkening from [3] is a consequence of this property. We present here some conditions
to ensure monotonicity for each construction.
Proposition 6.4. Consider
Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij))
as in (1) with H increasing. If β satisfies (REF5), then Ψ satisfies (MRF4). Moreover, if H is
strictly increasing in (0, 1]n
2
, then the converse holds.
Proof. Let H be increasing and suppose that β satisfies (REF5), i.e., for all x, y, z ∈ [0, 1], if
x ≤ y ≤ z, then β(x, y) ≥ β(x, z) and β(y, z) ≥ β(x, z).
Consider A,B,C ∈ Mn([0, 1]) such that A ≤ B ≤ C. Since aij ≤ bij ≤ cij for all i, j, then
β(aij , cij) ≤ β(aij , bij) and since H is increasing,
Ψ(A,C) =
n
H
i=1
j=1
(β(aij , cij)) ≤
n
H
i=1
j=1
(β(aij , bij)) = Ψ(A,B).
Similarly, it holds that β(aij , cij) ≤ β(bij , cij) and thus,
Ψ(A,C) =
n
H
i=1
j=1
(β(aij , cij)) ≤
n
H
i=1
j=1
(β(bij , cij)) = Ψ(B,C).
Now, for H strictly increasing and Ψ satisfying (MRF4), suppose that there exist x ≤ y ≤ z
such that β(x, y) < β(x, z) or β(y, z) < β(x, z).
Thus, consider the constant matrix A with x in all its entries, B with y in all its entries and C
with z in all its entries. Clearly A ≤ B ≤ C, but
Ψ(A,C) =
n
H
i=1
j=1
(β(x, z)) >
n
H
i=1
j=1
(β(x, y)) = Ψ(A,B),
or
Ψ(A,C) =
n
H
i=1
j=1
(β(x, z)) >
n
H
i=1
j=1
(β(y, z)) = Ψ(B,C),
which contradicts (MRF4). Hence β satisfies (REF5).
In particular, Ψ satisfies the monotonicity condition when we consider H to be an aggregation
function that fulfills (F1), (F2) and we take β a restricted equivalence function.
The following result regards to the second construction method.
Theorem 6.5. Let Ψ be such that
Ψ(A,B) = M (σ(A,B), σ(B,A)) ,
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as in (3), with M increasing. If σ satisfies, for all A,B,C ∈Mn([0, 1]) such that A ≤ B ≤ C, the
following conditions:
(a) σ(C,A) ≤ σ(C,B), and
(b) σ(C,A) ≤ σ(B,A);
then Ψ satisfies (MRF4). Besides, if M(1, x) = x, the converse also holds.
Proof. Consider A,B,C ∈Mn([0, 1]) such that A ≤ B ≤ C. Thus, since M is increasing,
Ψ(A,C) = M (σ(A,C), σ(C,A)) =
(IG1)
M (1, σ(C,A))
≤
(b)
M (1, σ(B,A)) =
(IG1)
M (σ(A,B), σ(B,A)) = Ψ(A,B),
and
Ψ(A,C) = M (σ(A,C), σ(C,A)) =
(IG1)
M (1, σ(C,A))
≤
(a)
M (1, σ(C,B)) =
(IG1)
M (σ(B,C), σ(C,B)) = Ψ(B,C).
Now, suppose that Ψ satisfies (MRF4) and M(1, x) = x. Let A,B,C ∈ Mn([0, 1]) such that
A ≤ B ≤ C. Then
σ(C,A) = M (1, σ(C,A)) =
(IG1)
M (σ(A,C), σ(C,A)) = Ψ(A,C)
≤
(MRF4)
Ψ(B,C) = M (σ(B,C), σ(C,B)) =
(IG1)
M (1, σ(C,B)) = σ(C,B),
and
σ(C,A) = M (1, σ(C,A)) =
(IG1)
M (σ(A,C), σ(C,A)) = Ψ(A,C)
≤
(MRF4)
Ψ(A,B) = M (σ(A,B), σ(B,A)) =
(IG1)
M (1, σ(B,A)) = σ(B,A).
Remark 6.6. If in the construction of Ψ as in Theorem 4.7 we consider M to be a t-norm, we can
assure that Ψ satisfies (MRF4) if and only if σ satisfies (a) and (b).
Corollary 6.7. Let Ψ be as in (3) with M increasing. If σ satisfies (IG3) and (IG4), then Ψ
satisfies (MRF4).
Proof. If σ satisfies (IG3) and (IG4), then it satisfies (a) and (b) and we are under the conditions
of Theorem 6.5.
6.3. Comparing the complements: Ψ(A,B) = Ψ(Ac, Bc)
Some comparison measures between two images are required to produce the same result when
applied to their c-complements (see Property 4 in [3]). In the case of matrix resemblance functions,
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this translates into studying under what conditions we get the following equality:
Ψ(A,B) = Ψ(Ac, Bc),
where c is a strong negation and Ac and Bc denote the matrices (c(aij))
n
i,j=1 and (c(bij))
n
i,j=1
respectively.
Proposition 6.8. Let Ψ be a matrix resemblance function as in (1) and β satisfy the additional
property (REF4). Then it holds that Ψ(A,B) = Ψ(Ac, Bc).
Proof.
Ψ(Ac, Bc) =
n
H
i=1
j=1
(β(c(aij), c(bij))) =
(REF4)
n
H
i=1
j=1
(β(aij , bij)) = Ψ(A,B).
The converse of the preceding result does not hold in general. Consider, for instance,
β(x, y) =

1, if x = y;
0, if {x, y} = {0, 1};
0.4, if {x, y} = {0.2, 0.3};
0.6 otherwise,
(12)
which satisfies (REF1)-(REF3), and
H(x1, . . . , xN ) =
 1, if xi = 1 for all 1 ≤ i ≤ N ;0, if ∃i s.t. xi = 0;
0.5 otherwise,
(13)
which satisfies (F1) and (F2). Therefore, by Theorem 4.4, Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) is a matrix
resemblance function.
Moreover, let us show that Ψ satisfies Ψ(A,B) = Ψ(Ac, Bc) for all A,B ∈ Mn([0, 1]). Indeed,
let A,B ∈Mn([0, 1]). Firstly, it holds that
Ψ(A,B) = 0⇐⇒ there exist i, j such that {aij , bij} = {0, 1}
⇐⇒ there exist i, j such that {c(aij), c(bij)} = {0, 1}
⇐⇒ Ψ(Ac, Bc) = 0.
(14)
Secondly, it holds that
Ψ(A,B) = 1⇐⇒ A = B ⇐⇒ Ac = Bc ⇐⇒ Ψ(Ac, Bc) = 1. (15)
Now, due to the definition of function H, there are only three different cases:
• Ψ(A,B) = 0: By (14), it holds that Ψ(A,B) = Ψ(Ac, Bc) = 0 for all A,B ∈Mn([0, 1]).
• Ψ(A,B) = 1: By (15), it holds that Ψ(A,B) = Ψ(Ac, Bc) = 1 for all A,B ∈Mn([0, 1]).
• Ψ(A,B) = 0.5: Since (14) and (15) cover all the situations in which Ψ(Ac, Bc) = 0 and
Ψ(Ac, Bc) = 1, the only possibility is Ψ(Ac, Bc) = 0.5.
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Consider now the usual negation cz(x) = 1 − x and the constant matrices A = (0.2)ni,j=1 and
B = (0.3)ni,j=1. Thus, Acz = (0.8)
n
i,j=1 and Bcz = (0.7)
n
i,j=1.
In this manner,
β(aij , bij) = β(0.2, 0.3) = 0.4 6= 0.6 = β(0.8, 0.7) = β(cz(aij), cz(bij)).
In the case of constructing Ψ as in Theorem 4.7, we obtain the following result.
Proposition 6.9. Let Ψ be a matrix resemblance function as in (3) and σ satisfy (IG6). Then it
holds that Ψ(A,B) = Ψ(Ac, Bc).
Proof.
Ψ(Ac, Bc) = M(σ(Ac, Bc), σ(Bc, Ac)) =
(IG6)
M(σ(B,A), σ(A,B)) = Ψ(B,A) = Ψ(A,B).
The converse of Proposition 6.9 does not hold. Indeed, we can consider M to be the function
in (13) for N = 2 and
σ(A,B) = inf
i,j
{min(1, 1− a2ij + b2ij)}, (16)
which satisfies (IG1) and (IG2). By Theorem 4.7, Ψ(A,B) = M(σ(A,B), σ(B,A)) is a matrix
resemblance function.
Note that, as in the preceding counterexample, Ψ satisfies Ψ(A,B) = Ψ(Ac, Bc) for all A,B ∈
Mn([0, 1]) since the aforementioned three possible cases coincide.
Now, if we consider the matrices
A =
0.3 1 11 1 1
1 1 1
 and B =
0.2 1 11 1 1
1 1 1
 ,
then
σ(A,B) = 0.95 6= 0.85 = σ(Bc, Ac).
6.4. Shift invariance
This property, that we have called shift invariance, is related to constant enlightening and
darkening of an image. It is sometimes required that a comparison measure gives the same result
whenever we compare two images and the same two images constantly enlightened or darkened in
the same amount, i.e., adding the same positive or negative amount to each pixel without exceeding
the allowed range. This is equivalent to examining when
Ψ(A+ λJn, B + λJn) = Ψ(A,B)
holds, where Jn is the n×n constant matrix with 1 in every entry and provided aij+λ, bij+λ ∈ [0, 1]
for 1 ≤ i, j ≤ n, i.e., for all λ ∈ [0, 1−max(aij , bij)].
In the case of the first construction we attain the next result after a simple computation.
Proposition 6.10. Let Ψ be a matrix resemblance function as in (1) and β satisfy β(x + λ, y +
λ) = β(x, y) for all λ ∈ [0, 1 − max(aij , bij)]. Then, Ψ(A + λJn, B + λJn) = Ψ(A,B) for all
A,B ∈Mn([0, 1]) and for all λ ∈ [0, 1−max(aij , bij)].
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Nevertheless, the converse does not hold. For example, consider β as in (12) and H as in (13).
Thus, Ψ is a matrix resemblance function and let us show that Ψ(A+λJn, B+λJn) = Ψ(A,B) for
all A,B ∈ Mn([0, 1]) and for all λ ∈ [0, 1 −max(aij , bij)]. Let A,B ∈ Mn([0, 1]). Firstly, it holds
that
Ψ(A,B) = 0⇐⇒ Ψ(A+ λJn, B + λJn) = 0 for all λ ∈ [0, 1−max(aij , bij)] (17)
Indeed, if Ψ(A,B) = 0, then there exist i, j such that {aij , bij} = {0, 1}. Therefore max(aij , bij) =
1 and hence λ = 0, which implies Ψ(A+ λJn, B + λJn) = 0.
On the other hand, if Ψ(A+ λJn, B + λJn) = 0, then there exist i, j such that {aij + λ, bij + λ} =
{0, 1}. Therefore λ = 0. This means that Ψ(A,B) = 0 if and only if Ψ(A+ λJn, B + λJn) = 0.
Secondly, for all λ ∈ [0, 1−max(aij , bij)], it holds that
Ψ(A,B) = 1⇐⇒ A = B ⇐⇒ A+ λJn = B + λJn ⇐⇒ Ψ(A+ λJn, B + λJn) = 1. (18)
Now, due to the definition of function H, there are only three different cases:
• Ψ(A,B) = 0: By (17), Ψ(A+ λJn, B + λJn) = Ψ(A,B) = 0 for all λ ∈ [0, 1−max(aij , bij)].
• Ψ(A,B) = 1: By (18), Ψ(A+ λJn, B + λJn) = Ψ(A,B) = 1 for all λ ∈ [0, 1−max(aij , bij)].
• Ψ(A,B) = 0.5: Since (17) and (18) cover all the situations in which Ψ(A+λJn, B+λJn) = 0
and Ψ(A+ λJn, B + λJn) = 1, it holds that Ψ(Ac, Bc) = 0.5 for all λ ∈ [0, 1−max(aij , bij)].
Now, if we consider the matrices A = (0.2)ni,j=1 and B = (0.3)
n
i,j=1 and λ = 0.1, we get
β(aij , bij) = β(0.2, 0.3) = 0.4 6= 0.6 = β(0.3, 0.4) = β(aij + λ, bij + λ).
Similarly, if we construct Ψ in the manner of Theorem 4.7, we obtain the following.
Proposition 6.11. Let Ψ be a matrix resemblance function as in (3). If σ(A + λJn, B + λJn) =
σ(A,B) for all λ ∈ [0, 1 −max(aij , bij)], then Ψ(A,B) = Ψ(A + λJn, B + λJn) for all λ ∈ [0, 1 −
max(aij , bij)].
Once again, the converse implication does not hold. If we consider M as the function in (13)
for N = 2, which also satisfies (F3), σ as in (16), it holds that Ψ is a matrix resemblance function
that is shift invariant, as in the preceding counterexample.
Now, consider λ = 0.2, and the constant matrices A = (0.6)ni,j=1 and B = (0.3)
n
i,j=1. Thus,
σ(A,B) = inf
i,j
{min(1, 1− 0.62 + 0.32)} = 1− 0.62 + 0.32 = 0.73
σ(A+ λJn, B + λJn) = inf
i,j
{min(1, 1− (0.6 + 0.2)2 + (0.3 + 0.2)2)} = 1− 0.82 + 0.52 = 0.61.
6.5. Homogeneity and migrativity
Homogeneity and migrativity are two properties related to how a perturbation in both or one of
the images, respectively, affects on the result. A function is said to be homogeneous of order k > 0
if when each argument is multiplied by a factor λ > 0, then the result is multiplied by λk. In the
context of image comparison, multiplying an image by a factor equates to enlightening or darkening
the image proportionally and the fact that matrix resemblance functions were homogeneous would
mean that
Ψ(λA, λA) = λkΨ(A,A) = λk,
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but by (MRF1), Ψ(λA, λA) = 1, hence matrix resemblance functions are not homogeneous opera-
tors.
As for migrativity, the property of α-migrativity for a class of binary functions was introduced
in [26] and it was studied for aggregation operators in [27]. Given α ∈ (0, 1), a function F : [0, 1]2 →
[0, 1] is said to be α-migrative if F (αx, y) = F (x, αy) for all α ≥ 0 such that (αx, αy) ∈ [0, 1]2. In the
case of matrix resemblance functions, a MRF Ψ is said to be α-migrative if Ψ(αA,B) = Ψ(A,αB)
for some α ≥ 0 such that αA, αB ∈ Mn([0, 1]). However, matrix resemblance functions do not
satisfy this property due to (MRF2). Indeed, consider A and B such that there exist i, j such that
aij = 0 and bij = 1. Thus, Ψ(αA,B) = 0 and Ψ(A,αB) need not be equal to 0. Therefore matrix
resemblance functions are not migrative operators.
6.6. Additivity
Some similarity measures fulfill a property known as additivity (see [28]). In general, a com-
parison measure between two fuzzy sets m : FS(X)2 → R is said to be additive if there exists a
function h : [0, 1]2 → R so that m can be decomposed in the following way:
m(A,B) =
∑
x∈X
h(A(x), B(x)).
In that case h is said to be the additive generator of m.
However, matrix resemblance functions are not additive. Indeed, if they were, there would exist
a function h such that
Ψ(A,B) =
n∑
i,j=1
h(aij , bij). (19)
Now, consider A to be the 3× 3 constant matrix with the value 0.8 in all its entries and set B = A.
Thus, 1 = Ψ(A,B) =
∑3
i,j=1 h(0.8, 0.8) and hence h(0.8, 0.8) =
1
9 . But if we modify the
values a11 and b11 to be 1 and 0 respectively, then 0 = Ψ(A,B) =
∑n
i,j=1 h(aij , bij) and therefore
h(0.8, 0.8) = 0, a contradiction.
7. Special cases of functions H and M
In this section we study some special cases of the functions H in the first construction and
M in the second. Recall that H is a function with n2 inputs and M is a function with 2 inputs.
Additionally, for the first construction H is not required to satisfy condition (F3), although, as
seen in Section 6.1, it is convenient for a proper comparison measure as it ensures invariance under
permutation.
7.1. H and M aggregation functions
The first two conditions of n-ary aggregation functions (see Definition 2.9) are trivially satisfied
by any function that verifies (F1) and (F2), since the latter are more restrictive.
The third condition of aggregation functions is the one about monotonicity. Aggregation func-
tions are increasing with respect to each component and functions H and M do not need to be.
Nevertheless, in Section 6.2 we show that if H and M satisfy an additional monotonicity condition,
i.e., H and M are increasing, we are under the conditions to apply Proposition 6.4 and Theorem 6.5,
respectively. Therefore, in the cases H and M are aggregation functions, by the mentioned results,
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we know in which cases we have monotone matrix resemblance functions, which is an important
property for an image comparison measure.
Moreover, in both constructions these functions are intended to aggregate the values resulting of
applying the function β, in the first case, and the function σ, in the second. Hence, it seems natural
to use an aggregation function for that purpose. However, increasingness is not strictly required,
as in some situations it might be better to use some functions H and M that are not monotone.
7.2. H and M n-dimensional overlap functions
Overlap functions are a particular instance of aggregation functions that are symmetric and
continuous. They were first introduced as bivariate functions in [29], and were later generalized to
the n-dimensional setting in [30].
Since overlap functions verify (F1)-(F3) conditions, as well as a monotonicity and a continuity
condition, they belong to an adequate family of functions that can be used as H and M in both
constructions of matrix resemblance functions; as a n2-ary function in the first case and a bivariate
one in the second. Let us start with the definition of n-dimensional overlap functions.
Definition 7.1. A function G : [0, 1]n → [0, 1] is said to be a n-dimensional overlap function if it
satisfies (F1)-(F3) and:
(i) G is increasing with respect to each component,
(ii) G is a continuous function.
Example 7.2. The minimum, the product and the geometric mean are examples of n-dimensional
overlap functions.
Overlap functions satisfy an increasingness condition, which is important for the image compar-
ison property studied in Section 6.2. Moreover, overlap functions are continuous and hence, their
use in the construction of matrix resemblance functions can lead to obtaining continuous matrix
resemblance functions. Continuity can be considered a desirable property for comparison measures
as it ensures a certain degree of robustness, i.e., comparing two images and the same images having
been slightly altered produce similar results due to the continuity of the comparison operator.
Let us further study the cases in which a matrix resemblance function Ψ is continuous. In the
case of the first construction with H an overlap function, if β is continuous then so is Ψ, as it can
be seen of a composition of continuous functions.
However, the converse does not hold. Indeed, let the function H : [0, 1]N → [0, 1] be defined as:
H(x1, . . . , xN ) = max
(
min(x1, . . . , xN , 0.2),
0.56 min(x1, . . . , xN )− 0.07
0.49
)
, (20)
which is an overlap function, and let β : [0, 1]2 → [0, 1] be:
β(x, y) =
{
0.2, if {x, y} = {0.15, 0.9},
1− |x− y|, otherwise. (21)
Thus, one easily verifies that β is not continuous and yet the matrix resemblance function con-
structed as Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) is continuous. This is due to the fact that β has the discon-
tinuity in the area where H is constant (see Figure 3 for a graphical representation of H in the two
dimensional case).
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Figure 3: Graphical representation of the function H in (20) for N = 2.
However, if H is an idempotent overlap function, we can characterize the continuity of Ψ in
terms of the continuity of β:
Theorem 7.3. Let Ψ be a matrix resemblance function as in (1) with H an idempotent overlap
function. Then Ψ is continuous if and only if β is continuous.
Proof. Let H be an idempotent n2-dimensional overlap function and Ψ(A,B) =
n
H
i=1
j=1
(β(aij , bij)) a
continuous matrix resemblance function and let us assume that β is not continuous.
Recall that a real function f of N arguments is continuous if for any sequence (xij)
N
i=1 such that
limj→∞ xij = yi, then limj→∞ f(x1j , . . . , xNj) = f(y1, . . . , yN ).
Thus, since β is not continuous there exists a sequence (xk, yk) such that limk→∞(xk, yk) = (x, y)
for some x, y ∈ [0, 1], but limk→∞ β(xk, yk) 6= β(x, y).
Now, consider Ak and Bk the constant matrices with xk and yk in all their entries, respectively.
Thus, limk→∞(Ak, Bk) = (A,B), where A is the constant matrix with x in all its entries and B is
the constant y matrix.
Since Ψ is continuous, it holds that limk→∞Ψ(Ak, Bk) = Ψ(A,B). But since H is idempotent,
it holds that
Ψ(Ak, Bk) =
n
H
i=1
j=1
(β(xk, yk)) = β(xk, yk), and
Ψ(A,B) =
n
H
i=1
j=1
(β(x, y)) = β(x, y).
Which contradicts the fact that limk→∞ β(xk, yk) 6= β(x, y). Therefore β is continuous.
The converse implication is immediate, since Ψ is the composition of continuous functions.
8. Image comparison algorithm
In this section we present a method to measure the difference, or similarity, between two
grayscale images. The following algorithm is underpinned by the concept of matrix resemblance
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functions as a method to compare neighbourhoods of pixels. The reason for a neighbourhood-based
comparison as an alternative of proceeding pixel-wise is that we wish to take into account the visual
impact that an alteration has in its proximity (see [2]).
One of the main contributions of this paper is that instead of obtaining a number for a result,
we get another image, that we will call comparison image and will allow us to set similarity regions,
which means that not only will we get a global idea of how similar the images are, but also we will
be able to extract areas in the images where they are equally similar or equally different.
The final step of the algorithm is to cluster the comparison image in a variable number of
similarity regions, depending on our purpose. For that we use a variation of the k-means algorithm
[31, 32]. The k-means algorithm is a well-known clustering algorithm that divides a set of data
into k groups, being k fixed beforehand. The first step is to set k centroids, one for each group,
and then classify each datum in the class of the closest centroid. The next step is to recalculate
the centroids as the arithmetic mean of the data that belong to each group, then it proceeds to
redistribute all the data according to the closeness to the new centroids. The process continues
until the groups remain unchanged for two consecutive iterations. When using this algorithm for
image segmentation, it is usual that the closeness of the pixels to each centroid is computed based
on the intensity of each pixel, but the variation of the algorithm that we use also takes into account
their spatial distribution.
Our comparison algorithm takes two images of the same size and returns two other images, the
comparison image and the clustered image by the k-means algorithm. Then, for each pixel of the
first input image and the corresponding one in the second, it considers their neighbourhood and
compares them using a matrix resemblance function, then sets the number resulting from that local
comparison to the pixel from the comparison image in the position that is being considered. Once
the loop is finished, the user must decide the number of clusters for the algorithm to apply the
clustering technique to the comparison image and get the one divided in similarity regions.
Algorithm 1 Image comparison measure algorithm
Input: Two images (of the same size) to compare: A and B
Output: C the comparison image and SC the image clustered in similarity regions
1: for each pixel in A do
2: Consider its neighbourhood in A and the corresponding neighbourhood in B
3: Compare both neighbourhoods using a matrix resemblance function
4: Define in C a pixel in that position and whose value is the result of the comparison
5: end for
6: Show the comparison image C
7: Ask for the number k of clusters needed
8: Perform the spatial k-means clustering algorithm with k clusters and save it in SC
Once we have the comparison image C and the clustered image SC, we are able to visually
inspect which areas are more similar and which more different. Since matrix resemblance functions
give results closer to 1 when matrices are similar, the regions that are more akin will appear clearer
in the comparison image and the more different regions will be darker.
Furthermore, in the clustered image SC, for each cluster we can compute the arithmetic mean
of the values from C that are in that cluster and get a number that expresses a similarity measure
in each region. In this way the image is divided in zones and we provide a local similarity measure.
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9. Illustrative examples
In this section we present some examples that illustrate the algorithm proposed in Section 8.
These examples show the advantages of considering a new image rather than a number as the
result of a comparison measure. In this way it is possible to extract location information, such as
where both images are more different and how different they are in that area. Besides, a number
can lead us to confusion when using it as a measure to compare two images; if we obtain a number
that is close to 1 we might think that both images are nearly identical, nevertheless, as we will
see in the following examples, this is not always the case. The choice of the parameter k in the
final part of the algorithm is made according to the nature of each example to better illustrate the
different regions of similarity.
For the examples we have considered the matrix resemblance function of Example 4.8, which
can be obtained using either construction method given in this paper, and the images that we use
can be found in http://decsai.ugr.es/cvg/index2.php.
9.1. Example 1
In the first example, Figure 4, we compare an image with another which is the result of enlight-
ening and darkening the division in three areas of the first (see Figure 4.a and 4.b). The result of
applying Algorithm 1 are the images in Figure 4.c (the comparison image) and in Figure 4.d (the
result of applying the k-means clustering algorithm to the comparison image).
a b c d
Figure 4: a: Original picture, b: Locally enlightened and darkened picture, c: Comparison image and d: Result of
the k-means clustering algorithm with k = 3.
In the comparison image we can see the regions where the images are more similar (the lighter
regions) and the ones where the images are more different (the darker ones). In this case, the fact
that the bottom part of Figure 4.c is the brightest denotes that it is the region where Figures 4.a
and 4.b are the most similar. Similarly, the fact that the top left part of Figure 4.c is the darkest
denotes that Figures 4.a and 4.b are the least similar on the top left part. Furthermore, if we
computed the arithmetic mean of the pixels of the comparison image we would get a global image
comparison measure, i.e., the result of the comparison would be a number. However, that number
in the case of Figure 4 would be 0.7737 and this number does not provide too much information.
Using the whole comparison image as a result, we are able to distinguish the zones where both
pictures are more similar and computing the arithmetic mean to each of the three regions obtained
by the k-means algorithm we obtain a local measure for each region of similarity (see Figure 5).
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Figure 5: Comparison measure of each similarity region.
9.2. Example 2
Another possibility is to compare an image with another in which noise has been added. For
the next example we use the image in Figure 6.a and we compare it to Figure 6.b, a new image in
which we have added different intensities of Gaussian noise to different areas.
In this case, it is difficult to accurately tell, in plain sight, the regions where each intensity of
Gaussian noise has been applied. However, the comparison image that results from the Algorithm
shows that images Figure 6.a and Figure 6.b are more similar in the centre.
a b c d
Figure 6: a: Original picture, b: Picture with 2 different Gaussian noises (σ = 0.1 and σ = 0.01 ), c: Comparison
image and d: Result of the k-means clustering algorithm with k = 2.
The mean pixel intensity of the comparison image is 0.604 and if we compute as before the
arithmetic mean of each similarity region given by the k-means segmentation, we reach the results
that appear in Figure 7.
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Figure 7: Comparison measure of each similarity region.
The difference between the average of the values in each region indicates that the k-means
algorithm segments the comparison image to obtain well defined similarity regions, areas where the
images we compare are equally similar or dissimilar.
10. Three possible applications
In this section we expose some possible applications for the previously presented MRF-based
algorithm. Besides the application as an image comparison measure as such, this method has
also potential applications in such fields as pattern matching, vision information retrieval, tamper
and damaged areas detection for image reconstruction algorithms, defect detection in industrial
processes, video motion detection and object tracking, etc. In this section we present some examples
for the last three.
10.1. Tamper and damaged areas detection
One possible application of the proposed comparison method is tamper detection [5, 33]. In
Figure 8 we show an example, similar to the ones given in [33], of a tampered image with image
synthesis attacks. As it appears in Figure 8.d, the algorithm successfully locates the tampered
areas.
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a b c d
Figure 8: a: Original images, b: Tampered images, c: Comparison images and d: Results of the k-means clustering
algorithm with k = 2.
Additionally, this algorithm could be used for image reconstruction techniques as it successfully
locates the damaged areas. The next example (Figure 9) is similar to the one that can be found in
[34], it consists of an image and a damaged version of it.
a b c d
Figure 9: a: Original image. b: Damaged image. c: Comparison images. d: Results of the k-means clustering
algorithm with k = 3.
10.2. Defect detection in industrial processes
The aim of this section is to present some examples of the performance of our method for defect
detection in PCBs, showing the applicability of our algorithm in this field.
Visual inspection systems play a crucial role in manufacturing processes, as they benefit in the
goal of having a 100% rate of defect-free products. In this section we focus on the case of defect
detection in the assembly of printed circuit boards (PCB). PCBs are a basic component in any
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electronic device and therefore it is important that they do not have any defects to ensure the
proper performance of the device in question. Defects in PCBs are sorted in two types, functionals
and cosmetic [35]. There are several proposals of automatic optical inspection systems to detect
either kind of defects in the manufacturing production of PCBs [36, 37].
The use of our algorithm based on matrix resemblance functions as a PCB inspection algorithm
would be categorised as a referential approach [4], as it would be a model-based technique.
In Figure 10 one can see an example, as the one in [37], of defect detection and location using
Algorithm 1 to compare a well assembled PCB image with a defective one.
a b c d
Figure 10: a: Image of good PCB patterns, b: Image of defected PCB patterns, c: Comparison image and d: Results
of the k-means clustering algorithm with k = 2.
The defects that appear in Figure 10.b are detected and located by our algorithm (Figure 10.d).
10.3. Video motion detection and object tracking
The image comparison method presented in this work could also be used for videos, specifically
for motion detection or object tracking, i.e., locating an object that is moving in a video.
In this subsection, we show how the comparison algorithm with matrix resemblance functions
could be applied to object tracking in a video. The idea is to use the algorithm to compare two
videos instead of two images; a video in which an object moves and another in which either the
object does not appear or it is still.
The first step to carry a comparison between two videos, that have exactly the same duration, is
to extract their frames. Thus, we have a series of images and the amount of pixels to manage is the
result of adding all the pixels from each frame. In this case, we consider that the neighbourhood
of a pixel (i, j, k), i.e., the pixel in the row i, column j of the frame k, is formed by the adjacent
pixels in the same frame k, the corresponding ones in the previous frame k − 1 and those from the
following frame k + 1. So, a neighbourhood of a pixel in a video can be seen as a 3-D matrix and
two neighbourhoods can be compared using matrix resemblance functions as before. In Figure 11
we show a representation of an instance of a neighbourhood of a pixel in a video. Note that, since
the definition of matrix resemblance function can be straightforwardly generalized to the case of 3
dimensional matrices, the same algorithm can be used.
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Figure 11: 3× 3× 3 neighbourhood of a pixel in a video. The blue square represents the pixel.
Let us now present an example of the usage of matrix resemblance functions to detect a person
who is crossing a street. We use a video from a human motion database2 that is described in [38].
In order to reproduce a video in which the street is empty, we build a new one consisting in a copy
of a frame in which the street is empty from the original video.
The video of the following example is a conversion to grayscale of a movie-clip from the 2002
film About a boy directed by Paul and Chris Weitz. In Figure 12 a glimpse of the results are shown.
It is apparent that a extraction of the object in motion, the pedestrian in this case, is achieved and
that it is reasonably determined by the k-means algorithm.
Frame 49 Frame 50 Frame 51 Frame 52
Figure 12: First row: Grayscale conversion of the original frames from the clip. Second row: Results of comparing
the clips. Third row: Results of the k-means algorithm for k = 2.
11. Conclusions
In this paper a method for comparing images is presented which not only considers the infor-
mation provided by each pixel, but also the impact that the surrounding of each pixel has in the
comparison. For that purpose, the concept of matrix resemblance function is introduced and two
2 http://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/
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construction methods are presented. Furthermore, since the result of the comparison is a new im-
age, we are able to identify areas in which both images are equally similar and equally dissimilar.
Due to this fact, the comparison method presented in this paper is versatile when it comes to pos-
sible applications. We have seen that the method could yield good results when applied to tamper
detection, location of defect detection in manufacturing processes and video motion detection and
object tracking.
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