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We study the dynamics of a spatially structured model of worldwide epidemics and formulate
predictions for arrival times of the disease at any city in the network. The model is comprised of
a system of ordinary differential equations describing a meta-population SIR compartmental model
defined on a network where each node represents a city and edges represent flight paths connecting
cities. Making use of the linear determinacy of the system, we consider spreading speeds and arrival
times in the system linearized about the unstable disease free state and compare these to arrival
times in the nonlinear system. Two predictions are presented. The first is based upon expansion
of the heat kernel for the linearized system. The second assumes that the dominant transmission
pathway between any two cities can be approximated by a one dimensional lattice or homogeneous
tree and gives a uniform prediction for arrival times independent of specific network features. We
test these predictions on a real network describing worldwide airline traffic.
Modern transportation networks allow for the
rapid global spread of disease. A fundamental
property of interest are arrival times. Given a
disease that originates in a particular city or lo-
cation, how long does it take for that disease to
arise in some other city? In this paper, we de-
velop methods to estimate arrival times based
upon the linear determinacy of the system and
the theory of traveling fronts.
I. INTRODUCTION
Mathematical modeling of infectious diseases often in-
volves compartmental models where the total population
is divided into groups pertaining to a certain state, i.e
susceptible, infected, recovered, etc.. These populations
interact and their evolution is described by a system of
differential equations, see [9, 20]. These models can be
extended to include spatial structure which often leads to
partial differential equation analogs of the local models.
Traditional analysis of the spatial spread of disease has
involved the study of traveling fronts; see [5, 17]. Osten-
sibly, the prevalence of long range connections between
cities via airline travel would render this approach inef-
fective. On the contrary, we demonstrate in this article
that when the rate of diffusion is small relative to the
reaction rates then the dynamics are still dominated by
the formation of traveling fronts only with a different no-
tion of distance between cities to accommodate the long
range connections; see [3, 19].
The model considered here is an SIR (susceptible-
infected-recovered) meta-population model; see [24].
This model has been employed to great effect to simu-
late worldwide epidemics; see for example [6, 7, 12, 18].
In this model, the world is described by a graph whose
nodes correspond to cities and whose edges correspond to
flights paths connecting cities. With local reaction terms
describing the disease dynamics at each node and diffu-
sive transport between nodes, the model is a reaction-
diffusion equation on a network. The study of dynamical
systems on networks is a burgeoning field and we refer
the reader to [1, 21–23] and the references therein.
Our goal in this article is to estimate arrival times of an
epidemic spreading through a worldwide airline network.
We make use of the linear determinacy of the system;
see [5, 17], and apply some tools from linear spreading
theory; see [25], to formulate estimates for the system lin-
earized about the unstable disease free state. We com-
pare these predictions to observed arrival times in the
nonlinear system determined from numerical simulations
of the disease spread.
Our methods are most applicable in the case when the
rate of diffusion is small compared to the rate of reaction.
In this limit, we are able to obtain explicit predictions for
the arrival time of an epidemic in any city as a function
of system parameters that is shown to match well with
arrival times observed in numerical simulations. Recall
that the SIR model under consideration here is nonlinear
and high dimensional and it may be surprising that it is
possible to explicitly represent such a fundamental char-
acteristic as arrival times. This is less surprising when the
process is viewed through the lens of front propagation
into unstable states, where it is often the case that the
spreading speeds for the nonlinear system are the same as
those in the system linearized about the unstable state.
To summarize, we provide two predictions for arrival
times. Both predictions are obtained from the linearized
system near the unstable state. Representing the solu-
tion of the linear system using the heat kernel of the
graph Laplacian, we expand the heat kernel and com-
pute estimated arrival times. The second approach is to
approximate the pathway connecting any two cities by
a one dimensional lattice or homogeneous tree and then
compute the linear spreading speed of solutions propagat-
ing along that corridor. The heat kernel (HK) approach
is more accurate as a method of estimation, but requires
knowledge of the weights present in the adjacency ma-
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2trix. We show that as the diffusion parameter tends to
zero, the two estimates agree at first and second order.
Previous authors have also considered disease prop-
agation in complex networks through the perspective of
traveling fronts; see for example [2, 14, 18]. Our approach
is partially motivated by recent work on invasion fronts
for the Fisher-KPP equation in random networks; see
[15]. Previous studies related to estimation of epidemic
arrival times include [3, 10, 11, 19]. These estimates are
primarily based upon probabilistic considerations and are
related, but distinct, from the methods developed here.
The paper is organized as follows. In section II, we
review the meta-population SIR model and worldwide
airline network that will be the primary object of study.
In section III, we develop two methods to predict arrival
times. In section IV, we apply our methods to estimate
arrival times in numerical simulations of the model. Fi-
nally, we conclude in V with a discussion.
II. META-POPULATION SIR MODEL
We study the following meta-population susceptible-
infected-reduced (SIR) model described in [3]:
∂tsn = −αsnjn + γ
∑
m6=n
Pnm(sm − sn)
∂tjn = αsnjn − βjn + γ
∑
m 6=n
Pnm(jm − jn)
∂trn = βjn + γ
∑
m 6=n
Pnm(rm − rn). (1)
Here sn, jn and rn are the normalized susceptible, in-
fected and recovered populations of city n, respectively.
The parameter α describes the rate of infection and β
is the mean recovery rate of individuals. The parameter
γ is the average mobility rate, meaning the percentage
of the population of the system traveling at any given
time. These parameters govern the spread of the disease.
Expressing the dependent variables in vector notation,
we see that the disease free state (s, j, r) = (1,0,0) is an
equilibrium solution and is unstable so long as α > β. As
such, if the disease free state is perturbed due to the in-
troduction of some infected population at one node then
the infected population will grow in number and spread
into the surrounding network.
Mathematically, (1) constitutes a system of reaction-
diffusion equations on a graph G = (V,E). The nodes
correspond to cities and edges represent the presence of
air traffic connecting the two cities. The matrix P is
a weighted adjacency matrix with 0 ≤ Pnm ≤ 1. It
is row stochastic, with each Pnm corresponding to the
probability of a random walker at node n moving to node
m. Due to the row stochasticity of P, observe that total
population at each city is preserved and we may recover
rn using rn = 1− sn − jn.
Since we are interested in epidemics spreading via an
airline transportation network, we work with the World
Airline Network (WAN) provided by [13]. This network
is generated from flights scheduled on approximately 800
airlines for the period November 1, 2000, to October 31,
2001. These flights include both commercial, cargo and
smaller air taxi traffic. While the data is now 16 years
old, it can still be considered reflective of the current
WAN. Note that cities are considered as opposed to air-
ports and therefore airports such as O’Hare and Midway
are grouped together and considered as the single city
Chicago.
The WAN consists of 3618 cities (nodes). There are
14,142 connections (edges). The diameter of the graph
is 17, representing the seventeen total flights required to
transport from Royal Air Force Brize Norton in Oxford-
shire, England, to Wasu, Papua New Guinea. Properties
of this network are studied in [8, 13, 26], for example. The
network exhibits the small world property and an alge-
braic degree distribution reminiscent of random graphs
models such as Barbasi-Albert. Yet at the same time
the network retains some spatial structure due to the
higher likelihood of connections between cities that are
geographically closer.
Since the data only includes connections between air-
ports, we need to specify the matrix P that assigns
weights to various connections within the network. Sev-
eral authors have developed quantitative estimates for
these weights based upon city populations and air traffic
data; see for example [3]. We proceed more abstractly
and will concentrate on three different types of weights:
• The uniform P matrix is meant to simulate a sim-
ple random walk along the network. As such, in
each row every non-zero entry is identical. Here,
P = D−1A, where D is the diagonal degree ma-
trix of the network, and A is the unweighted, undi-
rected adjacency matrix.
• The proportional P matrix supposes that a walker
may prefer to travel towards nodes with higher con-
nectivity, i.e. local hubs. To implement this, each
non-zero entry in each row of A was assigned a
value equal to the column node’s degree. The rows
were normalized to maintain the matrix’s stochas-
tic property.
• A randomized P matrix randomly assigns weights
to each edge in the network. This was achieved by
assigning each non-zero entry in each row of A a
random integer value between 1 and 100, inclusive,
and then the rows were normalized.
We now turn our attention to arrival times.
III. ARRIVAL TIMES: PREDICTIONS
Our primary interest in this article is to study how a
theoretical epidemic will spread through the network. To
this end, we focus on initial conditions where jn(0) = j0
for some city n and jk(0) = 0 for all other cities. In
3Figure 1, we plot the infected proportion at three cities
(Paris, Kodiak and Wasu) given an epidemic originating
in Paris.
We will focus on arrival times, meaning the first time
at which a disease is established in a certain city. Math-
ematically, for a disease initialized in city n we define the
arrival time at city m as
Tnm = inf{ t ≥ 0 | jm(t) = κ }, (2)
for some threshold 0 < κ  1. Note that Tnm depends
on the specific cities under consideration, system param-
eters, the initial infection proportion j0 and the threshold
κ. We suppress this functional dependence, but will com-
ment on the dependence on j0 and κ later.
Central to our approach is the linear determinacy of
the SIR model (1). Linear determinacy generally applies
to reaction-diffusion PDEs models and refers to the prop-
erty that the speed of invasion fronts in that context can
be determined from the linear spreading speed of pertur-
bations in the linearization about the unstable state. For
the spatially extended SIR model, we refer the reader to
[17] for studies of invasion fronts in the the PDE case and
[5] for recent work on a one dimensional lattice.
To illustrate linear determinacy in the context of (1),
we linearize the system about the disease free steady state
(s, j) = (1,0) and obtain
∂tsl = −αjl + γ(P− I)sl
∂tjl = (α− β)jl + γ(P− I)jl. (3)
Note that the equation for jl decouples and an explicit
solution for this linear system can be written as
jl(t) = j0e
ΓteγPtvn, (4)
where we have introduced Γ = α − β − γ and vn is the
standard Euclidean basis vector. Denote j as the solution
of the nonlinear system (1). By a comparison principle
argument we can show that jl(t) ≥ j(t) for all t > 0,
assuming identical initial conditions. To see this, define
Z = jl − j. The differential equation for the difference
Z(t) is,
dZ
dt
= −βZ + γ(P− I)Z + α(jl − s ◦ j), (5)
where the product s◦ j is the Hadamard product of s and
j representing component-wise multiplication. Assume
that one component of Z were to become negative. This
is impossible, since when that component was zero we
would necessarily have that dZdt > 0 due to the positivity
of Z at nearby nodes and the component wise bound
s ≤ 1.
This leads to the important observation that the ar-
rival times for the linear problem always provide lower
bounds on the arrival times in the nonlinear problem. If
the initial condition is small then it will turn out that
this lower estimate is in fact close to the actual arrival
times in the nonlinear system. Mathematically, we rea-
son this to be due to the fact that when j0  1 then the
system is well approximated by the linear system for a
sufficiently long period of time. From the point of view of
the application, this condition translates to having pre-
cise information on the time of origination of the disease.
We therefore concern ourselves with determining the
arrival times for the linear system, i.e we wish to estimate
inf{t ≥ 0 | j0vTmeΓteγPtvn = κ}. (6)
We now proceed to derive estimates for arrival times
based upon the solution of the linear problem. We will
return in Section IV to compare these estimates to arrival
times in the full nonlinear system.
Figure 1: Proportion of infected population in Paris, France
(blue), Kodiak, Alaska (Red), and Wasu, Papua New Guinea
(Yellow) as a function of time with infection starting in Paris.
Simulation was ran using uniform P matrix. Note that in
all three cities, the infected population reaches the nearly the
same proportion. Here α = 0.5, β = 0.25 and γ = 0.001
A. Prediction via Heat Kernel Expansion
We now specify a prediction for arrival times based
upon the linear dynamics that we expect to be accurate
when the rate of diffusion is small relative to the reaction
rates. The method is based upon expansion of the heat
kernel in (6).
Consider the full linear evolution of the infected pop-
ulation in (3),
jm(t) = j0v
T
me
ΓteγPtvn, (7)
where again recall that we have assumed that the infec-
tion originates in city n with initial infected proportion
j0. We expand the matrix exponential eγPt as a series
vTme
γPtvn =
∞∑
k=0
γktk
k!
vTmP
kvn. (8)
Let ρk = vTmPkvn. Note that ρk describes the probability
of a random walker starting at city m being located in
4city n after k steps. Suppose that the minimal number
of flights required to travel from city n to city m is d.
Then, in the expansion
jm(t) = j0e
Γt
[
ρ0 + γρ1t+ · · ·+ γ
dρdt
d
d!
+ . . .
]
, (9)
all terms before the dth term must be zero.
To formulate an arrival time prediction based upon the
heat kernel expansion, we assume that the leading order
term in the expansion dominates for small γ. That is,
the dominant contribution to the disease spreading from
node n to m is along the shortest path(s) of length d.
By solving,
j0e
Γt γ
dρdt
d
d!
= κ, (10)
we obtain the heat kernel estimate for the arrival time
THKnm =
d
α− β − γW
(
(d!)1/d
d
α− β − γ
γ(ρd)1/d
(
κ
j0
)1/d)
,
(11)
where W is the Lambert-W function.
Validity of the heat kernel prediction depends on the
leading order term in (8) dominating. There are two
general ways in which this assumption can fail. The first
involves cases where ρd  ρd+1 for some pair of cities,
suggesting that contribution from the second term in the
heat kernel expansion can not be ignored. A second case
occurs for larger values of γ, where accurately estimating
the sum (8) requires multiple terms. Therefore, we ex-
pect the heat kernel estimate to closely approximate the
linear dynamics in the asymptotic limit as γ → 0. If γ is
no longer small, then we see that the shortest paths need
not be the most dominant contributor to disease spread
through the network. This deficiency can be remedied by
including more terms in the the heat kernel. For example,
we could consider
eΓt
[
γdρdt
d
d!
(
1 +
γt
(d+ 1)
ρd+1
ρd
+ . . .
)]
=
κ
j0
. (12)
Instead of neglecting the terms after the dth term, the es-
timate can be refined to include as many terms as needed.
In Section IV, we illustrate the accuracy of the heat
kernel estimate in the context of the WAN. Before doing
so, we comment on the relationship between this predic-
tion and the theory of invasion fronts and compare this
prediction to other estimates in the literature.
B. Linear Spreading Speed
We now derive a estimate for arrival times based upon
the calculation of the linear spreading speed in certain
lattice dynamical systems. We have two main goals here.
The first is to establish a theoretical connection between
the heat kernel estimate provided in (11) and the theory
of traveling invasion fronts. Secondly, we note that the
heat kernel estimate requires explicit knowledge of the
weights in the network through the quantities ρd. In
situations where the network topology is known, but the
particular weights are not then we desire a method to
estimate average arrival times for these networks.
The key assumption here is that the shortest path(s)
– in terms of flights required – connecting the cities m
and n constitute the dominant transmission pathway of
the disease between those cities. This corridor is then
assumed to be well approximated by a one dimensional
lattice or a homogeneous tree. For the one dimensional
lattice this assumption translates to one where the loss
of infected population to the remaining network is either
negligible or balanced by transport in the opposite direc-
tion. For the homogeneous tree, the assumption is that
the loss of infected population to the rest of the network
can be suitably approximated by a tree.
Under this assumption the dynamics of (3) along the
shortest path are approximated by the following linear,
lattice dynamical system
∂tjn =(α− β)jn + γ
k + 1
[jn−1 − (k + 1)jn + kjn+1].
(13)
Here k = 1 for a one dimensional lattice and k > 1 for a
homogeneous tree with branching factor k. To determine
the linear spreading speed of solutions of (13), we first
substitute the ansatz jn(t) = eλt−νn, from which the
dispersion relation,
λ = (α− β) + γ
k + 1
[eν − (k + 1) + ke−ν ] (14)
relates solutions with spatial decay rate ν to their cor-
responding temporal growth rate λ. With λ(ν) in hand,
the envelope speed of e−νn is
senv(ν) =
λ(ν)
ν
. (15)
The envelope speed gives the speed at which an exponen-
tially decaying solution e−νn spreads in the linear system.
Minimizing over all such ν we obtain the linear spreading
speed,
slin = min
ν>0
senv(ν). (16)
Differentiating (15) with respect to ν, we see that critical
points can be found by simultaneously solving the system
of equations
s =
λ(ν)
ν
, s = ∂νλ(ν). (17)
Roots of this system of equations are known as pinched
double roots; see [16, 25]. Setting λ(ν)ν = ∂νλ(ν), we
obtain the following equation,
0 = (α− β) + γ
k + 1
[(1− ν)eν − (k + 1) + (1 + ν)ke−ν ].
(18)
5We write νlin(γ) as the solution of (18), from which
slin(γ) =
γ
k + 1
(
evlin(γ) − ke−νlin(γ)
)
. (19)
In general, we do not have analytical formulas for the
linear spreading speed and slin(γ) must be computed nu-
merically. The linear spreading speed (LSS) approxima-
tion provides one spreading speed throughout the entire
network for any given set of initial parameters. The quan-
tity 1slin(γ) then provides an estimate for the inter-city
arrival times in the network. Multiplying by the minimal
number of flights, d, required to traverse the network
from city n to city m, we can obtain a prediction for the
arrival times, which we denote
TLSSnm =
d
slin(γ)
(20)
The arrival time estimate TLSSnm does not incorpo-
rate any specific information concerning the topology or
weights of the transportation network. This is both a
strength and a weakness. On the positive side, less in-
formation is required in order to formulate a prediction
for arrival times. Of course, on the other hand, we ex-
pect the accuracy of this prediction to suffer due to the
limited details of the network incorporated.
C. Comparison of predictions
We now compare the two estimates THKnm and TLSSnm .
For simplicity, we set j0 = κ; see the discussion in the
second paragraph of Section IV.
Recall that we are interested in the limit γ → 0 and
focus on that case here. We first obtain expansions for
TLSSnm in this limit. Recall Equation (18). Assuming that
α − β is positive and independent of γ, we then require
that ν →∞ to balance the asymptotically small γ terms.
In doing so, we must solve
α− β = γ
k + 1
(ν − 1)eν . (21)
This yields an estimate for the linearly selected decay
rate
νlin ≈W
(
(α− β)(k + 1)
eγ
)
+ 1, (22)
where W is the Lambert-W function. Since the arrival
time is approximately dslin , we see from (19) that
TLSSnm ≈
d
α− βW
(
(α− β)
eγ
(k + 1)
)
(23)
Therefore, both THKnm and TLSSnm can be expressed in
terms of Lambert-W functions. Asymptotic expansions
of both expressions are readily available using properties
of the Lambert-W function. We obtain,
TLSSnm =
−d
α− β log γ −
d
α− β log(− log γ)
+
d
α− β log
(
(α− β)(k + 1)
e
)
+ o(1), (24)
and
THKnm =
−d
α− β log γ −
d
α− β log(− log γ)
− d
α− β log
d
α− β −
1
α− β log
ρd
d!
+ o(1).(25)
As γ → 0 arrival times tend to infinity. Both arrival
time estimates agree to first and second order in their
expansions. They differ at O(1). At this juncture, we
compare our arrival time estimates to those of [11]. In
fact, three different arrival time estimates are provided in
[11]: referred to as front, Gumbel and deterministic. The
deterministic formulation involves the Lambert-W func-
tion and is the most related to the heat-kernel and linear
spreading speed estimates provided here. In the limit as
γ → 0, the deterministic estimate of [11], the heat ker-
nel and linear spreading speed estimates are equivalent
to O(log(− log(γ))) but differ at O(1). The Gumbel es-
timate is equivalent to TLSSnm and THKnm to leading order,
but has no log(− log(γ)) correction.
Note that the dependence of TLSSnm on the branching
factor k does not appear until O(1). We comment on the
choice of this value. Comparing expressions (23) and (11)
directly, we could match the arguments of the Lambert-
W functions
α− β
eγ
(k + 1) =
(d!)1/d
d
α− β
γ(ρd)1/d
. (26)
Note that for large d
(d!)1/d
d
≈ e−1. (27)
This suggests that k should be chosen according to
k + 1 =
1
(ρd)1/d
. (28)
Thus, if there was a single shortest path connecting two
nodes, the tree with degree k+ 1 given by the geometric
mean of the weights connecting the two cities is a likely
choice. Since typical shortest paths pass through high
degree hubs, this would suggest large values of k in gen-
eral. That being said, it is rarely the case that there is a
single shortest path connecting two cities. In the numer-
ical simulations in section IV, we typically take k to be
one less than the average degree in the network. For the
WAN from [13], this is k = 6.871.
6IV. ARRIVAL TIMES: PREDICTIONS VERSUS
NUMERICAL OBSERVATIONS
We now apply our predictions to estimate arrival times
for the nonlinear system (1). For the purposes of simu-
lations, we fix the parameters α = 0.5 and β = 0.25. We
vary γ between 0.001 and 0.1 and note that this range
includes the estimated range for airline traffic derived in
[3]. Numerical simulations are performed using explicit
Euler with typical timestep ∆t = 0.01.
A remark regarding the initial condition j0 and thresh-
old κ is in order. As a general rule, the smaller these
quantities are the better the estimates are. In simula-
tions, we have typically set j0 = κ and used values be-
tween 0.01 (arrival when one percent of the population
is infected) and 10−6 (arrival when approximately one
individual is infected). This range of values also give sat-
isfactory results even if j0 6= κ. Too large of values for
j0 can be problematic since the assumption is that the
system is well approximated by its linearization, at least
on the portion of the network where the interesting dy-
namics are occurring, i.e. ahead of the front interface. If
one insists on larger values of j0, then there is typically
some initial transient before the estimates are valid. For
the linear spreading speed estimate this may not be an
issue, however in the heat kernel estimate this can mean
that the estimates are off by some fixed constant.
A. Uniform P: Heat Kernel Estimate
We first consider the case of P = D−1A describing a
random walk on the network where weights at each node
are chosen evenly.
To focus our discussion, we will consider infections
starting in only two locales: Paris, France and Kodiak,
USA. We select these nodes since Paris is the city with
the largest number of connections and Kodiak is a periph-
ery node with only one connection to Anchorage. Arrival
times as a function of distance from the initial node are
shown in Figure 2 for Kodiak and in Figure 3 for Paris.
Note the general linear relationship exhibited by the data
with nodes further from the source taking longer for the
infection to arrive at these nodes than closer nodes. Si-
multaneously, we note that there remains significant de-
viations in the arrival times of the infection even among
nodes that are a fixed distance from the source node.
We will compare these observed arrival times to those
predicted by the heat kernel and linear spreading speed
methods.
For sufficiently small values of γ, we find that arrival
times for (1) observed in numerical simulations agree well
with predictions based upon the heat kernel expansion.
In Figure 4, predicted arrival times versus observed ar-
rival times for an infection originating in Paris are plotted
and we find excellent agreement between the two with
mean absolute errors of approximately 0.40 days. Corre-
Figure 2: Arrival times compared to distance from infection
source node with γ = 0.001 (upper) and γ = 0.01 (lower) and
infection originating in Kodiak, Alaska. Red dots represents
mean arrival time at each difference. The ultimate 4 nodes
represent cities in Papua New Guinea and were not included in
analysis. For γ = 0.001, the regressed slope gives arrival times
of 20.779 between cities while the linear spreading speed pre-
dicts arrival times of 19.961 days. For γ = 0.01, the regressed
slope gives arrival times of 13.435 between cities while the
linear spreading speed predicts arrival times of 12.920 days.
In both cases α = 0.5 and β = 0.25.
spondence is even better for smaller values of γ. Similar
results hold for infections originating in Kodiak, see Fig-
ure 5.
For γ values larger than 0.01, we find that the heat
kernel approximation also exhibits errors. We work with
a specific example of an infection originating in Kodiak
and arriving at Yellowknife, Canada. The shortest path
between these two cities consists of four flights and in-
volves first flying to Anchorage, followed by one of five
hubs (Chicago, Los Angeles, Minneapolis-St. Paul, Seat-
tle, Toronto), followed by flights to Edmonton and then
Yellowknife. For asymptotically small values of γ this
is the dominant transmission path. However, for larger
values of γ there are longer paths with non-negligible con-
tribution to the arrival times. For example, one can fly
from Anchorage to Juneau to Whitehorse to Fort Simp-
son to Yellowknife. This route requires five flights, but
the number of flights emanating from these cities is very
7Figure 3: Arrival times compared to distance from infection
source node with γ = 0.001 (upper) and γ = 0.01 (lower) with
an infection originating in Paris, France. Red dots represents
mean arrival time at each difference. The ultimate 3 nodes
represent cities in Papua New Guinea and were not included in
analysis. For γ = 0.001, the regressed slope gives arrival times
of 19.223 between cities while the linear spreading speed pre-
dicts arrival times of 19.961 days. For γ = 0.01, the regressed
slope gives arrival times of 11.950 between cities while the
linear spreading speed predicts arrival times of 12.920 days.
In both cases α = 0.5 and β = 0.25.
low compared to the shorter path. This leads to ρ5ρ4 ≈ 8
for this example, which translates to saying that it is
eight times more likely for a random walker to traverse
the network and arrive in Kodiak in five steps as opposed
to four. Therefore, as γ increases the most probable path
is not necessarily the shortest.
A second issue is that when γ is not asymptotically
small, one may require more terms in the heat kernel
expansion to get a reasonable approximation. For ex-
ample, supposing that the arrival time scales with log γ,
then the terms (γt)k do not converge rapidly to zero and
more than one term is likely required to get an accu-
rate approximation. In Figure 7, we plot arrival times in
Yellowknife for an infection originating in Kodiak. The
one term heat kernel exhibits errors due to the mecha-
nism just described, but the two term heat kernel closely
matches the full heat kernel estimate over a large range
of γ values.
Figure 4: Simulated arrival times compared to one-term heat
kernel approximation using uniform P matrix for infection
originating in Paris, France with γ = 0.01 plotted against the
line y = x.
Figure 5: Simulated arrival times compared to one-term heat
kernel approximation using uniform P matrix for infection
originating in Kodiak, Alaska with γ = 0.01 plotted against
the line y = x.
In Figure 6, one observes the errors that are present in
the one term heat kernel expansion for an epidemic ini-
tialized in Kodiak. Here γ = 0.1 is unrealistically large
for the application at hand, but we include it for illustra-
tive purposes. We see that including more terms in the
heat kernel expansion leads to a more accurate result; see
Figure 8.
B. Uniform P: Linear Spreading Speed and
Average Arrival Times
The heat kernel estimate gives a prediction for each
pair of cities, n and m. In contrast, the linear spreading
speed prediction gives one prediction for the entire net-
work. In this section, we will compare the linear spread-
ing speed to the average speed of infection in the network
as follows. We first separate cities into groups according
their distance from the initial infection location. We then
8Figure 6: Simulated arrival times compared to one-term heat
kernel approximation using uniform P matrix for infection
originating in Kodiak, Alaska with γ = 0.1 plotted against
the line y = x.
Figure 7: Arrival times in Yellowknife as a function of γ for
an infection starting in Kodiak (asterisks). In blue is the one
term heat kernel approximation, orange is the two term heat
kernel and the fifteen term heat kernel is in yellow.
compute the mean arrival time at each distance and com-
pute a linear regression line using these data points. We
exclude both the original infection location and all cities
in Papa New Guinea in these calculation. For this ver-
sion of the WAN, Papa New Guinea contains a sequence
of cities that are the furthest distance from a majority
of cities in the network; see those cities in Figure 2 with
distance nine and greater from the origin city. Including
them in the averaged arrival times gives undue impor-
tance to these nodes, so we exclude them here. The re-
ciprocal of the slope of the regression line then gives an
estimate for the average time required for the disease to
spread between adjacent nodes on the graph. We claim
that 1slin provides a reasonable leading order approxima-
tion.
In Figure 9, we compare averaged inter-city invasion
times to the estimate from the linear spreading speed.
Using the uniform P matrix, we randomly select one hun-
dred cities in which to initialize the disease and compute
average invasion times. Comparing two different values of
γ, we find that the linear spreading speed is a reasonable
leading order estimate. We also compile comparisons be-
Figure 8: Simulated arrival times compared to one, two, three,
and four-term heat kernel approximations using uniform P
matrix for infection originating in Kodiak, Alaska with γ =
0.1 plotted against the line y = x. One-term heat kernel is
plotted in blue, two term is plotted in orange, three term is
plotted in yellow, and four term is plotted in purple As more
terms are added to the heat kernel approximation, it grows
closer to the line.
γ LSS Kodiak RE Kodiak Paris RE Paris
0.001 19.961 20.779 0.0394 19.223 0.0383
0.01 12.920 13.435 0.0383 11.950 0.0811
0.1 8.036 7.636 0.0522 6.281 0.2791
Table I: Arrival time per flight calculated from the linear
spreading speed and from numerical observations for a range
of γ values and epidemics originating in Kodiak and Alaska.
tween arrival times observed in numerical simulation to
linear spreading speed for infection starting in Paris and
Kodiak over varying γ together with relative errors (REs)
in Table I. All units are in days. Again, regression times
were calculated disregarding the origin city and the cities
in Papa New Guinea. As expected, the average arrival
times are better approximations for smaller values of γ.
C. Proportional and Random P
A major challenge in estimating arrival times, even
when γ is very small, is attaining precise information
regarding the weights in the matrix P. It is often the
case that the edges of the network can be determined,
but that estimating fluxes and the corresponding weights
is more difficult.
In light of the success of the heat kernel in estimat-
ing arrival times for small γ, we must comment on the
utility of the linear spreading speed estimate. A major
advantage of the linear spreading speed estimate is that
it does not require information regarding the topology
or weights of a network, but only knowledge of the dis-
tance of the shortest paths connecting any two nodes. In
Figure 10 we compile average invasion times found via
9Figure 9: Histogram of regressed slopes taken from 100 ran-
dom cities from using uniform P = D−1A. The upper panel
is γ = 0.0001 and the lower is γ = 0.01. The red line denotes
the prediction based upon the linear spreading speed.
linear regression and compare with the linear spreading
speed. In both cases, the linear spreading speed provides
a reasonable leading order approximation without any
knowledge of the weights in the network aside from the
average degree.
If one does have an estimate for the weights of the net-
work, then the heat kernel method can once again be em-
ployed to estimate arrival times. We comment briefly on
the dynamics for proportional and random weights. Gen-
erally speaking, arrival times for proportional P are more
accurate. This makes intuitive sense, as most pairs of
nodes have shortest paths connecting them through high
degree nodes and proportional weights pushes a higher
proportion of travelers along these routes. In contrast,
random P matrices can lead to large errors even for small
values of γ, depending on the realization of the network.
We show the results of one such problematic example
in Figure 11. Here we have γ = 0.001. The initial infec-
tion city there is Boriziny, Madagascar, chosen due to the
large deviations between predicted and observed arrival
times. The reason for the deviations in this case are easy
to locate. There are only two connections to Boriziny and
the random weights selected in this realization give much
larger weight to one of them. Therefore any city whose
shortest path to Boriziny connects through the city with
Figure 10: Histogram of regressed slopes taken from 100 ran-
dom cities with weights in P chosen randomly (upper) and
proportionally (lower). In both cases, γ = 0.01. The red line
denotes the value predicted by the linear spreading speed
less weight will exhibit errors. However, since the two
airports connecting to Boriziny are themselves connected
by a flight means that the most probable path requires
one more flight than the shortest path. Including one
more term in the heat kernel approximation leads to a
dramatic increase in the accuracy of the approximation,
see Figure 11.
V. CONCLUSIONS
We have presented two estimates for arrival times of
an infectious disease in a SIR meta-population model de-
fined on a global airline network. Both estimates are
valid in the limit as the rates of diffusion are dominated
by the rates of reaction. The linear spreading speed es-
timate provides a single number for the entire network
and can be used to determine the leading order depen-
dence of the arrival times on system parameters. The
heat kernel estimate requires more information regarding
the network structure and provides a formula, in term of
the Lambert-W function, for arrival times between any
two nodes in the network.
In the direction of more realistic models of epidemics
it would be interesting to understand the role of hetero-
10
Figure 11: Simulated arrival times compared to one and two-
term heat kernel approximations plotted on the line y = x for
an infection started in Boriziny, Madagascar with γ = 0.001.
One term approximation is shown in blue and two is shown
in orange.
geneities in system parameters, stochastic effects, time
varying connections and finite size effects. For example,
city dependent reaction and recovery rates αn, βn could
likely be incorporated into the heat kernel estimate in
a rather straightforward way. There has also been re-
cent interest in determining to what extend diffusion is
a suitable model for passenger flux; see for example [2].
Our methods are not limited to the model considered
here, but rely on the linear determinacy of the system.
This is a property shared by many systems and the meth-
ods here could likely be employed to determine arrival
times in other systems and for other networks. We men-
tion the Fisher-KPP equation, which combines local lo-
gistic growth with diffusion in a spatially extended en-
vironment; see for example [4, 15]. At the same time,
there are many examples of systems which are not lin-
early determinate and for which the methods developed
here would not directly apply. It would be interesting
to see whether these methods could be adapted to those
classes of problems.
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