Abstract-This paper focuses on economical operation of a microgrid (MG) in real-time. A novel dynamic energy management system is developed to incorporate efficient management of energy storage system into MG real-time dispatch while considering power flow constraints and uncertainties in load, renewable generation and real-time electricity price. The developed dynamic energy management mechanism does not require long-term forecast and optimization or distribution knowledge of the uncertainty, but can still optimize the long-term operational costs of MGs. First, the real-time scheduling problem is modeled as a finite-horizon Markov decision process over a day. Then, approximate dynamic programming and deep recurrent neural network learning are employed to derive a near optimal realtime scheduling policy. Last, using real power grid data from California independent system operator, a detailed simulation study is carried out to validate the effectiveness of the proposed method.
I. INTRODUCTION

M
ICROGRIDS have been viewed as an effective solution for the integration of large-scale renewable energy sources (RES) into the future smart grid [1] , [2] . Despite great benefits, such as flexibility and sustainability, there are significant challenges for efficient operation of a MG due to uncertainty. The high penetration of intermittent RES contributes substantially to power variations and makes it difficult to produce accurate day-ahead schedules [3] . Unexpected power variations result in real-time balancing operation that requires commitment of costly reserve units or ancillary service, and thus can significantly degrade the economy of a MG.
To overcome the challenge in operation of a MG under uncertainty, extensive studies have been reported. For example, the role of a centralized controller in MG operation was discussed in [4] . In [5] and [6] , two-stage stochastic programming (SP) method was developed to cope with the variability of RES in order to minimize the expected operational cost. In [7] , a risk-averse SP method was proposed, which considered not only the expectation but the variation of the total cost. In [8] and [9] , chance constrained SP was employed to ensure probabilistic satisfaction of MG operational constraints. However, these studies require statistical distribution information related to the uncertainty. To handle the case when probability distribution is unavailable, robust optimization methods were studied in [10] and [11] , which optimized the worst-case among all possible uncertainty conditions to try to derive a robust solution. In [12] , day-ahead optimization of unit commitment and economic dispatch in MGs is studied considering different kinds of network constraints, operational costs and objectives. However, the aforementioned studies and methods only aim at solutions to day-ahead schedules of a MG, which are limited to fixed scheduling plans and cannot respond to unexpected variations in real time.
ESS is valued as a critical unit to mitigate the impact of uncertainty in MG real-time dispatch. It provides the Independent System Operator (ISO) with a flexible resource to balance fluctuating supply and demand, shift RES output to peak hours and earn revenues in the wholesale market through energy arbitrage. However, efficient management of ESS for MG real-time operation is difficult since it cannot be scheduled like a thermal power unit through making commitment one day ahead or economic dispatch (ED) in real-time based on the principle of equal incremental cost rate. Basically, economic charging and discharging management of the ESS requires a long-term consideration of the time-varying characteristics of electricity price, renewable generation and load demand.
To solve this issue, adaptive and intelligent methods were studied in recent years [13] . The rolling/receding horizon optimization or model predictive control (MPC) has been focused in the literature due to its foresight and self-correcting capabilities. In [14] , an online optimization method for ESS energy management was developed based on a mixed integer linear programming (MILP) model over a rolling horizon period. A similar approach considering time-varying constraints of a MG was reported in [15] . In [16] , an off-line algorithm was designed by combining an off-line solution with a sliding-window-based sequential optimization. In [17] , MPC was applied to the operation of a hydrogen-based hybrid ESS. In [18] , MG operation was optimized using a robust optimization framework and a rolling horizon optimization scheme for real-time implementation. In [19] , a two-stage SP method in combination with MPC was proposed for optimal planning of a MG considering economical and environmental objectives. An experimental case study was performed. However, these work did not consider the MG network topology and line flow constraints, which limited the implementation in practice. In [20] , the dynamic optimal power flow of a MG battery energy storage systems was considered, where power flow equations were approximated by a convex model. However, this work did not consider the economic objective of a MG and efficient coordination of batteries with conventional distributed generators. Although the aforementioned studies contribute a great deal to the MG real-time scheduling problem, they depend heavily on an explicit forecast of the future uncertainty, which may be affected by inaccurate models, predictions or choices of prediction horizons.
A separate line of the research tries to incorporate the realtime operation of ESS into the conventional ED routine for easy implementation. For example, in [21] , a linear charging/discharging cost model was introduced to the ESS so that it could be dispatched like a distributed generator (DG) via one-step cost minimization. In [22] , a marginal charging cost and a discharging opportunity cost were designed to efficiently coordinate ESS with DGs. To some extent, such cost models can be effective through matching the fluctuation tendency of the electricity price, renewable output and load, but difficult to be accurate and adaptive to the dynamics of a real environment.
Essentially, the real-time energy management of a MG is a stochastic sequential decision problem, which can be optimally solved via dynamic programming (DP). However, the conventional DP algorithm suffers the "curse of dimensionality" when handling a system with a large number of states and actions. Approximate dynamic programming (ADP) [23] could solve the Bellman's equation through value function approximation (VFA) and therefore overcomes the challenge. Pioneering studies [24] - [26] employed ADP to solve energy storage problems. In the latest publications [27] , [28] , the co-optimization of frequency regulation and energy arbitrage using a battery ESS was studied based on a nested DP scheme. In [29] , ADP was used for ESS management in an islanded MG. However, these works were based on look-up table approximation, which has difficulty in handling MG scheduling that has a high-dimensional state space. Moreover, how to use ADP to coordinate ESS with conventional DGs while taking the power flow constraints of a MG into account is still an unanswered question.
This paper proposes a dynamic energy management method for real-time dispatch of a MG. An ADP approach based on VFA around a post-decision state [23] is developed. A carefully designed recurrent neural network (RNN) is used to estimate future VFAs and make one step state estimation. The approximate policy iteration [30] is employed to find an suboptimal dispatch policy to minimize the expected total operational cost over a day. Compared to the aforementioned works, the main contributions of the paper are as follows:
1) A finite-horizon MDP formulation which incorporates ESS energy management into the MG real-time dispatch while considering power flow constraints. As a result, the proposed method can consider the MG long-term operational cost based on only one-step optimization without requiring statistical knowledge of the uncertainty;
2) An ADP solution to the MDP model based on optimal value function approximation and deep neural network learning. A RNN with specific architecture is designed to implement one-step-ahead state estimation and high-quality approximation of the optimal value function;
3) A comparison using real power grid data from CAISO to demonstrate the effectiveness and advantage of the proposed method for the MG real-time energy management problem.
The rest of the paper is organized as follows. Section II presents the MG system Model. Section III formulates the MG real-time scheduling problem as a MPD. Section IV shows the ADP solution and the neural network design. Using real grid operation data, simulation and validation for the proposed method are given in Section V. Finally, Section VI draws the conclusions.
II. MG SYSTEM MODEL
We consider a MG system (Fig. 1 ) that is comprised of several conventional DGs, a battery storage system, some solar Photovoltaic (PV) panels, wind-turbine generators, loads and a few demand response resources. We assume the MG runs in a grid-connected mode and actively participates in real-time electricity market to take advantage of the real-time electricity prices. The intra-day operation of the MG is divided into T time steps, indexed by {1, 2, . . . , T}. The interval for each time step is t. 
A. Conventional DGs
P DG d min ≤ P DG d t ≤ P DG d max , ∀t(1)P DG d t 2 + Q DG d t 2 ≤ S DG d max 2 , ∀t(2)
B. Dispatchable Loads
We consider demand-side flexibility in the MG, where pricesensitive loads can be shed or dispatched in response to supply conditions. We assume that there are totally L loads L = {DL 1 , . . . , DL L } able to be dispatched. We denote P DL l t as the required active power of the load DL l and Q DL l t as the required reactive power. We assume that each dispatchable load DL l in L maintains a constant power factor at all times, and the following constraints are imposed on DL l ,
where P DL l min and P DL l max are the minimum and maximum active power requested by DL l , respectively; cos ϕ l is the power factor of DL l .
The load shedding cost for DL l is captured by a 2-segment piece-wise linear cost function [31] , 
C. ESS Model
We denote P E t as the charging or discharging power of the considered ESS and use a binary variable u t to indicate its charging status, which is 1 if the ESS is charging and 0 otherwise. The charging/discharging power P E t and the energy level E t of the ESS are constrained by
where P E max is the maximum charging or discharging power; E max and E min are the maximum and minimum energy level of the ESS, respectively; η ch and η dis are the charging and discharging efficiency, respectively.
D. AC Power Flower
The AC power flow model of the MG with network topology constraints is considered. The AC power flow equations [31] are formulated as,
where the subscript and superscript i, j ∈ {1, . . . , n} are the indexes of the MG system bus and n is the total number of the bus; P i t is the active power injected into bus i and Q i t is the reactive power injected into bus i; |V i t | is the voltage amplitude at but i and δ i is the corresponding voltage angle; G ij is the i row and the j column of the conductance matrix with respect to the MG; B ij is the i row and the j column of the susceptance matrix.
The power flow limits in each branch ij are given by,
The voltage amplitude limit at bus i is given by
where |V i | min is the allowed minimum voltage amplitude at bus i and |V i | max is the allowed maximum voltage amplitude.
E. Main Grid
The power exchanged with the main grid at time step t should be constrained as below
where P G t and Q G t are the active and reactive power exchanged with the main grid, respectively; P G max is the maximum active power and S G max is the maximum complex power that can be imported from or exported to the main grid.
The cost of purchasing active power from the main grid at time step t is computed by
where R t is the real-time electricity price at time step t.
III. MODELING MG REAL-TIME SCHEDULING AS A MARKOV DECISION PROCESS
In this section, the real-time energy management of a MG is formulated as a MDP, where the operational constraints of DGs and ESS, demand-side flexibility, fluctuating loads, stochastic generation of PV panels and wind turbines as well as uncertainty in real-time electricity price are taken into account. The AC power flow constraints are also considered. The fundamental elements for the MDP model are defined in the following subsections.
A. State Variables
The MG system state at time step t is described as S t = (P D t , P PV t , P W t , R t , E t ) T , which contains the following information: the aggregate active power demand P D t at t, the aggregate active power output of PV panels P PV t at t, the aggregate active power output of wind turbines P W t at t, the real-time electricity price R t at t, and the amount of energy in the ESS E t at t.
B. Actions
The MG dispatch for time step t is influenced by the decision A t = (P consumed by DL l , l = 1, . . . , L at t; the charging or discharging power P E t of the ESS at t; the active power P G t and reactive power Q G t of the MG exchanged with the main grid at t. The decision action A t is constrained by A t ∈ A t , where A t is the set of all feasible actions at t defined by the MG system model (1)- (2), (4)- (5) and (7)- (17).
C. Transition Probability
Let the mapping TS : S t−1 ×A t → Prob(S t ) be the transition from the state of system at t − 1 to the state at t under the action A t , where Prob(·) is the transition probability.
For the state variable E t in S t , the state transition is determined by ESS dynamics in (9) . However, for the state variables P D t , P PV t , P W t and R t in S t , the state transition is random and subject to their joint probability distribution. Considering that these state variables are time-dependent and temporally coupled [32] , the state transition for them may be conditionally dependent on their historical outcomes as (19) .
The above distribution is usually not known by the ISO in practice and fitting for such a multivariate conditional distribution is also intractable. To solve this problem, we adopt a statistical learning method to handle the transition probability, which relaxes the requirement of an explicit probability model as shown in Section IV of this paper.
D. Reward Function
From MG energy management standpoint, the reward function is the negative of the MG operation cost at time step t. In our study, the MG operational cost consists of four parts: 1) the generation cost of conventional DGs C are defined in (3), (6) and (18), respectively. Next, we formulate the ancillary services cost C AS t . For power deviations from the dispatch, ancillary services, such as frequency regulation and reserve operation, should be purchased from the markets [33] to keep stable operation of the MG. We assume that the price for ancillary services to be a multiple of the real-time electricity price and model the corresponding cost as below,
where P de t is the power deviated from the dispatch in reality at time step t. Then, the total MG operational cost at time step t can be modeled as below
where u DG d t is a binary variable with a value of 1 meaning the dth DG is online and a value of 0 meaning off-line.
E. Modeling the Problem As a MDP
From MDP viewpoint, the objective of MG real-time energy management is to find an optimal policy π * to minimize the expected total cost for the horizon of T hours as below,
where the policy π is a decision rule for determining the action A t at each time step t, and is the set of all feasible policies. It is notable that if the state transition from S t−1 to S t is a Markov process, we can find a Markovian policy π : S t−1 → A t to achieve the minimum expected total cost. However, the state transition probability may be dependent on the previous states of the MG system as shown in (19) , and thus we need to find a history-dependent policy π : S 0 × A 1 × · · · × S t−1 → A t in order to achieve the minimum expected total cost.
Although dynamic programming provides a solution to the problem, a prerequisite for using DP is that the decision process should be Markovian so that the principle of the optimality holds. Therefore, we reformulate the problem (22) to satisfy the Markov property by using the augment stateS t of the system as below,
The augment stateS t contains information of not only the current system state S t = (P D t , P PV t , P W t , R t , E t ) at time step t but also the aggregate load, PV generation, wind generation and real-time electricity rice in all previous states.
Then, the state transition TS : S t−1 × A t → Prob(S t ) from t − 1 to t can be expressed as
It is easy to prove that the new state transition satisfies the Markov property as shown below
In this way, the model of (22) can be remodeled as a MDP as below
where the Markovian policy π : S t−1 → A t is the mapping from the augment state S t−1 to a dispatch action A t ; the reward function C(S t−1 , A t , S t ) is the same as C(S t−1 , A t , S t ).
IV. APPROXIMATE DYNAMIC PROGRAMMING SOLUTION
The MDP problem shown in Section III is difficult to solve since it involves finding the extreme of a functional, which has no analytical solution at present. To solve this problem, an ADP approach is developed in this section to obtain an approximate solution in the framework of Dynamic Programming (DP), in which the value function associated with the DP is learned through a feedforward neural network in combination with a RNN. The approximate policy iteration (API) algorithm [23] is applied to obtain a near optimal policy.
A. Approximate Dynamic Programming
Based on the principle of optimality in DP, the MDP model in Section III can be solved by recursively computing the Bellman's equation backward in time as below, (27) where V t (S t ) is the optimal value function at t as below
V t−1 S t−1 = min
A t E C S t−1 , A t , S t + V t S t , ∀t
Apparently, when t = 0, we have V 0 (S 0 ) = V * . Hence, once V t (S t ) for all t are derived, we can make an optimal real-time dispatch in practice by solving the following optimal policy equation forward in time at each time step,
Since (29) is solved recursively, it does not require long-term forecast and multi-period optimization. Instead, the incurring future cost is considered via the optimal value function V t (S t ). However, we cannot compute the accurate value of V t (S t ) for every S t due to the huge state space, which makes the DP method intractable. ADP overcomes the problem by approximating the optimal value function. Assuming that we have a good approximation V t (S t ) to the optimal value function V t (S t ), we can obtain a near optimal dispatch by solving the following equation at each time step.
A * t S t−1 = arg min
A t
E C S t−1 , A t , S t + V t S t , ∀t (30)
However, solving (30) requires the state transition probability, which is usually not known in practice and difficult to compute when considering the auto-and cross-correlation natures of the state variables over time as explained in Section III-C. To solve this problem, we define a post-decision augment state 
Then, the reward function can be decomposed as 
As (35) shows, to obtain a near optimal policy for MG real-time scheduling, we only need to solve a deterministic optimization at time step t based on the one-step estimates P D t , P PV t , P W t , R t in S t , and a good approximation V t ( S t ). These are achieved through a deep RNN and a feedforward neural network in combination with the RNN as shown below. Fig. 2 shows the design of the neural network. Overall, we used a RNN architecture for the neural network design. This is due to the fact that a RNN has much stronger ability to model complex process and learn temporal behaviors in particular than a normal feedforward network. Therefore, a RNN is more suitable for the proposed study. As shown in thus figure, the network consists of two parts. The left part of the network works as an estimator whereas the right part works for an approximator.
B. Deep Neural Network Design
As an estimator, the left-part network takes in the aggregate load P D t−1 , renewable power P PV t−1 , P W t−1 and the real time electricity price R t−1 at the time-step t − 1 and outputs their estimates P D t , P PV t , P W t and R t at the next time-step t. As shown in (31) , this information is needed to formulate the post-decision augment state S t . Since the recurrent nodes of the left-part network are able to store past information, the predictor network works like a nonlinear auto-regressive and moving average (ARMA) model.
As an approximator, the right-part network takes in P D t−1 , P PV t−1 , P W t−1 , R t−1 and the ESS state E t and outputs V t ( S t ) at the time-step t. Notice that V t ( S t ) depends on S t , which contains the historical states involving loads, renewable generation and real-time electricity price (see (31)). To reserve the information about the historical states, the right-part network for V t ( S t ) is designed to have connections to the nodes at the hidden layers of the left-part RNN. As a result, the designed architecture can provide a good mapping from S t to V t ( S t ).
In addition, because of the complex dynamic nature of P D t−1 , P PV t−1 , P W t−1 , R t−1 and V t ( S t ), a deep RNN architecture is used in Fig. 2 , which has more hidden layers than a simple RNN. The deep RNN architecture would provide the RNN with a strong ability to learn complicated historical and temporal information as needed in this paper. Complexity theory of circuits suggests that a network with more layers can obtain more compact representations of an input-output relation [34] .
In order to train the network, let
] be the output of the network given the input
be the desired value of the output of network. Then, we can define = {{x 0 , d 0 }, . . . , {x T , d T }} as a training epoch, and train the network by minimizing the total squared error energy defined as below.
Training the designed network is difficult since it has a deep architecture. Traditional one-order algorithms like backpropagation and its variants need a long time to converge and can raise the vanishing gradients problem. To alleviate the problem, a second-order training algorithm named decoupled extended Kalman Filter (DEKF) [35] is used, which has a faster convergence speed and a more efficient use of gradient information. Artificial process noise is added to try to escape from a local minimum.
C. Approximate Policy Iteration
Let ℵ(W, •) denote the designed RNN and its output at
, where W is the weight matrix of the network. Given an initial guess W 0 , we can generate a training epoch k = {{x
T }} by solving (37) and (38) forward in time,
The transition from S
t is based on historical data. By repeating the above process with different initial state S (k) 0 and historical data, more training epoches k , k = 1, 2, . . . can be generated. Using these epoches to train the network
we can obtain an improvement ℵ(W 1 , x) of the network. Repeating the procedure until the weight matrix of the RNN stops improving, which is denoted as lim n→∞ W n+1 −W n < , a near optimal policy π * : S t−1 → A * t , ∀t can be obtained by recursively solving the following equation forward in time.
where W * = W n+1 . The pseudo-code of the API [36] is shown in Algorithm 1.
V. CASE STUDIES
A. Simulation Environment
A benchmark low voltage MG network [37] is used to test the proposed real-time scheduling approach. Fig. 3 shows the configuration of the benchmark MG. The MG is equipped with one 40kW/50kVA DG, one 50kW/62.5kVA DG, one 60kW/380kWh battery, 3 × 10kW solar generators and 2 × 10kW wind turbines. The maximum active power demand and reactive power demand at each bus are also shown in Fig. 3 . For power flow analysis, we assume all individual demands have identical load pattern and constant power factor but different weights in the overall aggregate demand. This assumption is also applied to the solar and wind generation. The distribution line parameters are given in Table I . The operational parameters of the battery and DGs are summarized in Table II . The maximum exchange power with the main grid is limited to 200kW/300kVA for power flow analysis. The price of ancillary service is set to be 2 multiple of the real-time electricity price and the time interval for scheduling is 1 hour.
B. Training of the Neural Network
Real hourly power grid data on load, solar and wind power profile as well as real-time electricity price from California [38] is collected and re-scaled for training the RNN. The same kind of data from Jan. 1st to Mar. 31st, 2017 is used for testing.
The RNN has 5 hidden layers and each hidden layer has 20 recurrent neurons and 20 non-recurrent neurons using htan activation functions. The output layer adopts linear activation functions. In total, there are w = 7321 weights and 205 computational neurons. The weights are initialized to zero-mean Gaussian with a diagonal covariance matrix of 10 −2 × I w , where I w is an w-by-w identity matrix. The convergence tolerance of the RNN and the API are set to be δ = = 10 −5 . The simulation is carried out on a cluster of 6 parallel personal computers with 4 Intel Cores i5-2400, 3.10 GHz and 4 GB RAM memory in each computer. The simulation environment is MATLAB R2015a. MATPOWER 6.0 [31] is employed and modified to solve the AC power flow.
C. Comparison With Other Methods
To validate the effectiveness of the proposed approach, we design several benchmark methods for comparison. They are as follows: 1) optimized policy, which assumes a perfect dayahead forecast and makes an accurate daily scheduling plan; it provides a reference of the optimality for the MG realtime scheduling problem; 2) greedy policy, which greedily minimizes the one-step operational cost as the ED, but manages to efficiently charging and discharging the battery by a heuristic rule (charging if R t ≤ 4 cents/kWh or discharging if R t ≥ 4.5 cents/kWh or stay idle); 3) MPC policy, which dynamically optimizes the long-term MG operational cost based on a rolling horizon of 24 hours; the long-term forecast is obtained using the designed RNN. 4) ADP-h1 policy, which uses a shallow RNN with 1 hidden layer for the proposed ADP approach instead of a deep neural network architecture. We compare the benchmark approaches with the ADP by using a decoupled current (DC) power flow model, which is linear and easy to find the global optimum. The comparison of the average cumulative daily costs over 90 test days obtained by the benchmark methods and the proposed ADP approach is depicted in Fig. 4 .
It can be seen in Fig. 4 that the cumulative cost by the ADP-h5 policy has a relatively fast growth at the beginning hours 0:00-7:00. Then the growth becomes slow as the real-time electricity price increases to a high level around 7:00-10:00. This is because for the ADP-h5 policy, more electricity is purchased to charge the battery during low price hours. As the electricity price becomes high, the battery is discharged to provide power supply in order to save cost. From a broader perspective, the cumulative cost curve of the ADPh5 policy is more "linear" than those of the other methods. This illustrates that the proposed ADP method can efficiently utilize the battery for the MG to shave peaks. Table III and IV summarize the statistics of the daily operational cost in details. In terms of the median, mean, the first quartile (Q1), the third quartile (Q3), minimum and maximum of the daily costs, the ADP-h5 policy obtains a better performance than the greedy, MPC and ADP-h1 policy do. On average, the proposed ADP-h5 policy reduces the total daily cost by 9.1%, 3.1% and 5.3% compared to the greedy policy, MPC policy and ADP-h1 policy. Since the electricity price, loads and renewable generation fluctuates extensively on different days, the standard deviation (std) of the daily cost over the 90 test days is 49.25 by the optimized policy. The ADP-h5 policy obtains a close std value to this one. This illustrates that the proposed deep ADP policy is adaptive to the fluctuation of electricity price, loads and renewable generation. 
D. Benefit of Deep Learning
As shown in the above comparison, the performance of the ADP method is improved by using a deep RNN instead of a shallow one. To show the benefit of deep learning, Fig. 5 compares the value function approximations by a deep RNN with 5 hidden layers and a shallow RNN with 1 hidden layer on a sample day in the test data. It clearly shows that the deep RNN has a better approximation to the optimal value function than the shallow one does. Further observation finds that approximation errors mainly exist in early hours of the day for the shallow RNN. This is because the shallow RNN has not observed enough data to "recognize" the pattern of the day. However, the deep RNN has not this issue due to its powerful ability to detect subtle features from a small amount of observations.
E. Demand Side Flexibility
We further verify the proposed approach by considering a more complex MG layout with demand response policies. The demand response sources are modeled as dispatchable loads as shown in Section II-B. Three dispatchable loads with different shedding costs are considered in the simulation. Table V summarizes the operational parameters of the dispatchable loads. For comparison, three MPC policies with different prediction horizons, e.g., 6 hours (MPC-ph6), 12 hours (MPC-ph12) and 24 hours (MPC-ph24), are performed.
The simulation results on the test data are presented in Table VI . The average daily cost by the ADP policy is $214.26, close to the optimum $206.04 given by the optimized policy. To show how the ADP works, the dispatch results on a heavily loaded day are shown in Fig. 6 and 7 . The dispatches obtained by the MPC-ph6 policy are also presented. As shown in Fig. 6 , compared to the MPC-ph6 policy, the APD policy utilizes the battery ESS in a more efficient way by charging electricity at off-peak hours and discharging electricity at peak hours. For demand response policy given in Fig. 7 , it is clearly that the deep ADP policy efficiently sheds the loads when the MG system is at peak.
F. AC Power Flow Analysis
In order to demonstrate the effectiveness of the proposed approach in AC power flow model, we perform simulations considering AC power flow constraints. The distribution line loading constraints are given in Table I and the amplitudes of all bus voltages are bounded between 0.95 p.u. and 1.05 p.u. To show the effect of AC network constraints on power dispatches, we also simulate our approach without considering the underlying network constraints and then calculate the power flows based on the obtained dispatches. Fig. 8 presents the simulation results during a heavily loaded week (Jan. 25-31, 2017). As it can be seen, when without considering AC network constraints, the MG purchases more electricity from the main grid during low price hours. The battery is also used more efficiently by charging more power at off-peak periods. However, this results in frequent overloading of the distribution line between B1 and P2. The voltage amplitude also deviates significantly away from the allowed bounds, which may cause serious safety issues, such as line trip or even blackout in practice. On the contrary, the MG is ensured to operate in a safe condition when the AC network constraints are considered using the proposed approach. The simulation results and observations verify the effectiveness of the proposed real-time energy management method.
VI. CONCLUSION
In this paper, a novel dynamic energy management mechanism for economical operation of MGs in real-time is proposed. The MG real-time scheduling problem is formulated as a finite-horizon MDP model. An ADP approach based on VFA using a deep RNN is developed. The API algorithm is used to learn the optimal value function iteratively. It is noted that the API can offer convergence guarantee while using linear models to approximate the value function. However, in case of nonlinear approximators, a theoretical proof of the stability and convergence is still a challenge. Despite these potential issues, the developed ADP approach works fine in our problem. Simulation results using real power grid data from CAISO demonstrate effectiveness of the developed approach. On average, the ADP approach reduces the daily cost of the MG by 9.1%, 3.1% and 5.3% compared to the benchmark approaches. The simulation results also shows that the developed approach is effective when considering demand response polices and AC power flow constraints.
