Abstract-This paper addresses the placement of multicast nodes in wavelength-routed all-optical networks. This problem is motivated by the expected high cost of optical multicast cross-connects due to fabrication complexity and power considerations. An analytical model for the approximate blocking probability in multicast networks is developed. The blocking performance is used to guide an iterative algorithm, Multicast-ADD, for the placement of multicast nodes.
I. INTRODUCTION
A LL-OPTICAL networks are a class of backbone wide-area networks (WAN) where connections are routed by intermediate nodes in the optical domain without electronic conversion [1] . The advantages of all-optical networking are both the tremendous expansion of the bandwidth and the low end-to-end delay. The expansion of the bandwidth is realized using a multiplexing technique called wavelength-division multiplexing (WDM). In WDM, each fiber can carry many independent signals using different wavelengths. Each wavelength can handle a capacity of up to 40 Gb/s. The low end-toend delay is achieved by utilizing special cross-connects or switches capable of switching a connection based on the wavelength that is used to carry that connection; thus, eliminating the electronic bottleneck. The latter capability is often referred to as wavelength-routing.
Establishing a connection in an all-optical network involves selecting a wavelength and a route for that connection with the constraints that the route connects the source of the connection to the destination(s) of the connection and the same wavelength is available on all fiber links of the route. The problem of routing a set of connections (often called sessions) is referred to as routing and wavelength assignment (RWA) and is NP-complete for most interesting network topologies. An established unicast connection from a source to a destination is represented by a tuple , where is the path used to route the connection, i.e., set of fiber links from the source to the destination, and is the wavelength of the connection. Such a tuple is referred to as a lightpath [2] . A multicast connection from a source to a set of destinations is represented by a tuple , where is a directed Steiner tree [3] used for routing and is the wavelength of the connection. Such a tuple is referred to as a light-tree [4] .
In [4] , the authors demonstrate the effectiveness of multicasting in all-optical networks. They show that, by extending the lightpath concept to that of a light-tree, considerable savings can be achieved in terms of both the network-wide average packet hop distance and the total number of transceivers in the network. For efficient realization of multicasting, intermediate nodes need to have the ability to copy an input signal to multiple outputs; thus, providing efficient utilization of fiber links. The optical device used to copy an input signal to multiple outputs is referred to as a power splitter [5] . A node with the capability to distribute the signal arriving on a fiber using any wavelength to any subset of the output fibers is referred to as a multicast-capable (MC) node (see [6] for a possible implementation). A node which has the capability to switch a signal to only one output fiber with the option of tapping into the signal for the attached local optical add/drop station is referred to as a multicast-incapable (MI) node (see [7] for a possible implementation). It is believed that an MC node will be expensive to build because of the large amount of power amplification and the difficulty of fabrication triggered by the large number of power splitters [8] , [9] .
In [9] , we introduced the power-efficient design space for multicast networks. In this design concept, the network designer aims at reducing the number of power splitters with the objective of maintaining an acceptable blocking performance. Two network optimization problems are motivated by this design concept: fine-grain and coarse-grain splitter placement. In finegrain splitter placement, the objective is to reduce the overall number of power splitters in the network while maintaining an acceptable blocking performance. In coarse-grain splitter placement, the cross-connects of the network are partitioned in two subsets: MC and MI nodes, and the objective is to find the best allocation of the MC cross-connects to nodes in the network. An all-optical network with only a subset of the cross-connects being MC is referred to as a sparse-splitting network [8] . In this paper, we focus on the coarse-grain version of the problem.
In this paper, we investigate the problem of the actual placement of MC cross-connects to a subset of network nodes. The traffic between network nodes is stochastic and, thus, the objective is to minimize the blocking probability. The rest of the paper is organized as follows. In Section II, we provide an overview of the network architecture and discuss optical multicasting. In Section III, we present an analytic model for the average blocking probability for all-optical networks with sparse-splitting. In Section IV, we present the solution approach used and discuss the placement heuristic. In Section V, we validate the methodology and discuss simulation results evaluating the heuristic on different network topologies. Finally, we conclude this paper and discuss further research directions in Section VI.
II. NETWORK ARCHITECTURE
In this section, we discuss the architecture of multicast wavelength-routed all optical networks. The network physical topology is represented by a graph , where is the set of nodes and is the set of directed links. Each node is composed of an optical cross-connect and one (optional) local station for optical add/drop. The set of cross-connects is represented by the set and the set of stations is represented by the set . Stations are identified from one to , and cross-connects from to . Note that . Any two adjacent cross-connects are assumed to be connected via two directed fiber links in opposite directions. A similar assumption is made for a station and its cross-connect. The number of available wavelengths on a fiber link is given by and all fibers are assumed to carry the same number of wavelengths. A station is capable of transmitting on all wavelengths at the same time using lasers. Also, a station is capable of receiving on all wavelengths using filters, each tuned to a specific wavelength. Transmission and reception are two independent tasks. Fig. 1 illustrates the basic ideas behind all-optical multicasting in WANs by showing a sample all-optical network. In this figure, the optical network is composed of four cross-connects, 1, 2, 3, and 4. Cross-connects 1, 2, and 3 have local stations, C, A, and B attached to them, respectively. Each station is capable of transmitting and receiving on all wavelengths and at the same time (in the example, only three wavelengths, , , and , are available in the network). The local stations can be thought of as aggregate points where electronic traffic [e.g., Internet protocol (IP)] gets aggregated and transmitted to different routers via the high-speed low-delay optical network.
In this network, we show an example of a multicast communication originating from station A and destined to both station B and station C. This communication is realized using a light-tree whose wavelength is and whose route is 2 4 1 , 4 3 . This tree is feasible mainly because a special optical device called a power splitter is present at cross-connect four. 1 power splitter is a passive device realized, for example, by fusing fiber together such that the input signal is split -ways and distributed to all outputs without conversion to electronics. The availability of the splitter at cross-connect fouir allowed for the sharing of links 2 and (2, 4). Had there been no such device at cross-connect four, we would have been required to transmit two independent signals on two different wavelengths, one on path 2 4 1 and the other on path 2 4 3 ; thus, wasting link resources and transmission facilities.
The splitting capability in a cross-connect does not come without a cost. Although, the splitter itself can be realized cheaply by, for example, fusing fiber together, cross-connects with multicasting capability are expected to be expensive due to the large number of optical amplifiers and fabrication difficulty. The large number of amplifiers is needed to compensate for power loss induced by dividing the input power among all outputs.
III. APPROXIMATE BLOCKING MODEL FOR MULTICAST NETWORKS
We would like to derive an objective function which can be used by various allocation heuristics as an indication of the "goodness" of the allocation process. In the following, we extend the analytic model presented in [10] and [11] for unicast environments to that of the sparse-splitting multicast environment.
A. Notation
Here, we present the notation and variables used.
• : The number of available MC cross-connects, where .
• : The set of multicast sessions to be routed in the network, , where represents a multicast session originating from the local station and destined to all stations in the set . Connection setup requests are assumed to arrive according to a Poisson process with arrival rate . Holding times of all multicast sessions are assumed to be identically and exponentially distributed with unit mean.
• : The set of candidate trees to carry the traffic of session on.
• : The th tree of session , .
• ShortestPath : The shortest path from source of session to destination .
• : is a node in and at least two edges in having as source. • : A vector representing the routing tree used for each session in the set , i.e., .
: A vector representing the multicast allocation, where 1 if cross-connect is an MC. 0 if cross-connect is an MI.
• : The path used to reach destination of session using the routing assignment .
• : The set of all paths which employ link in their link set.
• : The blocking probability to destination of multicast session .
• : The overall blocking probability in the network. This represents the objective function that we wish to minimize.
• : The connectivity entry. is equal to zero if destination cannot be reached in tree of session due to the absence of a needed multicasting node. equals one, otherwise. Notice that if the session's tree has a branching node (i.e., a node with multiple outputs) and that node is an MI node, at most one output can be serviced for that session at that location. Fig. 2 presents the Configure() algorithm, an algorithm used in this paper to determine the values of the 's. Instead of assigning the links which will receive a switched connection from an MI switch arbitrary, we label these links according to the number of destinations reached from them in the tree. The link with the maximum number of reached destinations is configured to receive the signal. Ties are broken in an arbitrary fashion.
B. Analytical Model
Let be a random variable representing the number of idle wavelengths (in the steady state) on link . The corresponding distribution is given by
We assume that all 's are independent [10] , [11] . Connection setups are assumed to arrive at link according to a Poisson process with rate . We also assume that, given unused wavelengths on link , the time until the next call is setup on link is exponentially distributed with parameter . It follows that the number of unused wavelengths on link can be viewed as a birth-and-death process and the distribution is given for by (1) where (2) The setup rate on link can be determined by considering the contribution of two classes of traffic. First, we need to consider the contribution of all members of the set , which is defined as the set of all established sessions whose trees traverse link . Second, we need to consider the contribution of direct paths to destinations not connected due to the absence of a needed splitter. The first contribution is given by:
where is the minimum probability contribution of Session and is given by
and . is found for all destinations , where , and using (5) Adding the contribution from both classes, the setup rate on link is given by (6) It is worth noting that in the original formula of [10] and [11] for unicast traffic, is indexed by the number of idle wavelengths on link . Experience has shown that ignoring the index provides a valid approximation within 4% of the value obtained using the index [12] . The blocking probability, , for destination of Session where , and is given by (7) And for , is found using (7) by considering the shortest path from to , instead. The function is given by [11] 
where is given by otherwise.
(9) The conditional probability is the probability that there exist available wavelengths under the condition that and wavelengths are available on two successive fiber links. From [11] , is given by
The average blocking probability of the all-optical network, given a set of multicast sessions , is (11) Below, we provide a numerical method to find the value of (11) iteratively.
C. Numerical Method
In this section, we give a numerical algorithm to compute approximately the blocking probability in multicast network with sparse-splitting. This algorithm is based on the generalized reduced load approximation scheme [10] , [11] . Fig. 3 shows the outline of the ComputeBlocking algorithm. It takes as input the multicast allocation represented in vector and the routing information represented in vector . The output is a value from zero to one representing the overall blocking probability. ComputeBlocking is an iterative algorithm that is used to solve the various equations used in the blocking model and proceeds as follows. In Step 1, we initialize the blocking probability for each destination in all sessions to be equal to zero. In addition, the connection setup rate on all links is set to be equal to one. In Step 2, we compute for all links using (1) and (2). In Step 3, we find the setup rate on all links using (6).
Step 4 finds the new blocking probability for each destination. In Step 5, the iterative algorithm checks to see if the new values of the blocking probability have converged. If the new values have converged, the algorithm is terminated, otherwise the process repeats starting from Step 2. The convergence criterion is set to 10 .
IV. SOLUTION APPROACH
Any optimization problem is defined over a search space. A search space represents the set of all feasible solutions for the problem. Typically, in the majority of interesting problems this search space is exponential in size in terms of the input; thus, finding the optimal solution entails more or less enumerating all solutions in the search space. This exhaustive enumeration is prohibitive except for small problem instances. In our problem, to find the optimal solution one can enumerate all different solutions in a brute-force way and report the best. Simple calculation reveals that there are different solutions which need to be checked. This is clearly not feasible to check even for moderate-sized instances.
To overcome the complexity of the problem, we define a smaller search space of the problem. The new search space is obtained by restricting the routing information of a session to a set of fixed precomputed trees rather than the possibly exponential number of routes. Unfortunately, finding the best tree for a multicast session in terms of the fewest number of links is the famous Steiner tree problem and is known to be NP-hard. An approximation algorithm is used to find suboptimal trees for each session using the minimum path heuristic (MPH) [13] . The MPH is a two-approximation algorithm that guarantees a solution with at most twice the number of links of that of the optimal. The other fixed trees for the session are found by deleting links in the the best tree and running the MPH heuristic again. The set of alternate trees for each session is represented in . In the following, we present two heuristics for the allocation process.
A. Heuristics
In this section, we describe different heuristics for allocating a fixed number of multicast nodes. All heuristics described in this section, use the blocking probability derived in Section III as the objective function which need to be minimized.
1) Multicast-Random Heuristic: Multicast-Random randomly allocates the fixed number of MC cross-connects to nodes in the network with uniform probability. Each session is assigned the shortest tree for routing.
2) Multicast-ADD Heuristic: We present a heuristic based on the famous ADD heuristic for warehouse allocation [14] . The Multicast-ADD heuristic is shown in Fig. 4 . The heuristic starts with a network having no MC nodes. The blocking probability in this initial configuration provides an upper bound for the overall blocking probability in the network. The heuristic then proceeds for iterations. At the th iteration, all MI nodes (i.e., 1) are chosen one at a time to be equipped with a multicasting capability. The minimum blocking probability is found among all the nodes. If the minimum blocking probability is less than the minimum blocking probability found so far, the node is allocated an MC cross-connect. Otherwise, the node is stored for later use. At any time an allocation occurs, all stored nodes are assigned multicasting capability. After iterations, the allocation assignment, , is returned as the best configuration of the network.
V. NUMERICAL RESULTS
In this section, we provide numerical results. First, we validate the methodology. Then, experimental results and discussion are presented. All experiments were coded in C++ and run on an otherwise lightly loaded Sun Ultra60 workstation.
A. Validation of Methodology
We provide a validation of our methodology. First, we validate the numeric method and then, we validate the proposed heuristics.
1) Validation of Numeric Method:
Analytic Model Complexity. Fig. 7 shows the running time in seconds that is used to compute the blocking probability of a path as a function of the number of links. We notice that the running time is exponential in terms of both the number of links in the path and the number of wavelengths. However, for paths with six links or less, the computation time is tolerable. The reason for the exponential time can be easily seen by looking at (7). We also notice that for higher setup rates, the computational complexity increases. This is attributed to the numerical method which is found to take more iterations to converge for higher rates.
Blocking Model. Consider the five-node MESH network shown in Fig. 6 . From the network architecture one notices that two stations are connected via at least three fiber links; two to their corresponding cross-connect and at least one between cross-connects. Looking back at Fig. 7 and the exponential growth of computation time as a function of the number of fiber links, one might argue against distinguishing between stations and cross-connects; which leads to saving two fiber links and modeling longer network connections. But then one node, say (1, 6), will be able to transmit twice on the same wavelength at the same time which is not possible since it is equipped with only one transmitter for each wavelength. Therefore, we employ this architecture of the network so that the network modeling respects the physical architecture.
The network shown in Fig. 6 consists of five cross-connects identified as six through ten. Each cross-connect has one optical add/drop (or simply a station) for optically accessing the network. Stations are numbered from one to five. Table I shows the demand traffic required to be routed in this network. In Table I , each row corresponds to one session. In the first column, we show the source station of each session. The second column shows the set of destinations. Finally, in the third column we show the routing information. In this demand example, we only use unicast traffic since our objective is to analyze the blocking model itself. The arrival rates for all sessions is assumed to be 0.1. Fig. 8 shows the overall blocking probability as a function of iteration number in the numerical method for different number of wavelengths. We notice that the numeric method converges within a relatively small number of iterations. We also notice that the number of iterations required for convergence decreases as the number of available wavelengths increases. We also notice that the absolute difference in the blocking probability between two successive values of decreases as the number of wavelengths increases.
2) Validation of Heuristics: We validate the two heuristics using the sample five-node MESH (i.e., with arbitrary topology) network shown in Fig. 6 . Table II shows a set of ten multicast sessions along with routing information. Table III shows the results obtained under different network configurations and using the two allocation algorithms. Column one lists the number of available wavelengths in the network, . Column two shows the number of available MC nodes, . Column three shows the arrival rate of each multicast session, . The last four columns show the blocking probability for the four different configurations. The first configuration, labeled "All MI," is an environ- ment where no node is multicast capable. The second environment, labeled "All MC," is the environment in which all nodes are multicast capable. The third and fourth columns show the results for Multicast-Random and Multicast-ADD, respectively. In the last two columns, we show the allocation solution in bold and between parentheses in addition to the overall blocking probability.
We observe that for 2, "ALL MI" blocking is about 1.5 of that of "ALL MC" configuration and for 4, it is about four times higher. The Multicast-ADD heuristic outperformed the Multicast-Random in all cases. In addition, the two algorithms do not agree in any instance on the allocation solution. For example, in the last row we see that Multicast-Random generates a solution in which nodes seven and eight are MC with overall blocking probability of 0.046 88. On the other hand, Multicast-ADD allocates the two MC cross-connects to nodes six and seven with a blocking probability of 0.024 04 (almost as half as that of Multicast-Random).
An interesting question which arises is the impact of alternate routes on the overall quality of the solution. We investigated this question using the simulated annealing optimization technique. During the optimization, different routes for each session are considered. Although the search space grew exponentially with the number of alternate routes, the impact of using alternate routes on the blocking performance was not encouraging and the use of alternate routes is comparable to using only one route. Hence, this optimization technique is not reported here.
B. Discussion of Simulation Results
Simulation results on the NSFNET shown in Fig. 5 reveal that only 50% of the nodes need to be MC and the rest can be MI without sacrificing the blocking performance. In the following, we provide detailed treatment of three experimental results. Let us first consider the traffic demand shown in Table IV. Figs. 9 and 10 show a performance comparison between the two heuristics as a function of arrival rate. We observe that the Multicast-ADD algorithm outperforms the Multicast-Random in almost all cases. The number of cases where the two heuristics agree is two. We also notice that the blocking probability increases as the arrival rate increases. In addition, the blocking performance for the case of is much better than that of (about 75%). Next, consider the demand shown in Table V . Figs. 11 and  12 show the blocking performance as a function of the number of MC nodes where each session's setup rate is assumed to be 0.05. In Fig. 11 , the number of wavelengths in the network, , is set to be equal to two. The figure shows the performance of Multicast-ADD as well as the lower bound on the blocking probability obtained when all nodes are Multicast-capable, "All MC." We notice that the blocking performance is enhanced as the number of MC nodes is increased. This agrees with our intuition since MC nodes allow for the efficient utilization of network resources such as links and transmission facilities. We also notice that the Multicast-ADD heuristic converges to the the lower bound around 6 (i.e., 50% of ). Similar results are obtained when 4 as shown in Fig. 12 . Figs. 13 and 14 show the blocking performance as a function of the number of MC nodes where each session's setup rate is assumed to be 0.1. We notice that the blocking probability is proportional to the setup rates. However, the observation related to the optimal value of observed with lower rates is still valid for higher rates. Figs. 15 and 16 confirm this observation for setup rates of 0.15. 
VI. CONCLUSION AND FUTURE WORK
We addressed the problem of allocating a fixed number of MC cross-connect to wavelength-routed all-optical networks. The problem is motivated by the high cost of all-optical multicasting due to fabrication and power considerations. First, an approximate blocking model was developed to assess the performance of the allocation scheme. Then, we proposed two heuristic algorithms for the allocation process. The first algorithm (Multicast-Random) randomly allocates the multicast nodes with uniform probability. The second heuristic (Multicast-ADD) is an iterative algorithm. Evaluation of the solution methodology as well as the two heuristics was provided. The numerical results demonstrated that Multicast-ADD does provide better solutions than Multicast-Random. In addition, we found that only 50% of the nodes need to be equipped with multicasting capability. The improvement in the blocking performance obtained by equipping more than 50% of the nodes with multicasting capability does not justify the excessive cost.
One possible direction for further research in sparse-splitting networks is to address the problem of optimal routing. Since the routing optimization problem in networks where every node is a multicast node is NP-hard, the constraint where only a subset of the nodes can be branching will greatly add to the complexity. One solution to this problem is proposed in [15] where the authors propose to generate a forest. The forest approach demands multiple transmissions (for each tree in the forest) and does not provide efficient utilization of the fiber links. We believe that optimization algorithms aimed at generating an efficient tree is an interesting area of research.
The problem discussed in this paper can be classified as a design problem. Management issues in all-optical networks have attracted researchers lately. One important management problem in this environment is to study the impact of signal transmission impairments [16] on the overall blocking performance.
