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We show an 0(log log n) lower bound on the deterministic com-
munication complexity of the following problem. Three parties A, B, C
are given inputs x, y, z # (Z2)n, respectively, subject to the constraint
x+ y+z=1n. The function to be computed is f(x, y, z)=i(x i 7
yi 7 z i). ] 1998 Academic Press
1. INTRODUCTION
We show an 0(log log n) lower bound on the deterministic
communication complexity of the following problem. Three
parties A, B, C are given inputs x, y, z # (Z2)n, respectively,
subject to the constraint x+ y+z=1n. The function to be
computed is f (x, y, z)=i (xi 7 yi 7 zi).
We assume that every communication by a player is
broadcast to both of the others. See [2, 4] for background
on communication complexity.
Several aspects contribute to the challenge of showing the
lower bound. First, the complexity is substantially lower if
occasional errors are allowed. Specifically, the randomized,
public coin, Monte Carlo (one-sided error) complexity of
the problem is constant. Second is the fact that three com-
municating parties are involved; such problems are less well
understood than the more intensively studied two-party
case introduced by Yao [6]. However, two-party lower
bound methods might still be useful, were it not for the third
and perhaps most significant aspect of this problem: the
constraint on allowable inputs. (This kind of communica-
tion problem is called a communication ‘‘relation’’ or
‘‘partial function’’.) This rules out the rank lower bounds
introduced in [5]. Furthermore, it presents an obstacle to
formulating a ‘‘mix and match’’ (‘‘fooling set’’) argument
along the lines of [3, 6], on the inputs to the different players.
This last difficulty is addressed through a probabilistic exist-
ence argument.
An interesting recent result concerning the case n=1 of
this problem (namely, f (x, y, z)=x 7 y 7 z subject to x+
y+z=1 mod 2) is that three bits of communication suffice
(for an error-free output) in case the parties share entangled
quantum bits, while the deterministic lower bound is four [1].
2. PRELIMINARIES
2.1. Upper Bound of 3 lg n for Deterministic Protocols
Each player announces the weight of (number of 1’s in)
his vector. f =0 if and only if the sum of the weights is n.
2.2. Upper Bound of O(log log n) for Randomized Private
Coin One-Sided Error Protocols
One player picks a prime p uniformly among primes
smaller than c log n log log n and communicates this selec-
tion to the other players. Each player announces the weight
of his vector, modulo p. If the sum equals n mod p, the
players decide that f =0; otherwise they decide that f =1.
The players cannot err if f indeed equals 0. Standard
arguments show that, for suitable choice of the constant c,
the probability of error in case f =1 is less than 13.
2.3. Upper Bound of O(1) for Randomized Public Coin
One-Sided Error Protocols
The players share a uniformly chosen vector v in (Z3)n.
Each takes the dot product of his vector with v and announ-
ces this element of Z3. The players decide that f =0 if the
sum of the announcements equals 1n } v; otherwise they
decide that f =1. If f =0, the players will not err; if f =1,
the probability that they err is 13.
3. LOWER BOUND OF 0(log log n) FOR DETERMINISTIC
PROTOCOLS
Theorem. For all sufficiently large n, the deterministic
complexity of f is greater than 12 lg lg n&4.
Proof. The strategy of each player is represented by a
protocol tree of degree 4, of depth the length of the protocol;
each vertex corresponds to a particular history of bits
received from the other two players, while a bit associated
with the vertex is the message transmitted by the player
upon reaching that point in the protocol.
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It will be convenient to regard the inputs x, y, z as the
characteristic vectors of subsets of [1, ..., n].
Lemma. For any list of three protocol trees of depths at
most 12 lg lg n&4, there are disjoint sets S, R, T, with S{<,
s.t. the behaviors of player B on R and S _ R are identical;
and the behaviors of player C on T and S _ T are identical.
This implies the theorem, for then the protocol will
exhibit the same performance on input (listed in order of the
players A, B, C)
([n]&R&T, R, T )
(which is legal, with f =0), and on input
([n]&R&T, S _ R, S _ T)
(which is legal, with f =1).
Proof. Let b(Q) denote the protocol tree of player B on
input set Q. If the protocol is of length l, then the number
of nodes in the protocol tree is less than 2 } 4l, and so the
total number of possible strategies is less than 22
2l+1
.
Similarly, let c(Q) denote the protocol tree of player C on
input set Q. Let d(Q)=(b(Q), c(Q)); we will regard this pair
as the ‘‘color’’ of set Q. Let D denote the set of colors; the
total number of colors, |D| , is bounded by 222l+3.
We will show that there exist disjoint sets S, R, T with
S{<, s.t. d(R)=d(S _ R) and d(T )=d(S _ T ). This is
stronger than the statement of the lemma, but more con-
venient to show.
We use a probabilistic argument. Select S, R, T as follows:
independently pick |S| uniformly in [1, ..., n14]; |R|
uniformly in [0, ..., n13]; and |T | uniformly in [0, ..., n13].
Subject to these cardinalities, pick subsets S, R, T of
[1, ..., n] uniformly and independently.
We wish to show that, no matter what the coloring
function d is, P([d(R)=d(S _ R)] 7 [d(t)=d(S _ T)] 7
[R & T=<])>0.
P([d(R)=d(S _ R)] 7[d(T)=d(S_ T)]7 [R& T=<])
P([d(R)=d(S _ R)][d(T )=d(S _ T )])
&P(R & T{<)
=\:S P(S) P(d(R)=d(S _ R) | S)
2+&P(R & T{<).
We first examine the quantity P(d(R)=d(S _ R)) and
show that |D|<(13) n14 implies that P(d(R)=d(S _ R))>
2(5 |D| ). Consider a slightly different method of sampling
the pair S, R. First, select R as above; then select |S| as
above; then conditional on |S|, select S uniformly among
subsets of [1, ..., n]&R. For disjoint S, R with 1|S|
n14, 0|R|n13, the probability of their selection in the
new process is 1[( n|R|)(
n&|R|
|S| ) n
14(n13+1)]. The probability
of their selection in the true process is 1[( n|R|)(
n
|S|)
_n14(n13+1)]. The ratio between these quantities is
bounded by
\ n&n
14+1
n&n13&n14+1+
n14
<e2n&512.
Now consider another means of conducting the new pro-
cess. Pick a permutation ? of [1, ..., n] uniformly. Then pick
|R| and |S| independently as above, and let R=?1 , ..., ? |R| ,
and S=? |R|+1 , ..., ? |R|+|S| . Given ?, what is the probability
that d(R)=d(S _ R)?
For 0in112&1, let kd, i be the number of occurrences
of color d in the list d([?1 , ..., ?1+in14]), d([?1 , ..., ?2+in14]),
..., d([?1 , ..., ?(i+1) n14]). Note that for any i,  |D|d=1 kd, i
=n14. Ignoring occasions on which d(R)=d(S _ R) but R
and S _ R are listed under different values of i, we find that,
under the new sampling process, P(d(R)=d(S _ R))
n&112 n112&1i=0 
|D|
d=1 (
kd, i
2 )(
n14
2 ). The inner summation is
minimized if |kd, i&kd $, i |1 for all d, d $. Allowing for round-
ing we find P(d (R)=d(S _ R))  n&112 n112&1i=0 
|D|
d=1
( (n
14&|D| )|D|
2 )(
n14
2 )=|D| (
(n14&|D| )|D|
2 )(
n14
2 ).
The above calculation represents a summation of prob-
abilities of events each involving a disjoint pair S, R. Hence,
in the true sampling process, the probability of each such
event is reduced by a factor no greater than
\ n&n
14+1
n&n13&n14+1+
n 14
,
relative to the above calculation. Therefore, in the true
process,
P(d(R)=d(S _ R))
|D| \(n
14&|D| )|D|
2 +
\n
14
2 +\
n&n14+1
n&n13&n14+1+
n14
.
For |D|<(13) n14 this is strictly greater than 0. More-
over, in this range, it is lower bounded by 4(9 |D| e2n&512)
which, for sufficiently large n, is greater than 2(5 |D| ).
Now let q(S)=P(d(R)=d(S _ R) | S). Since 0q(S)
1, P(q(S)<1(5 |D| ))<1&1(5 |D| ). So
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S
P(S) P(d(R)=d(S _ R) | S)2
P \q(S) 15 |D|+\
1
5 |D|+
2
>\ 15 |D|+
3
.
On the other hand, P(R & T{<)n23n&1=n&13.
Therefore if |D|(15)n19, we find that P([d(R)=d(S _ R)]
7 [d(T )=d(S _ T )][R & T=<])>0, as desired. For
sufficiently large n, l 12 lg lg n&4 implies that |D|
(15) n19 (recall that |D|222l+3), and the lemma follows.
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