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Figure 1. Rats engaged in mutual facial
exploration, a situation that results in a
reduced rate of sniffing by the subordinate
member of a pair and no change in the
sniffing rate of the dominant.
The magnitude of the subordinate individual’s
reduction in rate of sniffing is correlated with
an increase in latency to first subsequent
aggressive behavior by its dominant pairmate.
Dispatch
R273appeasement behavior [5] modulating
the aggressive tendencies of their
more dominant partners.
Olfactory information passing
between pair members does not
mediate the reduced rate of sniffing
exhibited by subordinate animals
when face to face with dominants.
Treating the nasal epithelia of both
members of pairs of rats with ZnSO4
(to produce a transient anosmia [6,7])
before allowing pair members to
interact has no effect on the sniffing
behavior of either dominant or
submissive individuals during periods
of face-to-face investigation. Just as
in intact pairs, anosmic dominant
individuals continue to sniff at a high
rate, and anosmic subordinate
individuals reduce their rate of sniffing
while being investigated.
Using a within-subject experimental
design, Wesson [3] further examined
the effects on sniffing frequency of prior
treatment of both members of an
interacting pair with oxytocin (to reduce
aggressive behavior [6]). He found, as
expected, that oxytocin decreased
dominant animals’ frequency, relative
to baseline, of engaging in aggressive
behaviors. Treatment of pair members
with oxytocin also caused subordinate
individuals to show significantly less
reduction in sniffing frequency during
bouts of facial investigation by
dominants than when the same pairs
of animals were treated with saline,
suggesting that reduced sniffing in
subordinates is a response to the
expression of dominance by larger
animals.
As is the case with any interesting
finding, Wesson’s [3] discovery of acommunicative function of rats’ sniffing
rate during periods of face-to-face
interaction raises at least as many
questions as it answers. For example,
although the present data exclude
olfaction as the modality mediating
detection of sniffing rate, sniffing
involves changes in both auditory cues
and movement of the vibrissae and
anterior portions of the face. Either
might provide the channel via which
information is being communicated
between pairs of unfamiliar, potentially
antagonistic individuals.
During aggressive and affiliative
social interactions, rats emit 22 khz
and 50 khz ultrasonic vocalizations
that modulate social behavior [7]. If
sniffing results in production of
ultrasounds, then the changes in
subordinates’ sniffing rate during
face-to-face interaction with
dominants might simply contribute
to the ultrasonic repertoire of rats.
Alternatively, the rapid movements of
vibrissae of rats while sniffing might
provide either somatosensory or visual
cues to dominant individuals during
periods of facial investigation of
subordinates and serve as the medium
for communication.
The new investigations focussed on
the effects of changes in the sniffing
rate of subordinate individuals and the
role of such changes in sniffing
frequency in modulating dominants’
aggressive behavior. Possibly, failure
of dominant individuals to reduce their
rate of sniffing also serves as a signal
mediating social interaction. Further,
given that sniffing rate has been
demonstrated by Wesson [3] to
serve as a medium for rats’ socialcommunication, then sniffing rate is
likely also to be involved in mediating
other social interactions of Norway rats
such as those between sexual partners
or parents and their offspring.
Most challenging will be to
understand how rats integrate the
information available in the auditory,
tactile, visual and olfactory social
signals emitted by conspecifics to
produce behaviors appropriate to the
diverse social circumstances they
encounter throughout life.
References
1. Doty, R.L. (1986). Odor guided behavior in
mammals. Experientia 42, 257–271.
2. Galef, B.G., and Whiskin, E.E. (1991). Information
centres of Norway rat: Sites for information
exchange and information parasitism. Anim.
Behav. 41, 295–302.
3. Wesson, D.W. (2013). Sniffing behavior
communicates social hierarchy. Curr. Biol. 23,
575–580.
4. Keverne, E.B., and Curley, J.P. (2004).
Vasopressin, oxytocin and social behaviour.
Curr. Opin. Neurobiol. 14, 777–783.
5. Aureli, F., Cords, M., and van Schaik, C.P. (2002).
Conflict resolution following aggression in
gregarious animals: a predictive framework.
Anim. Behav. 64, 325–343.
6. Alberts, J.R., and Galef, B.G., Jr. (1973).
Olfactory cues and movement: stimuli
mediating intraspecific aggressive in wild
Norway rats. J. Comp. Physiol. Psychol. 85,
233–242.
7. Burgdorf, J., Kroes, R.A., Moskal, J.R.,
Pfaus, J.G., Brudzynski, M., Panksepp, J., and
Brudzynski, S.M. (2008). Ultrasonic
vocalizations of rats (Rattus norvegicus) during
mating, play, and aggression: behavioral
concomitants, relationship to reward, and self
administration of playback. J. Comp. Psychol.
122, 357–367.Department of Psychology, Neuroscience &
Behaviour, McMaster University, Hamilton,
Ontario, Canada L8S4K1.
E-mail: galef@mcmaster.cahttp://dx.doi.org/10.1016/j.cub.2013.02.030DNA Replication: Polymerase Epsilon
as a Non-catalytic Converter of the
HelicaseIn eukaryotes DNA polymerase epsilon (ε) synthesises the leading DNA strand
during replication. A new study provides insight into how this polymerase also
functions independently of its enzyme activity to assemble and activate the
replicative helicase.Philip Zegerman
Although it is over 50 years since the
purification of the first DNApolymerase, how cells from all
domains of life manage the perfect
duplication of the genome before
division remains a subject of intense
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Figure 1. Replication initiation is a two-step process in eukaryotes.
The pre-loading complex (pre-LC) is required for the conversion of inactive MCMs loaded in
G1 phase (top) to the active CMG helicase, which includes Cdc45 and GINS, bound to leading
and lagging polymerases in S-phase (bottom). The four-subunit Pol ε plays an important
structural role in the pre-LC. The interaction between the amino terminus of Dpb2 and the
carboxy-terminal B-domain of the GINS subunit Psf1 is required both for CMG assembly
and for tethering Pol ε at the fork. (GINS is composed of 4 subunits; Sld5, Psf1, Psf2 and
Psf3, that are indicated by number.)
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R274investigation. Simultaneous synthesis
of the two anti-parallel strands of the
DNA double helix requires at least two
polymerases — one that can
continuously advance on the leading
strand and another that can act
discontinuously on the lagging strand.
Although prokaryotes and many
viruses employ several copies of the
same enzyme for both of these
processes, eukaryotes have three
different DNA polymerases at the
replication fork [1]. Recent studies,
including work from Karim Labib
and colleagues [2] reported in this
issue of Current Biology, have shed
light on enzymatic-independent roles
of the eukaryotic leading strand
polymerase (Pol ε) in the assembly of
the replication machinery.
Understanding the non-catalyticfunctions of DNA polymerases
provides insight into the replication
initiation mechanism and may help to
explain why eukaryotes have three
distinct polymerases at the replication
fork.
In bacteria, DNA unwinding and
loading of the DNA helicase onto
ssDNA is induced by the
multimerisation of the initiator protein
at the origin of replication [3]. The
DNA-bound helicase serves as a
platform for primer synthesis and
this allows genome duplication to
begin immediately after helicase
loading [1]. Conversely, in eukaryotes,
helicase loading and replication
initiation are separate events that are
strictly regulated within the cell cycle
(Figure 1) [4]. The enzymatic
components of the eukaryoticreplicative helicase, MCM2-7, are
loaded onto dsDNA as an inactive
double hexamer in G1 phase (Figure 1).
Subsequent helicase activation
and replisome assembly occurs only
upon entry into S-phase and this
requires two kinase activities that
accumulate at the G1–S transition:
S-phase Cyclin-dependent kinase
(CDK) and Dbf4-dependent kinase
(DDK).
While much of the molecular
mechanism of eukaryotic replication
initiation is poorly understood,
several lines of investigation have
suggested important roles for Pol ε
in the early stages of the assembly of
an active replisome, in addition to its
role in DNA synthesis itself. The
catalytic subunit of Pol ε (called Pol2 or
Cdc20 in budding/fission yeast,
respectively) is unusual among B family
polymerases in that it has evolved from
a fusion event between two
polymerases, of which only the
amino-terminal fusion has retained
polymerase and exonuclease activities
[5]. The large carboxy-terminal
extension, although no longer catalytic,
is essential for DNA replication from
yeast to flies [6–9], suggesting
enzyme-independent roles for this
protein.
There have been hints as to howPol ε
might regulate replication initiation.
A fragile, Pol ε-containing complex
called the pre-loading complex
(pre-LC) has been identified, which
forms in a CDK-dependent manner
before replication initiation in
budding yeast [10]. This complex also
contains the four subunit GINS
complex, which is a vital component of
the active replicative helicase
(Figure 1).
Consistent with the importance of
the pre-LC for initiation, recent work in
fission yeast has shown that complete
removal of the catalytic subunit of Pol ε
(Cdc20) prevents the conversion of
the inactive MCMs to the active form
of the helicase, called the CMG
complex (Cdc45, MCMs, GINS) [11].
Furthermore, a cdc20 allele with
mutations within the non-catalytic
carboxyl terminus still facilitated CMG
assembly but prevented the
progression of the helicase away from
the origin [11]. This work suggested
that Pol ε has two roles in replication
initiation: first in the assembly of the
CMG, probably through the pre-LC,
and second in activating the CMG at
origins.
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provided more molecular details about
the roles of Pol ε in replication initiation
in budding yeast. By mapping
the interactions that facilitate
the incorporation of Pol ε within the
replisome, they show that the amino
terminus of the second largest subunit
of Pol ε (Dpb2 in budding yeast)
interacts with the flexible B domain of
the GINS subunit Psf1 (Figure 1). They
go on to show that Dpb2 is important
for two key steps in DNA replication.
First, the amino terminus of Dpb2 and
the B domain of Psf1 are both required
to convert loaded MCMs into the CMG
complex. Second, Dpb2 is required to
tether Pol ε to the replisome, as an
amino-terminal truncation of Dpb2 that
cannot bind to GINS does not interact
with the replisome purified from yeast
cells.
Significantly, by over-expressing the
amino terminus of Dpb2 in yeast cells in
which full length Dpb2 has been
effectively depleted, Sengupta et al. [2]
show that this fragment of Dpb2 is
sufficient for CMG complex assembly
and DNA replication initiation but not
for recruitment of the other subunits
of Pol ε. This experiment thus serves to
separate the functions of Dpb2 in
replication initiation. On the one
hand over-expression of the amino
terminus of Dpb2 is sufficient to
recruit GINS to origins, assemble the
CMG and activate it. On the other hand
the carboxyl terminus of Dpb2 tethers
the rest of the leading strand
polymerase (including the catalytic
subunit) to the helicase (Figure 1).
Despite the importance of Dpb2 for
CMG assembly and activation, other
interactions between GINS and Pol ε
may also be important for this
process; for example, in fission yeast
Cdc20 is also required for this
interaction [11].
Why is Pol ε required for CMG
assembly? The conversion of the
loaded MCMs to the active replisome
is a strictly regulated process that
requires the two kinases CDK and DDK
(Figure 1). The pre-LC containing the
essential CDK target Sld2 and its
binding partner Dpb11 is likely an
important regulatory complex that
specifically targets Pol ε and GINS to
loaded MCMs at origins in a
CDK-dependent manner [10].
Over-expression of only the amino
terminus of Dpb2 is sufficient for
replication initiation and viability, but
S-phase is slow and the cells arequite sick [2]. Although a failure to
load Pol ε on the leading strand
causes significant defects by itself
[6,9], it is tempting to speculate that a
failure to form the pre-LC would
disrupt the normal regulation of CMG
helicase assembly, resulting in some of
the observed cell sickness.
Understanding the molecular
mechanism for how Dpb2 and other
components of the pre-LC
assemble the CMG in a
CDK-dependent manner will be
an important next step.
The GINS–Pol ε interaction provides
a direct link between the activation
of the replicative helicase and the
recruitment of the leading strand
polymerase. This coordination may be
vital both to prevent premature DNA
unwinding in the absence of
polymerase and also to ensure that
the leading strand polymerase does
not advance in a strand displacement
reaction without a helicase.
Interestingly, in vitro purified human
CMG stimulates the catalytic activity
of Pol ε [12], while in fission yeast a
mutation in the carboxyl terminus
of Cdc20 prevents the efficient
progression of the CMG helicase [11].
Therefore, the continued interaction
between the CMG and Pol ε during
replication may provide positive
reinforcement for the progression of
the replication fork. This may have
important implications for how the
replisome deals with DNA lesions
that block progression of either the
helicase or the leading strand
polymerase.
It is also worth noting the central
importance of the four-subunit
GINS complex in coordinating not
only the leading strand polymerase
at the fork, but also the lagging
strand Pol a/primase via an
interaction with another replication
factor called Ctf4 (Figure 1) [13].
In vitro, human GINS can interact
with Pol a, ε and the lagging strand
polymerase Pol d [12]. It is tempting
to speculate that GINS serves as a
scaffold to coordinate polymerases
with the active helicase, and such a
versatile interaction mechanism
may explain how Pol d can stand in
as the leading strand polymerase
when the amino terminus of Pol ε is
truncated [6,9].
The physiological importance of
Pol ε has been emphasized with the
recent identification of a mutation in
the large catalytic subunit of humanPol ε (POLE1) that is associated with a
rare autosomal recessive disease
called ‘FILS syndrome’ [14]. It is not
yet clear whether other patients with
a FILS phenotype (facial dimorphism,
immunodeficiency, livedo and
short stature) also have mutations
in Pol ε, but this study highlights
the continued importance of
understanding the functions of
eukaryotic DNA polymerases.References
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Is Not Always MissingQuantitative trait loci (QTLs) underlying multifactorial disorders explain little of
the heritability — most is ‘missing’. A new yeast study has identified QTLs
which explain most heritability in traits. Why is heritability missing in human
diseases but not here?John F.Y. Brookfield
Human genetics once focussed on
genes mutated in single-gene
disorders. Now, however, human
geneticists study the much more
frequent multifactorial diseases, which
result from the effects of many genes
and from environmental effects. Having
a genetic variant can raise the
probability of the individual developing
the condition, with the effect of a
variant being quantified by the relative
risk — the probability of the disease in
someone carrying the genetic marker,
relative to the probability in the general
population. The identification of many
such markers allows the prediction of
an individual’s genetic risk. This is
potentially of benefit, as lifestyle
changes or drug treatment can lower
the risk even in the presence of genetic
‘risk alleles’. The method used to
identify causative quantitative trait
loci (QTLs) is called a ‘genome-wide
association study’ (GWAS) [1]. In
GWASs, hundreds of thousands of
single-nucleotide polymorphisms
(SNPs) are compared between affected
individuals and matched controls.
Variants that show differences in
frequency between the two groups are
identified, with variants that are more
common among affected individuals
being inferred to create a relative risk
above one. For a large number of
diseases, such as type II diabetes,
Crohn’s disease and many other
conditions, predisposing variants have
indeed been found in this way [2,3].
However, at the same time, the
heritability of the trait (in the narrow
sense: the proportion of the observed
phenotypic variance that is due to theadditive genetic variance) can be
estimated from correlations between
relatives, and a paradox emerges:
‘missing heritability’. When the effect
sizes and frequencies of the known
causative SNPs are combined they
together account for only a small
fraction of the overall heritability of
the condition. For example, the 32 loci
identified that contribute to risk of
Crohn’s disease only explain 20% of
the heritability of the disease [3]. The
same is seen in non-pathogenic
variation; for instance, more than 50
loci have been identified as affecting
human height, but collectively they
account for only 5% of the narrow
sense heritability, of around 80%, in
height [4–8]. In trying to understand
potential explanations of missing
heritability, a recent study by Bloom,
Kruglyak and colleagues [9] examining
multiple traits in budding yeast
(Saccharomyces cerevisiae) has
demonstrated an example where there
is very little missing heritability.
Instead, the QTLs identified account for
almost all the measured heritability.
What are the implications of this finding
for human quantitative traits?
Where Is the Missing Heritability?
There are many possible explanations
for missing heritability. A technical one
stems from the problem of how
causative QTLs are ascertained. With
hundreds of thousands of SNPs tested
for disease associations, the threshold
for statistical significance is high and is
typically chosen on the basis of
ensuring a low ‘false discovery rate’,
of perhaps 5%. In other words, only 5%
of the SNPs identified as QTLs for the
disease will be false positives. Thisrepresents a much higher threshold for
significance than would be adopted if
only a single candidate locus were to
be tested. Thus, for reasonable sample
sizes, only QTLs with large effects
can be identified with statistical
confidence. It could thus be possible
that very many SNPs have effects on
the trait that are too small to be
demonstrated, but which collectively
could account for much or all of the
missing heritability. There is indeed
some evidence for this: Yang et al. [10]
examined variation in height in an
Australian population and found that
the 294,000 SNPs examined could,
when fitted collectively, explain 45% of
the phenotypic variance, suggesting
that there are many loci with additive
effects on the trait in addition to those
that reach a threshold for significance.
This experiment also illustrates that,
through use of genome-wide SNP
information, more precise heritability
estimation is also possible [11].
Heritability is estimated through
phenotypic correlations between
relatives. Thus, for example, full
siblings should, on average, share half
their DNA, but individual sibling pairs,
through the random recombination and
segregation events in their parents’
germ cells, will share slightly less or
more than this expected value. These
differences can be observed by the use
of SNP markers and make it possible,
for example, to estimate heritability
by correlating phenotypic similarity
between sibling pairs with the
proportion of the genome that
they share.
Park et al. [12] examined the effect
sizes detected with confidence in
GWAS studies, and tried to estimate
the underlying distribution of effect
sizes. Thus, if a variant has a small
effect, its probability of being detected
in a given sample size can be
calculated and thus the number of
non-ascertained loci with equivalent
effect sizes can be estimated. This
allows the prediction of the extra
causative loci that would be detected,
and the extra heritability that would be
