Abstract: Evoked potentials (EPs) are electrical activities of the brain synchronised with external stimuli. They have proved valuable for the understanding of the functioning of the brain and in investigating several brain related disorders. EPs are usually obscured by the background electroencephalogram (EEG) and thus require appropriate filtering. As the frequency spectra of the EEG and EPs overlap, the application of deterministic filters on their own is usually inadequate. Synchronised averaging improves the signal-to-noise ratio; however it inhibits measurement of the important variations which develop from one EP recording or trial to the next. The presence of these variations also makes an averaged EP a distorted version of an EP which evolves with time. A novel adaptive filtering algorithm based on the wavelet transform method of multiresolution analysis (MRA) was developed and was successfully used for single trial recovery of a type of EP known as the contingent negative variation (CNV). Bloth simulated and real CNV waveforms were processed. A technique to evaluate the effectiveness of the developed method was devised and was used to select the best orthogonal filter among Daubechies, Coifman and Symmlet for the adaptive MRA based filtering operation. 'The technique enabled the magnitude of the background EEG to be reduced by a factor of 5 while preserving the main features of the CNV waveform.
Introduction
The electrical activity of the brain, electroencephalogram (EEG) was first described by Caton [l] . The EEG represents the spontaneous electrical activity of the brain. In addition to the EEG, it is also possible to record electrical activities of the brain which are synchronised to the occurrence of external stimuli such as visual and auditory stimuli. These waveforms are known as evoked potentials (EPs). Cognitive EPs are known as event-related potentials (ERPs) and they require the subject to co-operate during the recording by recognition or response.
EPs are a valuable tool for understanding of the functioning of the brain and thus they have proved effective for investigating a number of brain related disorders including schizophrenia [2, 31, Huntington's disease [4] and Parkinson's disease [5]. They complement the information obtained using the methods such as computerised tomography (CT) and magnetic resonance imaging (MRI).
The techniques for the recording of EPs are now well established. The principal difficulty in analysing EPs is that they have a very poor signal-to-noise ratio. The magnitude of an EP is up to 30pV. This is embedded in the background EEG which has a magnitude up to lO0pV. As the spectra of EPs and the background EEG overlap, the use of deterministic filters on their own usually does not result in an adequate reduction of the background EEG.
The magnitude of the background EEG is significantly reduced by the process of synchronised averaging. In this process a number of EPs recorded under similar experimental conditions are averaged. The assumptions are that the background EEG is an additive random signal which is uncorrelated with the desired EPs and the individual EPs are consistent in amplitude and latency from one recording or trial to the next. However the cognitive processes such as learning, memory and attention play an important role in the generation of many EPs causing an averaged EP to be an approximation of the true EP. In a number of studies ways of improving the effectiveness of averaging have been explored. These include: latency correction [6] and selective averaging by crosscovariance [7] . Another shortcoming of the averaging method is that it inhibits measurement of the trial-totrial variations as EPs evolve in amplitude and latency from one trial to the next. For example, in normal subjects the amplitude of a type of cognitive EP known as the contingent negative variation (CNV) initially increases and then decreases with time [SI. The cause(s) of these may be related to factors such as fatigue, learning and variation in the level of attention. The impairment of cognitive processes in subjects with brain disorders such as schizophrenia, Huntington's disease and Parkinson's disease may make their EP trial-to-trial variations different from those in normal subjects. The measurement and quantification of this information can thus provide valuable clinical information about the disorder.
In several studies, attempts were made to recover single trial EPs from the background EEG. These included autoregressive modelling [9] , Kalman filtering [ 101 and adaptive filtering [ 1 11 . The difficulty with such methods is that they rely on assumptions which are difficult to fulfil. For example, to use conventional adaptive filtering an EEG record is required. This must be closely correlated with the contaminating EEG and it must also be uncorrelated with the desired EP.
Recent advances in the field of wavelet transforms [12] and their successful applications in the analysis of various signals, including biomedical signals [ 131, pointed to the possibility of using them to develop methods for the recovery of EPs. In a study, it was demonstrated that, by performing the wavelet transform of an EP and setting its specific wavelet transform coefficients to zero before performing the inverse wavelet transform, the contribution of the background EEG can be significantly reduced [14] . In another study, a time varying filter was developed using the wavelet transform and was successfully applied to two types of EPs [15] . The problem with the current wavelet transform based methods of ER recovery is that the signal-to-noise ratio improvement is achieved by causing significant loss in EPs details.
In this study, an adaptive filtering algorithm based on the wavelet transform method of multiresolution analysis (MRA) was developed. This algorithm was successfully used for the recovery of a type of cognitive EP known as the contingent negative variation (CNV). Several orthogonal filters were considered for the MRA process and the effectiveness of each for the recovery of the CNV waveform was evaluated. MRA is an application of the wavelet transform. Detailed description of the method is provided in many articles, for example [16-181. The MRA technique decomposes a signal using a set of filters with frequency responses shown in Fig. 1 . The network to achieve this is based on Fig. 2 . It should be noted that J n represents decimation (down sampling) by a factor 150 M. The amount of decimation in each branch of the Fig. 2 is proportional to the bandwidth of the filter preceding the decimator in that branch. Suppose H(z) and G(z) are the frequency responses of a highpass filter and a lowpass filter, each with the cut-off frequency of zl2. The desired frequency responses of Fig. 1 can be realised by a set of filters expressed as [18] ,
(1) In practice, the equivalent of Fig. 2 shown in Fig. 3 is used as it is easier to implement. The signal can be reconstructed from its MRA coefficients (i.e. yo(k), y l ( k ) , ...) using the structure shown in Fig. 4 . This network is based on a synthesis lowpass filter G,(z) and a synthesis highpass filter H,(z). The filters G(z), H(z), G,(z) and H,(z) are very closely related and therefore, given G(z), the other three filters can easily be derived from it [18] . The analysis and synthesis filters must satisfy a number "of conditions to ensure perfect [18] . 
preprocessing
The CNV is a cortical EP which consists of slow surface negativity in the EEG that depends on the association or contingency of two successive stimuli [19] . The first stimulus (S1) serves as a warning stimulus for the second imperative stimulus (S2) to which a response of some sort (usually motor) is made. An averaged CNV waveform from a normal subject is shown in Fig. 5 . The CNV is thought to be generated principally by the frontal cortex as well as the midbrain including frontal association, motor and somatosensory zones [20] . The CNV is a cognitive EP because its generation depends on a sequence of brain activities such as attention, recognition, memory and motivation [19] . The CNV has been extensively studied in schizophrenia because symptoms such as inattention
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and lack of motivation are characteristic symptoms of the condition [2, 31. The CNV recording system and the required prleprocessing procedure are described in [21] . The system consisted of an EEG machine, a personal computer, a unit which amplified, filtered, and digitised the signals. The passband of the filter was 0.1 to 30Hz. Programmable gain amplifiers were used to improve the accuracy of signal digitisation. The signals were digitised with, a 12-bit analogue to digital converter using a sampling rate of 125Hz.
Thirty two CNV waveforms (trials) were recorded per subject from the convexity of the scalp (vertex) using silver-silver chloride electrodes and with the linked earlobes as reference. The duration of each trial was 12 seconds. The warning (Sl) and imperative (S2) stimuli, were presented at 1 and 2 seconds, respectively. S1 was a click and S2 was a continuous tone. The subjects were asked to terminate the tone by pressing a hand-held push-button. All data recordings were carried out in an EEG recording room by an experienced EEG technician.
Description of adaptive multiresolution analysis based filtering algorithm
A basic procedure for the MRA method of recovering an EP from the background EEG is as follows. (i) Decompose the waveform using MRA network of Fig. 3. (ii) Select the MRA coefficients at one or more levels and set these to zero. This selection needs to be carried out heuristically. (iii) Reconstruct the signal using the network of Fig. 4 . As the MRA coefficients at some levels are more representative of the background EEG, this operation will improve the signal-tonoise ratio. This process can be improved by s'caling the MRA coefficients with a value between 0 and 1. As the required scaling factor needs to determined heuristically, this technique is inefficient. The algorithm developed in this study was based on the principle described above; however, the optimum scaling factor for each level of the MRA was computed adaptively. The algorithm required a CNV template. Two forms of templates were possible. The first was subject specific template obtained by averaging 32 CNV trials from the subject whom individual trials were required. The other was the CNV grand average produced by obtaining the averaged CNV waveforms (over 32 trials) from a number of subjects (in this study 
Flowchart for adaptive M R A filtering algorithm
The operation of the adaptive MRA based filtering algorithm is outlined in the flowchart of Fig. 6 . Initially, both the single trial CNV waveform (s(k)) and the CNV template (s(k)) were decomposed using the network shown in Fig. 3 . Then, the MRA coefficients at each level (yo(k), yl(k), ...) were scaled using the following procedure. The initial Euclidean distance (ED1) between the MRA coefficients of the two signals at the level under consideration were computed. The scaling factor (SF) and scaling factor increment (INC) were initialised to 0.5. The Euclidean distance difference (EDD) parameter needs to be initialised with a positive value for the algorithm to start correctly. The significance of SF, INC and EDD becomes clear once the rest of the algorithm is described. The MRA coefficients of the single trial CNV at the level under consideration were scaled by current value of SF (initially, 0.5). If this scaling caused the Euclidean distance between the MRA coefficients of the single trial CNV and those of the corresponding CNV template to be reduced (i.e. ED1 > ED2), the scaling factor value remained unchanged. Otherwise, (i) the MRA coefficients of the single trial CNV at the level under consideration were restored to their original values, (ii) the scale factor was incremented by half its current value, and (iii) the MRA coefficients at the level under consideration were scaled with the new scaling factor. Following this, the absolute value of the difference between the current and previous Euclidean distances was computed. The current Euclidean distance was reinitialised with the previous Euclidean distance value. The process continued until any further scaling caused the Euclidean distance between the MRA coefficients of the single trial CNV and those of the CNV template to increase. The MRA coefficients at the remaining levels were scaled similarly. For a signal of N points, the number of MRA levels, L, is equal to log,N-l. This operation resulted in an optimum scaling factor for the MRA coefficients at each level. Following this process, the single trial CNV was reconstructed using the scaled MRA coefficients.
Analysis procedure
The adaptive MRA filtering algorithm was implemented as described in the previous Section. Tests were carried out to ensure the software worked correctly. Perfect reconstruction was achieved when the output of the network shown in Fig. 3 was used directly as input to Fig. 4 . It was observed that subsectioning of the CNV waveform and its template would improve the filtering operation. With this scheme, each section was processed by the algorithm independently. However, this caused discontinuities in the reconstructed signal. To minimise this effect, a section of the signal consisting of 32 samples was processed, and the eight samples at the centre of the section were kept. Then the next section of the waveform was selected such that the eight samples at the centre of the section were the continuation of the eight samples kept from the previous operation. This process was repeated until the complete waveform was processed.
To be able to evaluate the effectiveness of the method, it was necessary to use simulated rather than recorded CNV waveforms. A simulated CNV waveform consisted of a piecewise CNV model to which real EEG was added. The piecewise CNV model, together with a simulated CNV waveform, are shown superimposed in Fig. 7 . The simulated CNV is a very simplified representation of the CNV waveform, and therefore many components such as those developed as a result of the onset of stimuli are not represented. The estimate of the evaluation of the CNV recovery method was based on computation of noise factor and signal distortion. Noise factor is the ratio of signal to noise power ratio after filtering operation (SNR,) to signal to noise power ratio before the filtering process (SNRO). The value of SNRo was computed by piecewise CNV model power additive EEG power SNRo = where i k and nk are samples of the piecewise CNV model and the background EEG, respectively. The number of samples (N) was 512 points. The signal-tonoise ratio after the application of the CNV recovery method (SNR,) was estimated using recovered simulated CNV power residual EEG power
where sk are samples of the recovered simulated CNV. It should be noted that (sk -ik) are samples of the estimate of the residual background EEG. The larger the value of the noise factor, the more effective would be the process of EP recovery. The amount of signal distortion after filtering was estimated by comparing the Euclidean distances between the piecewise CNV model and that of recovered CNV waveforms. The smaller is the magnitude of this parameter, the smaller would be the amount of distortion.
For the analysis and synthesis networks of Figs. 3 and 4, it was decided to use three popular orthogonal filters, namely Daubechies, Coiflet (Coifman), and Symmlet, and to evaluate their effectiveness (in recovering the simulated CNV) with different number of coefficients. For Daubechies all even numbered coefficients between 2 and 20, for Coiflet 6, 12, 18, 24, and 30 coefficients and for Symmlet all even coefficients between 8 and 20 were tried. The coefficients for these filters are available in [22] .
Results and discussion
Considering the magnitudes of noise factor and distortion, Daubechies filter with 16 coefficients, Coiflet filter with 6 coefficients and Symmlet with 20 coefficients provided best results. In each of these three cases, the magnitude of the noise factor was about 5.2 and the amount of distortion was about 6.3 x
The output of the adaptive MRA based filtering algorithm for the simulated CNV waveform of Fig. 7 is shown in Fig. 8 . The Daubechies filter with 16 coefficients was used for this process. Traces of discontinuities are still visible in the recovered waveform. To completely remove these and to further attenuate any residual background EEG, the recovered waveform was processed using the wavelet packets and the best basis algorithm of Wickerhauser. The resulting waveform is shown in Fig. 9 . The techniques and methods of implementation of wavelet packets and the best basis algorithm of Wickerhauser are described in detail in [23] . For this operation, Daubechies filter with 16 coefficients was used and the signal was reconstructed with the 25 largest Wickerhauser best basis coefficients. It should be noted that signal decomposition using wavelet packets is similar to that of MRA except that, when using wavelet packets, the outputs of both lowpass and highpass filters are decomposed at each level. Fig. 10 shows an averaged CNV waveform. Fig. 11 shows a mildly contaminated single trial CNV waveform recorded from the same person. The output of the MRA based filtering algorithm for this single trial CNV waveform is shown in Fig. 12 . The template used was the averaged CNV (Fig. 10) . As can be observed, the background EEG is significantly attenuated while the waveform's details are mainly preserved. Fig. 13 shows the waveform obtained by processing Fig. 12 with the techniques of wavelet packets and Wickerhauser best basis algorithm. The procedure followed to obtain Figs. 12 and 13 was similar to that followed to obtain Figs. 8 and 9. When the above analysis was repeated using the CNV grand average as the template, the recovered single trial CNV waveform was not noticeably different from that shown in Fig. 13 . This shows that, if it is not possible to obtain an averaged CNV waveform from the person to use as the template, the CNV grand average (provided it is obtained from the same subject category) may be used as the template. Fig. 12 shows a severely contaminated single trial CNV waveform recorded from the subject whose averaged CNV is shown in Fig. 10 . The recovered CNV following the filtering operation is shown in Fig.  15 . Again, the CNV waveform is clearly visible in the recovered signal. A spike plot of the MRA coefficients of the averaged CNV waveform of Fig. 10 is shown in Fig. 16 . As the length of the CNV waveform was 512 points, the signal is decomposed to eight levels. It is intended to use the developed EP recovery method to perform a detailed analysis of trial-to-trial variations in several types of EPs and in a number of brain related disorders in particular schizophrenia. The aim is to relate the information to the cognitive processes affected in the brain disorders considered. An analysis of trial-to-trial variations using different EPs may also provide further insight into the differences between EPs as well.
Conclusion
An adaptive multiresolution analysis based filtering algorithm was developed and was used for the single trial recovery of a cognitive cortical evoked potential (EP) known as the contingent negative variation (CNV). A method for evaluating its effectiveness was devised and was used to select best orthogonal filter for the process. It was demonstrated that the method can reduce the background EEG by a factor of 5 while preserving the main features of the CNV waveform. Although the CNV waveform was used in this study, the technique is also applicable to other EPs. It is planned to use the method to study the trial-to-trial variations in a number of EPs and in specific brain related disorders, in particular schizophrenia. This may provide further insight into the cognitive processes affected in those disorders.
