Coherent optical multi-carrier communications have recently dominated metro-regional and longhaul optical communications for signal capacities per wavelength higher than 20 Gbit/sec. However, the major obstacle of fiber-optic networks involving high-bandwidth coherent multi-carrier signals such as coherent optical orthogonal frequency-division multiplexing (CO-OFDM) is the fiber-induced nonlinearity and the parametric noise amplification from cascaded optical amplifiers which results in significant nonlinear distortion among subcarriers. Here, we present the first nonlinear equalizer in optical communications using the traditional Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm and a novel modified version of DBSCAN which combines K-means clustering on the noisy "un-clustered" symbols. For a 24.72 Gbit/sec differential quaternary phase-shift keying (DQPSK) CO-OFDM system, the modified DBSCAN can increase the signal quality-factor by up to 2.158 dB compared to linear equalization at 500 km of transmission. The modified DBSCAN slightly outperforms the traditional DBSCAN, fuzzy-logic C-means, hierarchical and conventional K-means clustering at high launched optical powers.
Introduction
A few unsupervised machine learning algorithms have been recently implemented in optical fiber communications for training-data-free nonlinear equalization. These unsupervised algorithms included for example fuzzy logic C-means [1], K-means/K-nearest-neighbors [1, 2] , hierarchical [1], affinity propagation [3] and Gaussian mixture [4] clustering. In modern spectral-efficient multicarrier modulation schemes such coherent optical orthogonal frequency-division multiplexing (CO-OFDM) [5, 6] , the aforementioned algorithms have shown great potential in tackling both deterministic and stochastic nonlinearities for long-haul transmission, such as the parametric noise amplification from cascaded optical amplifiers. In particular, affinity propagation clustering based nonlinear equalization outperformed in signal quality (Q)-factor benchmark clustering algorithms [3] . However, the computational complexity of affinity propagation was estimated to be very high [7] and therefore alternative clustering algorithms are required that can be potentially considered for real-time optical communications.
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is an unsupervised machine learning algorithm that was first proposed by Ester et al. [8] for clustering analysis based on the density approach. DBSCAN has been adopted for various applications such as in data mining [8] and image processing [9] due to the attractive ability of finding clusters of any shape, identifying noisy points effectively, and supporting spatial databases. DBSCAN has been implemented in optical domain only for modulation format recognition [10] and for nonlinear equalization in visible light communications systems [11] . In this work, we implement the first DBSCAN-based nonlinear equalizer for high-capacity optical fiber communications systems. More specific, the traditional DBSCAN (referred as conventional DBSCAN throughout this work) is implemented for CO-OFDM; while also a novel modified DBSCAN algorithm is presented, in which the "un-clustered" noisy points are further processed with K-means. We numerically demonstrate that the modified DBSCAN can increase the Q-factor compared to linear equalization by up to 2.158 dB for a 24.72 Gbit/sec differential quaternary phase-shift keying (DQPSK) CO-OFDM system at 500 km of standard singlemode fibre transmission (SSMF). We also show that modified DBSCAN slightly outperforms the traditional DBSCAN, conventional K-means, fuzzy-logic C-means and hierarchical clustering at high launched optical powers.
Conventional and modified DBSCAN
Density based clustering algorithms make an assumption that clusters are densed regions in space separated by regions of lower density [8] . A densed cluster is a region which is "density connected", i.e. the density of points in that region is greater than a minimum [9] . Since these algorithms expand clusters based on dense connectivity, they can find clusters of arbitrary shapes [9, 10] . DBSCAN is an example of density-based clustering algorithms that deals with stochastic-noisy data. The main task of DBSCAN is to search for dense areas and to expand these recursively to find arbitrarily densed-shaped clusters. The two main parameters of DBSCAN are the ε ('Epsilon') and the 'minimum points'. The ε defines the radius of the "neighborhood region" while the 'minimum points' defines the minimum number of points that should be contained within that neighborhood. Every neighbor point, which its ε-neighborhood, contains a predefined number of points, while the cluster is also expanded to contain its neighbors [12] . However, for the unallocated points, if the number of points in the neighborhood is less than a predefined threshold, the point is designated to be noisy [12] . The noisy data in conventional DBSCAN are not further processed by machine learning and for this reason we proposed in this work to apply K-means as a 2 nd stage clustering only for these noisy symbols.
A typical example for conventional DBSCAN is shown below in Fig. 1 for the case when the number of minimum points is equal to 4. In Fig. 1 2. Retrieve all symbols directly density-reachable from p that satisfy the condition of the radius ε limits.
3. If the symbol p is a core point, a cluster is formed. Search recursively and find all its density connected points and assign them to the same cluster as p.
4. If p is not a core point, the DBSCAN algorithm "scans" for the rest unvisited symbols.
5. Symbols that are un-clustered are labelled as zero symbols ("noisy symbols") where linear equalization is performed only on these symbols; and then the conventional DBSCAN algorithm stops.
6. This additional step is only taken into account for the modified DBSCAN where Kmeans clustering is activated for the "noisy symbols" using the Lloyd's algorithm [1]: a. Assignment: Allocate each observation to the cluster whose mean has the least squared Euclidean distance ("nearest" mean) [1, 13] . b. Update: Calculate the new means to be the centroids of the observations in the new clusters [13] . K-means algorithm converges when the assignments do not change.
Simulated CO-OFDM system equipped with DBSCAN
The CO-OFDM system incorporating the SSMF and the machine learning-based nonlinear equalizers was numerical demonstrated in Matlab ® with procedures similar to these reported in Refs. [1, 14] . The adopted single-polarization/single-channel CO-OFDM system considered ideal IQ modulation and homodyne coherent reception. 128 subcarriers were employed with 400 symbolsper-subcarrier, while the cyclic prefix (CP) length [15] was taken at 10% to eliminate inter-symbol interference from linear effects such as polarization-mode dispersion (PMD). Phase noise from the frequency offset between the transmitter laser and receiver local oscillator was not considered in order to isolate stochastic and deterministic nonlinear phenomena, and hence frequency offset compensation was not required. However, digital-to-analogue/analogue-to-digital converter (DAC/ADC) clipping ratio and quantization were taken into account and set to 13 dB and 10-bits, respectively, which has negligible impact on OFDM performance for a subcarrier number > 32 [16, 17] . The sampling rate was set at 12.5 GSamples/sec and the raw signal-bit rate at 24.72 Gbit/sec. To avoid cycle slips, the detection was differential using QPSK (i.e. DQPSK). A typical block-diagram of the simulated coherent receiver including the CO-OFDM digital signal processing (DSP) unit is shown in Fig. 2 . After the optical-to-electrical conversion the signal in Fig. 2 is parallelized, the CP is removed and then the fast Fourier transform is placed to demultiplex the electronic subcarriers. Afterwards, linear equalization is employed which involves pilot-assisted channel estimation and chromatic dispersion (CD) compensation. In the final stage, just before decoding and serialization, the DBSCAN algorithm (conventional and modified) is inserted to perform nonlinear equalization. It should be noted that on the same block, other clustering algorithms were also tested for comparison namely the fuzzy-logic C-means, K-means, and hierarchical clustering with procedures identical to Ref.
[1]. In the transmission-link, an Erbium-doped fiber amplifier (EDFA) was inserted after a 100 km span for a total 500 km transmission. The EDFA noise was modelled as additive white-Gaussian noise and the noise figure was 5.5 dB. The optical fiber for single-polarization transmission was modelled using the pseudo-spectral split-step Fourier method which solves the nonlinear Schrödinger equation. The adopted SSMF parameters for this work are the following: fiber nonlinear Kerr parameter, CD, CD-slope, fiber loss, and PMD coefficient of 1.1 W −1 km −1 , 16 ps nm -1 km -1 , 0.06 ps km -1 (nm 2 ) -1 , 0.2 dB km -1 and 0.1 ps (km 0.5 ) -1 , respectively. Finally, in this work the total OFDM subcarriers' bit-error-rate (BER) by error counting and Q-factor (=20log10[√2 −1 (2 )]) are the crucial parameters under investigation. 
DBSCAN optimization and results
In order to optimize DBSCAN, the ε and minimum points can be adjusted to find the lowest BER (and therefore the highest Q-factor). An example for our DQPSK-CO-OFDM system at 4 dBm of launched optical power (LOP) is shown below in Figs. 3,4 , where these parameters are tuned in terms of the BER and the output number of clusters from the modified DBSCAN. In Fig. 3 , the optimum BER is found around 0.08 < ε < 0.1 and when the minimum points are > 80; while in Fig. 4 it is shown that the modified DBSCAN gives a wrong number of DQPSK output clusters (i.e. larger or smaller than 4) outside the aforementioned range. Fig. 5 depicts our simulation results in terms of Q-factor vs. LOP for the adopted CO-OFDM system at 500 km of SSMF transmission. Comparisons are also made between conventional and modified DBSCAN as well as linear equalization, K-means, fuzzy-logic C-means, and hierarchical clustering. Fig. 5 reveals that DBSCAN can increase the Q-factor compared to linear equalization by up to 2.158 dB. The modified DBSCAN slightly outperforms traditional DBSCAN, fuzzy-logic Cmeans, hierarchical and conventional K-means clustering at high launched optical powers. In particular, at a LOP of 6 dBm the modified DBSCAN outperforms its conventional version by 0.36 dB in Q-factor. Results reveal that DBSCAN is a good candidate for fiber nonlinearity and parametric noise amplification compensation, considering that it outperforms for the whole range of LOPs. However, we believe that at low LOPs, DBSCAN (and the other machine learning clustering algorithms) performance benefit is also attributed to the fact it can make better linear symbol decisions thus providing a very effective soft-decision decoder. Finally, we should note that within the range -15 to 0 dBm of LOPs we had an error-free performance due to the limited number of symbols used to reduce simulation time. However, it is envisaged that for these power levels a similar performance benefit will be provided by DBSCAN. 
Discussion
We numerically demonstrated the first DBSCAN-based nonlinear equalizer in optical communications using a DQPSK-CO-OFDM system for 500 km of transmission. We highlighted the performance benefits of a novel modified DBSCAN over its conventional form and compared with benchmark machine learning clustering approaches such as K-means, fuzzy-logic C-means and hierarchical clustering. We assume the marginal performance benefit provided by DBSCAN is due to the Gaussian-like circular noisy clusters; and we believe the developed algorithm should be more compatible for noisy clusters of elliptical form such as in that observed in wavelength conversion based coherent optical systems [18, 19] . We finally trust DBSCAN could be very useful for very-high spectral efficient modulation techniques such as Fast-OFDM [20] [21] [22] [23] and in single-carrier modulated optical systems [24] .
