It is shown that for any uniquely decipherable code, with a small cost in the expected coding length we can add constraints on the worst-case coding length. Moreover, this cost is related to the Fibonacci numbers.
Introduction
A fundamental tradeoff in lossless source coding is that we can compress some of the inputs only if we expand some of the others. This is reasonable because our primary goal is to minimize the expected output coding length. However, in some cases we would not like to expand the data. The trivial code, wherein the output is equal to the input, never expands the coding length, but it never compresses either. A reasonable objective is to compress well, while expanding very little in the worst-case.
The tradeoff between the expected coding length and the worst-case coding expansion has received research attention. In [1] an algorithm for finding a code meeting these constraints is proposed, and in [2] the redundancy of the expected coding length over the entropy is bounded. In this paper, we are concerned with the cost in the expected coding length due to the constraints on the worst-case coding length. Since we show that this cost can be bounded by a term that decays exponentially in the worst-case coding length expansion, the encoding of inputs with low probability is not troublesome. The remainder of this paper lays out the problem formally in Section 2, and provides the results in Section 3. Section 4 discusses the results.
Problem formulation
Consider a discrete alphabet X and input sequences x of length N, i.e., x ∈ X N . We define a source code C as a mapping C : X N → X * where X * is the set of finitelength sequences over X . Following Cover and Thomas [3] , let C(x) be the codeword corresponding to x, and l(x) the length of C(x). The expected coding length L(C) for a random variable X with a probability mass function p(x) is defined as
A uniquely decipherable code is a source code C with a dual mappingC :
such thatC(C(x)) = x, ∀x ∈ X N . We say that code C expands x when l(x) > N, and we define the worst-case coding expansion as
We now provide two examples.
Example 1 Consider a binary alphabet X = {0, 1} and a memoryless source with p(x i = 0) = p, where p ∈ (0, 0.5). There exists [3] a series of entropy codes C N , for sequences of
. Denote the all-zeros input of length N as 0 N ; this input has least probability, thus it has the worst-case coding expansion. Since the probability for this input is p N , the coding length will satisfy lim N →∞ 1 N l(0 N ) = − log 2 p, and the worst-case coding expansion satisfies lim N →∞ 1 N W (C N ) = − log 2 p − 1. In this example the expected coding length is excellent, but the worst-case coding expansion can be large for small p.
Example 2 Consider the same setup as Example 1, but now use Krichevsky Trofimov coding [4] . The expected coding length is now NH(p) + log 2 N + O(1). In this example, the expected coding length is asymptotically not as good, but the worst-case coding expansion is better. We will later prove that it is possible to approach the expected coding length from Example 1 while having an even smaller worst-case coding expansion.
Given the probability mass function p(x), x ∈ X N , and an (integer) constraint ∆ on the worst-case coding expansion, the minimum constrained expected coding length is defined as
When the constraint is relaxed, and ∆ is increased, the expected coding length will go down until at some stage it is equal to the unconstrained minimum expected coding length. This is the coding length of the Huffman code [5] , and is denoted by L * ∞ . In the following section we will prove an upper bound on L * ∆ − L * ∞ .
Results
We begin with two Lemmas on Huffman codes [5] . Lemma 1, which is included for completeness, shows that we can assume that C * ∞ is a Huffman code.
Lemma 1 There is a Huffman code that achieves L * ∞ .
Proof: Given a code C * ∞ that achieves L * ∞ , from the Kraft inequality we have
Thus, we can construct a Huffman code
∞ because, among uniquely decipherable codes over X N , the Huffman code is optimal. We conclude L H = L * ∞ , so the Huffman code C H achieves L * ∞ . 2 Any Huffman code can be viewed as a tree, where codewords correspond to leaves, and their prefixes correspond to nodes. A vertex is either a leaf or a node in this Huffman tree. A leaf corresponds to some input x with probability p(x) ; similarly, a node represents all its underlying leaves, so the probability of a node is the sum of the probabilities of those leaves. Lemma 2 bounds the corresponding input probabilities.
Lemma 2 Any node at depth k in a Huffman tree corresponds to input codewords with probabilities p k satisfying
where
with initial conditions
Proof: In the construction of a Huffman code, a node α (as opposed to a leaf) at depth k is merged with other vertices (leaves or nodes) k times. Denote v k l , l ∈ {0, · · · , k} as the merged nodes at depth l, e.g., v at depth l. We prove p k l ≥ f k−l p k k by induction on l. We begin with the initial conditions. First,
Second, since the lemma requires α to be a node, then at least one of its descendant vertices corresponds to at least a probability of
But since α is a node, when it was created in the Huffman algorithm, the descendants were vertices corresponding to the minimal probabilities among all of the vertices at that stage, therefore
We can now write
where (10) is the the merging of corresponding probabilities and (11) is direct from (9). The inductive step is
where (13) is similar to (10), (14) follows by reasoning similar to (9), (15) follows by induction, and (16) follows from (6). Finally, when l = 0, the result of the lemma (5) has become straightforward because p k 0 = 1. 2 For |X | = 2, f n are the Fibonacci numbers, up to a multiplicative constant. In the appendix we show that
Theorem 1 Given a random variable X with a probability mass function p(x) over X N , and an optimal unconstrained expected coding length L *
Proof: By Lemma 1, we can assume that C * ∞ is a Huffman code. We create a new codeC, with length functionl(x) and expected coding length L(C), by modifying C * ∞ in two steps.
Step 1: prune X 1 = {x : l(x) ≥ N + ∆} from the Huffman tree for C * ∞ . If X 1 is empty we are done, else there exists a node in the tree at depth ∆ − 1.
Step 2: take any node in the tree at depth ∆ − 1. Let X 2 be the descendants of that node in the tree. Now split the node into two parts, each at depth ∆ ; the first has codewords in X 2 with one additional symbol, and the second is a full tree that has all X 1 as codewords.
The full tree for X 1 starts at depth ∆ and goes up to depth N + ∆, sol(x) ≤ N + ∆, ∀x ∈ X 1 . For X 2 , l(x) < N + ∆, ∀x ∈ X 2 , so adding an additional symbol gives l(x) ≤ N + ∆, ∀x ∈ X 2 . Therefore W (C) ≤ ∆. Now, the structure X 2 resides at depth ∆ − 1 in the tree, so by Lemma 2
With (19),C satisfies
where (20) is an equality only if X 1 and X 2 are disjoint, (21) arises because codewords in X 1 became shorter, and (19) gives (22). The result (18) is obtained by noting that
Limitations of Theorem 1
First, Theorem 1 does not apply for ∆ = 0, because there is no node at depth ∆ − 1 that can be split. In fact, for ∆ = 0 there is no expansion, nor is there any compression.
Therefore L * 0 = N. Second, Theorem 1 provides an upper bound on L * ∆ − L * ∞ , but we cannot give a lower bound, because for a uniform probability mass function we have
Stronger bound
We can get a stronger bound on the expected coding lengths for ∆ = 2. In this case, there always exists some node at depth ∆ − 1 with
The issue raised here is that, although Lemma 2 provides an upper bound on the probabilities corresponding to a node at depth k, there usually exist nodes at that depth that correspond to smaller probabilities.
Discussion
The constructive method used in the proof of the theorem can be used to derive codes that satisfy a constraint on the worst-case coding expansion, but these are not necessarily optimal codes. However, the theorem is useful because it shows that the cost of the worstcase expansion constraint can be bounded by a term that decays exponentially in the expansion. A tighter bound in the main theorem could be obtained by finding a stronger version of Lemma 2 for the node at depth k that corresponds to the smallest probabilities.
Appendix
By investigating the characteristic polynomial of (6), its solutions are of the form 
The result (17) follows.
