Automatic data extraction from charts is challenging for two reasons: there exist many relations among objects in a chart, which is not a common consideration in general computer vision problems; and different types of charts may not be processed by the same model. To address these problems, we propose a framework of a single deep neural network, which consists of object detection, text recognition and object matching modules. The framework handles both bar and pie charts, and it may also be extended to other types of charts by slight revisions and by augmenting the training data. Our model performs successfully on 79.4% of test simulated bar charts and 88.0% of test simulated pie charts, while for charts outside of the training domain it degrades for 57.5% and 62.3%, respectively.
Introduction
"Data everywhere information nowhere" is a common saying in the business world. Consider all of the presentations and reports lingering in folders of a company. They are embellished with eye-appealing charts as images forming formidable data, but getting information from these charts is challenging. To this end, a system that automatically extracts information from charts would provide great benefits in knowledge management within the company. Such knowledge can be combined with other data sets to further enhance business value. We address this problem by developing a deep learning model that takes an image of a chart as input and it extracts information in the form of categories being displayed, the relevant text such as the legend, axis labels, and numeric values behind the data displayed.
There are existing tools for information extraction from charts (Savva et al., 2011; Huang & Tan, 2007) based on traditional computer vision methods, which rely on complicated human-defined rules and thus are not robust. With the proliferation of deep learning, it is conceivable that the accuracy of chart component detection can be improved without complicated rules, i.e., by using raw images as input with no feature engineering or employment of other rules. Despite of this belief there is still lack of a single deep learning model for data extraction from charts.
We introduce a deep learning solution that automatically extracts data from bar and pie charts and essentially converts a chart to a relational data table. The approach first detects the type of a chart (bar or pie), and then employs a single deep learning model that extracts all of the relevant components and data. There is one single model for bar charts and a different one for pie charts. The entire framework has three stages: 1. chart type identification, 2. element detection, text recognition, and bounding box matching through which the actual numerical data is extracted, and 3. inference. The first phase is a standard image classification problem. The most interesting part is the second phase where we rely on the Faster-RCNN model (Ren & Sun, 2015) . We add several components to the feature maps of regional proposals, e.g., text detection and recognition. The most significant part is the addition of relation network components that match, e.g., part of the legend with a matching bar, a bar with the y-axis value, a slice in the pie chart with part of the legend. In order to make extraction from pie charts work, additional novel tricks are needed; e.g., the model detects the angle of each slice by attaching an RNN to regional proposals (since slices form a sequence when traversed in a clockwise manner), multiplies the feature map matrix of the regional proposal of the entire pie with an angle-dependent rotation matrix, and then uses this rotated matrix in the relation network. The last inference phase is using heuristics to produce the final objects and data.
The model is trained on simulated charts based on Microsoft Excel and the Matplotlib library. It is then evaluated on simulated test data, the Microsoft FigureQA charts data set (Kahou & Bengio, 2017) to 57.5% and 62.3% for bar and pie charts, respectively.
Our main contributions are as follows.
• We propose a single deep learning model that extracts information from bar charts. The new ideas of the model are the combination of text recognition, text detection, and pairwise matching of components within a single model. In particular, we design a new approach for matching candidate components, e.g, an actual bar bounding box with an entry in the legend.
• We also propose another single deep learning model for pie charts. This model introduces an RNN component to detect angles in a pie chart, and a different strategy for matching non-rectangular patches.
• We use a pipeline where we first identify a chart type by standard CNN-based classification. Once the chart type is identified, we employ one of the aforementioned models to extract information.
In Section 2, related work and methods for charts data extraction are reviewed. We show all components of our model and inference methods in Section 3. The computational results are discussed in Section 4.
Literature Review
Automated chart analysis has been studied for many years, and the process of extracting data from charts in documents can be divided into four steps: chart localization and extraction, chart classification, text and element detection, data reconstruction. Our work focuses on the last three steps.
Chart classification is a specific kind of image classification problems. In 2007, Prasad et al. (2007) In recent years, deep learning techniques have made great progress in general image classification (Krizhevsky et al., 2012; Simonyan & Zisserman, 2012; He & Sun, 2016) , which can be applied to chart classification. Among these methods, convolutional neural networks based methods are the most widely used, and Siegel et al. (2016) have trained both AlexNet (Krizhevsky et al., 2012) and ResNet-50 (He & Sun, 2016 ) on their annotated datasets including 60,000 charts and 7 categories. VGG16 (Simonyan & Zisserman, 2012 ) is employed in our system.
A chart includes a set of structural texts and data. In bar charts, texts can be categorized as title, axis-title, axis-tick or legend, and data information is encoded into the height or width of bars. To extract the textual and graphical information from bar charts, one must firstly detect the bounding boxes of texts and bars. Object detection is a common problem in computer vision. With the development of deep learning techniques, there are two main kinds of methods: 1. RCNN (Girshick & Malik, 2014) includes two stages of generating region proposals and subsequent classification; 2. derivations fast-RCNN and Faster-RCNN (Ren & Sun, 2015) of RCNN, YOLO (Redmon & Farhadi, 2016) and SSD (Liu & Berg, 2016) use only one stage including both region proposing and classification, which usually perform better on training speed but worse on accuracy of bounding box prediction (Huang & Murphy, 2017) . It is worth pointing out that Faster-RCNN produces higher accuracy than YOLO and SSD at the expense of a higher training time. There are also some specially designed models (Tian & Qiao, 2016; Shi & Belongie, 2017) which only focus on text detection. Tian et al. (2016) use an anchor box method to predict text bounding boxes. introduce a segment linking method that can handle oriented text detection.
In terms of chart component detection, there are many works done with traditional computer vision techniques. Zhou et al. (2000) combined Hough transform and boundary tracing to detect bars. Huang et al. (2007) have employed rules to detect chart components using edge maps. In (Savva et al., 2011) , bars or pies are detected by their shapes and color information in pixels. By using deep learning techniques, all the texts and chart components can be detected in a model automatically. There are already some works based on deep learning techniques; Cliche et al. (2017) have trained three separate object detection models ReInspect (Stewart & Ng, 2016) to detect tick marks, tick labels and points in different resolutions, which are finally combined to extract data from a scatterplot. Poco et al. (2017) have employed a CNN to classify each pixel as text or not in a chart and then remove all non-text pixels.
Data reconstruction is followed after chart component detection. Data reconstruction also can be divided into text recognition and numerical data extraction. All detected text bounding boxes are processed by a text recognition model. Tick labels are combined with the coordinate positions to predict the coordinate-value relation. Other graphical components are processed by these coordinate-value relations, which give all the data corresponding to an input chart. There is another challenging problem during this process: matching objects between different categories, which has been studied by a few researchers. In (Siegel & Farhadi, 2016) , the matching task is formulated as an optimal-pathfinding problem with features combined from CNN and pixels. Samira et al. (2017) have trained a model with a baseline of Relation Networks (RN) (Santoro & Lillicrap, 2017) to build the relationship between objects and answer questions related with it.
In our work, a single deep neural net is built to predict all objects' bounding boxes and classes, to recognize texts of textual objects, and match objects in an chart image, which is very different from all aforementioned works because each prior work on bar and pie charts addresses only a single aspect leading to brittle solutions. We also introduce brand new concepts and approaches such as rotations and angles in conjunction with recurrent neural nets, and supervised angle learning.
Model
Our model uses Faster-RCNN (Ren & Sun, 2015) as the object detection part to detect all the elements in a chart, and then uses the idea from RNs (Santoro & Lillicrap, 2017) as the object-matching part to match elements between different classes. We use Faster-RCNN over YOLO or SSD because of higher accuracy. The price is higher training time. CRNN (Shi & Yao, 2017 ) is employed as the text recognition part in our model. All these parts are summarized next.
We build our model on Faster-RCNN because an accurate prediction of bounding box locations is more important in chart component detection compared with general object detection problems.
Background

FASTER-RCNN
Faster RCNN uses a single convolutional neural network to create feature maps for each predefined regional proposal called also anchor proposal and predicts both a class label and bounding box for each anchor proposal. The first part in Faster-RCNN is the Region Proposal Network (RPN), which yields a feature map for each anchor proposal. During the second part, two branches predict a class and a more accurate bounding box location for each anchor proposal.
In the model, CNN is used to generate a single feature map.
Anchor proposals are then selected as follows. A predefined grid of pixels are used as centers of proposals. Each center pixel is associated with a fixed number of bounding boxes of different sizes centered at the pixel. These anchor proposals are identified with the viewing field in the original image to identify the ground truth of the class and the precise bounding box location.
RELATION NETWORKS
RNs (Santoro & Lillicrap, 2017) were proposed by Santoro et al. to solve the relation reasoning problem by a simple neural network module, which is appended after a series of convolutional neural layers. An RN firstly concatenates the object features from the last convolutional layer of two objects and then employs a fully connected layer to predict their true/false relation. The loss function component reads
where O ∈ R N ×C is the matrix in which the i th row contains object representation o i . Here, g θ calculates the relation between a pair of objects and f φ aggregates these relations and computes the final output of the model.
CRNN
CRNN (Shi & Yao, 2017) is a text recognition model, which is based on the popular CNN-RNN pipeline for text recognition. It has gained state-of-art accuracy on several text recognition challenges. This model contains 7 convolutional layers for feature extraction followed by 2 bidirectional LSTM layers for sequence labeling and a transcription layer on top of them. A sequence is a sequence of characters and the input to an LSTM cell is a fixed width window in the feature map (which keeps sliding from left to right to form a sequence).
Main Model
The first step in data extraction is to determine the chart types (bar or pie) which consequently involves the corresponding model for each type. The classification model is built based on VGG16.
Faster-RCNN is employed as the backbone of our model, with its two outputs, a class label, and a bounding box offset, for each candidate object augmented by additional components. In our bar chart data extraction model, two additional branches are added: a text recognition branch is added after proposals with a predicted label of text, and an object-matching branch is added for all possible proposal combinations. Another angle prediction branch is added in the pie chart data extraction model, and the object-matching branch is revised to capture slices. In bar charts, the RN components try to match bars with a legend component or x-axis label, and the height of a bar with a y-axis value. In pie charts, we attempt to match each slice with a legend component.
In order to handle non-horizontal text such as y-axis labels, a regression layer to predict orientation is added as part of the text recognition branch. The feature map is then rotated by the angle and then CRNN is applied. The object-matching branch is inspired by the idea of RN by concatenating two object features if class predictions are high for the classified two objects. Figure 1 depicts the model.
We next provide details of these components. The first three sections apply to both bar and pie chart data extraction, while the last section explains the enhancements made in pie chart data extraction.
OBJECT DETECTION
Our object detection method is based on Faster-RCNN, which adopts VGG16 (Simonyan & Zisserman, 2012) as the backbone. The top layer of the convolutional feature map (Conv5 3) is used to generate a manageable number of anchor bounding boxes of all chart components. Considering that the texts and bars have substantial variety in height/width ratios and can be of arbitrary orientation, and the tick marks are always small, the aspect ratios of anchor boxes are set to (0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0), while the scales are set to (2, 4, 8, 16, 32) . Scale of 4 refers to 4 × 4 pixels in the feature map.
There is no resizing of the input images because a resizing procedure would lose the resolution for text in the image. Some texts are already very small in the original image and cannot be distinguished even by humans after resizing. The flexible size of the input image affects the size of the resulting convolutional feature maps. For example, a feature map of size m×n generates m×n×35 candidate bounding boxes through the anchor mechanism. Only candidates with an IoU overlap to ground truth higher than a threshold are saved and sorted by their confidence. The top 256 of them are then fed into the regression neural network.
ORIENTED TEXT RECOGNITION
The original Faster-RCNN model generates only horizontal bounding boxes, which may contain texts with orientation. Besides the regression layer for localization, a new regression layer for orientation is added under the branch for text recognition, see Figure 1 .
Our text recognition branch is added after the Faster-RCNN model and takes all proposals predicted as text by the classification layer in Faster-RCNN. The text recognition branch detects the orientation of the text in each text bounding box firstly and then rotates the feature map by the detected orientation using an affine transformation, which is similar to the Spatial Transformer Network (Jaderberg & Zisserman, 2015) , except that we use the orientation angle for supervised learning. In summary, the loss function includes the L 2 loss L orientation of the angle (the ground truth for angle in training is known).
We apply two-layer bidirectional LSTM to predict the sequence labels of characters, followed by a sequence-tosequence mapping to words. The conditional probabilities defined in CTC (Graves & Schmidhuber, 2006 ) are adopted as the loss function of the recognition model.
The loss function of the branch for oriented text recognition is
OBJECT MATCHING
There is an object matching branch appended after the feature map (Conv5 3) generated by Faster-RCNN, which aims to match image patches from different categories.
Our object matching branch is similar to RN but without the summation of feature maps, and the output of RN is normalized to better predict whether the input object pair is related or not
where g is the concatenation operation and f φ refers to a fully connected neural network. Here o is the feature map of an anchor proposal.
The loss function of the object matching branch between types U, V is formulated as
where y oi,oj is the ground truth, KL is Kullback-Leibler divergence and H is a smooth approximation to the indicator function
where τ is a threshold parameter and k is another parameter controlling the steepness of the function near τ . Types {U, V } in bar chart data extraction are {bar, legend sample} and in pie chart data extraction are {pie, legend}. We also use the same model to match textual objects with other objects while o i in above equations refers to the position of each object. These types of {U, V } cover {y-tick label, y-tick mark} and {legend sample, legend label}. We found that this works much better than feature map vectors.
PIE CHART-BASED ENHANCEMENTS
Data extraction for pie charts is more challenging than for bar charts since a slice is hard to detect using a rectangular bounding box. Instead of generating each proposal bounding box for each slice, we only predict the location of the whole pie and the angle of each slice's boundary based on the feature map of the pie. Obtaining all the boundary angles gives the information of the proportion of the pie chart. Our pie boundary angle prediction model is a two-layer LSTM appended after the feature map of the predicted pie anchor proposal. The predicted pie feature map is fed into the LSTM recurrently until the LSTM outputs a stop signal, while the outputs before the stop signal represent the angles of boundaries in counter-clockwise flow, see Figure 2 . Values α 1 − α 5 represent the angles in order of counterclockwise, with respect to the slice proposals.
The object-matching model between bars and legends in bar chart data extraction relies on the rectangular feature map of each bar or legend, which is not appropriate to match slices and legends for the non-rectangular shapes of slices.
In the pie chart object-matching model, the feature map for each slice is generated from rotating the feature map of the whole pie by the angle of its boundary, so that the rotated feature map can have its corresponding slice in a specific region. The rotation is done by an affine transformation. We define the horizontal ray from left to right as zero degree and counter-clockwise as the positive direction, so all of the feature maps have their corresponding slice features on the right-center region in the whole feature maps. Figure 3 illustrates the strategy.
The object matching part is similar to the one for bar charts, which concatenates the feature map of each legend and each rotated feature map of the pie and predicts their relationship. This component learns which region of the feature map is in focus. 
LOSS FUNCTION
Our loss functions for both bar chart and pie chart data extraction models take the form of a multi-task loss, which are formulated as:
where L det represents the loss for object detection, which is defined in (Ren & Sun, 2015) . L text and L OM are the losses for text recognition and object matching defined by (2) and (4), respectively. L ang is the loss for angle prediction in the pie chart data extraction model. The three parameters component λ text , λ OM and λ ang balance each loss function component. In our experiment, λ text is set to 0.1, and λ OM and λ ang are set to 1.
Inference
The inference approach for bounding box prediction and classification is outlined in (Ren & Sun, 2015) , and the inference approach for text prediction is specified in (Shi & Yao, 2017) .
Each chart is first recognized by the chart type classification model to decide which data extraction model to use.
For a bar chart, each of its anchor proposals with confidence more than 0.8 is generated along with their text prediction and class. Non-maximum suppression is employed to remove redundant proposals and the remaining proposals are fed into the object-matching model to generate the final prediction with inner relationship between proposals. There is still one last step for bar chart data extraction: linear interpolation is employed to generate the value of a bar from pixel locations to the y-axis value. The predicted values are detected by the top boundary locations of bars.
Inference for a pie chart is slightly different. Since we assume that there is only one pie in a pie chart, we feed the bounding box proposal (pie) with highest confidence after non-maximum suppression into the angle prediction model. The feature map of the pie is then rotated by each predicted angle to match with legend sample feature maps.
Computational Study
In this section, we first illustrate the training strategies followed by the training and evaluation data generation process for the three deep learning models. Then we show the effectiveness of our models by evaluating their performance on general test sets.
Training Strategy
All of the chart type classification model and data extraction models have the backbone of VGG16. We start from the pre-trained ImageNet VGG16 weights as the first training step.
The second training step for chart type classification is to train it on our simulated chart data set described in Section 4.2.
In terms of the two chart data extraction models, the second training step focuses on the object detection and classification branches. During this step, parameters λ text , λ OM , λ ang are fixed to zero and the weights of these corresponding branches are fixed to their initial random values. After the training loss of object detection and classification converges, weights in these three branches are released to become trainable and their parameters are set to the values provided in Section 3.2.5 and fixed until the end of training. While these fixing steps can be iterated, we observe that a single pass provides a good solution.
Training and Evaluation Data Generation
We utilize both simulated and public data sets because of the limited availability of the latter. Matplotlib Python library is used to build the data set for bar and pie chart data extraction models. To have varieties, we introduce randomness in colors for bar or pie, font sizes and types, orientations of texts, sizes of images as well as sizes of bars and pies. All of the titles and x,y-axis labels are assumed to have less than three words from a vocabulary size of 25,000. Font type can be any one of 35 commonly used ones. Possible font size ranges for each type of text (titles, axis labels, tick and legend labels) in a chart are set separately, and color choices for bars and pies are arbitrary. Note that in the simulation code we output all of the necessary ground truth information, e.g., angles. For bar charts, tick mark and frame styles are also considered with randomness. Each bar chart can be a single bar chart or a grouped one with up to five groups. In terms of pie charts, the angle of the first right-center slice boundary is random. The number of slices in our data set is assumed to be less than 10.
The bar chart data extraction model is trained only on our simulated data set of 50,000 images due to the limitation of any public data set with annotations of bounding boxes for bar charts. The annotations for ground truth include classes and bounding boxes for all objects, orientations and texts for textual objects, and object matching relations in charts.
40,000 simulated pie charts are generated by the above strategy. Besides the annotations in bar charts, there is an additional type of labels for boundary angles of slices, which starts from the right-center one and follows the counterclockwise flow. The training data set also includes 10,000 charts from the Microsoft FigureQA (Kahou & Bengio, 2017) data set, so the training data set for the pie chart model consists of 50,000 images. FigureQA bar charts are not used in training bar charts since they are too simple and not diversified.
The chart type classification model is trained on our simulated data set of 1,000,000 charts and fined-tuned on a data set consisting of 2,500 charts downloaded from Google Image. The simulated data set is generated by the Microsoft Excel C# and Matplotlib Python library. The 2,500 chart images are downloaded from Google Image by using keywords "bar chart," "pie chart" and labeled based on the corresponding keywords. We use them to fine-tune the model in training.
We use the same stragedy to generate the validation data set of 5,000 bar chart images with annotations for the bar chart model. 4,000 simulated pie charts and 1,000 charts from FigureQA data set are integrated as the validation data set for the pie chart model. The validation data set for chart type classification includes 5,000 simulated charts and 500 downloaded charts.
In order to show our models' effectiveness, we consider the following test data sets: the first one called Simulated is the data set with the same distribution as our training data set and consisting of 3,000 charts in each setting; the second one for both bar and pie models is 1,000 charts from the FigureQA data set; the third one called Annotated is 10 charts downloaded from Google Image and labeled manually for each data extraction model; the last one called Excel is generated by Microsoft Excel C# and consists of 1,000 charts for each model.
Regarding Excel C#, through their API we were not able to figure out how to generate all of the necessary ground truth for training and thus they are not included in training data sets. In test evaluation, we only generate a subset of ground truth labels and use them only for the corresponding metrics.
Chart Type Classification
Our chart type classification model is based on VGG16. The only difference is in the output layer, in which our model has two output categories, "bar chart" and "pie chart." The classification model achieves an accuracy of 96.35% on the test data set of 500 images downloaded from Google.
Bar Chart Data Extraction
The effectiveness of the bar chart data extraction model is first demonstrated by its object detection branch of the 10 categories. As shown in Table 1 , the mean average precision for the simulated test data set is 92.6%, which is higher than 84.5% for FigureQA and 59.7% for Annotated. Any of the x-tick lines in the FigureQA data set are not detected since the x-tick lines in the FigureQA charts are much longer than our simulated ones. Legend marks in the Annotated data set are also hard to detect since they have different styles or sizes from our training data set.
To further evaluate the performance of the bar chart data extraction model, we propose the following evaluation metric. We use a 4-tuple to represent the prediction of each bar in a bar chart: (x-tick label, value, lower y-tick label, upper y-tick label). In the 4-tuple, x-tick label is matched to the bar by the object matching branch (x-tick label can be either below the bar or in the legend), value is predicted using the top boundary location of the bar. The introduction of the lower and upper y-tick labels makes the evaluation more reliable since the predicted value can slightly differ from the ground truth. The lower y-tick label is the y-tick label immediately below the actual value of the bar (and similarly defined upper y-tick label). Besides the 4-tuple, each bar chart has its prediction of title, and x-and y-axis labels. All the prediction results are summarized in Table 2 .
In Table 2 , the accuracy of the entire "ALL" charts, titles, and x-, y-axis labels in the first 4 rows represent the percentage of correctly predicted chart instances in each test data set. In all elements consisting of text we count true positive only if all words match correctly. We define true positive charts ("ALL") as predicted with correct title, x-, yaxis labels and all 4-tuples with less than 1% error in value.
The following 11 rows are based on each tuple prediction. For example, the true positive instance for "tuple 10% err" means the tuple is predicted with a less than 10% error in value and the remaining 3 textual elements are completely correct. The error is defined as:
where V alue GT is the ground truth value of each bar.
The results show the model works well on Simulated, FigureQA and Excel bar chart data sets but not as good on the Annotated data set.
We also plot six chart samples with "good," "OK" or "bad" predictions. "Good" samples are from true positives, while "OK" samples predict some parts wrongly. "Bad" samples miss some important objects like bars or x-tick labels. The model on the sample on the left in Figure 4b cannot detect the entire 2-line title of more than 10 words since we do not have such training samples, and the bar on the right chart cannot be detected correctly since the legend region covers it. The left "bad" sample in Figure 4c has two very low bars and very small legend marks which are not detected by the model. The right one has several long x-tick labels that are not detected correctly. These wrong predictions are mainly caused by lack of variance in the training data set or the convolution operations not working well on small objects. A more accurate multi-line and multi-word text detection and recognition model would improve the model. This can be handled by augmenting the training data set. It is unclear how to improve the performance on small objects.
Pie Chart Data Extraction
Following similar evaluation metrics for bar charts, we first evaluate the average precision of 4 categories and their mean value for pie charts in Table 3 .
Compared with bar charts, objects in pie charts are much easier to detect since there are fewer categories and the sizes of objects are larger.
Different from bar charts, we define a 2-tuple to represent the prediction of each slice in a pie chart, (legend, percentage). The accuracy of our prediction results is shown in Table 4 . The error for pie charts is defined as:
The results show a great success on the FigureQA data set since their pies have less variance and are included in our training data set. The whole accuracy for the Annotated data set is much worse than the other two data sets because the accurate prediction of percentage of slices is hard, although it gets a high accuracy of 77.8% for percentage prediction in the Annotated data set with less than 5% errors. Figure 5b ) or of similar color on its neighboring slice (right sample in Figure 5b) , the model has difficulties handling it.
Conclusion
In this paper, a system of neural networks is established to classify chart types and extract data from bar and pie charts. The data extraction model is a single deep neural net based on Faster-RCNN object detection model. We have extended it with text recognition and object matching branches. We have also proposed a percentage prediction model for pie charts as another contribution. The model has been trained on a simulated data set and performs successfully on 79.4% of the simulated bar charts and 88.0% of the simulated pie charts. The performance on the images downloaded from Internet is worse than on the simulated data set or another generated data set since it includes more variantions not seen in training. Augmenting the training data set by means of a more comprehensive simulation (or Microsoft offering addition API functionality in Excel C#) is an easy way to substantially improve the performance. It is more challenging to find a way to cope with small objects.
