Linear perturbations of a nonoscillatory second order difference equation II  by Trench, William F.
J. Math. Anal. Appl. 273 (2002) 548–557
www.academicpress.com
Linear perturbations of a nonoscillatory
second order difference equation II
William F. Trench
95 Pine Lane, Woodland Park, CO 80863, USA
Received 6 July 2001
Submitted by William F. Ames
Abstract
Let {x1n} and {x2n} be recessive and dominant solutions of the nonoscillatory difference
equation ∆(rn−1∆xn−1)+pnxn = 0. In an earlier paper we showed that if
∑∞ fnx1nx2n
converges (perhaps conditionally) and a related infinite series converges absolutely and
sufficiently rapidly, then the difference equation ∆(rn−1∆yn−1) + pnyn = fnyn is also
nonoscillatory and has recessive and dominant solutions {y1n} and {y2n} which behave
asymptotically like {x1n} and {x2n}. Here we consider the case where
∑∞ fnx22n
converges (perhaps conditionally), without any additional assumption requiring absolute
convergence.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
We consider the difference equation
∆(rn−1∆yn−1)+ pnyn = fnyn (1)
as a perturbation of
∆(rn−1∆xn−1)+ pnxn = 0, (2)
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under the standing assumption that {rn} and {pn} are real, with rn > 0, and (2) is
nonoscillatory; {fn} may be complex-valued.
Since (2) is nonoscillatory there is an integer n0 such that (2) has positive
solutions x1 = {x1n}∞n=n0 and x2 = {x2n}∞n=n0 which satisfy the conditions
rn(x1nx2,n+1 − x1,n+1x2n)= 1, n n0, (3)
and
lim
n→∞
x2n
x1n
=∞. (4)
The solutions x1 and x2 are said to be recessive (or principal) and dominant (or
nonprincipal), respectively. It is known that x1 is unique up to a positive constant
[1].
Henceforth n n0. It is convenient to define
ρn = x2n
x1n
. (5)
From (3) and (4),
∆ρn = 1
rnx1nx1,n+1
> 0 and lim
n→∞ρn =∞. (6)
We use the Landau symbols “o” and “O” in the standard way to denote be-
havior as n→∞. In [2] we proved the following theorem.
Theorem 1.1. Suppose that
∑∞
fnx1nx2n converges. Let
ψn =
∞∑
m=n
fmx1mx2m (7)
and suppose that
sup
kn
{|ψk |} φn,
where φn→ 0 monotonically as n→∞. Let
φˆn = 1
ρn
n−1∑
m=n0
φm+1∆ρm (8)
and
Gn =
∞∑
m=n
fmx
2
1m, (9)
and suppose that
∞∑
|Gn|φn∆ρn−1 <∞
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and
lim sup
n→∞
1
φn
∞∑
m=n+1
|Gm|φm∆ρm−1 = µ< 12 . (10)
Then (1) has solutions y1 = {y1n}∞n=n0 and y2 = {y2n}∞n=n0 such that
y1n
x1n
= 1+O(φn+1), y2n
x2n
= 1+O(φˆn),
∆
(
y1n
x1n
)
=O
(
φn+1∆ρn
ρn+1
)
,
and
∆
(
y2n
x2n
)
=O
(
φˆn∆ρn
ρn+1
)
.
In this continuation of [2] we consider the case where ∑∞ fnx22n converges,
perhaps conditionally. To motivate the present work, we first apply Theorem 1.1
under this assumption. Let
ξn =
∞∑
m=n
fmx
2
2m, n n0, (11)
and suppose that
sup
kn
{|ξk|} σn, (12)
where σn → 0 monotonically as n→∞. From (7), (9), and (11),
ψn =−
∞∑
m=n
∆ξm
ρm
= ξn
ρn
+
∞∑
m=n+1
ξm∆
(
1
ρm−1
)
(13)
and
Gn =−
∞∑
m=n
∆ξm
ρ2m
= ξn
ρ2n
+
∞∑
m=n+1
ξm∆
(
1
ρ2m−1
)
,
so
|ψn| 2σn
ρn
and |Gn| 2σn
ρ2n
. (14)
It is straightforward to verify that (10) holds with φn = σn/ρn and µ = 0.
Therefore, Theorem 1.1 implies that (1) has solutions y1 and y2 such that
W.F. Trench / J. Math. Anal. Appl. 273 (2002) 548–557 551
y1n
x1n
= 1+O
(
σn+1
ρn+1
)
, (15)
y2n
x2n
= 1+O(φˆn), (16)
∆
(
y1n
x1n
)
=O
(
σn+1∆ρn
ρ2n+1
)
, (17)
and
∆
(
y2n
x2n
)
=O
(
φˆn∆ρn
ρn+1
)
, (18)
with
φˆn = 1
ρn
n−1∑
m=n0
σm+1
∆ρm
ρm+1
,
from (8).
At best, (16) and (18) imply that
y2n
x2n
= 1+O
(
1
ρn
)
and
∆
(
y2n
x2n
)
=O
(
∆ρn
ρnρn+1
)
,
if
∞∑
m=n0
σm+1
∆ρm
ρm+1
<∞,
which is not necessarily true. Among other things, we will show that (16) and (18)
can be replaced by
y2n
x2n
= 1+O
(
σn+1
ρn
)
(19)
and
∆
(
y2n
x2n
)
=O
(
σn+1∆ρn
ρnρn+1
)
. (20)
These two equations are improvements over (16) and (18), since
lim
n→∞
1
σn+1
n−1∑
m=n0
σm+1
∆ρm
ρm+1
=∞
in any case.
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2. Results
Theorem 2.1. Suppose that
∑∞
fnx
2
2n converges. Let {ξn} and {σn} be as in (11)
and (12). Then (1) has a solution y1 = {y1n}∞n=n0 which satisfies (15) and (17),
and a solution y2 = {y2n}∞n=n0 such that
y2n − x2n
x1n
=O(σn+1) (21)
and
∆
(
y2n − x2n
x1n
)
=O
(
σn+1∆ρn
ρn+1
)
. (22)
Proof. We have already proved the assertion concerning y1. We use the contrac-
tion mapping theorem to prove the assertion concerning y2. If
y2n = x2n +
∞∑
m=n+1
(x2mx1n− x1mx2n)fmy2m, n n0, (23)
then y2 satisfies (1). Although this suggests a transformation to work with, it is
better to use a transformation with the fixed point ζ = {ζn}∞n=n0 , where
ζn = y2n− x2n
x1n
.
Rewriting (23) in terms of ζ yields
ζn =
∞∑
m=n+1
(x2m − x1mρn)fmx2m +
∞∑
m=n+1
(x2m − x1mρn)fmx1mζm.
Henceforth n1  n0 and z= {zn}∞n=n1 . We use the transformationT z= u+Lz,
where u= {un}∞n=n1 , with
un =
∞∑
m=n+1
(x2m − x1mρn)fmx2m (24)
and Lz= {(Lz)n}∞n=n1 , with
(Lz)n =
∞∑
m=n+1
(x2m− x1mρn)fmx1mzm.
Since x2n − x1nρn = 0 (see (5)), the summation in (24) can just as well be
started with m= n. Therefore, (7), (11), and (13) imply that
un = ξn − ρnψn =−ρn
∞∑
m=n+1
ξm∆
(
1
ρm−1
)
,
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so |un| σn+1, from (12). Moreover,
∆un =∆ξn − ρn∆ψn −ψn+1∆ρn =−ψn+1∆ρn,
so
|∆un| 2σn+1∆ρn
ρn+1
,
from (14). Therefore, we let T act on the Banach space B of sequences z =
{zn}∞n=n1 such that
zn =O(σn+1) and ∆zn =O
(
σn+1∆ρn
ρn+1
)
,
with norm
‖z‖ = sup
nn1
{
max
{ |zn|
σn+1
,
ρn+1
σn+1∆ρn
|∆zn|
}}
. (25)
We will show that T maps B into B, and is a contraction if n1 is sufficiently large.
Since u ∈ B, it suffices to show that L is a contraction of B if n1 is sufficiently
large. To this end, suppose z ∈ B and n1  n <N , and consider the finite sum
wn(z;N)=
N∑
m=n+1
(x2m− x1mρn)fmx1mzm.
From (5) and (9),
wn(z;N)=−
N∑
m=n+1
(ρm − ρn)zm∆Gm,
so
wn(z;N)=−(ρN − ρn)zNGN+1 +
N∑
m=n+1
(ρm − ρn)Gm∆zm−1
+
N∑
m=n+1
zm−1Gm∆ρm−1. (26)
From (14) and (25),
∣∣(ρN − ρn)zNGN+1∣∣< 2‖z‖σ 2N+1
ρN+1
→ 0 as N →∞,
∣∣(ρm − ρn)Gm∆zm−1∣∣ 2‖z‖σ 2m∆ρm−1
ρ2m
, m n,
and
|zm−1Gm∆ρm−1| 2‖z‖σ
2
m∆ρm−1
ρ2m
.
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Therefore we can let N →∞ in (26) and conclude that
(Lz)n =−
∞∑
m=n+1
(ρm − ρn)zm∆Gm (27)
exists and satisfies the inequality
∣∣(Lz)n∣∣< 4‖z‖ ∞∑
m=n+1
σ 2m
∆ρm−1
ρ2m
<
4‖z‖σ 2n+1
ρn
. (28)
From (27),
∆(Lz)n = (∆ρn)
∞∑
m=n+1
zm∆Gm
=−(∆ρn)
(
zn+1Gn+1 +
∞∑
m=n+2
Gm∆zm−1
)
.
From (14) and (25), the last series converges absolutely, and
∣∣∆(Lz)n∣∣ 2‖z‖(∆ρn)
(
σn+2σn+1
ρ2n+1
+
∞∑
m=n+2
σ 2m∆ρm−1
ρ3m
)
< 2‖z‖(∆ρn)
(
σn+2σn+1
ρ2n+1
+ σ
2
n+2
ρn+2ρn+1
)
<
4‖z‖σ 2n+1∆ρn
ρ2n+1
.
From this, (25), and (28),∥∥(Lz)∥∥< 4‖z‖σn+1
ρn
.
Hence L (and consequently T ) is a contraction of B if σn1+1/ρn1 < 1/4.
Therefore there is a (unique) ζ ∈ B such that T ζ = ζ , and the sequence {y2n}
defined by
y2n = x2n + x1nζn, n n1,
is a solution of (1) that satisfies (21) and (22) We can extend {y2n} back to n= n0
by computing from (1). ✷
Corollary 1. Under the assumptions of Theorem 2.1, y2 satisfies (19) and (20).
Proof. Clearly, (21) implies (19) and (22) implies that
∆
(
y2n
x1n
)
=∆ρn
(
1+O
(
σn+1
ρn+1
))
. (29)
Since
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∆
(
y2n
x2n
)
=∆
(
1
ρn
y2n
x1n
)
= 1
ρn+1
∆
(
y2n
x1n
)
+ y2n
x1n
∆
(
1
ρn
)
= 1
ρn+1
∆
(
y2n
x1n
)
− y2n
x1n
(
∆ρn
ρn+1ρn
)
,
(21) and (29) imply that
∆
(
y2n
x2n
)
= 1
ρn+1
(
∆ρn +O
(
σn+1∆ρn
ρn+1
))
− (ρn +O(σn+1)) ∆ρn
ρn+1ρn
=O
(
σn+1∆ρn
ρnρn+1
)
. ✷
It is natural to ask whether the convergence of
∑∞
fnx
2
2n is necessary for the
existence of a solution y2 of (1) such that
y2n
x2n
= 1+ o
(
1
ρn
)
and ∆
(
y2n
x2n
)
= o
(
∆ρn
ρnρn+1
)
.
Although we do not know the answer to this question, we offer the following
related theorem.
Theorem 2.2. If (1) has a solution y2 which satisfies (19) and (20) for some
monotonic null sequence {σn} of positive numbers, then
∞∑
m=n+1
fmx1mx2m =O
(
σn+1
ρn
)
. (30)
Moreover, if
∞∑
σn+1
∆ρn
ρn
<∞, (31)
then
∑∞
fnx
2
2n converges.
Proof. Note that
∆ρn
ρnρn+1
=−∆
(
1
ρn
)
. (32)
From this and (20), the series
Rn =
∞∑
m=n
∆
(
y2m
x2m
)
converges absolutely and
Rn =O
(
σn+1
ρn
)
. (33)
556 W.F. Trench / J. Math. Anal. Appl. 273 (2002) 548–557
If n >N , define
Rn,N =
N∑
m=n
∆
(
y2m
x2m
)
.
Since
∆
(
y2m
x2m
)
= x2m∆y2m− y2m∆x2m
x2,m+1x2m
,
(5) and (6) imply that
∆
(
y2m
x2m
)
= vm ∆ρm
ρmρm+1
(34)
where
vm = rm(x2m∆y2m− y2m∆x2m).
Therefore, from (32),
Rn,N =−
N∑
m=n
vm∆
(
1
ρm
)
= vn
ρn
− vN
ρN+1
+
N∑
m=n+1
∆vm−1
ρm
.
From (1) and (2),
∆vm−1 = fmx2my2m,
so
Rn,N = vn
ρn
− vN
ρN+1
+
N∑
m=n+1
fmx1my2m,
from (5). From (20) and (34), vn = o(σn+1), so we can let N →∞ and invoke
(33) to conclude that
Rˆn
def=
∞∑
m=n+1
fmx1my2m =O
(
σn+1
ρn
)
. (35)
Now let
Sn,N =
N∑
m=n+1
fmx1mx2m =−
N∑
m=n+1
x2m
y2m
∆Rˆm−1
= x2,n+1
y2,n+1
Rˆn − x2N
y2N
RˆN +
N−1∑
m=n+1
Rˆm∆
(
x2m
y2m
)
. (36)
But
∆
(
x2m
y2m
)
=−x2,m+1x2m
y2,m+1y2m
∆
(
y2m
x2m
)
=O
(
σm+1∆ρm
ρmρm+1
)
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from (19) and (20). From this and (35), we can let N →∞ in (36) to conclude
that
Sn
def=
∞∑
m=n+1
fmx1mx2m =O
(
σn+1
ρn
)
. (37)
This verifies (30). If (31) holds and N > n0, then
N∑
n=n0
fnx
2
2n =−
N∑
n=n0
ρn∆Sn−1 = ρn0Sn0−1 − ρNSN +
N−1∑
n=n0
Sn∆ρn.
Since (37) implies that limN→∞ ρNSN = 0 and (31) and (37) together imply that∑∞
Sn∆ρn converges,
∑∞
fnx
2
2n converges. ✷
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