Phase space of General Relativity is extended to a Poisson manifold by inclusion of the determinant of the metric and conjugate momentum as additional independent variables. As a result, the action and the constraints take a polynomial form. New expression for the generating functional for the Green functions is proposed. We show that the Dirac bracket defines degenerate Poisson structure on a manifold, and a second class constraints are the Casimir functions with respect to this structure. As an application of the new variables, we consider the Friedmann universe.
Introduction
Canonical formulation of any model of mathematical physics is the most important step in the analysis of the equations of motion, in particular, in the setting and analysis of the Cauchy problem. It provides also the basis for the canonical quantization of models.
The canonical formulation of General Relativity is technically involved, and many papers are devoted to this problem. We mention only a few of them. Self consistent formulation of General Relativity was first given by Dirac in the second order formulation [1] . He considered the metric components g αβ as the independent variables and showed that the Hamiltonian is equal to the linear combination of constraints. Afterwards, Arnowitt, Deser, and Misner in the series of papers resulted in the review [2] simplified essentially the calculations and clarified the geometrical meaning of the canonical momenta expressing them in terms of the extrinsic curvature of a spacelike hypersurface imbedded in a four dimensional space-time. The expression for the Hamiltonian was found in the first order formalism when the metric g αβ and the symmetrical affine connection Γ {αβ} γ are considered as independent variables. In essence, this approach simplified the calculations. In the pioneering papers [1, 2] , the algebra of the constraints was not calculated explicitly but they were shown to be consistent with the equations of motion (the first class constraints). In the paper [2] , the role of boundary terms was also analyzed and the definition of the total energy for an asymptotically flat space time was given in terms of the surface integral. The role of boundary terms was discussed in more general form in [3] .
In [4] , the canonical formulation of General Relativity was given and the generalization of the Schrödinger equation for the wave function of the universe considered in detail which later was called the Wheeler-DeWitt equation. The algebra of the constraints in general relativity was first explicitly calculated there.
The algebra of the constraints for any model invariant with respect to general coordinate transformations was obtained in [5] assuming that the model is self contained and the constraints generate the general coordinate transformations for the canonical variables (see also [6] ). We note that the self consistency of the model (the closedness of the algebra of the constraints) is a very strong assumption. Conversely, for a given model, one has to calculate the algebra of the constraints explicitly to prove the self consistency of the model because it is not known beforehand.
The investigation of the vielbein Hamiltonian formulation of General Relativity was started by Dirac [7] and Schwinger [8] using the time gauge for simplicity. The Hamiltonian formulation in a general case without a gauge fixing was given much later because of serious technical difficulties [9, 10] .
The Hamiltonian formulation of General Relativity contains constraints which are nonpolynomial on space section metric components, and this is an essential obstacle for the analysis and quantization of the theory of gravity. The polynomial Hamiltonian formulation given by Ashtekar [11] attracted much interest last years. He proposed to use complex variables in the extended phase space which are tensor densities and lead to the polynomial constraints. In the present paper we consider a different extension of the phase space [12] when the metric determinant and its conjugate momentum are considered as additional variables. We show that the Poisson structure on the extended phase space is degenerate, and the initial phase space is mapped on the subspace of the extended phase space by the canonical transformation. All new canonical variables are real tensor densities, and the constraints take a polynomial form.
The new expression for the generating functional for the Green functions is proposed as the functional integral over the Poisson manifold. This form of the integral is reduced to the standard expression for the generating functional over the phase space [13] after integration over the additional variables which is removed by two supplementary δ-functions. We prove that the corresponding Jacobian of coordinate transformation is equal to unity.
The plan of the paper is as follows. In Sections 2-6 we describe in detail the transition from the Hilbert-Einstein Lagrangian to the Hamiltonian. This is done not to refer the reader to the original papers in which greater part of calculations is usually omitted. Besides, we consider a general case of affine geometry in Section 3 when describing the geometry of hypersurfaces. In this case the antisymmetric part of external curvature of a hypersurface is defined by the curvature tensor. This is important for the canonical formulation of General Relativity in the vielbein formulation and for the Hamiltonian formulation of models with absolute parallelism. The canonical transformation between the phase space of General Relativity and the submanifold of the extended Poisson manifold is described in Section 7. We show that all constraints and the action of the model take a polynomial form in the extended space and compute the algebra of the constraints in Section 7. The expression for the generating functional for the Green functions is proposed in Section 8. As an application of the new variables, we consider the case of homogeneous and isotropic universe in the last Section where all calculations can be easily checked.
ADM parametrization of a metric
In the analysis of the Hamiltonian structure of General Relativity Arnowitt, Deser, and Misner (ADM) used the special parametrization of a metric which essentially simplifies calculations [2] .
Let us consider a manifold M, dim M = n equipped with a metric of Lorentzian signature (+ − . . . −). We deliberately do not restrict ourselves to the most important case of four-dimensional space-time because gravity models in higher and lesser number of dimensions attract much interest last time. Let {x α }, α = 0, 1, . . . , n − 1 denote the local coordinates. We choose the time among the coordinates t = x 0 , then {x α } = {x 0 , x µ }, µ = 1, . . . , n − 1. In what follows, the letters from the beginning of the Greek alphabet α, β, . . . run through all values of indices, while the letters from the middle µ, ν, . . . run only through the space related values. This rule is easily remembered due to the following inclusions {µ, ν, . . . } ⊂ {α, β, . . . } and {1, 2, . . . } ⊂ {0, 1, 2, . . . }. The ADM parametrization of the metric has the form
where g µν is the metric on (n−1)-dimensional manifold sections x 0 = const. In the chosen parametrization, we introduced the same number of functions N and N µ instead of the n metric components containing at least one time index g 00 and g 0µ . Here N ρ =ĝ ρµ N µ , whereĝ ρµ is the (n − 1) × (n − 1)-matrix inverse to g µν :
which we call the inverse metric on sections x 0 = const. In what follows, we always raise the space indices with the help of the inverse metricĝ ρµ marked with the hat which do not coincide with the space part of the metric g αβ inverse to g αβ ,ĝ ρµ = g ρµ . The function N = N(x) is called the lapse function, and functions N µ = N µ (x) are shift functions. Without loss of generality we assume that the lapse function is positive N > 0. In this case the ADM parametrization of the metric (1) is in a one-to-one correspondence.
The interval corresponding to the parametrization (1) has the form
We assume that the coordinate x 0 = t is the time i.e. the tangent vector ∂ 0 to the coordinate x 0 is timelike. Formally, this condition is written as
In this case the metric g αβ has Lorentzian signature if and only if the matrix
is negative definite. Note that the metric g µν induced on sections x 0 = const may not be negative definite. This means that sections x 0 = const are not spacelike in a general case. In what follows we make the additional assumption that coordinates are chosen in such a way that all sections x 0 = const are spacelike, i.e. the metric g µν is also negative definite. This is convenient for posing the Cauchy problem when initial data are given on a spacelike surface and we consider their evolution in time.
In a similar way one may parametrize a metric on a Riemannian manifold with positive definite metric. To this end, it is sufficient to choose explicitly any coordinate instead of time.
The metric inverse to (1) is
The space matrix in the right lower block
is the inverse to the metric (3) as one can easily check. This means that negative definiteness of the metric (3) is equivalent to negative definiteness of the matrix g µν . Note that if the metric on a manifold M has Lorentzian signature then the condition of space likeness of all sections x 0 = const is equivalent to the condition N 2 > 0. Indeed, negative definiteness of the inverse matrixĝ µν follows from negative definiteness of g µν . Then negative definiteness of the matrix
follows from equation (5) . In its turn, this is equivalent to the condition g 00 > 0 or N 2 > 0. Let us consider the simple example to show the details which may arise for the ADM parametrization of a metric.
Example. Consider the two-dimensional Minkowskian space-time R 1,1 with Cartesian coordinates t, x. Let us introduce the new coordinate system ξ, η depending on two real parameters a and b (see Fig.1 )
We obtain easily the formulae for the inverse transformation
The metric has the form
in the new coordinates. Now we analyze the ADM parametrization of the metric in the coordinates
The lapse and shift functions are
The inequalities |b| > 1 and |a| < 1 follow from the conditions g 00 > 0 and g 11 < 0, respectively. We see that these conditions are necessary and sufficient for the coordinate lines ξ and η to be timelike and spacelike. It is not a problem to check the equivalence of the conditions g 00 > 0
and also
Using the formula for the determinant of block matrices we get the expression for the determinant of the metric (1)
Hence we get the expression for the volume element
The last formula is the generalization of the well known school rule: the volume of the prism is equal to the product of the base area on the height. In the present case the base area isê and the height is the lapse function N.
The following formulae which can be straightforwardly checked are useful for calculations
Geometry of hypersurfaces
In the Hamiltonian formulation of gravity models we consider a space-time as the family of spacelike hypersurfaces x 0 = const parametrized by time. In other words, for each moment of time the space is the hypersurface embedded in the space-time. It is useful to know what geometry arises on spacelike hypersurfaces because equations of gravity models define geometry of the whole space-time. In the present section, we approach this problem from a general point of view assuming that an arbitrary affine geometry is given on the embedding manifold without the assumption of the Lorentzian signature of the metric.
We consider a (n − 1)-dimensional hypersurface U embedded in a n-dimensional manifold M:
Let us denote coordinates on M and U by x α , α = 0, 1, . . . , n − 1, and u i , i = 1, . . . , n − 1, respectively. Then the embedding of U in M is locally given by n functions x α (u) which are supposed to be sufficiently smooth. An arbitrary vector field {X i } ∈ T(U) on the hypersurface is mapped on the vector field {X α } ∈ T(M) on M by the map differential
where
The Jacobi matrix e α i of the transformation f is rectangular of the size n × (n − 1) and has rank n − 1, and is obviously irreversible. It is defined not on the whole manifold M but only on the hypersurface U. In addition, we note that the Jacobi matrix is a vector and covector with respect to coordinates changes on M and U, respectively. The pullback of the map f maps each covector field on the image f (M) ⊂ M in the covector field on U
. We identify the hypersurface U with its image U = f (U) ⊂ M in what follows. 1-form n = dx α n α defined on the hypersurface U by the system of algebraic equations
specifies the field of (n − 1)-dimensional subspaces tangent to U in the tangent bundle T(M). These equations have a unique solution up to a multiplication on an arbitrary nonzero function because the rank of the Jacobi matrix is equal to n−1 as the consequence of the definition of embedding. The Jacobi matrix e α i defines in the tangent spaces T x (M), x ∈ U the set of n − 1 vectors e i = e α i ∂ α which form the basis of the tangent space to the hypersurface. This is all what we can say about a hypersurface U if there is only the embedding (9). The theory becomes much more rich in content if there are additional structures on M. We discuss this question in detail.
Let the affine geometry be given on M i.e. a metric g αβ and an affine connection Γ αβ γ . We consider what geometry arises on the hypersurface U ⊂ M. The pullback of the map f * induces the unique metric on the hypersurface
The existence of metrics g αβ and g ij on M and U, respectively, allows us to lower and raise indices of the Jacobi matrix
where g ij is the metric inverse to g ij . This matrix projects an arbitrary vector from T x (M), x ∈ U into the tangent space to the hypersurface T(U)
Now we define the connection on the hypersurface U ⊂ M by the relation
The opening of this relation leads to the expression for the induced connection on the hypersurface U in coordinateŝ
This connection is unique. Note that if the original connection Γ αβ γ is symmetrical then the induced connectionΓ ij k is also symmetrical. As the consequence of equation (13) we have that the torsion tensor T αβ γ = Γ αβ γ − Γ βα γ on M induces the torsion on the hypersurface
Furthermore, the connection on U is uniquely defined only in the case when the metric is given on M besides the connection. All geometric objects related to the hypersurface and constructed using only the induced metric g ij and connectionΓ ij k will be marked by the hat symbol in what follows. Thus the metric g αβ and connection Γ αβ γ on M define the unique metric g ij and connectionΓ ij k on the hypersurface U ⊂ M. The inverse statement is not true. If a metric and a connection are given on the hypersurface U then they do not induce the geometry on M uniquely. It is clear because the dimension of the hypersurface is lesser then the dimension of the manyfold itself.
Straightforward calculations yield the following expression for the covariant derivative of the induced metric on the hypersurfacê
This relation gives the expression for the nonmetricity tensor on the hypersurface
In particular, if the connection Γ αβ γ on M is metrical (Q αβγ = 0) then the induced connectionΓ ij k on U is also metrical (Q ijk = 0). The existence of metric g αβ allows us to form the unit vector field n = n α ∂ α orthogonal to the hypersurface. It was already noted that the system of equations n α e α i = 0 defines the 1-form dx α n α up to a multiplication on an arbitrary scalar function. We use this arbitrariness for the vector n α = g αβ n β to have the unit length in every point (n, n) = n α n β g αβ = 1. This vector is orthogonal to all vectors tangent to the hypersurface by construction (n,
If the hypersurface is given on a manifold then there is a natural basis {n, e i } in the tangent space T(M) defined by this hypersurface. This basis is defined only in points of the hypersurface but not on the whole manifold. The dual basis {n = dx α n α , e i = dx α e α i } corresponds to it in the cotangent space T * (M). Then arbitrary vector X and 1-form A can be decomposed with respect to this basis
A tensor of an arbitrary rank can be decomposed in a similar way. In particular, a covariant second rank tensor has the following decomposition
We can easily check that the decomposition of the metric is essentially simpler
The similar decomposition holds for the inverse metric
The summation over Latin indices for the Jacobi matrix
follows from the definition of the inverse metric g αβ g βγ = δ α γ . As the consequence of equation (15) and the definition of the inverse induced metric
where the summation is carried out over the Greek indices. Using this rule we get the representation for the inverse induced metric
which follows from (17) . Metric (16) and its inverse (17) in the basis n, e i have the block diagonal form
It allows us to raise and lower corresponding indices. For example, if X α = X β g βα , then X ⊥ = X ⊥ and X i = X j g ji . The induced metric (11) and connection (13) define the internal geometry of the hypersurface U ⊂ M. In particular, the induced connection yields the internal curvature tensor of the hypersurfacê
The embedding f of the hypersurface allows us to define additional important object which is called the external curvature of the hypersurface
which is equal to the covariant derivative of the normal projected on the tangent space to the hypersurface up to a sign. In contrast to the internal curvature tensor the external curvature is the second rank tensor which has no symmetry in indices in a general case. This tensor characterizes the variation of the normal when it is parallelly transported along a curve on the hypersurface. Expanding this definition and using (10) we get
The antisymmetric part of the external curvature tensor is given by the torsion tensor
As the consequence we see that the external curvature is symmetrical if and only if the connection Γ βγ α has no torsion. The covariant derivative of the Jacobi matrix is
where we use the connection Γ αβ γ on the whole manifold along with the connectionΓ ij k on the hypersurface. The simple calculations show that this covariant derivative has only the normal component and is proportional to the external curvature
This relation is known as the Gauss-Weingarten formula. As the consequence we get one more representation for the external curvature tensor
The full curvature tensor R αβγδ of a manifold M projected on the hypersurface can be expressed in terms of the internal curvature tensorR ijkl constructed for the induced metric (11) and connection (13) and the external curvature tensor. To this end, we consider the commutator of covariant derivatives of a vector field which is given by the curvature and torsion tensors
where on the right hand side we firstly compute the covariant derivatives and afterwards project them on the hypersurface:
To project this relation on the hypersurface we firstly project the covariant derivative
is the (n − 1)-dimensional covariant derivative on the hypersurface. In a similar way the second covariant derivative is projected
The antisymmetrization of the obtained expression in indices i, j yields the projection of the commutator (25) on the hypersurface
Taking into account the independency of X l and X ⊥ and the expressions for the torsion (14) and curvature (21) tensors we get expressions for the projections of the full curvature tensor on the hypersurface
The obtained relations are the generalizations of the Gauss-Peterson-Codazzi equations for the case when an arbitrary affine geometry with nonzero torsion and nonmetricity is given on the embedding manifold instead of a Riemannian geometry.
To conclude this section we compute the normal components G ⊥⊥ and G ⊥i of the Einstein tensor
in the Riemannian case when torsion and nonmetricity equal zero. Firstly, we compute the scalar curvature
where R ⊥⊥ = g ij R i⊥j⊥ is the normal component of the Ricci tensor, and the expression for the inverse metric (17) is used. As the consequence of the Gauss-Peterson-Codazzi (26) we obtain
whereR is the scalar internal curvature of the hypersurface and K = g ij K ij is the scalar external curvature of the hypersurface. As the consequence we obtain the expressions for the normal components of the Einstein tensor
It is important that these components of the Einstein tensor do not contain normal derivatives to the hypersurface ∇ ⊥ of the induced metric and external curvature tensor at all. On the Hamiltonian language, this means the absence of the time derivatives, and that the Einstein equations G ⊥⊥ = 0 and G ⊥i = 0 represent the constraints because the components of the external curvature K ij are shown in the next section to be proportional to the momenta conjugate to the induced metric g ij .
Curvature in the ADM parametrization of the metric
The ADM parametrization of the metric (1) is convenient for the canonical formulation of general relativity in which the metric components g αβ and canonically conjugate momenta p αβ are the independent variables. The passage from the Lagrangian to the Hamiltonian needs a relatively tedious calculations which are given in the present section.
To essentially simplify calculations we use the results of the preceeding section. Namely, the sections x 0 = const of the space-time M yield the family of the hypersurfaces U ⊂ M which are spacelike by the assumption. We take the space coordinates as the coordinates on the hypersurfaces
As the consequence, we loose the freedom of independent coordinates transformations on the space-time M and the space-like hypersurface U, but many formulas became simpler. The Jacobi matrix of the hypersurface embedding in the case under consideration is
where 0 ν denotes the row consisting of n − 1 zeroes. The embedding induces the metric g µν on the hypersurfaces according to the formula (11). Now we construct the vector field n = n α ∂ α orthogonal to the family of hypersurfaces x 0 = const. As the consequence of orthogonality condition (n, X) = 0 where X = X µ ∂ µ is a vector tangential to the section x 0 = 0, we obtain
Moreover, if we set n 0 = 1/N then the length of the normal vector is equal to unity, n 2 = 1. Thus, the unit vector orthogonal to a section x 0 = const has the form
and is always timelike. The corresponding orthonormal 1-form is
An arbitrary vector on M can be decomposed with respect to the basis {n, e µ }. In particular, the following decompositions are valid for vectors and 1-forms
The representations for the metric (16) of the whole space-time and its inverse (17) are
The connection (13) induced on the hypersurfaces is the Christoffel symbolsΓ µν ρ computed for the space metric g µν . The external curvature tensor (20) on a hypersurface x 0 = const in the ADM parametrization of the metric has the form
where dot denotes the differentiation with respect to time,
The external curvature tensor is symmetrical K µν = K νµ because torsion is equal to zero in the metric formulation of general relativity. The trace of the external curvature tensor
is needed in what follows. All time derivatives of the space part of the metricġ µν are conveniently expressed through the K µν when computing the curvature tensor R αβγδ of the space-time M. Besides, to exclude the second time derivativesg µν we need the time derivative of the external curvature tensoṙ
and where we have to substitute the expression forġ µν through of K µν . Now we compute the curvature tensor R αβγδ for the metric in the form (1). Straightforward calculations yield the linearly independent Christoffel symbols
In what follows, we need the following combinations of the Christoffel symbols
Simple calculations give
We write also the time derivatives formulae for the Christoffel symbols
The time derivativesġ µν are also excluded from these expressions using the relation (32). Now we compute the linearly independent components of the curvature tensor
where we used the formula for the commutator of covariant derivatives
The components of the curvature tensor having at least one time index look simpler with respect to the basis n, e µ :
The components of the curvature tensor R µνρσ and R µνρ⊥ were actually obtained in the preceeding section (26), (27) without straightforward calculations. The Ricci tensor has the following linearly independent components
For references we write also the Ricci tensor components with respect to the basis n, e µ :
Finally, we compute the scalar curvature
5 The Hamiltonian
The scalar curvature contains second derivatives of metric components with respect to time as well as space coordinates and therefore is not suitable for canonical formulation of general relativity. It is sufficient to exclude only second time derivatives from the Lagrangian for canonical formulation. The Lagrangian density takes the most simple form after addition of the boundary term
Straightforward calculations yield the expression
The transition to the Hamiltonian formalism is now easy. Firstly, the ADM Lagrangian does not contain time derivatives of lapse N and shift N µ functions. This means that the theory contains n primary constraints
their number coinciding with the number of independent functions which parametrize diffeomorphisms. Momenta canonically conjugate to the space metric g µν are proportional to the external curvature tensor
Notice, that the momenta are not tensors with respect to coordinate transformations x µ but tensor densities of degree −1 as well as the determinant of the vielbein which degree is degê = −1 by definition. To exclude velocitiesġ µν from the ADM Lagrangian, we decompose momenta on the irreducible components extracting the trace from p
where we introduced the trace of the momenta
and the symmetric traceless part
We can now solve equation (44) with respect to velocities using relation (32),
Simple calculations yield the Hamiltonian density
and p µν = g µρ g νσ p ρσ . Note that the covariant derivative of momenta contains only one term with Christoffel's symbols because the momenta are tensor densities. The expressions for H ⊥ and H µ are proportional to the G ⊥⊥ and G ⊥µ components of the Einstein tensor (28), and this fact justifies the chosen notations.
Dropping the divergence in the expression for the Hamiltonian density (47), we arrive at the final expression for the Hamiltonian
Now we rewrite the expression for H ⊥ in terms of the irreducible components of momenta
In particular, the quadratic part of momenta in H ⊥ for n ≥ 3 is not positive definite as the consequence.
Secondary constraints
To finish the Hamiltonian formalism construction, we have to analyze the consistency of the primary constraints (43) with the equations of motion. The phase space of general relativity is described by n(n + 1) conjugate coordinates and momenta: (N,
µν ) on which the canonical equal time Poisson bracket is given
where prime over a field variable means that it is considered at a point x ′ = (x ′1 , . . . , x ′n−1 ). All fields are considered at one moment of time t = x 0 . For brevity, we use the following notations for the (n − 1)-dimensional δ-function and the symmetrical combination of the Kronecker symbols in the right hand sides of the Poisson brackets
We write all δ-functions on the right to distinguish them from a variation of a field. Let us consider now the Hamiltonian equations of motion for the primary constraints
The
where H ⊥ = H ⊥ and H µ = g µν H ν . Note that the secondary constraints are not tensors but tensor densities of degree −1. Moreover, it is more convenient to consider the equivalent set of constraints with lowered index H µ instead of the constraints H µ . We show below that these constraints define the generators of coordinate transformations on the sections x 0 = const and satisfy simpler algebra.
The constraints H µ are linear in momenta and metric. The constraint H ⊥ is quadratic in momenta and nonpolynomial in metric g µν because it depends on the square root of the metricê and the inverse metric g µν . The last circumstance poses essential technical difficulty in the perturbation theory.
The secondary constraints do not depend on the canonical variables (N, p ⊥ ), (N µ , p µ ), and they can be excluded by consideration of n(n−1)-dimensional phase space of variables g µν and p µν on which the constraints (52) are imposed. In this case, the lapse N and shift N µ functions are considered as Lagrange multipliers in the problem for the conditional extremum for the action
Because the Hamiltonian in general relativity (49) is equal to the linear combination of the secondary constraints, we have to compute the Poisson brackets of the constraints between themselves for the consistency analysis of the secondary constraints (52) with the equations of motion. The constraints algebra in general relativity is well known
where we use the shorthand notation for the derivative of the δ-function
Straightforward calculations of the constraints algebra (53)- (55) is very tedious. This algebra was first written by Dirac [14] using the symmetry considerations. The assumptions on the form of the constraints made in the course of derivation are not fulfilled in general relativity, and the existence of the corresponding canonical transformation is questionable at present. Therefore the derivation of the constraints algebra by Dirac can not be considered as satisfactory.
Two Poisson brackets (54) and (55) can in fact be found without straightforward calculations. To this end we consider the functional
where u µ (x) is an infinitesimal vector field. Calculation of Poisson brackets of the coordinates of the phase space g µν , p µν with T u yields
This
µν are tensor densities of weight −1. The algebra of general coordinate transformations is well known and defined by the Poisson bracket (55). The Poisson bracket (54) may not be computed explicitly as well. Its form follows from the fact that the constraint H ⊥ is the scalar density of weight −1. Thus only the Poisson bracket (53) has to be computed. These calculations are very cumbersome, and seem to be firstly performed much later by DeWitt [4] . In the next section we compute this Poisson bracket after the canonical transformation which casts the constraints into polynomial form simplifying the calculations essentially.
We call the constraints H µ kinematical because they define only space diffeomorphisms. They do not also depend on the coupling constants in the action if they are present. The constraint H ⊥ is called dynamical because it governs the evolution of the initial data in time and depends essentially on the original action, in particular, on the coupling constants.
For comparison, we write down the Poisson bracket of H µ = 0 with contravariant index which are equivalent to the constraints
We see that it looks more complicated than (55).
The canonical transformation
The idea of the canonical transformation is as follows. Momenta p µν are reducible and decomposed into the traceless part and the trace (45). Usually, working with irreducible components is more convenient for calculations because many terms are automatically cancelled. Let us pose the question: "Is it possible to perform such a canonical transformation after which the irreducible componentsp µν and p become new canonical momenta ?" This question is not trivial because the decomposition of the momenta involves metric which components themselves are coordinates of the phase space. The answer to this question is negative because Poisson brackets between the momenta differs from zero. For example, [p µν , p ′ ] = 0. Nevertheless, there is such canonical transformation that new momenta are proportional to the irreducible componentsp µν and p. The construction of this canonical transformation is the subject of the present section.
We consider the canonical transformation
to the new pairs of canonically conjugated coordinates and momenta with additional constraints on the coordinates k µν = k νµ and conjugate momenta
and ρ > 0. We choose the space integral as the generator of the canonical transformation
depending on the new coordinates ρ, k µν and old momenta p µν and on the real parameter m. Then the old coordinates and new momenta are given by the variational derivatives (see., for example, [15] )
Computing the variational derivative over k µν , we use the condition | det k µν | = 1 which restricts the variations k µν δk µν = 0 where k µν is the tensor density inverse to k µν : k µν k νσ = δ µ σ . Thus, the equality of the trace of momenta to zero (57) follows automatically from the unit determinant condition for the density k µν for the generating functional (58). In equation (61) we use relation (59).
In essence, the determinant of the metric in some power is singled out from the metric
as the consequence of (59). In what follows the symmetrical tensor density with unit determinant k µν we also call metric for brevity . Variables (56) for n = 4 and m = 1/2 were considered in [12] though the canonical transformation was not noted.
Straightforward calculations yield the expression for the scalar curvature of the section x 0 = const in new coordinateŝ
(62) The "scalar curvature" for the metric k µν takes a particular simple form
This expression is not a scalar with respect to coordinate transformations of x µ , because k µν is not a tensor but tensor density. Note however that the group of diffeomorphisms of sections x 0 = const has the subgroup which consists of coordinates transformations of x µ having unit determinant. The density k µν is a tensor and R (k) is a scalar with respect to this subgroup.
As the consequence of the unit determinant of the metric, we get the components of the inverse metric k µν as polynomials of degree n − 2 in components k µν
where |ε µ 1 ...µ n−1 | = 1 is the totally antisymmetric tensor density of rank n − 1. Therefore, the scalar curvature R (k) is polynomial in metric k µν as well as in its inverse k µν . The dynamical constraint in new variables takes the form
where P µν = k µρ k νσ P ρσ . Now we analyze the possibility to choose the constant m in such a way that the dynamical constraint becomes polynomial. Both expression in square brackets are polynomial in all dynamical variables. Since n ≥ 3, the inequality m < 0 is needed to provide positive power of the density ρ in front of the first square bracket. In this case the power of ρ in front of the second square bracket is negative. Thus we can not provide polynomiality of the constraint H ⊥ itself by choosing the constant m. However, a constraint can be multiplied by an arbitrary nonzero factor. This does not change the surface in the phase space defined by the constraint. The power of ρ which is necessary for multiplication of H ⊥ is minimal when the powers of ρ in front of square brackets are equal. As the consequence we get the equality
Then multiplying the dynamical constraint
we obtain the equivalent polynomial constraint
where the scalar curvature density is introduceď
Note that the "scalar" curvature R (k) constructed for the metric density k µν is not a scalar density. Therefore the use ofŘ instead of R (k) simplifies many formulae and calculations. The multiplication of the dynamical constraint H ⊥ on the nonzero factor leads to the modification of the Lagrange multiplier (the lapse function) on the inverse factor
In its turn, modification of Lagrange multipliers in general relativity is equivalent to coordinate changes which does not change the physical content of the theory. The kinematical constraints in new dynamical variables preserve their polynomiality
where ∇ µ is the covariant derivative constructed for the metric
and lowering of indices is performed with the help of tensor density P ν µ = P νρ k ρµ . One can easily verify that
Therefore lowering and raising of indices with the metric density k µν is commutative with the covariant differentiation operation.
Note that in our notations the covariant derivative of a tensor density φ of degree deg φ = r is given by the expression
All new canonical variables are tensor densities of degrees
and this should be taken into account for covariant differentiation. Now we compute the basic Poisson brackets for new canonical variables which follow from the explicit expressions (59)-(61) Only three brackets differ from zero
[
Poisson brackets (69) and (70) do not have the canonical form for the phase variables. This happens because the fields k µν and P µν are subjected to additional constraints (57). Since the Hamiltonian
is polynomial in the new variables, the equations of motion are also polynomial. Straightforward calculations with the Poisson brackets (68)-(70) yield the equations of motioṅ
We consider now the constraints algebra. It is changed because we introduced the new constraint K ⊥ instead of the dynamical constraint H ⊥ . Simple calculations yield
Changes occur in the Poisson brackets (71) and (72) as compared with the original algebra (53)-(54). The second Poisson bracket (72) have kinematical origin and is defined by that the new constraint is not a scalar function but a tensor density of degree deg
The Poisson bracket (71) is the consequence of direct calculations. Note that calculations of that bracket in new variables is much simple then in the original ones. So far we considered metric density k µν and their conjugate momenta P µν together with the additional constraints (57). This is possible in the classic theory, but the problems arise in the quantum theory of gravity. In the functional integral which is considered in the next section the integration is performed over all values of k µν and P µν . In principle, we can solve the constraints explicitly but this way is not interesting because polynomiality will be lost. Therefore we describe the manifold N given by coordinates k µν and P µν in detail. For simplicity we assume that the coordinates take all possible real values, and, as the consequence, the manifold N is topologically trivial and diffeomorphic to the Euclidean space R n(n−1) . We have the Poisson bracket between coordinates (69), (70) on that manifold, and therefore the Poisson structure is defined. It can be easily verified that the Poisson structure given by the Poisson brackets (69), (70) is degenerate. This means that the manifold N is not a symplectic one but only a Poisson manifold (see, i.e. [16] ). As far as the rank of Poisson structure is equal to n(n − 1) − 2, there are two functionally independent Casimir functions on the Poisson manifold N
(Introduction of the constant factor 1/(n − 1) in C 2 will simplify several formulae in what follows.) Indeed, Poisson brackets of functions C 1 and C 2 with all coordinates are zero
as the consequence of the definition of the Poisson structure (68)-(70). As the consequence the Poisson brackets of these functions with an arbitrary differentiable function f ∈ C 1 (N) are equal to zero, [C 1,2 , f ′ ] = 0, and therefore C 1 and C 2 are Casimir functions. The Poisson structure projected on sections V ⊂ N defined by equations C 1,2 = const is nondegenerate. Hence these sections are symplectic.
It is always possible to choose local coordinates on the Poisson manifold N which are connected with symplectic leaves C 1,2 = const. Let us denote coordinates on these leaves by (q a , p a ), a, b, . . . = 1, . . . , n(n − 1)/2 − 1. We choose coordinates q a and p a in such a way that the following representation is fulfilled
where the matrix elements
• k µν (q) and
• P µν (p) depend only on q a and p a , respectively. Obviously, such representations always exist. We choose the Casimir functions themselves as a lacking coordinates on N. Thus we have the local coordinate system
Constraints (57) have a simple form in new coordinates
We choose + or − sign for C 1 if the space have even or odd dimensionality, respectively. Let us look on the canonical transformation (59)-(61) from a different point of view. Strictly speaking, the canonical transformation considered in the present section is canonical only between coordinates
New phase space of general relativity in the considered case is the manifold R + × R × V where ρ ∈ R + , P ∈ R and the submanifold V ⊂ N is defined by two values of the Casimir functions (77). The Poisson brackets on V have the canonical form by construction
Polynomiality of the constraints is achieved by extending the space V to the Poisson manifold N with the Poisson brackets (68)-(70). When the additional constraints are solved (57) explicitly then the polynomiality is lost. It is not surprising. For example, electrodynamics contains constraints whose explicit solution leads even to nonlocal action for physical degrees of freedom (see, i.e. [17] ). The Poisson brackets of the Casimir functions between themselves equal zero [C 1 , C 2 ] = 0. From the Hamiltonian formalism standpoint, they could be considered as the first class constraints generating gauge transformations. However these transformations are trivial because Poisson brackets of Casimir functions with all coordinates vanish. This is possible only on a Poisson manifold with a degenerate Poisson structure. There are no Casimir functions on a symplectic manifold.
The Poisson manifold N can be equipped with the second now canonical Poisson bracket. With respect to this new canonical Poisson structure, the submanifold V is defined by two second class constraints (77). Then the original degenerate Poisson structure (69), (70) is nothing else than the Dirac bracket with respect to the canonical Poisson structure on N.
We note also the following. In gravity we assume that metric of a space-time g αβ has Lorentzian signature and therefore is nondegenerate. In quantum gravity integration in the functional integral is performed over all independent metric components, and taking into account this property is possible only by restriction of the integration domain. Extending the phase space to a Poisson manifold the integration domain is extended to the Euclidean space. Nondegeneracy of the metric is automatically provided by the presence of δ-functions in the integrand.
Generating functional for the Green functions
Here we summarize the results of calculations in the most interesting case of four dimensional space-time and write down explicitly the expression for the generating functional for Green functions.
The polynomial Hamiltonian formulation of general relativity is given in the preceeding section on the Poisson manifold R + × R × N with coordinates (ρ, P ) ∈ R + × R and (k µν , P µν ) ∈ N. The dimensionality of this manifold for n = 4 equals 14. The Poisson structure is defined by the nonzero Poisson brackets
It is degenerate and has rank 12 which coincides with the dimensionality of the phase space of general relativity. There are two Casimir functions (74) on N. The section C 1 = −1, C 2 = 0 is a symplectic submanifold V ∈ N and defines the phase space of general relativity. The action of general relativity in new coordinates has the form
where the Hamiltonian density H is equal to a linear combinations of constraints
andÑ and N µ are Lagrange multipliers. We added to the action (79) the boundary term ∂ µ B µ on a space section x 0 = const which is written as the divergency of some function of the canonical variables B µ (ρ, k µν , P, P µν ). We shall briefly discuss this important term in the action below without specifying its form. The constraints
are polynomial first class constraints and satisfy the algebra (71)-(73). The scalar curvature R (k) for the metric density k µν with unit determinant has the form (63). The constraint K ⊥ is quadratic in momenta and the variable ρ. It is the fifth order polynomial in metric density k µν (and its partial derivatives). The constraint H µ is linear in momenta as well as in coordinates.
The expression for the generating functional for Green functions as the functional integral over a phase space [13] is easily generalized on a Poisson manifold. For brevity we introduce new notation for secondary constraints and Lagrange multipliers
Now we fix invariance with respect to general coordinate transformations using four gauge conditions F a = 0. The gauge is assumed to be canonical
The generating functional in canonical form for the Green functions for the metric is given by the functional integral up to the normalization factor [13] 
and J µν are the sources for the metric. Z(J) is the generating functional only for "coordinate" Green functions because the sources are written only for the metric [17] . Since the Jacobian of any canonical transformation and, in particular, the transformation (78) is equal to unity, the expression for the functional integral can be rewritten in the equivalent form
The constraints H a are nonpolynomial in coordinates q a and momenta p a in this form. The integration must be extended over the whole Poisson manifold N to make the constraints polynomial. This can be provided introducing two additional δ-functions,
Two new δ-functions allow us to perform integration over additional variables and restrict the integration over the Poisson manifold N to integration over symplectic leave (77). To perform the corresponding integration we have to perform the coordinates transformation (76). We must prove that the Jacobian of the coordinates transformation (76)
equals unity on the constraints surface (77) to prove the equivalence of the proposed expression for the generating functional over the Poisson manifold (83) to the original functional integral over the phase space (82).
It can be easily done. Let coordinates q a parametrize the matrix k µν with unit determinant in an arbitrary way. Then
because the matrix ∂(q a , C 1 ) ∂(P µν ) = 0.
As the consequence of the definition of canonical momenta (60) we obtain
The representation (75) for the metric k µν yields
This imply that the modulus of the Jacobian of the coordinates transformation is equal to unity
It explains the introduction of the numerical factor in the Casimir function C 2 in equation (74). Without it, the Jacobian of coordinates transformation would be equal to some nonzero constant which could be included in the definition of the normalization factor of the generating functional. Let us say a few words about the inclusion of the boundary term ∂ µ B µ in the cation of general relativity. The original expression for the generating functional (82) is justified by the arising of the functional integral over just physical degrees of freedom with the unit measure after solution of all constraints and gauge conditions. The Hamiltonian on the constraint surface becomes zero N a H a = 0 in this case. On the other hand, we know that the dynamics of physical degrees of freedom is nontrivial. A possible way out from this contradiction was proposed in [2] . If the gauge condition depends explicitly on time then the nontrivial Hamiltonian for physical degrees of freedom on the constraint surface arises from the kinetic term p µνġ µν . However, this is not the unique possibility. To obtain the nontrivial Hamiltonian for physical degrees of freedom in the canonical gauge which does not depend on time, the boundary term was added in [17] . The importance of the boundary term in general relativity is universally recognized but its role is still obscured in many cases because of big technical difficulties. In two-dimensional gravity where the constraints are solved explicitly, it is proved that the Hamiltonian for physical degrees of freedom appears from the boundary term for gauge conditions which do not depend explicitly on time [18] . Namely, the term ∂ µ B µ on the constraint surface is equal to the Hamiltonian density for physical degrees of freedom and is not equal to a divergence of some function. This statement is a local one and does not depend on whether the universe is closed or not.
We note one more important point. For an asymptotically flat space-time the volume integral of ∂ µ B µ is equal to the surface integral of B µ and coincides with the mass of the Schwarzschild solution. That is why this integral was proposed as the definition of the total energy of a gravitational field [2] . It is usually assumed that the total energy of a closed universe vanish because it has no boundary, and no surface integral arises. This is true if the constraints admit smooth solutions on compact manifolds for nonphysical degrees of freedom in a general case. The example of two-dimensional gravity (which includes spherically symmetric solutions of general relativity) shows that constraints do not admit smooth solutions on a circle in general. In this case, we must make a cut on a compact space and add there a boundary term to pose the variational problem. This yields nontrivial expression for the total energy of closed universes.
We can say in other words. The divergency ∂ µ B µ on the constraint surface expressed in terms off physical degrees of freedom is no longer a divergence of some function. This Hamiltonian density for physical degrees of freedom has one and the same form independently of whether the universe is closed or not. Therefore this expression can be taken as the definition of the energy density of a gravitational field. Sure, this definition is not a covariant one and depends on the choice of a coordinate system.
Homogeneous and isotropic universe
Let us consider the Friedman universe [21, 22] to demonstrate the new variables introduced in section 7. Firstly, we recall the derivation of the equations in the Lagrangian formalism. Afterwards, we reformulate the model in the Hamiltonian language in old and new variables in which the Hamiltonian becomes polynomial for comparison.
In the model of universe proposed by Friedman and which is the basis for the most of contemporary cosmological models, we assume that the space is a Riemannian manifold of constant curvature at each moment of time (all sections x 0 = t = const). This assumption corresponds to homogeneous and isotropic universe. The metric satisfying this requirement is
where a = a(t) is the scale factor depending only on time, and
• g µν is a (negative definite) metric of a space of constant curvature which does not depend on time by assumption. A specific form of a constant curvature space metric • g µν depends on the coordinate system and is not important for the following consideration. For simplicity, we restrict ourselves to the most important case of four-dimensional space-time n = 4.
The metric of the space-time satisfies the Einstein equations
where we introduced a cosmological constant Λ and a matter energy-momentum tensor T αβ . The energy-momentum tensor in the comoving frame has the form [23]
where E and P are the energy density and pressure of matter, respectively. For homogeneous and isotropic universe in the chosen coordinate system, these densities depend only on time E = E(t) and P = P(t). We assume also that the equation of state for matter is given by some function of energy density on pressure E = E(P).
Since the energy-momentum tensor (87) was not obtained by the variation of some invariant action for matter fields with respect to a metric, the energy density E can not be an arbitrary function. Indeed, the covariant divergence of the left hand side of the Einstein equations identically vanish as the consequence of the Bianchi identities. Therefore Einstein's equations yield the equation on the energy-momentum tensor
For the metric (85) and energy-momentum tensor (87) these four relations are reduced to one nontrivial equationĖ
For a given equation of state (88), we have one first order differential equation which we rewrite in the form dE
A solution of this equation yields the energy density E as the function of a scale factor a. We get the equation for the scale factor because the metric (85) must satisfy Einstein's equations (86). Simple calculations yield the expressions for the Einstein tensor
where, in our notations, K 0 is the scalar curvature of three-dimensional sphere (K 0 = 1), Euclidean space (K 0 = 0), or one sheet hyperboloid (K 0 = −1). Now we easily see that the Einstein equations lead to only two nontrivial equations on the scale factor
It is not difficult to verify that equation (92) is the consequence of equations (91) and (89) because Einstein's equations are linearly dependent when equation (89) is fulfilled. Therefore, the second equation (92) can be dropped. We shall not do this since it is needed for the canonical treatment of the Friedman universe.
In this way, we find the dependence of the energy density on the scale factor E = E(a) by solving equation (90) for a given equation of state (88). Substituting this function in equation (91), we obtain the first order ordinary differential equation on the scale factor. This is precisely the main equation in the standard cosmological models for homogeneous and isotropic universe.
Let us start the canonical formulation. For the metric (85) we have
The external curvature tensor (32) and volume element are
The canonical momenta (44) conjugate to the space metric take the form
The traceless part for these momenta equals identically zerõ
The Hamiltonian density is given by the single dynamical constraint (48) because the shift function for the Friedman universe is equal to zero
where we take into account the contribution from cosmological constant and matter fields. We can not insert the momenta trace p instead of the time derivativeȧ in this expression because it is not the variable which is conjugate to the scale factor. To find the momentum conjugate to a we rewrite the Lagrangian (42) for the metric (85)
This expression can be integrated over the space since all the dependence on space coordinates is contained in the volume element
• e. Dropping the constant factor −6V where V is the volume of space (infinite for the Euclidean space and one sheet hyperboloid) we obtain the Lagrangian for the scale factor
which does not depend on space coordinates. This is the usual Lagrangian for a point particle moving in one dimensional space with coordinate a ∈ R + . Deriving the Lagrangian for the scale factor we dropped the negative factor to get the positive sign of the kinetic term aȧ 2 . Thus we changed the total sign in front of the action and hence the sign of energy. Note that the contribution of the kinetic term of the scale factor to the energy is negative.
The expression for the momentum conjugate to the scale factor follows from the Lagrangian (95)
which differ from the momenta trace (93) by the factor and does not depend on space coordinates. The Hamiltonian for the scale factor corresponding to the Lagrangian (95) is
We see that this expression for the Hamiltonian up to the factor −6V coincides with the expression obtained by integration of the dynamical constraint (94) over space. This observation is nontrivial because some equations of motion may be lost when specific expressions for field variables are inserted into the Lagrangian.
The Hamiltonian equations for the scale factor arė
Here, calculating the Poisson bracket
we used equation (90). It is easily verified that the Hamiltonian equations (97) are equivalent to the second order Lagrangian equation (92) and the Hamiltonian (96) is proportional to the left hand side of equation (91). Thus we formulate equations for the Friedman universe in the Hamiltonian language. In contrast to the Hamiltonian particle dynamics, we have the additional constraint along with the canonical equations of motion (97) H(a, p a ) = 0.
In other words, we are only looking for those solutions of the motion equations for which the energy is equal to zero. This problem is self consistent because the energy is conserved. Thus, we formulated equations for the scale factor (91) and (92) in the Hamiltonian form and proved that one constraint (98) on the scale factor and the corresponding momentum is lost if the expression for the metric (85) is substituted not into the Einstein equations but in the action. The Hamiltonian (96) and equations of motion (97) are nonpolynomial on the scale factor. Let us show what happens with the equations under the canonical transformation described in section 7. As the consequence of equations (59)- (61), we obtain expressions for the canonical variables
external curvature K µν = − 1 2ρ η µν , K = − 3ρ 2ρ
and volume elementê = ρ 3/2 after the canonical transformation. To simplify calculations, it is most easily to separate variables extracting from ρ the factor q(t) depending only on time ρ(t, x µ ) = q(t)
• e 2/3
.
Then the Lagrangian density can be integrated over space as it was already done and the Hamiltonian reformulation of the equations reduces to the redefinition of the scale factor q = a 2 .
The The momenta conjugate to the new dynamical variable q(t) is equal to
The corresponding Hamiltonian contains the nonpolynomial factor
Eq .
During the construction of the polynomial Hamiltonian formulation, the dynamical constraint was multiplied by the factor (64). As a result, we obtain the new constraint which is now polynomial and the new Hamiltonian
To preserve the Hamiltonian form of the equations of motion we have to redefine time as well t → τ where the new parameter is defined by the differential equation
Redefinition of the time corresponds to the redefinition of the Lagrange multiplier (66). The equations of motion for the Hamiltonian (102) are dq dτ = 2q 2 p q , dp q dτ = q 
Thus in the new variables, we have a "particle" described by the coordinate q(τ ) ∈ R + and momentum p q (τ ) ∈ R with the Hamiltonian (102), the constraint (103) being imposed on the canonical variables. The Hamiltonian and equations of motion are polynomial (if the energy density E(q) is polynomial in q) and equivalent to original Einstein's equations on the scale factor (91), (92). For the homogeneous and isotropic universe we can go even further and eliminate the common factor q 2 from the Hamiltonian (102) by redefinition of time t → τ ′ where
then we have a "particle" with the simple Hamiltonian
Eq.
and the corresponding equations of motion
Now the curvature of the space K 0 does not contribute to the equations of motion at all. The motion equations are solved under the constraint of zero Hamiltonian K ′ = 0. As for the original system of equations (91) and (92), the Hamiltonian equations of motion in the Lagrangian form are the consequence of the equation K ′ = 0 where instead of the momentum we have to substitute its expression in terms of the time derivative of the scale factor (104). This equation is equivalent to equation (91).
For the dust matter P = 0 and equation (90) is easily integrated E = M a 3 , M = const, and we have massless particle moving in the potential
Thus introduction of new canonical variables allows us to reformulate the equations for the Friedman universe in polynomial form. Since equation (91) is well studied during last decades, the new formulation is doubtful to yield new results for the analysis of classical solutions in the considered case. It may be useful for the construction of quantum model of the Friedman universe but this question requires a separate investigation and is out of the scope of the present paper. The consideration of the section is intended only to demonstrate how the general method works in the simple case where all steps can be verified by simple calculations.
Conclusion
In the present paper we show that consideration of the determinant of the metric and the conjugate momentum as independent additional variables leads to the Hamiltonian formulation of general relativity where all the constraints are polynomial. The model is formulated in polynomial form not in the phase space but on the Poisson manifold where the Poisson bracket is degenerate. Let us stress that the resulting model is equivalent to general relativity.
In the new variables the canonical momenta are proportional to the irreducible components of momenta in the standard metric formulation. This property simplifies calculations essentially, in particular, calculations of the Poisson bracket of the dynamical constraint.
The proposed canonical formulation of general relativity allows to write the functional integral on the Poisson manifold. We proved that this integral is equivalent to the functional integral over the phase space. The advantage of the new expression for the generating functional for the Green functions lies in that the action and all arguments of δ-functions are polynomial in independent variables. This leads to a presence of only a finite number of vertexes in the diagram techniques. This seems to simplify calculations in the quantum theory of gravity.
As an example of using new variables, we consider the model of Friedman universe. In these variables the Hamiltonian and the equations of motion for the scale factor are simplified and take polynomial form.
A similar transformation of variables in the configuration space leading to polynomial Hilbert-Einstein action was proposed in [19] and recently rediscovered [20] .
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