Two wind tunnel tests were conducted in a flow exhibiting a shock-wave/boundary-layer interaction of the type occurring on airfoils at transonic velocities. Boundary-layer pressure distributions were measured with pilot and static probes. Velocities in the free stream and in the boundary layer were obtained with a laser velocimeter (LV) system, and a data reduction program for the LV results was developed. Measurements from the pressure probes and from the LV system are compared with each other and In transonic wind tunnel testing of airfoils, the Reynolds number scaling presents a difficult problem because of the complex interaction of the shock wave with the boundar~ layer. Generally, flow separation is induced at or near the shock and this separation, in turn, affects the location of the shock wave. In order to predict the aerodynamic coefficients of a wing, especially the moment coefficient, an accurate prediction of the shock location is necessary. The difficulty in predicting the change in this location with change in Reynolds number reflects an inadequate understanding of the physical phenomena and therefore in the equations used to describe these phenomena.
To provide the basic data required to evaluate certain computational methods, two wind tunnel tests were conducted. The data obtained 
TESTING
For the first test, 22 pitot pressure profiles were obtained in the boundary layer. The probes were projected through the tunnel bottom wall and positioned by an electric drive. High-speed shadowgraph motion pictures were taken to determine the flow stability. At 400 frames per second the boundary layer, shock position, and separation point appeared to be stationary on the surface, but at a height of above 2 in. the shock was oscillating slightly.
In the second test, a laser velocimeter system, described in Ref.
I, was used to measure flow velocity profiles at 19 boundary-layer profiles and four streamwise paths through the shock. The program developed for the LV data reduction is described in the Appendix. A streamwise coordinate system is used for all the LV boundary-layer results presented.
TEST RESULTS
For direct comparison of pitot and LV velocity measurements, several boundary-layer profiles taken with the pitot probe in the first test were repeated with the LV system in the second test. Figure 3a shows a typical comparison for data taken near the leading edge of the bump.
There is good agreement for all profiles taken at corresponding locations in the attached flow.
In the separated region, as illustrated in Fig. 3b , the LV and This ambiguity can affect the computation of the boundary-layer properties.
Starting above the bump centerline, LV velocity surveys were conducted downstream parallel to the tunnel bottom wall. Figure 4 shows velocity and stream angle for four profiles at 1.25, 1.5, 1.75, and 2.0 in. above the bottom wall. These profiles indicate a variation from an almost normal shock at y = 2.0 in. to a family of oblique shocks at the surface.
The LV data presented in this report were processed by a data reduction program which is described in the Appendix. required to obtain these measurements, the accuracy may be poor near the surface.
THEORETICAL ANALYSIS
Computations were performed for the boundary layer measured, using the experimental pressure distribution as an input. The solution was compared with the test data to determine the accuracy of the theoretical solutions and evaluate available turbulence models.
BOUNDARY-LAYER CALCULATION METHOD
The calculation method used for a turbulent, compressible boundary layer is a variation of the method of Nash and Hicks (Ref. A summary of the equations is given below.
as as o(,fla~)
It is assumed that the Prandtl number is unity for both laminar and turbulent flow. In these equations, B is defined by
where ¢ is the eddy viscosity,
Oy u" and v" are the turbulent velocity fluctuations, and the bar denotes a time average. The enthalpy parameter, S, is given by with T t
S=T/T t -1
as the total temperature.
(6)
..'Application of the Stewartson transformations to these equations resdlts in the set: 
(7) into Eq. (8) and integrating across the boundary
A wall-wake model is used for the boundary-layer velocity profile,
where U is a friction velocity, Tu 8 is a wake velocity, and -0"37y+] +-u2~(1-cos?) (11) .r= (1 1,p) %" r,,I
. 
A set of differential equations was therefore formed, in terms of u T and 6, and the Runge-Kutta method of advancing in the streamwlse direction was used. 
COMPARISON WITH EXPERIMENT

REYNOLDS STRESS MODELS
In order to determine the sensitivity of the solutions to the modeling of the Reynolds stress term in Eq. (10) 
CONCLUSIONS
An investigation of a transonic flow containing a shock-wave/boundarylayer interaction of the type occurring on airfoils was conducted, using both experimental and theoretical methods. In the separated region to the rear of the shock, good agreement can also be obtained between the computed and measuredReynolds stresses and velocities if experimental data are used as input in the calculatlbn.
Even though the method of solution for the boundary layer is inaccurate, the turbulence models are self-consistent at any given station. 
DATA INTERPRETATION
Although the data reduction equations are simple, interpretation of the results presents problems. Some of the factors producing uncertainty in the results are listedbelow.
Tracking:
In the unseeded flow used, the particle size and composition distribution is not known, so there can be an unknown difference between particle velocity and fluid velocity for the measurements.
Velocity Bias: For some combinations of velocity and particle number density, as shown in Ref. 3, the probability of obtaining high I' velocity data is greater, since more high-velocity particles pass through the probe volume.
Flow Fluctuation: Because of the time required to obtain 1,000 velocity sets, if the flow is fluctuating or tunnel conditions are varying, improper readings are obtained.
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Position Drift: Especially for low boundary-layer points, where posit tlon is critical and record times can be long, temperature change and vibration can produce error.
Processor Bias:
The LV signal processor is biased toward certain digits in the last decimal place, which introduces an error if the standard deviation is small.
The uncertainty introduced by these factors can vary from less than 2 percent in a free-stream flow to the order of 20 percent for a boundarylayer point in a fluctuating flow. Some of the options built into the data reduction program are designed to indicate or minimize these errors.
PROCESSING OPTIONS
The data processing options in the program fall into three categories: selection of valid data, method of processing, and presentation of results.
Given a set of 1,000 two-component velocity readings, some of these will have one or both measurements misread. These bad readings are removed from the data set. Then, the data set can be further reduced by the deletion of velocity records which differ from the mean by more than some value, usually three standard deviations. Also, the data set can be reduced to simultaneous components or all velocities of each component can be processed.
The output can be presented in tunnel or streamwise coordinates or rotated to any desired angle from either system. Print options vary from a one-line summary at each point to a full print with raw data and histograms.
Variations in processing, checking for extreme values of the velocity moments, comparing mean and mode velocities, and other indicators from the sun~nary outputs determine which data points require additional study. In some cases, errors can be identified and corrected, or the data point is discarded. Wake velocity parameter Referred to boundary-layer thickness
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