We consider a linearly edge-reinforced random walk on a class of two-dimensional graphs with constant initial weights. The graphs are obtained from Z 2 by replacing every edge by a sufficiently large, but fixed number of edges in series. We prove that the linearly edgereinforced random walk on these graphs is recurrent. Furthermore, we derive bounds for the probability that the edge-reinforced random walk hits the boundary of a large box before returning to its starting point.
1. Introduction. In his paper [10] , Pemantle studies recurrence and transience of a linearly edge-reinforced random walk on trees with a parameter ∆ > 0. At the end of this paper, he writes: "Questions of reinforced random walk on other graphs are still wide open. Diaconis originally asked me about the d-dimensional integer lattice Z d . I believe it is not even known whether there is a ∆ > 0 for which the reinforced random walk on Z 2 is recurrent!"
This turned out to be a hard problem which is unresolved. However, in this article, we solve a variant of this problem. For a class of fully twodimensional translationally symmetric graphs and sufficiently small constant initial weights, we show that the edge-reinforced random walk visits every vertex infinitely often with probability one. This is the first time that recurrence of the linearly edge-reinforced random walk is proven for a fully two-dimensional graph.
Comparison with previous work. Earlier versions of the technique presented here have been used in [7] to prove recurrence for the edge-reinforced random walk on a large class of one-dimensional reflection-symmetric periodic graphs, including, among others, Z × {1, . . . , d} for d ∈ N. The technique can be also used to prove some bounds for the random environment corresponding to the edge-reinforced random walk on Z 2 ; see [9] . Given a graph G, its r-diluted version is the graph obtained from G by replacing every edge by r edges in series. The basic new idea of the present paper is that this dilution of a graph makes recurrence simpler to prove: Already a simplification and generalization of the techniques from [9] to diluted two-dimensional graphs suffices to prove recurrence.
For a more detailed comparison of previous papers with the present work, we refer the reader to the concluding remarks in Section 10. An overview of earlier work on the linearly edge-reinforced random walk can be found in [6] . For a recent overview of general processes with reinforcement, we refer the reader to [11] .
Definition of linearly edge-reinforced random walk. Given r ∈ N, we consider the graph G r = (V r , E r ) with vertex set V r = {(x 1 , x 2 ) ∈ Z 2 : x 1 ∈ rZ or x 2 ∈ rZ} (1.1) and edge set E r = {{u, v} ⊂ V r : |u − v| = 1}. (1.2) Here |x| denotes the Euclidian norm of x. Note that the edges are undirected. A finite piece of G r for r = 4 is shown in Figure 1 .
Let 0 := (0, 0). The linearly edge-reinforced random walk (ERRW) on G r with constant initial weights a > 0 and starting point 0 is a stochastic process (X t ) t∈N 0 with law P Gr 0,a defined as follows: At every discrete time t ∈ N 0 , every edge e ∈ E r is assigned a strictly positive number w t (e) as a weight. Initially, all weights are equal to a: w 0 (e) = a for all e ∈ E r . (1.
3)
The edge-reinforced random walker starts in the vertex 0 at time 0: 
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At each discrete time t ∈ N 0 , the random walker jumps randomly from its current position X t to a neighboring vertex v with probability proportional to the current weight of the connecting edge {X t , v}: The weight of the traversed edge is immediately increased by 1, whereas all other weights remain unchanged: w t+1 (e) = w t (e) + 1 {{Xt,X t+1 }=e} for all e ∈ E r . (1.6) Thus, the weight of edge e at time t equals the initial weight increased by the number of times the reinforced random walker has traversed e up to time t: w t (e) = a + t−1 s=0 1 {{Xs,X s+1 }=e} .
(1.7)
We call a path (v 0 , v 1 , v 2 , . . .) in a graph admissible if {v t−1 , v t } is an edge in the graph for all t ∈ N. We realize P Gr 0,a as a probability measure on the set Σ ⊆ V N 0 r of admissible paths in G r , not necessarily starting in 0, endowed with the σ-field generated by the canonical projections X t : Σ → V r , t ∈ N 0 .
Main results. We prove the following: Theorem 1.1 (Recurrence). For all r ∈ N with r ≥ 130 and all a ∈ (0, (r − 129)/256), the linearly edge-reinforced random walk on G r with constant initial weights w 0 ≡ a visits all vertices infinitely often with probability one.
Note that small initial weights a correspond to strong reinforcement. This can be seen more intuitively by taking the initial weights equal to one, but the weight increment at each time step equal to 1/a, which defines the same law of the random walk. In this sense, the recurrence result applies to strong linear reinforcement.
In order to prove recurrence, we derive bounds for the probability that the edge-reinforced random walk hits the boundary of a large box before returning to its starting point. Let us introduce some notation before we state the result: For A ⊆ V r , let τ A := inf{t ≥ 1 : X t ∈ A} be the hitting time of A. If A = {v} contains just one vertex, we simply write τ v instead of τ {v} . Let be the set of "four-way-crossings" in the graph G r . For (v 1 , v 2 ) ∈ V r , set |(v 1 , v 2 )| ∞ := max{|v 1 |, |v 2 
|}.
We prove the following: Theorem 1.2 (Hitting probabilities). For all r ∈ N with r ≥ 130 and all initial weights a ∈ (0, (r − 129)/256), there exist constants l 0 = l 0 (r, a) ∈ N and ξ = ξ(r, a) > 0, such that the following hold:
(a) For all ℓ ∈ L r with |ℓ| ∞ ≥ l 0 , the probability that the edge-reinforced random walker hits ℓ before returning to its starting point satisfies
(1.9) (b) As a consequence, for all l ≥ l 0 , the probability that the edge-reinforced random walker hits a vertex in the set V l := {v ∈ V r : |v| ∞ = rl} (i.e. a vertex in the intersection of V r with the boundary of the box [−rl, rl] 2 ) before returning to 0 can be bounded as follows:
Notation. For a, b ∈ R, set a ∧ b = min{a, b} and a ∨ b = max{a, b}. Let ⌊a⌋ denote the largest integer ≤ a, and let ⌈a⌉ denote the smallest integer ≥ a. The cardinality of a set A is denoted by |A|. For two probability measures P and Q on the same space, P ≪ Q denotes that P is absolutely continuous with respect to Q.
2. Main lemmas and global structure of the paper. All the theorems in Section 1 rely on the bound (1.9) of the hitting probabilities. The main work in this paper is required to prove this bound.
Finite boxes with periodic boundary conditions. The bound (1.9) is based on an analysis of the edge-reinforced random walk on finite boxes with periodic boundary conditions, in the limit as the box size goes to infinity. We now introduce these finite boxes and some related notation.
Given r ∈ N and i ∈ N with i > 1, we define a finite variant G
r ) of G r with periodic boundary conditions as follows: Set
Whenever there is no risk of confusion, we identify V (i) r with its set of representatives Furthermore, we identify the subset
with its set of representatives
Note that the inclusion in (2.4) is strict. We call all edges in E (i) r \Ê (i) r periodically closing edges. For instance, the edge {(r⌊i/2⌋, 0) + riZ 2 , (r⌊i/2⌋ − ri + 1, 0) + riZ 2 } is periodically closing as it is contained in E
r consists of the vertices in G Linearly edge-reinforced on finite graphs. Since most parts of our arguments are quite robust, we work in this section with the edge-reinforced random walk on a general finite connected undirected graph G = (V, E) with possibly edge-dependent initial weights a e > 0, e ∈ E. In Section 8, we specialize to the case G = G (i) r . The edge-reinforced random walk on a finite graph G = (V, E) is defined in analogy to the definition on G r given in the Introduction. Given a starting vertex v 0 ∈ V and initial weights a = (a e ) e∈E , it is a stochastic process (X t ) t∈N 0 taking values in V with law P G v 0 ,a , specified by w t (e) = a e + t−1 s=0 1 {{Xs,X s+1 }=e} (e ∈ E, t ∈ N 0 ), (2.7)
Again, we realize P G v 0 ,a as a probability measure on the set Σ G ⊆ V N 0 of admissible paths in G, not necessarily starting in v 0 , endowed with the σ-field generated by the canonical projections
ERRW as a mixture. It is known that this edge-reinforced random walk on the finite graph G is a mixture of reversible Markov chains with a unique mixing measure. Let us review this result. Let Ω = (0, ∞) E be the space of strictly positive edge weights on G. For x = (x e ) e∈E ∈ Ω and v ∈ V , define
For v 0 ∈ V , we denote by Q v 0 ,x the distribution of the Markovian random walk on G which starts in v 0 and jumps from u to a neighboring point v with probability proportional to the weight x e of the connecting edge e = {u, v}:
Fix a reference edge e 0 ∈ E. At this point, the edge e 0 is arbitrary, but from Section 5 onward, it will be convenient to assume v 0 ∈ e 0 . We introduce the set of weights Ω e 0 := {x ∈ Ω : x e 0 = 1} (2.13) having the weight of the reference edge e 0 normalized. Lemma 2.1 (Mixture of reversible Markov chains, Corollary 3.1 of [12] ). For all v 0 ∈ V , a ∈ (0, ∞) E , and e 0 ∈ E, there exists a unique probability measure Q G v 0 ,a,e 0 on Ω e 0 with the following properties:
of the edge-reinforced random walk on G starting in v 0 with initial weights a satisfies
for all events A ⊆ Σ G of admissible paths in G.
We call Q G v 0 ,a,e 0 the "mixing measure." The proof of this lemma in [12] is based on a de Finetti theorem for reversible Markov chains, which relies on a de Finetti theorem for Markov chains by Diaconis and Freedman [2] .
The main lemma-concrete version. All theorems of this paper are based on a lemma, which we phrase in this section and prove in the subsequent sections. There are two versions of this main lemma: a "concrete" version, which works with finite boxes with periodic boundary conditions and constant initial weights, and an "abstract" version working with general finite graphs and general initial weights having a reflection symmetry. The concrete version is a consequence of the abstract version.
For the edge-reinforced random walk on G (i) r with constant initial weights a = (a e ≡ a) e∈E (i) r , starting point 0, and reference edge e 0 = {0, (0, 1)}, we denote the mixing measure from Lemma 2.1 by
The initial weight a is omitted from the notation because it is fixed throughout the paper.
Roughly speaking, the concrete version of the main lemma bounds in a stochastic sense the ratio of two vertex weights x ℓ and x 0 with respect to the mixing measure Q
and has vertex degree 4 in the graph (Ṽ
Lemma 2.2 (Main lemma-concrete version). Let r ∈ N with r ≥ 130 and let the initial weight satisfy a ∈ (0, (r − 129)/256). There exist constants l 0 = l 0 (r, a) ∈ N and ξ = ξ(r, a) > 0, such that, for all ℓ ∈ L r with |ℓ| ∞ ≥ l 0 and i ≥ i 0 (ℓ), the following estimate holds: The main lemma-abstract version. The abstract version of the main lemma works with a general finite connected graph G = (V, E) with arbitrary initial weights a ∈ (0, ∞) E . The weighted graph (G, a) needs to have an additional reflection symmetry, which we introduce now.
We call a bijection f : V → V on the vertices an automorphism of the weighted graph (G, a), if the following hold:
• For all u, v ∈ V , one has {f (u), f (v)} ∈ E if and only if {u, v} ∈ E.
• The edge weights are preserved: a {f (u),f (v)} = a {u,v} holds for all {u, v} ∈ E.
We extend f to the set of edges as follows:
In the abstract version of the main lemma, the vertices 0 and ℓ from the concrete version are replaced by two vertices v 0 , v 1 ∈ V with the following symmetry property: Assumption 2.3. We take two vertices v 0 , v 1 ∈ V , a reference edge e 0 ∈ E, and a function ϕ : E → [0, 1], and we assume the following:
The reference edge e 0 is incident to v 0 : v 0 ∈ e 0 . (c) There exists an automorphism f of the weighted graph (G, a) with f (v 0 ) =
We have ϕ(e) = 0 for all e ∈ E with v 0 ∈ e, and ϕ(e) = 1 for all e ∈ E with v 1 ∈ e.
Remark 2.4. In the special case of the periodic boxes G (i) r , endowed with constant initial weights a, parts (a)-(c) of this assumption are satisfied for r > 1,
, and e 0 = {0, (0, 1)}. In particular, the two vertices 0 and ℓ have both four neighbors; recall Definition (2.6) of L (i) r . In this special case, we may take f as the reflection This article is organized as follows. In Section 3, we review an explicit description of the mixing measure Q G v 0 ,a,e 0 from Lemma 2.1. This description was discovered by Coppersmith and Diaconis [1] in 1986. Later, Keane and Rolles [4] published a proof of their formula. Section 3 also contains some properties of the mixing measure, in particular, scaling properties, which are needed in the present paper.
In Section 4, we interpolate between the two random environment distributions corresponding to two different starting points. We also show that properties of the interpolations are inherited from the scaling properties of the mixing measure. In particular, normalizing constants remain unchanged after scaling.
Proving the bounds for the weights boils down to proving an upper bound for these normalizing constants; see (4.13) below. The upper bound for the normalizing constant is then obtained via a general variational principle, Lemma 5.1. This variational principle is proved in Section 5. It relies only on the Assumptions 2.3 for the underlying weighted graph.
The variational principle is then applied to a deformation of the interpolated random environments. In Sections 5-7, this leads to a proof of Lemma 2.5, the main lemma in the context of a general finite connected graph.
In Section 8, we verify that the assumptions of the abstract version of the main lemma (Lemma 2.5) are satisfied for the edge-reinforced random walk on the boxes G (i) r with constant initial weights a, provided r and a are chosen appropriately. In this way, we deduce Lemma 2.2 from Lemma 2.5.
Finally, in Section 9, we derive the estimates for the hitting probabilities of the edge-reinforced random walk (Theorem 1.2) from Lemma 2.5. Recurrence is shown using these estimates for the hitting probabilities.
The following results from other papers are used. The present paper uses only a few results from our previous articles. One essential ingredient is Lemma 3.4, which is a variant of the formula by Coppersmith and Diaconis [1] . The version of this formula used in the present paper is taken from the Appendix of [9] . Besides this description of the mixing measure, we cite only a general bound for the tails of ratios of two edge weights (Theorem 2.4 in [8] ) and the fact that the edge-reinforced random walk visits every vertex infinitely often with probability one if and only if it returns with probability one to its starting point (Theorem 2.1 of [8] ).
3. Properties of the mixing measure. Throughout Sections 3-7, we consider the edge-reinforced random walk on a finite connected graph G with initial weights a ∈ (0, ∞) E . Since the underlying graph G is fixed, we suppress the dependence on G in the notation. In particular, we introduce the following abbreviation for the mixing measure Q G v 0 ,a,e 0 from Lemma 2.1:
The mixing measure Q v 0 ,a,e 0 has an explicit description, discovered by Coppersmith and Diaconis [1, 3] . We review it in this section. This description reveals a nice scaling property of the mixing measure. In order to state it, we need some preparations.
Denote by δ 1 the Dirac measure at 1. We endow Ω e 0 with the reference measure
The measure ρ e 0 is just the Lebesgue measure on a logarithmic scale. More precisely, the image of ρ e 0 under the bijection
is the Lebesgue measure on R E\{e 0 } . Given a different reference edge e 1 ∈ E, we introduce the map
It serves to change the normalization. The map g e 0 ,e 1 is a bijection with inverse g e 1 ,e 0 . Lemma 3.1. For all e 0 , e 1 ∈ E, e 0 = e 1 , and all Borel sets A ⊆ Ω e 1 , we have
In words, ρ e 1 is the image measure of ρ e 0 with respect to g e 0 ,e 1 .
Proof. It suffices to prove the lemma for sets of the form A = e∈E A e with A e 1 = {1} and A e = (b e , c e ] for e ∈ E \ {e 1 }, where 0 < b e < c e . Then, for x ∈ Ω e 0 , we have g e 0 ,e 1 (x) ∈ A if and only if the following hold: 1/c e 0 ≤ x e 1 < 1/b e 0 , and x e 1 b e < x e ≤ x e 1 c e for e ∈ E \ {e 0 , e 1 }. Thus, the left-hand side in (3.5) equals The following function Φ v 0 ,a plays an essential role in the description of the mixing measure.
Definition 3.2.
A spanning tree T of G is a maximal connected subgraph of G without cycles, viewed as a set T ⊆ E of edges. Let T denote the set of spanning trees of the graph G. We introduce the map
Lemma 3.3 (Scaling property). For all λ ∈ (0, ∞) and all x = (x e ) e∈E ∈ Ω, we have
As a consequence, for all e 0 , e 1 ∈ E and all x ∈ Ω e 0 ,
Proof. Let λ ∈ (0, ∞). Any spanning tree T ∈ T has |V | − 1 edges. Hence, for any x ∈ Ω, we get
with the exponent
for the last equality, we used the definition of a v . This proves (3.8) . By the definition (3.4) of g e 0 ,e 1 , the identity (3.9) is just the scaling property (3.8) in the special case λ = 1/x e 1 .
The mixing measure from Lemma 2.1 can be described as follows:
Lemma 3.4 (Description of the mixing measure, Lemma 9.1 of [9] ). For all v 0 ∈ V , a ∈ (0, ∞) E , and e 0 ∈ E, the distribution Q v 0 ,a,e 0 of the random environment from Lemma 2.1 is absolutely continuous with respect to ρ e 0 with the density
x ∈ Ω e 0 , where z v 0 ,e 0 > 0 denotes a normalizing constant.
Although the distribution Q v 0 ,a,e 0 does depend on the initial weights a, we usually drop the subscript a, writing
to simplify the notation, since a is being fixed.
Lemma 3.5.
(a) For all e 0 , e 1 ∈ E and all measurable functions f :
In other words, the image of the measure Φ v 0 ,a dρ e 0 on Ω e 0 with respect to the map g e 0 ,e 1 : Ω e 0 → Ω e 1 equals the measure Φ v 0 ,a dρ e 1 on Ω e 1 .
(b) As a consequence, the normalizing constant z v 0 ,e 0 does not depend on the choice of the reference edge:
(c) Under Q v 0 ,e 0 , the scaling (x e /x e 1 ) e∈E of the random environment according to g e 0 ,e 1 has the law Q v 0 ,e 1 . (d) The joint laws of the family (x e /xẽ, x e /x v , x v /xṽ) e,ẽ∈E,v,ṽ∈V of all ratios of weights with respect to Q v 0 ,e 0 and with respect to Q v 0 ,e 1 coincide.
Proof. Let e 0 , e 1 ∈ E. Using first the scaling property (3.9) and then the transformation formula and Lemma 3.1, we obtain the claim (3.14) in (a) as follows:
The claim (3.15) in (b) is just the special case f ≡ 1 of the first claim (3.14).
Part (c) is an immediate consequence of (a) and (b), since
Part (d) is a consequence of part (c). To see this, take x ∈ Ω e 0 and y = g e 0 ,e 1 (x) ∈ Ω e 1 . Using the notation y v = e∈E:e∋v y e for v ∈ V in analogy to x v = e∈E:e∋v x e , we get the claim (d) from
Part (b) of the lemma allows us to omit the reference edge e 0 in the normalizing constant:
Hence, (3.12) can be rewritten as
4. Interpolation between two environments. For two vertices v 0 , v 1 ∈ V , we consider an interpolation of the random environments Q v 0 ,e 0 and Q v 1 ,e 0 associated with the edge-reinforced random walk on G with initial weights a and starting points v 0 and v 1 , respectively: Definition 4.1 (Interpolated measure). For v 0 , v 1 ∈ V and e 0 ∈ E, define P v 0 ,v 1 ,e 0 to be the probability measure on Ω e 0 with the following RadonNikodym derivative with respect to ρ e 0 :
with the normalizing constant
Remark 4.2. Since dQ v 0 ,e 0 /dρ e 0 and dQ v 1 ,e 0 /dρ e 0 are strictly positive probability densities with respect to ρ e 0 , the normalizing constant Z v 0 ,v 1 ,e 0 is indeed strictly positive and, by the Cauchy-Schwarz inequality, it is finite. Hence, P v 0 ,v 1 ,e 0 is well defined.
The measure P v 0 ,v 1 ,e 0 inherits the following invariance under change of normalization from Q v 0 ,e 0 :
(a) The normalizing constant Z v 0 ,v 1 ,e 0 does not depend on the choice of the reference edge:
for all e 0 , e 1 ∈ E. (4.3) (b) The law of g e 0 ,e 1 , that is, the distribution of (x e /x e 1 ) e∈E , under P v 0 ,v 1 ,e 0 equals P v 0 ,v 1 ,e 1 . (c) Consequently, the ratios (x e /x v ) e∈E,v∈V have the same joint laws under
Proof. Let e 0 , e 1 ∈ E. We claim that for any measurable function f : Ω e 1 → [0, ∞] the following identity holds:
To see this, we first insert the description (3.19) of the random environments Q v 0 ,e 0 and Q v 1 ,e 0 . Then, we apply the scaling invariance (3.9) of the densities, and finally, we use Lemma 3.1. This yields the following for the left-hand side of (4.4):
which equals the right-hand side of (4.4). The claim (4.3) in part (a) is a special case of (4.4) with f ≡ 1. Part (b) is an immediate consequence of part (a) and (4.4). Part (c) follows from part (b) in the same way as Lemma 3.5(d) follows from Lemma 3.5(c).
Part (a) of the lemma allows us to drop the reference edge e 0 in the normalizing constant:
One reason why we introduce P v 0 ,v 1 ,e 0 is the following symmetry property, which does not hold for the random environment distribution Q v 0 ,e 0 : Lemma 4.4 (Symmetry property of P v 0 ,v 1 ,e 0 ). Let v 0 , v 1 ∈ V be such that Assumption 2.3(c) holds. Then, for all e 0 ∈ E, the ratios x v 0 /x v 1 and
Proof. Let v 0 , v 1 and f be as in Assumption 2.3(c), and let e 0 ∈ E. We claim that the two random vectors
To see this, let A ⊆ Ω be a measurable set. Using the definition of P v 0 ,v 1 ,e 0 and the description (3.19) of the random environment in the first step, we get
where in the last identity we used that ρ e 0 is obtained from ρ f (e 0 ) by permuting the variables by x → (x f (e) ) e∈E . Since f is an automorphism of the weighted graph (G, a) with f (v 1 ) = v 0 , it follows from the description (3.7) of the densities that
Hence, we conclude from (4.8)
Lemma 4.3(c) implies that in the last probability one can replace the reference edge f (e 0 ) by e 0 . Hence, the claim (4.7) follows. In particular, we conclude from (4.7) that
have the same law under P v 0 ,v 1 ,e 0 .
Next, we present the connection between the interpolated measure and the random environment distribution. The normalizing constant Z v 0 ,v 1 of the interpolated measure turns out to be equal to the 1/4-moment estimated in the main lemma 2.5; see the left-hand side of (2.19).
Lemma 4.5 (Relation between
As a consequence, one has
Proof. Let v 0 , v 1 and f be as in Assumption 2.3(c), and let e 0 ∈ E. Using the definition of P v 0 ,v 1 ,e 0 and formulas (3.19) and (3.7) for the densities dQ v 1 ,e 0 /dρ e 0 and dQ v 0 ,e 0 /dρ e 0 , we get
We claim that z v 1 = z v 0 . Indeed, since f is an automorphism of the weighted graph (G, a) with f (v 0 ) = v 1 , we can use (4.9) to obtain
recall that these normalizing constants do not depend on the choice of the reference edge e 0 by Lemma 3.5(b). Thus, (4.12) follows from (4.14). Integrating (4.12) with respect to the probability measure Q v 0 ,e 0 yields the second claim.
Remark 4.6. The fact Z v 0 ,v 1 < ∞, which was noted in Remark 4.2, and the identity (4.13) together imply
5. The key estimate in the proof of Lemma 2.5. From now on until the end of Section 7, we assume that Assumption 2.3 holds.
In order to prove the main Lemma 2.5, it suffices by (4.
We introduce the following function of the random environment:
Lemma 4.5 allows us to write
The following general variational principle is a cornerstone of this paper. Let P denote the set of all probability measures Π on Ω e 0 such that Π and P v 0 ,v 1 ,e 0 are mutually absolutely continuous and
Lemma 5.1 (Variational principle). The functional
is minimized for Π = Q v 0 ,e 0 ∈ P with the value
Proof. We prove first that Q v 0 ,e 0 ∈ P. By Lemma 4.5, Q v 0 ,e 0 and P v 0 ,v 1 ,e 0 are mutually absolutely continuous. To see that the expectation E Qv 0 ,e 0 [H v 0 ,v 1 ] is finite, we use Theorem 2.4 in [8] . In the present context, this theorem states that for all edges e, e ′ ∈ E, with respect to Q v 0 ,e 0 , the random variables x e /x e ′ have tails bounded by a power law. As a consequence, the law of
Next, we show that
From Remark 4.2 we know that log Z v 0 ,v 1 is finite. Using (5.6) and E Qv 0 ,e 0 [|H v 0 ,v 1 |] < ∞, this implies that log(dQ v 0 ,e 0 /dP v 0 ,v 1 ,e 0 ) has a finite expectation with respect to Q v 0 ,e 0 . This completes the proof of Q v 0 ,e 0 ∈ P. Taking the expectation of (5.
We now prove that log Z v 0 ,v 1 is indeed the minimal value of the functional F . Let Π ∈ P. We rewrite (5.6) in the following form:
Taking expectations with respect to Π, this implies
recall the definition (5.3) of F . Now, the last relative entropy is nonnegative:
Before going into the details, let us intuitively and roughly explain how to get a good upper bound for log Z v 0 ,v 1 . To apply the variational principle, we need to construct an appropriate Π = Π (γϕ) v 0 ,v 1 ,e 0 ∈ P depending on a parameter γ ∈ R. On the one hand, Π should be "close" to Q v 0 ,e 0 to get the relative entropy in (5.10) small. On the other hand, we need to control F (Π). This requires us to control both, E Π [H v 0 ,v 1 ] and the relative entropy E Π [log(dΠ/dP v 0 ,v 1 ,e 0 )]. We choose Π to be a "deformation" of P v 0 ,v 1 ,e 0 . By this we mean that Π is the law of a suitable random variable Ξ (γϕ) e 0 : Ω e 0 → Ω e 0 with respect to P v 0 ,v 1 ,e 0 . We call Ξ (γϕ) e 0 the "deformation map." It depends on a deformation parameter γ ∈ R.
The intuition behind our choice of the deformation map Ξ 
To prove this key estimate, we need to verify that Π (γϕ) v 0 ,v 1 ,e 0 ∈ P for all γ ∈ R. This requires some preparations.
We start by introducing additional notation. For γ ∈ R and x ∈ Ω, we set log dΠ
In the remainder of this article, we work with this particular realization of the Radon-Nikodym derivative dΠ
Proof of Lemma 5.5. By its definition, P v 0 ,v 1 ,e 0 is absolutely continuous with respect to ρ e 0 . Consequently, since Π 
The map Ξ (γϕ) e 0 is invertible. Due to (5.14), Ξ (γϕ) e 0 leaves the weight x e 0 of the reference edge e 0 ∋ v 0 unchanged and it multiplies all other x e with some e-dependent constant. Thus, Ξ applying the transformation formula on the right-hand side of (5.21), we obtain v 0 ,v 1 ,e 0 and P v 0 ,v 1 ,e 0 are mutually absolutely continuous, and for ρ e 0 -almost all x ∈ Ω e 0 , the Radon-Nikodym derivative satisfies log dΠ
To get an explicit form for the last expression, we use Lemma 4.5 and (5.13) to obtain
Next, we insert formulas (3.19) and (3.7) for dQ v 0 ,e 0 /dρ e 0 and simplify the resulting expression using the abbreviations (5.17) and (5.18): 
e 0 : Ω e 0 → Ω e 0 is the identity map by Definition 5.2: Ξ (γϕ) e 0 (x) = x for all x. Hence, we obtain
e∈E e γϕ(e)ae
Taking logarithms in the last formula, the claim follows from (5.24).
Lemma 5.6. For all γ ∈ R, one has 
Here we used that the relative entropy of P v 0 ,v 1 ,e 0 with respect to Q v 0 ,e 0 is non-negative. By Lemma 4.4, the random variables log(x v 1 /x v 0 ) and log(x v 0 /x v 1 ) = − log(x v 1 /x v 0 ) have the same law with respect to
Hence, all expectations in (5.31) are finite and, in particular, it follows that
which proves the claim in the case γ = 0.
For γ ∈ R, we use the definition of Π 
Now we are ready to prove the key estimate:
Proof of Lemma 5.4. Let γ ∈ R. By the variational principle (Lemma 5.1), it only remains to verify that Π 
with S ϕ defined in (2.20).
Before proving the lemma, let us introduce some notation. For γ ∈ R, set
e 0 (x)) (6.3) for x ∈ Ω e 0 . The idea for the bound of the relative entropy is to do a Taylor expansion of g around γ = 0. First, we need to show that g is twice continuously differentiable. This will be done by showing that f γ is twice continuously differentiable in γ with derivatives which are bounded as functions of x.
Recall the abbreviations (5.17) and (5.18). It will be convenient to use the following notation: For x ∈ Ω e 0 , v ∈ V , and γ ∈ R, consider e → ϕ(e) as a random variable on the space {e ∈ E : e ∋ v} equipped with the probability measure We consider the map ∆ : T → ∆(T ) as a random variable on the space T of spanning trees equipped with the probability measure
For each x ∈ Ω e 0 , the function γ → f γ (x) is twice continuously differentiable with the following derivatives:
Proof. Let x ∈ Ω e 0 . Using the definitions (5.17) and (5.18) of x (γϕ) v and Y (γϕ) T (x), respectively, we find that these two quantities are differentiable in γ with the following derivatives:
ϕ(e)e γϕ(e) x e and (6.9)
Hence, it follows from the explicit form of f γ (x) given in (5.20) that γ → f γ (x) is continuously differentiable with
ϕ(e)e γϕ(e) x e (6.11)
Inserting the definition of the measures µ x,v,γ and ν x,γ gives (6.7). Differentiating (6.11) with respect to γ yields the claim for the second derivative.
Now we are ready to prove the bound of the relative entropy:
Proof of Lemma 6.1. By Assumption 2.3, ϕ(e) ∈ [0, 1] for all e ∈ E and, hence, ∆(T ) ∈ [0, |E|] for all T ∈ T . Thus, it follows from Lemma 6.2 that
To bound g ′′ , we estimate the expression (6.8) for the second derivative of f γ : Since variances are nonnegative, we obtain for allγ ∈ R the bound
e,e ′ ∈E:
Since the upper bound S ϕ is independent of x andγ, the claim of the lemma follows from (6.14) and (6.13).
7. Proof of the abstract version of the main lemma. In this section, we combine the results from Sections 4-6 to prove the abstract version of the main lemma:
Proof of Lemma 2.5. Combining (4.13) with the key estimate (5.16) yields
for all γ ∈ R. To estimate the upper bound, we use Lemma 5.7 for the first term and the bound (6.1) of the relative entropy from Lemma 6.1 for the second term:
This upper bound is minimal for γ = −1/(4S ϕ ). Inserting this value for γ gives the bound
This proves the claim (2.19) of Lemma 2.5.
8. Application to finite boxes. In this section, we derive the "concrete version" of the main lemma (Lemma 2.2) from the "abstract version" (Lemma 2.5). Given ℓ ∈ L r (sufficiently far from the origin) and a sufficiently large box size i ≥ i 0 (ℓ) with i 0 (ℓ) introduced immediately before Lemma 2.2, we start by defining a specific function ϕ : E 
From now on, let r ∈ N with r ≥ 2. Only later, in the proof of Lemma 8.1, we need the stronger bound r ≥ 130.
Defining a function ϕ. For u ′ , v ′ ∈ L r with |u ′ − v ′ | = r, we call {u ′ , v ′ } an r-edge. We say that an edge e = {u, v} ∈ E r belongs to an r-edge the level of the vertex, and we will also say that v is at level level(v). The definition of levels is illustrated in Figure 3 .
Before we define ϕ, we introduce an auxiliary function D:
Definition 8.2 (Approximate Green's function). Given the two end points u, v ∈ V r of an edge {u, v} ∈ E r , we take the unique vertices u ′ , v ′ ∈ L r and the unique numbers j u , j v ∈ {0, 1, . . . , r − 1} such that the following hold: There is precisely one vertex at level 0, namely, the origin 0, which is marked with a white square. The vertices at level 1 are marked with thick black dots, whereas the vertices at level 2 are marked with white circles. In particular, the straight line [u ′ , v ′ ] corresponding to the r-edge {u ′ , v ′ } contains the straight line [u, v] corresponding to the edge {u, v}. We define
Interchanging the roles of u and v interchanges u ′ with v ′ and j u with j v . As a consequence, D(u, v) = D(v, u). Thus, D can be viewed as a function on undirected edges: 
For fixed ℓ ∈ L r , we next rescale and truncate D in such a way that it takes only values between 0 and 1, and the value 1 is taken on all edges which have both endpoints on a level ≥ level(ℓ).
We now use the identifications (2.3)-(2.5) of vertices/edges in finite boxes G Here is the motivation why to use this particular function ϕ: Recall that ϕ needs to be chosen in such a way that the "Dirichlet form" S ϕ , defined in (2.20), gets small enough, as specified in (8.1) . Given the constraints on ϕ from Assumption 2.3(d), the Dirichlet form S ϕ is minimized for a certain two-point "Green's function." For our purposes, it suffices to use an approximation to this function having a roughly similar logarithmic decay. On the other hand, an arbitrary "Urysohn-type" function would in general not yield the required bound (8.1) of S ϕ roughly proportional to 1/ log |ℓ| ∞ .
Proof of Lemma 8. 
By Remark 8.3, the functionẼ 
If e = {u, v} ∈ E r is adjacent to a vertex ℓ ′ ∈ L r , say, v = ℓ ′ , then in the representation (8.3) for u and v, one has j u = 0 and j v = r − 1. Hence, for
r . Then, there exist precisely two edges e = {u, v} andẽ = {ũ, v} incident to v, and both of them belong to the same r-edge. 
The convex hull [u ′ , v ′ ] of any r-edge e ′ = {u ′ , v ′ } contains precisely r + 1 vertices in V r , where two among them belong to L r . We get
This formula is the essential point where one can see why large values of r make recurrence easier to prove: Every r-edge contributes r − 1 summands; each of them scales proportional to 1/(r − 1) 2 . Thus, every r-edge gives a contribution proportional to 1/(r − 1), which gets small for large values of r.
Inserting the expression (8.13) into (8.10), we obtain
Before going into the details, we explain the rough idea of the remainder of the proof: The summand corresponding to an r-edge {u ′ , v ′ } in the sum in (8.14) is roughly of the order l −2 (r − 1) −1 with l = level(u ′ ). The number of r-edges on this level has roughly the size const · l. Thus, the contribution from edges on level l in the sum in (8.14) is roughly const · l −1 (r − 1) −1 . Thus, the whole sum [without the first factor α/D(ℓ) 2 ] has roughly the order of magnitude const · log(level(ℓ))(r − 1) −1 . The first factor in (8.14) equals α/(log level(ℓ)) 2 . Hence, we get an upper bound for S ϕ roughly of the size const/[(r − 1) log level(ℓ)].
More precisely, we proceed as follows: Note that r-edges {u ′ , v ′ } with level(u ′ ) = level(v ′ ) do not contribute to the sum in (8.14). Furthermore, there are 4(2l − 1) r-edges connecting points u ′ ∈ L r with level(u ′ ) = l to points v ′ ∈ L r with level(v ′ ) = l − 1. Using (8.11), we obtain
Applying the inequality log x ≤ x − 1 yields
Combining this with (8.15), it follows that Inserting this bound into (8.17 ) and using the definition of ξ, we obtain
Using the relation level(ℓ) = |ℓ| ∞ /r yields the claim of the lemma.
Finally, we deduce the concrete version of the main lemma:
Proof of Lemma 2.2. Let r ∈ N with r ≥ 130 and a ∈ (0, (r −129)/256). By Lemmas 8.1 and 2.5, there exist constants l 0 = l 0 (r, a) ∈ N and ξ = ξ(r, a) > 0, such that for all ℓ ∈ L r with |ℓ| ∞ ≥ l 0 and i ≥ i 0 (ℓ), one has
9. Proving the main theorems. Now we are ready to prove the estimates for the hitting probabilities of the edge-reinforced random walk.
Proof of Theorem 1.2. Given r and a as in the hypothesis of the theorem, take l 0 = l 0 (r, a) and ξ = ξ(r, a) from Lemma 2.2. Let ℓ ∈ L r with |ℓ| ∞ ≥ l 0 . Fix any finite set Π of finite paths in G r starting in 0 and ending in ℓ, such that every path π ∈ Π visits 0 only once, namely, at its start, and visits also ℓ only once, namely, at its end. Take any i ≥ i 0 (ℓ) large enough so that for all π ∈ Π and for all vertices v in π, the vertex v and all its neighboring vertices belong toṼ 
r , let π ↔ = (v n , . . . , v 1 , v 0 ) denote its reversed path. We set Π ↔ = {π ↔ : π ∈ Π}. Furthermore, let A π = {X t = v t for t = 0, . . . , n} denote the event that the random walk (X t ) t follows the path π as an initial piece of its trajectory. By a slight abuse of notation, we use this notation both for random walks on G r and random walks on G Now let Π 0,ℓ denote the set of all finite paths in G r from 0 to ℓ that visit 0 and ℓ only once. We write Π 0,ℓ as the union of an increasing sequence of finite subsets Π n ↑ Π 0,ℓ , n → ∞. Then as n → ∞, the events A Πn also increase toward the event {τ ℓ < τ 0 } that the random walker hits ℓ before returning to 0. We get To prove the second part, for l ∈ N, let L l denote the set of vertices ℓ ∈ L r with |ℓ| ∞ = rl. Observe that the first time the reinforced random walker starting at 0 hits the set V l (provided this ever happens), it hits it in a vertex in L l . This implies the following bound for the probability that the edge-reinforced random walk visits the set V l before returning to 0:
Since there are 8l vertices in L r with |ℓ| ∞ = rl and hence in L l , it follows from the first part of the theorem that This concludes the proof of the theorem.
Our estimates for the hitting probabilities imply recurrence:
Proof of Theorem 1.1. The edge-reinforced random walk on any infinite, locally finite, connected graph visits infinitely many points with probability one. In other words, it does not get "stuck" on a proper finite subgraph. This fact is, for example, remarked in [5] , page 2. Here is the intuitive argument: Take two neighboring vertices v and v ′ . Conditional on the random walk visiting v the kth time at time t, the probability to be at v ′ at time t + 1 is at least a {v,v ′ } /(a v + 2k), which is not summable in k. Thus, the following implication holds almost surely by a Borel-Cantelli argument: if v is visited infinitely often, then v ′ is also visited infinitely often.
Hence, the probability that the edge-reinforced random walk never returns to 0 equals the probability that the random walker visits the sets V l for all l before returning to 0. This shows that By estimate (1.10) from Theorem 1.2, the last limit equals zero. Hence, P Gr 0,a [τ 0 = ∞] = 0, which means that the edge-reinforced random walk returns to its starting point with probability one. By Theorem 2.1 of [8] , this implies that the edge-reinforced random walk visits every vertex infinitely often with probability one.
Conclusion.
The technique used in this paper is quite robust to some perturbations of the model, but very nonrobust to other perturbations. More specifically:
• The method of the proof in this paper could be adapted to the r-diluted versions of a large class of two-dimensional graphs with constant or periodic initial weights, provided r is large. The graphs need to have sufficiently many reflection symmetries, as specified in Assumption 2.3. This includes, among others, the diluted versions of Z 2 with additional diagonal edges added in a periodic and reflection-symmetric way. It also includes diluted versions of Z 2 × G, with any finite graph G with a transitive action of the automorphism group, for example, Z 2 × (Z mod N Z). The abstract version of our main Lemma 2.5 is general enough to cover all these cases.
• A variant of the method presented here was used in [7] to analyze the edgereinforced random walk on a large class of one-dimensional graphs with a reflection symmetry. There, besides recurrence, exponential decay of the weights of the random environment was proven. The abstract version of our main Lemma 2.5 also covers these cases. In the one-dimensional setup, the law of the position of the reinforced random walk is tight uniformly in time with exponential tails. The proof of this fact is contained in [7] . Indeed, in one dimension, the 1/4-moment analog to (2.16) decays not only with a power law, but even exponentially fast. Furthermore, such a bound
