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Unités et notations
jr Un jour solaire, soit 86400 secondes
yr Une année julienne, soit 365.25 jours solaires
kyr 103 yr
Myr 106 yr
Gyr 109 yr
UA Unité astronomique
′′ Une seconde de degré, soit 1/3600◦
mas Un millième de seconde de degré, soit 0.001′′
INPOP Intégrateur Numérique Planétaire de l’Observatoire de Paris
ICRF International Celestial Reference Frame
J2000 L’époque J2000 correspond au midi du premier janvier 2000 en temps dynamique barycen-
trique (TDB).
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Introduction
Sous l’effet du couple exercé par le Soleil, l’axe de rotation d’un corps du système solaire décrit un
mouvement de précession par rapport à son orbite sur des échelles séculaires. Suite aux perturbations
planétaires, les orbites des corps dans le système solaire présentent eux aussi des mouvements de
précession séculaires. Ces deux mouvements génèrent des variations séculaires de l’obliquité. L’obliquité
est l’inclinaison de l’équateur du corps sur son orbite et est un paramètre important pour l’étude
du climat d’un corps, puisqu’elle contrôle les variations climatiques saisonnières. Si la fréquence de
précession de l’axe de rotation est proche d’une fréquence séculaire orbitale, une résonance séculaire
entre les mouvements orbital et de rotation peut conduire à des variations importantes de l’obliquité. Le
recouvrement de résonances séculaires peut engendrer des variations chaotiques de l’obliquité, comme
cela a lieu pour la planète Mars (Laskar et Robutel, 1993).
Cette rotation à long terme peut être étudiée à l’aide de modèles séculaires semi-analytiques (e.g.
Kinoshita, 1977, Laskar et Robutel, 1993) ou par une intégration directe des équations orbitales et
de rotation couplées (e.g. Touma et Wisdom, 1994). Une intégration directe nécessite d’utiliser un
pas d’intégration suffisamment faible pour intégrer la rotation propre, qui est généralement rapide
pour les corps du système solaire. Pour intégrer un mouvement de rotation présentant une période
de l’ordre d’une dizaine d’heures, il est ainsi nécessaire d’utiliser par exemple un pas d’une dizaine
de minutes. Les intégrations directes présentent ainsi un temps de calcul important. Les modèles
séculaires semi-analytiques sont eux obtenus en réalisant une moyenne sur les mouvements orbitaux
et de rotation rapides. Leur intégration nécessite alors l’utilisation d’un pas de temps de l’ordre d’une
centaine d’années pour les corps du système solaire et est nettement plus rapide qu’une intégration
directe. Ils ont ainsi été utilisés pour étudier la stabilité de l’axe de rotation des planètes du système
solaire (Laskar et Robutel, 1993), leur temps d’intégration rapide permettant de réaliser de nombreuses
intégrations pour différents paramètres de la rotation. Ils facilitent aussi l’identification des résonances
séculaires entre le mouvement orbital et la rotation.
L’objectif de ce travail est ainsi de développer et d’appliquer des outils pour étudier la stabilité du
mouvement de rotation à long terme des corps célestes. Ces outils pourraient notamment être utilisés
pour étudier la stabilité de la rotation des astéroïdes. On s’intéressera aussi à l’origine d’une éventuelle
instabilité ainsi qu’à ses conséquences physiques sur l’astéroïde. Plusieurs astéroïdes présentent une
composition riche en glace et l’étude de leur rotation pourrait aussi permettre de donner des contraintes
sur la distribution de glace sur et sous la surface. Dans ce travail, on s’intéressera aussi aux phénomènes
susceptibles d’affecter la rotation à long terme des astéroïdes. De tels outils pourraient aussi être
appliqués aux exoplanètes découvertes afin d’obtenir leurs mouvements orbitaux et de rotation à long
terme et d’en déduire l’évolution de leurs insolations. L’insolation est un paramètre nécessaire pour
étudier le climat et son évolution, et ces outils permettraient ainsi de donner des contraintes pour
l’étude du climat des exoplanètes.
La première partie de ce travail est consacrée à l’étude de la rotation à long terme de Cérès et Vesta,
les deux corps les plus massifs de la ceinture principale d’astéroïdes. Ils ont été récemment étudiés par
la sonde spatiale Dawn, qui a permis de détecter à la surface de Cérès des zones d’ombre permanentes
dans lesquelles des dépôts de glace pourraient subsister et dont la superficie diminue lorsque l’obliquité
augmente (Platz et al., 2016, Ermakov et al., 2017a). Les rotations de Cérès et Vesta étant rapides,
la méthode symplectique de Farago et al. (2009) peut être utilisée afin d’intégrer les équations de la
rotation obtenues en réalisant une moyenne sur la rotation propre rapide et couplées aux équations
orbitales. L’évolution à long terme de l’obliquité de Cérès et Vesta a ainsi pu être obtenue. Cette
évolution dépend des conditions initiales de l’axe de rotation et des paramètres physiques de Cérès et
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Vesta déterminés par Dawn. L’étude de la stabilité de l’axe de rotation de Cérès et Vesta a été réalisée
avec un modèle séculaire semi-analytique en fonction des paramètres de la rotation, qui a permis de
montrer que leurs axes de rotation ne présentaient pas de caractère chaotique.
La seconde partie de ce travail a consisté à développer des intégrateurs symplectiques dédiés au corps
solide. Les intégrations directes des équations de la rotation nécessitent d’intégrer les équations du corps
solide libre. Le hamiltonien du corps solide libre est certes intégrable et présente une solution explicite
nécessitant l’usage des fonctions elliptiques de Jacobi, cependant le coût numérique de ces fonctions
reste élevé. Cela n’est pas un problème lorsque seule la position finale du corps est nécessaire. Cependant
lorsque le hamiltonien du corps solide libre est couplé avec une énergie potentielle, l’orientation du
corps doit être calculée pour chaque pas d’intégration. Des intégrateurs symplectiques ont ainsi été
précédemment proposés pour le corps solide libre (McLachlan, 1993, Touma et Wisdom, 1994, Reich,
1994). Dans ce travail, de nouveaux intégrateurs spécifiques au corps solide ont été développés en
utilisant les propriétés de l’algèbre de Lie du moment cinétique.
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Première partie
Étude de la rotation à long terme de
Cérès et Vesta
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Chapitre 1
Introduction
La première partie de ce travail est consacrée à l’étude de la rotation à long terme de la planète naine
Cérès et de l’astéroïde Vesta. Dans ce chapitre introductif, nous allons d’abord décrire ces deux corps
et les avancées permises par la sonde spatiale Dawn ainsi que les enjeux de cette étude. Nous décrirons
ensuite les méthodes existantes pour le calcul de la rotation à long terme. Enfin nous annoncerons le
plan de cette partie.
1.1 Cérès et Vesta
(1) Cérès et (4) Vesta sont respectivement les premier et deuxième corps les plus massifs de la
ceinture principale d’astéroïdes. Ils sont l’objet d’étude de la sonde spatiale Dawn (Russell et Ray-
mond, 2011) développée par la NASA (National Aeronautics and Space Administration) et lancée le
27 septembre 2007. Elle est arrivée en juin 2011 à sa première destination, Vesta, qu’elle a observée
jusqu’en août 2012. Elle s’est ensuite dirigée vers Cérès, qu’elle a atteint en mars 2015 et étudie depuis.
La sonde spatiale Dawn a notamment permis de déterminer les formes, les champs de gravité et les
compositions de surface de Cérès et Vesta (Russell et al., 2012, Russell et al., 2016). La forme de Cérès a
été observée par Dawn et a été approchée par un ellipsoïde de dimensions (483.1, 481.0, 445.9)±0.2 km
(Russell et al., 2016). Une densité de 2162±3 kgm−3 a été déduite des données de Dawn (Russell et al.,
2016). La densité de Cérès laisse supposer une composition en masse d’environ de 17 à 27% en eau
(McCord et Sotin, 2005, Castillo-Rogez et McCord, 2010). La présence d’eau sur Cérès a été confirmée
par Dawn (Ruesch et al., 2016, Prettyman et al., 2017, Schmidt et al., 2017, Fu et al., 2017). La croûte
de Cérès aurait une composition en eau inférieure à 25% du volume Fu et al. (2017) et l’existence
de cryo-volcanisme sur Cérès a été révélée par la présence d’un dôme cryo-volcanique (Ruesch et al.,
2016). Cérès serait partiellement différencié et composé d’une couche externe constituée d’eau, de
silicates et de sels et d’un manteau plus dense de composition similaire aux météorites carbonées (Park
et al., 2016). La sonde spatiale Dawn a permis d’observer localement à la surface de Cérès des zones
brillantes dues à des sels identifiés comme des carbonates de sodium (De Sanctis et al., 2016).
L’astéroïde Vesta présente une densité de 3456 ± 35 kgm−3 déterminée par Dawn (Russell et al.,
2012). Vesta est un corps différencié et pourrait être le vestige d’une protoplanète. La forme observée par
la sonde spatiale Dawn peut être approchée par un ellipsoïde de dimensions (286.3, 278.6, 223.2)±0.1 km
(Russell et al., 2012). Vesta serait constitué d’un noyau de fer, d’un manteau d’olivine ainsi que d’une
croûte de composition similaire à celles des météorites HED (Howardite-Eucrite-Diogénite) retrouvées
sur Terre (e.g. Russell et al., 2012, Ermakov et al., 2014). La sonde spatiale Dawn a permis de confirmer
que Vesta serait la source des météorites HED créées lors d’un impact géant (De Sanctis et al., 2012)
et a identifié la dépression observée au niveau de l’hémisphère sud de Vesta (Thomas et al., 1997b)
comme la superposition de deux bassins d’impacts géants (Marchi et al., 2012, Schenk et al., 2012).
Pour calculer l’évolution à long terme de la rotation, nous avons besoin de connaître les vitesses de
rotation et les orientations initiales des axes de rotation de Cérès et Vesta. La sonde spatiale Dawn a
permis de préciser ces quantités (Konopliv et al., 2014, Park et al., 2016). Les fréquences de précession
des axes de rotation de Cérès et Vesta n’ont pas été déterminées par la mission spatiale Dawn. Les
fréquences de précession peuvent être alors seulement estimées à partir de leurs structures internes,
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cependant des incertitudes demeurent sur ces dernières (e.g. Park et al., 2014, Park et al., 2016).
La structure interne, par le biais du moment d’inertie polaire, présente en effet une influence sur la
rotation à long terme, la fréquence de précession étant notamment inversement proportionnelle au
moment d’inertie polaire. L’incertitude sur la structure interne se retrouve ainsi sur la fréquence de
précession. La présence de satellites peut aussi modifier la fréquence de précession, cependant aucun
satellite n’a été détecté autour de Cérès et Vesta par le télescope spatial Hubble (McFadden et al., 2012,
DeMario et al., 2016) et cette absence de satellites a été confirmée pour Vesta par Dawn (McFadden
et al., 2015).
L’étude de la rotation à long terme de Cérès et donc du mouvement de précession de l’axe de
rotation est nécessaire afin de contraindre la distribution de la glace sur et en dessous la surface.
Les régions d’un corps planétaire, qui ne sont pas directement éclairées par le Soleil au cours d’une
révolution complète, peuvent présenter des températures plus froides que celles des régions éclairées et
sont appelées pièges froids. Leur température plus faible peut permettre d’éviter la sublimation de la
glace et elles sont ainsi susceptibles d’héberger de la glace à leur surface. De telles régions contenant
de la glace ont été détectées précédemment sur la Lune (Feldman et al., 1998, Colaprete et al., 2010)
et Mercure (Paige et al., 2013, Chabot et al., 2014). La sonde spatiale Dawn a observé dans les régions
polaires de l’hémisphère nord de Cérès de tels pièges froids à proximité d’un desquels de la glace a
été détectée par le spectromètre de Dawn (Platz et al., 2016). Ermakov et al. (2017a) ont déterminé
l’évolution de l’obliquité de Cérès, angle de l’inclinaison de l’équateur sur l’orbite, qui varie entre 2
et 20◦, et la superficie des terrains non éclairés par le Soleil en fonction de l’obliquité. Ermakov et al.
(2017a) observent ainsi que les régions qui restent non éclairées pour une obliquité de 20◦ concordent
à celles où des dépôts brillants susceptibles d’être de la glace ont été détectés. La sonde spatiale Dawn
a détecté la présence de glace sous la surface de Cérès à partir des données de son spectromètre à
rayons gamma et neutrons (GRaND, Gamma Ray and Neutron Detector) (Prettyman et al., 2017).
L’étude de la morphologie des terrains de Cérès obtenue par Dawn a montré la présence d’eau en
profondeur (Schmidt et al., 2017), qui est plus abondante près des pôles conformément aux données
spectroscopiques (Prettyman et al., 2017). La distribution et la profondeur de la glace dépendent de
l’évolution de l’obliquité (Schorghofer, 2008, 2016), qui est responsable des variations de température
saisonnières.
Pour Vesta, l’étude de la rotation à long terme est nécessaire afin de connaître ses variations
d’obliquité et sa fréquence de précession. Les deux impacts géants subis par Vesta ont modifié sa forme
et sa vitesse de rotation (Fu et al., 2014, Ermakov et al., 2014). Pour ces deux corps, les impacts avec
les astéroïdes et les rencontres proches peuvent ainsi avoir modifié leurs rotations à long terme. En
outre, il existe des rencontres proches entre Cérès, Vesta et des astéroïdes de la ceinture principale,
responsables du comportement chaotique de leurs orbites (Laskar et al., 2011b). Ces rencontres proches
pourraient avoir une influence sur la rotation à long terme.
1.2 Méthodes pour le calcul à long terme de la rotation
La rotation à long terme dans le système solaire peut être calculée à partir d’équations séculaires
(Kinoshita, 1977, Laskar, 1986, Laskar et Robutel, 1993), où le mouvement de rotation est forcé par
une solution orbitale séculaire ou à partir d’une intégration symplectique des équations orbitales et de
rotation couplées (Touma et Wisdom, 1994). Les équations séculaires sont obtenues en réalisant une
moyenne sur la longitude moyenne et la rotation propre, généralement rapide pour les corps du système
solaire avec une période de rotation de l’ordre d’une dizaine d’heures. Leur intégration nécessite alors
un pas de temps d’une centaine d’années et est ainsi beaucoup plus rapide que celles des équations
complètes, qui, pour une rotation présentant une période d’une dizaine d’heures, doivent être résolues
avec un pas d’intégration d’environ une dizaine de minutes.
Les équations séculaires peuvent être intégrées rapidement et ont été utilisées par Laskar et Robutel
(1993) pour étudier la stabilité des axes de rotation des planètes du système solaire sur environ les
20 derniers millions d’années en réalisant des intégrations pour des conditions initiales différentes. En
utilisant la même méthode que Laskar et Robutel (1993), Skoglöv et al. (1996) ont étudié la stabilité de
la rotation et les variations de l’obliquité pour dix corps de la ceinture principale d’astéroïdes dont Cérès
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et Vesta. Cependant, les conditions initiales pour les axes de rotation n’étaient alors pas précisément
connues et le manque de connaissances sur leurs structures internes ne permettait pas de contraindre
leurs fréquences de précession. Skoglöv et al. (1996) ont ainsi estimé les fréquences de précession en
considérant des corps homogènes et ont conclu que leurs rotations à long terme étaient relativement
stables. En utilisant les équations séculaires et un modèle séculaire pour le mouvement orbital, Bills et
Scott (2017) ont déterminé les variations d’obliquité de Cérès. Ermakov et al. (2017a) ont réalisé une
intégration symplectique des équations orbitales et de rotation complètes pour obtenir l’évolution de
l’obliquité de Cérès.
1.3 Plan
Le but de cette partie est d’étudier les variations d’obliquité de Cérès et Vesta. Pour cela, on
déterminera les variations possibles d’obliquité en fonction des différentes structures internes obtenues
à partir des données de la sonde spatiale Dawn. On s’intéressera aux effets susceptibles de jouer un rôle
sur la rotation à long terme, dont les rencontres proches au sein de la ceinture principale d’astéroïdes
ainsi que les impacts géants. On étudiera enfin la stabilité de leurs axes de rotation.
Le chapitre 2 traite des équations générales permettant de décrire la rotation d’un corps et compare
les différentes façons de réaliser l’intégration de la rotation. On appliquera la méthode de Farago et al.
(2009) afin de réaliser une intégration symplectique des équations des mouvements orbitaux et de
rotation couplées, où une moyenne est réalisée sur la rotation rapide. Cette méthode sera utilisée dans
le chapitre 5 pour obtenir la solution de la rotation à long terme de Cérès et Vesta. On décrira aussi
les équations séculaires de la rotation, où le mouvement de rotation est forcé par une solution orbitale
séculaire et dont l’intégration est plus rapide. Ces équations seront utilisées dans le chapitre 5 pour
étudier la stabilité des axes de rotation de Cérès et Vesta.
Les équations de la rotation dépendent du mouvement orbital. Le chapitre 3 est ainsi consacré
à l’étude du mouvement orbital de Cérès et Vesta. Les mouvements orbitaux de Cérès et Vesta ont
été calculés précédemment pour la solution La2011 et nous les analyserons ici à l’aide de l’analyse en
fréquence afin d’identifier les termes susceptibles de jouer un rôle dans le mouvement à long terme de
la rotation. Nous réaliserons aussi une étude de la stabilité du mouvement orbital à l’aide d’un modèle
séculaire afin d’observer les variations possibles du mouvement orbital. Enfin à partir des analyses en
fréquence du mouvement orbital, nous construirons une solution séculaire orbitale que nous utiliserons
pour forcer le mouvement de rotation dans les équations séculaires dans le chapitre 5.
Pour calculer la rotation à long terme de Cérès et Vesta, nous avons besoin de connaître les caracté-
ristiques physiques et les conditions initiales des axes de rotation de Cérès et Vesta. Cela est l’objet du
chapitre 4. Les données de Dawn n’ayant pas permis de mesurer les fréquences de précession des axes
de rotation, nous allons les estimer à partir des caractéristiques physiques. Parmi celles-ci, le moment
d’inertie polaire dépend de la structure interne, sur laquelle des incertitudes demeurent. À partir des
incertitudes sur les structures internes, nous obtiendrons ainsi une incertitude sur les constantes de
précession.
Les fréquences et les conditions initiales étant connues pour les axes de rotation, nous pouvons
réaliser une intégration pour obtenir une solution à long terme de la rotation de Cérès et Vesta se-
lon la méthode de Farago et al. (2009), que l’on appellera Ceres2017. Le chapitre 5 concerne ainsi
l’étude de cette solution, que nous étudierons à l’aide de l’analyse en fréquence. On estimera l’effet
des perturbations possibles de l’axe de rotation, dont celles des rencontres proches entre corps de la
ceinture principale. On s’intéressera aussi aux variations de l’obliquité sur l’intervalle d’incertitudes
des fréquences de précession. Enfin, on étudiera la stabilité des axes de rotation à l’aide des équations
séculaires ainsi que les effets possibles des résonances séculaires proches avec les fréquences orbitales.
Dans le chapitre 6, nous utiliserons les solutions obtenues pour les mouvements orbital et de rotation
de Cérès pour étudier la stabilité de la glace sous sa surface. Schorghofer (2008) a établi un critère de
stabilité de la glace sous la surface : cette dernière serait stable à quelques dizaines de centimètres sous
la surface si la température annuelle ne dépasse pas 145K. À l’aide d’un modèle de température très
simplifié, nous donnerons une borne supérieure aux variations séculaires de la température annuelle en
fonction de la latitude, ce qui nous permettra de déduire une latitude de stabilité de la glace.
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Pour cette étude, nous utiliserons les variables canoniques définies en mécanique céleste, dont la
description se trouve dans l’annexe A. Afin d’étudier les solutions obtenues pour les mouvements
orbitaux et de rotation, nous utiliserons la méthode d’analyse en fréquence développée par Jacques
Laskar (Laskar, 1988, 1990, Laskar et al., 1992, Laskar, 1993, 2003), qui permet d’écrire une fonction
discrète sous la forme d’une approximation quasi-périodique. Cette méthode, dont le principe est décrit
succinctement dans l’annexe B, nous permettra notamment d’identifier les fréquences intervenant dans
les mouvements orbitaux et de rotation ainsi que d’étudier leurs stabilités.
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Chapitre 2
Intégration de la rotation à long terme
Nous allons décrire ici les différentes équations permettant d’obtenir l’évolution à long terme de la
rotation d’un corps céleste, qui peuvent être obtenues à partir de trois hamiltoniens. Le hamiltonien
total décrit les mouvements complets de l’orbite et de la rotation des corps en interaction dans un
système planétaire. Dans le cas, où les corps sont considérés comme des points matériels à l’exception
d’un seul, considéré comme un corps solide, on peut réaliser une moyenne sur sa rotation rapide,
pour obtenir un hamiltonien décrivant les mouvements orbitaux au sein du système planétaire et le
mouvement du moment cinétique de rotation du corps solide. On peut enfin obtenir un hamiltonien
séculaire en réalisant une moyenne sur les mouvements de révolution des corps sur leurs orbites. Cela
permet de décrire le mouvement séculaire du moment cinétique de rotation à partir d’un mouvement
orbital séculaire. Ces trois hamiltoniens aboutissent à des équations différentielles, qui font intervenir
des échelles de temps différentes. Leur intégration nécessitera ainsi des pas d’intégration différents en
fonction du hamiltonien considéré pour obtenir les équations de la rotation.
2.1 Hamiltonien total
2.1.1 Équations générales
Soit un système planétaire composé d’une étoile centrale de masse m0 et de n corps de masse
(m1, ...,mn) en orbite autour de l’étoile. Le corps 1 est un corps solide non sphérique, qui présente
un renflement équatorial. Les autres corps sont considérés comme des points matériels. (r1, r̃1) sont
les coordonnées héliocentriques canoniques du corps solide et (rk, r̃k) les coordonnées héliocentriques
canoniques des autres corps (voir annexe A).
Le hamiltonien total du système peut s’écrire (e.g. Boué et Laskar, 2006)
H = HN +HI +HE . (2.1)
Le hamiltonien HN décrit le mouvement orbital des n + 1 points matériels et le hamiltonien HI =
HI,0 +
∑n
k=2HI,k est le hamiltonien d’interaction, où HI,0 représente l’interaction entre le renflement
équatorial du corps 1 et l’étoile centrale, et HI,k l’interaction entre le renflement équatorial du corps 1
et le corps k. Le hamiltonien du corps solide rigide libre HE s’écrit
HE =
1
2
G.I−1G, (2.2)
où G est le moment cinétique du corps solide et I sa matrice d’inertie. Ω = I−1G est le vecteur
instantané de rotation du solide. Il existe un repère (I,J,K), où la matrice I est diagonale et s’écrit
I =


A 0 0
0 B 0
0 0 C

 (2.3)
avec A ≤ B ≤ C. Les vecteurs I, J, K donnent les directions des axes principaux d’inertie. A, B, C
sont les moments d’inertie du solide associés aux axes principaux d’inertie. Ces derniers peuvent être
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calculés à partir de la distribution de masse ρ(rM ) avec rM = (x, y, z) un point du volume V du corps
selon
A =
∫
V
(
y2 + z2
)
ρ (rM ) dxdydz (2.4)
B =
∫
V
(
x2 + z2
)
ρ (rM ) dxdydz (2.5)
C =
∫
V
(
x2 + y2
)
ρ (rM ) dxdydz. (2.6)
Le moment d’inertie moyen est défini par
I =
A+B + C
3
. (2.7)
Le hamiltonien du corps solide rigide libre HE s’écrit alors simplement
HE =
(G.I)2
2A
+
(G.J)2
2B
+
(G.K)2
2C
. (2.8)
Un développement en polynômes de Legendre permet d’exprimer les hamiltoniens HI,0 et HI,k sous
la forme (e.g. Boué et Laskar, 2006)
HI,0 = −
Gm0
4r31
[
− (A+B + C) + 3 (B + C −A)
(
r1.I
r1
)2
+ 3 (C +A−B)
(
r1.J
r1
)2
+3 (A+B − C)
(
r1.K
r1
)2
]
, (2.9)
HI,k = −
Gmk
4r31,k
[
− (A+B + C) + 3 (B + C −A)
(
r1,k.I
r1,k
)2
+ 3 (C +A−B)
(
r1,k.J
r1,k
)2
+3 (A+B − C)
(
r1,k.K
r1,k
)2
]
, (2.10)
avec r1,k = r1 − rk le vecteur position du corps solide 1 par rapport au corps k.
Comme J = K × I, il suffit de connaître I et K pour avoir l’orientation du corps. Tout vecteur
r peut être décomposé dans la base (I,J,K) et ainsi r2 = (r.I)2 + (r.J)2 + (r.K)2. En utilisant
(r.J)2 = r2 − (r.I)2 − (r.K)2, on peut écrire les hamiltoniens HI,0 et HI,k pour qu’ils ne dépendent
plus de J. Ils s’écrivent alors (e.g. Boué et Laskar, 2006)
HI,0 = −
Gm0
2r31
[
(A+ C − 2B) + 3(B −A)
(
r1.I
r1
)2
+ 3(B − C)
(
r1.K
r1
)2
]
, (2.11)
HI,k = −
Gmk
2r31,k
[
(A+ C − 2B) + 3(B −A)
(
r1,k.I
r1,k
)2
+ 3(B − C)
(
r1,k.K
r1,k
)2
]
. (2.12)
Les couples exercés sur le corps solide sont uniquement nuls pour A = B = C. Un tel corps, où les
trois moments d’inertie sont égaux, est appelé toupie sphérique.
2.1.2 Intégration symplectique du hamiltonien total
Le hamiltonien total H = HN + HI + HE peut être intégré de façon à conserver la structure
canonique des équations du mouvement à l’aide d’un intégrateur symplectique. Pour cela, on peut
décomposer le hamiltonien en parties dont l’intégration conservera la structure canonique des équations
du mouvement. L’énergie totale et le moment cinétique total seront alors conservés. Touma et Wisdom
(1994) ont développé un intégrateur symplectique où l’intégration a lieu dans le repère lié au corps
solide. Nous allons décrire ainsi comment l’intégration du hamiltonien total peut être réalisée avec la
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méthode de Touma et Wisdom (1994) dans un repère d’inertie. Le repère d’inertie peut par exemple
être lié au plan invariant du système solaire, défini comme le plan perpendiculaire au moment cinétique
total du système solaire.
Le hamiltonien total du système peut s’écrire sous la forme
H (ri, r̃i,G, I,K) = HN (ri, r̃i) +HI (ri, I,K) +HE (G, I,K) (2.13)
ce qui donne les équations du mouvement (e.g. Boué et Laskar, 2006)

















ṙi = ∇r̃iH,
˙̃ri −∇riH,
Ġ = ∇GH × G +∇IH × I +∇KH × K,
İ = ∇GH × I,
K̇ = ∇GH × K,
(2.14)
soit

















ṙi = ∇r̃iHN ,
˙̃ri = −∇riHN −∇riHI ,
Ġ = ∇GHE × G +∇IHE × I +∇KHE × K +∇IHI × I +∇KHI × K,
İ = ∇GHE × I,
K̇ = ∇GHE × K.
(2.15)
Or ∇GHE × G +∇IHE × I +∇KHE × K = 0 d’où

















ṙi = ∇r̃iHN (ri, r̃i) ,
˙̃ri = −∇riHN (ri, r̃i)−∇riHI (ri, I,K) ,
Ġ = ∇IHI (ri, I,K)× I +∇KHI (ri, I,K)× K,
İ = ∇GHE (G, I,K)× I,
K̇ = ∇GHE (G, I,K)× K.
(2.16)
Pour réaliser une intégration symplectique, on décompose le hamiltonien en trois parties HN , HI et
HE . Les équations du mouvement pour ces trois hamiltoniens sont respectivement

















ṙi = ∇r̃iHN (ri, r̃i) ,
˙̃ri = −∇riHN (ri, r̃i) ,
Ġ = 0,
İ = 0,
K̇ = 0,
(2.17)

















ṙi = 0,
˙̃ri = −∇riHI (ri, I,K) ,
Ġ = ∇IHI (ri, I,K)× I +∇KHI (ri, I,K)× K,
İ = 0,
K̇ = 0,
(2.18)
et

















ṙi = 0,
˙̃ri = 0,
Ġ = 0,
İ = ∇GHE (G, I,K)× I,
K̇ = ∇GHE (G, I,K)× K.
(2.19)
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2.1.2.1 Intégration de HN
L’intégration du hamiltonien de n points matériels HN peut être réalisée de façon symplectique
avec les méthodes proposées par Kinoshita et al. (1991) et Wisdom et Holman (1991). Des intégrateurs
plus performants ont été développés depuis pour l’intégration d’un système planétaire (e.g. Laskar et
Robutel, 2001, Farrés et al., 2013).
2.1.2.2 Intégration de HI
Comme HI ne dépend pas de r̃i et G, l’intégration de HI seul donne (Touma et Wisdom, 1994)















ri (t) = ri (0)
r̃i (t) = r̃i (0)− (∇riHI (ri, I,K)) t
G (t) = G (0) + (∇IHI (ri, I,K)× I +∇KHI (ri, I,K)× K) t
I (t) = I (0)
K (t) = K (0) ,
(2.20)
soit le schéma d’intégration pour un pas de temps ∆t





































































































r′1 = r1
r̃′1 = r̃1 −∆t
3Gm0
2r51
(
(A+ C − 2B) + 5 (B −A)
(
r1.I
r1
)2
+ 5 (B − C)
(
r1.K
r1
)2
)
r1
+∆t
3Gm0
r51
((B −A) (r1.I) I + (B − C) (r1.K)K)
−∆t
N
∑
k=2
3Gmk
2r51,k
(
(A+ C − 2B) + 5 (B −A)
(
r1,k.I
r1,k
)2
+ 5 (B − C)
(
r1,k.K
r1,k
)2
)
r1,k
+∆t
N
∑
k=2
3Gmk
r51,k
((B −A) (r1,k.I) I + (B − C) (r1,k.K)K)
r′k = rk
r̃′k = r̃k
+∆t
3Gmk
2r51,k
(
(A+ C − 2B) + 5 (B −A)
(
r1,k.I
r1,k
)2
+ 5 (B − C)
(
r1,k.K
r1,k
)2
)
r1,k
−∆t3Gmk
r51,k
((B −A) (r1,k.I) I + (B − C) (r1,k.K)K)
G′ = G −∆t3Gm0
r51
((B −A) (r1.I) r1 × I + (B − C) (r1.K) r1 × K)
−∆t
N
∑
k=2
3Gmk
r51,k
((B −A) (r1,k.I) r1,k × I + (B − C) (r1,k.K) r1,k × K)
I′ = I
K′ = K.
(2.21)
2.1.2.3 Intégration de HE
Le hamiltonien HE conserve le moment cinétique du corps solide G. L’intégration symplectique du
corps solide libre sera évoquée en détail dans la partie II. Pour intégrer le mouvement du corps solide,
Touma et Wisdom (1994) proposent de le séparer en deux parties
HE = Haxi +Htri, (2.22)
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avec Haxi le hamiltonien d’une toupie axisymétrique Haxi
Haxi =
(
1
C
− 1
B
)
(G.K)2
2
+
G2
2B
, (2.23)
et Htri la partie triaxiale
Htri =
(
1
A
− 1
B
)
(G.I)2
2
. (2.24)
Les équations du mouvement sont données pour Haxi seul par







İ =
(
1
B
G +
(
1
C
− 1
B
)
(G.K)K
)
× I,
K̇ =
1
B
G × K.
(2.25)
(2.26)
La solution de cette équation pour K est
K (t) = RG (ΩGt)K (0) (2.27)
avec
ΩG =
‖G‖
B
(2.28)
et RG la matrice de rotation autour de l’axe défini par G dans le repère d’inertie. L’intégration conserve
ainsi le produit scalaire G.K et Haxi est conservé. L’équation pour I devient
İ =
[
1
B
G +
(
1
C
− 1
B
)
(G.RG (ΩGt)K (0))RG (ΩGt)K (0)
]
× I, (2.29)
soit
İ =
(
1
B
G +ΩGKRG (ΩGt)K (0)
)
× I, (2.30)
avec
ΩGK =
(
1
C
− 1
B
)
(G.K) . (2.31)
Pour simplifier l’équation, on se place comme dans Touma et Wisdom (1994) dans le repère tournant
en posant IG = RG (ΩGt)
−1 I. On a İG = ṘG (ΩGt)
−1 I +RG (ΩGt)
−1 İ soit
İG = ṘG (ΩGt)
−1RG (ΩGt) IG +
(
1
B
G +ΩGKK (0)
)
× IG. (2.32)
Or comme RG (ΩGt) est une matrice de rotation, on peut montrer que pour tout vecteur x dans le
repère d’inertie, on a ṘG (ΩGt)
−1RG (ΩGt)x = −G × x/B, d’où
İG = ΩGKK (0)× IG. (2.33)
Ainsi
IG (t) = RK(0) (ΩGKt) IG (0) (2.34)
et I est donné par
I (t) = RG (ΩGt)RK(0) (ΩGKt) I (0) . (2.35)
Ainsi le schéma d’intégration pour Haxi pour un pas de temps ∆t est
{
I′ = RG (ΩG∆t)RK (ΩGK∆t) I
K′ = RG (ΩG∆t)K.
(2.36)
(2.37)
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Les équations du mouvement pour Htri sont





İ = 0,
K̇ =
(
1
A
− 1
B
)
(G.I) I × K,
(2.38)
d’où le schéma d’intégration pour un pas de temps ∆t
{
I′ = I
K′ = RI (ΩGI∆t)K,
(2.39)
avec ΩGK = (1/A− 1/B) (G.I). L’intégration conserve ainsi le produit scalaire G.I etHtri est conservé.
2.1.2.4 Schéma d’intégration pour le hamiltonien total
Comme HN ne dépend que de ri, r̃i et HE que de G, I, K, les hamiltoniens HN et HE commutent.
On a ainsi eτLHN eτLHE = eτLHE eτLHN . Le schéma d’intégration symplectique pour le hamiltonien
total H = HN +HI +HE est pour un pas de temps τ (Touma et Wisdom, 1994)
S (τ) = e
τ
2
LHI eτLHN eτLHE e
τ
2
LHI . (2.40)
2.2 Hamiltonien obtenu par une moyenne de la rotation propre
L’intégration du hamiltonien total nécessite d’intégrer le mouvement de rotation propre rapide
du corps solide. Considérons le cas de l’intégration de la rotation de Cérès et Vesta dans le système
solaire. Les périodes de rotation propre de Cérès et Vesta sont respectivement environ 9.07 h et 5.34 h.
Le pas de temps de l’intégration symplectique est imposé par la plus petite période présente dans
le mouvement. En choisissant le pas d’intégration comme 1/50 de la plus petite période, on obtient
alors pour Cérès et Vesta des pas d’intégration respectifs d’environ 11 et 6 minutes. Dans le cas où la
rotation de ces deux corps n’est pas intégrée, la plus petite période intervenant dans l’intégration à
long terme du système solaire est alors la période orbitale de Mercure, si on réalise une moyenne sur le
mouvement de la Lune, ce qui conduit à un pas d’intégration d’environ 5× 10−3 yr. Le rapport entre
les pas d’intégration est alors respectivement de l’ordre de 240 à 410 pour Cérès et Vesta. L’intégration
est alors ainsi environ 400 fois plus lente si on veut ajouter l’intégration de la rotation propre de Cérès
et Vesta. Pour des corps en rotation rapide, il semble ainsi plus approprié de décrire la rotation à long
terme à partir d’équations, où une moyenne a été réalisée sur le mouvement de rotation rapide. On
peut utiliser les équations obtenues par Boué et Laskar (2006) en réalisant une moyenne sur les angles
rapides d’Andoyer.
2.2.1 Les variables action-angle d’Andoyer
Les variables action-angle d’Andoyer (G,H,L, g, h, l) (Andoyer, 1923) présentent les variables d’ac-
tion définies par
G = ‖G‖ (2.41)
H = G.k (2.42)
L = G.K, (2.43)
et les variables d’angle associées définies sur la figure 2.1 avec les notations de la figure 2 de Boué
et Laskar (2006). L’angle h repère le nœud N1 du plan perpendiculaire au moment cinétique G par
rapport au vecteur i dans le plan (i, j) du repère d’inertie de référence, par l’exemple l’écliptique à
l’époque J2000. L’angle g repère le nœud N2 de l’équateur à un instant t par rapport au nœud N1 dans
le plan perpendiculaire au moment cinétique. L’angle l repère l’axe principal I par rapport au nœud
N2 dans l’équateur. I est l’angle entre la normale au plan de référence et le moment cinétique G et
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ce qui donne les évolutions temporelles des angles g et l (Andoyer, 1923)
g (t) =
G
C
(1 + γ) t+ g (0) , (2.52)
l (t) = = −Lγ
C
t+ l (0) . (2.53)
Les périodes associées aux angles g et l sont ainsi respectivement Tg = 2πC/(G(1 + γ)) et Tl =
2πC/(Lγ). Comme γ ≪ 1, on a Tg ≪ Tl. g est ainsi un angle rapide, qui décrit la rotation propre
du solide autour du moment cinétique G. Pour la Terre, la période de rotation propre est d’environ
23 h56min. l décrit la précession de l’axe polaire K par rapport au moment cinétique G, appelée
mouvement polaire. γ étant petit, l est un angle semi-rapide. Cette précession correspond pour la
Terre au terme de Chandler. La précession de l’axe polaire terrestre autour du moment cinétique a lieu
avec une période d’environ 434 jours avec une amplitude d’environ J ≈ 0.15′′ (e.g. Lambeck, 1980),
ce qui correspond à une amplitude d’environ 5 m au pôle. À cause des effets de dissipation interne, J
diminue au cours du temps et devrait s’annuler en l’absence d’excitation. Pour la Terre, le temps de
relaxation est de l’ordre de 30 ans (e.g. Lambeck, 1980).
Dans le cas d’un corps solide libre, h, qui décrit la précession du moment cinétique par rapport au
plan de référence, reste constant. La précession du moment cinétique est obtenue par le hamiltonien
d’interaction HI du couple exercé par l’étoile centrale et les autres corps planétaires sur le corps solide.
h est ainsi un angle lent. Ce phénomène de précession est appelé précession des équinoxes dans le cas
de la Terre, suite aux couples exercés sur la Terre par le Soleil et la Lune, et présente une période
d’environ 25680 ans (e.g. Laskar et al., 2004b).
2.2.2 Moyenne sur les angles rapides
Boué et Laskar (2006) réalisent une moyenne sur les angles d’Andoyer rapides g et l et obtiennent
le hamiltonien
H = 〈H〉g,l = HN +HI,0 +
n
∑
k=2
HI,k +HE (2.54)
avec
HI,0 = 〈HI,0〉g,l = −
C1m0
r31
(
1− 3
(
r1.w
r1
)2
)
, (2.55)
HI,k = 〈HI,k〉g,l = −
C1mk
r31,k
(
1− 3
(
r1,k.w
r1,k
)2
)
, (2.56)
HE = 〈HE〉g,l =
G2
2C
+
G2 − L2
2
(
1
2
(
1
A
+
1
B
)
− 1
C
)
, (2.57)
en posant
w =
〈G〉g,l
〈G〉g,l
(2.58)
et
C1 =
G
2
(
C − A+B
2
)(
1− 3
2
sin2 J
)
. (2.59)
Dans la suite, on notera par abus de langage 〈G〉g,l par G et 〈G〉g,l par G.
Ainsi si C = (A + B)/2 ou si sin J = ±
√
2/3 alors les couples exercés sur le moment cinétique
sont nuls et ce dernier reste immobile dans le repère d’inertie. Cependant si les couples sont nuls en
moyenne, les couples instantanés calculés à partir des hamiltoniens (2.11) et (2.12) ne le sont que pour
une toupie sphérique où A = B = C.
Le hamiltonien H ne dépend alors plus des angles d’Andoyer g et l et ainsi G et L sont des
constantes. Le hamiltonien du corps solide libre HE est alors une constante, qu’on pourra ainsi omettre
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dans la suite au sein du hamiltonien H. Les équations du mouvement pour le corps solide 1 s’écrivent
(Boué et Laskar, 2006)

















ṙ1 = ∇r̃1H = ∇r̃1HN ,
˙̃r1 = −∇r1H = −∇r1HN −∇r1HI,0 −
n
∑
k=2
∇r1HI,k,
ẇ =
1
G
∇wH×w =
1
G
∇wHI,0 ×w +
n
∑
k=2
1
G
∇wHI,k ×w,
(2.60)
(2.61)
(2.62)
d’où





























ṙ1 = ∇r̃1HN ,
˙̃r1 = −∇r1HN −
3C1m0
r51
((
1− 5
(
r1.w
r1
)2
)
r1 + 2 (r1.w)w
)
−
n
∑
k=2
3C1mk
r51,k
((
1− 5
(
r1,k.w
r1,k
)2
)
r1,k + 2 (r1,k.w)w
)
,
ẇ =
6C1m0
Gr51
(r1.w) r1 ×w +
n
∑
k=2
6C1mk
Gr51,k
(r1,k.w) r1,k ×w.
(2.63)
(2.64)
(2.65)
Les équations du mouvement pour les planètes 2 ≤ k ≤ n deviennent
{
ṙk = ∇r̃kHN ,
˙̃rk = −∇rkHN −∇rkHI,k,
(2.66)
(2.67)
d’où







ṙk = ∇r̃kHN ,
˙̃rk = −∇rkHN +
3C1mk
r51,k
((
1− 5
(
r1,k.w
r1,k
)2
)
r1,k + 2 (r1,k.w)w
)
.
(2.68)
(2.69)
2.2.3 Intégration du hamiltonien d’interaction
Farago et al. (2009) étudient la stabilité d’un système planétaire pour lequel l’orbite d’une des
planètes est très proche de l’étoile centrale par rapport aux orbites des autres planètes. Cette planète
présente alors une période de révolution beaucoup plus faible que les autres planètes, qui impose de
choisir pour l’intégration numérique un pas de temps nettement plus faible que dans le cas où le système
planétaire serait intégré sans considérer la planète située proche de l’étoile. Pour intégrer la stabilité à
long terme, Farago et al. (2009) réalisent ainsi une moyenne sur la révolution rapide de cette planète
et sur la précession de son périhélie. L’orbite est alors décrite uniquement par la direction du moment
cinétique orbital, dont la norme est constante. Le hamiltonien décrivant le mouvement du moment
cinétique et des planètes restantes est intégré de façon symplectique par Farago et al. (2009).
On peut séparer le hamiltonien H = HN +HI,0 +
∑n
k=2HI,k en plusieurs parties. HN correspond
au hamiltonien d’un système planétaire avec n corps planétaires ponctuels et peut être intégré de
façon symplectique (e.g. Wisdom et Holman, 1991, Laskar et Robutel, 2001, Farrés et al., 2013). Les
équations obtenues par Farago et al. (2009) pour décrire l’évolution du moment cinétique orbital d’une
planète avec une révolution rapide sont analogues à celles obtenues pour les variables (r1, r̃1, rk, r̃k,w)
à la section 2.2.2 dans le cas d’un corps planétaire en rotation rapide. Les hamiltoniens HI,0 et HI,k
peuvent ainsi être intégrés de façon symplectique avec le schéma d’intégration proposé par Farago et al.
(2009). On va d’abord s’intéresser à l’intégration symplectique de HI,0.
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Les équations du mouvement pour HI,0 seul sont d’après la section 2.2.2















ṙ1 = 0,
˙̃r1 = −
3C1m0
r51
((
1− 5
(
r1.w
r1
)2
)
r1 + 2 (r1.w)w
)
,
ẇ =
6C1m0
Gr51
(r1.w) r1 × w.
(2.70)
(2.71)
(2.72)
Ainsi r1 est conservé et seules les variables de la planète 1 sont modifiées par HI,0. On vérifie ainsi
d (r1.w)
dt
= r1.ẇ = 0. (2.73)
Par conséquent, le produit scalaire r1.w se conserve et le hamiltonien d’interaction HI,0 est conservé.
On peut récrire l’équation (2.72) sous une forme similaire à celle de Farago et al. (2009)
ẇ = Ω0u×w (2.74)
avec
u =
r1
r1
, (2.75)
p = u.w, (2.76)
et une fréquence angulaire similaire à celle introduite par Farago et al. (2009)
Ω0 =
6C1m0 (r1.w)
Gr41
. (2.77)
Détaillons maintenant le schéma d’intégration utilisé par Farago et al. (2009). Pendant une durée t, w
effectue une rotation d’angle Ω0t autour du vecteur u. On part de l’instant initial t0 = 0. A l’instant
t, on a ainsi
w (t) = Rr1 (Ω0t)w (0) (2.78)
avec Rr1 la rotation autour de l’axe dirigé par le vecteur r1. Dans l’équation différentielle (2.71) de r̃1,
le seul terme qui n’est pas constant est w. Ainsi la solution de cette équation différentielle est
r̃1 (t) = r̃1 (0)−
3C1m0
r41
(
(
1− 5p2
)
tu+ 2p
∫ t
0
w (τ) dτ
)
. (2.79)
Il reste à calculer l’intégrale
∫ t
0 w (τ) dτ . En décomposant w (t) sur la base constituée des vecteurs u,
u×w (0), (u×w (0))× u, on obtient
w (t) = pu+ sin (Ω0t)u×w (0) + cos (Ω0t) (u×w (0))× u. (2.80)
Ainsi
∫ t
0
w (τ) dτ = ptu− 1
Ω0
(cos (Ω0t)− 1)u×w (0) +
1
Ω0
sin (Ω0t) (u×w (0))× u. (2.81)
Or d’après l’équation (2.80)
sin (Ω0t)u×w (0) = w (t)− pu− cos (Ω0t) (w (0)− pu) , (2.82)
d’où
sin (Ω0t) (u×w (0))× u = w (t)× u− cos (Ω0t)w (0)× u. (2.83)
Ainsi
∫ t
0
w (τ) dτ = ptu− 1
Ω0
u× (w (t)−w (0)) , (2.84)
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d’où
r̃1 (t) = r̃1 (0)−
3C1m0
r41
(
(
1− 3p2
)
tu+
2p
Ω0
(w (t)−w (0))× u
)
. (2.85)
Ainsi le schéma d’intégration de HI,0 est de façon analogue à Farago et al. (2009) pour un pas de temps
∆t











r′1 = r1
r̃′1 = r̃1 −
3C1m0
r51
((
1− 3
(
r1.w
r1
)2
)
∆tr1 +
2r1.w
Ω0r1
(
w′ −w
)
× r1
)
w′ = Rr1 (Ω0∆t)w.
(2.86)
Le hamiltonien HI,k induit d’après la section 2.2.2 les équations du mouvement suivantes

































ṙ1 = 0,
˙̃r1 = −
3C1mk
r51,k
((
1− 5
(
r1,k.w
r1,k
)2
)
r1,k + 2 (r1,k.w)w
)
,
ṙk = 0,
˙̃rk =
3C1mk
r51,k
((
1− 5
(
r1,k.w
r1,k
)2
)
r1,k + 2 (r1,k.w)w
)
,
ẇ =
6C1mk
Gr51,k
(r1,k.w) r1,k × w.
(2.87)
(2.88)
(2.89)
(2.90)
(2.91)
Les équations sont similaires à celles obtenues avec le hamiltonien HI,0, cependant les moments ˙̃rk du
corps k sont modifiés. En introduisant la fréquence angulaire
Ωk =
6C1mk (r1,k.w)
Gr41,k
, (2.92)
cela conduit à un schéma d’intégration similaire





























r′1 = r1
r′k = rk
r̃′1 = r̃1 −
3C1mk
r51,k
((
1− 3
(
r1,k.w
r1,k
)2
)
∆tr1,k +
2r1,k.w
Ωkr1,k
(
w′ −w
)
× r1,k
)
r̃′k = r̃k +
3C1mk
r51,k
((
1− 3
(
r1,k.w
r1,k
)2
)
∆tr1,k +
2r1,k.w
Ωkr1,k
(
w′ −w
)
× r1,k
)
w′ = Rr1,k (Ωk∆t)w.
(2.93)
Le schéma d’intégration symplectique pour le hamiltonien total est pour un pas de temps τ
S (τ) = e
τ
2
LHI,0e
τ
2
LHI,2 . . . e
τ
2
LHI,neτLHN e
τ
2
LHI,n . . . e
τ
2
LHI,2e
τ
2
LHI,0 . (2.94)
Ce schéma d’intégration a été implémenté par Mickaël Gastineau au sein de l’intégrateur numérique
à long terme du système solaire LaX. Cet intégrateur a été utilisé précédemment afin d’obtenir des
solutions à long terme du système solaire, qui ont permis d’obtenir les mouvements orbitaux à long
terme de la Terre avec les solutions La2004 (Laskar et al., 2004b) et La2010 (Laskar et al., 2011a) et de
Mars (Laskar et al., 2004a). Au sein de LaX, l’intégration du hamiltonien HN décrivant les mouvements
orbitaux peut être réalisée à l’aide des intégrateurs symplectiques développés par Laskar et Robutel
(2001) et Farrés et al. (2013).
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2.2.4 Intégration du moment cinétique forcé
L’action du mouvement de rotation du corps 1 sur son mouvement orbital et ceux des autres
corps est marginale. Si l’influence du mouvement de rotation sur le mouvement orbital est négligée, les
équations du mouvement pour r̃1 (équation 2.61) et r̃k (équation 2.69) sont modifiées et deviennent























ṙ1 = ∇r̃1HN ,
˙̃r1 = −∇r1HN ,
ṙk = ∇r̃kHN ,
˙̃rk = −∇rkHN ,
ẇ =
6C1m0
Gr51
(r1.w) r1 ×w +
n
∑
k=2
6C1mk
Gr51,k
(r1,k.w) r1,k ×w.
(2.95)
(2.96)
(2.97)
(2.98)
(2.99)
Le mouvement orbital des corps est alors entièrement régi parHN et le moment cinétique de rotation est
forcé par le mouvement orbital. Pour un mouvement orbital donné, ces équations peuvent être intégrées
numériquement à l’aide d’un intégrateur Adams à chaque pas de temps au sein de l’intégrateur LaX.
À partir d’une seule solution orbitale, il est ainsi possible de calculer de nombreuses solutions pour la
rotation de conditions initiales du moment cinétique différentes. Négliger les perturbations orbitales
dues à la rotation permet ainsi d’obtenir pour une seule solution orbitale simultanément plusieurs
solutions de rotation.
2.2.5 Effet de marées sur la Terre
Dans la solution à long terme du système solaire La2010, la rotation de la Terre est obtenue selon
la méthode de la section 2.2.4 et est intégrée au sein de l’intégrateur LaX à l’aide d’un intégrateur
Adams. Les effets de marées dus au Soleil et à la Lune sont responsables d’une déformation de la Terre,
qui entraîne une variation de son potentiel gravitationnel et ainsi des forces et des couples agissant
sur le système Soleil-Terre-Lune. Il s’en suit par exemple un allongement de la durée du jour terrestre
et une augmentation du demi-grand axe de l’orbite de la Lune d’environ 3 centimètres par an (e.g.
Mignard, 1979).
Ces effets de marées étaient calculés au sein de l’intégrateur LaX de la même façon que dans
l’intégrateur INPOP (Intégrateur Numérique Planétaire de l’Observatoire de Paris) (Fienga et al.,
2008, 2009). Comme décrit dans Fienga et al. (2008) et Manche (2011), le calcul consiste à déterminer
la variation ∆I(t) de la matrice d’inertie de la Terre à partir de la variation de son potentiel. Les effets
de marées sont ensuite pris en compte en calculant les couples exercés par le Soleil et la Lune sur la
Terre présentant une matrice d’inertie modifiée I(t) = I +∆I(t).
Au sein de l’intégrateur LaX, l’intégration de la rotation doit être réalisée de la même façon pour
tous les corps. Ainsi si l’on souhaite intégrer la rotation d’un corps autre que la Terre de façon sym-
plectique selon la méthode de la section 2.2.3, la rotation de la Terre doit être intégrée de la même
façon. Le calcul des effets de marées réalisé sur INPOP a été écrit pour la méthode de la section 2.2.4
et ne peut être utilisé directement pour une intégration symplectique. Ce calcul doit ainsi être réécrit
dans le cas de l’intégration symplectique de la rotation de la Terre. Nous avons pour cela utilisé le
calcul simplifié réalisé par Mignard (1979). Nous allons ainsi détailler les équations, que nous avons
utilisées pour ce calcul et que Mickaël Gastineau a ajoutées à l’intégrateur LaX.
On considère un corps solide S0 de rayon R0 et un corps générateur ponctuel S∗ de masse m∗.
S∗ génère au niveau du corps solide S0 non ponctuel un potentiel responsable d’une déformation du
corps S0. Dans la théorie des nombres de Love, il est supposé que la différence de potentiel créée par
la déformation du corps solide S0 est proportionnelle au potentiel généré par S∗ et le coefficient de
proportionnalité k2 est le nombre de Love de second degré (e.g. Mignard, 1979). Cette déformation
ajoute au potentiel créé par S0 un potentiel supplémentaire, appelé potentiel de marée, qui peut s’écrire
en un point repéré par r par rapport à S0 (Mignard, 1979, Néron de Surgy et Laskar, 1997)
V (r, r∗) = 3
k2Gm∗R50
r5r5∗
∆t
(
(r.r∗) (r∗. (ω0 × r) + r.v∗)−
r∗.v∗
2r2∗
(
5 (r.r∗)
2 − r2r2∗
)
)
(2.100)
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avec k2 le nombre de Love de degré 2, r∗ la position de S∗ par rapport à S0 et ω0 le vecteur rotation
instantané de S0. ∆t représente le délai entre la force exercée par S∗ et la réponse de S0.
On considère un corps ponctuel S de masse m situé en r, qui interagit avec S0. Le potentiel de
marée engendre une force et un couple s’exerçant sur S et qui s’écrivent respectivement F = −m∇rV
et Γ = −mr × ∇rV . La force et le couple réciproques s’exerçant sur S0 sont ainsi F0 = m∇rV et
Γ0 = mr×∇rV . On obtient ainsi (Mignard, 1979)
F0 = −3
k2Gmm∗R50
r5r5∗
∆t
[
5
r2
(
(r.r∗) (r∗. (ω0 × r) + r.v∗)−
r∗.v∗
2r2∗
(
5 (r.r∗)
2 − r2r2∗
)
)
r
− (r∗. (ω0 × r) + r.v∗) r∗ − (r.r∗) (r∗ × ω0 + v∗) +
r∗.v∗
r2∗
(
5 (r.r∗) r∗ − r2∗r
)
]
, (2.101)
Γ0 = 3
k2Gmm∗R50
r5r5∗
∆t
[(
r∗. (ω0 × r) + r.v∗ − 5
r∗.v∗
r2∗
(r.r∗)
)
(r× r∗)
+ (r.r∗) ((r.ω0) r∗ − (r.r∗)ω0 + r× v∗)] . (2.102)
Dans le cas particulier où le corps qui interagit est le corps qui a déformé la planète, S∗ = S et
avec r∗ = r, v∗ = v, on obtient (Mignard, 1979)
F0 = 3
k2Gm2R50
r10
∆t
[
2 (r.v) r+ r2 (r× ω0 + v)
]
, (2.103)
Γ0 = 3
k2Gm2R50
r8
∆t
[
(r.ω0) r− r2ω0 + r× v
]
. (2.104)
2.2.5.1 Force et couple de marée dus à la déformation de la Terre
Ici le corps solide S0 est la Terre. Le Soleil et la Lune la déforment et interagissent avec elle. k2 est
le nombre de Love de degré 2 de la Terre, ω le vecteur rotation instantané de la Terre et RT le rayon
de la Terre. On doit considérer trois termes de marées : les termes dus aux marées solaires, les termes
dus aux marées lunaires et les termes croisés.
Marées solaires On a alors r∗ = r = −rT où rT repère la position de la Terre par rapport au Soleil
et vT =
drT
dt . La force et le couple exercés sur la Terre sont
FT = −3
k2Gm2SR5T
r10T
∆t
[
2 (rT .vT ) rT + r
2
T (rT × ω + vT )
]
, (2.105)
ΓT = 3
k2Gm2SR5T
r8T
∆t
[
(rT .ω) rT − r2Tω + rT × vT
]
. (2.106)
Marées lunaires On a alors r∗ = r = rL où rL repère la position de la Lune par rapport à la Terre
et vL =
drL
dt . La force et le couple exercés sur la Terre sont
FT = 3
k2Gm2LR5T
r10L
∆t
[
2 (rL.vL) rL + r
2
L (rL × ω + vL)
]
, (2.107)
ΓT = 3
k2Gm2LR5T
r8L
∆t
[
(rL.ω) rL − r2Lω + rL × vL
]
. (2.108)
La force exercée sur la Lune est
FL = −FT . (2.109)
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Termes croisés On considère le cas où la Terre est déformée par la Lune et interagit avec le Soleil.
On a alors r∗ = rL et r = −rT . La force et le couple exercés sur la Terre sont
FT = 3
k2GmLmSR5T
r5Lr
5
T
∆t
[
5
r2T
(
(rT .rL) (rL. (ω × rT ) + rT .vL)−
rL.vL
2r2L
(
5 (rT .rL)
2 − r2T r2L
)
)
rT
− (rL. (ω × rT ) + rT .vL) rL − (rT .rL) (rL × ω + vL) +
rL.vL
r2L
(
5 (rT .rL) rL − r2LrT
)
]
, (2.110)
ΓT = 3
k2GmLmSR5T
r5Lr
5
T
∆t
[(
rL. (ω × rT ) + rT .vL − 5
rL.vL
r2L
(rT .rL)
)
(rT × rL)
+ (rT .rL) ((rT .ω) rL − (rT .rL)ω + rT × vL)] . (2.111)
On considère le cas où la Terre est déformée par le Soleil et interagit avec la Lune. On a alors
r∗ = −rT et r = rL. La force et le couple exercés sur la Terre sont
FT = −3
k2GmLmSR5T
r5Lr
5
T
∆t
[
5
r2L
(
(rL.rT ) (rT . (ω × rL) + rL.vT )−
rT .vT
2r2T
(
5 (rL.rT )
2 − r2Lr2T
)
)
rL
− (rT . (ω × rL) + rL.vT ) rT − (rL.rT ) (rT × ω + vT ) +
rT .vT
r2T
(
5 (rL.rT ) rT − r2T rL
)
]
, (2.112)
ΓT = 3
k2GmLmSR5T
r5Lr
5
T
∆t
[(
rT . (ω × rL) + rL.vT − 5
rT .vT
r2T
(rL.rT )
)
(rL × rT )
+ (rL.rT ) ((rL.ω) rT − (rL.rT )ω + rL × vT )] . (2.113)
La force exercée sur la Lune est
FL = −FT . (2.114)
2.2.5.2 Intégration des équations du mouvement
Nous allons préciser maintenant le schéma d’intégration pour les variables utilisées dans l’intégra-
teur LaX. On note (ui, ũi) les variables canoniques barycentriques et (ri, r̃i) les variables canoniques
héliocentriques (annexe A), où pour les planètes ri = ui − u0 et r̃i = ũi = miu̇i et pour le Soleil
r0 = u0, ũ0 = m0u̇0 et r̃0 = 0 = ũ0 +
∑n
i=1 ũi = ũ0 +
∑n
i=1 r̃i. Ainsi on a pour la Terre,
vT = ṙT = u̇T − u̇0 =
r̃T
mT
− ũ0
m0
(2.115)
soit
vT =
r̃T
mT
+
r̃tot
m0
(2.116)
avec r̃tot =
∑n
i=1 r̃i.
Dans l’intégrateur LaX, les variables du système Terre-Lune, qui sont intégrées, sont la position
du barycentre Terre-Lune (mT +mL)uB = mTuT + mLuL et la position de la Lune par rapport à
la Terre rL, qui présentent respectivement les moments associés pB = (mT +mL) u̇B = ũT + ũL et
pL = mLvL = mLṙL = ũL − mLmT ũT .
Dans l’intégrateur LaX, la rotation de la Terre est décrite par le biais du moment cinétique de
rotation de la Terre G. Dans le repère (I,J,K) lié aux axes principaux de la Terre, il s’exprime en
fonction des angles d’Andoyer sous la forme
G =


sin l sin J
cos l sin J
cos J

G. (2.117)
Ainsi le vecteur rotation instantané de la Terre est donné par
ω =
(G.I)
A
I+
(G.J)
B
J+
(G.K)
C
K = G
(
sin l sin J
A
I+
cos l sin J
B
J+
cos J
C
K
)
. (2.118)
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En réalisant une moyenne sur l’angle rapide d’Andoyer l, on obtient 〈G〉l = Cω. Dans ce qui suit, on
tient compte de la moyenne réalisée et par abus de langage on notera G au lieu de 〈G〉l.
Les équations du mouvement sont







ṗB = FL + FT
ṗL = FL −
mL
mT
FT
Ġ = ΓT .
(2.119)
Les schémas d’intégration pour un pas de temps h pour les différents termes sont les suivants.
Marées solaires Les forces et le couple s’exerçant sur le système Terre-Lune sont
FT = −3
k2Gm2SR5T
r10T
∆t
[
2
(
rT .
(
r̃T
mT
+
r̃tot
m0
))
rT + r
2
T
(
rT ×G
C
+
(
r̃T
mT
+
r̃tot
m0
))]
FL = 0 (2.120)
ΓT = −rT × FT = 3
k2Gm2SR5T
r8T
∆t
[
rT .G
C
rT −
r2T
C
G+ rT ×
(
r̃T
mT
+
r̃tot
m0
)]
.
Le schéma d’intégration est ainsi









p̃′B = p̃B + hFT
p̃′L = p̃L − h
mL
mT
FT
G′ = G+ hΓT .
(2.121)
Marées lunaires Les forces et le couple s’exerçant sur le système Terre-Lune sont
FT = 3
k2Gm2LR5T
r10L
∆t
[
2
rL.pL
mL
rL + r
2
L
(
rL ×G
C
+
pL
mL
)]
FL = −FT (2.122)
ΓT = rL × FT = 3
k2Gm2LR5T
r8L
∆t
[
rL.G
C
rL −
r2L
C
G+
rL × pL
mL
]
.
Le schéma d’intégration est ainsi









p̃′B = p̃B
p̃′L = p̃L − h
(
1 +
mL
mT
)
FT
G′ = G+ hΓT .
(2.123)
Termes croisés Pour l’interaction Terre-Soleil suite à la déformation de la Terre par la Lune, les
forces et le couple s’exerçant sur le système Terre-Lune sont
FT = 3
k2GmLmSR5T
r5Lr
5
T
∆t
[
5
r2T
(
(rT .rL)
(
rL.
(
G× rT
C
)
+
rT .pL
mL
)
− rL.pL
2mLr2L
(
5 (rT .rL)
2 − r2T r2L
)
)
rT
−
(
rL.
(
G× rT
C
)
+
rT .pL
mL
)
rL − (rT .rL)
(
rL ×G
C
+
pL
mL
)
+
rL.pL
mLr2L
(
5 (rT .rL) rL − r2LrT
)
]
FL = 0 (2.124)
ΓT = −rT × FT = 3
k2GmLmSR5T
r5Lr
5
T
∆t
[(
rL.
(
G× rT
C
)
+
rT .pL
mL
− 5rL.pL
mLr2L
(rT .rL)
)
(rT × rL)
+ (rT .rL)
(
rT .G
C
rL −
rT .rL
C
G+
rT × pL
mL
)]
.
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Le schéma d’intégration est ainsi









p̃′B = p̃B + hFT
p̃′L = p̃L − h
mL
mT
FT
G′ = G+ hΓT .
(2.125)
Pour l’interaction Terre-Lune suite à la déformation de la Terre par le Soleil, les forces et le couple
s’exerçant sur le système Terre-Lune sont
FT = −3
k2GmLmSR5T
r5Lr
5
T
∆t×


5
r2L

(rL.rT )
(
rT .
(
G× rL
C
)
+ rL.
(
r̃T
mT
+
r̃tot
m0
))
−
rT .
(
r̃T
mT
+ r̃totm0
)
2r2T
(
5 (rL.rT )
2 − r2Lr2T
)

 rL
−
(
rT .
(
G× rL
C
)
+ rL.
(
r̃T
mT
+
r̃tot
m0
))
rT − (rL.rT )
(
rT ×G
C
+
(
r̃T
mT
+
r̃tot
m0
))
+
rT .
(
r̃T
mT
+ r̃totm0
)
r2T
(
5 (rL.rT ) rT − r2T rL
)


FL = −FT (2.126)
ΓT = rL × FT
= 3
k2GmLmSR5T
r5Lr
5
T
∆t
[(
rT .
(
G× rL
C
)
+ rL.
(
r̃T
mT
+
r̃tot
m0
)
− 5rL.rT
r2T
(
rT .
(
r̃T
mT
+
r̃tot
m0
)))
(rL × rT )
+ (rL.rT )
(
rL.G
C
rT −
rL.rT
C
G+ rL ×
(
r̃T
mT
+
r̃tot
m0
))]
.
Le schéma d’intégration est ainsi









p̃′B = p̃B
p̃′L = p̃L − h
(
1 +
mL
mT
)
FT
G′ = G+ hΓT .
(2.127)
2.2.5.3 Variation de l’énergie
Énergie totale Suite à ces effets de marées dissipatifs, l’énergie totale E n’est alors plus conservée.
Pour une interaction Terre-Soleil, sa variation est donnée par
dE
dt
= u̇T .FT − u̇0.FT =
(
r̃T
mT
+
r̃tot
m0
)
.FT . (2.128)
Ainsi
E (0) = E (t)−
∫ t
0
(
r̃T
mT
+
r̃tot
m0
)
.FTdt
′. (2.129)
Pour une interaction Terre-Lune, sa variation est donnée par
dE
dt
= u̇T .FT + u̇L.FL = (u̇T − u̇L) .FT = −
pL.FT
mL
. (2.130)
Ainsi
E (0) = E (t) +
∫ t
0
pL.FT
mL
dt′. (2.131)
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Énergie cinétique de rotation L’énergie cinétique de rotation de la Terre varie également. Elle
s’exprime pour la Terre selon
ERot =
(G.I)2
2A
+
(G.J)2
2B
+
(G.K)2
2C
=
G2
2
(
sin2 l sin2 J
A
+
cos2 l sin2 J
B
+
cos2 J
C
)
. (2.132)
La Terre est considérée axisymétrique et ainsi A = B. L’aplatissement gravitationnel est défini par
J2mTR
2
T = C −A. On obtient ainsi
ERot =
G2
2C

1 +
J2
C
mTR
2
T
− J2
sin2 J

 . (2.133)
Pour une interaction Terre-Soleil, sa variation est donnée par
dERot
dt
=
ΓT .G
C
= −(rT × FT ) .G
C
=
(rT ×G) .FT
C
. (2.134)
Ainsi
ERot (0) = ERot (t)−
∫ t
0
(rT ×G) .FT
C
dt′. (2.135)
Pour une interaction Terre-Lune, sa variation est donnée par
dERot
dt
=
ΓT .G
C
=
(rL × FT ) .G
C
= −(rL ×G) .FT
C
. (2.136)
Ainsi
ERot (0) = ERot (t) +
∫ t
0
(rL ×G) .FT
C
dt′. (2.137)
2.3 Hamiltonien séculaire
Dans le cas où l’on souhaite étudier la stabilité globale de l’axe de rotation d’un corps planétaire
comme cela a été réalisé pour les planètes du système solaire (Laskar et al., 1993a) et la Terre (Laskar
et Robutel, 1993), il est nécessaire d’intégrer les équations de la rotation pour un grand nombre
de conditions initiales et de paramètres de rotation. Le pas de temps nécessaire à l’intégration du
hamiltonien (2.54) de façon symplectique dans le cas du système solaire est de l’ordre de 5 × 10−3 yr
comme évoqué dans la section 2.2. Comme réalisé par Laskar et al. (1993a) et Laskar et Robutel (1993),
l’utilisation d’équations séculaires, où une moyenne a été réalisée sur le mouvement de révolution du
corps solide sur son orbite, nécessite un pas d’intégration de l’ordre de 100 yr et l’intégration du
mouvement de rotation à long terme est alors nettement plus rapide.
2.3.1 Relation entre le moment cinétique et l’axe de rotation
Comme indiqué dans la section 2.2.1, l’angle d’Andoyer J entre l’axe polaire K et le moment
cinétique G tend à s’annuler en l’absence d’excitation à cause des effets dissipatifs internes aux corps
planétaires. Pour la Terre, J est d’environ 0.15′′ soit 7×10−7 rad ou 4×10−5◦. On peut alors confondre
l’axe polaire et le moment cinétique.
Il s’agit de l’approximation gyroscopique qui consiste à négliger les composantes non polaires du
moment cinétique par rapport à la composante polaire. Cependant comme noté par Boué et Laskar
(2006), l’approximation gyroscopique peut conduire à des ambiguïtés et n’est pas nécessaire pour obte-
nir l’équation d’évolution (2.65) du moment cinétique. Réaliser une moyenne sur la variable d’Andoyer
l est une approximation beaucoup mieux définie et permet de déterminer l’erreur réalisée : si on né-
glige les termes dépendant de J , on a alors une erreur relative de 3/2 sin2 J sur le coefficient C1 d’après
l’équation (2.59).
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Dans le repère (I,J,K) associé aux axes principaux d’inertie, le vecteur instantané de rotation s’écrit
Ω =


m1
m2
1 +m3

ω (2.138)
avec ω la vitesse angulaire de rotation. Les composantes m1 et m2 décrivent le mouvement du vecteur
rotation autour de l’axe polaire K. La composante m3 décrit les variations de la longueur du jour. Le
moment cinétique est alors donné par
G =


G1
G2
G3

 =


Am1
Bm2
C (1 +m3)

ω. (2.139)
Dans le repère (I,J,K), le moment cinétique G s’exprime en fonction des angles d’Andoyer sous la
forme
G =


sin l sin J
cos l sin J
cos J

G. (2.140)
J est ainsi donné par
| sin J | =
√
(Am1)
2 + (Bm2)
2
(Am1)
2 + (Bm2)
2 + (C (1 +m3))
2 . (2.141)
Si le mouvement polaire et la longueur du jour sont négligeables par rapport à la rotation propre,
c’est-à-dire lorsque |m1|, |m2|, |m3| ≪ 1, l’angle J est faible et peut être estimé par
J ≈
√
(Am1)
2 + (Bm2)
2
C
. (2.142)
Dans le cas où J peut être négligé, le mouvement polaire est omis et les composantes non polaires sont
alors négligeables devant la composante polaire. Ainsi Ω ≈ ωK et la relation entre le vecteur rotation
Ω et le moment cinétique G devient
G = CωK (2.143)
d’où
G = Cω. (2.144)
Dans la suite lorsque l’angle J est suffisamment faible pour pouvoir être négligé, le moment cinétique
G et le vecteur rotation Ω sont alors confondus et on pourra parler alors indistinctement de moment
cinétique ou d’axe de rotation.
2.3.2 Moyenne sur le mouvement orbital
Boué et Laskar (2006) réalisent une moyenne du hamiltonien (2.54) sur la longitude moyenne et
obtiennent ainsi le hamiltonien séculaire décrivant la rotation d’un corps solide. Dans le cas où l’on
considère que seule l’étoile centrale exerce un couple sur le corps solide, le hamiltonien séculaire est
H = − Gα
2 (1− e2)3/2
(w.n)2 , (2.145)
avec n la normale à l’orbite et e l’excentricité. α est appelée constante de précession et s’écrit
α =
3
2
GM⊙
Cωa3
(
C − A+B
2
)(
1− 3
2
sin2 J
)
(2.146)
avec a le demi-grand axe.
L’équation du moment cinétique peut être obtenue avec
ẇ =
1
G
∇wH ×w (2.147)
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ce qui aboutit à (e.g. Colombo, 1966, Boué et Laskar, 2006)
ẇ =
α
(1− e2)3/2
(w.n)w ∧ n. (2.148)
L’angle entre la normale à l’orbite n et le moment cinétique w est appelé l’obliquité ǫ. L’angle entre la
normale au plan invariant, c’est-à-dire le moment cinétique total, et le moment cinétique w est appelé
inclinaison de l’équateur sur le plan invariant iǫ.
Le calcul séculaire de l’évolution de la rotation d’un corps planétaire nécessite ainsi de connaître
l’évolution séculaire des paramètres orbitaux.
2.3.3 Constante de précession
La constante de précession peut s’exprimer en fonction des coefficients du potentiel gravitationnel.
Le potentiel gravitationnel d’un corps de masse m peut être décomposé en harmoniques sphériques
dans son repère associé sous la forme (e.g. Kaula, 1966)
U (r) =
Gm
r
+
Gm
r
∞
∑
n=1
n
∑
m=0
(
R
r
)n
Pnm (sinφ)
(
Cnm cos (mλ) + Snm sin (mλ)
)
, (2.149)
où n est le degré, m l’ordre, Cnm et Snm les coefficients sphériques normalisés, R un rayon de référence,
Pnm les polynomes de Legendre associés normalisés, φ est la latitude par rapport à l’équateur du corps
et λ la longitude. On peut obtenir les coefficients sphériques non normalisés avec (e.g. Kaula, 1966)
Cnm =
(
(n−m)! (2n+ 1) (2− δ0m)
(n+m)!
)1/2
Cnm, (2.150)
Snm =
(
(n−m)! (2n+ 1) (2− δ0m)
(n+m)!
)1/2
Snm. (2.151)
Les coefficients C20 et C22 sont reliés aux moments d’inertie par les relations
C20 =
1
mR2
(
A+B
2
− C
)
, (2.152)
C22 =
1
mR2
B −A
4
. (2.153)
On peut noter
A =
A
mR2
, B =
B
mR2
, C =
C
mR2
, I =
I
mR2
, (2.154)
avec R le rayon de référence utilisé précédemment pour la détermination du champ de gravité. L’apla-
tissement gravitationnel J2 est défini par
J2 = −C20 = C −
A+B
2
. (2.155)
La constante de précession peut alors s’écrire
α =
3
2
GM⊙J2
Cωa3
(
1− 3
2
sin2 J
)
. (2.156)
Lorsque l’angle d’Andoyer J est suffisamment faible pour pouvoir être négligé, la constante de préces-
sion s’écrit
α =
3
2
GM⊙J2
Cωa3
. (2.157)
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2.3.4 Fréquence de précession et résonances séculaires
Lorsqu’il n’existe pas de perturbations planétaires, l’orientation et la forme de l’orbite ne varie pas
dans le repère d’inertie. La normale à l’orbite n est alors fixe. Le hamiltonien (2.145) est intégrable et
présente une solution analytique. Le moment cinétique w décrit un mouvement de précession autour
du vecteur fixe n et s’écrit
w (t) = Rn (ft)w (0) (2.158)
avec Rn la rotation autour du vecteur n. Dans ce cas, w.n = cos ǫ est constant et l’obliquité ne varie
pas. La constante de précession f s’écrit
f = − α
(1− e2)3/2
(w.n) (2.159)
f = −3
2
GM⊙J2 cos ǫ
Cωa3 (1− e2)3/2
(
1− 3
2
sin2 J
)
. (2.160)
En réalité, à cause des perturbations planétaires, l’orbite varie. Le mouvement de précession de l’axe
de rotation est alors perturbé et l’obliquité n’est plus constante ainsi que l’excentricité. L’expression
(2.160) donne alors seulement la valeur instantanée de la fréquence de précession.
On peut alors considérer le cas où la normale à l’orbite décrit un mouvement de précession uniforme
autour d’un axe fixe. L’inclinaison de l’orbite i est alors constante et la normale n peut s’écrire
n =


sin i cos (st+ φ0)
sin i sin (st+ φ0)
cos i

 . (2.161)
Le hamiltonien (2.145) possède alors un degré et demi de liberté et a été étudié par Colombo (1966),
Peale (1969), Henrard et Murigande (1987). Le système présente plusieurs états d’équilibre, appelés
états de Cassini. En fonction des paramètres du système, il peut compter quatre états d’équilibre, trois
stables et un instable, ou deux états d’équilibre, tous deux stables (e.g. Henrard et Murigande, 1987).
Si le système se trouve à un état d’équilibre, l’axe de rotation et les normales à l’orbite et au plan
invariant sont coplanaires, l’obliquité reste constante et alors l’axe de rotation et l’orbite précessent à
la même vitesse. C’est le cas pour la Lune, qui se trouve dans un état de Cassini, comme décrit par les
deuxième et troisième lois de Cassini.
Dans le cas général, la normale à l’orbite ne présente pas un mouvement de précession uniforme. Ce-
pendant son évolution et celle de l’excentricité dues aux perturbations des différents corps planétaires
peuvent être approchées sur un certain intervalle de temps par une approximation quasi-périodique,
où les fréquences correspondent à des combinaisons des fréquences propres des corps planétaires per-
turbateurs et des fréquences propres du corps perturbé. Pour les planètes du système solaire, les
approximations quasi-périodiques sont valables pour environ une dizaine de millions d’années (Laskar,
1990). Pour déterminer la fréquence de précession sur un intervalle de temps, on peut par exemple
intégrer numériquement le moment cinétique w = (wx, wy, wz) donné par l’équation (2.148) sur cet
intervalle puis réaliser une analyse en fréquence de la quantité wx + iwy pour la solution obtenue.
Lorsque la fréquence de précession est égale à une des fréquences orbitales séculaires présentes, une
résonance séculaire apparaît.
Les variations de l’obliquité peuvent alors augmenter et un chevauchement de résonances séculaires
peut donner un caractère chaotique aux variations de l’obliquité comme c’est le cas pour Mars. Mars
présente une fréquence de précession de −7.6083 ± 0.0021′′/yr (Konopliv et al., 2016) et il y a ainsi
un chevauchement des résonances avec les fréquences propres de précession du nœud des planètes
terrestres (Laskar et Robutel, 1993), qui sont pour la solution La2010 (Laskar et al., 2011a) : Mercure
s1 = −5.61′′/yr, Vénus s2 = −7.06′′/yr, Terre s3 = −18.848′′/yr, Mars s4 = −17.751′′/yr. L’obliquité
de Mars peut alors varier entre 0 et 60◦ et ses variations ne peuvent alors plus être prédites au-delà
d’une dizaine de millions d’années (Laskar et al., 2004a).
2.3.5 Hamiltonien séculaire en variables d’Andoyer
Il est possible de récrire le hamiltonien (2.145) en variables action-angle d’Andoyer. C’est la dé-
marche suivie par Kinoshita (1977) et Laskar (1986). Breiter et al. (2005) proposent une méthode pour
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retrouver le hamiltonien en variables d’Andoyer en partant du hamiltonien (2.145), que nous allons
décrire ici.
Soient n′ et w′ les vecteurs n et w écrits dans un repère fixe par rapport à l’orbite, tels que
n = P−1n′ et w = P−1w′ avec P une matrice orthogonale vérifiant
P = R3 (Ω)R1 (−i)R3 (−Ω) (2.162)
avec R1 et R3 les matrices de rotation autour des axes x et z. La rotation R3(−Ω) permet de repérer
le nœud de l’équateur sur l’orbite par rapport à la même direction qui repère le nœud de l’orbite sur
le plan de référence. L’équation différentielle pour w est (Boué et Laskar, 2006)
ẇ = {H,w} (2.163)
avec H le hamiltonien donné par l’équation (2.145). Soit
ẇ =
d
(
P−1w′
)
dt
= P−1ẇ′ + Ṗ−1w′ =
{
H,P−1w′
}
. (2.164)
Ainsi
ẇ′ =
{
H,w′
}
− PṖ−1w′. (2.165)
Or P est une matrice orthogonale d’où pour tout vecteur x
PṖ−1x = ω × x (2.166)
avec
ω =


i̇ cosΩ− Ω̇ sin i sinΩ
i̇ sinΩ + Ω̇ sin i cosΩ
− (1− cos i) Ω̇

 =


A
B
−2C

 , (2.167)
avec A, B, C définis par Laskar (1986) pour q = sin(i/2) cos(Ω) et p = sin(i/2) sin(Ω) comme
A = 2 (q̇ + p (qṗ− pq̇))√
1− p2 − q2
, (2.168)
B = 2 (ṗ− q (qṗ− pq̇))√
1− p2 − q2
, (2.169)
C = (qṗ− pq̇) . (2.170)
Ainsi l’équation différentielle pour w′ est
ẇ′ =
{
H,w′
}
− ω ×w′ = (∇GH − ω)×w′ =
{
H ′,w′
}
(2.171)
avec
H ′ = H −Gω.w′ = − Gα
2 (1− e2)3/2
(
w′.n′
)2 −Gω.w′. (2.172)
Dans le repère lié à l’orbite, n′ = (0, 0, 1) et les coordonnées de w′ dépendent des variables d’Andoyer
w′ = R3 (Ω)


sin I sinh
− sin I cosh
cos I

 =


sin I sin (h+Ω)
− sin I cos (h+Ω)
cos I

 . (2.173)
Ainsi
H ′ = − Gα
2 (1− e2)3/2
cos2 I −AG sin I sin (h+Ω) + BG sin I cos (h+Ω) + 2CG cos I. (2.174)
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Avec le choix des variables ǫ = −I, ψ = −( h + Ω) et X = G cos ǫ, on retrouve le hamiltonien pour
les variables action-angle d’Andoyer utilisé par Laskar et Robutel (1993) et Néron de Surgy et Laskar
(1997)
H ′ = − α
2 (1− e2)3/2
X2
G
−G
√
1− X
2
G2
(A sinψ + B cosψ) + 2CX. (2.175)
Les équations pour les variables conjugués (X,−ψ) sont alors (Néron de Surgy et Laskar, 1997)
Ẋ =
{
H ′, X
}
=
∂H ′
∂ψ
, (2.176)
ψ̇ =
{
H ′, ψ
}
= −∂H
′
∂X
, (2.177)
soit (Néron de Surgy et Laskar, 1997)
Ẋ = −G
√
1− X
2
G2
(A cosψ − B sinψ) , (2.178)
ψ̇ =
α
(1− e2)3/2
X
G
− 2C − X
G
√
1− X2
G2
(A sinψ + B cosψ) . (2.179)
Ainsi le hamiltonien en variables d’Andoyer et le hamiltonien écrit en fonction du moment cinétique
sont équivalents.
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Chapitre 3
Mouvements orbitaux de Cérès et Vesta
Nous avons vu dans le chapitre 2 que les équations orbitales et de rotation étaient couplées. Le
mouvement orbital d’un corps agit ainsi sur son mouvement de rotation. Pour pouvoir analyser ultérieu-
rement les mouvements de rotation de Cérès et Vesta, il est ainsi nécessaire d’étudier leurs mouvements
orbitaux. Une analyse en fréquence des mouvements orbitaux permet notamment de déterminer quels
termes orbitaux peuvent agir de façon significative sur la rotation et ainsi quelles résonances séculaires
sont susceptibles d’exister entre les mouvements orbitaux et de rotation.
Si l’on souhaite intégrer la rotation à l’aide d’un modèle séculaire, une solution orbitale séculaire se
révèle nécessaire. Nous verrons dans ce chapitre qu’il est possible de construire une solution séculaire
orbitale à partir des termes obtenus lors d’une analyse en fréquence.
L’intégration couplée des mouvements orbitaux et de rotation va engendrer des solutions orbitales
différentes qui dépendront des paramètres et des options d’intégration utilisés pour la rotation. Afin
de disposer d’une solution orbitale de référence, qui ne dépend pas des paramètres de la rotation, nous
avons considéré une solution orbitale, où le couplage entre la rotation de Cérès et Vesta et leurs orbites
n’a pas été introduit et où les mouvements de rotation de Cérès et Vesta n’ont pas été calculés.
3.1 Solution orbitale La2011
La solution orbitale La2011 a été calculée de façon similaire à la solution La2010 (Laskar et al.,
2011a) en 2011 par Jacques Laskar. L’intégration a été réalisée avec l’intégrateur LaX sur l’intervalle de
temps [−250 : 250]Myr. L’origine des temps de la solution correspond à l’époque J2000. L’intégration
a eu lieu en précision étendue avec un pas d’intégration de 5×10−3 yr. Le pas d’écriture en sortie est de
500 yr. Dans cette solution, les huit planètes du système solaire et Pluton sont intégrés. Comme pour
Laskar et al. (2011a), les cinq corps de la ceinture principale Cérès, Vesta, Pallas, Iris et Bamberga sont
considérés comme des planètes et interagissent ainsi gravitationnellement avec les planètes mais aussi
entre eux. Laskar et al. (2011a) ont considéré ces cinq corps car Cérès, Vesta et Pallas sont les trois
corps les plus massifs de la ceinture principale et car Iris et Bamberga perturbent de façon significative
le mouvement orbital de Mars.
L’intégrateur symplectique utilisé pour intégrer le mouvement orbital est obtenu par une composi-
tion symétrique selon la méthode de Suzuki (1990) de l’intégrateur SABAC3, qui a été développé par
Laskar et Robutel (2001) pour les hamiltoniens perturbés pouvant s’écrire sous la forme H = A+ ǫB.
Dans le cas du système solaire, le hamiltonien A correspond aux mouvements képlériens des planètes
et ǫB aux interactions gravitationnelles entre planètes. Les hamiltoniens A et ǫB étant respectivement
d’ordre 1 et 2 en masses planétaires, ǫB correspond à une perturbation du mouvement képlérien. L’in-
tégrateur SABAC3 est d’ordre 6 en τ et d’ordre 2 en ǫ et correspond pour un pas d’intégration τ au
schéma d’intégration (Laskar et Robutel, 2001)
S (τ) = e−τ3ǫ2 c2L{{A,B},B}ec1τLAed1τLǫBec2τLAed2τLǫBec2τLAed1τLǫBec1τLAe−τ3ǫ2 c2L{{A,B},B} (3.1)
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avec les coefficients
c1 =
1
2
−
√
15
10
, (3.2)
d1 =
5
18
, (3.3)
c2 =
√
15
10
, (3.4)
d2 =
4
9
, (3.5)
c =
54− 13
√
15
648
, (3.6)
et où c est le coefficient devant le terme {{A,B}, B} dans le résidu de l’intégrateur SABA3 donné par
ec1τLAed1τLǫBec2τLAed2τLǫBec2τLAed1τLǫBec1τLA . L’ajout du correcteur e−τ
3ǫ2 c
2
L{{A,B},B} permet ainsi de
passer de résidus d’ordre O(τ6ǫ+τ2ǫ2) à des résidus d’ordre O(τ6ǫ+τ4ǫ2). Une composition symétrique
selon la méthode de Suzuki (1990) permet d’augmenter l’ordre de l’intégration et aboutit à l’intégrateur
S (x1τ)S (x1τ)S (x0τ)S (x1τ)S (x1τ) (3.7)
avec x1 = 1/
(
4− 41/3
)
et x0 = −41/3/
(
4− 41/3
)
.
L’intégrateur LaX effectue l’intégration dans un repère d’inertie associé au plan invariant du système
solaire, c’est-à-dire le plan perpendiculaire au moment cinétique total du système solaire. Généralement,
les coordonnées des astres obtenues lors d’observations sont données dans un repère d’inertie appelé
ICRF (International Celestial Reference Frame) dont le plan de référence est proche de l’équateur
à l’époque J2000. Il est possible de passer de ce repère appelé invariant au repère de l’ICRF par
deux rotations successives. Soit un vecteur x dans le repère invariant. Les coordonnées dans l’ICRF
deviennent
x′ = Rz (θ3)Rx (θ1)x, (3.8)
où Rx est la rotation d’axe (1, 0, 0) et Rz la rotation d’axe (0, 0, 1) et les angles θ1 et θ3 ont pour
valeurs
θ1 = 0.4015807829125271 rad (3.9)
soit θ1 ≈ 23.01◦ et
θ3 = 0.06724103544220839 rad (3.10)
soit θ3 ≈ 3.85◦.
Pour cette solution, les éléments elliptiques non canoniques (a, λ, e,̟, i,Ω) sont calculés à partir des
vitesses et positions héliocentriques, où a est le demi-grand axe, λ la longitude moyenne, e l’excentricité,
̟ la longitude du périhélie, i l’inclinaison par rapport au plan invariant et Ω la longitude du nœud
ascendant. Les paramètres équinoxiaux sont définis par
z = k + ih = e exp (i̟) , (3.11)
ζ = q + ip = sin(i/2) exp(iΩ). (3.12)
Nous cherchons à déterminer les fréquences séculaires caractéristiques du système solaire associées
aux mouvements de précession du périhélie et de précession du nœud ascendant dus aux perturbations
planétaires. Elles correspondent aux fréquences propres de chaque planète k, que sont les fréquences
de précession du périhélie gk et de précession du nœud ascendant sk. De la même façon que Laskar
et al. (2004b) et Laskar et al. (2011a), on réalise une analyse en fréquence des variables zk et ζk sur
l’intervalle de temps [−20 : 0]Myr pour les quatre planètes internes et sur l’intervalle [−50 : 0]Myr
pour les quatre planètes géantes et Pluton. Les fréquences obtenues sont dans le tableau 3.1. On obtient
ainsi 18 fréquences caractéristiques. À cause des perturbations planétaires, Cérès et Vesta présentent
eux aussi des mouvements de précession du périhélie et de précession du nœud dans lesquels nous
allons retrouver ces fréquences caractéristiques dans des combinaisons de fréquences.
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gk (′′/yr) sk (′′/yr)
g1 5.59 s1 −5.61
g2 7.453 s2 −7.06
g3 17.368 s3 −18.848
g4 17.9157 s4 −17.751
g5 4.257491667
g6 28.2452 s6 −26.347856
g7 3.08792703 s7 −2.9925254
g8 0.6730216 s8 −0.6917416
g9 −0.35019 s9 −0.35012
Tableau 3.1 – Fréquences propres de précession du périhélie gk et de précession du nœud ascendant
sk déterminées par analyse en fréquence sur l’intervalle de temps [−20 : 0]Myr pour les quatre planètes
internes et sur [−50 : 0]Myr pour les quatre planètes géantes et Pluton.
Nous avons d’abord réalisé une analyse en fréquence des mouvements orbitaux de Cérès et Vesta
sur l’intervalle de temps [−20 : 0] Myr. À partir des décompositions en fréquence ainsi obtenues, on
peut reconstruire une solution séculaire comme indiqué dans la section 3.3. Cependant, les décompo-
sitions en fréquence obtenues sur l’intervalle de temps [−20 : 0] Myr ne permettent pas de reproduire
les évolutions séculaires de l’excentricité et de l’inclinaison aux extrémités de l’intervalle de temps
[−20 : 0] Myr. Nous avons ainsi réalisé une analyse en fréquence sur l’intervalle de temps [−25 : 5] Myr.
Les décompositions en fréquence obtenues permettent alors de reproduire les évolutions de l’excentri-
cité et de l’inclinaison sur [−20 : 0] Myr comme indiqué dans la section 3.3. On garde uniquement
les cinquante premiers termes par ordre décroissant d’amplitude présents dans l’intervalle de fréquence
[−300 : +300] ′′/yr : il s’agit ainsi uniquement de termes séculaires. L’analyse en fréquence des variables
z = e exp(i̟) et ζ = sin (i/2) exp(iΩ) permet ainsi de les écrire sous l’approximation quasi-périodique
suivante
50
∑
k=1
Ake
i(νkt+φk). (3.13)
3.1.1 Cérès
L’évolution temporelle du demi-grand axe a, de l’excentricité e et de l’inclinaison i de Cérès pour la
solution La2011 a été représentée sur la figure 3.1. Le demi-grand axe varie sur [−20 : 0] Myr environ
entre 2.7647 et 2.7719UA, l’excentricité entre 0.0629 et 0.169 et l’inclinaison entre 8.77 et 10.6◦. On
observe que l’évolution de ces quantités sur [−100 : 0] kyr est représentative de celle sur [−20 : 0] Myr.
L’amplitude des variations est du même ordre de grandeur sur [−250 : 250] Myr.
Les amplitudes Ak, les fréquences νk et les phases φk obtenues par analyse en fréquence pour les
variables z et ζ sont disponibles dans le tableau 3.2 pour Cérès. La fréquence de précession propre
du périhélie de Cérès correspond à la fréquence de plus grande amplitude dans l’approximation quasi-
périodique de z et est ainsi gC = 54.2525′′/yr déterminée avec une précision de 0.0006′′/yr. De même,
la fréquence de précession propre du nœud ascendant de Cérès correspond à la fréquence de plus grande
amplitude dans l’approximation quasi-périodique de ζ et a pour valeur sC = −59.254′′/yr avec une
précision de 0.002′′/yr. Les périodes de précession du périhélie et de précession du nœud ascendant
sont ainsi respectivement 23.888 kyr et 21.872 kyr.
Certains termes peuvent être identifiés comme une combinaison de fréquences de référence, ce
qui correspond pour Cérès aux fréquences gk et sk des huit planètes et de Pluton et aux fréquences
propres de Cérès gC et sC . On peut ainsi noter que la fréquence gC = 54.2525′′/yr est proche de deux
termes identifiés 2g6 − g5 ≈ 52.23′′/yr et 2g6 − g7 ≈ 53.40′′/yr. Il serait ainsi nécessaire d’étudier ces
deux résonances séculaires situées à proximité afin d’observer si elles peuvent influencer le mouvement
orbital à long terme de Cérès. On observe enfin qu’aucun des termes ayant pu être identifié dans les
décompositions de z et ζ ne fait intervenir les fréquences propres des planètes internes.
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Figure 3.1 – Demi-grand axe, excentricité et inclinaison de Cérès sur les intervalles de temps
[−100 : 0] kyr, [−1 : 0] Myr et [−20 : 0] Myr.
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(a) νk (′′/yr)106 ×Ak φk (◦)
gC 54.25253 114938 158.975
g5 4.25750 30684 27.077
g6 28.24513 19564 -55.734
2g6 − g5 52.23276 8023 41.516
2sC − gC -172.75959 3548 176.528
54.17786 1655 -83.503
54.32863 1623-134.203
2g6 − g7 53.40275 1283 -46.914
g7 3.08802 1241 117.284
2sC − (2gC − (2g6 − g5))-174.77941 1127 58.984
2gC − (2g6 − g5) 56.27217 905 -84.214
2sC − (2g6 − g5) -170.73981 840 113.990
gC − (sC − s6) 87.15851 764-154.007
gC + (sC − s6) 21.34721 742 -66.583
2gC − g5 104.24751 634 110.562
gC − (g5 − g7) 53.08393 630 70.370
54.21717 616 -84.317
gC + (g5 − g7) 55.42147 614 67.809
54.28472 558-129.243
54.08927 501 -65.955
2gC − (2g6 − g7) 55.10340 497 9.247
54.41912 489-152.236
2sC − (2gC − (2g6 − g7))-173.60964 486 -30.478
2sC − (2g6 − g7) -171.90928 480-155.596
2sC − g5 -122.76450 446 -51.407
54.15524 399 -49.259
2sC − g6 -146.75209 360 31.354
54.36418 355-158.902
2gC − g6 80.26030 353-165.663
54.31987 328-159.069
54.24404 319-112.835
54.18020 313 -79.241
54.28220 270-132.179
sC + s6 − gC -139.85387 268 42.730
g6 + (g5 − g7) 29.41435 259-146.243
g5 + 2 (g6 − g7) 54.57100 256 48.097
54.12303 246 -42.931
g6 − (g5 − g7) 27.07620 238-143.927
54.38335 235 135.976
54.42899 226 142.071
54.35117 224-167.422
2sC − (gC − (g5 − g7)) -171.59009 219 -93.331
2gC − g6 + sC − s6 47.35451 205 -32.146
54.08255 184 10.421
53.93389 172 91.974
54.13501 157 -16.590
54.51732 145 49.156
54.80607 130-157.283
53.98072 121 85.795
54.02290 103 63.359
(b) νk (′′/yr)106 ×Ak φk (◦)
sC -59.25351 81688 78.182
sC − (gC − (2g6 − g5)) -61.27328 12344 -39.650
sC + (gC − (2g6 − g5)) -57.23374 12196 15.144
sC + (gC − (2g6 − g7)) -58.40327 5834 105.370
sC − (gC − (2g6 − g7)) -60.10380 5635-130.022
s6 -26.34785 5229 -56.215
-59.31728 2065-158.140
-59.18992 2006 137.687
sC + (g5 − g7) -58.08408 1633 167.789
2gC − sC 167.75857 1349-120.054
-59.46608 1244 -36.536
-59.04171 1188 10.471
-59.11983 1018 136.500
sC − 2 (gC − (2g6 − g5)) -63.29327 962-157.935
-59.38279 958-151.270
sC − (2gC + g5 − 4g6 + g7) -62.12350 895 112.305
sC − (gC − g6) -85.26094 861-136.937
sC + 2 (gC − (2g6 − g5)) -55.21408 861 -47.864
-59.21440 839 178.291
sC + (gC − g5 − 2g6 + 2g7) -59.57496 833-175.559
sC + (2gC + g5 − 4g6 + g7) -56.38355 827 42.285
-59.15776 815 145.609
sC + (gC − g6) -33.24610 811 112.398
-59.27631 754-158.149
sC − (gC − g5 − 2g6 + 2g7) -58.93431 748 145.231
-59.34031 658-136.208
s8 -0.69175 578 20.281
-59.13924 537 69.232
-59.09718 502 110.955
s7 -2.99254 498 136.651
-59.18243 494 169.976
-57.30115 464 140.185
-59.40588 432-117.262
-57.16365 430 81.300
sC + (s6 − s7 − gC − 2g5 + 3g6) -60.64119 421 42.144
sC − (s6 − s7 − gC − 2g5 + 3g6) -57.86597 410 -68.694
gC + g5 − sC 117.76361 352 108.466
sC − 2 (gC − (2g6 − g7)) -60.95377 347 25.982
-59.08710 335 44.985
gC + g6 − sC 141.75125 332 25.633
-59.18321 317 61.105
-59.29432 306-156.136
sC + 2 (gC − (2g6 − g7)) -57.55339 297 130.966
sC + (gC − g5) -9.25848 291-150.471
sC + (gC + 2g5 − 2g6 − g7) -56.06436 273 105.958
-59.22602 268 176.849
sC + (g5 − g6) -83.24112 267 160.665
-59.16970 238 106.185
-59.24087 234 154.444
-57.08095 199 104.126
Tableau 3.2 – 50 premiers termes de l’analyse en fréquence des variables z = e exp(i̟) (a) et
ζ = sin (i/2) exp(iΩ) (b) pour Cérès sur l’intervalle de temps [−25 : 5] Myr.
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Figure 3.2 – Fréquences séculaires gC (a) et sC (b) de Cérès sur [−250 : 250] Myr calculées par
analyse en fréquence avec un pas de 5Myr sur chaque intervalle de 30Myr. Les barres d’erreur sont
données par la précision de l’analyse en fréquence.
On observe l’évolution des fréquences séculaires sur [−250 : 250]Myr avec la même procédure
que Laskar (1990) pour estimer la largeur des régions chaotiques. On divise l’intervalle de temps
[−250 : 250]Myr en intervalles de 30Myr et sur chaque intervalle on réalise une analyse en fréquence
pour déterminer les fréquences séculaires gC et sC . Les centres de deux intervalles consécutifs sont
séparés de 5Myr et il existe ainsi un recouvrement des intervalles. L’évolution des fréquences propres g
et s est représentée sur la figure 3.2. À cause de la diffusion chaotique, les fréquences gC et sC varient
respectivement sur environ [54.225 : 54.261] ′′/yr et [−59.263 : −59.209] ′′/yr.
3.1.2 Vesta
Les variations temporelles du demi-grand axe a, de l’excentricité e et de l’inclinaison i de Vesta pour
la solution La2011 sont représentées sur la figure 3.3. Le demi-grand axe, l’excentricité et l’inclinaison
oscillent sur [−20 : 0] Myr respectivement environ entre 2.3603 et 2.3634UA, entre 0.0392 et 0.160 et
entre 5.21 et 7.56◦. Comme pour Cérès, les variations sur [−100 : 0] kyr sont représentatives de celles
sur [−20 : 0] Myr. L’amplitude des variations est du même ordre de grandeur sur [−250 : 250] Myr.
Les amplitudes Ak, les fréquences νk et les phases φk obtenues par analyse en fréquence pour
les variables z et ζ sont présentées dans le tableau 3.3 pour Vesta. Les fréquences propres orbitales
de Vesta sont gV = 36.895′′/yr et sV = −39.609′′/yr obtenues par l’analyse en fréquence avec une
précision de 0.003′′/yr. Les périodes de précession du périhélie et de précession du nœud ascendant
sont ainsi respectivement 35.13 kyr et 32.72 kyr.
Bien que l’écart entre la fréquence −17.737′′/yr et la fréquence propre s4 = −17.751′′/yr associée
à Mars soit de 0.014′′/yr, ce qui est supérieur à la précision de l’analyse en fréquence, la fréquence
−17.737′′/yr pourrait provenir du mouvement orbital séculaire de Mars. Comme Vesta présente un
plus petit demi-grand axe que Cérès, les perturbations planétaires de Mars sont plus importantes que
pour Cérès, ce qui pourrait expliquer la présence de ce terme.
L’évolution des fréquences propres sur [−250 : 250] Myr est représentée sur la figure 3.4. À cause de
la diffusion chaotique, les fréquences gV et sV varient respectivement sur environ [36.809 : 36.939] ′′/yr
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Figure 3.3 – Demi-grand axe, excentricité et inclinaison de Vesta sur les intervalles de temps
[−100 : 0] kyr, [−1 : 0] Myr et [−20 : 0] Myr.
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(a) νk (′′/yr) 106 ×Ak φk (◦)
gV 36.89490 98564 -122.569
g6 28.24512 31697 -55.781
g5 4.25749 26156 27.041
36.97140 4721 115.878
36.81313 4554 163.495
36.84862 2759 166.234
36.78643 2558 179.195
36.99679 2525 85.970
36.93803 1731 122.690
36.89072 1663 127.326
36.72857 1647 -140.285
37.05697 1550 34.707
36.89173 1376 154.679
gV − (sV − s6) 50.15557 1349 -107.631
gV + (sV − s6) 23.63377 1300 41.845
36.93341 1190 74.762
2sV − gV -116.11448 1102 154.886
36.84000 1064 -179.914
36.84716 1047 162.744
g7 3.08795 1045 117.063
36.78526 926 -157.751
36.88950 802 69.901
2g6 − g5 52.23282 676 -138.360
36.94612 652 120.228
gV + (g5 − g7) 38.06152 640 140.591
gV − (g5 − g7) 35.72795 626 156.535
2gV − g5 69.53245 611 -91.314
36.98925 581 79.842
g6 − (sV − s6) 41.50591 494 -40.729
36.74614 477 -116.184
36.69132 471 -78.481
g6 + (g5 − g7) 29.41516 430 -143.914
2gV − g6 45.54421 422 -9.384
36.93934 416 67.015
2gV − g6 + sV − s6 32.28376 406 155.536
36.80741 403 -139.857
36.94137 381 100.853
36.99255 377 27.377
37.04189 373 33.547
36.88943 372 119.603
g6 − (g5 − g7) 27.07591 370 -144.919
37.44533 358 -86.385
36.34301 352 16.697
36.72254 349 -62.084
36.79011 347 -135.492
37.10060 344 -39.502
36.65369 310 -37.489
36.84687 268 177.786
37.14608 266 -64.218
36.84949 237 -174.862
(b) νk (′′/yr) 106 ×Ak φk (◦)
sV -39.60884 53659 107.187
s6 -26.34784 8415 -56.192
-39.67443 7943 -20.319
-39.53472 7659 76.357
-39.49150 2826 -33.655
-39.57146 2652 -140.255
-39.62997 2198 -137.520
-39.52960 2098 112.525
sV − (gV − g6) -48.25866 2079 174.744
sV + (gV − g6) -30.95913 1985 -138.459
-39.58772 1560 105.743
-39.47439 1467 103.816
-39.69832 1399 162.185
-39.65518 1248 58.214
-39.61420 945 -56.211
-39.73436 860 -67.914
-39.50462 851 -93.953
-39.69100 816 -167.379
-39.39015 772 -106.169
-39.43391 770 -42.332
-39.46848 707 124.045
-39.55488 697 -45.834
-39.77783 682 29.955
-39.65303 651 66.999
s8 -0.69175 584 20.276
-39.43395 574 -2.148
-39.73011 563 -49.221
2gV − sV 113.39865 533 7.177
s7 -2.99254 514 136.656
-39.42303 488 46.722
-39.69201 466 -179.610
-39.76367 464 94.984
-39.35408 379 139.039
s6 − (gV − g6) -34.99780 363 -169.922
-39.81461 357 121.250
-39.79370 336 -103.462
-48.33380 327 -0.018
-48.17492 326 -164.608
-31.01869 309 126.019
-30.89244 301 144.122
-40.15440 284 86.579
gV + g6 − sV 104.74876 277 73.310
-39.39361 274 -103.823
-39.05991 271 -42.700
sV − (g5 − g7) -40.77220 263 -145.014
2sV − s6 -52.87189 259 88.498
sV + (g5 − g7) -38.44674 249 -177.002
-17.73694 212 -34.193
sV + (gV − g5) -6.97330 136 -50.263
gV + g5 − sV 80.76118 133 156.327
Tableau 3.3 – 50 premiers termes de l’analyse en fréquence des variables z = e exp(i̟) (a) et
ζ = sin (i/2) exp(iΩ) (b) pour Vesta sur l’intervalle de temps [−25 : 5] Myr.
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Figure 3.4 – Fréquences séculaires gV (a) et sV (b) de Vesta sur [−250 : 250] Myr calculées par
analyse en fréquence avec un pas de 5Myr sur chaque intervalle de 30Myr. Les barres d’erreur sont
données par la précision de l’analyse en fréquence.
et [−40.011 : −39.514] ′′/yr. La diffusion est plus importante pour Vesta que pour Cérès notamment
pour la fréquence sV qui varie d’environ 0.50′′/yr sur [115 : 220] Myr.
3.2 Modèle séculaire hamiltonien
Dans la section 3.1.1, nous avons vu que Cérès était proche des résonances avec les fréquences
séculaires 2g6−g5 et 2g6−g7. La présence d’une résonance séculaire orbitale peut induire des variations
importantes des paramètres orbitaux, qui peuvent se répercuter sur le mouvement de rotation. De plus
comme noté par Laskar et Robutel (1993), le caractère chaotique de l’orbite peut élargir les régions
chaotiques de la rotation. Pour étudier la stabilité des mouvements orbitaux de Cérès et Vesta et les
effets des résonances proches, nous allons ainsi réaliser un modèle séculaire reproduisant la solution
La2011.
3.2.1 Construction du modèle séculaire
Laskar et Robutel (1995) ont considéré un problème à trois corps où deux planètes sont en orbite
autour d’une étoile et ont développé le hamiltonien d’interaction entre les deux planètes en fonction du
rapport de leurs demi-grands axes. Le hamiltonien peut alors s’exprimer comme une série polynomiale
des variables canoniques rectangulaires de Poincaré. Pour un hamiltonien développé à un certain ordre
en rapport des demi-grands axes, tronquer la série à un certain degré en excentricité et inclinaison
permet d’obtenir une expression explicite du hamiltonien d’interaction.
Pour calculer le hamiltonien résultant des perturbations planétaires, nous nous limitons ici aux
effets gravitationnels de Jupiter et Saturne sur Cérès et Vesta. Par exemple dans le cas de Cérès, on
considère d’abord le système à trois corps Soleil-Jupiter-Cérès pour obtenir le hamiltonien décrivant
les perturbations de Jupiter puis le système Soleil-Saturne-Cérès afin d’avoir celui des perturbations de
Saturne. La somme des deux hamiltoniens donne le hamiltonien total qui s’écrit (Laskar et Robutel,
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Figure 3.5 – Différence pour Cérès entre l’excentricité (a) et l’inclinaison (b) du modèle séculaire et
de la solution La2011 avec ajustement de fréquences en noir et sans en rouge.
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avec N = (n, n′, n, n′,m,m′,m,m′) et où ΓN (Λ,Λl) sont des coefficients dépendant seulement du
rapport des demi-grand axes (Laskar et Robutel, 1995). Les variables rectangulaires canoniques de
Poincaré (Λ, λ, x,−ix, y,−iy) sont définies par
Λ = β
√
µa, (3.15)
x =
√
Λ
(
1−
√
1− e2
)
ei̟, (3.16)
y =
√
Λ
√
1− e2 (1− cos i)eiΩ, (3.17)
où β = mM⊙/(m +M⊙), µ = G(m +M⊙), m la masse du corps perturbé et M⊙ la masse du Soleil.
On utilise les variables normalisées X = x
√
2/Λ, Y = y/
√
2Λ de la même façon que Laskar et Robutel
(1995).
Le hamiltonien peut être développé à différents ordres en masse et à différents degrés en excentricité
et inclinaison. Le hamiltonien de l’équation (3.14) est un hamiltonien total qui dépend des longitudes
moyennes. Le hamiltonien séculaire peut être obtenu à partir de l’expression (3.14) en sélectionnant
les termes vérifiant (k, k′) = (0, 0) (Laskar et Robutel, 1995).
On suppose que Cérès et Vesta ne perturbent pas les planètes et présentent des masses nulles. Cérès
et Vesta sont ainsi forcés par le mouvement des planètes et les variables Xi, Xi, Yi, Y i sont calculées à
partir d’une solution orbitale séculaire de Jupiter et Saturne. On réalise ainsi une analyse en fréquence
des variables Xi et Yi de Jupiter et Saturne pour la solution La2011 sur [−20 : 0]Myr et on extrait
parmi les cent premiers termes de l’analyse en fréquence les termes séculaires de fréquence inférieure
en valeur absolue à 300′′/yr pour obtenir des décompositions en fréquences séculaires. En injectant ces
décompositions dans les variables de Jupiter et Saturne dans le hamiltonien séculaire, on obtient un
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Figure 3.6 – Différence pour Vesta entre l’excentricité (a) et l’inclinaison (b) du modèle séculaire et
de la solution La2011 avec ajustement de fréquences en noir et sans en rouge.
hamiltonien dépendant uniquement des variables de l’astéroïde X, X, Y , Y et du temps. Les équations
du mouvement sont données alors par
dX
dt
= −2i
Λ
∂H
∂X
(3.18)
dY
dt
= − i
2Λ
∂H
∂Y
. (3.19)
3.2.2 Ajustement du modèle séculaire
Les équations (3.18) et (3.19) sont intégrées avec un pas de 100 yr avec un intégrateur Runge-Kutta
8(7) (Dormand et Prince, 1980) avec les mêmes conditions initiales que celles de la solution La2011.
Le hamiltonian séculaire est d’abord calculé à l’ordre 1 en masse et degré 4 en excentricité et in-
clinaison. Un tel développement ne permet pas de retrouver la solution orbitale de Cérès et Vesta de
La2011 comme on peut le voir sur les figures 3.5 et 3.6 pour respectivement Cérès et Vesta. Les ampli-
tudes des oscillations de l’excentricité et de l’inclinaison correspondent mais on observe un déphasage
progressif entre la solution donnée par le modèle séculaire et la solution La2011. L’analyse en fréquence
permet de constater que les deux solutions présentent des fréquences séculaires g et s différentes pour
Cérès et Vesta, d’où le déphasage observé. Pour augmenter la précision du modèle séculaire, on pourrait
augmenter l’ordre du hamiltonien séculaire.
On peut aussi augmenter la précision du modèle séculaire en ajustant ses fréquences propres de la
même façon que cela a été réalisé par Laskar (1990). Les déphasages pour la longitude du périhélie et la
longitude du nœud entre la solution La2011 et le modèle séculaire peuvent être modélisés respectivement
par les fonctions affines du temps At + δ̟0 et Bt + δΩ0. Les paramètres A et B représentent les
différences entre les fréquences propres entre les deux solutions. On peut ainsi ajuster les fréquences
du modèle séculaire en ajoutant les termes suivants au hamiltonien
H ′ = H − AΛ
2
XX − 2BΛY Y . (3.20)
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Figure 3.7 – Excentricité (a), inclinaison (b), fréquence gC (c) en fonction de A pour Cérès. Pour
l’excentricité (a) et l’inclinaison (b), les courbes rouges, noires et bleues correspondent respectivement
aux valeurs maximales, moyennes et minimales. La ligne rouge verticale représente la valeur de A pour
le modèle séculaire.
Les conditions initiales de la longitude du périhélie et de la longitude du nœud sont aussi corrigées
respectivement de δ̟0 et δΩ0. Les conditions initiales pour l’excentricité et l’inclinaison doivent aussi
être corrigées. Les excentricités et les inclinaisons présentent en effet des termes à courtes périodes.
Pour l’intégration des équations séculaires, il faut ainsi prendre des conditions initiales de l’excentricité
et de l’inclinaison, où une moyenne a été réalisée sur les courtes périodes. On réalise cela en corrigeant
les conditions initiales pour que les différences en excentricité et inclinaison présentent une moyenne
nulle sur [−20 : 0]Myr.
La procédure de correction des fréquences séculaires et des conditions initiales est itérée plusieurs
fois jusqu’à ce que les moyennes des différences pour les variables e, i, ̟ et Ω soient nulles sur [−20 :
0]Myr, comme représentées sur les figures 3.5 et 3.6 pour respectivement Cérès et Vesta. L’ajustement
des fréquences est alors de A ≈ 4.1′′/yr et B ≈ 0.20′′/yr pour Cérès et de A ≈ 0.51′′/yr et B ≈
−0.41′′/yr pour Vesta.
L’ajustement des fréquences a ainsi permis de reproduire la solution La2011 en considérant uni-
quement les perturbations de Jupiter et Saturne. Ainsi la dynamique de Cérès et Vesta est dominée
par les perturbations de Jupiter et Saturne et les perturbations des autres planètes sont beaucoup plus
faibles, comme noté pour Cérès et Vesta par Skoglöv et al. (1996) et pour Cérès par Ermakov et al.
(2017a). Pour Cérès, la correction sur la fréquence gC est particulièrement élevée. On peut construire
pour Cérès un modèle d’ordre 2 et de degré 6. Pour ce modèle les corrections sur les fréquences gC et sC
sont plus faibles avec A ≈ 1.8′′/yr et B ≈ −0.045′′/yr. Les contributions d’ordre supérieur sont ainsi
plus importantes pour Cérès que pour Vesta mais nous conservons pour les deux le modèle d’ordre 1
et de degré 4.
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Figure 3.8 – Excentricité (a), inclinaison (b), fréquence sC (c) en fonction de B pour Cérès. Pour
l’excentricité (a) et l’inclinaison (b), les courbes rouges, noires et bleues correspondent respectivement
aux valeurs maximales, moyennes et minimales. La ligne rouge verticale représente la valeur de B pour
le modèle séculaire.
3.2.3 Étude des résonances proches
L’intégration des équations issues du hamiltonien séculaire est environ 104 fois plus rapide qu’en
utilisant l’intégrateur LaX. Ce modèle peut ainsi être utilisé pour étudier la dynamique à proximité de
Cérès et Vesta en réalisant des intégrations pour de nombreuses valeurs différentes des paramètres A
et B. Les effets des résonances avec les fréquences présentes dans le mouvement séculaire de Jupiter et
Saturne peuvent alors être observés. Les équations (3.18) et (3.19) sont intégrées pour chaque valeur
des paramètres A et B sur [−20 : 0] Myr. On détermine ensuite par analyse en fréquence les fréquences
g et s.
Pour Cérès, on fait varier A sur l’intervalle [0 : 6] ′′/yr. Les évolutions de l’excentricité, de l’incli-
naison, de la fréquence gC sont sur la figure 3.7. Cérès entre en résonance avec la fréquence séculaire
2g6 − g5 ≈ 52.23′′/yr pour gC ∈ [51.32 : 53.16] ′′/yr. L’excentricité varie alors entre 0.0002 et 0.27
contre des variations entre 0.04 et 0.18 en dehors de la résonance. L’inclinaison maximale augmente
alors de 10.6 à 11.1◦. Cérès entre dans la résonance avec la fréquence 2g6 − g7 ≈ 53.40′′/yr pour
gC ∈ [53.21 : 53.60] ′′/yr et l’excentricité maximale augmente alors de 0.17 à 0.19. Dans la section
3.1.1, on a estimé que la diffusion chaotique peut permettre à la fréquence séculaire gC de varier sur
l’intervalle [54.225 : 54.261] ′′/yr sur [−250 : 250] Myr. Ainsi la diffusion chaotique de la fréquence gC
est trop faible pour que Cérès puisse entrer en résonance avec les fréquences 2g6 − g5 et 2g6 − g7 sur
[−250 : 250] Myr. La fréquence g7 + 2g6 − 2g5 ≈ 51.06′′/yr présente dans le mouvement de Jupiter et
Saturne provoque une résonance pour gC ∈ [50.97 : 51.20] ′′/yr avec une augmentation de l’excentricité
maximale inférieure aux deux résonances précédentes. Le mouvement de Jupiter et Saturne pourrait
aussi créer une résonance avec la fréquence 3g6− 2g5+ s6− s7 ≈ 52.87′′/yr. Cependant on ne peut pas
distinguer ici ses effets de ceux de la résonance 2g6 − g5.
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Figure 3.9 – Excentricité (a), inclinaison (b), fréquence gV (c) en fonction de A pour Vesta. Pour
l’excentricité (a) et l’inclinaison (b), les courbes rouges, noires et bleues correspondent respectivement
aux valeurs maximales, moyennes et minimales. La ligne rouge verticale représente la valeur de A pour
le modèle séculaire.
Les évolutions de l’excentricité, de l’inclinaison, de la fréquence sC sont sur la figure 3.8 pour
B ∈ [−3, 3] ′′/yr. L’évolution de sC présente quelques irrégularités pour sC ∈ [−59.95 : −59.73] ′′/yr.
Cependant cet intervalle de fréquence ne correspond à aucun terme présent dans le mouvement séculaire
de Jupiter et Saturne utilisé pour ce modèle.
Pour Vesta, le paramètre A varie sur l’intervalle [−3, 3] ′′/yr et les évolutions de l’excentricité,
de l’inclinaison, de la fréquence gV sont sur la figure 3.9. Lorsque gV ∈ [34.56 : 35.25] ′′/yr, Vesta
entre en résonance avec la fréquence 2g5 − s6 ≈ 34.86′′/yr. L’excentricité maximale augmente alors
de 0.17 à 0.19 et l’inclinaison maximale de 7.5 à 8.0◦. Dans la section 3.1.2, nous avons vu que la
fréquence séculaire gV peut varier sur l’intervalle [36.809 : 36.939] ′′/yr sur [−250 : 250] Myr à cause
de la diffusion chaotique. Ainsi comme pour Cérès la diffusion chaotique est trop faible pour que
Vesta entre en résonance avec la fréquence 2g5 − s6 sur [−250 : 250] Myr. On observe aussi que pour
gV ∈ [38.86 : 39.12] ′′/yr, l’inclinaison maximale augmente de 7.6 à 7.7◦. Cet intervalle de fréquence ne
correspond pas à une fréquence présente dans le mouvement séculaire de Jupiter et Saturne.
Les évolutions de l’excentricité, de l’inclinaison et de la fréquence sV sont représentées sur la figure
3.10 pour B ∈ [−3, 3] ′′/yr. Pour sV ∈ [−41.71 : −41.49] ′′/yr, l’inclinaison maximale augmente de 7.3
à 7.4◦. Aucun terme présent dans le mouvement séculaire de Jupiter et Saturne ne correspond à cet
intervalle de fréquences.
Pour Cérès et Vesta, on observe ainsi que les résonances séculaires orbitales à proximité présentent
de faibles effets sur l’excentricité et l’inclinaison à l’exception des résonances avec les fréquences 2g6−g5
et 2g6 − g7 pour Cérès et 2g5 − s6 pour Vesta. Cependant la diffusion chaotique n’est pas suffisante
pour que Cérès et Vesta entrent en résonance avec ces fréquences sur [−250 : 250] Myr.
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Figure 3.10 – Excentricité (a), inclinaison (b), fréquence sV (c) en fonction de B pour Vesta. Pour
l’excentricité (a) et l’inclinaison (b), les courbes rouges, noires et bleues correspondent respectivement
aux valeurs maximales, moyennes et minimales. La ligne rouge verticale représente la valeur de B pour
le modèle séculaire.
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Figure 3.11 – Spectre de Fourier de A+ iB pour Cérès.
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Figure 3.12 – Spectre de Fourier de A+ iB pour Vesta.
3.3 Construction d’une solution orbitale séculaire
Pour calculer la normale à l’orbite n et l’excentricité dans les équations (2.148), nous avons besoin
d’une solution orbitale. Nous avons d’abord utilisé la solution orbitale de Cérès et Vesta donnée par
La2011. Cependant cette solution n’est pas séculaire. L’intégration séculaire de la précession à partir
d’une telle solution orbitale conduit à une solution pour la précession où la norme du moment cinétique
n’est pas conservée. On observe en effet une dérive linéaire de la norme d’où une erreur relative d’environ
1×10−5 au bout de 20 millions d’années. En réalisant une moyenne des éléments orbitaux de la solution
La2011, on améliore la conservation de la norme. Cependant, l’erreur relative ne peut descendre en
dessous d’environ 1× 10−8 au bout de 20 millions d’années. Ainsi si on souhaite calculer la précession
à partir des équations séculaires (2.148), il est nécessaire d’avoir une solution orbitale séculaire.
On peut extraire une solution séculaire de la solution La2011 à l’aide de l’analyse en fréquence. En
effet, l’analyse en fréquence réalisée dans la section 3.1 a permis d’obtenir une décompostion fréquen-
tielle des mouvements orbitaux de Cérès et Vesta. À partir des cinquante premiers termes séculaires,
c’est-à-dire de fréquence comprise dans l’intervalle [−300 : 300] ′′/yr, des analyses en fréquence des va-
riables z = eei̟ et ζ = sin(i/2)eiΩ indiqués dans les tableaux 3.2 et 3.3 pour respectivement Cérès et
Vesta, on obtient des séries temporelles pour z et ζ. En les évaluant tous les 100 yr, on peut construire
une solution orbitale séculaire.
Cependant on conserve alors seulement les cinquante termes les plus importants pour la variable ζ.
Or les termes suivants bien que présentant des amplitudes plus faibles peuvent jouer un rôle important
en cas de résonance séculaire. C’est le cas par exemple pour la Terre, où la résonance avec la fréquence
s6−g6+g5 conduit à une variation de l’obliquité moyenne d’environ 0.4◦ (Laskar et al., 1993b, 2004b),
bien que ce terme ait une amplitude environ 5000 fois plus faible que le terme de plus grande amplitude
dans la décomposition en fréquence de ζ pour la Terre.
Si on se contente d’ajouter les termes suivants en sélectionnant les termes de plus grande amplitude,
on ajoutera principalement des termes avec une fréquence proche de la fréquence propre de précession
du nœud ascendant s présentant une amplitude modérée comme on l’observe dans les tableaux 3.2
et 3.3 présentant les décompositions en fréquence de ζ pour Cérès et Vesta. Ces termes contribuent
de manière faible à l’évolution de ζ et leurs effets lors d’une résonance seront masqués par ceux de la
résonance avec s et il n’est ainsi pas nécessaire de les ajouter dans la décomposition en fréquence de ζ.
De plus, des termes d’amplitude plus faible, mais avec des fréquences éloignées de la fréquence propre
s seront alors omis.
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Figure 3.13 – Différence pour l’excentricité (a) et l’inclinaison (b) entre la solution séculaire et la
solution La2011 pour Cérès.
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Figure 3.14 – Différence pour l’excentricité (a) et l’inclinaison (b) entre la solution séculaire et la
solution La2011 pour Vesta.
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On va ainsi ajouter à la décomposition en fréquence de ζ tous les termes présents dans une fenêtre
de fréquences choisie. Pour choisir ces fréquences, on réalise de la même façon que Laskar et al. (1993a)
le spectre de Fourier de A+iB, où A et B sont définis par les équations (2.168) et (2.169). Les spectres
de Fourier de A+iB ont été obtenus avec la fenêtre CN (1+cos(πt))N avec CN = 2N (N !)2/(2N)! pour
N = 3 et sont représentés sur les figures 3.11 et 3.12 pour respectivement Cérès et Vesta. Pour Cérès,
on choisit ainsi comme borne inférieure −45′′/yr et −34′′/yr pour Vesta afin de ne pas sélectionner des
termes de fréquence proche de la fréquence s. Souhaitant faire varier la constante de précession dans
l’intervalle [0 : 60] ′′/yr, on choisit ainsi comme fenêtre [−45 : 60] ′′/yr pour Cérès et [−34 : 60] ′′/yr
pour Vesta.
À partir d’une analyse en fréquence de la solution La2011 sur l’intervalle de temps [−25 : 5] Myr, la
solution séculaire est ainsi obtenue à partir des cinquante premiers termes de fréquence dans l’intervalle
[−300 : 300] ′′/yr et des cent termes suivants de fréquence dans l’intervalle [−45 : 60] ′′/yr pour Cérès et
dans l’intervalle [−34 : 60] ′′/yr pour Vesta. Ces termes supplémentaires sont indiqués dans l’annexe C
dans les tableaux C.1 et C.2 pour respectivement Cérès et Vesta. Les solutions séculaires ainsi obtenues
sont comparées à la solution d’origine La2011 pour l’excentricité et l’inclinaison sur les figures 3.13
et 3.14 pour respectivement Cérès et Vesta. Les différences entre la solution séculaire et la solution
La2011 présentent de faibles amplitudes et oscillent autour de zéro. Les différences restent inférieures
en valeur absolue à 0.004 pour l’excentricité et à 0.4◦ pour l’inclinaison pour Cérès et à 0.004 pour
l’excentricité et à 0.2◦ pour l’inclinaison pour Vesta. Les solutions séculaires reconstruites par analyse en
fréquence permettent ainsi bien de reproduire la solution La2011. Les oscillations de faibles amplitudes
correspondent aux termes de plus courtes périodes qui ont été écartés pour construire la solution
séculaire.
Cette solution orbitale séculaire sera utilisée dans la section 5.4 pour obtenir une solution séculaire
de l’axe de rotation de Cérès et Vesta.
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Chapitre 4
Caractéristiques physiques et de rotation
de Cérès et Vesta
Dans ce chapitre, nous allons nous intéresser aux caractéristiques physiques et de rotation de Cérès
et Vesta nécessaires au calcul de la rotation à long terme. Pour réaliser l’intégration à long terme de
Cérès et Vesta avec les différentes méthodes indiquées dans le chapitre 2, il est nécessaire de connaître
en plus des paramètes orbitaux le moment d’inertie polaire C, l’aplatissement gravitationnel J2 pour
un rayon de référence R, la vitesse de rotation propre ω, l’angle d’Andoyer J afin notamment de
pouvoir calculer les quantités C (équation 2.59) et α (équation 2.156), la constante de précession. Les
orientations initiales de Cérès et Vesta doivent aussi être connues.
La vitesse de rotation ω peut être déterminée avec une bonne précision à partir des variations de
la luminosité observées depuis la Terre, comme réalisé par Chamberlain et al. (2007) pour Cérès ou
par imagerie comme réalisé par Drummond et al. (1988) pour Vesta. L’analyse des courbes de lumière
obtenues permet, en plus d’une détermination précise de la période de rotation, d’estimer l’orientation
initiale. L’angle J peut être estimé à partir du calcul du mouvement polaire. La mesure du champ
de gravité permet d’obtenir l’aplatissement gravitationnel J2. Cette dernière ne peut être effectuée
qu’à proximité de Cérès et Vesta, dans une région où leur champ gravitationnel est plus important
que celui des autres corps. L’observation de l’axe de rotation au cours du temps peut permettre de
déterminer la fréquence de précession instantanée du corps et ainsi de remonter au moment d’inertie
polaire d’après l’équation (2.160), si toutes les autres quantités sont connues. Cependant la précession
de l’axe de rotation a lieu sur des périodes de temps de l’ordre de dix à cent mille ans. La précession
observée sur quelques années est ainsi faible. Les observations doivent ainsi se dérouler de façon précise
sur des périodes de temps suffisamment importantes. Si les observations ne permettent pas d’obtenir
la fréquence de précession, on peut estimer le moment d’inertie polaire à partir des différents modèles
de structure interne qui permettent de reproduire le champ de gravité. Cependant l’incertitude sur la
structure interne se retrouve sur le moment d’inertie.
La mission spatiale Dawn a permis notamment de déterminer le champ de gravité de Cérès et Vesta
ainsi que sa forme. Elle a aussi précisé les vitesses de rotation ainsi que les coordonnées de l’axe de
rotation. Nous allons ainsi calculer dans ce chapitre les valeurs des constantes de précession à partir
des données de la mission spatiale Dawn.
4.1 Cérès
4.1.1 Caractéristiques physiques
La sonde spatiale Dawn a permis de déterminer le champ de gravité de Cérès jusqu’au 8e degré
(Park et al., 2016). Park et al. (2016) ont ainsi obtenu la valeur de l’aplatissement gravitationnel
J2 = 2.6499× 10−2 ± 8.4× 10−7 (4.1)
pour le rayon de référence.
R = 470 km. (4.2)
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permettent de retrouver le J2 mesuré par la mission spatiale Dawn (Park et al., 2016). On observe que
pour un manteau de densité 2460− 2900 kgm−3, la valeur du moment d’inertie sphérique I est 0.375.
À partir du moment d’inertie moyen, on peut obtenir la valeur du moment d’inertie polaire C avec la
relation (Rambaux et al., 2007)
C =
2J2
3
+ I. (4.4)
Avec J2 = 2.6499× 10−2 et I = 0.375, on obtient de façon exacte
C = 0.392666. (4.5)
En prenant en compte la forme non sphérique de Cérès, le moment d’inertie moyen est 0.377, ce qui
aboutit à un moment d’inertie polaire de C = 0.395.
Regardons à présent les incertitudes possibles sur C. Le moment d’inertie polaire C a été calculé
pour des solutions numériques de l’équation de Clairaut de l’équilibre hydrostatique reproduisant le J2
observé. Si Cérès était à l’équilibre hydrostatique, elle devrait uniquement présenter un aplatissement
aux pôles dû à la rotation et l’axe polaire serait un axe de symétrie de révolution. Cependant, Cérès
présente un écart à l’équilibre hydrostatique qui se traduit par le fait que les coefficients C22 et S22
soient non nuls (Park et al., 2016). Les moments d’inertie A et B ne sont ainsi pas identiques et Cérès
présente un renflement équatorial. Le J2 observé présente ainsi une composante non-hydrostatique Jnh2 ,
qui peut être estimée selon Park et al. (2016) et Ermakov et al. (2017a) par
Jnh2
J2
=
√
C
2
22 + S
2
22
J2
. (4.6)
Il existe ainsi un écart entre la valeur réelle du moment d’inertie polaire et celle calculée à partir de
l’équation de Clairaut à l’équilibre hydrostatique. Cet écart peut être estimé à l’aide de la relation de
Radau-Darwin pour un corps hydrostatique (e.g., Rambaux et al., 2015, Ermakov et al., 2017b)
I =
2
3
(
1− 2
5
√
4− k
1 + k
)
(4.7)
avec k = 3J2/q le nombre de Love, q = ω2R3v/(Gm), Rv le rayon volumétrique et m la masse de Cérès.
En dérivant cette relation, on obtient l’incertitude relative sur le moment d’inertie moyen
∆I =
2k
3
√
(4− k) (1 + k)3
Jnh2
J2
. (4.8)
Avec Rv = 469.7 km (Ermakov et al., 2017b), on obtient ∆I = 0.0047. On en déduit ∆C = ∆I +
2Jnh2 /3 = 0.0053 et on conserve pour l’incertitude du moment d’inertie polaire ∆C = 0.005 comme
réalisé par Ermakov et al. (2017a).
Il existe une source d’incertitude supplémentaire sur le moment d’inertie polaire due à la forme
non-hydrostatique de Cérès (Park et al., 2016). Elle pourrait être estimée en calculant à partir de cette
forme non-hydrostatique une structure interne à deux couches reproduisant le J2 observé en supposant
un profil de densité et une interface à l’équilibre hydrostatique entre la couche externe et le manteau.
Cependant, un tel calcul réalisé par Nicolas Rambaux a révélé une structure interne éloignée de celle
déduite par Park et al. (2016) avec un manteau plus massif et par conséquent un moment d’inertie
plus faible. Un tel modèle néglige les compensations isostatiques, qui compensent en partie la forme
non-hydrostatique de la surface et est ainsi éloigné de la réalité. Le caractère non-hydrostatique de la
forme n’a ainsi pas été considéré pour le calcul de l’incertitude de C.
Ermakov et al. (2017a) obtiennent C = 0.392 pour une structure à deux couches avec un rayon de
référence de 469.7 km, ce qui correspond à C ≈ 0.3915 pour un rayon de référence de 470 km. Avec
une incertitude de ∆C = 0.005, la valeur calculée ici C = 0.393 est bien dans l’intervalle d’incertitude
et les deux valeurs sont ainsi cohérentes.
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Pour l’intégration de la rotation à long terme, nous avons pris comme moment d’inertie polaire
pour Cérès la valeur obtenue à partir du moment d’inertie moyen sphérique
C = 0.393 (4.9)
avec 0.005 son incertitude, ce qui correspond à un intervalle d’incertitude de [0.388 : 0.398].
4.1.3 Angle d’Andoyer J
Pour estimer l’angle d’Andoyer J , nous allons nous intéresser au mouvement du vecteur rotation
autour de l’axe polaire vu précédemment dans la section 2.3.1. D’après l’équation (2.138), il peut être
décrit par le mouvement polaire m1,m2 et la longueur du jour m3. Rambaux et al. (2011) ont étudié
le mouvement polaire de Cérès et en ont donné une approximation quasi-périodique. Le mouvement
polaire a alors une période de 0.37813 jr et une amplitude d’environ 0.4mas et la longueur du jour
calculée pour Cérès supposée axisymétrique une période de 1681.9 jr et une amplitude d’environ 8 ×
10−4mas. Ainsi l’angle entre le vecteur rotation et l’axe polaire est environ 1.1×10−7 ◦. L’angle J entre
le moment cinétique et l’axe polaire est ainsi faible et peut être estimé avec l’équation (2.142). Avec
C = 0.393, on obtient (A+B)/2 = 0.367. En prenant A = B = (A+B)/2 dans l’équation (2.142) et
√
m21 +m
2
2 = |m1 + im2| = 0.4mas, on obtient
J ≈ 1× 10−7 ◦. (4.10)
L’angle d’Andoyer J peut ainsi être négligé pour Cérès.
La mission spatiale Dawn a déterminé les axes principaux d’inertie de Cérès et a constitué à partir
de cette détermination un repère lié aux axes principaux, qu’on appellera RD, dans lequel les coefficients
du champ de gravité ont été exprimés. Lorsque l’on néglige l’angle d’Andoyer J , le vecteur rotation est
donné par Ω = ωK et le moment cinétique est alors donné par G = IΩ = ωIK. La matrice d’inertie
s’exprime dans le repère RD selon
I =


A I12 I13
I12 B I23
I13 I23 C

 (4.11)
et ainsi
G = ω


I13
I23
C

 = ωmR2


−C21
−S21
C

 , (4.12)
car I13 et I23 sont reliés aux coefficients de gravité C21 et S21 par
C21 = −
I13
mR2
, S21 = −
I23
mR2
. (4.13)
On note JD l’angle entre le moment cinétique et l’axe polaire du repère RD, qui vérifie ainsi
cos JD =
G.K
G
=
C
√
C
2
+ C221 + S
2
21
. (4.14)
Pour JD petit, la relation devient
JD =
√
C221 + S
2
21
C
. (4.15)
Park et al. (2016) indiquent que, comme les coefficients C21 et S21 sont beaucoup plus faibles que
les autres coefficients de gravité de degré 2, l’axe de rotation est proche de l’axe polaire. On peut
estimer JD d’après l’équation (4.15) avec les valeurs de Park et al. (2016) C21 = −1.0773 × 10−7 et
S21 = 9.0669 × 10−8. L’incertitude sur ces coefficients est σ = 3.6 × 10−7 et est supérieure à leurs
valeurs. En prenant l’incertitude σ comme valeur pour C21 et S21 et avec C = 0.393, l’équation (4.15)
donne
JD ≈ 7× 10−5 ◦. (4.16)
La mission spatiale Dawn a ainsi permis de déterminer les axes principaux de Cérès avec une bonne
précision.
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4.1.4 Constante de précession
Le demi-grand axe de Cérès varie au cours du temps et oscille autour d’une valeur moyenne, comme
on peut le voir sur la figure 3.1. Pour calculer la constante de précession, on choisit d’utiliser une valeur
constante du demi-grand axe. En effet, dans l’équation (2.148) le mouvement orbital est donné à partir
d’une solution séculaire. Or pour une solution séculaire, le demi-grand axe reste constant. Ainsi, nous
avons réalisé une moyenne du demi-grand axe de Cérès sur l’intervalle [−25 : 5] Myr pour la solution
La2011. On obtient les valeurs moyenne, maximale et minimale suivantes sur cet intervalle
amoy = 2.767087693325191UA, (4.17)
amax = 2.771910895909442UA, (4.18)
amin = 2.764744551015287UA. (4.19)
Les valeurs maximales et minimales permettent d’estimer les variations maximales du demi-grand axe
à sa valeur moyenne, qui sont de l’ordre de ∆a = 0.005UA.
À partir de l’équation (2.157), on peut estimer la valeur de la constante de précession α pour Cérès
avec un intervalle de variations possibles. Ce dernier est donné à 71% par l’incertitude sur C et à 29%
par les variations du demi-grand axe a. Pour Cérès, la constante de précession est ainsi
α = 6.40± 0.12′′/yr. (4.20)
4.1.5 Cérès primitif
La forme de Cérès n’est pas hydrostatique. Mao et McKinnon (2018) ont estimé que Cérès devrait
tourner environ 7 ± 4% plus rapidement pour pouvoir être en équilibre hydrostatique avec la forme
actuelle observée par la mission spatiale Dawn. Mao et McKinnon (2018) ont supposé que Cérès était
après sa formation en équilibre hydrostatique mais que des impacts avec des astéroïdes ont diminué sa
vitesse de rotation jusqu’à la vitesse de rotation observée actuellement. Cette hypothèse suppose qu’il
n’y a pas eu de relaxation de la forme extérieure de Cérès, qui constitue ainsi une forme fossile, qui
n’a pas évolué depuis la fin de la formation de Cérès. La forme actuelle de Cérès serait alors un témoin
de l’ancienne vitesse de rotation de Cérès. Avec une augmentation de 7% de la vitesse de rotation,
Mao et McKinnon (2018) ont obtenu pour Cérès une structure interne de moment d’inertie moyen
I = 0.353± 0.009 pour un rayon de référence de R = 470 km. Avec l’équation (4.4), cela correspond à
un moment d’inertie polaire de C = 0.371± 0.009 et à une constante de précession de
α = 6.34± 0.43′′/yr. (4.21)
Avec cette hypothèse, Cérès aurait alors actuellement un moment d’inertie polaire de C = 0.371±0.009
et avec sa vitesse de rotation actuelle, cela correspondrait à une constante de précession de
α = 6.78± 0.20′′/yr. (4.22)
4.2 Vesta
4.2.1 Caractéristiques physiques
La mission spatiale Dawn a permis de déterminer le champ de gravité de Vesta jusqu’au 20e degré
(Konopliv et al., 2014). Konopliv et al. (2014) donnent pour l’aplatissement gravitationnel la valeur
normalisée
J2 = 3.1779397× 10−2 ± 1.9× 10−8 (4.23)
pour le rayon de référence
R = 265 km. (4.24)
Cela correspond à une valeur non normalisée d’environ
J2 =
√
5× J2 = 7.1060892× 10−2. (4.25)
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ρ ( kgm−3) demi-grand axes ( km)
(a) Croûte 2900 a = b = 280.9 c = 226.2
Manteau 3200 a = b = 253.3 c = 198.8
Noyau 7800 a = b = 114.1 c = 102.3
(b) Croûte 2970 a = 284.50 b = 277.25 c = 226.43
Manteau 3160 a = b = 257 c = 207
Noyau 7400 a = b = 117 c = 105
(c) Croûte 2970 a = 284.50 b = 277.25 c = 226.43
Manteau 3970 a = b = 213 c = 192
Tableau 4.1 – Densités et demi-axes pour différents modèles de structure interne de Vesta. (a)
correspond aux ellipsoïdes de référence du tableau 3 de Ermakov et al. (2014), (b) au modèle à trois
couches de Park et al. (2014) et (c) au modèle à deux couches de Park et al. (2014). Pour les modèles
(b) et (c) de Park et al. (2014), les dimensions de la croûte correspondent au meilleur ellipsoïde ajusté
par Konopliv et al. (2014).
Le taux de rotation a pu être précisé par Konopliv et al. (2014) à
ω = 1617.3331235± 0.0000005◦/jr. (4.26)
d’où une période de 5.342127651± 0.000000002 h contre une période de 0.2225887± 0.0000001 jr soit
5.3421288 h mesurée par Drummond et al. (1988), ce qui correspond à une vitesse de rotation de
1617.3328± 0.0008 ◦/jr.
4.2.2 Moment d’inertie polaire
La précession et la nutation de l’axe de rotation de Vesta ont pu être détectées par Konopliv
et al. (2014) à partir des observations de Dawn mais elles n’ont cependant pas permis de contraindre
le moment d’inertie polaire C. Comme pour Cérès, il est ainsi nécessaire de le calculer à partir des
modèles de structure proposés qui ont permis de reproduire le champ de gravité mesuré par Dawn. Le
moment d’inertie polaire C peut être calculé facilement en supposant une structure avec des couches
de forme ellipsoïdale de demi-axes ai, bi, ci et de densité ρi comme réalisé par Rambaux (2013), où ai,
bi, ci correspondent respectivement aux grand, intermédiaire et petit demi-axes. Pour un modèle en
trois couches, croûte (1), manteau (2), noyau (3), le moment d’inertie est donné par
C =
4π
15
(
a1b1c1
(
a21 + b
2
1
)
ρ1 + a2b2c2
(
a22 + b
2
2
)
(ρ2 − ρ1) + a3b3c3
(
a23 + b
2
3
)
(ρ3 − ρ2)
)
. (4.27)
Plusieurs modèles de structures internes ont été proposés à partir des données de Dawn (e.g. Russell
et al., 2012, Park et al., 2014, Ermakov et al., 2014). À partir de la formule (4.27), nous avons calculé
le moment d’inertie polaire C pour les modèles de Ermakov et al. (2014) et Park et al. (2014), qui ont
proposé des modèles de structure interne à partir du champ de gravité et du modèle de forme réalisé
par Gaskell (2012).
Ermakov et al. (2014) supposent une composition similaire de la croûte à celles des météorites
HED, composées des roches de type howardite, eucrite et diogénite, un manteau composé d’olivine
et un noyau constitué de fer. Cependant la forme extérieure de Gaskell (2012) et l’interface croûte-
manteau déterminée par Ermakov et al. (2014) présentent une forme plus complexe que celles de simples
ellipsoïdes. Ermakov et al. (2014) comparent ainsi le modèle obtenu à des ellipsoïdes de référence dont
les dimensions sont indiquées dans le tableau 4.1. À partir des paramètres du tableau 4.1, on obtient
grâce à la formule (4.27) un moment d’inertie polaire d’environ C = 0.4061. Ermakov et al. (2014)
ont ajusté un ellipsoïde triaxial au modèle de forme de Gaskell (2012). Avec cette forme ellipsoïdale
de dimensions a = 284.895 km, b = 277.431 km, c = 226.838 km, le moment d’inertie devient environ
C = 0.4086.
Park et al. (2014) proposent un modèle à trois couches et un modèle à deux couches. Les densités
de la croûte et du manteau sont déterminées en minimisant l’anomalie de Bouguer. Les ellipsoïdes
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utilisés pour les différentes couches des modèles ainsi que les densités déterminées sont indiqués dans
le tableau 4.1. Pour le calcul du moment d’inertie polaire, on remplacera le modèle de forme de Gaskell
(2012) par un ellipsoïde triaxial ajusté sur ce modèle par Konopliv et al. (2014). Avec l’équation (4.27),
on obtient alors respectivement les valeurs approchées C = 0.4089 pour le modèle à trois couches et
C = 0.4218 pour celui à deux couches.
Pour le calcul de la constante de précession, on choisit de conserver la valeur C = 0.409 obtenue
avec le modèle à trois couches de Park et al. (2014) et 0.013 pour l’incertitude, l’intervalle d’incertitude
étant [0.406 : 0.422].
4.2.3 Angle d’Andoyer J
Comme pour Cérès, on peut déterminer la valeur de l’angle J à partir du calcul du mouve-
ment polaire de Vesta. Celui-ci a été étudié par Rambaux (2013), qui en a donné une approxima-
tion quasi-périodique. En conservant uniquement le terme de plus grande amplitude, le mouvement
polaire présente ainsi une période de 0.22266 jr avec une amplitude d’environ 0.8mas et la lon-
gueur du jour une période de 0.11131jr pour une amplitude d’environ 0.1mas. L’angle entre l’axe
polaire et le vecteur rotation est ainsi de 2.2 × 10−7 ◦. L’angle d’Andoyer J est ainsi faible. Avec
C = 0.409, on obtient (A+B)/2 = 0.338. En prenant A = B = (A+B)/2 dans l’équation (2.142) et
√
m21 +m
2
2 = |m1 + im2| = 0.6221mas, on obtient
J ≈ 2× 10−7 ◦. (4.28)
L’angle d’Andoyer J peut ainsi être négligé pour Vesta.
Comme pour Cérès, on cherche à déterminer la précision de la détermination par la mission spa-
tiale Dawn des axes principaux d’inertie. Konopliv et al. (2014) obtiennent les valeurs des coefficients
normalisés C21 = 1.23×10−9 et S21 = −1.13×10−9 avec une incertitude σ = 4.3×10−9. Comme leurs
valeurs sont faibles par rapport aux autres coefficients de degré 2 et que l’incertitude est plus grande
que leurs valeurs, Konopliv et al. (2014) concluent que l’angle entre l’axe polaire et l’axe de rotation
est négligeable. Avec l’incertitude pour les coefficients non normalisés σ =
√
5/3× 4.3× 10−9 que l’on
utilise comme valeur pour C21 et S21 et avec C = 0.409, l’équation (4.15) donne une estimation de
l’angle JD
JD ≈ 1× 10−6 ◦. (4.29)
De même que pour Cérès, les axes principaux d’inertie ont été déterminés précisément par la mission
spatiale Dawn.
4.2.4 Constante de précession
On réalise une moyenne du demi-grand axe sur l’intervalle de temps [−25 : 5] Myr pour la solution
La2011 et nous obtenons les valeurs moyenne, maximale et minimale suivantes
amoy = 2.361450035569031UA, (4.30)
amax = 2.363367416291675UA, (4.31)
amin = 2.360331698274290UA. (4.32)
La valeur moyenne peut être utilisée pour calculer la constante de précession. Les valeurs maximale et
minimale permettent de donner une borne supérieure aux variations du demi-grand axe ∆a = 0.002UA.
Avec les valeurs évoquées précédemment, l’équation (2.157) permet d’obtenir la valeur de la constante
de précession et un intervalle de variations possibles
α = 15.6± 0.6′′/yr. (4.33)
Ce dernier provient à 93% de l’incertitude sur le moment d’inertie polaire C et à 7% des variations du
demi-grand axe.
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4.2.5 Vesta primitif
Thomas et al. (1997b) avaient précédemment observé à l’aide d’observations du télescope spatial
Hubble un bassin d’impact de 460 km de diamètre et de 13 km de profondeur situé au niveau de
l’hémisphère sud de Vesta. La sonde spatiale Dawn a observé un deuxième bassin d’impact plus ancien
au niveau de l’hémisphère sud chevauché par le premier (Marchi et al., 2012, Schenk et al., 2012). Le
comptage des cratères d’impacts se trouvant à l’intérieur de ces deux bassins a permis de les dater
(Marchi et al., 2012, Schenk et al., 2012). Le plus ancien appelé Veneneia est âgé de 2.1 ± 0.2 Gyr et
présente un diamètre d’environ 400 km pour une profondeur d’environ 12 km. Le plus récent appelé
Rheasilvia avec un âge de 1.0± 0.2 Gyr présente un diamètre d’environ 500 km pour une profondeur
d’environ 19 km. Ce deuxième impact serait à l’origine de la famille de Vesta (Binzel et Xu, 1993) et
l’âge déterminé ainsi est cohérent avec celui estimé à partir de la dynamique de famille de Vesta (e.g.
Nesvornỳ et al., 2008).
Si les deux bassins d’impact recouvrent presque entièrement l’hémisphère sud de Vesta, une grande
partie de l’hémisphère nord n’a pas été modifiée par les deux impacts. Fu et al. (2014) ont ainsi modélisé
les régions de l’hémisphère nord laissées intactes par les deux impacts par un ellipsoïde triaxial. Les
dimensions des demi-axes de l’ellipsoïde modélisé sont a = 280.6 km, b = 274.6 km et c = 236.8 km.
En supposant que les deux hémisphères étaient symétriques par rapport à l’équateur avant les deux
collisions, on obtient alors la forme de Vesta primitif, c’est-à-dire avant le double impact.
Vesta s’est formé entre 1.5− 3Myr (e.g. Ghosh et McSween, 1998, Lugmair et Shukolyukov, 1998,
Bizzarro et al., 2005) après la formation du système solaire, datée par la formation d’inclusions de
calcium et d’aluminium il y a 4.567 Gyr (Amelin et al., 2002, Connelly et al., 2008). D’après des
simulations numériques effectuées par Ghosh et McSween (1998), la formation du noyau s’est déroulée
5Myr après la formation du système solaire, le refroidissement du manteau peut durer jusqu’à 100Myr
et la fermeture géochimique apparaît vers 100Myr. Ainsi la composition interne de Vesta est bien
antérieure aux deux impacts et l’on peut considérer qu’elle n’a pas évolué depuis sa formation. La
composition interne actuelle est donc identique à celle avant le double impact. On peut ainsi calculer le
moment d’inertie polaire de Vesta primitif en remplaçant dans la formule (4.27), les formes ellipsoïdales
des précédents modèles par la forme de Vesta primitif déterminée par Fu et al. (2014). On obtient alors
C = 0.455 pour le modèle à trois couches de Ermakov et al. (2014), C = 0.4081 pour le modèle à trois
couches de Park et al. (2014) et C = 0.4210 pour le modèle à deux couches de Park et al. (2014).
Fu et al. (2014) et Ermakov et al. (2014) ont calculé le taux de rotation de Vesta primitif à
partir de la forme primitive déduite par Fu et al. (2014) en supposant que sa forme était en équilibre
hydrostatique. Fu et al. (2014) ont obtenu une période de rotation de 5.02 h et Ermakov et al. (2014)
une période de rotation entre 4.83 h dans le cas où Vesta est le plus différencié et 4.93 h dans le cas
où il est le moins différencié.
On peut ainsi calculer la constante de précession de Vesta primitif en gardant comme période de
rotation celle de 5.02 h obtenue par Fu et al. (2014). Les périodes obtenues par Ermakov et al. (2014)
permettent de donner une incertitude. On garde pour le moment d’inertie polaire C = 0.408 à partir du
modèle à trois couches de Park et al. (2014) et la forme extérieure de Fu et al. (2014). L’aplatissement
gravitationnel correspondant est J2 = 0.0559. Les autres modèles de structure permettent d’estimer
les incertitudes ∆C = 0.013 et ∆J2 = 0.0003. On utilise le même demi-grand axe a avec les mêmes
variations ∆a. La constante de précession de Vesta primitif peut ainsi être estimée à
α = 11.6± 0.9′′/yr. (4.34)
4.3 Conditions initiales de l’axe de rotation
La mission spatiale Dawn a permis de préciser l’orientation de l’axe de rotation de Cérès et Vesta.
Les coordonnées ainsi déterminées sont indiquées dans le tableau 4.2 pour Cérès (Park et al., 2016) et
Vesta (Konopliv et al., 2014) dans le repère de l’ICRF à l’époque J2000. On peut les comparer dans le
tableau 4.2 aux résultats obtenus par les observations précédentes, qui n’avaient qu’une précision de
l’ordre de 5◦. La mission spatiale Dawn a ainsi grandement amélioré la connaissance de la position des
axes de rotation de Cérès et Vesta.
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Cérès
α(◦) δ(◦)
Park et al. (2016) 291.421± 0.007 66.758± 0.002
Drummond et al. (2014) 287± 3 64± 3
Carry et al. (2008) 288± 5 66± 5
Drummond et Christou (2008) 293± 4 63± 4
Thomas et al. (2005) 291± 5 59± 5
Vesta
α(◦) δ(◦)
Konopliv et al. (2014) 309.03300± 0.00003 42.22615± 0.00002
Li et al. (2011) 305.8± 3.1 41.4± 1.5
Thomas et al. (1997a) 301± 5 41± 5
Tableau 4.2 – Ascension droite α et déclinaison δ de Cérès et Vesta obtenues par la sonde spatiale
Dawn (Konopliv et al., 2014, Park et al., 2016) et par des observations précédentes.
À partir de ces coordonnées et de leurs incertitudes ainsi que des coordonnées orbitales à l’époque
J2000, on peut obtenir la valeur des obliquités de Cérès et Vesta à l’époque J2000. On obtient pour
Cérès
ǫC = 3.997± 0.003◦, (4.35)
et pour Vesta
ǫV = 27.46784± 0.00003◦. (4.36)
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Chapitre 5
Mouvements de rotation de Cérès et Vesta
Dans ce chapitre, nous allons calculer et étudier les mouvements de rotation de Cérès et Vesta.
Nous allons d’abord estimer les effets de quelques phénomènes, qui peuvent agir sur la rotation à
long terme des corps célestes, notamment les effets des rencontres proches de Cérès et de Vesta avec
d’autres corps de la ceinture principale d’astéroïdes.
Ensuite, nous allons estimer l’effet des différentes options d’intégrations possibles sur les mouve-
ments orbitaux et de rotation de Cérès et Vesta. Cependant, les mouvements orbitaux de Cérès et
Vesta sont chaotiques (Laskar et al., 2011b) et il faut ainsi préalablement estimer les effets du chaos
orbital sur les mouvements orbitaux et de rotation. Les effets des options d’intégration auront ainsi un
effet significatif uniquement s’ils présentent un effet supérieur à celui du chaos orbital. À partir de la
solution obtenue pour la rotation de Cérès et Vesta, leurs variations d’obliquité ainsi que les fréquences
de précession de leurs axes de rotation peuvent être déterminées.
À partir de la solution séculaire orbitale obtenue à la section 3.3, on peut étudier la stabilité de l’axe
de rotation de Cérès et Vesta à l’aide d’un modèle séculaire. Nous utilisons pour cela l’analyse en fré-
quence des mouvements orbitaux réalisée dans la section 3.1, qui a permis de déterminer les fréquences
orbitales séculaires et cela afin d’identifier les résonances séculaires possibles entre les mouvements
orbitaux et de rotation.
5.1 Perturbations du mouvement de rotation
5.1.1 Satellites
À l’instar du Soleil, un satellite exerce un couple sur le corps céleste autour duquel il est en orbite.
Ce couple peut être important en fonction de la masse du satellite et de la distance au corps céleste et
avoir des conséquences sur la rotation. Pour la Terre, le couple exercé par la Lune est environ deux fois
plus important que celui exercé par le Soleil. En l’absence de la Lune, Laskar et al. (1993b) et Laskar
et Robutel (1993) ont montré que la fréquence de précession de l’axe de rotation de la Terre passe en
effet de −50.4712′′/yr à −15.6′′/yr. La fréquence de précession devient alors proche des fréquences de
précession des nœuds de la Terre s3 = −18.848′′/yr et Mars s4 = −17.751′′/yr (Laskar et al., 2011a).
L’axe de rotation de la Terre se trouverait alors dans une région chaotique qui s’étendrait de 0 à 85◦
(Laskar et Robutel, 1993). Lors des périodes de forte obliquité, la Terre présenterait alors de fortes
variations climatiques entre les saisons et les changements d’obliquité entraîneraient une irrégularité
des variations saisonnières au cours des siècles. La Lune stabilise ainsi l’axe de rotation de la Terre
et permet d’obtenir des variations climatiques saisonnières régulières et modérées avec une obliquité
actuelle d’environ 23.4◦, l’obliquité variant sur [−250 : 250]Myr entre environ 21.5 et 25◦ (Laskar et al.,
2004b).
Aucun satellite n’a été observé autour de Cérès et Vesta. Les observations réalisées par DeMario
et al. (2016) avec le télescope spatial Hubble n’ont détecté aucun satellite en orbite autour de Cérès.
Le diamètre minimal d’un objet détectable était de 48 m pour une distance supérieure à 20 rayons de
Cérès. À 5 rayons de Cérès, la limite de détectabilité était alors de 925 m. À partir des observations du
télescope spatial Hubble, McFadden et al. (2012) ont conclu à l’absence de satellites en orbite autour
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k2 Q ω (
◦/jr) R ( km) C r (UA) Γ/(Cω) ( yr−1)
Mars 0.149 92 350.89198521 3396 0.3654 1.5237 ∼ 3× 10−13
Cérès 10−3 10 952.1532 470 0.393 2.7665 ∼ 4× 10−16
Vesta 10−3 100 1617.3331235 265 0.409 2.3615 ∼ 3× 10−17
Tableau 5.1 – Estimation du couple de marées solaires Γ/(Cω) exercé sur Mars (Laskar et al., 2004a,
Konopliv et al., 2006), Cérès (Rambaux et al., 2011, Park et al., 2016) et Vesta (Bills et Nimmo, 2011,
Konopliv et al., 2014).
de Vesta présentant un diamètre supérieur à 22 m à une distance située entre 14 et 260 rayons de
Vesta. Les observations de la sonde spatiale Dawn ont confirmé l’absence de satellites autour de Vesta
pour un seuil de détectabilité de 3.1m (McFadden et al., 2015). La présence de satellites autour de
Cérès et Vesta présentant une taille inférieure aux limites de détection aurait un effet négligeable sur
la précession de l’axe de rotation.
5.1.2 Dissipation de marées
On considère un corps ponctuel de masse m générant un potentiel gravitationnel. Ce potentiel étant
non uniforme, un corps solide et donc non ponctuel se trouvant dans ce potentiel subit des forces de
marée dues au gradient du potentiel comme cela a été vu à la section 2.2.5. Le corps solide a ainsi
tendance à se déformer. Cette déformation va créer une variation du potentiel créé par le corps solide.
Dans la théorie des nombres de Love, il est supposé que la différence de potentiel créée par la défor-
mation du corps solide est proportionnelle au potentiel de marée et le coefficient de proportionnalité k2
est le nombre de Love de second degré (e.g. Mignard, 1979). À cause de cette différence de potentiel,
le corps solide exerce ainsi une force F et un couple Γ de marée supplémentaires sur les autres corps
et notamment sur le corps ponctuel responsable de la déformation du corps solide, qui peuvent s’écrire
(Mignard, 1979)
F = −3k2Gm
2R5
r10
∆t
(
2r (r.v) + r2 (r×Ω+ v)
)
, (5.1)
Γ = −3k2Gm
2R5
r8
∆t
(
(r.Ω) r− r2Ω+ r× v
)
, (5.2)
où ∆t est le délai entre la force exercée par le Soleil et la réponse du corps, k2 le nombre de Love, R
le rayon du corps solide, r et v les positions et vitesses du corps solide par rapport au corps ponctuel
et Ω le vecteur rotation du corps solide. En supposant que le système est un problème à deux corps
isolé, le couple exercé sur le corps solide est alors l’opposé du couple de l’équation (5.2).
Soit un corps solide dans le système solaire, en considérant uniquement les marées solaires, le couple
exercé sur le corps solide est alors
Γ = 3
k2GM2⊙R5
Cr8
∆t
[
(r.G) r− r2G+ Cr× v
]
, (5.3)
où r et v sont les positions et vitesses héliocentriques du corps solide, G son moment cinétique de
rotation confondu avec l’axe d’inertie polaire et C son moment d’inertie polaire. Dans le cas où l’orbite
est circulaire et équatoriale, Mignard (1979) écrit alors
Γ = 3
k2GM2⊙R5
2r6
| sin (2δ) | (5.4)
avec δ = (ω − n)∆t le retard de phase et n le moyen mouvement. Le retard de phase est relié au
coefficient de dissipation de marées Q par la relation (MacDonald, 1964)
Q =
1
tan (2δ)
. (5.5)
Comme le couple dépend en r−6 de la distance au Soleil r, il diminue fortement lorsque l’on s’éloigne
du Soleil. Son effet sur l’obliquité de Mars a été estimé par Laskar et al. (2004a) et est inférieur à 0.002◦
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sur 10Myr. Afin de donner une estimation des effets sur l’obliquité de Cérès et Vesta de ce couple,
on l’estime et le compare à celui exercé sur Mars dans le tableau 5.1. On utilise pour l’estimation du
couple les valeurs de k2 et Q utilisées par Rambaux et al. (2011) pour Cérès et par Bills et Nimmo
(2011) pour Vesta. En l’absence de satellites, on a besoin de considérer pour Cérès et Vesta seulement
les effets des marées solaires comme c’est le cas pour Mars.
Le rapport du couple de marée sur le moment cinétique de rotation est pour Cérès et Vesta res-
pectivement environ 103 et 104 fois plus faible que pour Mars. L’effet sur Mars étant déjà faible, on ne
considère ainsi pas l’effet des marées solaires sur leurs rotations à long terme.
5.1.3 Rencontres proches
Il existe des rencontres proches entre Cérès et Vesta et d’autres corps de la ceinture principale.
Laskar et al. (2011b) ont étudié l’effet des rencontres proches entre cinq corps de la ceinture principale
(1) Cérès, (4) Vesta, (2) Pallas, (7) Iris et (324) Bamberga. Ces rencontres sont responsables du
caractère chaotique de leur mouvement et limitent la prédictibilité de leur mouvement à environ 400 kyr.
5.1.3.1 Problèmatique
On considère la rencontre proche entre Cérès et Vesta située au temps −61.9215Myr de la solution
S5a de Laskar et al. (2011b). La distance minimale entre Cérès et Vesta est alors de 2.34× 10−4UA.
On va calculer le couple exercé lors de cette rencontre. D’après l’équation (2.65), le couple exercé par
Vesta sur Cérès est donné par
ΓV C =
6CCmV
GCr5
(r.wC) r×wC (5.6)
et celui exercé par Cérès sur Vesta par
ΓCV =
6CVmC
GV r5
(r.wV ) r×wV . (5.7)
Les couples exercés alors par le Soleil sur Cérès et Vesta sont
ΓSC =
6CCM⊙
GCr5C
(rC .wC) rC ×wC , (5.8)
ΓSV =
6CVM⊙
GV r5V
(rV .wV ) rV ×wV . (5.9)
En faisant le rapport des deux quantités, on a pour Cérès et Vesta
‖ΓV C‖
‖ΓSC‖
≈ mV r
3
C
M⊙r3
≈ 2× 102, (5.10)
‖ΓCV ‖
‖ΓSV ‖
≈ mCr
3
V
M⊙r3
≈ 5× 102, (5.11)
en prenant les valeurs des demi-grands axes pour rC et rV . Lors d’une rencontre proche, le couple
exercé par un corps perturbateur peut ainsi être supérieur à celui exercé par le Soleil.
En supposant que Cérès et Vesta ont des orbites circulaires, la vitesse relative de Vesta par rapport
à Cérès est
vV/C =
√
GM⊙
aV
−
√
GM⊙
aC
. (5.12)
Si on considère que la rencontre proche se termine lorsque les deux astéroïdes sont séparés de plus
1× 10−2UA et que l’on néglige la courbure, alors sa durée est
2× 10−2UA
vV/C
≈ 23 jours, (5.13)
ce qui est très inférieur aux périodes de révolution de Cérès et Vesta.
Ainsi les rencontres proches exercent un couple important sur l’axe de rotation des astéroïdes mais
pendant une courte durée.
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5.1.3.2 Déviation maximale de l’axe de rotation
Lee et al. (2007) ont calculé l’effet des rencontres proches entre les planètes géantes lors de la
migration qui a suivi la formation du système solaire. D’après Lee et al. (2007), le couple exercé lors
de la rencontre entre un corps 1 perturbé de masse M1 ayant un moment cinétique de direction w et
un corps 2 perturbateur de masse M2 se traduit par une évolution de w donnée par
dw
dt
=
2αM2
M⊙
(a1
r
)3
(r.w) r×w (5.14)
avec α la constante de précession, a1 le demi-grand de l’orbite du corps 1 autour du Soleil et r la
position du corps 2 par rapport au corps 1. Les vecteurs w et r sont unitaires. Lee et al. (2007) utilisent
l’approximation à deux corps lors de la rencontre. Dans le repère du corps perturbé, le perturbateur
présente l’anomalie vraie v et l’excentricité e et décrit ainsi une hyperbole (e > 1) ou une parabole
(e = 1). Lee et al. (2007) intègrent l’équation (5.14) pour avoir la déviation totale
∆w =
∫ +∞
−∞
dw
dt
dt =
∫ arccos(−1/e)
− arccos(−1/e)
dw
dt
(
dv
dt
)−1
dv. (5.15)
Lee et al. (2007) calculent ensuite cette intégrale et expriment le résultat final en fonction de l’excentri-
cité et des coordonnées de l’axe de rotation par rapport au plan du mouvement du corps perturbateur.
Nous allons détailler le calcul de cette intégrale. On se place dans le repère (O, ex, ey, ez), où (ex, ey)
est le plan du mouvement et ex la direction du périastre. La loi des aires donne r2v̇ =
√
µa(e2 − 1)
avec µ = G(M1 +M2) et
r =
a
(
e2 − 1
)
1 + e cos v
. (5.16)
La distance au périastre rp = a(e− 1) correspond à la distance minimale entre les deux corps lors de
la rencontre. La vitesse au périastre est
vp =
√
µ (1 + e)
a (e− 1) , (5.17)
d’où
1
r3
(
dv
dt
)−1
=
1 + e cos v
√
a3(e2 − 1)3µ
=
1 + e cos v
r2pvp (1 + e)
. (5.18)
Ainsi
∆w =
2αM2a
3
1
M⊙r2pvp (1 + e)
∫ arccos(−1/e)
− arccos(−1/e)
(1 + e cos v) (r.w) r×wdv. (5.19)
L’axe de rotation présente la colatitude θ et la longitude φ et s’écrit
w =


sin θ cosφ
sin θ sinφ
cos θ

 . (5.20)
r appartient au plan du mouvement et peut s’écrire
r =


cos v
sin v
0

 . (5.21)
On obtient alors
(r.w) r×w = (sin θ cosφ cos v + sin θ sinφ sin v)


sin v cos θ
− cos v cos θ
cos v sin θ sinφ− sin v sin θ cosφ

 . (5.22)
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i (1) (2) (4) (7) (324)
Ri( km) 476 252 256 112 102
Tableau 5.2 – Rayons Ri des corps i considérés pour l’étude des rencontres proches dans Laskar et al.
(2011b).
i j rp (10−4 ×UA) θd(rp) (◦) θd(Ri +Rj) (◦)
(1) (4) 2.34 1.00× 10−2 3.32
(2) 6.02 2.07× 10−3 2.85
(7) 2.22 7.12× 10−4 0.302
(324) 0.188
(4) (1) 2.34 5.44× 10−2 18.1
(2) 7.42 3.56× 10−3 11.5
(7) 1.72
(324) 0.584
Tableau 5.3 – Déviations angulaires maximales θd du moment cinétique pour les distances rp aux
rencontres proches entre les corps i et j minimales recensées dans Laskar et al. (2011b) et pour des
rencontres rasantes.
En tenant compte de la parité, on obtient
∆w =
2αM2a
3
1
M⊙r2pvp (1 + e)
∫ arccos(−1/e)
0
(1 + e cos v)


sin2 v sin 2θ sinφ
− cos2 v sin 2θ cosφ
(2 cos2 v − 1) sin2 θ sin 2φ

 dv. (5.23)
Le calcul des intégrales sur les trois composantes donne
∫ arccos(−1/e)
0
(1 + e cos v) sin2 vdv =
1
2
(
arccos
(
−1
e
)
+
e
3
(
2 +
1
e2
)
√
1− 1
e2
)
, (5.24)
∫ arccos(−1/e)
0
(1 + e cos v) cos2 vdv =
1
2
(
arccos
(
−1
e
)
+
e
3
(
4− 1
e2
)
√
1− 1
e2
)
, (5.25)
et
∫ arccos(−1/e)
0
(1 + e cos v)
(
2 cos2 v − 1
)
dv =
e
3
(
1− 1
e2
)3/2
. (5.26)
On obtient alors l’expression de Lee et al. (2007)
∆w =
αM2a
3
1
M⊙r2pvp (1 + e)





(
arccos
(
−1e
)
+ e3
(
2 + 1
e2
)
√
1− 1
e2
)
sin 2θ sinφ
−
(
arccos
(
−1e
)
+ e3
(
4− 1
e2
)
√
1− 1
e2
)
sin 2θ cosφ
2e
3
(
1− 1
e2
)3/2
sin2 θ sin 2φ





. (5.27)
Lee et al. (2007) déterminent que ‖∆w‖ est maximal pour e = 1 et θ = 45◦ ou 135◦. Ainsi
‖∆w‖max =
π
2
α
M2
M⊙
a31
r2pvp
. (5.28)
Pour e = 1, on a une trajectoire parabolique et on a alors vp =
√
2µ/rp (Lee et al., 2007). Ainsi
‖∆w‖max = Br−3/2p (5.29)
avec
B =
3π
4
M2
√
G
2 (M1 +M2)
J2
Cω
(5.30)
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Figure 5.1 – Déviation angulaire maximale θd du moment cinétique de Cérès en fonction de la
distance rp pour des rencontres proches avec différents corps.
obtenu en remplaçant la constante de précession α par l’expression (2.157). On peut obtenir alors la
déviation angulaire maximale θd, qui est l’angle entre le moment cinétique avant la rencontre et celui
après la rencontre,
θd = arccos
(
1− B
2
2r3p
)
. (5.31)
Sur les figures 5.1 et 5.2, on a représenté l’évolution de l’angle θd en fonction de rp pour respective-
ment Cérès et Vesta pour des rencontres proches avec différents astéroïdes avec rp allant de la somme
des rayons des deux astéroïdes à 10−2UA. Les valeurs des rayons sont celles utilisées par Laskar et al.
(2011b) et sont rappelées dans le tableau 5.2. Les valeurs de θd pour des rencontres proches de Cérès
et Vesta sont indiquées dans le tableau 5.3 pour rp égal à la somme des rayons des astéroïdes et à la
distance minimale recensée dans Laskar et al. (2011b). Ainsi si une rencontre proche peut avoir des
effets importants sur le moment cinétique dans le cas où les astéroïdes se frôlent lors de la rencontre
avec des déviations maximales de l’ordre de 1◦, pour les distances minimales entre astéroïdes recensées
dans Laskar et al. (2011b), les déviations résultantes sont inférieures à 0.01◦.
5.1.3.3 Statistique des rencontres proches
L’effet d’une seule rencontre proche sur l’évolution des moments cinétiques de rotation de Cérès
et Vesta est ainsi limité. Cependant de nombreuses rencontres ont lieu entre astéroïdes au cours du
temps. Laskar et al. (2011b) ont relevé au total 25779 rencontres entre les cinq corps considérés avec
rp < 10
−2UA sur trois solutions de durées respectives 121, 117 et 52Myr et ont montré que la densité
de probabilité ρ(rp) de rencontre à une distance rp pouvait être modélisée par une fonction linéaire de
rp pour rp < 10−3UA. On peut ainsi écrire
ρ (rp) = Arp (5.32)
avec A dépendant des deux corps participant à la rencontre. Laskar et al. (2011b) ont ainsi estimé la
probabilité de collision Nc sur 1 Gyr, qui est la probabilité qu’une rencontre ait lieu avec une distance
minimale d’approche rp inférieure à la somme des rayons des deux corps. La probabilité de collision
Nc peut ainsi s’écrire
Nc = A
(R1 +R2)
2
2
. (5.33)
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Figure 5.2 – Déviation angulaire maximale θd du moment cinétique de Vesta en fonction de la
distance rp pour des rencontres proches avec différents corps.
i j Nc (10−3 ×Gyr−1) A (108 ×UA−2.Gyr−1) B (10−10 ×UA3/2) V (Gyr−1)
(1) (4) 2.0 1.7 6.3 1.3× 10−5
(2) 0.9 0.76 5.3 4.4× 10−6
(7) 1.3 1.7 0.41 7.2× 10−8
(324) 1.0 1.3 0.25 2.1× 10−8
(4) (1) 2.0 1.7 34 3.9× 10−4
(2) 1.0 1.7 13 8.0× 10−5
(7) 1.4 4.6 1.2 2.5× 10−6
(324) 0.5 1.7 0.71 3.6× 10−7
Tableau 5.4 – Probabilités de collision Nc extraites de Laskar et al. (2011b) entre les corps i et j.
Les paramètres A calculés à partir de ces valeurs et B ainsi que les variances V de ces rencontres sont
aussi indiqués.
À partir des probabilités de collision Nc données par Laskar et al. (2011b), on peut obtenir la valeur
des coefficients A avec
A =
2Nc
(R1 +R2)
2 . (5.34)
Les valeurs des coefficients A calculés à partir des probabilités de collision et des rayons utilisés par
Laskar et al. (2011b) sont dans le tableau 5.4.
On pourrait calculer l’effet total des rencontres proches sur le moment cinétique avec
θd =
∫ 1×10−3UA
R1+R2
θd (rp) ρ (rp) drp =
∫ 1×10−3UA
R1+R2
arccos
(
1− B
2
2r3p
)
Arpdrp, (5.35)
cependant cela serait supposer que toutes les rencontres proches déplacent le moment cinétique dans
la même direction et le même sens, ce qui est fort improbable. Une hypothèse plus réaliste serait de
supposer que chaque rencontre proche induit un déplacement angulaire du moment cinétique dans une
direction aléatoire. Le mouvement du moment cinétique correspondrait alors à la marche aléatoire d’un
vecteur sur une sphère. Le mouvement brownien sur une sphère a été étudié par Perrin (1928), qui
a exprimé la distribution de probabilité sur la sphère en fonction du temps à l’aide des polynômes
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de Legendre. La distribution de probabilité ρS (θ) peut s’écrire ainsi (Perrin, 1928, Roberts et Ursell,
1960)
ρS (θ) =
∞
∑
k=0
2k + 1
4π
e−
k(k+1)
4
V Pk (cos θ) (5.36)
avec Pk le polynôme de Legendre d’ordre k, θ la colatitude par rapport à la position initiale et V la
variance. La probabilité de distribution ρS (θ) est normalisée sur la sphère et vérifie ainsi
∫ 2π
0
∫ π
0
ρS (θ) sin θdθdφ = 1. (5.37)
D’après Roberts et Ursell (1960), la variance V peut être calculée par
V =
N
∑
j=1
∫ π
0
v2dpj (v) , (5.38)
où N est le nombre de pas et dpk (v) est la probabilité d’avoir un changement d’angle v de l’orientation
pour le pas k. Si tous les pas changent l’orientation de la même quantité v, on a alors V = Nv2
(Roberts et Ursell, 1960). Dans le cas présent, chaque corps perturbateur k présente une distribution
de probabilité de changement d’orientation différente qui ne varie pas en fonction du temps.
On considère le cas de Cérès. Le moment cinétique de Cérès est perturbé par des rencontres proches
avec les corps (2) Pallas, (4) Vesta, (7) Iris, (324) Bamberga. On considère uniquement les rencontres
proches qui ont lieu à une distance supérieure à la somme des rayons des deux corps R1 + Rk et
inférieure à 10−3UA. Ces deux distances correspondent respectivement aux changements d’orientation
maximal et minimal vmax et vmin. On peut ainsi écrire la variance sous la forme
V1 =
∑
k∈{2,4,7,324}
Nk
∫ vkmax
vkmin
v2dpk (v) (5.39)
avec Nk le nombre de rencontres proches considérées pendant 1 Gyr. La probabilité de changement
d’orientation v = arccos(1−B21k/(2r3p)) peut s’écrire |dpk (v) | = |A1krpdrp|/Nk et on obtient ainsi
V1 =
∑
k∈{2,4,7,324}
A1k
∫ 1×10−3 UA
R1+Rk
arccos2
(
1− B
2
1k
2r3p
)
rpdrp, (5.40)
où les coefficients Aij et Bij sont donnés par les équations respectives (5.34) et (5.30) pour une rencontre
entre les astéroïdes i et j. Les variances calculées pour chaque couple d’astéroïdes sont présentées dans
le tableau 5.4. On obtient ainsi la variance totale pour Cérès V1 = 1.79×10−5 rad2.Gyr−1. À partir des
valeurs du tableau 5.4, on obtient ainsi l’écart-type de la distribution du moment cinétique de Cérès
au bout de 1 Gyr par la formule
θ1sd =
√
√
√
√
∞
∑
k=0
2k + 1
4π
e−
k(k+1)
4
V1
∫ 2π
0
∫ π
0
θ2Pk (cos θ) sin θdθdφ, (5.41)
qui permet d’obtenir
θ1sd = 0.24
◦. (5.42)
On procède de la même façon pour Vesta en considérant les rencontres proches avec les astéroïdes (1)
Cérès, (2) Pallas, (7) Iris, (324) Bamberga. En calculant comme pour Cérès les quantités du tableau
5.4, on obtient l’écart-type suivant
θ4sd = 1.3
◦. (5.43)
L’effet sur l’obliquité des rencontres proches sur 1 Gyr est ainsi faible et ce d’autant plus qu’il s’agit
d’une estimation réalisée en considérant que chaque rencontre a un effet maximal sur l’orientation du
moment cinétique. Cependant nous avons considéré dans le calcul de l’évolution de Cérès et Vesta les
couples exercés par les cinq corps (1) Cérès, (2) Pallas, (4) Vesta, (7) Iris, (324) Bamberga. En effet,
ces corps étant considérés comme des planètes, ils exercent ainsi au même titre que les planètes des
couples sur Cérès et Vesta. On peut aussi noter que certaines rencontres proches peuvent avoir des
effets significatifs sur le moment cinétique.
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Cérès Vesta
J2 2.6499× 10−2 7.1060892× 10−2
R ( km) 470 265
ω (rad.s−1) 1.923403741× 10−4 3.26710510494× 10−4
C 0.393 0.409
Tableau 5.5 – Caractéristiques physiques de Cérès et Vesta utilisées pour la solution Ceres2017.
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Figure 5.3 – Différence sur l’excentricité (a) et l’inclinaison (b) entre la solution La2011 et la solution
Ceres2017 pour Cérès sur [−20 : 0] Myr.
5.2 Calcul de la solution pour la rotation
La solution La2011 considérée précédemment pour les mouvements orbitaux n’intègre pas le mou-
vement de rotation de Cérès et Vesta. Nous avons ainsi calculé une nouvelle solution appelée Ceres2017
pour Cérès et Vesta prenant en compte le mouvement de rotation à long terme. Les axes de rotation de
Cérès et Vesta sont intégrés de façon symplectique avec les équations de la section 2.2.3. L’intégration
est réalisée sur l’intervalle de temps [−100 : 100] Myr, l’origine des temps étant l’époque J2000. L’in-
tégration a été réalisée en précision étendue avec un pas d’intégration de 5× 10−3 yr. Le pas d’écriture
en sortie est de 200 yr.
Les paramètres d’intégration et les conditions initiales orbitales sont identiques à ceux de la solution
La2011. Cependant, comme évoqué dans la section 2.2.5, les effets de marées sont calculés différemment
pour la Terre et il existe une interaction entre les mouvements de rotation de Cérès et Vesta et les
mouvements orbitaux des corps du système solaire. On considère les couples exercés par le Soleil et les
planètes sur Cérès et Vesta. Comme dans La2011, Cérès, Vesta, Pallas, Iris, Bamberga sont considérés
comme des planètes et exercent ainsi des couples sur Cérès et Vesta.
Les paramètres exacts utilisés pour l’intégration de la rotation sont indiqués dans le tableau 5.5 et
les conditions initiales de l’axe de rotation de Cérès et Vesta sont celles obtenues respectivement par
Park et al. (2016) et Konopliv et al. (2014) et rappelées dans le tableau 4.2.
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Figure 5.4 – Différence sur l’excentricité (a) et l’inclinaison (b) entre la solution La2011 et la solution
Ceres2017 pour Vesta sur [−20 : 0] Myr.
5.2.1 Comparaison avec la solution La2011
On compare d’abord la solution obtenue Ceres2017 à la solution La2011. Les différences entre
leurs mouvements orbitaux sont représentées pour l’excentricité et l’inclinaison pour Cérès et Vesta
respectivement sur les figures 5.3 et 5.4. Elles oscillent autour de zéro et sont de faible amplitude par
rapport aux variations d’excentricité et d’inclinaison observées pour Cérès et Vesta respectivement sur
les figures 3.1 et 3.3. Les amplitudes des oscillations n’excèdent pas 0.008 et 0.1◦ sur [−20 : 0] Myr
pour l’excentricité et l’inclinaison de Cérès et 0.02 et 0.2◦ pour Vesta.
5.2.2 Estimation des effets du chaos orbital
Pour déterminer si ces différences entre les solutions Ceres2017 et La2011 sont significatives, il faut
vérifier si elles sont supérieures aux différences dues au caractère chaotique des orbites de Cérès et
Vesta. Pour cela, comme dans Laskar et al. (2011b), on réalise différentes intégrations avec de légères
variations de la longitude moyenne initiale de Cérès et Vesta. Dix intégrations sont réalisées avec un
pas de sortie de 500 yr, où la longitude moyenne varie de ±k × 10−10 rad avec k = 1, 2, 3, 4, 5. Une
différence de 1×10−10 rad correspond à un écart d’environ 45 m et 38 m pour les positions respectives
initiales de Cérès et Vesta. Pour chaque solution, on calcule en fonction du temps l’écart en valeur
absolue à la solution Ceres2017 puis on détermine en fonction du temps la valeur maximale parmi
les écarts des différentes solutions. En prenant plusieurs solutions au lieu d’une seule pour estimer les
effets chaotiques, on peut ainsi donner une estimation des effets du caractère chaotique de l’orbite sur
l’évolution des paramètres orbitaux. En effet, une unique solution pourrait conduire à des différences
sur les paramètres orbitaux plus faibles que celles observées en moyenne.
Sur les figures 5.5 et 5.6, on a représenté respectivement pour Cérès et Vesta le maximum sur les
solutions des différences observées pour l’excentricité et l’inclinaison sur [−500 : 0] kyr. Nous retrouvons
des évolutions similaires à celles observées par Laskar et al. (2011b) avec une divergence exponentielle
caractéristique d’un comportement chaotique et associée à un temps de Lyapunov T . Pour des temps
t supérieurs au temps de Lyapunov T , Laskar et al. (2011b) modélisent l’évolution de l’écart entre les
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Cérès −100 kyr −500 kyr −1Myr −10Myr −20Myr
∆e 2.6× 10−7 0.0046 0.0054 0.012 0.020
∆i (◦) 2.4× 10−6 0.028 0.036 0.47 0.89
∆ǫ (◦) 2.2× 10−6 0.033 0.10 3.5 6.5
∆iǫ (
◦) 3.4× 10−8 0.0011 0.010 0.52 1.1
Vesta −100 kyr −500 kyr −1Myr −10Myr −20Myr
∆e 5.5× 10−6 0.0027 0.0027 0.010 0.036
∆i (◦) 9.6× 10−5 0.012 0.015 0.18 0.55
∆ǫ (◦) 1.0× 10−4 0.023 0.074 2.0 6.7
∆iǫ (
◦) 1.8× 10−5 0.0056 0.023 0.71 2.3
Tableau 5.6 – Différences maximales sur différentes durées pour l’excentricité ∆e, l’inclinaison ∆i,
l’obliquité ∆ǫ et l’inclinaison de l’équateur sur le plan invariant ∆iǫ de Cérès et Vesta pour des solutions
de différentes conditions initiales orbitales.
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Figure 5.5 – Différences maximales sur l’excentricité (a), l’inclinaison (b), l’obliquité (c) et l’inclinai-
son de l’équateur sur le plan invariant (d) de Cérès sur [−500 : 0] kyr pour des solutions de différentes
conditions initiales orbitales.
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Figure 5.6 – Différences maximales sur l’excentricité (a), l’inclinaison (b), l’obliquité (c) et l’inclinai-
son de l’équateur sur le plan invariant (d) de Vesta sur [−500 : 0] kyr pour des solutions de différentes
conditions initiales orbitales.
solutions en longitude moyenne d(t) par la formule
d (t) = d0Te
t
T
−1 (5.44)
avec les notations de Laskar et al. (2011b), où d0 est la différence initiale en fréquence due aux conditions
initiales différentes. Laskar et al. (2011b) ont déterminé un temps de Lyapunov T de 28900 kyr pour
Cérès et 14282 kyr pour Vesta.
Les écarts maximals observés sur l’orbite et la rotation sont indiqués en fonction du temps sur
le tableau 5.6. Sur [−20 : 0]Myr, on observe ainsi que le chaos orbital peut être responsable d’une
variation maximale de 0.020 sur l’excentricité et de 0.89◦ sur l’inclinaison de Cérès. Pour Vesta, cette
variation due au chaos est de 0.036 sur l’excentricité et de 0.55◦ sur l’inclinaison. Ainsi les variations
observées entre les solutions Ceres2017 et La2011 ne sont pas significatives, puisqu’elles sont de l’ordre
de grandeur du comportement chaotique de l’orbite.
Sur les figures 5.5 et 5.6, on observe les effets du chaos orbital sur l’obliquité et sur l’inclinaison de
l’équateur sur le plan invariant iǫ pour estimer dans quelles proportions le chaos orbital se répercute sur
la rotation. L’obliquité est calculée directement à partir de l’orientation de l’orbite et des coordonnées
de l’axe de rotation. L’inclinaison iǫ ne dépend que des coordonnées de l’axe de rotation et n’est
ainsi initialement pas modifiée. Cependant, comme le mouvement de l’axe de rotation interagit avec
le mouvement orbital, elle subit les effets chaotiques dus à la modification des conditions initiales
orbitales. Les écarts maximals observés sur le tableau 5.6 permettent ainsi d’estimer l’intervalle de
variations dues au chaos orbital de l’orientation en fonction du temps.
Ce comportement chaotique ne modifie cependant pas les intervalles de variations de ces quantités
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Cérès −100 kyr −500 kyr −1Myr −10Myr −20Myr
∆e 6.4× 10−13 0.0051 0.0051 0.017 0.035
∆i (◦) 4.3× 10−12 0.030 0.040 0.51 1.2
∆ǫ (◦) 3.1× 10−8 0.047 0.16 3.5 9.3
∆iǫ (
◦) 9.4× 10−9 0.0040 0.020 0.53 1.3
Vesta −100 kyr −500 kyr −1Myr −10Myr −20Myr
∆e 3.5× 10−11 0.0027 0.0029 0.015 0.056
∆i (◦) 2.9× 10−10 0.013 0.018 0.26 0.77
∆ǫ (◦) 3.1× 10−8 0.034 0.12 3.0 10
∆iǫ (
◦) 2.1× 10−8 0.010 0.038 1.1 3.5
Tableau 5.7 – Différences maximales sur différentes durées pour l’excentricité ∆e, l’inclinaison ∆i,
l’obliquité ∆ǫ et l’inclinaison de l’équateur sur le plan invariant ∆iǫ de Cérès et Vesta pour des solutions
de différentes conditions initiales de l’axe de rotation.
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Figure 5.7 – Différences maximales sur l’excentricité (a), l’inclinaison (b), l’obliquité (c) et l’inclinai-
son de l’équateur sur le plan invariant (d) de Cérès sur [−500 : 0] kyr pour des solutions de différentes
conditions initiales d’orientation.
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Figure 5.8 – Différences maximales sur l’excentricité (a), l’inclinaison (b), l’obliquité (c) et l’inclinai-
son de l’équateur sur le plan invariant (d) de Vesta sur [−500 : 0] kyr pour des solutions de différentes
conditions initiales d’orientation.
de façon significative, qui varient sur le même intervalle, mais induit seulement de faibles variations
des bornes des intervalles. En effet pour Cérès, les bornes de l’excentricité et de l’inclinaison varient
au maximum d’environ 5 × 10−4 et 1 × 10−2◦ et pour Vesta d’environ 5 × 10−4 et 7 × 10−3◦, ce qui
est très inférieur à leurs amplitudes de variation indiquées à la section 3.1. Pour Cérès, les bornes de
l’obliquité varient au maximum d’environ 7 × 10−2◦ et pour Vesta 2 × 10−2◦. Cela est bien inférieur
aux variations d’obliquité, que l’on décrira dans la section 5.3.
5.2.3 Estimation des effets du chaos du mouvement de rotation
Nous allons regarder les effets chaotiques dus à la rotation en intégrant différentes solutions avec
des conditions d’orientation de l’axe de rotation différentes. Dix intégrations sont réalisées avec un
pas de sortie de 500 yr, où les ascensions droites et déclinaisons initiales de l’axe de rotation varient
toutes deux de ±k × 10−10 rad avec k = 1, 2, 3, 4, 5. Pour chaque solution, on détermine l’écart à
la solution Ceres2017 puis on détermine l’écart maximal en valeur absolue sur les intégrations à la
solution Ceres2017 indiqué en fonction du temps sur le tableau 5.7. Sur les figures 5.7 et 5.8, on a
représenté respectivement pour Cérès et Vesta le maximum sur les solutions des différences observées
pour l’excentricité, l’inclinaison, l’obliquité et l’inclinaison de l’équateur sur le plan invariant sur [−500 :
0] kyr. En comparant aux figures 5.5 et 5.6, on observe que lors d’une variation des conditions initiales
d’orientation, la rotation ne présente pas de divergence exponentielle sur environ 100 kyr et que sur
cette période les différences sur l’excentricité et l’inclinaison sont plus faibles d’environ deux ordres de
grandeur. Les différences observées deviennent au bout de 1Myr du même ordre de grandeur que celles
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Figure 5.9 – Différences maximales sur l’obliquité ǫ et l’inclinaison de l’équateur sur le plan invariant
iǫ de Cérès (a) et Vesta (b) sur [−20 : 0] Myr pour des solutions de différentes conditions initiales
d’orientation, où l’effet de la rotation sur l’orbite n’est pas considéré.
dues à une variation des conditions initiales orbitales.
Pour ces intégrations, l’influence de la rotation sur les mouvements orbitaux est prise en compte, ce
qui explique les différences observées sur les mouvements orbitaux. Cette influence entraîne initialement
des variations orbitales de l’ordre de la précision numérique comme on peut l’observer sur les figures
5.7 et 5.8 sur [−100 : 0] kyr. Le caractère chaotique du mouvement orbital fait ensuite croître ces
différences orbitales. Lorsque ces dernières sont du même ordre de grandeur que les différences sur la
rotation engendrées par les orientations initiales différentes, les mouvements de rotation présentent à
leur tour une divergence exponentielle.
Afin d’observer uniquement les effets chaotiques dus à la rotation, on peut refaire les intégrations
présentant des conditions initiales d’orientation différentes en supprimant les effets de la rotation sur les
mouvements orbitaux. Dix intégrations sont réalisées, où les ascensions droites et déclinaisons initiales
de l’axe de rotation varient toutes deux de ±k × 10−10 rad avec k = 1, 2, 3, 4, 5. Les solutions sont
comparées à une solution calculée de façon identique à Ceres2017 à l’exception du fait qu’elle ne
considère pas l’effet de la rotation sur les mouvements orbitaux.
Les solutions présentent ainsi des mouvements orbitaux identiques. Sur la figure 5.9, on a représenté
pour Cérès et Vesta le maximum sur les solutions des différences observées pour l’obliquité et l’incli-
naison de l’équateur sur le plan invariant sur [−20 : 0]Myr. Sur cette période de temps, on n’observe
pas de divergence exponentielle contrairement au cas où l’effet de la rotation sur l’orbite est considéré.
Ainsi pour Cérès et Vesta, le chaos des mouvements de rotation provient du chaos des mouvements
orbitaux.
Ainsi si l’on souhaite étudier la stabilité de l’axe de rotation d’un corps, considérer l’effet de la
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n◦ intégration
de la
rotation
couple
des
planètes
effet de la
rotation
sur l’orbite
calcul
des
marées
lib2011 précision pas ( yr) CI orient
1 symp X X Mignard - étendue 0.005 -
2 symp X - Mignard - étendue 0.005 -
3 symp - X Mignard - étendue 0.005 -
4 symp - - Mignard - étendue 0.005 -
5 adams X - INPOP - étendue 0.005 -
6 adams - - INPOP - étendue 0.005 -
7 - - - INPOP - étendue 0.005 -
8 - - - INPOP X étendue 0.005 -
9 symp X X Mignard - double 0.005 -
10 symp X X Mignard - étendue 0.01 -
11 symp X X Mignard - double 0.01 -
12 symp X X Mignard - étendue 0.005 X (+)
13 symp X X Mignard - étendue 0.005 X (−)
Tableau 5.8 – Pour chaque solution, sont indiqués le numéro, le type d’intégration pour la rotation
("symp" : intégrateur symplectique, "adams" : intégrateur Adams), le calcul des couples exercés par les
planètes, la perturbation de l’orbite par la rotation, le type de calcul des effets de marées pour la Terre
("Mignard" (Mignard, 1979) ou "INPOP" (Fienga et al., 2008, Manche, 2011)), l’emploi des librairies
utilisées pour La2011, la précision, le pas d’intégration et le sens d’un changement de conditions initiales
pour les coordonnées (α, δ) de l’axe de rotation. Le signe X signifie que le paramètre est pris en compte
lors de l’intégration et le signe - qu’il est ignoré.
rotation sur l’orbite permet de prendre en compte les effets du chaos orbital sur la rotation. Sans
cela, pour prendre en compte les effets du chaos orbital sur la rotation, il faudrait lors de l’étude de
stabilité faire varier à la fois les conditions initiales orbitales et de rotation. Cela illustre le fait que le
comportement chaotique de l’orbite peut élargir les zones de résonances séculaires entre les mouvements
orbitaux et de rotation comme noté par Laskar et Robutel (1993).
5.2.4 Estimation des autres effets
Un certain nombre de modifications ont été réalisées et certains paramètres ont été changés au
sein de l’intégrateur LaX par rapport à la solution La2011 pour obtenir la solution Ceres2017. Afin
de vérifier la validité de la solution Ceres2017 par rapport à la solution La2011 et pour observer si
ces paramètres ont des effets significatifs sur l’orbite ou la rotation, nous avons intégré différentes
solutions sur l’intervalle de temps [−20 : 0] Myr avec un pas de sortie de 500 yr pour observer l’effet
de chaque modification. Ces paramètres seront significatifs, s’ils engendrent des effets supérieurs aux
effets chaotiques observés aux sections 5.2.2 et 5.2.3.
5.2.4.1 Description des solutions
Nous avons considéré 13 solutions avec des paramètres d’intégration différents. Les caractéristiques
des différentes solutions sont indiquées dans le tableau 5.8. Nous allons d’abord décrire dans cette
section les différences entre les 13 solutions considérées.
La solution 1 utilise les paramètres utilisés pour la solution Ceres2017.
La solution 2 utilise les mêmes paramètres à l’exception du fait que l’effet sur les orbites des couples
agissant sur les axes de rotation n’est pas considéré. Cette solution n’est ainsi pas symplectique mais
utilise toujours la méthode de la section 2.2.3 pour intégrer la rotation.
La solution 5 reprend les caractéristiques de la solution 1 excepté le type d’intégration de la rotation.
Pour la solution 5, la rotation est intégrée avec l’intégrateur Adams et l’effet de la rotation sur les
mouvements orbitaux n’est pas considéré.
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Les solutions 3, 4, 6 présentent les mêmes paramètres que respectivement les solutions 1, 2, 5 à
l’exception du fait que les couples exercés par les planètes sur les axes de rotation ne sont pas considérés.
La solution 7 est identique à la solution 6 mais la rotation des astéroïdes Cérès et Vesta n’est pas
intégrée.
La solution 8 utilise les paramètres de la solution La2011 et ne diffère de la solution 7 que par le fait
que l’intégration a lieu pour des librairies mathématiques de base calculant les fonctions mathématiques
usuelles utilisées par La2011 en 2011 et non celles mises à jour utilisées pour la solution Ceres2017.
On souhaite également regarder l’effet de la précision numérique et du pas d’intégration. En partant
des mêmes paramètres que la solution 1, les solutions 9 et 11 sont intégrées en double-précision et les
solutions 10 et 11 utilisent un pas d’intégration de 0.01 yr.
Il existe une incertitude (∆α,∆δ) sur les conditions initiales de l’axe de rotation de Cérès et Vesta
données par l’ascension droite α et la déclinaison δ. Elles sont pour Cérès de (∆α,∆δ) = (0.007◦, 0.002◦)
(Park et al., 2016) et pour Vesta de (∆α,∆δ) = (0.00003◦, 0.00002◦) (Konopliv et al., 2014). On peut
regarder l’influence de la précision des conditions initiales en ajoutant à partir des paramètres de la
solution 1 aux coordonnées (α, δ) de l’axe de rotation les quantités (∆α,∆δ) pour la solution 12 et
(−∆α,−∆δ) pour la solution 13.
5.2.4.2 Comparaison des mouvements orbitaux
Afin de distinguer les effets que l’on cherche à observer des effets du chaos, on compare sur l’intervalle
de temps [−100 : 0] kyr, où les effets du chaos sont faibles (voir tableau 5.6). Les différences maximales
pour l’excentricité et l’inclinaison sur [−100 : 0] kyr entre les différentes solutions sont respectivement
indiquées sur les tableaux 5.9 et 5.10 pour Cérès et sur les tableaux 5.11 et 5.12 pour Vesta.
Sur les tableaux 5.9 à 5.12, les solutions 4 et 6 ne sont pas indiquées. En effet, pour Cérès et Vesta
les solutions orbitales 2 et 4 sont strictement identiques. Cela était attendu, car pour les solutions 2
et 4 l’influence sur les mouvements orbitaux des couples exercés sur les axes de rotation a en effet
été supprimée. Ainsi bien que le calcul de rotation soit différent dans la solution 2 par rapport à la
solution 4, les deux solutions présentent le même mouvement orbital. Les solutions orbitales de Cérès
et Vesta sont strictement identiques pour les solutions 5 et 6. En effet, l’intégration de la rotation avec
l’intégrateur Adams n’affecte pas les mouvements orbitaux.
Calcul des effets de marée On se serait attendu à ce que les mouvements orbitaux des solutions 2,
4, 5, 6 soient strictement identiques. En effet, bien que les solutions intègrent la rotation différemment,
la rotation n’a pas d’influence sur les orbites pour ces solutions et les mouvements orbitaux devraient
être identiques. Cependant le calcul des effets de marées pour la Terre est réalisé différemment.
En effet, les solutions 2 et 4 intègrent la rotation avec la méthode symplectique de la section 2.2.3 et
la dissipation de marées est calculée selon Mignard (1979), comme vu dans la section 2.2.5 alors que les
solutions 5 et 6 intègrent la rotation avec un intégrateur Adams où les effets de marées de la Terre sont
calculés de la même façon que dans INPOP (Fienga et al., 2008, Manche, 2011). Comme la dissipation
de marées pour la Terre est calculée différemment, le mouvement orbital de la Terre présente des
différences entre les deux solutions. Ces différences vont se répercuter sur les mouvements orbitaux de
Cérès et Vesta qui interagissent gravitationnellement avec la Terre. Cela explique la différence observée
entre les solutions 2,4 et 5,6.
Initialisation de l’intégrateur ADAMS Entre les solutions 5 et 7, on a uniquement enlevé le
calcul de la rotation de Cérès et Vesta. Comme pour la solution 5, la rotation n’a pas d’effet sur
les mouvements orbitaux, les mouvements orbitaux des solutions 5 et 7 devraient être identiques.
Cependant, on observe des différences sur les mouvements orbitaux entre les solutions 5 et 7. Grâce à
Mickaël Gastineau, on a pu observer que cela provenait de l’initialisation réalisée lors d’une intégration
avec l’intégrateur Adams.
Pour intégrer à l’aide d’un intégrateur Adams d’ordre k explicite à pas fixes, la connaissance de
la fonction à intégrer pour les k − 1 pas antérieurs est nécessaire (e.g. Hairer et al., 2008). Ainsi
comme le mouvement de rotation est intégré avec un intégrateur Adams à pas fixes d’ordre 12 sur
LaX, il est nécessaire de connaître la fonction à intégrer pour les 11 pas antérieurs à l’instant initial.
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n◦ 1 2 3 5 7 8 9 10 11 12 13
1 3.3e-07 3.2e-09 2.6e-07 2.6e-07 2.6e-07 4.7e-09 2.9e-05 2.9e-05 9.2e-12 9.6e-12
2 3.3e-07 1.1e-07 1.1e-07 1.1e-07 3.3e-07 2.8e-05 2.8e-05 3.3e-07 3.3e-07
3 2.6e-07 2.6e-07 2.6e-07 7.1e-09 2.9e-05 2.9e-05 3.2e-09 3.2e-09
5 2.6e-13 1.5e-13 2.7e-07 2.8e-05 2.8e-05 2.6e-07 2.6e-07
7 1.1e-13 2.7e-07 2.8e-05 2.8e-05 2.6e-07 2.6e-07
8 2.7e-07 2.8e-05 2.8e-05 2.6e-07 2.6e-07
9 2.9e-05 2.9e-05 4.7e-09 4.7e-09
10 2.0e-09 2.9e-05 2.9e-05
11 2.9e-05 2.9e-05
12 1.9e-11
13
Tableau 5.9 – Différences maximales sur [−100 : 0] kyr pour l’excentricité de Cérès entre les solutions
du tableau 5.8.
n◦ 1 2 3 5 7 8 9 10 11 12 13
1 3.2e-06 2.6e-08 2.7e-06 2.7e-06 2.7e-06 4.5e-08 2.7e-04 2.7e-04 7.4e-11 7.6e-11
2 3.2e-06 7.0e-07 7.0e-07 7.0e-07 3.3e-06 2.6e-04 2.6e-04 3.2e-06 3.2e-06
3 2.7e-06 2.7e-06 2.7e-06 7.1e-08 2.7e-04 2.7e-04 2.6e-08 2.6e-08
5 1.6e-12 9.7e-13 2.8e-06 2.6e-04 2.6e-04 2.7e-06 2.7e-06
7 1.1e-12 2.8e-06 2.6e-04 2.6e-04 2.7e-06 2.7e-06
8 2.8e-06 2.6e-04 2.6e-04 2.7e-06 2.7e-06
9 2.7e-04 2.7e-04 4.5e-08 4.6e-08
10 1.9e-08 2.7e-04 2.7e-04
11 2.7e-04 2.7e-04
12 1.5e-10
13
Tableau 5.10 – Différences maximales sur [−100 : 0] kyr pour l’inclinaison (◦) de Cérès entre les
solutions du tableau 5.8.
n◦ 1 2 3 5 7 8 9 10 11 12 13
1 5.8e-06 2.3e-08 1.3e-06 1.3e-06 1.3e-06 1.1e-07 5.1e-05 5.1e-05 6.8e-11 7.7e-11
2 5.8e-06 4.5e-06 4.5e-06 4.5e-06 5.9e-06 5.1e-05 5.1e-05 5.8e-06 5.8e-06
3 1.3e-06 1.3e-06 1.3e-06 8.8e-08 5.1e-05 5.1e-05 2.3e-08 2.3e-08
5 3.1e-12 3.4e-12 1.4e-06 5.1e-05 5.1e-05 1.3e-06 1.3e-06
7 2.8e-13 1.4e-06 5.1e-05 5.1e-05 1.3e-06 1.3e-06
8 1.4e-06 5.1e-05 5.1e-05 1.3e-06 1.3e-06
9 5.1e-05 5.1e-05 1.1e-07 1.1e-07
10 6.8e-10 5.1e-05 5.1e-05
11 5.1e-05 5.1e-05
12 1.5e-10
13
Tableau 5.11 – Différences maximales sur [−100 : 0] kyr pour l’excentricité de Vesta entre les solu-
tions du tableau 5.8.
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Pour les connaître, l’initialisation sur LaX consiste ainsi à intégrer à l’aide d’un intégrateur DOPRI
à pas variables dans la direction opposée à la direction d’intégration sur une durée égale à 11 pas
d’intégration.
Dans la solution 5, les mouvements de rotation de la Terre, Cérès et Vesta sont intégrés alors
que pour la solution 7, seul celui de la Terre est intégré. Bien que la rotation soit intégrée de façon
indépendante, le choix des pas pour l’intégrateur DOPRI lors de l’initialisation est identique pour
tous les corps dont la rotation est intégrée. Si on ajoute des corps comme Cérès et Vesta, le choix
des pas est différent et l’initialisation est légèrement différente. Cela crée une légère différence dans
l’intégration de la Terre par l’intégrateur Adams qui se répercute sur son mouvement orbital et ainsi
sur les mouvements orbitaux de Cérès et Vesta. Le caractère chaotique des mouvements orbitaux fait
ensuite croître cette différence.
Librairies mathématiques On observe que les solutions 7 et 8 présentent des différences entre leurs
mouvements orbitaux. On a pu voir grâce à l’aide de Mickaël Gastineau que cela était dû à la mise à
jour des librairies mathématiques entre le calcul réalisé en 2011 pour la solution La2011 et celui réalisé
en 2017 pour la solution Ceres2017. La différence entre les calculs réalisés par ces deux librairies est
de l’ordre de la précision numérique et de même le caractère chaotique des mouvements orbitaux fait
ensuite croître cette différence.
Pas d’intégration D’après le tableau 5.6 de la section 5.2.2, l’effet du chaos sur les mouvements
orbitaux a été évalué à 3× 10−7 sur l’excentricité et 3× 10−6◦ sur l’inclinaison de Cérès et à 6× 10−6
sur l’excentricité et 1× 10−4◦ sur l’inclinaison de Vesta sur [−100 : 0] kyr. Or les différences observées
dans les tableaux 5.9, 5.10, 5.11, 5.12 sont toutes inférieures aux effets du chaos ou du même ordre
de grandeur que ces effets à l’exception des solutions 10 et 11. Les solutions 10 et 11 ont un pas
d’intégration de 0.01 yr alors que les autres solutions ont un pas d’intégration de 0.005 yr et présentent
ainsi des différences avec les autres solutions supérieures aux effets du chaos, alors que les différences
entre les solutions 10 et 11 sont quant à elles inférieures. On observe ainsi la nécessité de prendre un
pas d’intégration de 0.005 yr au lieu de 0.01 yr.
Bilan Ainsi aucun des paramètres du tableau 5.8 n’a un effet significatif pour le calcul des mouve-
ments orbitaux de Cérès et Vesta, à l’exception du pas d’intégration.
5.2.4.3 Comparaison des mouvements de rotation
Les différences maximales pour l’obliquité sur [−100 : 0] kyr entre les différentes solutions sont indi-
quées sur les tableaux 5.13 et 5.14 pour respectivement Cérès et Vesta. Les solutions 7 et 8 n’intègrent
pas la rotation et ne sont ainsi pas indiquées. D’après le tableau 5.6 de la section 5.2.2, l’effet du chaos
sur les mouvements de rotation a été évalué à 3 × 10−6◦ sur l’obliquité de Cérès et à 1 × 10−4◦ sur
l’obliquité de Vesta sur [−100 : 0] kyr.
Couple des planètes Pour Cérès, les solutions 3, 4, 6 présentent des obliquités proches au maximum
à 1.1×10−7◦ près, alors que leurs différences d’obliquité avec les autres solutions varient entre 5.2×10−3
et 9.6× 10−3◦. Ces solutions sont les seules à ne pas considérer les couples exercés par les planètes, qui
ont ainsi un effet significatif sur la rotation de Cérès et Vesta.
Pas d’intégration et conditions initiales Considérons maintenant les autres solutions à l’excep-
tion des solutions 3, 4, 6. Comme précédemment, les différences entre les solutions 10 et 11 ne sont pas
significatives alors que les différences avec les autres solutions le sont à cause de l’augmentation du pas
d’intégration.
Pour Cérès, les solutions 12 et 13 présentent des différences significatives entre elles et avec toutes les
autres solutions. Ainsi la précision des conditions initiales sur l’orientation influe de façon significative
sur le calcul de la rotation.
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n◦ 1 2 3 5 7 8 9 10 11 12 13
1 7.6e-05 2.0e-07 1.4e-05 1.4e-05 1.4e-05 1.2e-06 2.5e-04 2.5e-04 5.6e-10 6.4e-10
2 7.6e-05 6.6e-05 6.6e-05 6.6e-05 7.7e-05 2.9e-04 2.9e-04 7.6e-05 7.6e-05
3 1.4e-05 1.4e-05 1.4e-05 1.0e-06 2.5e-04 2.5e-04 2.0e-07 2.0e-07
5 2.0e-11 2.2e-11 1.5e-05 2.6e-04 2.6e-04 1.4e-05 1.4e-05
7 1.9e-12 1.5e-05 2.6e-04 2.6e-04 1.4e-05 1.4e-05
8 1.5e-05 2.6e-04 2.6e-04 1.4e-05 1.4e-05
9 2.5e-04 2.5e-04 1.2e-06 1.2e-06
10 3.4e-09 2.5e-04 2.5e-04
11 2.5e-04 2.5e-04
12 1.2e-09
13
Tableau 5.12 – Différences maximales sur [−100 : 0] kyr pour l’inclinaison (◦) de Vesta entre les
solutions du tableau 5.8.
n◦ 1 2 3 4 5 6 9 10 11 12 13
1 6.3e-08 7.0e-03 7.0e-03 3.0e-07 7.0e-03 1.7e-09 1.2e-05 1.2e-05 3.4e-03 3.4e-03
2 7.0e-03 7.0e-03 3.1e-07 7.0e-03 6.4e-08 1.2e-05 1.2e-05 3.4e-03 3.4e-03
3 6.2e-08 7.0e-03 1.1e-07 7.0e-03 7.0e-03 7.0e-03 9.6e-03 5.2e-03
4 7.0e-03 4.5e-08 7.0e-03 7.0e-03 7.0e-03 9.6e-03 5.2e-03
5 7.0e-03 3.0e-07 1.3e-05 1.3e-05 3.4e-03 3.4e-03
6 7.0e-03 7.0e-03 7.0e-03 9.6e-03 5.2e-03
9 1.2e-05 1.2e-05 3.4e-03 3.4e-03
10 8.1e-10 3.4e-03 3.4e-03
11 3.4e-03 3.4e-03
12 6.8e-03
13
Tableau 5.13 – Différences maximales sur [−100 : 0] kyr pour l’obliquité (◦) de Cérès entre les solu-
tions du tableau 5.8.
n◦ 1 2 3 4 5 6 9 10 11 12 13
1 2.1e-05 8.3e-03 8.3e-03 2.7e-06 8.3e-03 4.1e-07 1.2e-04 1.2e-04 2.0e-05 2.0e-05
2 8.3e-03 8.3e-03 1.9e-05 8.3e-03 2.2e-05 1.4e-04 1.4e-04 2.0e-05 3.8e-05
3 1.7e-05 8.3e-03 3.9e-06 8.3e-03 8.3e-03 8.3e-03 8.3e-03 8.3e-03
4 8.3e-03 1.3e-05 8.3e-03 8.3e-03 8.3e-03 8.3e-03 8.3e-03
5 8.3e-03 3.1e-06 1.3e-04 1.3e-04 2.0e-05 1.9e-05
6 8.3e-03 8.3e-03 8.3e-03 8.3e-03 8.3e-03
9 1.2e-04 1.2e-04 2.0e-05 2.0e-05
10 1.5e-09 1.4e-04 1.1e-04
11 1.4e-04 1.1e-04
12 3.9e-05
13
Tableau 5.14 – Différences maximales sur [−100 : 0] kyr pour l’obliquité (◦) de Vesta entre les solu-
tions du tableau 5.8.
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Figure 5.10 – Enveloppes des différences d’obliquité entre les solutions du tableau 5.8 et la solution
Ceres2017 sur [−1 : 0]Myr pour Cérès (a) et Vesta (b).
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Figure 5.11 – Fréquence de précession de l’axe de rotation pour les solutions du tableau 5.8 avec
leurs incertitudes pour Cérès (a) et Vesta (b).
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n◦ 1 2 3 4 5 6 9 10 11 12 13
ǫmax 19.547 19.582 19.583 19.585 19.546 19.559 19.61 19.581 19.574 19.571 19.581
ǫmoy 12.178 12.191 12.191 12.192 12.177 12.178 12.191 12.173 12.189 12.191 12.191
ǫmin 2.0456 2.0393 2.0885 2.0885 2.0411 2.0207 2.012 1.9741 2.0494 2.088 2.0793
Tableau 5.15 – Obliquités maximales ǫmax, moyennes ǫmoy et minimales ǫmin pour l’obliquité (◦) de
Cérès pour les solutions du tableau 5.8.
n◦ 1 2 3 4 5 6 9 10 11 12 13
ǫmax 44.118 44.161 44.179 44.15 44.156 44.185 44.148 44.154 44.112 44.112 44.127
ǫmoy 33.338 33.336 33.338 33.336 33.34 33.34 33.34 33.343 33.338 33.336 33.339
ǫmin 21.422 21.454 21.46 21.474 21.419 21.47 21.438 21.438 21.412 21.429 21.392
Tableau 5.16 – Obliquités maximales ǫmax, moyennes ǫmoy et minimales ǫmin pour l’obliquité (◦) de
Vesta pour les solutions du tableau 5.8.
Bilan Les paramètres du tableau 5.8, qui jouent un rôle significatif sur l’intégration de la rotation,
sont ainsi les couples exercés par les planètes, la précision des conditions initiales et le pas d’intégration.
Fréquences de précession Sur la figure 5.10, les enveloppes des différences sur l’obliquité des
solutions du tableau 5.8 avec la solution Ceres2017 sont représentées sur [−1 : 0]Myr. On constate que
les différences les plus importantes apparaissent entre les solutions 3, 4, 6, qui ne considèrent pas les
couples exercés par les planètes, et les autres solutions. Ces différences semblent croître linéairement
avec le temps. Pour Cérès, initialement les solutions 12 et 13 présentent des différences plus importantes
mais ces dernières augmentent moins rapidement. Comme cette différence semble linéaire avec le temps,
il pourrait s’agir d’une variation de la fréquence de précession de l’axe de rotation responsable d’un
déphasage entre les deux groupes de solution.
Afin de le vérifier, on détermine par analyse en fréquence pour les solutions obtenues les fréquences
de précession, qui sont représentées sur la figure 5.11. Pour Cérès, les solutions 3, 4, 6 présentent des
fréquences de précession inférieures en valeur absolue à celles des autres solutions. L’écart en fréquence
est d’environ 0.002′′/yr pour Cérès, ce qui aboutit à un écart angulaire au bout de 1Myr d’environ
1 × 106 × 0.002/3600 ≈ 0.56◦, en cohérence avec l’écart angulaire au bout de 1Myr d’environ 0.65◦
observé sur la figure 5.10. Ainsi pour Cérès, les couples exercés par les planètes jouent un rôle significatif
sur l’évolution de l’obliquité en modifiant la fréquence de précession. Pour Vesta, les fréquences de
précession des solutions 3, 4, 6 sont inférieures en valeur absolue aux fréquences des autres solutions,
cependant elles se trouvent dans les intervalles d’incertitudes des autres fréquences et l’on ne peut ainsi
pas conclure.
Amplitudes de l’obliquité Les tableaux 5.15 et 5.16 indiquent les obliquités maximales, moyennes
et minimales de respectivement Cérès et Vesta sur [−20 : 0]Myr. Les solutions 3, 4, 6 ne présentent pas
de variations significatives de l’obliquité par rappport aux autres solutions. Ainsi les couples exercés
par les planètes doivent être pris en compte pour obtenir la bonne fréquence de précession mais n’ont
pas d’influence sur les variations de l’obliquité.
5.3 Solution Ceres2017 pour la rotation de Cérès et Vesta
5.3.1 Cérès
L’évolution de l’obliquité de Cérès est représentée sur la figure 5.12 pour les intervalles de temps
[−100 : 0] kyr, [−1 : 0] Myr et [−20 : 0] Myr. L’obliquité varie entre 2.06 et 19.59◦ sur [−20 : 0] Myr.
Les amplitudes des variations sur [−100 : 100] Myr sont similaires.
Pour déterminer la fréquence de précession du moment cinétique w = (wx, wy, wz), on réalise
l’analyse en fréquence de la quantité wx + iwy, où wx et wy sont les coordonnées de la composante de
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Figure 5.12 – Obliquités de Cérès sur [−100 : 0] kyr (a), [−1 : 0] Myr (b) et [−20 : 0] Myr (c).
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νk (′′/yr) 106 ×Ak φk (◦)
fC -6.15875 132796 4.534
sC -59.25393 19264 162.921
s6 -26.34785 3150 33.785
sC + (gC − g5) -9.25982 3022 -68.345
sC + (gC − (2g6 − g5)) -57.23494 2952 97.518
sC − (gC − (2g6 − g5)) -61.27289 2832 48.975
s7 -2.99104 1915 50.007
sC + (gC − (2g6 − g7)) -58.40439 1392 -172.293
sC − (gC − (2g6 − g7)) -60.10345 1312 -41.211
s8 -0.69160 1303 -69.308
sC + 2(gC − g6) -7.23883 1170 -127.942
fC − (gC − (2g6 − g5)) -8.17557 668 -100.922
fC + (gC − (2g6 − g5)) -4.14024 658 -57.248
sC + 2(gC − g6) + (g5 − g7) -6.06275 573 2.238
sC − 2(g5 − g6) -11.27863 420 177.727
sC + (g5 − g7) -58.08387 391 -105.808
fC + (gC − (2g6 − g7)) -5.30451 313 48.054
-59.15554 305 -28.298
fC − (gC − (2g6 − g7)) -6.99815 290 -168.326
-59.34498 280 -166.997
sC + (3gC − 4g6 + g7) -6.39098 276 -113.654
-59.45168 267 113.695
sC + 2(gC − g6)− (g5 − g7) -8.41092 266 -45.638
-6.27076 251 121.424
-59.04637 229 60.256
sC + (gC − g6) -33.24727 227 -165.136
-6.15880 225 -88.261
sC − (g5 − 2g6 + g7) -10.10925 219 86.998
sC + 2 (gC − (2g6 − g5)) -55.21618 216 30.997
sC − 2 (gC − (2g6 − g5)) -63.29223 215 -66.897
sC − (2gC + g5 − 4g6 + g7) -62.12250 204 -155.831
sC + (2gC + g5 − 4g6 + g7) -56.38576 203 121.140
-59.25884 202 -106.222
2fC − sC 46.93652 195 -153.986
sC + (gC − g5 − 2g6 + 2g7) -59.57497 183 -77.254
sC − (gC − g6) -85.26054 183 -48.320
sC − (gC − g5 − 2g6 + 2g7) -58.93920 173 -154.076
s1 -5.61671 159 -118.819
2sC − fC -112.34910 140 141.919
sC + (gC − g7) -8.08029 127 -125.830
fC + (gC − g6) 19.84789 105 36.075
fC − (gC − g6) -32.16614 104 150.147
sC − (s6 − s7 − gC − 2g5 + 3g6) -57.86704 96 15.532
sC + (s6 − s7 − gC − 2g5 + 3g6) -60.64206 94 127.961
2gC − sC 167.75745 90 148.483
fC + (sC − s6) -39.06485 90 -46.170
-56.11382 85 12.387
-5.91789 82 112.898
sC + (3gC + g5 − 4g6) -5.21225 78 10.716
-59.37412 68 159.704
Tableau 5.17 – 50 premiers termes de l’analyse en fréquence de wx+iwy pour Cérès sur [−20 : 0] Myr.
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Figure 5.13 – Obliquité de Cérès pour la solution Ceres2017 en noir et inclinaison du plan orbital
par rapport au plan équatorial initial en rouge sur [−100 : 0] kyr.
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Figure 5.14 – Inclinaison de l’équateur de Cérès par rapport au plan invariant sur [−100 : 0] kyr.
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w parallèle au plan invariant. L’approximation quasi-périodique
∑50
k=1Ake
i(νkt+φk) obtenue est donnée
dans le tableau 5.17. La fréquence de précession de l’axe de rotation est ainsi fC = −6.1588′′/yr avec
une précision de l’analyse en fréquence de 0.0002′′/yr, ce qui correspond à une période de précession
de 210.43 kyr.
Skoglöv et al. (1996) ont noté que les corps comme Cérès et Vesta, qui ont une inclinaison importante
et qui présentent une fréquence de précession de l’axe de rotation inférieure à la fréquence de précession
du nœud ascendant, pouvaient présenter de fortes variations de l’obliquité dues à la précession du nœud
ascendant. Si on note dans le plan invariant (i,Ω) l’inclinaison et la longitude du nœud ascendant du
plan orbital et (iǫ, L) l’inclinaison et la longitude du nœud ascendant de l’équateur, l’obliquité est
donnée par l’équation
cos ǫ = n.w = cos i cos iǫ + sin i sin iǫ cos (Ω− L) . (5.45)
En supposant que les inclinaisons i, iǫ et la longitude L restent constantes, à cause du mouvement de
précession du nœud du plan orbital Ω, cos ǫ varie entre cos i cos iǫ + sin i sin iǫ et cos i cos iǫ − sin i sin iǫ
et l’obliquité varie ainsi entre |iǫ − i| et |iǫ + i|. Dans le cas où i ≥ iǫ, l’obliquité oscille alors avec une
amplitude de iǫ autour de l’inclinaison du plan orbital i.
Sur la figure 5.13, l’inclinaison du plan orbital de Cérès par rapport au plan équatorial initial est
représentée sur [−100 : 0] kyr par une courbe rouge et oscille entre 2.12 et 17.08◦. Sur [−100 : 0] kyr,
l’inclinaison i du plan orbital par rapport au plan invariant varie entre 8.90 et 10.42◦ et présente
une valeur moyenne de 9.60◦. L’inclinaison iǫ du plan équatorial par rapport au plan invariant est
initialement de 6.88◦ et son évolution est représentée sur la figure 5.14 sur [−100 : 0] kyr. Ainsi iǫ varie
peu par rapport aux variations de l’amplitude de l’obliquité. On observe alors bien des oscillations de
l’inclinaison du plan orbital par rapport au plan équatorial initial entre i− iǫ et i+ iǫ. Ainsi une grande
partie des variations de l’obliquité de Cérès est due au changement de l’orientation de l’orbite.
Comparaison avec les études précédentes On peut comparer la solution Ceres2017 à celle cal-
culée par Ermakov et al. (2017a) et disponible à l’adresse http://onlinelibrary.wiley.com/doi/
10.1002/2016GL072250/abstract. Ermakov et al. (2017a) ont calculé à partir du hamiltonien total
de façon symplectique le mouvement orbital et de rotation de Cérès. La solution a été calculée avec un
intégrateur similaire à celui de Touma et Wisdom (1994) et ainsi le hamiltonien du corps solide libre
a été intégré pour Cérès triaxial, c’est-à-dire pour trois moments d’inertie différents, sur l’intervalle
de temps [−3 : 0] Myr. Ermakov et al. (2017a) ont aussi intégré Cérès cette fois axisymétrique sur
l’intervalle de temps [−1 : 0] Gyr.
Sur la figure 5.15, on peut comparer les évolutions de l’excentricité et de l’obliquité de la solution
Ceres2017 à celle calculée par Ermakov et al. (2017a) sur [−3 : 0] Myr pour Cérès triaxial. Les varia-
tions de l’obliquité et de l’excentricité sont similaires. Les différences entre les deux solutions ont été
représentées sur la figure 5.16 pour l’obliquité et l’excentricité. Il semble que la solution donnée par
Ermakov et al. (2017a) n’ait pas été calculée à partir de l’époque J2000 mais de la situation présente de
Cérès. Cependant cela a pu être résolu en partant d’un point de la solution de Ermakov et al. (2017a)
proche de l’époque J2000. Pour l’excentricité, la différence entre les deux solutions présente de faibles
oscillations autour d’une valeur proche de zéro. Cependant on observe pour l’obliquité des oscillations
autour de la valeur zéro avec une amplitude croissante. Cet écart croissant pourrait provenir du choix
différent réalisé pour le moment d’inertie polaire entre les deux solutions. En effet comme indiqué dans
la section 4.1, Ermakov et al. (2017a) utilisent la valeur C ≈ 0.3915 alors que nous avons réalisé une
intégration pour la valeur C = 0.393. Une différence sur le moment d’inertie polaire provoque une
différence sur les fréquences de précession, d’où l’apparition d’un déphasage croissant. Cependant nous
avons réalisé une nouvelle intégration pour C = 0.3915, et on observe des différences très similaires
pour l’obliquité à celles de la figure 5.16. La persistance des déphasages nous indique ainsi qu’il existe
toujours une faible différence entre les fréquences propres des deux solutions.
L’analyse en fréquence nous a permis d’obtenir ici la valeur de la période de précession, qui est de
210.43 kyr. Ceci est en accord avec la période de précession de 210 kyr déterminée par Ermakov et al.
(2017a) avec une transformée de Fourier rapide.
On peut aussi comparer les résultats à ceux obtenus par Bills et Scott (2017), qui ont calculé
l’obliquité de Cérès sur quelques millions d’années à partir du hamiltonien séculaire avec un mouvement
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Figure 5.15 – Obliquités (a) et excentricités (b) de la solution Ceres2017 en rouge et de Ermakov
et al. (2017a) en noir.
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Figure 5.16 – Différence pour l’obliquité (a) et l’excentricité (b) entre la solution Ceres2017 et celle
de Ermakov et al. (2017a).
orbital obtenu avec un modèle séculaire, où sont considérés les huit planètes du Sytème solaire et Cérès.
Ils obtiennent alors des oscillations d’amplitude similaire pour l’obliquité de Cérès.
5.3.2 Vesta
L’évolution de l’obliquité de Vesta est représentée sur la figure 5.17 pour les intervalles de temps
[−100 : 0] kyr, [−1 : 0] Myr et [−20 : 0] Myr. L’obliquité varie entre 21.39 et 44.14◦ sur [−20 : 0] Myr.
Les amplitudes des variations sur [−100 : 100] Myr sont similaires.
L’approximation quasi-périodique
∑50
k=1Ake
i(νkt+φk) de wx + iwy est donnée par l’analyse en fré-
quence dans le tableau 5.18. La fréquence de précession de l’axe est ainsi de fV = −12.882′′/yr avec
une précision de l’analyse en fréquence de 0.002′′/yr. Cela correspond à un période de précession de
100.61 kyr.
Comme pour Cérès, l’inclinaison de l’équateur iǫ de Vesta sur le plan invariant est représentée sur
[−100 : 0] kyr sur la figure 5.19. L’inclinaison de l’équateur varie ainsi de façon plus importante que
pour Cérès. Comme pour Cérès, on compare sur la figure 5.18 l’obliquité à l’inclinaison du plan orbital
par rapport au plan équatorial initial, qui oscille entre 23.92 et 38.33◦ sur [−100 : 0] kyr. Pour Vesta
l’inclinaison iǫ du plan équatorial initial par rapport au plan invariant est de 31.22◦ et l’inclinaison
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Figure 5.17 – Obliquités de Vesta sur [−100 : 0] kyr (a), [−1 : 0] Myr (b) et [−20 : 0] Myr (c).
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νk (′′/yr) 106 ×Ak φk (◦)
fV -12.88235 536537 -32.774
2fV − (2s6 − sV ) -12.68720 53372 -129.004
2s6 − sV -13.07751 49031 -114.858
sV -39.61376 31572 -172.011
-12.77160 17140 52.745
-12.99626 14654 48.485
2fV − sV 13.84895 13649 106.512
-12.67225 10137 -159.973
s6 -26.34823 7832 32.968
-13.10016 7321 -115.847
-12.55303 6177 -19.085
-12.92955 5260 14.327
2fV − s6 0.58288 4646 -99.913
-12.73796 4601 -121.794
fV − (sV − s6) 0.38433 4002 174.403
fV − (gV − g6) -21.53224 3891 27.961
-12.82979 3878 130.392
fV + (gV − g6) -4.23214 3863 87.770
fV + (sV − s6) -26.14817 3364 -58.177
-12.83327 3345 116.714
-13.06876 3064 61.903
3fV − 2s6 14.04715 2933 13.044
fV − 2(sV − s6) 13.65255 2838 24.381
-12.44726 2791 -125.619
-13.16296 2581 -44.359
-39.71053 2303 -17.854
-12.99531 2220 41.091
-39.51364 2149 -138.939
2sV − fV -66.34537 2086 -131.843
sV + (gV − g5) -6.97876 1971 -142.636
-13.25676 1924 -122.046
-12.86902 1919 -78.108
-12.61890 1819 99.975
-12.53596 1587 159.537
-13.11606 1508 156.028
sV + (gV − g6) -30.96333 1357 -51.344
-12.78299 1342 -14.556
-12.93541 1319 -23.383
s7 -2.99285 1201 45.632
sV + s6 − fV -53.07896 1116 75.117
sV − (gV − g6) -48.26419 1101 -112.768
s8 -0.69187 1056 -69.630
-12.37138 1049 -141.990
-13.18382 1020 -117.994
0.77870 1013 161.465
-39.43894 953 -156.160
fV − (gV − g5) -45.52000 900 110.360
fV + (gV − g5) 19.75530 886 4.257
-12.46117 863 169.774
fV + (gV − g6 + sV − s6)-17.49709 595 62.754
Tableau 5.18 – 50 premiers termes de l’analyse en fréquence de wx+iwy pour Vesta sur [−20 : 0] Myr.
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Figure 5.18 – Obliquité de Vesta pour la solution Ceres2017 en noir et inclinaison du plan orbital
par rapport au plan équatorial initial en rouge sur [−100 : 0] kyr.
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Figure 5.19 – Inclinaison de l’équateur de Vesta par rapport au plan invariant sur [−100 : 0] kyr.
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Figure 5.20 – Obliquités maximales, moyennes et minimales respectivement en rouge, noir et bleu
de Cérès sur [−20 : 0] Myr en fonction du moment d’inertie polaire C.
i du plan orbital par rapport au plan invariant varie sur [−100 : 0] kyr entre 5.37 et 7.41◦ avec une
valeur moyenne de 6.45◦. D’après l’équation (5.45), l’inclinaison du plan orbital par rapport au plan
équatorial devrait varier entre iǫ− i et iǫ+ i. C’est bien ce que l’on observe ici. Cependant les variations
de l’obliquité sont plus importantes que ces dernières. L’orientation de l’orbite a ainsi une contribution
moins importante sur l’obliquité que pour Cérès.
5.3.3 Intégrations pour différents moments d’inertie
Le chapitre 4 évoquait l’évolution des moments d’inertie polaires C de Cérès et Vesta en fonction
des différents modèles de structure internes possibles pour Cérès et Vesta. Pour Cérès on avait déduit
que le moment d’inertie était compris dans l’intervalle [0.388 : 0.398]. Pour Vesta le moment d’inertie
pouvait être compris en fonction des modèles dans l’intervalle [0.406 : 0.422].
Pour Cérès et Vesta, on a réalisé l’intégration pour la solution Ceres2017 respectivement avec les
moments d’inertie 0.393 et 0.409. On a réalisé des intégrations supplémentaires pour différents moments
d’inertie polaire sur l’intervalle de temps [−100 : 0] Myr sur des intervalles d’incertitude agrandis. On
a ainsi pris des moments d’inertie polaires dans l’intervalle [0.380 : 0.406] pour Cérès et [0.390 : 0.430]
pour Vesta.
Comme on a pu le voir dans la section 5.2.4, une intégration réalisée en double-précision avec un
pas de 0.01 yr ne modifie pas les variations de l’obliquité de façon significative par rapport à la solution
Ceres2017 réalisée avec un pas de 0.005 yr en précision étendue, les différences sur les obliquités de
Cérès et Vesta étant du même ordre de grandeur que celles obtenues en faisant varier légèrement les
conditions initiales orbitales et de rotation. Les variations relatives des moments d’inertie sont ici bien
plus grandes que celles des conditions initiales orbitales et de rotation. Ainsi les différences dues aux
moments d’inertie devraient être bien plus grandes que celles dues à la précision et au pas d’intégration.
Les intégrations ont ainsi été réalisées en double-précision avec un pas de 0.01 yr.
Les variations de l’obliquité de Cérès ont été représentées sur la figure 5.20 en fonction du mo-
ment d’inertie polaire. Toutes les solutions obtenues avec différents moments d’inertie polaires dans
l’intervalle [0.380 : 0.406] donnent des oscillations de l’obliquité d’amplitudes similaires. Ermakov et al.
(2017a) ont réalisé plusieurs intégrations pour des moments d’inertie dans l’intervalle [0.3865 : 0.3965]
et ont aussi conclu que les moments d’inertie influençaient faiblement l’amplitude des oscillations. La
fréquence de précession dépend du moment d’inertie polaire C d’après la formule (2.160). Sur la figure
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Figure 5.21 – Évolution de la fréquence de précession de l’axe de rotation de Cérès déterminée par
analyse en fréquence sur [−20 : 0]Myr en fonction du moment d’inertie polaire C.
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Figure 5.22 – Différence maximale sur l’obliquité avec la solution obtenue pour Cérès avec C = 0.393
en fonction du moment d’inertie polaire C et du temps.
99
15
20
25
30
35
40
45
50
0.390 0.400 0.410 0.420 0.430
ǫ
(◦
)
C
Figure 5.23 – Obliquités maximales, moyennes et minimales respectivement en rouge, noir et bleu
de Vesta sur [−20 : 0] Myr en fonction du moment d’inertie polaire C.
5.21, on peut observer l’évolution de la fréquence de précession de Cérès en fonction du moment d’iner-
tie polaire. Conformément à l’équation (2.160), la fréquence de précession diminue en valeur absolue
lorsque le moment d’inertie polaire augmente. Sur la figure 5.22, est représentée la différence maximale
sur l’obliquité par rapport à la solution obtenue pour C = 0.393 en fonction du moment d’inertie
polaire C et du temps. Pour un temps donné, la différence maximale augmente plus on s’éloigne de la
valeur de C = 0.393, comme la différence sur la fréquence de précession est de plus en plus importante.
Cette différence sur la fréquence de précession va créer un déphasage croissant par rapport à la solu-
tion calculée avec le moment d’inertie 0.393 et on observe ainsi que la différence maximale croît avec le
temps jusqu’à atteindre une valeur maximale. Le déphasage avec la solution obtenue avec C = 0.393
est alors supérieur à π, soit une demi-période. En considérant l’intervalle d’incertitude [0.380 : 0.406]
pour le moment d’inertie polaire, l’incertitude sur l’obliquité est alors d’environ 0.8◦ dès 100 kyr et
d’environ 7◦ dès 1Myr.
Pour Vesta, les variations de l’obliquité obtenues avec les différents moments d’inertie polaire dans
l’intervalle [0.390 : 0.430] ont été représentées sur la figure 5.23 et présentent toutes des oscillations avec
des amplitudes voisines. Cependant, la solution obtenue pour C = 0.406 peut présenter des obliquités
plus faibles sur l’intervalle [−20 : 0] Myr comme cela est représenté sur la figure 5.24. L’obliquité peut
descendre jusqu’à 18.87◦ contre 21.39◦ pour C = 0.409. De plus, l’évolution générale de l’obliquité
est différente pour C = 0.406 sur la figure 5.24 de celle obtenue pour C = 0.409 sur la figure 5.17.
Sur la figure 5.25, on peut observer l’évolution de la fréquence de précession de Vesta en fonction du
moment d’inertie polaire. Conformément à l’équation (2.160), la fréquence de précession diminue en
valeur absolue lorsque le moment d’inertie polaire augmente à l’exception de l’intervalle [0.400 : 0.407],
où on observe une résonance. Dans la section 5.4.2.3, nous verrons qu’il s’agit de la résonance avec
la fréquence 2s6 − sV , qui est ainsi responsable de la diminution de l’obliquité minimale observée
précédemment. Sur la figure 5.26, est représentée la différence maximale sur l’obliquité par rapport
à la solution obtenue pour C = 0.409 en fonction du moment d’inertie polaire C et du temps. La
différence maximale croît plus vite avec le temps que pour Cérès et ainsi la différence maximale sur
l’intervalle d’incertitude [0.390 : 0.430] est d’environ 2◦ dès 100 kyr et de 22◦ dès 1Myr.
Ainsi s’il est possible de connaître l’amplitude des oscillations de l’obliquité de Cérès et Vesta sur
[−20 : 0]Myr, il n’est pas possible de connaître précisément les évolutions de l’obliquité au-delà de
100 kyr à cause de l’incertitude sur le moment d’inertie polaire due à l’indétermination des structures
internes de Cérès et Vesta.
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Figure 5.24 – Obliquité de Vesta sur [−20 : 0] Myr pour C = 0.406.
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Figure 5.25 – Évolution de la fréquence de précession de l’axe de rotation de Vesta déterminée par
analyse en fréquence sur [−20 : 0]Myr en fonction du moment d’inertie polaire C.
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Figure 5.26 – Différence maximale sur l’obliquité avec la solution obtenue pour Vesta avec C = 0.409
en fonction du moment d’inertie polaire C et du temps.
5.4 Étude de la stabilité de l’axe de rotation
Nous allons maintenant étudier la stabilité à long terme de l’axe de rotation avec la méthode utilisée
par Laskar et al. (1993a) et Laskar et Robutel (1993) pour l’étude de la stabilité de l’axe de rotation
des planètes du système solaire. Elle consiste à intégrer à partir d’une solution orbitale séculaire donnée
les équations séculaires de la précession de l’axe de rotation. La stabilité de la solution peut ensuite
être déterminée par l’analyse en fréquence comme expliqué dans Dumas et Laskar (1993) et Laskar
(1993).
Pour cela, on a intégré ici les équations de précession sur l’intervalle de temps [−40 : 0] Myr. On
détermine la fréquence de précession f1 sur l’intervalle de temps [−20 : 0] Myr et la fréquence f2 sur
l’intervalle [−40 : −20] Myr. La diffusion de la constante de précession peut être mesurée par la quantité
(Dumas et Laskar, 1993, Laskar, 1993)
σ =
∣
∣
∣
∣
f1 − f2
f1
∣
∣
∣
∣
. (5.46)
Si le système est intégrable, les fréquences ne varient pas et la quantité σ reste nulle. Il n’y a alors
pas de diffusion. Si le système est faiblement perturbé, les fréquences vont varier lentement et σ
restera modeste. Cependant si le système est chaotique, les fréquences vont varier significativement et
σ présentera des valeurs élevées. En mesurant la diffusion de la fréquence de précession par le biais de
la quantité σ, on peut estimer la diffusion chaotique et ainsi étudier la stabilité de l’axe de rotation.
5.4.1 Solution séculaire pour l’obliquité
Pour l’étude de la stabilité à long terme, nous allons calculer la précession à partir des équations
séculaires (2.148). Ainsi le mouvement de précession sera seulement dû au couple exercé par le Soleil
et sera forcé par le mouvement orbital séculaire.
5.4.1.1 Comparaison avec la solution Ceres2017
Nous allons comparer la solution Ceres2017 obtenue avec l’intégrateur LaX à celle obtenue en
intégrant les équations séculaires de précession (2.148). Dans ces équations, la normale à l’orbite n et
l’excentricité e sont calculées à partir de la solution orbitale séculaire de la section 3.3. L’intégration
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Figure 5.27 – Différence entre les solutions Ceres2017 et séculaire pour l’obliquité de Cérès (a) et
Vesta (b) sur [−20 : 0] Myr.
a lieu dans le repère invariant de l’intégrateur LaX. Les équations (2.148) sont intégrées à l’aide d’un
intégrateur Adams à pas fixes pour un pas d’intégration de 100 yr. Ce pas a été choisi afin de pouvoir
conserver la norme du moment cinétique sur [−40 : 0] Myr. L’intégration avec l’intégrateur Adams
nécessite une initialisation comme indiqué dans la section 5.2.4. Pour une intégration sur l’intervalle
[−40 : 0] Myr, on réalise une initialisation en intégrant sur l’intervalle [0 : 10] kyr avec un intégrateur
DOPRI avec un pas d’intégration de 100 yr. On utilise pour les axes de rotation les mêmes conditions
initiales que la solution Ceres2017 données dans le tableau 4.2 et les constantes de précession sont
calculées à partir des grandeurs données dans le chapitre 4.
Les différences pour l’obliquité entre les deux solutions sont représentées sur la figure 5.27 pour Cérès
et Vesta sur l’intervalle de temps [−20 : 0] Myr. Les différences oscillent autour de zéro mais présentent
des amplitudes modérées par rapport aux amplitudes de variation de l’obliquité. Pour Cérès la différence
maximale sur [−20 : 0] Myr entre les deux intégrations est d’environ 1.5◦ alors que l’obliquité varie sur
[−20 : 0] Myr entre 2 et 20◦ avec une amplitude de 18◦. Pour Vesta, la différence maximale entre
les deux intégrations est d’environ 4.5◦ sur [−20 : 0] Myr alors que l’obliquité varie sur [−20 : 0] Myr
entre 22 et 44◦ avec une amplitude de 22◦. On compare aussi les fréquences de précession des axes de
rotation. Pour Cérès, la fréquence de précession sur [−20 : 0]Myr est −6.1581 ± 0.0003′′/yr pour la
solution séculaire alors que l’on avait précédemment f = −6.1588± 0.0002′′/yr pour l’intégration avec
LaX (section 5.3.1). Pour Vesta, la fréquence de précession sur [−20 : 0]Myr est −12.8769±0.0006′′/yr
pour la solution séculaire contre précédemment f = −12.882± 0.002′′/yr pour l’intégration avec LaX
(section 5.3.2). Ces différences sont supérieures à la précision de l’analyse en fréquence et sont ainsi
significatives.
Pour la solution séculaire, les couples exercés par les planètes ne sont pas considérés. Or dans la
section 5.2.4, nous avons vu que dans ce cas, la fréquence de précession était comprise pour Cérès entre
−6.1565′′/yr et −6.157′′/yr. Si la fréquence de précession obtenue avec le modèle séculaire est en effet
plus faible en valeur absolue, elle ne l’est cependant pas autant. Pour Vesta, nous avions vu que l’effet
sur la fréquence de précession n’était pas significatif.
Les différences entre les deux calculs pourraient aussi provenir d’une différence de conditions initiales
pour l’orientation. En effet, la solution orbitale séculaire de la section 3.3 ne présente pas les termes
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Figure 5.28 – Diffusion de la fréquence de précession de Cérès (a) et Vesta (b) en fonction de
l’obliquité initiale obtenue pour la solution Ceres2017 en noir et pour la solution séculaire en rouge.
à courte période comme constaté sur les figures 3.13 et 3.14 et possède ainsi des conditions initiales
orbitales différentes. Ainsi, même en prenant les mêmes conditions initiales pour l’axe de rotation,
on obtient des obliquités initiales différentes avec ǫCsec = 4.0108◦ et ǫV sec = 27.4244◦ au lieu de
ǫC = 3.997
◦ et ǫV = 27.46784◦ (section 4.3). Les différences sur l’obliquité initiale de respectivement
0.02◦ pour Cérès et −0.05◦ pour Vesta peuvent être responsables des oscillations croissantes observées.
La différence initialement petite pourrait s’accroître progressivement avec le temps.
Cependant sur l’intervalle de temps [−20 : 0] Myr, ces différences restent inférieures à celles obser-
vées sur les figures 5.22 et 5.26 pour respectivement Cérès et Vesta, lorsque l’on fait varier les moments
d’inertie polaire. En effet, on avait observé dans la section 5.3.3, que sur [−20 : 0] Myr les différences
sur l’obliquité dues aux variations des moments d’inertie polaires étaient de l’ordre des amplitudes de
l’obliquité.
L’intégration des équations séculaires permet ainsi de retrouver l’évolution générale de l’obliquité et
l’amplitude de ses oscillations. De plus l’intégration séculaire est environ 1 million de fois plus rapide
que l’intégration symplectique réalisée avec l’intégrateur LaX. On peut ainsi utiliser les équations
séculaires de précession pour étudier la stabilité de l’axe de rotation de Cérès et Vesta, ce qui nécessite
de réaliser des intégrations pour un grand nombre de conditions initiales.
5.4.1.2 Propriétés de stabilité
Si les équations séculaires permettent bien d’obtenir l’évolution de l’obliquité, il reste cependant à
vérifier que les propriétés de stabilité sont bien identiques entre les solutions Ceres2017 et séculaire.
On intègre ainsi sur l’intervalle de temps [−40 : 0] Myr l’axe de rotation avec l’intégrateur LaX et avec
les équations séculaires (2.148) pour des obliquités initiales variant de 0 à 100◦ avec un pas de 0.5◦.
La diffusion de la fréquence de précession est mesurée par la quantité σ donnée par l’équation (5.46),
dont les variations sont représentées pour les deux solutions sur la figure 5.28 pour Cérès et Vesta.
Pour Cérès, les variations de σ sont similaires pour les deux solutions. Les régions de forte aug-
mentation de σ sont les témoins de résonances séculaires avec des fréquences orbitales. Ces régions
correspondent pour les deux solutions et peuvent être observées distinctement dans les deux cas. Pour
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α (′′/yr) fréquence (′′/yr) identification valeur approchée
[0.52 : 1.10] [−1.07 : −0.51] s8 −0.69′′/yr *
[1.77 : 2.00] [−1.94 : −1.72] s7 + (g5 − g7) −1.83′′/yr *
[2.19 : 2.60] [−2.52 : −2.12] s6 − (g5 − g6) −2.36′′/yr *
[2.76 : 3.49] [−3.38 : −2.67] s7 −2.99′′/yr *
[4.21 : 4.54] [−4.38 : −4.07] s7 − (g5 − g7) −4.16′′/yr *
[5.14 : 5.34] [−5.15 : −4.96] s7 − (gC + g5 − 2g6) −5.01′′/yr
[5.36 : 5.60] [−5.39 : −5.16] sC + (3gC + g5 − 4g6) −5.22′′/yr *
[5.75 : 6.04] [−5.81 : −5.54] s1 −5.61′′/yr *
[6.21 : 6.48] [−6.23 : −5.97] sC + 2(gC − g6) + (g5 − g7) −6.07′′/yr
[6.52 : 6.79] [−6.52 : −6.27] sC + (3gC − 4g6 + g7) −6.39′′/yr *
[7.15 : 7.85] [−7.53 : −6.86] sC + 2(gC − g6) −7.24′′/yr *
[8.10 : 8.29] [−7.94 : −7.76] sC − (s6 − s7 − 2gC − g5 + 3g6) −7.88′′/yr
[8.34 : 8.51] [−8.16 : −7.99] sC + (gC − g7) −8.09′′/yr *
[8.63 : 8.95] [−8.56 : −8.27] sC + 2(gC − g6)− (g5 − g7) −8.41′′/yr *
[9.48 : 10.19] [−9.66 : −9.04] sC + (gC − g5) −9.26′′/yr *
[10.48 : 10.75] [−10.19 : −9.95] sC − (g5 − 2g6 + g7) −10.11′′/yr *
[10.93 : 11.12] [−10.55 : −10.37] sC + (gC − 2g5 + g7) −10.43′′/yr *
[11.15 : 11.37] [−10.78 : −10.58] sC + (s6 − s7 − 3(g5 − g6)) −10.65′′/yr
[11.51 : 11.66] [−11.03 : −10.90] sC − (gC + g5 − 4g6 + 2g7) −10.96′′/yr
[11.75 : 11.99] [−11.40 : −11.11] sC − 2(g5 − g6) −11.28′′/yr *
Tableau 5.19 – Régions de fortes variations de la quantité σ mesurant la diffusion de la fréquence
de précession pour Cérès. Le signe * indique les fréquences présentes dans les termes utilisés pour
construire la solution séculaire (tableaux 3.2 et C.1).
Vesta, on observe une évolution différente et σ est plus élevé pour la solution séculaire que pour la
solution Ceres2017. Les régions où on assiste à une forte augmentation de la diffusion correspondent
cependant pour les deux solutions sur la figure 5.28.
La diffusion de la fréquence de précession permet ainsi de bien observer les résonances orbitales pour
les deux solutions, qui présentent les mêmes propriétés de stabilité. Les équations séculaires peuvent
ainsi bien être utilisées pour étudier les effets des résonances séculaires.
5.4.2 Étude des résonances proches
Nous avons vu dans le chapitre 4 qu’il existait une incertitude sur les constantes de précession de
Cérès et Vesta à cause de l’indétermination du moment d’inertie polaire et qu’elles pourraient avoir
évolué suite à des collisions avec des astéroïdes. Nous allons ainsi regarder la stabilité de l’axe de
rotation pour différentes valeurs de la constante de précession α, séparées de 0.01′′/yr sur un intervalle
donné. Les équations séculaires de la précession sont intégrées sur l’intervalle de temps [−40 : 0] Myr
pour chaque valeur de α. Pour chaque solution, on détermine la diffusion de la constante de précession
par la quantité σ, ainsi que les obliquités maximale, moyenne et minimale.
5.4.2.1 Cérès
Nous faisons varier la constante de précession dans l’intervalle [0.01 : 12] ′′/yr pour Cérès. L’évolu-
tion de la quantité σ mesurant la diffusion de la fréquence de précession, et celle de l’obliquité sont sur
la figure 5.29. Comme évoqué précédemment dans la section 5.4.1.2, les régions de forte augmentation
de σ observées sur la figure 5.29 correspondent à des résonances séculaires de la fréquence de précession
de l’axe de rotation avec des fréquences séculaires orbitales. Les principales régions observées sont re-
censées dans le tableau 5.19 et devraient correspondre aux fréquences présentes dans la décomposition
fréquentielle de ζ utilisée pour obtenir la solution séculaire dans la section 3.3. Plusieurs fréquences
sont déjà présentes dans les tableaux 3.2 et C.1 : on observe en effet la présence des fréquences s8,
s7 + (g5 − g7), s6 − (g5 − g6), s7, s7 − (g5 − g7), sC + (3gC + g5 − 4g6), s1, sC + (3gC − 4g6 + g7),
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Figure 5.29 – Obliquité (a), fréquence de précession (b), diffusion de la fréquence de précession
(c) pour Cérès sur [−40 : 0]Myr par rapport à la constante de précession. Pour (a), les obliquités
maximales, moyennes et minimales sont respectivement en rouge, noir et bleu. Pour (c), le rectangle
A représente les constantes de précession pour C ∈ [0.380 : 0.406] avec une ligne rouge verticale pour
C = 0.393. Le rectangle B représente les constantes de précession dans l’intervalle [5.91 : 6.77]′′/yr avec
une ligne rouge verticale pour la valeur α = 6.34′′/yr calculée dans la section 4.1.5 pour une vitesse de
rotation 7% plus élevée (Mao et McKinnon, 2018).
sC + 2(gC − g6), sC + (gC − g7), sC + 2(gC − g6) − (g5 − g7), sC + (gC − g5), sC − (g5 − 2g6 + g7),
sC + (gC − 2g5 + g7), sC − 2(g5 − g6).
Cependant cinq régions ne correspondent pas à des fréquences présentes dans les termes utilisés pour
la solution séculaire. Elles peuvent correspondre à des fréquences apparues dans l’équation séculaire
(2.148) lors du calcul des quantités orbitales n, la normale à l’orbite et e l’excentricité, calculées à partir
de la solution séculaire orbitale de la section 3.3. On réalise ainsi l’analyse en fréquence des quantités
calculées à partir de ζ = sin(i/2) exp(iΩ), notamment les quantités nx + iny et (nx + iny)/(1− e2)3/2,
où nx et ny correspondent aux coordonnées de la composante de n parallèle au plan invariant. Les
quatre mille premiers termes de l’analyse en fréquence de nx + iny ne présentent aucun terme dans les
cinq intervalles de fréquence non encore identifiés dans le tableau 5.19. Cependant on observe dans les
quatre mille premiers termes de l’analyse en fréquence de (nx+iny)/(1−e2)3/2 des fréquences comprises
dans les cinq intervalles, que nous avons indiquées dans le tableau 5.19, à savoir s7 − (gC + g5 − 2g6),
sC+2(gC−g6)+(g5−g7), sC−(s6−s7−2gC−g5+3g6), sC+(s6−s7−3(g5−g6)), sC−(gC+g5−4g6+2g7).
La présence de ces fréquences est ainsi due aux variations de l’excentricité, qui sont responsables de la
présence de nouvelles résonances.
Dans l’intervalle d’incertitude représenté sur la figure 5.29, on observe ainsi l’apparition de la
résonance avec la fréquence sC+2(gC−g6)+(g5−g7) ≈ −6.07′′/yr due aux variations de l’excentricité.
Ainsi Cérès peut être en résonance avec cette fréquence, dont l’effet est cependant très limité. Comme
on peut le constater sur la figure 5.29, on n’observe aucune variation significative de l’obliquité pour
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α (′′/yr) fréquence (′′/yr) identification valeur approchée
[10.71 : 11.07] [−9.24 : −8.95] −9.09′′/yr
[13.16 : 13.45] [−11.16 : −10.93]
[13.84 : 14.18] [−11.74 : −11.47] s7 − (gV − g6) −11.65′′/yr
[14.89 : 16.48] [−13.54 : −12.30] 2s6 − sV −13.09′′/yr *
[17.36 : 18.18] [−14.82 : −14.22] sV + (g6 − g7) −14.46′′/yr
[18.77 : 19.67] [−16.02 : −15.25] sV − (g5 − g6) −15.62′′/yr *
[20.12 : 21.98] [−18.12 : −16.34] −17.74′′/yr *
Tableau 5.20 – Régions de fortes variations de la quantité σ mesurant la diffusion de la fréquence
de précession pour Vesta. Le signe * indique les fréquences présentes dans les termes utilisés pour
construire la solution séculaire (tableaux 3.3 et C.2).
cette résonance. À proximité de l’intervalle d’incertitude, on observe une petite diminution de l’obliquité
minimale jusqu’à 1◦ due à la résonance avec la fréquence sC + (3gC − 4g6 + g7).
On observe d’autres résonances avec des effets nettement plus importants mais situées cependant en
dehors de l’intervalle d’incertitude pour la constante de précession de Cérès. Par exemple, la résonance
avec la fréquence sC + (gC − g5) est responsable de variations importantes de l’obliquité entre 0 et
39◦. La résonance avec la fréquence de précession du nœud ascendant d’Uranus crée des variations de
l’amplitude entre 0 et 30◦. La résonance avec la fréquence s+2(gC − g6) est une résonance importante
plus proche de Cérès et provoque des variations de l’obliquité entre 0 et 26◦. Cependant la constante de
précession étant actuellement de α = 6.40±0.12′′/yr, l’intervalle d’incertitude ne permet pas d’envisager
une résonance avec cette fréquence, car la constante de précession devrait être entre 7.15′′/yr et 7.85′′/yr
pour que l’axe de rotation de Cérès entre en résonance.
5.4.2.2 Cérès primitif
Sur la figure 5.29, on peut observer la diffusion de la fréquence de précession pour des constantes
de précession calculées avec un taux de rotation 7% supérieur à l’actuel (Mao et McKinnon, 2018),
comme évoqué dans la section 4.1.5. Ainsi si Cérès primitif était en équilibre hydrostatique comme
supposé par Mao et McKinnon (2018), alors il pourrait être en résonance avec les fréquences s1,
sC + 2(gC − g6) + (g5 − g7) et sC + (3gC − 4g6 + g7). Ces résonances ont des effets très modestes
sur l’obliquité sur la figure 5.29. Le phénomène responsable de la diminution de la vitesse de rotation
n’aurait ainsi pas changé significativement l’intervalle de variations de l’obliquité.
Si Cérès était en équilibre hydrostatique dans le passé, elle aurait présenté alors un moment d’inertie
polaire de C = 0.371±0.009 pour un vitesse de rotation 7% plus élevée (Mao et McKinnon, 2018). Dans
le cas où la vitesse de rotation de Cérès aurait diminué, sans changements de la structure interne et de la
forme extérieure comme supposé par Mao et McKinnon (2018), Cérès aurait actuellement un moment
d’inertie polaire de C = 0.371±0.009 pour sa vitesse de rotation actuelle. D’après la section 4.1.5, Cérès
aurait alors une constante de précession dans l’intervalle [6.58 : 6.98] ′′/yr et pourrait être en résonance
avec la fréquence sC + (3gC − 4g6 + g7) d’après le tableau 5.19. Cependant, cela n’engendrerait pas de
changements significatifs de l’intervalle de variations de l’obliquité d’après la figure 5.29.
5.4.2.3 Vesta
Pour Vesta on a fait varier la constante de précession α sur l’intervalle [10 : 22] ′′/yr. Les évolutions
de la diffusion de la fréquence de précession et de l’obliquité en fonction de α sont représentées sur la
figure 5.30. Les régions de forte augmentation de la diffusion ont été répertoriées dans le tableau 5.20.
Trois régions correspondent à des résonances avec des fréquences présentes dans les termes utilisés
pour obtenir la solution séculaire à la section 3.3 et présents dans les tableaux 3.3 et C.2. Il s’agit
des fréquences 2s6 − sV , sV − (g5 − g6) et −17.74′′/yr. De même que pour Cérès, nous allons essayer
d’identifier les autres résonances en réalisant une analyse en fréquence des quantités nx + iny et (nx +
iny)/(1− e2)3/2 présentes dans l’équation séculaire (2.148) et calculées à partir de la solution orbitale
séculaire. Les quatre mille premiers termes de l’analyse en fréquence de nx+iny ne comportent pas les
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Figure 5.30 – Obliquité (a), fréquence de précession (b), diffusion de la fréquence de précession
(c) pour Vesta sur [−40 : 0]Myr par rapport à la constante de précession. Pour (a), les obliquités
maximales, moyennes et minimales sont respectivement en rouge, noir et bleu. Pour (c), le rectangle
A représente les constantes de précession pour C ∈ [0.390 : 0.430] avec une ligne rouge verticale pour
C = 0.409 et le rectangle B la même chose mais avant les deux impacts géants.
fréquences recherchées, cependant dans ceux de l’analyse en fréquence de (nx+iny)/(1−e2)3/2, on relève
les fréquences −9.09′′/yr, s7−(gV −g6), sV +(g6−g7), qui sont incluses dans les intervalles de fréquence
recensés dans le tableau 5.20. Aucune fréquence n’a été observée dans l’intervalle [−11.16 : −10.93] et
la fréquence de cette résonance n’a pu ainsi être identifiée. De même que pour Cérès, les variations de
l’excentricité sont responsables de l’apparition de résonances séculaires entre les mouvements orbitaux
et de rotation.
Quatre résonances ont des effets significatifs sur l’obliquité. La première d’entre elles est la réso-
nance avec la fréquence −17.74′′/yr. À l’intérieur de cette dernière, l’obliquité varie entre 6 et 52◦. La
résonance avec la fréquence 2s6 − sV est comprise dans l’intervalle d’incertitude de la constante de
précession. On observe alors des variations de l’obliquité entre 17 et 48◦. Ainsi la baisse de l’obliquité
minimale observée dans la section 5.3.3 lorsque le moment d’inertie polaire vérifiait C = 0.406 était due
à la présence de la résonance avec la fréquence 2s6−sV . La troisième résonance a lieu avec la fréquence
sV − (g5 − g6) et conduit à des oscillations de l’obliquité entre 14 et 50◦. Enfin la quatrième résonance
avec la fréquence sV + (g6 − g7) présente des effets très modestes sur les variations de l’obliquité.
5.4.2.4 Vesta primitif
Sur la figure 5.30, on peut observer la diffusion de la fréquence de précession pour des constantes de
rotation calculées à partir de la période de rotation primitive déterminée par Fu et al. (2014), c’est-à-
dire avant les deux impacts subis par Vesta, et des paramètres physiques discutés dans la section 4.2.5.
Les deux impacts auraient rapproché Vesta de la résonance avec la fréquence 2s6 − sV . Vesta aurait
alors traversé deux petites résonances. De plus, les deux impacts auraient aussi légèrement augmenté
108
α
(′
′ /
y
r)
ǫ0 (
◦)
0
10
20
30
40
50
60
0 10 20 30 40 50 60 70 80 90 100
lo
g
1
0
(σ
)
-10
-8
-6
-4
-2
0
2
Figure 5.31 – Stabilité de l’axe de rotation pour Cérès calculée en prenant directement dans l’analyse
en fréquence comme fréquence de précession la fréquence de plus grande amplitude.
l’amplitude des oscillations de l’obliquité.
5.4.3 Cartes de stabilité de l’axe de rotation
Dans cette section, nous allons réaliser une carte de stabilité de l’axe de rotation de Cérès et Vesta,
comme cela a déjà été réalisé par Laskar et Robutel (1993) pour les planètes du système solaire. Ces
cartes consistent à représenter la diffusion de la fréquence de précession σ en fonction de l’obliquité et
de la constante de précession. Les régions avec une faible diffusion correspondent à des régions stables
alors que celles avec une forte diffusion sont instables.
On intègre l’axe de rotation avec les équations séculaires sur l’intervalle de temps [−40 : 0] Myr
pour une grille de 24120 points pour une obliquité initiale allant de 0 à 100◦ avec un pas de 0.5◦ et
pour une constante de précession variant de 0 à 60′′/yr avec un pas de 0.5′′/yr. Un tel domaine de
paramètres recouvrent très largement les incertitudes sur les conditions initiales et l’évolution possible
des constantes de précession suite aux impacts. Ainsi seule une petite partie de cet ensemble a pu être
traversée par Cérès et Vesta au cours de leur évolution. Cependant nous considérons ici un ensemble plus
large afin d’observer l’effet de l’ensemble des résonances sur l’évolution de l’obliquité et de connaître la
taille des régions stables ou instables, où Cérès et Vesta se trouvent. De plus en considérant pour une
orbite donnée l’ensemble des paramètres et conditions initiales de rotation possibles, on peut savoir si
les situations actuelles sont représentatives de l’ensemble de la dynamique possible. En outre, il sera
alors possible de comparer le cas de Cérès et Vesta à celui des planètes internes traité par Laskar et
Robutel (1993).
5.4.3.1 Méthode pour le calcul de la diffusion
La diffusion de la fréquence de précession est estimée par la quantité log10 (σ). La fréquence de
précession correspond généralement dans l’analyse en fréquence à la fréquence présentant la plus grande
amplitude. Cependant, pour une résonance importante, la fréquence de plus grande amplitude peut
correspondre alors à la fréquence de résonance. Cette dernière étant une fréquence orbitale, elle varie
peu et la diffusion calculée est alors bien inférieure à la diffusion réelle de la fréquence de précession. La
région analysée paraît alors bien plus stable qu’elle ne l’est en réalité. On peut observer ce phénomène
sur la figure 5.31 pour Cérès. Pour déterminer la fréquence de précession, on considérera la fréquence
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de plus grande amplitude différente à plus de 5× 10−3′′/yr des fréquences s et s6, correspondant aux
deux fréquences présentant les plus importantes résonances.
Pour calculer σ, il est nécessaire de déterminer par analyse en fréquence les fréquences de précession
f1 et f2 sur les intervalles respectifs [−20 : 0] Myr et [−40 : −20] Myr. Comme les fréquences orbitales
séculaires peuvent évoluer sur de telles périodes de temps (e.g. Laskar, 1990), on comparera ainsi f1
aux fréquences orbitales s et s6 déterminées par analyse en fréquence sur [−20 : 0] Myr et f2 à celles
sur [−40 : −20] Myr. On pourra comparer à titre d’exemple pour Cérès la diffusion obtenue de cette
façon sur la figure 5.32 à celle obtenue précédemment sur la figure 5.31, où l’on prend pour fréquence
de précession la fréquence de plus grande amplitude.
5.4.3.2 Cérès
Sur la figure 5.32 sont représentées pour Cérès, la diffusion de la fréquence de précession, l’amplitude
de l’obliquité et la fréquence de précession déterminée par analyse en fréquence sur [−20 : 0] Myr en
fonction de la constante de précession et de l’obliquité initiale. L’amplitude de l’obliquité correspond à
la différence entre le maximum et le minimum de l’obliquité déterminés sur [−40 : 0] Myr. La fréquence
de précession augmente avec cos ǫ conformément à l’équation (2.160). Cérès à l’époque J2000 est indiqué
par un cercle blanc. Nous pouvons ainsi observer que Cérès se situe dans une région stable pour l’axe
de rotation, éloignée des régions les plus chaotiques, qui correspondent principalement aux résonances
avec les fréquences sC , s6 et s+ (g − g6).
Bien que la fréquence de précession de Cérès fC = −6.1588′′/yr (tableau 5.17) soit proche des
fréquences de précession du nœud ascendant des planètes internes, notamment Mercure s1 = −5.61′′/yr
et Vénus s2 = −7.06′′/yr (tableau 3.1), l’effet de ces résonances est très limité sur la figure 5.32
et Cérès se situe dans une région stable. Le mouvement orbital de Cérès est presque entièrement
déterminé par les perturbations planétaires de Jupiter et Saturne, comme on a pu le voir dans la
section 3.2, et les perturbations des planètes internes sont beaucoup plus faibles. L’amplitude des
termes des fréquences des planètes internes étant faibles dans le mouvement orbital, les résonances
avec les fréquences des planètes internes sont étroites et leurs effets restent modestes. Ainsi elles ne se
recouvrent pas contrairement au cas des planètes internes (Laskar et Robutel, 1993).
Les résonances avec les fréquences propres d’Uranus et Neptune s7 et s8 présentent des effets
bien plus importants comme observé dans la section 5.4.2.1 que celles avec les planètes internes. Ces
résonances peuvent augmenter l’amplitude de l’obliquité de plusieurs degrés. Avec la constante de
précession actuelle, la résonance avec s7 peut affecter l’axe de rotation seulement si Cérès présente une
obliquité initiale d’environ 70◦ et la résonance avec s8 seulement si l’obliquité initiale est d’environ 90◦.
La résonance avec la fréquence s6 associée à Saturne présente des variations de l’obliquité importantes
mais ne correspond pas à la région la plus instable excepté lors de son recouvrement avec la résonance
liée à la fréquence s+ (g − g6). Comme noté par Laskar et Robutel (1993) pour le cas des planètes, la
résonance avec la fréquence s6 est isolée.
La résonance importante la plus proche est celle avec s+(g − g5) ≈ −9.24′′/yr. Pour une obliquité
initiale entre 0 et 10◦, l’amplitude de l’obliquité passe environ de 20 à 40◦ à l’intérieur de la résonance,
conformément aux résultats de la section 5.4.2.1. Cependant cette résonance a une largeur limitée et
n’a pas d’influence sur Cérès.
5.4.3.3 Vesta
Sur la figure 5.32 sont représentées pour Vesta la diffusion de la fréquence de précession, l’amplitude
de l’obliquité et la fréquence de précession déterminée par analyse en fréquence sur [−20 : 0] Myr en
fonction de la constante de précession et de l’obliquité initiale. Vesta à l’époque J2000 est représenté
par un cercle blanc. Vesta se trouve ainsi à la frontière d’une région relativement stable, loin de la
région chaotique créée par les résonances avec les fréquences sV et s6, et est proche de la résonance
avec la fréquence 2s6 − sV .
La résonance la plus importante à proximité est celle avec la fréquence −17.74′′/yr, qui a un effet
significatif sur l’obliquité comme étudié à la section 5.4.2.3. À l’intérieur de cette résonance, l’amplitude
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Figure 5.32 – Stabilité de l’axe de rotation (a,d), amplitude de l’obliquité (b,e) et fréquence de
précession sur [−20 : 0] Myr (c,f) pour respectivement Cérès et Vesta en fonction de l’obliquité initiale
ǫ et de la constante de précession α. Les cercles blancs représentent Cérès et Vesta pour l’époque J2000.
L’échelle de couleur pour la diffusion est représentée sur [−6 : −1], bien que log10(σ) puisse prendre
des valeurs en dehors de cet intervalle. Pour (d,e,f), les carrés blancs représentent Vesta avant les deux
impacts géants.
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de l’obliquité augmente environ de 30 à 40◦. À cause de sa largeur limitée d’environ 1′′/yr, elle ne
présente pas d’influence pour Vesta à l’époque J2000.
On observe que les résonances avec les fréquences d’Uranus et de Neptune présentent des effets moins
importants que dans le cas de Cérès. La résonance avec la fréquence s7 augmente seulement l’amplitude
de l’obliquité de quelques degrés. Les effets de la résonance avec la fréquence sV +(gV − g5) ≈ −6.97′′/yr
sur l’obliquité sont significatifs comme pour Cérès. L’amplitude de l’obliquité dans cette résonance
augmente environ de 20 à 30◦
Comme Cérès, Vesta présente une fréquence de précession fV = −12.882′′/yr (tableau 5.18) proche
des fréquences propres des planètes internes, notamment la Terre s3 = −18.848′′/yr et Mars s4 =
−17.751′′/yr (tableau 3.1). Cependant, leurs perturbations sur l’orbite de Vesta sont trop faibles pour
avoir un effet significatif sur la stabilité de l’axe de rotation.
Vesta avant les deux impacts géants est représenté sur la figure 5.32 par un carré blanc à partir
des paramètres discutés dans la section 4.2.5. Vesta aurait été ainsi dans une région plus stable et les
deux impacts auraient alors rapproché Vesta de la résonance avec la fréquence 2s6 − sV .
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Chapitre 6
Évolution de l’insolation et contraintes sur
la distribution de glace de Cérès
Le climat et la température à la surface d’un corps céleste sont contrôlés par deux éléments : le
forçage astronomique et la réponse atmosphérique. Le forçage astronomique module la puissance reçue
par les surfaces éclairées par le Soleil et permet de calculer l’insolation, puissance émise par le Soleil
reçue par unité de surface au sommet de l’atmosphère du corps céleste. La température au sommet
de l’atmosphère est entièrement déterminée par le forçage astronomique à condition de connaître les
propriétés thermiques de la surface éclairée.
La température au sol va dépendre de la réponse atmosphérique. La présence de gaz à effet de
serre va modifier la puissance reçue à la surface et les courants atmosphériques vont redistribuer cette
énergie à la surface du corps. La température au sol dépendra ainsi en plus du forçage astronomique
de la masse, de la composition de l’atmosphère ainsi que de la circulation atmosphérique.
Pour un corps sans atmosphère, comme c’est le cas pour Cérès et Vesta, la température à la surface
dépend seulement de l’insolation et des propriétés de la surface. Le forçage astronomique permet ainsi
de connaître la température à la surface pour un corps sans atmosphère dont les propriétés thermiques
de sa surface sont connues.
Dans ce chapitre, à partir des mouvements orbital et de rotation de Cérès, nous allons calculer
l’insolation à la surface et déterminer les températures résultantes à l’aide d’un modèle simplifié. Pour
Cérès, cela va permettre de donner des contraintes sur la distribution de glace à sa surface.
6.1 Calcul de l’insolation
L’insolation instantanée en un point de la surface dépend de la hauteur du Soleil par rapport à
l’horizon. Ainsi pour un lieu donné, il y aura en général de fortes variations de l’insolation entre la
journée où l’insolation sera maximale au midi du lieu considéré et la nuit, où en raison de l’absence
d’éclairement l’insolation sera nulle. On réalise ainsi la moyenne de l’insolation reçue au cours d’une
journée, appelée insolation journalière.
De même, l’insolation journalière varie au cours de l’année, si l’obliquité est non nulle et si l’orbite
n’est pas circulaire. Par exemple, pour les régions polaires situées au-delà des cercles polaires définis
par une colatitude nord ou sud égale à l’obliquité, l’insolation est nulle pour au moins une journée dans
l’année. Il convient ainsi de réaliser une moyenne de l’insolation sur le mois ou l’année pour obtenir les
insolations mensuelle et annuelle.
Pour réaliser le bilan global énergétique du corps céleste, il convient cette fois de réaliser une
moyenne de l’insolation sur l’ensemble du corps.
Ainsi plusieurs quantités d’insolation sont définies (journalière, mensuelle, annuelle,...) (e.g. Ward,
1974, Laskar et al., 1993b) et chacune permet de donner des renseignements différents sur le climat du
corps considéré. Pour les définir, nous allons considérer un point P situé à la surface d’un corps B du
système solaire et répéré par le vecteur unitaire u par rapport au centre O du corps B. La direction du
Soleil par rapport à O est répérée par le vecteur unitaire uS . On définit les repères (Oxyz) et (Oxy′z′).
(xy) est le plan équatorial de B et (xy′) le plan contenant la trajectoire apparente du Soleil vue du
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corps. L’axe (Ox) correspond ainsi à la ligne des équinoxes pour le corps B. (Oxyz) est ainsi un repère
équatorial dans lequel le corps B ne présente qu’un mouvement de rotation propre.
6.1.1 Insolation instantanée à une latitude donnée
L’insolation instantanée en ce point P est définie par (e.g. Ward, 1974)
I = S0
u.uS
r2
si u.uS > 0 (6.1)
I = 0 si u.uS ≤ 0,
où r est la distance entre le corps B et le Soleil et S0 est appelée constante solaire et correspond à
la puissance émise par le Soleil reçue par mètre carré perpendiculairement à la direction du Soleil à
une unité astronomique. Une évaluation de cette constante a notamment été faite par Kopp et Lean
(2011), qui l’ont estimée à l’époque actuelle à
S0 = 1360.8± 0.5Wm−2. (6.2)
Nous utiliserons cette valeur dans les calculs qui vont suivre.
6.1.2 Insolation journalière à une latitude donnée
Pour obtenir l’insolation journalière en fonction de la latitude, il faut intégrer l’insolation instanta-
née sur une rotation du corps comme cela est décrit dans (e.g. Ward, 1974, Laskar et al., 1993b). Nous al-
lons ici rappeler le calcul réalisé dans Laskar et al. (1993b). P est repéré dans le repère équatorial (Oxyz)
par sa latitude l et sa longitude L et ainsi u = (cos l cosL, cos l sinL, sin l). Dans (Oxyz), la position du
Soleil est repérée par sa latitude lS et sa longitude LS et ainsi uS = (cos lS cosLS , cos lS sinLS , sin lS).
u.uS vérifie alors
u.uS = sin l sin lS + cos l cos lS cos (L− LS) . (6.3)
Ainsi u.uS ≥ 0 est équivalent à
cos (L− LS) ≥ − tan l tan lS . (6.4)
Pour obtenir l’insolation à un point de latitude donnée l, nous devons réaliser une moyenne sur la longi-
tude L, qui varie ainsi de 0 à 2π. Il existe plusieurs situations en fonction de la valeur de − tan l tan lS .
Si − tan l tan lS < −1, on vérifie tout au long de la journée cos (L− LS) ≥ − tan l tan lS et u.uS > 0
est toujours vérifié. Ainsi au cours d’une journée, le Soleil est toujours visible au point considéré
et il ne se couche ainsi pas. Si − tan l tan lS > 1, alors on ne vérifie jamais au cours de la journée
cos (L− LS) ≥ − tan l tan lS et u.uS < 0 est toujours vérifié. Au cours d’une journée, le Soleil n’est
alors pas observable au point considéré et ne se lève ainsi pas. Enfin si 1 ≥ − tan l tan lS ≥ −1, u.uS
change de signe au cours de la journée et il existe ainsi au point considéré un lever et un coucher de
Soleil. Laskar et al. (1993b) utilisent l’angle horaire H0 de coucher et de lever du Soleil, qui est défini
sur [0 : π] par
cosH0 = − tan l tan lS . (6.5)
Lorsque cosH0 = cos (L− LS), on a un lever ou un coucher de Soleil. Ainsi u.uS ≥ 0 est équivalent à
−H0 + LS ≤ L ≤ H0 + LS . (6.6)
Lorsque L = −H0 + LS , le Soleil se lève et lorsque L = H0 + LS , il se couche.
En fonction de la valeur de − tan l tan lS , il existe ainsi trois cas pour l’expression de l’insolation
journalière (Laskar et al., 1993b)
Ij =
1
2π
∫ 2π
0
S0
u.uS
r2
dL si − tan l tan lS < −1,
Ij =
1
2π
∫ LS+H0
LS−H0
S0
u.uS
r2
dL si − 1 ≤ − tan l tan lS ≤ 1, (6.7)
Ij = 0 si − tan l tan lS > 1,
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ce qui donne avec u.uS = sin l sin lS + cos l cos lS cos(L− LS) (Laskar et al., 1993b)
Ij =
S0
r2
sin l sin lS si − tan l tan lS < −1,
Ij =
S0
πr2
(H0 sin l sin lS + cos l cos lS sinH0) si − 1 ≤ − tan l tan lS ≤ 1, (6.8)
Ij = 0 si − tan l tan lS > 1.
Il faut exprimer la latitude du Soleil lS par rapport à l’équateur en fonction de la position du corps
sur son orbite. La trigonométrie sphérique donne sin lS = sin ǫ sinwd avec ǫ l’obliquité et wd l’anomalie
vraie repérée depuis l’équinoxe de printemps pour l’hémisphère nord du corps considéré (Laskar et al.,
1993b). Comme lS ∈ [−π/2 : π/2], lS est ainsi entièrement déterminé par le calcul de son sinus. À
partir de l’obliquité, on peut ainsi calculer la latitude du Soleil lS pour une position du corps wd sur
son orbite. En particulier la position au solstice d’été pour l’hémisphère nord est donnée par wd = π/2
et celle pour le solstice d’hiver par wd = 3π/2.
Si l’on souhaite déterminer l’insolation journalière en fonction du temps sur l’année, il faut procéder
comme décrit dans Laskar et al. (1993b) en partant de la longitude moyenne λd par rapport à l’équinoxe
de printemps, qui est proportionelle au temps. L’anomalie moyenneM peut être calculée avec la relation
λd =M+ω
•, où ω• repère la position du périhélie par rapport à l’équinoxe de printemps de l’hémisphère
nord. L’équation de Kepler E − e sinE =M permet de déterminer l’anomalie excentrique E. À partir
des relations cos v = (cosE−e)/(1−e cosE) et sin v =
√
1− e2 sinE/(1−e cosE), on peut en déduire
l’anomalie vraie et ainsi la longitude vraie wd par rapport à l’équinoxe de printemps dans l’hémisphère
nord par la relation wd = v + ω•.
6.1.3 Insolation annuelle à une latitude donnée
Il est ensuite possible de calculer l’insolation annuelle en fonction de la latitude. Pour cela, il
est nécessaire de réaliser une moyenne sur une période de révolution du corps autour du Soleil de
l’insolation journalière donnée par l’expression (6.8). Cependant comme décrit dans Ward (1974), il
est alors plus simple de repartir d’abord de l’expression de l’insolation instantanée (6.1) pour réaliser
d’abord une moyenne sur le mouvement orbital puis une moyenne sur le mouvement de rotation propre.
Ainsi l’insolation anuelle est donnée par
Ia =
1
2π
1
T
∫ 2π
0
∫ T
0
IdLdt =
1
4π2
∫ 2π
0
∫ 2π
0
IdLdM (6.9)
avec T la période de révolution du corps autour du Soleil et l’anomalie moyenne M = nt où n = 2π/T
est le moyen mouvement. P est repéré dans le repère (Oxy′z′) par sa colatitude λ et sa longitude Λ et
ainsi u = (sinλ cosΛ, sinλ sinΛ, cosλ). La direction du Soleil dans le repère (Oxy′z′) est donnée par
uS = (cos(ω+ v), sin(ω+ v), 0) avec ω l’argument du périhélie et v l’anomalie vraie. u.uS vérifie alors
(Ward, 1974)
u.uS = sinλ cos (ω + v − Λ) . (6.10)
λ ∈ [0 : π] et donc sinλ ≥ 0. Ainsi u.uS ≥ 0 est équivalent à
− π
2
+ Λ− ω ≤ v ≤ π
2
+ Λ− ω. (6.11)
Or la loi des aires donne r2dv = a2
√
1− e2dM . Ainsi
Ia =
S0
4π2a2
√
1− e2
∫ 2π
0
∫ π
2
+Λ−ω
−π
2
+Λ−ω
sinλ cos (ω + v − Λ) dLdv, (6.12)
d’où (Ward, 1974)
Ia =
S0
2π2a2
√
1− e2
∫ 2π
0
sinλdL. (6.13)
Dans le repère équatorial (Oxyz), la normale à l’orbite n est donnée par n = (0,− sin ǫ, cos ǫ) avec ǫ
l’obliquité et u = (cos l cosL, cos l sinL, sin l). Ainsi n.u = − cos l sin ǫ sinL + sin l cos ǫ (Ward, 1974).
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Or n.u = cosλ et alors cosλ = − cos l sin ǫ sinL+sin l cos ǫ. Pour un point P de latitude l, l’insolation
annuelle est ainsi donnée par (Ward, 1974)
Ia =
S0
2π2a2
√
1− e2
∫ 2π
0
√
1− (sin l cos ǫ− cos l sin ǫ sinL)2dL. (6.14)
Cette intégrale doit être calculée numériquement. On peut remarquer qu’il s’agit d’une fonction paire
de la latitude et qu’il existe ainsi une symétrie par rapport à l’équateur.
6.1.4 Insolation journalière moyenne
Pour déterminer l’insolation journalière moyenne reçue par le corps B de rayon R, il faut diviser la
puissance solaire reçue S0πR2/r2 par la surface 4πR2 du corps considéré sphérique (e.g. Laskar et al.,
1993b) et ainsi
Ijm =
S0
4r2
. (6.15)
6.1.5 Insolation annuelle moyenne
L’insolation annuelle moyenne est déterminée en réalisant une moyenne de l’insolation journalière
moyenne sur une révolution du corps autour du Soleil (e.g. Laskar et al., 1993b) et ainsi
Iam =
1
2π
∫ 2π
0
S0
4r2
dM. (6.16)
Or la loi des aires donne r2dv = a2
√
1− e2dM et ainsi (e.g. Laskar et al., 1993b)
Iam =
S0
4a2
√
1− e2
. (6.17)
Ainsi si la puissance totale reçue par le corps est donnée par le demi-grand axe et l’excentricité, la
répartition de cette puissance sur la sphère au cours de l’année est donnée par l’obliquité.
6.2 Calcul de la température
6.2.1 Détermination de la température à la surface
On considère un point à la surface du corps éclairé par le Soleil et repéré par le vecteur unitaire
ur. Etant éclairé par le Soleil, il reçoit la puissance I correspondant à l’insolation. Une partie de cette
puissance AI est réfléchie par la surface vers l’espace, A étant l’albédo de la surface considérée. Une
autre partie ǫmσT 4 est réémise par la surface sous la forme de rayonnement de corps noir avec ǫm
l’émissivité et σ = 5.670367× 10−8W.m−2.K−4 la constante de Stefan-Boltzmann. Enfin une dernière
partie k∇T.ur est transmise par conduction vers l’intérieur du corps avec k la conductivité thermique
du sol. Ainsi la température à la surface d’un corps sans atmosphère peut être calculée à partir de
l’insolation avec l’équation (e.g. Schorghofer, 2008)
(1−A)I = ǫmσT 4 + k∇T.ur. (6.18)
Pour obtenir la valeur de la température de la surface à l’équilibre, il faut connaître la valeur du
gradient de température ∇T à la surface du corps, ce qui nécessite de résoudre l’équation de la chaleur
à l’intérieur du corps donnée par (e.g. Schorghofer, 2008)
ρc
∂T
∂t
=
∂
∂z
(
k
∂T
∂z
)
(6.19)
avec ρ la densité et c la capacité thermique massique des matériaux. On peut définir l’inertie thermique
I =
√
kρc (e.g. Schorghofer, 2008).
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À cause de la rotation du corps sur lui-même et de sa révolution autour du Soleil, la température à
la surface subit des fluctuations périodiques. La résolution de l’équation de la chaleur pour la matière
située sous la surface, dans le cas d’un forçage périodique à la surface, donne une solution où les
variations périodiques de la température décroissent exponentiellement avec la profondeur z selon le
terme exp(−z/δ) avec l’épaisseur de peau δ qui s’exprime selon (e.g. Schorghofer, 2008)
δ =
√
2k
ωρc
(6.20)
avec ω la pulsation des fluctuations. Ainsi pour des profondeurs situées au-delà de z = 5δ, on peut
considérer que les fluctuations de température à la surface n’influencent pas la température interne
(e.g. Schorghofer, 2008). Ce phénomène s’appelle l’effet de peau thermique et existe notamment sur
Terre. À chaque pulsation des fluctuations de la température à la surface, on peut ainsi associer une
profondeur de peau, qui augmente ainsi avec la période. Ainsi comme réalisé par Schorghofer (2008), il
faut résoudre numériquement l’équation de la chaleur de z = 0 à z = 5δ pour déterminer la température
à la surface.
6.2.2 Modèles simplifiés
Au lieu de résoudre numériquement l’équation de la chaleur, on peut considérer deux modèles
simplifiés de température, qui représentent deux cas extrêmes. Ils sont notamment comparés dans
Lebofsky et Spencer (1989) et dans Schorghofer (2008).
6.2.2.1 Modèle de rotation rapide
Le modèle de rotation rapide ou modèle isotherme de latitude consiste à considérer que le corps
présente une inertie thermique infinie ou qu’il est en rotation rapide, la température ne varie ainsi pas
au cours de la journée entre le jour et la nuit et ne varie pas non plus au cours de l’année entre les
saisons. Ainsi la température à la surface est constante pour une latitude donnée et ne dépend pas de
la longitude. La température peut alors être déterminée à partir de l’insolation annuelle Ia donnée par
l’équation (6.14) avec la relation
(1−A)Ia = ǫmσT 4. (6.21)
6.2.2.2 Modèle de non-rotation
Le modèle de non-rotation ou modèle thermique standard (Morrison et Lebofsky, 1979, Lebofsky
et al., 1986) fait l’hypothèse que le corps présente une inertie thermique nulle ou qu’il ne tourne pas sur
lui-même. La surface est ainsi en équilibre thermique avec le rayonnement solaire de façon instantanée
et sa température peut être déduite de l’insolation instantanée I donnée par l’équation (6.1) selon la
relation
(1−A)I = ǫmσT 4. (6.22)
La température moyenne doit alors être déduite en réalisant une moyenne des températures ainsi
obtenues sur le mouvement de révolution du corps.
6.2.2.3 Comparaison des deux modèles
Schorghofer (2008) compare les températures données pour les deux modèles pour un corps de
la ceinture principale d’astéroïdes. Le modèle de rotation rapide correspond au cas extrême où les
températures à la surface sont les plus élevées alors que le modèle de non-rotation correspond au cas
extrême opposé où les températures seront les plus basses.
On note 〈〉M la moyenne réalisée sur la longitude moyenne, c’est-à-dire sur le mouvement de révo-
lution du corps sur son orbite. Le modèle de rotation rapide consiste à calculer la température annuelle
selon l’expression ((1 − A)/(ǫmσ))1/4 〈I〉1/4M alors que le modèle de non-rotation la calcule à partir de
l’expression ((1−A)/(ǫmσ))1/4
〈
I1/4
〉
M
.
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Comme les opérations 〈〉M et 1/4 ne commutent pas, les modèles donnent des températures diffé-
rentes. À partir de l’inégalité
〈
I2
〉
M
≥ 〈I〉2M , on obtient 〈I〉M ≥
〈
I1/2
〉2
M
≥
〈
I1/4
〉4
M
. On en déduit
〈I〉1/4M ≥
〈
I1/4
〉
M
et ainsi le modèle de rotation rapide donne une température annuelle moyenne
supérieure à celle donnée par le modèle de non-rotation (e.g. Schorghofer, 2008).
6.3 Stabilité de la glace sous la surface de Cérès
6.3.1 Conditions de stabilité de la glace à la surface
Le point triple de l’eau présente une pression de Pt = 611Pa et une température de Tt = 273.16K.
Ainsi pour une pression inférieure à Pt, l’eau liquide est instable et la glace se sublime en vapeur d’eau
et la vapeur d’eau se condense en glace sans passer par l’état liquide. On appelle pression de vapeur
saturante PS la pression de la vapeur d’eau en équilibre avec la glace. Cette pression d’équilibre PS
dépend de la température et est donnée par la formule (e.g. Schorghofer, 2008)
ln
(
PS
Pt
)
= −∆HS
R
(
1
T
− 1
Tt
)
(6.23)
avec ∆HS = 51.058MJkg
−1 l’enthalpie de sublimation de l’eau à la température Tt et R la constante
des gaz parfaits. Si la pression de la vapeur d’eau est supérieure à la pression d’équilibre PS , la vapeur
d’eau se condense en glace. À l’inverse, si la pression de la vapeur d’eau est inférieure à la pression
d’équilibre PS , la glace se sublime en vapeur d’eau. Ainsi, dans le vide, la pression de vapeur d’eau
étant nulle, la glace est instable et se sublime jusqu’à se transformer entièrement en vapeur d’eau.
Ainsi la glace située à la surface d’un corps sans atmosphère est instable et se sublime. Cependant,
cette sublimation n’est pas instantanée. Le taux de perte de masse de la glace dans le vide en unité de
masse surfacique et par unité de temps dépend de la température selon (Estermann, 1955)
σ̇ = PS
√
m
2πkBT
(6.24)
avec kB la constante de Boltzmann et m la masse d’une molécule d’eau. Watson et al. (1961a,b)
étudient la stabilité de la glace à la surface de la Lune et estiment que pour une température de 120K
le taux de perte de la glace est d’environ 8mGyr−1. La glace peut alors persister localement à la
surface de la Lune, si la température n’excède pas 120K, ce qui a lieu pour les régions, qui restent
continuellement dans l’ombre, appelées pièges froids.
Les glaces à la surface d’un corps peuvent ainsi perdurer en l’absence d’atmosphère pendant plu-
sieurs milliards d’années, si la température ne dépasse pas un seuil d’environ 120K (e.g. Schorghofer,
2008), comme la sublimation de la glace se déroule alors en des proportions, qui permettent de conser-
ver une partie de la glace appartenant à une couche de plusieurs mètres d’épaisseur. Pour les corps
situés à proximité du Soleil, la glace est susceptible de persister à l’intérieur des pièges froids non
éclairés par le Soleil, où la température peut descendre en dessous de ce seuil. On considère un point
P de latitude l à la surface de l’hémisphère nord d’un corps céleste. Si la latitude l est inférieure ou
égale à l’obliquité ǫ du corps, la hauteur maximale du Soleil au cours de l’année est 90◦. Si la latitude
est supérieure à l’obliquité, le moment de l’année où le Soleil est le plus haut dans le ciel correspond
au midi du solstice d’été de l’hémisphère où se trouve le point P . La hauteur maximale du Soleil est
alors 90◦ + ǫ − l. Ainsi pour qu’il puisse y avoir des régions à la surface restant continuellement dans
l’ombre il est nécessaire que l’inclinaison des terrains soit supérieure à 90◦+ ǫ− l. Plus on se rapproche
du pôle de l’hémisphère du point P, plus l’inclinaison nécessaire des terrains diminue. En supposant
que les irrégularités de la surface sont homogènes sur la surface du corps, notamment celles créées
par les cratères d’impact, le corps sera alors plus susceptible de présenter des régions restant de façon
permanente dans l’ombre aux pôles. Ainsi pour la Lune (Feldman et al., 1998, Colaprete et al., 2010)
et Mercure (Paige et al., 2013, Chabot et al., 2014), des pièges froids contenant de la glace à la surface
ont été détectés dans des cratères situés au pôle.
Pour Cérès, la mission spatiale Dawn a permis à Platz et al. (2016) de détecter au minimum
634 régions, qui restent continuellement dans l’ombre au cours de l’année. Des dépôts lumineux ont
118
pu être détectés dans 10 de ces régions, et un de ces dépôts situé à proximité d’un piège froid est
constitué de glace (Platz et al., 2016). Ermakov et al. (2017a) ont étudié l’évolution de la superficie
des zones plongées de façon permanente dans l’ombre contenant des matériaux brillants en fonction
de l’évolution de l’obliquité de Cérès. Lorsque l’obliquité augmente, seules les régions présentant des
terrains suffisamment inclinés restent de façon permanente dans l’ombre et Ermakov et al. (2017a) ont
observé que les régions qui restaient toujours dans l’ombre pour une obliquité maximale de Cérès de
20◦ présentaient des dépôts lumineux. Ces dépôts sont susceptibles d’être des matériaux volatils ou
des glaces qui ainsi peuvent perdurer dans les pièges froids les plus persistants.
6.3.2 Conditions de stabilité de la glace sous la surface
Étant donné sa densité relativement faible, Cérès est supposé contenir de l’eau en grandes propor-
tions, environ 17 à 27% en masse selon McCord et Sotin (2005). Le spectromètre nucléaire GRaND
a permis de détecter la présence de glace sous la surface (Prettyman et al., 2017), notamment plus
abondante aux pôles, ce qui est confirmé par l’étude de la morphologie des terrains (Schmidt et al.,
2017).
La glace sous la surface d’un corps céleste peut aussi se sublimer en vapeur qui peut diffuser à
travers le sol pour atteindre la surface. Ce phénomène a été étudié par Schorghofer (2008) pour un
sol composé de poussières formées suite aux impacts météoritiques. La diffusion dépend de plusieurs
paramètres dont la taille des grains composant la poussière, la porosité et la profondeur à laquelle se
situe la glace. En étudiant le taux de perte en masse de la glace souterraine en fonction des différents
paramètres, Schorghofer (2008) a déterminé que la glace pouvait persister sous la surface à quelques
mètres sous la surface d’un corps à condition que la température moyenne annuelle ne dépasse pas
145K. Ce seuil de 145K peut varier sur l’intervalle [135 : 155]K en fonction des caractéristiques du
sol. Au-delà de ce seuil, le taux de perte en masse de la glace dépasse les 10mGyr−1 et la glace ne
peut pas perdurer à quelques mètres sous la surface.
6.4 Étude de la stabilité de la glace sous la surface de Cérès
Nous avons étudié les variations de la température moyenne annuelle afin de déterminer la latitude
à partir de laquelle la température moyenne annuelle ne dépasse pas les 145K au cours des 20 derniers
millions d’années. En utilisant le critère de Schorghofer (2008), cette latitude correspondra ainsi à
la limite de stabilité de la glace sous la surface. Nous avons pris comme valeur de l’albédo de Cérès
0.09 (Li et al., 2006) et 0.95 pour l’émissivité, valeur utilisée par Schorghofer (2016). Comme indiqué
par Keihm et al. (2013), cette valeur de l’émissivité correspond à celle du sol lunaire (Birkebak et
Abdulkadir, 1975).
Pour déterminer la température à partir de l’insolation, nous avons utilisé le modèle simplifié
de rotation rapide abordé dans la section 6.2.2.1, qui donne une borne supérieure à la température
annuelle moyenne. Nous obtiendrons alors une borne supérieure pour la latitude de stabilité de la glace
souterraine.
Pour chaque latitude variant de 0 à 90◦ avec un pas de 1◦, nous avons calculé l’insolation annuelle
sur [−20 : 0]Myr tous les 200 yr à l’aide de la formule (6.14) puis déterminé la température annuelle
moyenne à l’aide de la formule (6.21) sur [−20 : 0]Myr. Il est inutile de considérer les latitudes négatives
car l’insolation annuelle donnée par la formule (6.14) est une fonction paire de la latitude. Pour chaque
latitude, nous avons déterminé les maxima et minima sur [−20 : 0]Myr de l’insolation annuelle et de la
température annuelle représentés respectivement sur les figures 6.1 et 6.2 ainsi que les valeurs à J2000.
Pour des latitudes de 66 et 67◦, nous avons représenté l’évolution de la température annuelle
respectivement sur les figures 6.3 et 6.4. Ainsi la température annuelle moyenne ne dépasse pas 145K
sur les 20 derniers millions d’années pour des latitudes supérieures ou égales en valeur absolue à 67◦
mais dépasse les 145K pour des latitudes inférieures ou égales en valeur absolue à 66◦.
Le modèle simplifié utilisé pour la température donne une température maximale. Ainsi on peut en
déduire que d’après le critère de Schorghofer (2008), la glace située sous la surface de Cérès est stable
à quelques mètres de profondeur au minimum pour les régions de latitudes supérieures ou égales en
valeur absolue à 67◦.
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Figure 6.1 – Maximum en rouge et minimum en bleu sur [−20 : 0]Myr de l’insolation annuelle Ian
reçue à la surface de Cérès en fonction de la latitude. La courbe noire représente l’insolation annuelle
reçue à J2000.
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Figure 6.2 – Maximum en rouge et minimum en bleu sur [−20 : 0]Myr de la température annuelle
T en fonction de la latitude pour Cérès. La courbe noire représente la distribution de température
annuelle pour J2000. La ligne rouge horizontale représente le seuil de 145K en dessous duquel la glace
est stable sous la surface.
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Figure 6.3 – Température annuelle T pour une latitude de 66◦ sur [−20 : 0]Myr. La ligne rouge
horizontale représente le seuil de 145K en dessous duquel la glace est stable sous la surface.
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Figure 6.4 – Température annuelle T pour une latitude de 67◦ sur [−20 : 0]Myr. La ligne rouge
horizontale représente le seuil de 145K en dessous duquel la glace est stable sous la surface.
121
Sur la figure 6.2, l’évolution de la température annuelle pour l’époque J2000 en fonction de la
latitude est différente de celle de la température annuelle maximale sur [−20 : 0]Myr notamment
pour les régions polaires. Ainsi, il est nécessaire pour effectuer le calcul de la température maximale
de considérer les évolutions séculaires de l’orbite et de l’obliquité. Si on considère la distribution de
température à J2000, on obtient que la glace sous la surface serait stable à partir d’une latitude de 63◦
au lieu de 67◦.
6.5 Comparaison avec les études précédentes
Schorghofer (2016) a étudié la stabilité de la glace souterraine sur Cérès à l’aide d’un modèle
thermique et a notamment recensé les différentes études réalisées sur le sujet.
Fanale et Salvail (1989) modélisent analytiquement la température et la distribution de glace sous
la surface pour connaître les taux de sublimation de la glace et la profondeur à laquelle la glace pourrait
persister. Ils obtiennent qu’en fonction des caractériques du sol de Cérès la glace peut persister pendant
4.5Gyr à environ 10 à 100m sous la surface pour les régions situées à proximité de l’équateur. Pour
des latitudes supérieures à 40◦, ils obtiennent une profondeur de 1 à 10m.
Hayne et Aharonson (2015) utilisent un modèle numérique pour calculer la température sous la
surface sans considérer la distribution de la glace souterraine. Ils considèrent une obliquité et une orbite
fixes et les variations séculaires de l’orbite et de l’obliquité ne sont pas considérées. Comme Schorghofer
(2008), ils considèrent que la glace souterraine est stable lorsque la température moyenne est en dessous
de 145K. Avec ce critère, ils estiment que la glace souterraine est stable à 1m sous la surface pour des
latitudes supérieures à environ 50◦.
Titus (2015) a recours à un modèle numérique modélisant la température sous la surface, qui
ne décrit pas la distribution de la glace souterraine. À partir du critère de Schorghofer (2008) lié à
une température annuelle inférieure à 145K, il détermine que la glace est stable pour des latitudes
supérieures à environ 40 à 60◦.
Enfin, Schorghofer (2016) utilise un modèle numérique décrivant l’évolution de la température et
la distribution de glace sous la surface en fonction de la latitude. Le modèle prend en compte l’effet
des impacts qui peuvent modifier la distribution superficielle de la glace. Cérès présentant une faible
inertie thermique, Schorghofer (2016) note que d’importantes variations thermiques peuvent apparaître
au cours d’une rotation de Cérès et intègre ainsi les variations diurnes de température. Pour intégrer
sur 4.5Gyr, Schorghofer (2016) utilise ainsi deux échelles de temps différentes : une pour intégrer les
variations diurnes de température et une pour intégrer les variations séculaires de la distribution de
glace. Schorghofer (2016) intègre ce modèle pour plusieurs obliquités fixes entre 0 et 90◦ et considère
une orbite d’excentricité fixe mais proche de sa valeur moyenne et une moyenne est réalisée sur les
précessions du périhélie et de l’axe de rotation. Schorghofer (2016) conclut que la glace souterraine est
stable à une profondeur de 0.5m pour les latitudes supérieures à 60◦ et à une profondeur de 1m pour
les latitudes supérieures à 55◦. Plus l’obliquité est importante, plus la latitude à laquelle on trouve de
la glace stable à 1m de profondeur diminue. La profondeur de la glace souterraine aux pôles dépend
peu de l’obliquité.
En calculant la température avec un modèle simplifié à partir des mouvements orbitaux et de
rotation sur [−20 : 0], nous obtenons des résultats cohérents avec les études précédentes. Cependant,
nous avons utilisé ici un modèle de température très simplifié en considérant que Cérès a une inertie
thermique infinie. Cela donne une borne supérieure à la température maximale et donc à la latitude de
stabilité de la glace souterraine. Comme noté par Schorghofer (2016), Cérès présente une faible inertie
thermique et il faudrait ainsi intégrer les variations diurnes de température.
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Deuxième partie
Intégrateurs symplectiques pour le corps
solide libre
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Chapitre 7
Introduction
L’intégration d’un système planétaire où les corps sont considérés comme des corps solides et non
comme des points matériels nécessite de réaliser l’intégration de leurs rotations propres. Comme nous
l’avons vu dans le chapitre 2, l’intégration du hamiltonien du corps solide libre s’avère alors nécessaire.
Le hamiltonien du corps solide libre constitue un problème intégrable et présente une solution exacte.
Cependant, le coût numérique élevé de cette solution a conduit à l’utilisation d’intégrateurs numériques
approchés pour obtenir l’orientation d’un corps solide au cours du temps notamment dans les domaines
de la mécanique céleste et de la dynamique moléculaire. Des intégrateurs numériques approchés ont
notamment été développés spécifiquement pour ce problème.
L’objectif de cette partie de la thèse est de développer des intégrateurs symplectiques spécifiques
au corps solide libre, qui soient plus efficaces que ceux existants.
Dans ce chapitre introductif, nous allons d’abord décrire succinctement les intégrateurs existants
pour le corps solide et voir certaines notions sur les intégrateurs symplectiques, que nous utiliserons
dans la suite. Nous verrons ensuite les intégrateurs symplectiques utilisés pour le corps solide libre.
Enfin, nous indiquerons les propriétés de l’algèbre de Lie du moment cinétique, que nous avons utilisées
dans ce travail pour construire des intégrateurs symplectiques spécifiques au corps solide libre et le
plan de cette partie.
7.1 Intégration du corps solide libre
On considère le corps solide C dans le reférentiel d’inertie R. Il présente les moments d’inertie I1,
I2, I3 associés aux axes principaux d’inertie dirigés respectivement par les vecteurs I, J, K tels que
(I,J,K) constitue une base orthonormée directe associée au référentiel RC lié au corps. g correspond
aux coordonnées du moment cinétique de rotation de C dans le référentiel d’inertie R. G = (G1, G2, G3)
représente les coordonnées du moment cinétique dans le référentiel lié au solide RC . Le hamiltonien H
du corps solide libre est égal à l’énergie cinétique de rotation
H =
G21
2I1
+
G22
2I2
+
G23
2I3
. (7.1)
La norme du moment cinétique s’écrit
G2 = G21 +G
2
2 +G
2
3. (7.2)
Dans le référentiel d’inertie R, le moment cinétique g reste constant. Ainsi la norme du moment
cinétique G est conservée. Cependant, l’orientation du moment cinétique G n’est pas conservée dans
le référentiel lié au corps RC .
En utilisant les variables d’Andoyer (section 2.2.1), on peut réduire d’après l’équation (2.47) ce
problème à un hamiltonien présentant deux degrés de liberté
HE =
1
2
(
G2 − L2
2
(
1
I1
+
1
I2
)
+
L2
I3
+
G2 − L2
2
(
1
I2
− 1
I1
)
cos 2l
)
. (7.3)
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Un problème est intégrable lorsqu’il présente autant de constantes du mouvement, appelées intégrales
premières, que de degrés de liberté. Le problème du corps solide libre conserve l’énergie et la norme
du moment cinétique, qui constituent deux intégrales premières, et est ainsi intégrable. La solution
exacte des équations différentielles régissant le mouvement du corps solide libre a été proposée par
Jacobi (Jacobi, 1850) et fait appel aux fonctions elliptiques de Jacobi et aux intégrales elliptiques. On
pourra trouver une description de cette solution dans de nombreux ouvrages et articles (e.g. Landau et
Lifchitz, 1982, van Zon et Schofield, 2007, Celledoni et al., 2008). Concernant la résolution numérique
des équations, on pourra notamment consulter les algorithmes proposés par van Zon et Schofield (2007)
et Celledoni et al. (2008). La solution analytique proposée par Celledoni et al. (2008) est détaillée dans
l’annexe E.
Cependant, le coût numérique des fonctions elliptiques de Jacobi et des intégrales elliptiques est
plus important que ceux des fonctions usuelles (e.g. Touma et Wisdom, 1994, Fassò, 2003). Si l’on
souhaite connaître uniquement la position finale d’un corps au bout d’une certaine durée, cela est
sans conséquence. Cependant, si l’énergie cinétique de rotation est couplée à un potentiel dépendant
de l’orientation du solide ou si l’on désire connaître toutes les orientations intermédiaires du solide
lors de l’intégration, l’orientation du solide doit être connue à chaque pas et le coût de ses fonctions
augmente de façon importante le temps de calcul. Ainsi de nombreux intégrateurs numériques donnant
une solution approchée de l’orientation ont été utilisés pour intégrer le mouvement du corps solide libre
et certains ont été développés spécifiquement pour ce problème.
Ainsi Celledoni et Säfström (2006) ont développé un algorithme, où la solution pour le moment
cinétique est obtenue de façon exacte avec les fonctions elliptiques de Jacobi et celle sur l’orientation du
solide de façon approchée. Hairer et Vilmart (2006) ont modifié l’algorithme d’ordre 2 DMV (Discrete
Moser-Veselov, Moser et Veselov (1991)) appliqué au corps solide libre de façon à pouvoir augmenter
son ordre. On pourra consulter Hairer et al. (2006) pour une description des intégrateurs existants ainsi
que Hairer et Vilmart (2006) pour une comparaison de leurs caractéristiques et de leurs performances.
Parmi ces intégrateurs, l’intégrateur DMV et les intégrateurs de splitting sont symplectiques. Dans la
suite de ce travail, nous allons nous intéresser exclusivement aux intégrateurs symplectiques de splitting
obtenus par une décomposition du hamiltonien.
7.2 Intégrateurs symplectiques
Les intégrateurs géométriques permettent d’intégrer numériquement des équations différentielles
tout en vérifiant certaines de leurs propriétés géométriques, comme par exemple la conservation du
volume (e.g. Hairer et al., 2006). Parmi eux, les intégrateurs symplectiques respectent la structure
canonique des équations du mouvement d’un système hamiltonien et peuvent conserver certaines in-
tégrales premières. Ils sont généralement utilisés pour intégrer des problèmes non intégrables sur de
longues périodes de temps.
Les intégrateurs de splitting décomposent le hamiltonien en parties intégrables, qui sont intégrées
successivement, et constituent des intégrateurs symplectiques. Ils peuvent aussi être utilisés pour réali-
ser l’intégration de problèmes intégrables, dont les solutions analytiques ne s’expriment pas simplement,
ce qui est le cas pour le corps solide libre. Ces intégrateurs sont approchés et présentent une erreur
dépendante du pas de temps. Ils réalisent l’intégration exacte d’un hamiltonien légèrement différent
du hamiltonien à intégrer.
On considère le hamiltonien H = X + Y décomposé en deux parties intégrables X et Y . On peut
réaliser l’intégrateur symplectique suivant pour un pas d’intégration h
S (h) = ehLK = ehLXehLY . (7.4)
K représente le hamiltonien modifié dont l’intégrateur symplectique réalise l’intégration exacte. LX
représente la dérivée de Lie du hamiltonien X, qui s’exprime sous la forme
LX = {X, .} (7.5)
avec {., .} les crochets de Poisson associés aux variables canoniques. Soit x la variable que l’on cherche
126
à intégrer. Connaissant sa valeur à l’instant t, sa valeur à l’instant t+ h est donnée par
x (t+ h) = S (h)x (t) = ehLXehLY x (t) . (7.6)
L’image de x (t) par une application ehLX est donnée par la résolution de l’équation différentielle
ẋ = {X,x} . (7.7)
X et Y étant ici intégrables, cette équation différentielle présente une solution analytique.
Pour obtenir l’expression du hamiltonienK, il est nécessaire d’utiliser la formule de Baker-Campbell-
Hausdorff (e.g. Hairer et al., 2006). La formule de Baker-Campbell-Hausdorff donne l’expression de
l’application LK
hLK = h (LX + LY ) +
h2
2
[LX , LY ] +
h3
12
([LX , [LX , LY ]] + [LY , [LY , LX ]]) (7.8)
+
h4
24
[LX , [LY , [LY , LX ]]]
+h5
(
− 1
720
[LX , [LX , [LX , [LX , LY ]]]]−
1
720
[LY , [LY , [LY , [LY , LX ]]]]
+
1
360
[LX , [LY , [LY , [LY , LX ]]]] +
1
360
[LY , [LX , [LX , [LX , LY ]]]]
+
1
120
[LX , [LX , [LY , [LY , LX ]]]] +
1
120
[LY , [LY , [LX , [LX , LY ]]]]
)
+O
(
h6
)
avec le commutateur défini par [LX , LY ] = LXLY − LY LX . La formule de Baker-Campbell-Hausdorff
n’étant pas symétrique en LX et LY , l’ordre des opérations est ainsi important, si LX et LY ne
commutent pas. On obtient une approximation approchée de LK sous la forme d’un développement en
fonction du pas d’intégration h.
On considère l’algèbre de Lie, qui présente comme crochets de Lie les commutateurs [., .] antisymé-
triques
[X,Y ] = XY − Y X (7.9)
et vérifiant l’identité de Jacobi
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0. (7.10)
À partir de la relation (e.g. Koseleff, 1993)
[LX , LY ] = L{X,Y }, (7.11)
on peut remplacer les dérivées de Lie par leurs hamiltoniens associés et les commutateurs par les
crochets de Poisson {., .} dans l’équation (7.8) pour obtenir l’expression du hamiltonien K
hK = h (X + Y ) +
h2
2
{X,Y }+ h
3
12
({X, {X,Y }}+ {Y, {Y,X}}) (7.12)
+
h4
24
{X, {Y, {Y,X}}}
+h5
(
− 1
720
{X, {X, {X, {X,Y }}}} − 1
720
{Y, {Y, {Y, {Y,X}}}}
+
1
360
{X, {Y, {Y, {Y,X}}}}+ 1
360
{Y, {X, {X, {X,Y }}}}
+
1
120
{X, {X, {Y, {Y,X}}}}+ 1
120
{Y, {Y, {X, {X,Y }}}}
)
+O
(
h6
)
.
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Le hamiltonien est ainsi donné par (e.g. Yoshida, 1990)
K = H +
n
∑
k=2
hk−1HRk +O (h
n) , (7.13)
où chaque hamiltonien HRk est le résidu d’ordre k. L’expression des résidus HRk s’obtient à partir de
l’équation (7.12).
L’erreur
∑∞
k=2 h
k−1HRk représente l’écart de la solution donnée par l’intégration numérique à la
solution réelle et plus cette erreur sera faible plus la précision de l’intégrateur numérique sera importante
Lorsque le pas d’intégration h tend vers 0 pour un intégrateur d’ordre p, l’erreur est équivalente à
hpHRp+1 , où HRp+1 est le résidu non nul d’ordre le plus faible. Si HRk = 0 pour k ≥ 2, l’intégration
numérique est alors exacte. Pour augmenter la précision, on peut diminuer le pas d’intégration h. Il
est aussi possible d’augmenter la précision en augmentant l’ordre de l’intégrateur. Pour obtenir un
intégrateur d’ordre n, les résidus HRk doivent vérifier HRk = 0 pour k = 2, . . . , n (e.g. Yoshida, 1990,
McLachlan, 1995).
Considérons l’intégrateur symplectique Sn pour le hamiltonien H = X + Y
Sn (h) =
n
∏
i=1
eaihLXebihLY . (7.14)
Pour intégrer le hamiltonien H, les coefficients ai et bi doivent vérifier
n
∑
i=1
ai =
n
∑
i=1
bi = 1. (7.15)
En utilisant par itération la formule de Baker-Campbell-Hausdorff (équation 7.12), on obtient l’expres-
sion des résidus HRk . Pour obtenir un intégrateur d’ordre n, on doit vérifier HRk = 0 pour k = 2, . . . , n.
Cette condition peut être réalisée en choisissant judicieusement les coefficients ai et bi, les résidus HRk
étant des polynômes de degré k en ai et bi. C’est ainsi que l’on construit un intégrateur symplectique
d’ordre n. À partir du nombre de crochets de Poisson indépendants à l’ordre k pour k = 2, . . . , n, on
peut donner le nombre minimal de coefficients ai et bi nécessaires et donc obtenir un nombre minimal
d’étapes, une étape étant l’opération effectuée par une application eaihLX ou ebihLY .
Il est possible de simplifier le calcul des coefficients ai et bi en construisant des intégrateurs symé-
triques. La condition HRk = 0 pour k = 2, . . . , n est en effet réalisée pour toutes les valeurs paires de
k si l’intégrateur est symétrique (e.g. Yoshida, 1990), c’est-à-dire si
S(h) = S∗(h), (7.16)
où S∗ est l’adjoint de l’application S et est défini par S∗(h) = S−1(−h) (e.g. Hairer et al., 2006). Si
l’on dispose d’un intégrateur S1(h) d’ordre 1, un intégrateur symétrique d’ordre 2 peut être réalisé
simplement par
S2(h) = S1
(
h
2
)
S−11
(
−h
2
)
. (7.17)
Cet intégrateur symétrique d’ordre 2 est appelé méthode de Störmer-Verlet ou méthode de leapfrog
(e.g. Ruth, 1983).
À partir d’un schéma d’ordre 2 symétrique, on peut obtenir des schémas d’ordre supérieur en le
combinant de façon symétrique (e.g. Suzuki, 1990, Yoshida, 1990, McLachlan, 1995). Ces techniques
peuvent être appliquées à tout hamiltonien. Soit un intégrateur symétrique d’ordre 2n, S2n. Yoshida
(1990) construit l’intégrateur symétrique d’ordre 2n+ 2 suivant
S2n+2 (h) = S2n (x1h)S2n (x0h)S2n (x1h) (7.18)
avec
x0 = 1− 2x1, x1 =
1
2− 21/(2n+1) . (7.19)
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De même, Suzuki (1990) propose de réaliser la composition suivante pour obtenir un intégrateur d’ordre
2n+ 2
S2n+2 (h) = S2n (x1h)S2n (x1h)S2n (x0h)S2n (x1h)S2n (x1h) (7.20)
en choisissant les coefficients
x0 = 1− 4x1, x1 =
1
4− 41/(2n+1) . (7.21)
7.3 Intégrateurs symplectiques pour le corps solide libre
L’intégration symplectique du hamiltonien du corps solide libre par décomposition a été introduite
par McLachlan (1993), Touma et Wisdom (1994), Reich (1994). Deux décompositions différentes du
hamiltonien du corps solide libre existent. Elles permettent toutes deux de décomposer le hamiltonien en
parties dont l’intégration se réduit à la succession de rotations élémentaires. La première décomposition,
appelée dans la suite ABC, introduite par Reich (1994) consiste à décomposer le hamiltonien en trois
parties
H = A+B + C, (7.22)
avec
A =
G21
2I1
, (7.23)
B =
G22
2I2
, (7.24)
C =
G23
2I3
. (7.25)
Les hamiltoniens A, B, C se traduisent sur un temps t par des rotations d’angles respectifs G1t/I1,
G2t/I2, G3t/I3 autour des axes principaux dirigés par les vecteurs respectifs I, J, K. La seconde
décomposition, appelée dans la suite RS, introduite par McLachlan (1993) et Touma et Wisdom (1994)
consiste à décomposer le hamiltonien en deux parties
H = R+ S, (7.26)
avec
R =
G21
2
(
1
I1
− 1
I2
)
, (7.27)
S =
G23
2
(
1
I3
− 1
I2
)
+
G2
2I2
. (7.28)
Le hamiltonien R correspond à une rotation autour de l’axe principal I d’angle G1t(1/I1 − 1/I2). Le
hamiltonien S correspond au hamiltonien d’un corps présentant deux moments d’inertie égaux appelé
toupie symétrique. Comme décrit dans la section 2.1.2, S se traduit ainsi par une rotation d’axe dirigé
par le vecteur K d’angle G3t(1/I3− 1/I2) suivie par une rotation autour du moment cinétique d’angle
Gt/I2.
Ces décompositions donnent lieu à deux types d’intégrateurs symplectiques, ceux obtenus pour la
décomposition ABC
SABC (h) =
n
∏
i=1
eaihLAebihLBecihLC , (7.29)
et ceux obtenus pour la décomposition RS
SRS (h) =
n
∏
i=1
eaihLRebihLS , (7.30)
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avec h le pas d’intégration. Pour intégrer effectivement le hamiltonien du corps solide libre, les coeffi-
cients ai, bi, ci doivent vérifier
n
∑
i=1
ai =
n
∑
i=1
bi =
n
∑
i=1
ci = 1. (7.31)
Comme nous l’avons vu dans la section 7.2, ces intégrateurs réalisent l’intégration exacte du ha-
miltonien modifié K donné par
K = H +
n
∑
k=2
hk−1HRk +O (h
n) , (7.32)
où les hamiltoniens HRk représentent les résidus d’ordre k et peuvent être obtenus à partir de la formule
de Baker-Campbell-Hausdorff en utilisant les propriétés des algèbres de Lie (e.g. Koseleff, 1993, 1996).
Les hamiltoniens HRk appartiennent à l’algèbre de Lie L associée aux crochets de Poisson, qui sont
antisymétriques et vérifient l’identité de Jacobi. L’algèbre de Lie L est générée par l’alphabet A composé
des trois éléments G21, G
2
2, G
2
3. Parmi les éléments d’une algèbre de Lie, un monôme de Lie de longueur
k est la composition de k − 1 crochets de Poisson contenant k éléments d’un alphabet (e.g. Koseleff,
1993). Pour l’alphabet A, {G22, {G23, G21}} est par exemple un monôme de Lie de longueur 3. L’algèbre
de Lie L = ⊕k≥1Lk constitue la réunion d’algèbres de Lie Lk générées par les monômes de Lie de
longueur k (e.g. Koseleff, 1993) et L est une algèbre de Lie graduée par la longueur des monômes.
Comme indiqué dans la section 7.2, il est possible d’obtenir des intégrateurs d’ordre 2 à partir de
la méthode de Störmer-Verlet. De cette façon, on obtient pour le corps solide libre les intégrateurs
d’ordre 2, ABCBA2, RSR2 et SRS2 donnés respectivement par
SABCBA2 (h) = e
h
2
LAe
h
2
LBehLCe
h
2
LBe
h
2
LA , (7.33)
SRSR2 (h) = e
h
2
LRehLSe
h
2
LR , (7.34)
SSRS2 (h) = e
h
2
LSehLRe
h
2
LS . (7.35)
Par exemple, pour intégrer la molécule d’eau, qui est un exemple de corps asymétrique utilisé en
dynamique moléculaire pour tester les intégrateurs du corps solide, Dullweber et al. (1997) ont utilisé
l’intégrateur d’ordre 2 ABCBA2.
Pour chacun de ces intégrateurs d’ordre 2, il est possible d’obtenir six intégrateurs différents. Fassò
(2003) note en effet qu’il est possible pour les deux décompositions d’intervertir la position des hamil-
toniens A, B, C ou de changer la décomposition RS du hamiltonien en intervertissant les trois termes
G21/I1, G
2
2/I2, G
2
3/I3. En procédant à un changement de base, on peut se ramener à un hamiltonien,
où seuls les moments d’inertie ont été intervertis. Cela est ainsi équivalent à considérer l’ensemble des
permutations possibles des moments d’inertie (Fassò, 2003). On notera dans la suite ABC, BCA, CAB,
ACB, CBA, BAC les six permutations possibles des moments d’inertie. Par exemple, la permutation
BCA donne lieu à la transformation suivante : A devient B, B devient C et C devient A. L’intégrateur
ABCBA2 pour la permutation BCA devient ainsi
e
h
2
LBe
h
2
LCehLAe
h
2
LCe
h
2
LB . (7.36)
Fassò (2003) a comparé l’efficacité des deux décompositions pour le hamiltonien du corps solide
libre pour les intégrateurs d’ordre 2 ABCBA2, RSR2 et SRS2. Pour chaque intégrateur, il a déterminé
l’expression analytique du résidu d’ordre trois et l’a estimé pour les six permutations possibles des mo-
ments d’inertie (I1, I2, I3). Pour calculer les crochets de Poisson des composantes du moment cinétique
et simplifier l’expression du résidu d’ordre trois, Fassò (2003) a utilisé la relation entre les composantes
du moment cinétique
{Gi, Gj} = ǫijkGk. (7.37)
Il a ainsi déterminé pour l’ensemble des solides le meilleur intégrateur et sa meilleure permutation
associée et a conclu que leur efficacité varie en fonction des moments d’inertie du corps solide intégré :
pour des corps proches des toupies symétriques, les décompositions SR sont plus précises que les
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décompositions ABC efficaces uniquement pour les corps très asymétriques. Fassò (2003) a étudié le
cas de la molécule d’eau, pour lequel il a précisé la valeur des résidus de tous les schémas et a conclu
que le meilleur est l’intégrateur SRSR2 avec la permutation ABC.
Pour obtenir des intégrateurs d’ordre supérieur à 2, comme vu dans la section 7.2, on peut réaliser
une composition symétrique d’intégrateurs symétriques. De telles méthodes ont été appliquées au corps
solide libre. Ainsi Omelyan (2007) intègre la molécule d’eau à l’aide d’un intégrateur d’ordre 4 obtenu
par une composition de l’intégrateur d’ordre 2 selon la méthode de Yoshida (1990).
7.4 Plan
Nous avons vu dans la section 7.3, que les intégrateurs symplectiques utilisés pour le corps solide
libre étaient issus des méthodes générales fonctionnant pour tout type d’hamiltonien. Dans le cas du
hamiltonien du corps solide libre, comme noté par Fassò (2003), l’expression des résidus peut être
simplifiée à l’aide de la relation {Gi, Gj} = ǫijkGk. Dans ce cas, cette relation pourrait diminuer le
nombre de termes indépendants au sein des résidus. Le nombre d’étapes nécessaires pour réaliser un
intégrateur symplectique d’ordre n, comme nous l’avons vu dans la section 7.2, dépend du nombre
de termes indépendants présents dans les résidus des ordres 2 à n. Si les résidus présentent moins de
termes indépendants que dans le cas général, il devient alors possible de diminuer le nombre minimal
d’étapes. Le temps de calcul étant proportionnel au nombre d’étapes d’un intégrateur symplectique, il
serait alors possible d’obtenir des intégrateurs symplectiques plus efficaces dans le cas du hamiltonien
du corps solide libre.
Sur une idée de Jacques Laskar, nous avons ainsi regardé s’il était possible d’utiliser les propriétés de
l’algèbre de Lie du moment cinétique pour diminuer le nombre d’étapes des intégrateurs symplectiques
du corps solide et nous avons introduit pour cela une dépendance des coefficients des intégrateurs aux
moments d’inertie.
Afin de construire des intégrateurs symplectiques pour le corps solide libre, nous avons d’abord
besoin de connaître le nombre de termes indépendants au sein des résidus, qui appartiennent à l’al-
gèbre de Lie du moment cinétique. Le chapitre 8 se concentre ainsi sur l’étude de l’algèbre de Lie du
moment cinétique générée dans le cas du hamiltonien du corps solide libre. En utilisant les propriétés
précédentes, on déterminera les dimensions et des bases possibles pour les premiers ordres de l’algèbre
de Lie. Cela nous permettra ainsi d’obtenir le nombre de termes indépendants au sein des résidus. À la
fin de ce chapitre, nous généraliserons une partie de ces résultats à tout ordre et nous verrons que les
éléments de l’algèbre de Lie peuvent s’écrire comme une combinaison linéaire de monômes, dont nous
donnerons la forme.
Une fois l’algèbre de Lie du moment cinétique connue, nous expliquerons dans le chapitre 9 comment
la simplification des résidus peut être utilisée pour construire des intégrateurs spécifiques au corps
solide libre. Nous commencerons par expliquer la construction d’intégrateurs symétriques d’ordre 4
spécifiques au corps solide libre. En recensant à tout ordre le nombre de termes présents dans les
résidus, nous verrons ensuite en comparant au cas d’un hamiltonien ordinaire, que ces intégrateurs
peuvent notamment présenter moins d’étapes que les intégrateurs symplectiques généraux.
Cependant, le nombre d’étapes ne suffit pas à conclure sur l’efficacité d’un intégrateur. Il faut
en effet vérifier que leur précision à temps de calcul identique est supérieure à celle des intégrateurs
symplectiques généraux existants. Pour cela, on peut soit estimer la précision en estimant de façon
analytique les résidus d’ordre supérieur soit réaliser une intégration numérique. Le chapitre 10 consiste
ainsi en une comparaison numérique des intégrateurs spécifiques obtenus aux intégrateurs symplec-
tiques généraux existants afin de déterminer leur efficacité. On étudiera d’abord le cas d’une toupie
sphérique afin de montrer l’équivalence des deux estimations de la précision, puis celui de la molécule
d’eau, qui constitue un exemple classique de corps solide asymétrique utilisé dans la littérature pour
comparer des intégrateurs du corps solide. On comparera ensuite leur efficacité pour l’ensemble des
corps physiques existants à l’aide de l’estimation analytique.
La méthode utilisée dans le chapitre 9 pour construire des intégrateurs symplectiques spécifiques
au corps solide ne permet pas de construire facilement des intégrateurs d’ordre supérieur à 4. Dans
le chapitre 11, nous introduirons l’utilisation de correcteurs pour les intégrateurs du corps solide, qui
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peut permettre d’obtenir des intégrateurs d’ordre supérieur présentant un faible nombre d’étapes. De
même que précédemment, on comparera numériquement les intégrateurs symétriques d’ordre 4 et 6
ainsi obtenus aux intégrateurs symplectiques existants.
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Chapitre 8
Étude de l’algèbre de Lie du moment
cinétique
L’intégration symplectique d’un hamiltonien H consiste à réaliser l’intégration exacte d’un hamil-
tonien modifié K. Comme nous l’avons vu dans la section 7.2, le hamiltonien modifié K est donné
par
K = H +
n
∑
k=2
hk−1HRk +O (h
n) , (8.1)
où les hamiltoniens HRk représentent les résidus d’ordre k. Dans le cas du hamiltonien du corps solide
libre, les résidus HRk appartiennent à l’algèbre de Lie L générée par l’alphabet A = (G21, G22, G23). Cette
algèbre de Lie est dotée des crochets de Poisson vérifiant les propriétés d’antisymétrie et l’identité de
Jacobi. L est une algèbre de Lie graduée et est la somme des algèbres de Lie Lk générées par les
monômes de Lie de longueur k (Koseleff, 1993), soit L = ⊕k≥1Lk. Le résidu HRk appartient à Lk et
peut s’écrire ainsi sous la forme d’une combinaison linéaire de monômes de Lie de longueur k.
Dans le chapitre 9, nous allons chercher à construire un intégrateur d’ordre 4 spécifique au corps
solide libre. Pour construire un tel intégrateur, il est nécessaire d’annuler les résidus des ordres 2, 3
et 4. Si l’on impose que l’intégrateur soit symétrique, les résidus d’ordre pair sont nuls. Les résidus
d’ordre 2 et 4 s’annulent et il est alors uniquement nécessaire d’annuler le résidu d’ordre 3, HR3 .
Ce dernier peut s’écrire sous la forme d’une combinaison linéaire des monômes de Lie de la forme
{G2i , {G2j , G2k}}, où j 6= k. Afin de connaître le nombre de coefficients nécessaires pour annuler ce
résidu et les conditions à imposer à ces coefficients, il est nécessaire de connaître l’expression du résidu
d’ordre 3, HR3 . Pour estimer analytiquement la précision d’un intégrateur d’ordre 4, nous avons besoin
de connaître l’expression du premier résidu non nul d’ordre le plus faible. Pour un intégrateur d’ordre
4, nous avons ainsi besoin de connaître l’expression du résidu d’ordre 5, HR5 .
Dans ce chapitre, nous allons ainsi chercher à exprimer les résidus HRk , qui sont des éléments des
algèbres de Lie Lk en utilisant les propriétés de l’algèbre de Lie du moment cinétique. Pour les crochets
de Poisson en variables action-angle, les composantes du moment cinétique vérifient en effet la relation
(e.g. Touma et Wisdom, 1994, Fassò, 2003)
{Gi, Gj} = ǫijkGk, (8.2)
que nous allons utiliser pour simplifier l’expression des résidus, commme cela a été fait par Fassò (2003).
Nous allons d’abord commencer par regarder l’expression des résidus pour les cinq premiers ordres
afin de déterminer une base et la dimension des algèbres de Lie Lk pour k = 1, 2, 3, 4, 5. Nous verrons
aussi que les résidus peuvent s’écrire comme une combinaison linéaire de monômes des composantes du
moment cinétique et nous obtiendrons l’expression des résidus HR3 et HR5 . Ces résultats sont résumés
dans la section 8.2 et seront utilisés dans le chapitre 9 pour construire des intégrateurs symétriques
d’ordre 4. À la fin de ce chapitre, nous généraliserons une partie de ces résultats en montrant qu’à
tout ordre les résidus peuvent s’écrire comme une combinaison linéaire de monômes des composantes
du moment cinétique, dont nous donnerons la forme.
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8.1 Résidus pour les premiers ordres
Pour déterminer l’expression des résidus, qui appartiennent aux algèbres de Lie Lk, nous allons
chercher à obtenir une famille génératrice puis une base des algèbres de Lie Lk pour les ordres 2, 3, 4 et
5 en considérant les monômes de Lie de ces algèbres. Nous allons commencer par chercher une famille
génératrice pour l’ordre 1. On pourra alors obtenir une famille génératrice pour l’ordre 2, puis pour les
ordres supérieurs par itération. En effet, si tout élément de Lk peut s’écrire comme une combinaison
linéaire des éléments de la famille génératrice (vj), alors tout élément de Lk+1 peut s’écrire comme une
combinaison linéaire des termes {G2i , vj}.
On peut noter qu’il est nécessaire de considérer seulement deux termes parmi les trois termes
{G21, vj}, {G22, vj}, {G23, vj} car {G21, vj} + {G22, vj} + {G23, vj} = 0. Cela provient du fait que toute
fonction dérivable f des composantes du moment cinétique et toute fonction dérivable g de la norme
du moment cinétique vérifie
{g (G) , f (G1, G2, G3)} =
3
∑
i=1
∂g
∂G
∂f
∂Gi
{G,Gi} = 0, (8.3)
car {G,Gi} = 0. Ainsi si on connaît une famille génératrice constituée des éléments vj de Lk, alors la
famille constituée des éléments du type {G21, vj} et {G22, vj} est une famille génératrice de Lk+1.
Après avoir déterminé une famille génératrice, nous chercherons à obtenir une base des Lk. Cela
nous permettra d’obtenir la dimension des Lk, dont on déduira dans le chapitre 9 le nombre minimal
d’étapes d’un intégrateur symplectique spécifique au corps solide libre.
8.1.1 Ordre 1
Les monômes de Lie de longueur 1 sont G21, G
2
2, G
2
3. Tout élément de L1 peut s’écrire comme
combinaison linéaire de ces trois termes, qui étant linéairement indépendants constituent une base de
L1. Ainsi la dimension de L1 est 3.
8.1.2 Ordre 2
Les monômes de Lie de longueur 2 sont de la forme {G2i , G2j}. Avec la relation (8.2), on obtient
ainsi
{
G21, G
2
2
}
=
{
G22, G
2
3
}
=
{
G23, G
2
1
}
= 4G1G2G3. (8.4)
Ainsi tout élément de L2 peut s’écrire comme une combinaison linéaire du terme G1G2G3. La base de
L2 est constituée ainsi du seul terme G1G2G3 et sa dimension est 1.
On notera dans la suite pour simplifier W = G1G2G3.
8.1.3 Ordre 3
Les monômes de Lie de longueur 3 sont de la forme {G2i , {G2j , G2k}} et sont des combinaisons linéaires
des termes {G2i ,W} d’après les propriétés vues à l’ordre 2. Avec la relation (8.2), nous obtenons
{
G21,W
}
= 2
(
G21G
2
3 −G21G22
)
{
G22,W
}
= 2
(
G22G
2
1 −G22G23
)
{
G23,W
}
= 2
(
G23G
2
2 −G23G21
)
.
(8.5)
Ainsi tout élément de L3 est une combinaison linéaire des termes (G21G23−G21G22), (G22G21−G22G23),
(G23G
2
2−G23G21). Ces trois termes appartiennent à L3 et constituent une famille génératrice de L3 mais
ne forment pas une base de L3. Ces trois termes ne constituent en effet pas une famille libre, à cause
de la relation
(
G21G
2
3 −G21G22
)
+
(
G22G
2
1 −G22G23
)
+
(
G23G
2
2 −G23G21
)
= 0. Pour obtenir une base de L3,
il est nécessaire d’enlever un des trois éléments de cette famille. (G21G
2
3 −G21G22, G21G22 −G22G23) forme
par exemple une base de L3, dont la dimension est ainsi 2.
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Tout élément de L3 peut s’écrire comme une combinaison linéaire des trois monômes G21G22, G22G23,
G23G
2
1. Cependant il faut noter qu’aucun de ces termes n’appartient à L3. Le résidu HR3 d’ordre 3 peut
ainsi s’écrire simplement sous la forme
HR3 (G1, G2, G3) = P1G
2
1G
2
2 + P2G
2
1G
2
3 + P3G
2
2G
2
3 (8.6)
avec les coefficients Pi. Si G1 = G2 = G3 = 1, G21G
2
3 −G21G22, G22G21 −G22G23, G23G22 −G23G21 s’annulent
et HR3 (1, 1, 1) = 0. Les coefficients Pi vérifient ainsi
P1 + P2 + P3 = 0. (8.7)
L’expression du résidu HR3 (équation 8.6) et la relation (8.7) seront utilisées dans le chapitre 9
pour construire des intégrateurs d’ordre 4 spécifiques au corps solide libre.
La relation (8.7) peut également être obtenue de la façon suivante. Le résidu HR3 d’ordre 3 est
une combinaison linéaire des trois termes {G21,W}, {G22,W}, {G23,W} et peut ainsi s’écrire avec les
coefficients réels α, β, γ selon
HR3 = α
{
G21,W
}
+ β
{
G22,W
}
+ γ
{
G23,W
}
. (8.8)
Avec la relation (8.3), on obtient {G21,W}+ {G22,W}+ {G23,W} = 0 et ainsi
HR3 = (α− γ)
{
G21,W
}
+ (β − γ)
{
G22,W
}
. (8.9)
Avec la relation (8.5), on obtient
HR3 = 2 (α− γ)
(
G21G
2
3 −G21G22
)
+ 2 (β − γ)
(
G22G
2
1 −G22G23
)
(8.10)
= P1G
2
1G
2
2 + P2G
2
1G
2
3 + P3G
2
2G
2
3, (8.11)
avec P1 = 2(β − α), P2 = 2(α − γ) et P3 = 2(γ − β). Ainsi, la relation P1 + P2 + P3 = 0 est bien
vérifiée.
8.1.4 Ordre 4
Les monômes de Lie de longueur 4 sont de la forme {G2i , {G2j , {G2k, G2l }}} et sont d’après les relations
précédentes des combinaisons linéaires des termes {G2i , G2jG2k}. Pour obtenir l’expression des résidus à
l’ordre 4, nous calculons ces termes
{
G21, G
2
1G
2
2
}
= 4G21W
{
G21, G
2
1G
2
3
}
= −4G21W
{
G21, G
2
2G
2
3
}
= 4
(
G23 −G22
)
W
{
G22, G
2
1G
2
2
}
= −4G22W
{
G22, G
2
1G
2
3
}
= 4
(
G21 −G23
)
W
{
G22, G
2
2G
2
3
}
= 4G22W
{
G23, G
2
1G
2
2
}
= 4
(
G22 −G21
)
W
{
G23, G
2
1G
2
3
}
= 4G23W
{
G23, G
2
2G
2
3
}
= −4G23W.
(8.12)
Ainsi tout élément de L4 est une combinaison linéaire des trois termes G21W , G22W , G23W . Ces trois
termes appartiennent à L4 comme
{
G21,
(
G21G
2
2 −G21G23
)}
= 8G21W (8.13)
{
G22,
(
G22G
2
3 −G21G22
)}
= 8G22W (8.14)
{
G23,
(
G21G
2
3 −G22G23
)}
= 8G23W, (8.15)
et constituent une base de L4, qui est ainsi de dimension 3.
8.1.5 Ordre 5
En utilisant les relations précédentes, les monômes de Lie de longeur 5 sont des combinaisons
linéaires des termes {G2i , G2jW}. Avec la relation (8.2), ces termes peuvent s’écrire
{
G21, G
2
1W
}
= 2G41
(
G23 −G22
) {
G21, G
2
2W
}
= 6W 2 − 2G21G42
{
G21, G
2
3W
}
= −6W 2 + 2G43G21
{
G22, G
2
1W
}
= −6W 2 + 2G41G22
{
G22, G
2
2W
}
= 2G42
(
G21 −G23
) {
G22, G
2
3W
}
= 6W 2 − 2G22G43
{
G23, G
2
1W
}
= 6W 2 − 2G23G41
{
G23, G
2
2W
}
= −6W 2 + 2G42G23
{
G23, G
2
3W
}
= 2G43
(
G22 −G21
)
.
(8.16)
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Comme vu précédemment, il n’est pas nécessaire de considérer les termes de la forme {G23, G2iW}
pour obtenir une famille génératrice de L5. En conservant les six termes appartenant à L5 obtenus en
calculant les expressions du type {G21, G2iW} et {G22, G2iW}, on obtient la famille génératrice
(
3W 2 −G41G22, 3W 2 −G42G21, 3W 2 −G43G21, 3W 2 −G43G22, G41
(
G22 −G23
)
, G42
(
G23 −G21
))
, (8.17)
que l’on peut réécrire sous la forme
(
3W 2 −G41G22, 3W 2 −G42G23, 3W 2 −G43G21, G41
(
G22 −G23
)
, G42
(
G23 −G21
)
, G43
(
G21 −G22
))
. (8.18)
Vérifions maintenant si cette famille est libre. On considère la combinaison linéaire suivante
α1
(
3W 2 −G41G22
)
+ α2
(
3W 2 −G42G23
)
+ α3
(
3W 2 −G43G21
)
+ α4G
4
1
(
G22 −G23
)
+ α5G
4
2
(
G23 −G21
)
+ α6G
4
3
(
G21 −G22
)
= 0,
(8.19)
équivalente à
3 (α1 + α2 + α3)W
2 + (α4 − α1)G41G22 + (α5 − α2)G42G23 + (α6 − α3)G43G21
− α4G41G23 − α5G42G21 − α6G43G22 = 0,
(8.20)
ce qui est équivalent à α1 = α2 = α3 = α4 = α5 = α6 = 0. Ainsi cette famille est libre et constitue une
base de L5, dont la dimension est ainsi 6.
En utilisant la base de L5, on peut aussi écrire HR5 sous la forme
HR5 (G1, G2, G3) =α1
(
3W 2 −G41G22
)
+ α2
(
3W 2 −G42G23
)
+ α3
(
3W 2 −G43G21
)
+ α4G
4
1
(
G22 −G23
)
+ α5G
4
2
(
G23 −G21
)
+ α6G
4
3
(
G21 −G22
)
.
(8.21)
Tout élément de L5 est combinaison linéaire des sept termes G41G22, G41G23, G42G21, G42G23, G43G21, G43G22,
G21G
2
2G
2
3. Cependant aucun de ces termes n’appartient à L5. Le résidu HR5 d’ordre 5 peut alors
s’exprimer sous la forme
HR5 (G1, G2, G3) = Q1G
2
1G
4
2+Q2G
2
2G
4
3+Q3G
2
3G
4
1+Q4G
4
1G
2
2+Q5G
4
2G
2
3+Q6G
4
3G
2
1+Q7G
2
1G
2
2G
2
3, (8.22)
avec Q7 = 3 (α1 + α2 + α3). Pour déterminer la relation entre les coefficients Qi, comme précédemment
on évalue HR5 dans le cas G1 = G2 = G3 = 1. On a alors
HR5 (1, 1, 1) = 2 (α1 + α2 + α3) = Q1 +Q2 +Q3 +Q4 +Q5 +Q6 +Q7, (8.23)
et ainsi
2
3
Q7 = Q1 +Q2 +Q3 +Q4 +Q5 +Q6 +Q7, (8.24)
d’où
3 (Q1 +Q2 +Q3 +Q4 +Q5 +Q6) +Q7 = 0. (8.25)
L’expression du résidu HR5 (équation 8.22) sera utilisée dans le chapitre 10 pour estimer analyti-
quement la précision des intégrateurs d’ordre 4 obtenus au chapitre 9.
8.2 Bilan
Le tableau 8.1 fait le récapitulatif des propriétés de l’algèbre de Lie générée pour le hamiltonien du
corps solide libre pour les cinq premiers ordres.
Le résidu d’ordre 3, HR3 , s’écrit sous la forme
HR3 (G1, G2, G3) = P1G
2
1G
2
2 + P2G
2
1G
2
3 + P3G
2
2G
2
3, (8.26)
avec
P1 + P2 + P3 = 0. (8.27)
Le résidu d’ordre 5, HR5 , s’écrit sous la forme
HR5 (G1, G2, G3) = Q1G
2
1G
4
2+Q2G
2
2G
4
3+Q3G
2
3G
4
1+Q4G
4
1G
2
2+Q5G
4
2G
2
3+Q6G
4
3G
2
1+Q7G
2
1G
2
2G
2
3 (8.28)
avec
3 (Q1 +Q2 +Q3 +Q4 +Q5 +Q6) +Q7 = 0. (8.29)
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Ordre Dimension
de l’algèbre
de Lie
Base Nombre
de
termes
Termes Formule de réduction
1 3 G21 3 G
2
1
G22 G
2
2
G23 G
2
3
2 1 G1G2G3 1 G1G2G3
3 2 G21(G
2
2 −G23) 3 G21G22 P1 + P2 + P3 = 0
G22(G
2
3 −G21) G21G23
G22G
2
3
4 3 G21W 3 G
2
1W
G22W G
2
2W
G23W G
2
3W
5 6 3W 2 −G41G22 7 G21G42 3(Q1 +Q2 +Q3 +Q4 +Q5 +Q6) +Q7 = 0
3W 2 −G42G23 G22G43
3W 2 −G43G21 G23G41
G41(G
2
2 −G23) G41G22
G42(G
2
3 −G21) G42G23
G43(G
2
1 −G22) G43G21
G21G
2
2G
2
3
Tableau 8.1 – Dimensions des algèbres de Lie Lk pour le corps solide libre, bases, termes de la
combinaison linéaire et formules de réduction pour les cinq premiers ordres avec W = G1G2G3.
8.3 Résidus à tout ordre
Dans cette section, nous allons généraliser les expressions des résidus obtenus précédemment aux
premiers ordres à tout ordre à l’aide du théorème suivant.
8.3.1 Théorème 1
Soit L l’algèbre de Lie graduée générée par l’alphabet A = (G21, G22, G23) avec Gi les composantes
d’un moment cinétique et Lk les algèbres de Lie générées par les monômes de Lie de longueur k telles
que L = ⊕k≥1Lk.
Tout élément de L2k pour k ∈ N∗ peut s’écrire comme une combinaison linéaire des monômes de
degré 2k + 1 en G1, G2, G3
G2p+11 G
2q+1
2 G
2r+1
3 (8.30)
avec p+ q + r = k − 1 et p, q, r ∈ N.
Tout élément de L2k+1 pour k ∈ N∗ peut s’exprimer comme une combinaison linéaire des monômes
de degré 2k + 2 en G1, G2, G3
G2p1 G
2q
2 G
2r
3 (8.31)
avec p+ q + r = k + 1, p, q, r ∈ N et p, q, r ≤ k.
8.3.2 Démonstration
Pour démontrer le théorème 1, nous allons procéder par récurrence.
On considère la proposition Pk : chaque élément de L2k est combinaison linéaire des termes
G2p+11 G
2q+1
2 G
2r+1
3 avec p+ q + r = k − 1 et p, q, r ∈ N.
À l’ordre 2, tout élément de L2 est proportionnel à G1G2G3 et ainsi P1 est vraie.
Supposons que Pk est vraie. Tout élément de L2k peut s’écrire comme une combinaison linéaire
des termes G2p+11 G
2q+1
2 G
2r+1
3 avec p + q + r = k − 1 et p, q, r ∈ N. Or
(
G21, G
2
2, G
2
3
)
est une famille
génératrice de L1. Ainsi chaque élément de L2k+1 peut s’écrire comme une combinaison linéaire des
137
termes {G2i , G2p+11 G2q+12 G2r+13 } avec i = 1, 2, 3, p+ q + r = k − 1 et p, q, r ∈ N. Pour i = 1, on a
{
G21, G
2p+1
1 G
2q+1
2 G
2r+1
3
}
= G2p+11 G
2r+1
3
{
G21, G
2q+1
2
}
+G2p+11 G
2q+1
2
{
G21, G
2r+1
3
}
= 2 (2q + 1)G
2(p+1)
1 G
2q
2 G
2r+1
3 {G1, G2} − 2 (2r + 1)G
2(p+1)
1 G
2q+1
2 G
2r
3 {G1, G3}
= (4q + 2)G
2(p+1)
1 G
2q
2 G
2(r+1)
3 − (4r + 2)G
2(p+1)
1 G
2(q+1)
2 G
2r
3 .
(8.32)
Pour i = 1, 2, 3, on a
{
G21, G
2p+1
1 G
2q+1
2 G
2r+1
3
}
= (4q + 2)G
2(p+1)
1 G
2q
2 G
2(r+1)
3 − (4r + 2)G
2(p+1)
1 G
2(q+1)
2 G
2r
3
{
G22, G
2p+1
1 G
2q+1
2 G
2r+1
3
}
= (4r + 2)G
2(p+1)
1 G
2(q+1)
2 G
2r
3 − (4p+ 2)G2p1 G
2(q+1)
2 G
2(r+1)
3
{
G23, G
2p+1
1 G
2q+1
2 G
2r+1
3
}
= (4p+ 2)G2p1 G
2(q+1)
2 G
2(r+1)
3 − (4q + 2)G
2(p+1)
1 G
2q
2 G
2(r+1)
3 .
(8.33)
Tout élément de L2k+1 est une combinaison linéaire des termes {G2i , G2p+11 G2q+12 G2r+13 } avec p+q+r =
k − 1 et p, q, r ∈ N et i = 1, 2, 3. Ainsi tout élément de L2k+1 est une combinaison linéaire des termes
G
2(p+1)
1 G
2q
2 G
2(r+1)
3 , G
2(p+1)
1 G
2(q+1)
2 G
2r
3 , G
2p
1 G
2(q+1)
2 G
2(r+1)
3 avec p+ q + r = k − 1 et p, q, r ∈ N.
Tout élément de L2k+1 est une combinaison linéaire des termes G2p1 G2q2 G2r3 avec p+ q + r = k+ 1,
p, q, r ∈ N et p, q, r ≤ k. Ainsi si le théorème 1 est vérifié pour l’ordre 2k, il est alors aussi vérifié pour
l’ordre 2k + 1.
Tout élément de L2k+2 peut s’écrire comme une combinaison linéaire des termes {G2i , G2p1 G2q2 G2r3 }
avec p+ q + r = k + 1, p, q, r ∈ N et p, q, r ≤ k. Calculons ces termes
{
G21, G
2p
1 G
2q
2 G
2r
3
}
= 4qG2p1 G
2(q−1)
2 G
2r
3 W − 4rG2p1 G2q2 G
2(r−1)
3 W
{
G22, G
2p
1 G
2q
2 G
2r
3
}
= 4rG2p1 G
2q
2 G
2(r−1)
3 W − 4pG
2(p−1)
1 G
2q
2 G
2r
3 W
{
G23, G
2p
1 G
2q
2 G
2r
3
}
= 4pG
2(p−1)
1 G
2q
2 G
2r
3 W − 4qG2p1 G
2(q−1)
2 G
2r
3 W.
(8.34)
Tout élément de L2k+2 peut donc s’écrire comme une combinaison linéaire des termes G2p+11 G2q+12 G2r+13
avec p+ q+ r = k et p, q, r ∈ N. Si le théorème est vérifié à l’ordre 2k+1, il est vérifié à l’ordre 2k+2.
Si la proposition Pk est vraie, Pk+1 est aussi vérifiée. La proposition P1 étant vraie, Pk est ainsi
vraie pour k ∈ N∗. Par conséquent, le théorème 1 est vérifié pour tous les ordres 2k avec k ∈ N∗. Or
on a vu que si le théorème 1 était vrai pour l’ordre 2k, il était aussi vérifié pour l’ordre 2k + 1. Ainsi
le théorème 1 est vérifié à tout ordre supérieur à 1.
8.4 Formule de réduction
Aux ordres 3 et 5, nous avons obtenu une relation entre les coefficients des combinaisons linéaires, qui
permet de réduire le nombre de coefficients indépendants. Cette formule de réduction est généralisable
à tout ordre à l’aide du théorème suivant.
8.4.1 Théorème 2
Soit L l’algèbre de Lie graduée générée par l’alphabet A = (G21, G22, G23) avec Gi les composantes
d’un moment cinétique et Lk pour k ∈ N∗ les algèbres de Lie générées par les monômes de Lie de
longueur k telles que L = ⊕k≥1Lk. Soit X ∈ L2k+1 avec X =
∑
0≤p,q,r≤k
p+q+r=k+1
β2k+1,pqrG
2p
1 G
2q
2 G
2r
3 .
Les coefficients β2k+1,pqr vérifient la formule de réduction
∑
0≤p,q,r≤k
p+q+r=k+1
(2p)!
2pp!
(2q)!
2qq!
(2r)!
2rr!
β2k+1,pqr = 0. (8.35)
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8.4.2 Démonstration
On recherche les coefficients λpqr 6= 0 satisfaisant la relation
∑
0≤p,q,r≤k
p+q+r=k+1
λpqrβ2k+1,pqr = 0. (8.36)
D’après le théorème 1 de la section 8.3, tout élément X de L2k+1 peut s’écrire selon la combinaison
linéaire
X =
∑
0≤p,q,r≤k
p+q+r=k+1
β2k+1,pqrG
2p
1 G
2q
2 G
2r
3 . (8.37)
D’après la démonstration du théorème 1, on peut aussi l’écrire sous la forme
X =
3
∑
i=1
∑
0≤p,q,r
p+q+r=k−1
αi,pqr
{
G2i , G
2p+1
1 G
2q+1
2 G
2r+1
3
}
, (8.38)
avec
β2k+1,pqr = (4p+ 2) (α3,pq−1r−1 − α2,pq−1r−1)
+ (4q + 2) (α1,p−1qr−1 − α3,p−1qr−1)
+ (4r + 2) (α2,p−1q−1r − α1,p−1q−1r) ,
(8.39)
où αi,pqr = 0 si p, q, r ne vérifient pas 0 ≤ p, q, r et p+ q+ r = k− 1. À partir de l’équation (8.39), on
peut récrire la relation (8.36) sous la forme
∑
0≤p,q,r≤k
p+q+r=k+1
λpqrβ2k+1,pqr =
∑
0≤p,q,r≤k
p+q+r=k+1
λpqr (4p+ 2) (α3,pq−1r−1 − α2,pq−1r−1) (8.40)
+
∑
0≤p,q,r≤k
p+q+r=k+1
λpqr (4q + 2) (α1,p−1qr−1 − α3,p−1qr−1)
+
∑
0≤p,q,r≤k
p+q+r=k+1
λpqr (4r + 2) (α2,p−1q−1r − α1,p−1q−1r)
soit
∑
0≤p,q,r≤k
p+q+r=k+1
λpqrβ2k+1,pqr =
∑
0≤p,q,r≤k−1
p+q+r=k−1
λpq+1r+1 (4p+ 2) (α3,pqr − α2,pqr) (8.41)
+
∑
0≤p,q,r≤k−1
p+q+r=k−1
λp+1qr+1 (4q + 2) (α1,pqr − α3,pqr)
+
∑
0≤p,q,r≤k−1
p+q+r=k−1
λp+1q+1r (4r + 2) (α2,pqr − α1,pqr)
∑
0≤p,q,r≤k
p+q+r=k+1
λpqrβ2k+1,pqr =
∑
0≤p,q,r≤k−1
p+q+r=k−1
(λp+1qr+1 (4q + 2)− λp+1q+1r (4r + 2))α1,pqr
+
∑
0≤p,q,r≤k−1
p+q+r=k−1
(λp+1q+1r (4r + 2)− λpq+1r+1 (4p+ 2))α2,pqr
+
∑
0≤p,q,r≤k−1
p+q+r=k−1
(λpq+1r+1 (4p+ 2)− λp+1qr+1 (4q + 2))α3,pqr,
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car αi,pqr = 0 si p, q, r ne vérifient pas 0 ≤ p, q, r et p+ q + r = k − 1. Pour vérifier la relation (8.36),
il suffit que les coefficients λpqr vérifient
λpq+1r+1 (2p+ 1) = λp+1qr+1 (2q + 1) = λp+1q+1r (2r + 1) . (8.42)
Pour vérifier la relation (8.42), il suffit que les coefficients λpqr vérifient
λpqr =
(2p)!
2pp!
(2q)!
2qq!
(2r)!
2rr!
. (8.43)
La formule de réduction (équation 8.35) permet bien de retrouver les relations (8.7) et (8.25)
obtenues pour les résidus d’ordre 3 et 5.
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Chapitre 9
Obtention d’intégrateurs symplectiques
spécifiques au corps solide libre
Dans ce chapitre, nous allons construire des intégrateurs symplectiques spécifiques au corps solide
libre.
Nous allons d’abord construire des intégrateurs symplectiques symétriques d’ordre 4 en utilisant
l’étude de l’algèbre de Lie du moment cinétique réalisée au chapitre 8. Nous essayerons d’abord de
construire des intégrateurs présentant un nombre minimal d’étapes pour les deux décompositions du
hamiltonien du corps solide libre possibles, ABC et RS. Pour les intégrateurs du type RS, nous indi-
querons une réduction possible du coût.
Nous chercherons ensuite à déterminer le nombre d’étapes des intégrateurs spécifiques au corps so-
lide libre à tout ordre. En comparant au cas d’un hamiltonien général, nous verrons que ces intégrateurs
spécifiques peuvent présenter moins d’étapes que les intégrateurs généraux existants.
9.1 Construction d’intégrateurs symétriques d’ordre 4
Dans cette section, nous allons nous intéresser à la construction d’intégrateurs symplectiques spé-
cifiques au corps solide libre et nous allons considérer exclusivement le cas d’intégrateurs symétriques
d’ordre 4. Pour construire un intégrateur d’ordre 4, nous avons besoin d’annuler les résidus des ordres
2, 3 et 4. Comme l’intégrateur est symétrique, les résidus des ordres 2 et 4 sont nuls et nous avons
seulement besoin d’annuler les résidus d’ordre 3. D’après la section 8.1.3, le résidu d’ordre 3 s’écrit
HR3 (G1, G2, G3) = P1G
2
1G
2
2 + P2G
2
1G
2
3 + P3G
2
2G
2
3, (9.1)
avec P1 +P2 +P3 = 0. Pour annuler HR3 , il faut et il suffit de vérifier les deux équations P1 = P2 = 0.
9.1.1 Décomposition ABC : intégrateurs N
Nous allons d’abord considérer le cas des intégrateurs obtenus pour la décomposition ABC de la
forme
SABC (h) =
n
∏
i=1
eaihLAebihLBecihLC , (9.2)
où les coefficients ai, bi, ci vérifient les trois équations
∑n
i=1 ai =
∑n
i=1 bi =
∑n
i=1 ci = 1. P1 et P2
sont des fonctions polynomiales des coefficients ai, bi, ci. Pour obtenir un intégrateur d’ordre 4, les
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coefficients ai, bi, ci doivent ainsi vérifier les cinq équations
n
∑
i=1
ai = 1, (9.3)
n
∑
i=1
bi = 1, (9.4)
n
∑
i=1
ci = 1, (9.5)
P1 = 0, (9.6)
P2 = 0. (9.7)
Pour avoir un intégrateur symétrique d’ordre 4, nous avons ainsi besoin au minimum de cinq coefficients
indépendants. L’intégrateur doit ainsi compter au minimum dix étapes. Comme les étapes 5 et 6 sont
identiques, on peut les fusionner en une seule étape. Ainsi pour la décomposition ABC, le nombre
minimal d’étapes pour un intégrateur symétrique d’ordre 4 est neuf.
Sept types d’intégrateurs à neuf étapes commençant par l’étape A suivie d’une étape B existent pour
un hamiltonien à trois parties. Dans la suite, nous les appellons intégrateurs N et nous les numérotons
par ordre alphabétique selon
ABABCBABA N1
ABACACABA N2
ABACBCABA N3
ABCABACBA N4
ABCACACBA N5
ABCBABCBA N6
ABCBCBCBA N7.
(9.8)
Pour obtenir l’ensemble des intégrateurs possibles, on considérera l’ensemble des permutations possibles
des étapes A, B, C, au nombre de six et désignées par ABC, BCA, CAB, ACB, CBA, BAC. Par
exemple, l’intégrateur N4 avec la permutation CAB correspond à la séquence CABCACBAC. Il existe
ainsi 7 × 6 = 42 séquences d’intégrations possibles. Comme nous avons vu à la section 7.3 et comme
indiqué par Fassò (2003), cela est équivalent à considérer l’ensemble des permutations possibles des
moments d’inertie.
Nous allons maintenant expliciter le calcul des coefficients ai, bi, ci en prenant comme exemple la
séquence d’intégration N4 pour la permutation ABC donnée par
SN4ABC (h) = ea1hLAeb1hLBec1hLCea2hLAeb2hLBea2hLAec1hLCeb1hLBea1hLA . (9.9)
Il est possible de factoriser le hamiltonien par 1/I1 pour obtenir
H =
G21
2I1
+
G22
2I2
+
G23
2I3
=
1
2I1
(
G21 + (1 + x)G
2
2 + (1 + y)G
2
3
)
, (9.10)
avec les coefficients x et y définis par
1 + x =
I1
I2
, 1 + y =
I1
I3
. (9.11)
À l’ordre 1, les coefficients doivent vérifier
2a1 + 2a2 = 1, 2b1 + b2 = 1, 2c1 = 1. (9.12)
Nous avons ainsi deux paramètres libres a1 et b1 et les autres coefficients sont donnés par
a2 =
1
2
− a1, b2 = 1− 2b1, c1 =
1
2
. (9.13)
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Avec la formule de Baker-Campbell-Hausdorff, on calcule le hamiltonien modifié pour SN4ABC (h) =
ehLK donné par
hK = hH +
h3
(2I1)
3
(
P ′1 (a1, b1, x, y)G
2
1G
2
2 + P
′
2 (a1, b1, x, y)G
2
1G
2
3 + P
′
3 (a1, b1, x, y)G
2
2G
2
3
)
+O
(
h5
)
,
(9.14)
où les coefficients normalisés du résidu d’ordre 3, P ′i = Pi(2I1)
3, sont donnés par
P ′1 = −
1
3
+ 2b1 − 8a1b1 + 8a1b21 + 4a21 − 8a21b1 + 4yb21 − 8ya1b1 + 4ya21 (9.15)
−x+ 2xb1 + 4xa1 − 16xa1b1 + 16xa1b21 − 8xa21b1 − 4xyb1 + 8xyb21
+4xya1 − 8xya1b1 − 8x2a1b1 + 8x2a1b21 +
2
3
x2y − 4x2yb1 + 4x2yb21
P ′2 = −
1
3
+ 2a1 − 4a21 + 8a21b1 + 8ya1b1 − 4ya21 + 2y2b1 (9.16)
−2y2a1 + 8xa21b1 + 8xya1b1 −
1
3
xy2 + 2xy2b1
P ′3 =
2
3
− 2b1 − 2a1 + 8a1b1 − 8a1b21 − 4yb21 − 2y2b1 + 2y2a1 + x− 2xb1 (9.17)
−4xa1 + 16xa1b1 − 16xa1b21 + 4xyb1 − 8xyb21 − 4xya1 +
1
3
xy2
−2xy2b1 + 8x2a1b1 − 8x2a1b21 −
2
3
x2y + 4x2yb1 − 4x2yb21.
Comme démontré dans la section 8.1.3, les coefficients vérifient P ′1 + P
′
2 + P
′
3 = 0. En utilisant la
réduction de base de Gröbner (Buchberger, 1965), on peut réduire le système aux deux équations
αa31 + βa
2
1 + γa1 + δ = 0 (9.18)
α′a1 + β′b1 + γ′ = 0, (9.19)
dont les coefficients sont donnés par
α = 48x2y − 24xy2 + 144xy − 72 y2 + 72x+ 24
β = 48x2y2 − 12xy3 + 144xy2 − 36 y3 + 36xy + 72 y2 − 24x+ 60 y
γ = 12x2y3 + 24xy3 − 24xy2 + 18 y3 − 24xy − 18 y2 − 30 y − 6
δ = x2y4 − 6xy3 − 4xy2 − 3 y3 + 3 y + 1 (9.20)
α′ = 4x2y − 2xy2 + 12xy − 6 y2 + 6x+ 2
β′ = 2x2y2 + 8xy2 + 6xy + 6 y2 + 2x+ 6 y + 2
γ′ = −xy2 − 3xy − 2x− y − 1.
Ces deux équations peuvent présenter plusieurs solutions ou n’avoir aucune solution en fonction des
moments d’inertie. Les solutions pour les coefficients a1 et b1 dépendent alors de x et y et ainsi des
moments d’inertie du corps solide à intégrer. Les coefficients de l’intégrateur deviennent spécifiques à
un triplet de moments d’inertie classé dans un certain ordre. Pour chaque triplet ordonné de moments
d’inertie, on doit ainsi calculer les valeurs des coefficients. Cette dépendance des coefficients par rapport
aux moments d’inertie permet d’obtenir des intégrateurs d’ordre 4 à neuf étapes pour la décomposition
ABC. Nous verrons dans la section 9.4.4, que l’on peut ainsi obtenir pour le hamiltonien du corps
solide libre des intégrateurs d’ordre 4 avec moins d’étapes que dans le cas d’un hamiltonien général.
On peut observer qu’il peut exister des valeurs de (x,y) pour lesquelles δ = 0 et ainsi pour lesquelles
a1 = 0 peut être une solution de l’équation (9.18). Il existe donc une courbe dans le domaine de
définition de (x,y), où il est possible d’obtenir des intégrateurs d’ordre 4 avec 7 ou même 5 étapes
pour certaines valeurs discrètes de cette courbe où γ′ = 0. Fassò (2003) a observé un résultat similaire
et trouvé que l’intégrateur d’ordre 2 ABCBA2 est un intégrateur d’ordre 4 pour un corps de moment
d’inertie (0.25, 0.75, 1).
Les équations à résoudre pour déterminer les valeurs des coefficients ai, bi, ci pour les sept types
d’intégrateur N sont données dans l’annexe D. Ces équations doivent être résolues pour les six valeurs
des coefficients (x,y) données par les six permutations possibles des moments d’inertie.
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9.1.2 Décomposition RS
Nous considérerons maintenant la décomposition RS, où les intégrateurs sont de la forme
SRS (h) =
n
∏
i=1
eaihLRebihLS , (9.21)
et où les coefficients ai, bi, ci vérifient les deux équations
∑n
i=1 ai =
∑n
i=1 bi = 1. Pour obtenir un
intégrateur d’ordre 4, les coefficients ai, bi doivent vérifier P1 = P2 = 0. On compte ainsi au total
quatre équations pour les coefficients ai, bi. Le nombre minimal d’étapes est ainsi sept.
Il existe deux types d’intégrateurs à sept étapes pour la décomposition RS
RSRSRSR
SRSRSRS.
Nous allons maintenant chercher à exprimer les résidus d’ordre 3 pour le type d’intégrateur RSRSRSR
défini par
SRSRSRSR (h) = ea1hLReb1hLSea2hLReb2hLSea2hLReb1hLSea1hLR . (9.22)
Comme précédemment, on factorise le hamiltonien par 1/I1 pour le récrire sous la forme
H =
G21
2I1
+
G22
2I2
+
G23
2I3
=
1
2I1
(
G21 (1− x) +G23 (y − x) + xG2
)
, (9.23)
en fonction des coefficients
x =
I1
I2
, y =
I1
I3
. (9.24)
Pour intégrer le corps solide, les coefficients doivent vérifier au premier ordre les relations
2a1 + 2a2 = 1, 2b1 + b2 = 1. (9.25)
On obtient ainsi seulement deux paramètres libres a1 et b1. Les autres coefficients peuvent être déduits
de leurs valeurs avec
a2 =
1
2
− a1, b2 = 1− 2b1. (9.26)
À partir de la formule de Baker-Campbell-Hausdorff, on peut exprimer le hamiltonien modifié du
schéma d’intégration SRSRSRSR (h) = eLK . On normalise pour cela les coefficients du résidu d’ordre 3
Pi selon P ′i = Pi(2I1)
3 et on obtient
hK = hH +
h3
(2I1)
3
(
P ′1 (a1, b1, x, y)G
2
1G
2
2 + P
′
2 (a1, b1, x, y)G
2
1G
2
3 + P
′
3 (a1, b1, x, y)G
2
2G
2
3
)
+O
(
h5
)
,
(9.27)
avec
P ′1 =
1
3
(x− 1)2(x− y)
(
1− 6(1− 2a1)2b1
)
(9.28)
P ′2 =
1
3
(x− 1)(x− y)
(
(x− 1)(6(1− 2a1)2b1 − 1)− 2(x− y)(6(1− 2a1)(1− b1)b1 − 1)
)
(9.29)
P ′3 =
2
3
(x− 1)(x− y)2 (6(1− 2a1)(1− b1)b1 − 1) . (9.30)
Les coefficients vérifient bien la relation P ′1 +P
′
2 +P
′
3 = 0 démontrée dans la section 8.1.3. Ce système
d’équations peut se réduire pour un corps asymétrique (x 6= 1, x 6= y, y 6= 1) à
b31 − 2b21 + b1 −
1
6
= 0, a1 =
1
2
b1. (9.31)
L’unique solution réelle correspond à celle du schéma de Yoshida (1990) avec b1 = 1/(2− 21/3).
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Considérons maintenant le type d’intégrateur SRSRSRS donné par
SSRSRSRS (h) = ea1hLSeb1hLRea2hLSeb2hLRea2hLSeb1hLRea1hLS , (9.32)
avec
P ′1 =
2
3
(x− 1)2(x− y) (6(1− 2a1)(1− b1)b1 − 1) (9.33)
P ′2 =
1
3
(x− 1)(x− y)
(
2(1− 6(1− 2a1)(1− b1)b1)(x− 1)− (x− y)(1− 6(1− 2a1)2b1)
)
(9.34)
P ′3 =
1
3
(x− 1)(x− y)2
(
1− 6(1− 2a1)2b1
)
. (9.35)
Comme précédemment, l’unique solution correspond à l’intégrateur de Yoshida (1990). Ainsi les in-
tégrateurs obtenus avec la décomposition RS sont des intégrateurs généraux déjà existants. Ainsi la
décomposition RS ne permet ainsi ni d’obtenir des intégrateurs avec moins d’étapes que les intégra-
teurs généraux, ni d’obtenir des solutions supplémentaires pour un intégrateur de la décomposition RS
à sept étapes.
On observe aussi que les intégrateurs RSRSRSR avec la permutation ABC et SRSRSRS avec la
permutation CBA ont le même résidu d’ordre 4. Fassò (2003) avait notamment remarqué que l’inté-
grateur d’ordre 2 RSR2 avec la permutation ABC présentait le même résidu que l’intégrateur d’ordre 2
SRS2 avec la permutation CBA. Nous pouvons montrer que cela peut se généraliser à tout intégrateur.
En effet, RG = G2/(2I2) commute à la fois avec R1 = G21/2(1/I1 − 1/I2) et R3 = G23/2(1/I3 − 1/I2).
Ainsi si on ajoute RG à R3 pour former un intégrateur du type RS, on obtient le même résidu à tout
ordre que si on avait ajouté RG à R1 pour obtenir un intégrateur de type SR. Ainsi les intégrateurs du
type RS avec la permutation ABC sont identiques aux intégrateurs du type SR avec la permutation
CBA.
Par conséquent, il n’est pas nécessaire de considérer les intégrateurs de type SR, qui lorsque l’énergie
cinétique est couplée à une énergie potentielle, sont plus coûteux que les intégrateurs de type RS, car,
comme nous le verrons dans la section 10.1.1, une étape eLR est moins coûteuse qu’une étape eLS .
9.1.3 Estimation des résidus d’ordre 5
En comptant les six permutations possibles, il existe 42 intégrateurs N pour la décomposition
ABC, qui peuvent chacun présenter plusieurs solutions pour les coefficients ai, bi, ci. Il est possible de
déterminer le meilleur intégrateur en réalisant des intégrations numériques et en comparant l’erreur
obtenue par rapport à la solution exacte. Cependant, la précision des intégrateurs peut aussi être
estimée analytiquement.
Pour un intégrateur d’ordre n, le hamiltonien effectivement intégré K est donné par
K = H + hnHRn+1 +O
(
hn+1
)
, (9.36)
où H est le hamiltonien à intégrer. Ainsi pour un intégrateur d’ordre n, le résidu d’ordre n+1 permet
d’estimer la précision de l’intégrateur. Par exemple, Fassò (2003) estime ainsi les meilleurs intégrateurs
d’ordre 2 pour le corps solide libre en calculant le maximum des résidus d’ordre 3 sur la sphère unité
du moment cinétique.
La précision des intégrateurs N d’ordre 4, que nous avons obtenus, peut ainsi être estimée par les
résidus d’ordre 5. D’après la section 8.1.5, ces derniers peuvent s’écrire sous la forme
HR5 = Q1G
2
1G
4
2 +Q2G
2
2G
4
3 +Q3G
2
3G
4
1 +Q4G
4
1G
2
2 +Q5G
4
2G
2
3 +Q6G
4
3G
2
1 +Q7G
2
1G
2
2G
2
3. (9.37)
HR5 est ainsi une fonction des composantes du moment cinétique. HR5 appartient à l’ensemble V
généré par les éléments G21G
4
2, G
2
2G
4
3, G
2
3G
4
1, G
4
1G
2
2, G
4
2G
2
3, G
4
3G
2
1, G
2
1G
2
2G
2
3, qui étant linéairement
indépendants constituent une base de V . Nous estimons ainsi les résidus d’ordre 5 en considérant la
norme euclidienne ‖.‖ associée à cette base dans V . Dans la suite, on estime ainsi analytiquement les
résidus par la norme ‖HR5‖ donnée par
‖HR5‖ =
√
Q21 +Q
2
2 +Q
2
3 +Q
2
4 +Q
2
5 +Q
2
6 +Q
2
7. (9.38)
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9.2 Ajout d’une étape supplémentaire
Les intégrateurs présentant le nombre minimum d’étapes ne sont pas forcément les plus efficaces,
bien qu’ils présentent le temps minimal de calcul à un ordre donné. Il est possible d’ajouter une ou
plusieurs étapes supplémentaires pour diminuer l’erreur due aux résidus d’ordre supérieur, qui n’ont
pu être annulés. À temps de calcul identique, il est alors possible d’obtenir des intégrateurs plus précis.
Comme noté par Hairer et al. (2006), l’intégrateur d’ordre 4 obtenu par Suzuki (1990) est généralement
plus efficace que l’intégrateur d’ordre 4 obtenu par Yoshida (1990). L’intégrateur d’ordre 4 de Yoshida
(1990) compose trois fois un intégrateur d’ordre 2, ce qui aboutit à 7 étapes pour un hamiltonien
décomposé en deux parties alors que l’intégrateur d’ordre 4 de Suzuki (1990) compose cinq fois un
intégrateur d’ordre 2, ce qui aboutit à 11 étapes dans ce cas. Cependant l’intégrateur de Suzuki (1990)
est généralement plus précis pour un même temps de calcul.
Pour obtenir des intégrateurs plus précis, nous avons ajouté une étape supplémentaire aux schémas
précédents afin de minimiser les résidus d’ordre 5. L’ajout d’un paramètre libre augmente le temps de
calcul, puisque on ajoute par exemple deux étapes supplémentaires pour un intégrateur symétrique.
Cependant, la minimisation des résidus d’ordre 5 peut permettre d’obtenir des intégrateurs plus précis
pour un même temps de calcul. Pour cela, nous allons minimiser la norme ‖HR5‖ en déterminant à
l’aide de multiplicateurs de Lagrange les extrema de la norme au carré ‖HR5‖2.
9.2.1 Décomposition ABC : intégrateurs P
L’ajout d’un paramètre conduit à ajouter deux étapes supplémentaires aux intégrateurs symé-
triques à neuf étapes pour la décomposition ABC. Pour la décomposition ABC, on a recensé 15 types
d’intégrateurs symétriques avec 11 étapes, qu’on appelle dans la suite intégrateurs P, triés par ordre
alphabétique
ABABACABABA P1
ABABCACBABA P2
ABABCBCBABA P3
ABACABACABA P4
ABACACACABA P5
ABACBABCABA P6
ABACBCBCABA P7
ABCABABACBA P8
ABCABCBACBA P9
ABCACACACBA P10
ABCACBCACBA P11
ABCBABABCBA P12
ABCBACABCBA P13
ABCBCACBCBA P14
ABCBCBCBCBA P15.
(9.39)
Les intégrateurs du type P1 pour la permutation ABC sont donnés par
SP1ABC (h) = ehLK = ea1hLAeb1hLBea2hLAeb2hLBea3hLAec1hLCea3hLAeb2hLBea2hLAeb1hLBea1hLA
(9.40)
où
a3 =
1
2
− (a1 + a2) , b2 =
1
2
− b1, c1 = 1, (9.41)
et
hK = hH + h3HR3 + h
5HR5 +O
(
h7
)
. (9.42)
Avec 1+x = I1/I2 et 1+y = I1/I3, on calcule les extrema de ‖HR5‖2 (a1, b1, a2, x, y) avec les contraintes
P1 (a1, b1, a2, x, y) = P2 (a1, b1, a2, x, y) = 0 pour déterminer les coefficients ai, bi, ci.
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9.2.2 Décomposition RS : intégrateur R
L’ajout d’une étape supplémentaire conduit pour la décomposition RS à un unique intégrateur,
qu’on appellera dans la suite intégrateur R, donné par
SR (h) = ea1hLReb1hLSea2hLReb2hLSea3hLReb2hLSea2hLReb1hLSea1hLR (9.43)
où
a3 = 1− 2 (a1 + a2) , b2 =
1
2
− b1, (9.44)
et
hK = hH + h3HR3 + h
5HR5 +O
(
h7
)
. (9.45)
Avec x = I1/I2 et y = I1/I3, on doit résoudre P1 (a1, b1, a2, x, y) = P2 (a1, b1, a2, x, y) = 0 pour annuler
HR3 et minimiser la norme au carré ‖HR5‖2 (a1, b1, a2, x, y) afin de déterminer les coefficients ai, bi.
9.3 Coût des intégrateurs du type RS
Considérons un intégrateur symplectique pour le hamiltonien du corps solide libre H = R+S avec
R = R1 et S = R3 +RG, où
R1 =
G21
2
(
1
I1
− 1
I2
)
(9.46)
R3 =
G23
2
(
1
I3
− 1
I2
)
(9.47)
RG =
G2
2I2
. (9.48)
Le hamiltonien R = R1 se traduit par une rotation autour de l’axe principal I et S par une rotation
d’axe K correspondant au hamiltonien R3 suivie par une rotation autour du moment cinétique donnée
par le hamiltonien RG. Comme observé par Fassò (2003), les hamiltoniens R1 et R3 commutent avec RG
pour les crochets de Poisson {., .}. Ainsi l’intégration du hamiltonien RG peut être réalisée en dehors
d’une étape S et on peut regrouper toutes les rotations autour du moment cinétique en une seule
rotation au sein d’un schéma de type RS. Par conséquent, les intégrateurs SRS avec la permutation
ABC et SSR avec la permutation CBA sont identiques, comme évoqué à la section 9.1.2.
On peut ainsi écrire l’intégrateur de type RS
SRS (h) =
n
∏
i=1
eaihLRebihLS (9.49)
sous la forme
SRS (h) = ehLRG
n
∏
i=1
eaihLR1ebihLR3 . (9.50)
La rotation selon le moment cinétique doit être réalisée uniquement, lorsque l’orientation du corps est
nécessaire. Si l’énergie cinétique de rotation est couplée à un potentiel dépendant de l’orientation du
solide, la rotation ehLRG devra être réalisée à chaque pas. Si l’énergie cinétique n’est couplée à aucun
potentiel, on aura uniquement besoin de réaliser l’étape RG, lorsque l’écriture de l’orientation du solide
sera demandée. Si l’on souhaite réaliser une écriture tous les N pas d’intégration, il faudra réaliser la
rotation eNhLRG tous les N pas.
Cette diminution du coût de calcul des intégrateurs obtenue avec une décomposition RS n’avait à
notre connaissance pas été observée.
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9.4 Nombre d’étapes des intégrateurs spécifiques
Dans cette section, nous allons chercher à déterminer le nombre minimal d’étapes que peuvent
présenter les intégrateurs spécifiques au corps solide libre.
Comme nous l’avons vu dans la section 7.2, le nombre minimal d’étapes d’un intégrateur à un
ordre donné dépend du nombre de termes indépendants présents dans ses résidus. Pour construire un
intégrateur symplectique d’ordre n, il est nécessaire d’annuler les résidus pour les ordres 2 à n. Cela
implique de vérifier à chaque ordre un certain nombre d’équations donné par le nombre de termes
indépendants. Ces équations doivent être vérifiées par les coefficients de l’intégrateur et leur nombre
impose ainsi un nombre minimal de coefficients indépendants pour l’intégrateur. Ce nombre minimal
de coefficients donnent alors le nombre minimal d’étapes de l’intégrateur.
Nous allons effectuer ce calcul à tout ordre ici selon cette procédure comme nous l’avons réalisé
pour les intégrateurs d’ordre 4 dans la section 9.1. On considère ainsi les intégrateurs du corps solide
libre
SABC (h) =
n
∏
i=1
eaihLAebihLBecihLC , (9.51)
et
SRS (h) =
n
∏
i=1
eaihLRebihLS . (9.52)
On appelle étape d’un intégrateur un pas d’intégration du type eaihLA , ebihLB , ecihLC , eaihLR , ebihLS .
Ces intégrateurs conduisent à l’intégration exacte d’un hamiltonien modifié K, dont l’expression dans
le cas du hamiltonien du corps solide libre est donné d’après le théorème de la section 8.3 par
hK = h
(
β1,100
G21
2I1
+ β1,010
G22
2I2
+ β1,001
G23
2I3
)
(9.53)
+
+∞
∑
k=1
h2k
∑
0≤p,q,r
p+q+r=k−1
β2k,pqrG
2p+1
1 G
2q+1
2 G
2r+1
3
+
+∞
∑
k=1
h2k+1
∑
0≤p,q,r≤k
p+q+r=k+1
β2k+1,pqrG
2p
1 G
2q
2 G
2r
3 ,
où les coefficients βl,pqr sont des fonctions des coefficients ai, bi, ci et des moments d’inertie I1, I2, I3.
Pour que l’intégrateur soit d’ordre n, il suffit de vérifier les équations
β1,100 = β1,010 = β1,001 = 1 (9.54)
βl,pqr = 0, l ∈ N, 2 ≤ l ≤ n.
Dans le cas d’un intégrateur symétrique, les résidus d’ordre pair sont nuls (e.g. Yoshida, 1990) et
l’expression du hamiltonien est
hK = h
(
β1,100
G21
2I1
+ β1,010
G22
2I2
+ β1,001
G23
2I3
)
(9.55)
+
+∞
∑
k=1
h2k+1
∑
0≤p,q,r≤k
p+q+r=k+1
β2k+1,pqrG
2p
1 G
2q
2 G
2r
3 .
Pour que l’intégrateur soit d’ordre n, n étant pair, il suffit alors de vérifier les équations
β1,100 = β1,010 = β1,001 = 1 (9.56)
β2l+1,pqr = 0, l ∈ N, 1 ≤ l ≤
n
2
− 1.
Pour avoir un intégrateur d’ordre n, il faut choisir les valeurs des coefficients ai, bi, ci telles que les
équations (9.54) ou (9.56) pour les coefficients βl,pqr soient vérifiées. Pour déterminer le nombre d’étapes
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nécessaires pour obtenir un intégrateur d’ordre n, nous allons recenser le nombre N(n) d’équations
indépendantes à vérifier pour les coefficients βl,pqr comme cela a été fait dans le cas général des algèbres
de Lie. Koseleff (1993), McLachlan (1995), Koseleff (1996) ont en effet déduit le nombre d’équations
à vérifier en étudiant la dimension des algèbres de Lie en fonction de l’ordre. Pour résoudre ces N(n)
équations indépendantes, nous avons besoin d’un minimum de N(n) coefficients ai, bi, ci indépendants.
À partir du nombre de coefficients βl,pqr à considérer, on peut obtenir le nombre minimal d’étapes de
l’intégrateur, qui est ainsi donné par le nombre d’équations N(n) à vérifier (Koseleff, 1993, McLachlan,
1995, Koseleff, 1996).
Dans le chapitre 8, nous avons déterminé une base et la dimension des algèbres Lk seulement
pour les ordres 1 à 5. Pour les ordres supérieurs, nous avons uniquement écrit les résidus comme une
combinaison linéaire de termes mais nous n’avons pas déterminé de bases pour les algèbres de Lie. Ainsi
nous n’avons pas démontré que les coefficients de ces combinaisons linéaires étaient indépendants.
Dans cette section, nous pourrons ainsi seulement déterminer le nombre minimal d’étapes pour
les ordres 1 à 5 et, pour les ordres supérieurs, nous obtiendrons uniquement une borne supérieure au
nombre minimal d’étapes.
9.4.1 Nombre de coefficients
Nous allons d’abord compter le nombre de coefficients présents βl,pqr (équation 9.53) à chaque
ordre dans les résidus des intégrateurs. Le nombre de coefficients βl,pqr à l’ordre l est égal au nombre
de termes présents dans les combinaisons linéaires à l’ordre l. Nous allons ainsi compter le nombre de
termes des combinaisons linéaires présents aux ordres pairs et impairs.
Nous allons ensuite sommer le nombre de coefficients présents à chaque ordre pour obtenir le
nombre total de coefficients pour les ordres pairs et impairs. Pour cela, nous allons utiliser les valeurs
des sommes suivantes
n
∑
k=1
k =
n (n+ 1)
2
, (9.57)
n
∑
k=1
k2 =
n (n+ 1) (2n+ 1)
6
. (9.58)
9.4.1.1 Ordre pair
Le résidu d’ordre pair 2k est une combinaison linéaire des termes G2p+11 G
2q+1
2 G
2r+1
3 avec p+q+r =
k − 1 et p, q, r ∈ N d’après la section 8.3 et le nombre de ces termes, n2k, est ainsi donné par
n2k =
∑
0≤p,q,r
p+q+r=k−1
1
=
k−1
∑
p=0
∑
0≤q,r
q+r=k−1−p
1
=
k−1
∑
p=0
k−1−p
∑
q=0
1
=
k−1
∑
p=0
(k − p)
= k2 − k (k − 1)
2
n2k =
k(k + 1)
2
. (9.59)
Le nombre de coefficients β2k,pqr présents dans le résidu d’ordre pair 2k est ainsi
n2k = k(k + 1)/2. (9.60)
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Pour avoir un intégrateur d’ordre 2n, il est nécessaire d’annuler les coefficients β2k,pqr des ordres
pairs pour 1 ≤ k ≤ n. Le nombre des coefficients β2k,pqr à annuler est donné par
n
∑
k=1
k (k + 1)
2
=
1
2
n
∑
k=1
k2 +
1
2
n
∑
k=1
k
=
n (n+ 1) (2n+ 1)
12
+
n (n+ 1)
4
=
n (n+ 1) (2n+ 1 + 3)
12
=
n (n+ 1) (n+ 2)
6
. (9.61)
Le nombre np (2n) de coefficients d’ordre pair β2k,pqr à considérer pour avoir un intégrateur d’ordre
2n est ainsi
np (2n) =
n (n+ 1) (n+ 2)
6
. (9.62)
9.4.1.2 Ordre impair
D’après la section 8.3, le résidu d’ordre impair est une combinaison linéaire des termes G2p1 G
2q
2 G
2r
3
avec p+ q+ r = k+1, p, q, r ∈ N et p, q, r ≤ k. Le nombre de ces termes, n2k+1, pour k ∈ N∗ est donné
par
n2k+1 =
∑
0≤p,q,r≤k
p+q+r=k+1
1
=
k
∑
p=0
∑
0≤q,r≤k
q+r=k+1−p
1
= k +
k
∑
p=1
∑
0≤q,r≤k
q+r=k+1−p
1
= k +
k
∑
p=1
k+1−p
∑
q=0
1
= k +
k
∑
p=1
(k + 2− p)
= k + k (k + 2)− k (k + 1)
2
n2k+1 =
k(k + 5)
2
. (9.63)
Le nombre de coefficients β2k+1,pqr présents dans le résidu d’ordre impair 2k + 1 est ainsi
n2k+1 =
k(k + 5)
2
. (9.64)
Pour avoir un intégrateur d’ordre 2n + 1, il est nécessaire d’annuler les coefficients β2k+1,pqr des
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ordres impairs pour 1 ≤ k ≤ n. Le nombre de coefficients β2k+1,pqr à annuler est donné par
n
∑
k=1
k (k + 5)
2
=
1
2
n
∑
k=1
k2 +
5
2
n
∑
k=1
k
=
n (n+ 1) (2n+ 1)
12
+
5n (n+ 1)
4
=
n (n+ 1) (2n+ 1 + 15)
12
=
n (n+ 1) (n+ 8)
6
. (9.65)
On obtient ainsi le nombre de coefficients β2k+1,pqr à considérer. À cela, il faut ajouter les trois coeffi-
cients d’ordre 1 pour lesquels nous devons vérifier β1,100 = β1,010 = β1,001 = 1.
Le nombre ni (2n+ 1) de coefficients d’ordre impair β2k+1,pqr à considérer pour avoir un intégrateur
d’ordre 2n+ 1 est ainsi
ni (2n+ 1) =
n (n+ 1) (n+ 8)
6
+ 3. (9.66)
9.4.2 Nombre de relations entre les coefficients
Nous avons ainsi obtenu le nombre de coefficients que nous devons considérer pour obtenir un
intégrateur d’ordre donné. À chacun de ses coefficients est associée une équation à vérifier. Ainsi le
nombre d’équations à considérer est égal au nombre de coefficients.
Cependant, il existe des relations supplémentaires entre ces coefficients qui ne sont pas indépen-
dants. Chacune de ses relations supplémentaires permet de diminuer de 1 le nombre de coefficients à
considérer et donc le nombre d’équations à vérifier.
Aux ordres impairs différents de 1, il existe une relation supplémentaire entre les coefficients donnés
par le théorème de la section 8.4. Si on considère les coefficients d’ordre impair β2k+1,pqr pour 1 ≤ k ≤ n,
on réduit ainsi le nombre de coefficients à considérer de n.
Dans le cas d’un décomposition RS, le hamiltonien H est donné par H = R+ S avec
R =
G21
2
(
1
I1
− 1
I2
)
, (9.67)
S =
G23
2
(
1
I3
− 1
I2
)
+
G2
2I2
. (9.68)
Ainsi on a égalité des coefficients β1,010 = β1,001, ce qui réduit de 1 le nombre d’équations à vérifier.
Aux ordres impairs, le nombre de coefficients Ni(2n+ 1) à considérer devient ainsi
Ni (2n+ 1) =
n (n+ 1) (n+ 8)
6
+ 3− n+ (−1)RS . (9.69)
Pour les ordres pairs, nous ne recensons pas de relations supplémentaires entre les coefficients et le
nombre de coefficients Np(2n) à considérer est
Np (2n) =
n (n+ 1) (n+ 2)
6
. (9.70)
9.4.3 Nombre d’équations
Pour obtenir le nombre total d’équations Ntot (2n) à vérifier pour construire un intégrateur d’ordre
pair 2n, on somme le nombre de coefficients pour les ordres impairs 2k+1 avec 1 ≤ k ≤ n− 1 et pour
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les ordres pairs 2k avec 1 ≤ k ≤ n. Par conséquent,
Ntot (2n) = Np (2n) +Ni (2 (n− 1) + 1)
=
n (n+ 1) (n+ 2)
6
+
n (n− 1) (n+ 7)
6
+ 4− n+ (−1)RS
=
n
(
2n2 + 9n− 5
)
6
+ 4− n+ (−1)RS
Ntot (2n) =
n
(
2n2 + 9n− 11
)
6
+ 4 + (−1)RS . (9.71)
Ainsi pour construire un intégrateur d’ordre pair 2n, le nombre total d’équations Ntot (2n) à consi-
dérer est donné par
Ntot (2n) =
n
(
2n2 + 9n− 11
)
6
+ 4 + (−1)RS . (9.72)
Pour obtenir le nombre total d’équations Ntot (2n+ 1) à vérifier pour construire un intégrateur
d’ordre impair 2n+1, on somme le nombre de coefficients pour les ordres impairs 2k+1 avec 1 ≤ k ≤ n
et les ordres pairs 2k avec 1 ≤ k ≤ n. Ainsi,
Ntot (2n+ 1) = Np (2n) +Ni (2n+ 1)
=
n (n+ 1) (n+ 2)
6
+
n (n+ 1) (n+ 8)
6
+ 3− n+ (−1)RS
=
n (n+ 1) (n+ 5)
3
+ 3− n+ (−1)RS
Ntot (2n+ 1) =
n
(
n2 + 6n+ 2
)
3
+ 3 + (−1)RS . (9.73)
Ainsi pour construire un intégrateur d’ordre impair 2n+1, le nombre total d’équations Ntot (2n+ 1)
à considérer est donné par
Ntot (2n+ 1) =
n
(
n2 + 6n+ 2
)
3
+ 3 + (−1)RS . (9.74)
Pour obtenir un intégrateur symétrique d’ordre pair 2n, on considère seulement le nombre d’équa-
tions sur les ordres impairs. Le nombre d’équations à considérer Ntotsym (2n) est obtenu par
Ntotsym (2n) = Ni (2 (n− 1) + 1)
=
n (n− 1) (n+ 7)
6
+ 4− n+ (−1)RS
Ntotsym (2n) =
n
(
n2 + 6n− 13
)
6
+ 4 + (−1)RS . (9.75)
Le nombre d’équations à considérer Ntotsym (2n) pour construire un intégrateur symétrique d’ordre
pair 2n est ainsi
Ntotsym (2n) =
n
(
n2 + 6n− 13
)
6
+ 4 + (−1)RS . (9.76)
9.4.4 Nombre d’étapes
À partir du nombre d’équations, on peut donner une borne supérieure au nombre minimal d’étapes.
Pour un intégrateur non symétrique, le nombre d’étapes est directement donné par le nombre d’équa-
tions.
Pour un intégrateur symétrique de 2l étapes, les pas i et 2l− i sont identiques et leurs coefficients
associés le sont aussi. Le nombre de coefficients indépendants pour l’intégrateur est ainsi l. Les pas l et
l + 1 sont identiques et se suivent et peuvent être ainsi fusionnés en une seule étape. Par conséquent,
le nombre d’étapes d’un intégrateur symétrique d’ordre 2n est 2Ntotsym (2n) − 1 avec Ntotsym (2n) le
nombre d’équations.
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Si l’intégrateur commence et finit avec le même type d’étapes, comme c’est le cas par exemple
pour un intégrateur symétrique, et s’il n’est pas couplé avec un autre intégrateur réalisant par exemple
l’intégration de l’énergie potentielle, on a une succession de deux étapes de même type lorsque l’on
passe au pas suivant. Il est alors possible de fusionner ces deux étapes, pour diminuer le nombre
d’étapes de 1. Cependant, ici le hamiltonien du corps solide libre sera couplé à un potentiel et ainsi on
ne considérera pas cette réduction du coût.
On a obtenu précédemment le nombre d’équations dans le cas de l’algèbre de Lie générée par
l’alphabet A = (G21, G22, G23). Pour comparer au cas d’une algèbre de Lie générée par un hamiltonien
ordinaire, on peut obtenir le nombre d’équations en calculant les dimensions des algèbres de Lie. Pour
cela comme Koseleff (1993), McLachlan (1995), Koseleff (1996), on peut utiliser la formule de Witt
(Bourbaki, 1972), qui donne la dimension des algèbres de Lie Lk en fonction du cardinal, nombre
d’éléments d’un ensemble, de l’alphabet X noté q = card(X)
∑
d|n
ddim (Ld (X)) = qn, (9.77)
où d|n représente l’ensemble des entiers d qui divisent n. Dans le cas où le hamiltonien peut être divisé
en deux q = 2 et trois parties q = 3, la formule de Witt permet ainsi de donner la dimension des
algèbres de Lie et ainsi le nombre d’équations. Pour le cas q = 2, cela a été fait par Koseleff (1993),
McLachlan (1995), Koseleff (1996) et par Munthe-Kaas et Owren (1999) pour le cas, où q = 3.
Le tableau 9.1 compare ainsi la dimension des algèbres de Lie, le nombre d’équations, le nombre
d’étapes des intégrateurs non symétriques et symétriques en fonction de l’ordre pour des hamiltoniens
divisés en deux et trois parties pour un hamiltonien dans le cas général et pour le cas du hamiltonien du
corps solide libre. La partie du tableau 9.1 sur le cas d’un hamiltonien général divisé en deux parties
est extraite en majorité de Koseleff (1993). Pour remplir le tableau 9.1, nous avons aussi utilisé le
recensement des intégrateurs symplectiques fait par Blanes et al. (2008) et Skokos et al. (2014) pour
des hamiltoniens décomposés respectivement en deux et trois parties. Le nombre d’équations permet
seulement de donner une borne supérieure au nombre minimal d’étapes. Il est possible de réaliser des
intégrateurs comptant moins d’étapes que le nombre d’équations. Ainsi pour la décomposition en deux
parties, Yoshida (1990) obtient en combinant de façon symétrique des intégrateurs symétriques un
intégrateur d’ordre 6, produit de sept intégrateurs d’ordre 2 et comptant au total 15 étapes, alors que
le nombre d’étapes prévu par le nombre d’équations est 19 pour un intégrateur symétrique d’ordre 6.
Pour le corps solide libre, la dimension des algèbres de Lie est donnée seulement pour les cinq
premiers ordres qui ont été étudiés dans le chapitre 8. Ainsi, le nombre d’équations donné dans le
tableau 9.1 correspond au nombre minimal d’équations uniquement pour les cinq premiers ordres.
Nous allons comparer le nombre d’étapes pour les intégrateurs symétriques donnés dans le tableau
9.1. Pour un intégrateur d’ordre 4, dans le cas d’un hamiltonien décomposé en deux parties, Koseleff
(1996) montre que le nombre minimal d’étapes est sept et que l’intégrateur d’ordre 4 proposé par
Yoshida (1990) est l’unique solution réelle. Pour un intégrateur d’ordre 4, dans le cas d’une décompo-
sition RS du hamiltonien du corps solide libre, le nombre d’étapes déduit du nombre d’équations est
sept comme indiqué dans le tableau 9.1. Comme nous l’avons vu dans la section 9.1.2, les propriétés
de l’algèbre de Lie du moment cinétique ne permettent pas d’obtenir des intégrateurs d’ordre 4 avec
moins d’étapes pour la décomposition RS.
Pour un hamiltonien décomposé en trois parties, Koseleff (1996) démontre que le nombre minimal
d’étapes est 13 pour un intégrateur symétrique d’ordre 4 et Tang (2002) démontre que l’intégrateur
de Yoshida (1990) est l’unique solution réelle. Pour le corps solide libre, le nombre minimal d’étapes
devient neuf (tableau 9.1), comme nous l’avons vu dans la section 9.1.1, et la décomposition en trois
parties tire profit de l’algèbre de Lie du corps solide libre pour construire des intégrateurs avec moins
d’étapes.
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Ordre Dimension
Nombre d’équations Nombre d’étapes
NS S NS S
Total Total
Cas général (décomposition en deux parties) a
1 2 2 2 2 2
2 1 1 3 2 3 3
3 2 2 5 2 6
4 3 3 8 4 7 7
5 6 6 14 6
6 9 9 23 10 15
7 18 18 41 18
8 30 30 71 28 31
9 56 56 127 56
10 99 99 226 84
Cas général (décomposition en trois parties)
1 3 3 3 3 3
2 3 3 6 3 5 5
3 8 8 14 8
4 18 18 32 11 b13
5 48 48 80 48
6 116 116 196 59 c29
7 312 312 508 312
8 810 810 1318 371 d61
9 2184 2184 3502 2184
10 5880 5880 9382 2555 e125
Corps solide libre (RS)
1 3 2 2 2 2
2 1 1 3 2 3 3
3 2 2 5 2 5
4 3 3 8 4 8 7
5 6 6 14 6 14
6 6 20 10 20 19
7 11 31 11 31
8 10 41 21 41 41
9 17 58 17 58
10 15 73 38 73 75
Corps solide libre (ABC)
1 3 3 3 3 3
2 1 1 4 3 4 5
3 2 2 6 2 6
4 3 3 9 5 9 9
5 6 6 15 6 15
6 6 21 11 21 21
7 11 32 11 32
8 10 42 22 42 43
9 17 59 17 59
10 15 74 39 74 77
Tableau 9.1 – Dimension des algèbres de Lie Lk, nombre d’équations, nombre d’étapes d’un intégra-
teur non symétrique (NS) et symétrique (S) dans le cas d’un hamiltonien général et de celui du corps
solide libre en fonction de l’ordre pour une décomposition en deux et trois parties.
a. tableau extrait de Koseleff (1993)
b. (Koseleff, 1993, 1996, Tang, 2002)
c. (Yoshida, 1990)
d. (Yoshida, 1990)
e. (Sofroniou et Spaletta, 2005) 154
Chapitre 10
Tests numériques
Dans le chapitre 9, nous avons construit des intégrateurs spécifiques au corps solide libre d’ordre 4,
dont les coefficients dépendent des moments d’inertie du corps solide à intégrer. Pour la décomposition
ABC, nous avons obtenu les intégrateurs N (section 9.1.1), qui sont des intégrateurs à neuf étapes au
nombre de sept, et les intégrateurs P (section 9.2.1), qui sont des intégrateurs à 11 étapes présentant un
paramètre libre et qui sont au nombre de 15. Pour la décomposition RS, nous avons obtenu l’intégrateur
R (section 9.2.2), qui est un intégrateur avec un paramètre libre. Dans le chapitre 9, nous avons aussi
vu que les intégrateurs N et P présentaient moins d’étapes que les intégrateurs généraux existants. Si
la diminution du nombre d’étapes permet de diminuer le temps de calcul, cela ne suffit cependant pas
à conclure sur leur efficacité. Pour déterminer leur efficacité, il faut déterminer leur précision pour un
temps de calcul identique.
Dans ce chapitre, nous allons ainsi comparer les intégrateurs spécifiques obtenus aux intégrateurs
symplectiques de référence existants afin de déterminer si les intégrateurs spécifiques obtenus sont
plus efficaces que les intégrateurs symplectiques généraux existants. Pour cela, on peut estimer les
résidus analytiques comme nous l’avons vu dans la section 9.1.3 ou réaliser une intégration numérique
et déterminer l’écart à la solution exacte. L’estimation des résidus analytiques ne nécessite pas une
intégration numérique et permet d’estimer la précision d’un intégrateur plus rapidement. Afin de
vérifier l’équivalence entre ces deux approches, nous allons d’abord considérer le cas simplifié d’une
toupie sphérique.
Nous procéderons ensuite à des intégrations numériques sur la molécule d’eau pour comparer les
intégrateurs obtenus à ceux existants. La molécule d’eau constitue un exemple classique de molécule
asymétrique, qui est généralement utilisé pour comparer les intégrateurs du corps solide libre, notam-
ment en dynamique moléculaire (e.g. Dullweber et al., 1997, Fassò, 2003, Omelyan, 2007, Hairer et
Vilmart, 2006).
Les caractéristiques physiques d’un corps n’apparaissent qu’au sein des équations de la rotation par
le biais des moments d’inertie. On peut associer à tout corps solide physique trois moments d’inertie. En
échantillonnant l’ensemble des corps physiques existants, comme cela a été réalisé par Fassò (2003), on
peut ainsi déterminer pour tout solide le meilleur intégrateur spécifique et le comparer aux intégrateurs
existants. On utilise pour cela l’estimation analytique des résidus, qui est plus rapide qu’une intégration
numérique.
On comparera enfin numériquement pour la molécule d’eau les intégrateurs spécifiques construits
ici aux intégrateurs développés par Hairer et Vilmart (2006) pour le corps solide libre.
10.1 Méthode
Dans cette section, nous allons décrire la méthode utilisée pour comparer numériquement deux
intégrateurs différents.
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10.1.1 Principe
Pour comparer deux intégrateurs différents, il est nécessaire de déterminer leur coût ou temps de
calcul. En effet, supposons qu’un intégrateur X réalise une intégration sur une durée T avec un pas
d’intégration h pour un temps de calcul CX et qu’un intégrateur Y réalise la même intégration sur
la même durée avec le même pas d’intégration pour un temps de calcul CY . On ne peut comparer
directement leur précision car ces deux intégrateurs ne présentent pas le même temps de calcul. Pour
effectuer une comparaison, il faudrait par exemple réaliser une intégration avec l’intégrateur Y pour
le pas d’intégration hCY /CX En effet, pour une intégration sur une durée fixée, le temps de calcul est
inversement proportionnel au pas d’intégration et l’intégrateur Y présenterait alors le même temps de
calcul que X, à savoir CX . Ainsi deux intégrateurs doivent être comparés pour le même rapport h/C
avec h le pas d’intégration et C le coût de calcul, comme indiqué dans Farrés et al. (2013). Ainsi dans
la suite, nous comparerons la précision de deux intégrateurs différents pour un même rapport h/C.
Les étapes ehLA , ehLB , ehLC , ehLR correspondent à des rotations autour des axes dirigés respecti-
vement par les vecteurs I, J, K et I. Par exemple, le pas ehLA se traduit par une rotation autour de
I. Ainsi les étapes ehLA , ehLB , ehLC , ehLR présentent toutes le même coût C0. Un schéma contenant
N étapes de ce type présente ainsi un coût de NC0. Cependant l’étape ehLS pour la permutation RS
se traduit par une rotation autour de K et par une rotation ehLRG autour du moment cinétique G.
On considère que le coût d’une rotation est dominé par l’évaluation des fonctions trigonométriques,
le coût de la rotation autour de G est ainsi C0. Ainsi le coût d’une étape ehLS est 2C0. Cependant,
comme indiqué dans la section 9.3, on aura besoin de compter le coût de C0 d’une rotation autour
de G seulement une fois par pas d’intégration. Ainsi les intégrateurs d’ordre 2 RSR2 et ABCBA2
présentent alors respectivement un coût de 4C0 et de 5C0. L’intégrateur RSR2 présente alors un temps
de calcul 20% plus faible que l’intégrateur ABCBA2. Cette considération reste cohérente avec Fassò
(2003), qui obtient numériquement que l’intégrateur d’ordre ABCBA2 est environ 10% plus rapide que
l’intégrateur RSR2.
Dans la suite les intégrations numériques seront toutes réalisées avec les conditions initiales sui-
vantes. Dans le repère d’inertie R, le moment cinétique g est donné par g = (1, 1, 1) et l’orientation
du corps par I = (1, 0, 0), J = (0, 1, 0), K = (0, 0, 1). L’intégration se déroule sur la durée T = 1 pour
des pas d’intégration donnés par hi = 1/2i avec i = 1, . . . , 10. La précision numérique est obtenue en
comparant l’orientation du solide (I,J,K) à celle donnée par la solution exacte (Iref ,Jref ,Kref ) par
le résidu numérique
Rn =
√
(I− Iref )2 + (J− Jref )2 + (K−Kref )2. (10.1)
Pour de petits angles, cela correspond à la moyenne quadratique des erreurs angulaires sur l’orientation
des trois axes principaux multipliée par le facteur
√
3. Cette quantité est calculée tous les pas. On réalise
ensuite une moyenne sur les résidus obtenus sur une intégration pour obtenir le résidu numérique. Pour
chaque intégrateur à comparer, on détermine ainsi le résidu numérique pour toutes les permutations
possibles des moments d’inertie, afin de déterminer la meilleure permutation. On compare ensuite les
intégrateurs entre eux pour leur meilleure permutation.
Le calcul de la solution exacte est rappelé en annexe E et a été implémenté à partir de la solution
analytique matricielle proposée par Celledoni et al. (2008) et de la solution proposée pour le moment
cinétique par van Zon et Schofield (2007).
10.1.2 Intégrateurs de référence
Nous allons comparer les intégrateurs spécifiques au corps solide libre à des intégrateurs symplec-
tiques généraux, qui nous serviront de référence. McLachlan (1995) classe les différents intégrateurs
symplectiques existants en différentes catégories. Le type NS désigne les intégrateurs non symétriques,
le type S réfère aux intégrateurs symétriques et enfin le type SS correspond aux intégrateurs symétriques
obtenus en combinant de façon symétrique des intégrateurs symétriques d’ordre moins élevé. Pour ob-
tenir des intégrateurs de type SS, il existe notamment les méthodes génériques de Yoshida (1990) et
Suzuki (1990), que nous avons rappelées dans le chapitre 7. Ces méthodes permettent d’obtenir des
intégrateurs de type SS à tout ordre.
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McLachlan (1995) note SSm un intégrateur obtenu en combinant m intégrateurs d’ordre 2, Sm
les schémas symétriques obtenus en combinant 2m intégrateurs d’ordre 1. McLachlan (1995) propose
notamment un schéma d’ordre 4 pour m = 4 et un autre pour m = 5 et note que l’intégrateur S5 est
environ 10 fois plus précis que les intégrateurs d’ordre 4 obtenus avec le type SS.
Au cours des intégrations numériques, nous avons ainsi comparé les intégrateurs spécifiques obtenus
aux schémas de référence ci-dessous, qui sont écrits dans le cas du hamiltonien du corps solide libre pour
les décompositions ABC et RS. Dans la suite, nous les désignerons par les dénominations ci-dessous
pour simplifier.
10.1.2.1 Décomposition RS
RSR2 (Ruth, 1983)
S2 (h) = e
1
2
hLRehLSe
1
2
hLR (10.2)
RSR4 SS3 Yoshida (Yoshida, 1990, Forest et Ruth, 1990)
S4Y (h) = S2 (x1h)S2 (x0h)S2 (x1h) (10.3)
avec x1 = 1/
(
2− 21/3
)
et x0 = −21/3/
(
2− 21/3
)
.
RSR4 SS5 Suzuki (Suzuki, 1990)
S4S (h) = S2 (x1h)S2 (x1h)S2 (x0h)S2 (x1h)S2 (x1h) (10.4)
avec x1 = 1/
(
4− 41/3
)
et x0 = −41/3/
(
4− 41/3
)
.
RSR4 SS5 McLachlan (McLachlan, 1995)
S2 (x1h)S2 (x2h)S2 (x0h)S2 (x2h)S2 (x1h) (10.5)
avec x1 = 0.28, x2 = 0.62546642846767004501 et x0 = 1− 2 (x1 + x2).
RS4 S4 McLachlan (McLachlan, 1995)
ea1hLReb1hLSea2hLReb2hLSea3hLReb2hLSea2hLReb1hLSea1hLR (10.6)
avec a1 =
(
642 +
√
471
)
/3924, a2 = 121
(
12−
√
471
)
/3924, a3 = 1− 2 (a1 + a2), b1 = 6/11,
b2 = 1/2− b1.
RS4 S5 McLachlan (McLachlan, 1995)
ea1hLReb1hLSea2hLReb2hLSea3hLReb3hLSea3hLReb2hLSea2hLReb1hLSea1hLR (10.7)
avec a1 =
(
14−
√
19
)
/108, a2 =
(
20− 7
√
19
)
/108, a3 = 1/2 − (a1 + a2), b1 = 2/5, b2 = −1/10,
b3 = 1− 2 (b1 + b2).
RSR6 SS7 Yoshida (Yoshida, 1990)
S2 (w1h)S2 (w2h)S2 (w3h)S2 (w0h)S2 (w3h)S2 (w2h)S2 (w1h) (10.8)
avec w1 = 0.784513610477560, w2 = 0.235573213359357, w3 = −1.17767998417887 et
w0 = 1− 2(w1 + w2 + w3).
RSR6 SS9 Yoshida (Yoshida, 1990)
S4Y (y1h)S4Y (y0h)S4Y (y1h) (10.9)
avec y1 = 1/
(
2− 21/5
)
et y0 = −21/5/
(
2− 21/5
)
.
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RSR6 SS9 McLachlan (McLachlan, 1995)
S2 (w1h)S2 (w2h)S2 (w3h)S2 (w4h)S2 (w0h)S2 (w4h)S2 (w3h)S2 (w2h)S2 (w1h) (10.10)
avec w1 = 0.1867, w2 = 0.55549702371247839916, w3 = 0.12946694891347535806,
w4 = −0.84326562338773460855 et w0 = 1− 2(w1 + w2 + w3 + w4).
RSR6 SS25 Suzuki (Suzuki, 1990)
S4S (y1h)S4S (y1h)S4S (y0h)S4S (y1h)S4S (y1h) (10.11)
avec y1 = 1/
(
4− 41/5
)
et y0 = −41/5/
(
4− 41/5
)
.
10.1.2.2 Décomposition ABC
ABC1
S1 (h) = ehLAehLBehLC (10.12)
ABC1*
S∗1 (h) = ehLCehLBehLA (10.13)
ABCBA2
S2 (h) = e
1
2
hLAe
1
2
hLBehLCe
1
2
hLBe
1
2
hLA (10.14)
ABCBA4 SS3 Yoshida (Yoshida, 1990, Forest et Ruth, 1990)
S2 (x1h)S2 (x0h)S2 (x1h) (10.15)
avec x1 = 1/
(
2− 21/3
)
et x0 = −21/3/
(
2− 21/3
)
.
ABCBA4 SS5 Suzuki (Suzuki, 1990)
S2 (x1h)S2 (x1h)S2 (x0h)S2 (x1h)S2 (x1h) (10.16)
avec x1 = 1/
(
4− 41/3
)
et x0 = −41/3/
(
4− 41/3
)
.
ABCBA4 SS5 McLachlan (McLachlan, 1995)
S2 (x1h)S2 (x2h)S2 (x0h)S2 (x2h)S2 (x1h) (10.17)
avec x1 = 0.28, x2 = 0.62546642846767004501 et x0 = 1− 2 (x1 + x2).
ABC4 S4 McLachlan (McLachlan, 1995)
S1 (c4h)S∗1 (d4h)S1 (c3h)S∗1 (d3h)S1 (c2h)S∗1 (d2h)S1 (c1h)S∗1 (d1h) (10.18)
avec d1 = c4 = a1, d2 = c3 = (a1 + a2)−b1, d3 = c2 = a3/2, d4 = c1 = b1−a1, a1 =
(
642 +
√
471
)
/3924,
a2 = 121
(
12−
√
471
)
/3924, a3 = 1− 2 (a1 + a2), b1 = 6/11, b2 = 1/2− b1.
ABC4 S5 McLachlan (McLachlan, 1995)
S1 (c5h)S∗1 (d5h)S1 (c4h)S∗1 (d4h)S1 (c3h)S∗1 (d3h)S1 (c2h)S∗1 (d2h)S1 (c1h)S∗1 (d1h) (10.19)
avec d1 = c5 = a1, d2 = c4 = (a1 + a2) − b1, d3 = c3 = b3/2, d4 = c2 = (b1 + b2) − (a1 + a2),
d5 = c1 = b1 − a1, a1 =
(
14−
√
19
)
/108, a2 =
(
20− 7
√
19
)
/108, a3 = 1/2 − (a1 + a2), b1 = 2/5,
b2 = −1/10, b3 = 1− 2 (b1 + b2).
158
ABCBA6 SS7 Yoshida (Yoshida, 1990)
S2 (w1h)S2 (w2h)S2 (w3h)S2 (w0h)S2 (w3h)S2 (w2h)S2 (w1h) (10.20)
avec w1 = 0.784513610477560, w2 = 0.235573213359357, w3 = −1.17767998417887 et
w0 = 1− 2(w1 + w2 + w3).
ABCBA6 SS9 Yoshida (Yoshida, 1990)
S4Y (y1h)S4Y (y0h)S4Y (y1h) (10.21)
avec y1 = 1/
(
2− 21/5
)
et y0 = −21/5/
(
2− 21/5
)
.
ABCBA6 SS9 McLachlan (McLachlan, 1995)
S2 (w1h)S2 (w2h)S2 (w3h)S2 (w4h)S2 (w0h)S2 (w4h)S2 (w3h)S2 (w2h)S2 (w1h) (10.22)
avec w1 = 0.1867, w2 = 0.55549702371247839916, w3 = 0.12946694891347535806,
w4 = −0.84326562338773460855 et w0 = 1− 2(w1 + w2 + w3 + w4).
ABCBA6 SS25 Suzuki (Suzuki, 1990)
S4S (y1h)S4S (y1h)S4S (y0h)S4S (y1h)S4S (y1h) (10.23)
avec y1 = 1/
(
4− 41/5
)
et y0 = −41/5/
(
4− 41/5
)
.
10.1.3 Coût des intégrateurs
Nous avons indiqué le coût des intégrateurs spécifiques au corps solide et ceux de référence considérés
sur le tableau 10.1. Comme dans la section 10.1.1, nous avons considéré que le coût des étapes ehLA ,
ehLB , ehLC , ehLR , ehLRG était de C0.
Pour un intégrateur de type ABC, le coût est ainsi donné par le nombre d’étapes. Pour un intégra-
teur de type RS, le coût est donné par la somme du nombre d’étapes et du coût d’une étape ehLRG ,
qui est de C0. On peut ainsi remarquer qu’en n’effectuant pas l’étape ehLRG à chaque étape ehLS mais
seulement une fois par pas d’intégration comme cela est indiqué dans la section 9.3, cela permet de
diminuer de façon importante le coût des intégrateurs de type RS, notamment pour des intégrateurs
d’ordre élevé, où le coût est presque divisé par 1.5.
En ce concerne les intégrateurs spécifiques, les intégrateurs N et P sont construits en utilisant la
décomposition ABC et comptent respectivement 9 et 11 étapes. Ils présentent ainsi un coût respectif
de 9C0 et 11C0. L’intégrateur R construit pour la décomposition RS compte 9 étapes et présente un
coût de 10C0.
10.2 Toupie sphérique
Nous avons d’abord considéré une toupie sphérique, qui correspond à un corps présentant trois
moments d’inertie égaux. La solution exacte de ce problème correspond à une rotation du solide
autour du moment cinétique et ne nécessite pas de procéder à une intégration numérique. Cependant,
cet exemple simple va nous permettre de vérifier la bonne correspondance entre les résidus analytiques
et numériques. Pour la toupie sphérique, I1 = I2 = I3 et le hamiltonien s’écrit
H =
G2
2I1
. (10.24)
Il est ainsi inutile de considérer les permutations des moments d’inertie, ces derniers étant tous égaux.
Il est aussi inutile de considérer les intégrateurs utilisant la décomposition RS, car alors pour ces
intégrateurs ehLR se réduit à l’identité et ehLRG à une rotation autour du moment cinétique. Les
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Intégrateur spécifique Coût Coût S
N 9
P 11
R 10 13
Intégrateur de référence Coût Coût S
RSR2 4 4
RSR4 SS3 Yoshida 8 10
RSR4 SS5 Suzuki 12 16
RSR4 SS5 McLachlan 12 16
RS4 S4 McLachlan 10 13
RS4 S5 McLachlan 12 16
RSR6 SS7 Yoshida 16 22
RSR6 SS9 Yoshida 20 28
RSR6 SS9 McLachlan 20 28
RSR6 SS25 Suzuki 52 76
ABCBA2 5
ABCBA4 SS3 Yoshida 13
ABCBA4 SS5 Suzuki 21
ABCBA4 SS5 McLachlan 21
ABC4 S4 McLachlan 17
ABC4 S5 McLachlan 21
ABCBA6 SS7 Yoshida 29
ABCBA6 SS9 Yoshida 37
ABCBA6 SS9 McLachlan 37
ABCBA6 SS25 Suzuki 101
Tableau 10.1 – Coûts des intégrateurs spécifiques au corps solide et des intégrateurs de référence.
Pour les intégrateurs de type RS, on a précisé le coût S, où on fait une rotation autour du moment
cinétique pour chaque étape ehLS .
intégrateurs de type RS sont alors exacts. Les 7 types d’intégrateurs N de la décomposition ABC vus
dans la section 9.1.1 présentent 12 solutions réelles présentées dans le tableau 10.2. Les solutions sont
numérotées par ordre croissant du coefficient a1. Par exemple, l’intégrateur du type N5 présente trois
solutions différentes pour le coefficient a1, qui donnent lieu aux trois intégrateurs N5 (1), N5 (2), N5 (3),
où N5 (3) présente le coefficient a1 le plus élevé parmi ces trois intégrateurs. Lorsque les coefficients ne
peuvent pas être écrits sous une forme exacte, nous les donnons avec quarante chiffres après la virgule,
car ils doivent être connus avec une précision supérieure à la précision numérique, qui peut être celle
de la double précision ou de la quadruple précision. Les résidus numériques sont représentés pour ces
12 intégrateurs sur la figure 10.1 ainsi que ceux d’intégrateurs de référence de la section 10.1.2. On en
déduit le meilleur intégrateur spécifique pour la toupie sphérique, N5 (2), qui est environ 700 fois plus
précis que l’intégrateur ABCBA4 SS3 Yoshida.
Nous estimons les résidus analytiques Ra à partir de la norme euclidienne des résidus d’ordre 5
‖HR5‖ donnée par l’équation (9.38) dans la section 9.1.3. Nous normalisons les résidus analytiques
et numériques des 12 intégrateurs N par ceux du meilleur intégrateur N5 (2). Pour chacun des 12
intégrateurs, nous divisons ainsi son résidu analytique par le résidu analytique de l’intégrateur N5 (2)
et son résidu numérique par le résidu numérique de l’intégrateur N5 (2). Pour les résidus numériques,
on réalise une moyenne des résidus normalisés sur les huit premiers pas d’intégrations. Les résidus
analytiques et numériques ainsi obtenus sont présentés dans le tableau 10.3. Sur la figure 10.2, les
résidus analytiques normalisés sont représentés en fonction des résidus numériques normalisés et on
observe que les deux résidus sont corrélés. Les résidus analytiques peuvent ainsi permettre de donner
une estimation de la précision des intégrateurs spécifiques.
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Figure 10.1 – Résidus numériques des intégrateurs N spécifiques à la toupie sphérique (tableau 10.2)
et d’intégrateurs de référence.
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Figure 10.2 – Résidus analytiques normalisés Ra (tableau 10.3) en fonction des résidus numériques
normalisés Rn (tableau 10.3) pour les intégrateurs N spécifiques à la toupie sphérique (tableau 10.2).
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Intégrateur Coefficients
N1 (1) a1 = −8.5120719195965763404768780897146082692210× 10−1
b1 = −1.7560359597982881702384390448573041346105× 10−1
N2 (1) a1 = 16
a2 =
1
6
N3 (1) a1 = 1√3 cos
17π
18
b1 =
3
2 − a1 − 6a21
N3 (2) a1 = 1√3 cos
7π
18
b1 =
3
2 − a1 − 6a21
N3 (3) a1 = 1√3 cos
5π
18
b1 =
3
2 − a1 − 6a21
N4 (1) a1 = 1√3 cos
17π
18
b1 =
1
2 − a1
N4 (2) a1 = 1√3 cos
7π
18
b1 =
1
2 − a1
N4 (3) a1 = 1√3 cos
5π
18
b1 =
1
2 − a1
N5 (1) a1 = 1√3 cos
17π
18
c1 = −12 + 2a1 + 6a21
N5 (2) a1 = 1√3 cos
7π
18
c1 = −12 + 2a1 + 6a21
N5 (3) a1 = 1√3 cos
5π
18
c1 = −12 + 2a1 + 6a21
N7 (1) b1 = 6.7560359597982881702384390448573041346096× 10−1
c1 = 1.3512071919596576340476878089714608269219
Tableau 10.2 – Coefficients des intégrateurs N spécifiques à la toupie sphérique.
Intégrateur Résidu numérique Résidu analytique
N1 (1) 119.85 100.50
N2 (1) 3.97 3.40
N3 (1) 27.04 22.51
N3 (2) 107.78 92.79
N3 (3) 1.00 1
N4 (1) 1120.50 991.42
N4 (2) 2.06 1.58
N4 (3) 1.59 1.18
N5 (1) 107.82 92.79
N5 (2) - -
N5 (3) 27.02 22.51
N7 (1) 120.07 100.50
Tableau 10.3 – Résidus numériques et analytiques pour les intégrateurs N spécifiques à la toupie
sphérique normalisés par ceux du meilleur intégrateur spécifique à la toupie sphérique N5 (2).
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Intégrateur Coefficients Résidu
analytique
N1 ABC (1) a1 = 2.30095314031821200880358358664887913055268749198652E − 01 2.09E-02
b1 = 2.70289611165889918023389164442964749899690137568558E − 01
N1 ABC (2) a1 = 3.12759298035394129273311108675932407250956736372886E − 01 3.83E-02
b1 = 1.89151984378635478186261481392492322039346277367309E − 01
N2 ABC (1) a1 = 8.02328213237631189621159110065270820231267295618152E − 02 3.51E-02
a2 = 6.60067402234967153893137196943857538272056862439780E − 02
N2 CAB (2) a1 = −6.92013017442754147744841711658833432668009569799182E − 02 2.91E-02
a2 = 2.40311433475934609972808235262832324340738731212439E − 01
N2 ACB (1) a1 = 2.67151525271778528771592584917759257593782363964964E − 01 1.18E-02
a2 = 6.60067402234967153893137196943857538272056862439780E − 02
N2 BAC (2) a1 = 4.55046247745910504290192762811360413017364598705698E − 02 1.06E-02
a2 = 1.52083283613347266213532944301757967671456194581479E − 01
N3 ABC (1) a1 = 1.31740082916856905701913183914325069665629117883335E − 01 2.77E-02
b1 = 2.50012139251919405178794629558800907946715617443002E − 01
N3 BAC (1) a1 = 2.39038485757200933210932718288564143662619882935561E − 02 2.96E-02
b1 = 4.22826809333389334337817970723349371403166091645609E − 01
N4 BCA (1) a1 = 2.28285071081540957243927199281576503013302504866385E − 01 3.22E-02
b1 = 2.28258724614350569243009953772221986698057510867921E − 01
N5 CAB (2) a1 = −6.27209240526030085512188205361711434732307820548754E − 02 1.59E-02
c1 = 1.76663035797931150349952332231755055930989226654368E − 01
N5 ACB (1) a1 = 2.27395846993629313831037192819355926542373929157553E − 01 2.84E-02
c1 = 2.45206620644210181406073295522673811943660369318118E − 01
N5 BAC (1) a1 = 5.10478905519141673418760307322223999010200107530777E − 02 2.67E-02
c1 = 2.28258724614350569243009953772221986698057510867923E − 01
N6 ABC (1) a1 = 1.60143450077452941105067607860755509618239951238192E − 01 2.11E-02
b1 = 3.39837276484800880112004343148074629975156568426175E − 01
N6 ABC (2) a1 = 3.40364662301354206144754404793393200921822271252987E − 01 2.19E-02
b1 = 1.60162723515199119887995656851925370024843431573850E − 01
N6 BAC (1) a1 = 6.67865203948325460684324014668790496349558414006825E − 02 3.27E-02
b1 = 4.33052250858043173785100802259023432325215728755832E − 01
Tableau 10.4 – Coefficients des meilleurs intégrateurs N spécifiques à la molécule d’eau.
10.3 Molécule d’eau
Nous allons maintenant considérer comme corps solide la molécule d’eau, qui est une molécule
asymétrique usuellement utilisée pour étudier les intégrateurs numériques du corps solide libre (e.g.
Dullweber et al., 1997, Fassò, 2003, Hairer et Vilmart, 2006, Omelyan, 2007). Fassò (2003) utilise les
valeurs des moments d’inertie I1 = 0.345, I2 = 0.653, I3 = 1. Cependant, ces valeurs ne correspondent
pas à un corps physique réel, car, par définition des moments d’inertie, la somme de deux des moments
d’inertie doit être supérieure au troisième, comme nous le verrons dans la section 10.4.1. Ainsi nous
utiliserons les valeurs suivantes des moments d’inertie I1 = 10220/29376, I2 = 19187/29376, I3 = 1,
extraites de Eisenberg et Kauzmann (1969), ce qui donne les valeurs approchées I1 ≈ 0.348, I2 ≈ 0.653,
I3 = 1. La molécule d’eau est ainsi un corps fortement axisymétrique et fait partie des corps plats pour
lesquels la somme de deux des moments d’inertie est égale au troisième.
10.3.1 Intégrateurs N
Pour la molécule d’eau, les intégrateurs N présentent au total 90 solutions réelles pour les coefficients
ai, bi ci. Parmi ces solutions, nous sélectionnons d’abord les intégrateurs présentant les plus faibles
résidus analytiques indiqués dans le tableau 10.4, en estimant les résidus analytiques d’ordre 5 à l’aide
de la norme ‖HR5‖ (équation 9.38) comme indiqué dans la section 9.1.3. Les coefficients ne sont pas
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Figure 10.3 – Résidus numériques des meilleurs intégrateurs spécifiques à la molécule d’eau et d’in-
tégrateurs de référence.
exacts et nous en donnons une valeur approchée à 50 chiffres après la virgule afin que ces valeurs puissent
être utilisées en double et quadruple précisions. Dans le tableau 10.4, les solutions sont numérotées par
ordre croissant du coefficient a1. L’intégrateur N2 BAC (2) présente le plus faible résidu analytique
pour la molécule d’eau suivi de l’intégrateur N2 ACB (1), dont le résidu analytique est très proche.
Les résidus analytiques des meilleurs intégrateurs N étant proches, nous allons vérifier en calculant les
résidus numériques, que l’intégrateur N2 BAC (2) présente bien la précision la plus élevée.
Sur la figure 10.3, les résidus numériques sont représentés pour les meilleurs intégrateurs spécifiques
N du tableau 10.4 ainsi que pour les intégrateurs de référence ABCBA2, RSR2, ABCBA4 SS3 Yoshida,
RSR4 SS3 Yoshida présentés dans la section 10.1.2. Pour ces intégrateurs de référence, nous avons
préalablement déterminé leurs meilleures permutations indiquées sur la figure 10.3. On observe que les
intégrateurs N de la figure 10.3 présentent tous des résidus numériques du même ordre de grandeur.
En effet, le rapport entre le plus grand et le plus petit résidu numérique est d’environ 7.
Comme prédit par les résidus analytiques du tableau 10.4, les intégrations numériques permettent
de déduire que les meilleurs intégrateurs pour la molécule d’eau sont N2 BAC (2) et N2 ACB (1). Le
rapport entre les résidus numériques de ces deux intégrateurs varie en fonction du pas d’intégration.
Le rapport du résidu de N2 ACB (1) sur celui de N2 BAC (2) est d’environ 0.8 pour les différents pas
d’intégration considérés ici, à l’exception du plus petit pas pour lequel il est d’environ 1.1. Ainsi le
meilleur intégrateur donné par les résidus numériques dépend du pas de temps et n’est pas toujours
l’intégrateur présentant le plus faible résidu analytique. Cependant, il présente tout de même un résidu
analytique très proche de celui de l’intégrateur présentant le plus faible résidu analytique. On prendra
ainsi N2 BAC (2) comme meilleur intégrateur N pour la molécule d’eau.
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L’intégrateur spécifique N2 BAC (2) pour la molécule d’eau est
SN2BAC (2) (h) = ea1hLBeb1hLAea2hLBec1hLCea3hLBec1hLCea2hLBeb1hLAea1hLB , (10.25)
avec les coefficients
a1 = 4.55046247745910504290192762811360413017364598705698× 10−2
b1 =
1
2
a2 = 1.52083283613347266213532944301757967671456194581479× 10−1
c1 =
1
2
a3 = 1− 2(a1 + a2).
(10.26)
Cet intégrateur est environ 170 et 1.6 fois plus précis que les intégrateurs ABCBA4 SS3 Yoshida et RSR4
SS3 Yoshida obtenus pour leurs meilleures permutations des moments d’inertie. Tous les coefficients
de cet intégrateur d’ordre 4 sont alors positifs, ce qui ne peut être réalisé pour un intégrateur général
d’ordre 4 (Sheng, 1989, Suzuki, 1991).
Nous allons comparer le meilleur intégrateur spécifique obtenu N2 BAC (2) aux intégrateurs de
référence décrits et référencés dans la section 10.1.2. Pour chacun, nous avons ainsi déterminé nu-
mériquement quelle était leur meilleure permutation et nous les avons comparés numériquement sur
la figure 10.4 à N2 BAC (2). Le meilleur intégrateur de référence est RS4 S5 McLachlan CBA, qui
est environ 4.7 fois plus précis que N2 BAC (2) pour un coût identique. En effet, comme nous avons
considéré la réduction du coût de la section 9.3 pour la décomposition RS, nous obtenons que les in-
tégrateurs de type RS présentent une plus grande efficacité. Cependant l’intégrateur N2 BAC (2), qui
est de type ABC est environ 42 fois plus précis que le meilleur intégrateur de référence pour la même
décomposition ABC qui est ABCBA4 SS5 McLachlan ACB.
On considère deux intégrateurs X et Y d’ordre p, tels qu’à coût constant le rapport des résidus
numériques de X sur ceux de Y soit q. Comme l’erreur est proportionnelle à hp avec h le pas d’in-
tégration, le rapport du temps de calcul de X sur celui de Y est donné par q1/p pour une précision
identique. Ainsi RS4 S5 McLachlan CBA est environ 4.71/4 ≈ 1.5 fois plus rapide que N2 BAC (2)
pour une précision identique.
10.3.2 Intégrateurs P et R
Comme les intégrateurs N ne permettent pas d’obtenir de meilleurs intégrateurs que ceux de ré-
férence, nous allons ainsi regarder si l’ajout d’une étape supplémentaire pour minimiser les résidus
d’ordre 5, comme décrit dans la section 9.2, permet d’obtenir de meilleurs intégrateurs. On considère
d’abord l’intégrateur R de la section 9.2.2, qui compte, avec les six permutations des moments d’iner-
tie, 46 solutions ordonnées par ordre croissant du coefficient a1. Nous avons déterminé numériquement
que la meilleure solution est R ABC (4) dont le résidu numérique est représenté sur la figure 10.5.
Cependant R ABC (4) est seulement 1.5 fois plus précis que N2 BAC (2).
On considère ensuite les intégrateurs P au nombre de 15 et décrits dans la section 9.2.1 pour les
six permutations des moments d’inertie. On compte au total 724 solutions. Nous avons déterminé
numériquement que la meilleure solution parmi les intégrateurs P, qui présentent les plus petits résidus
analytiques, est P1 BAC (5) dont le résidu numérique est représenté sur la figure 10.5. L’intégrateur
P1 BAC (5) est donné par
SP1BAC (5) (h) = ea1hLBeb1hLAea2hLBeb2hLAea3hLBec1hLCea3hLBeb2hLAea2hLBeb1hLAea1hLB (10.27)
avec les coefficients
a1 = 2.65761371902173917814834651897593444191981026754501× 10−2
b1 = 2.83521803983060752063013286541790057825502312351678× 10−1
a2 = 2.71039660113557544805208331511082309770156235045299× 10−1
b2 =
1
2 − b1
a3 =
1
2 − (a1 + a2)
c1 = 1.
(10.28)
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Figure 10.4 – Résidus numériques pour le meilleur intégrateur N spécifique à la molécule d’eau, N2
BAC (2), et les intégrateurs de référence de la section 10.1.2.
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P1 BAC (5) est environ 8.0 plus précis que N2 BAC (2) et ainsi environ 1.7 fois plus précis que RS4 S5
McLachlan CBA. Pour la même précision, le rapport des temps de calcul est environ 1.7−1/4 ≈ 0.88, ce
qui correspond à une diminution du temps de calcul d’environ 12%. La diminution du temps de calcul
est ainsi très marginale.
Ainsi les intégrateurs N, P, et R spécifiques au corps solide que nous avons construits au chapitre
9 dans le cas de la molécule d’eau ne permettent d’obtenir qu’une très faible diminution du temps
de calcul par rapport aux intégrateurs symplectiques généraux. Leur efficacité n’est ainsi que très
faiblement supérieure à celle des intégrateurs symplectiques généraux.
10.4 Corps quelconque
Nous avons vu que pour la molécule d’eau les intégrateurs symplectiques que nous avions développés
ne présentaient une efficacité que très légèrement supérieure par rapport aux intégrateurs symplectiques
généraux. Dans cette section, nous allons maintenant étudier leur efficacité pour l’ensemble des corps
solides afin de regarder s’il existe des corps pour lesquels ils s’avèrent plus utiles.
Nous avons vu que pour la toupie sphérique et la molécule d’eau l’estimation des résidus analytiques
permettait de donner le meilleur intégrateur spécifique, en conformité avec les résidus numériques. Ce-
pendant, pour la molécule d’eau, le meilleur intégrateur déterminé numériquement dépend du pas
d’intégration et peut présenter parfois seulement le deuxième résidu analytique le plus faible. Cepen-
dant, les deux intégrateurs présentant les résidus analytiques les plus petits, ont des résidus analytiques
très proches. Ainsi même si parfois l’étude des résidus analytiques ne permet pas toujours de donner
le meilleur intégrateur, elle permet toutefois de donner un intégrateur dont les résidus numériques
sont proches de ceux du meilleur intégrateur. Ainsi, nous pouvons nous contenter d’estimer les résidus
analytiques pour déterminer le meilleur intégrateur spécifique.
Pour comparer pour tout corps solide les intégrateurs, que nous avons obtenus, nous estimerons
ainsi les résidus analytiques par la norme ‖HR5‖ (section 9.1.3), ce qui est plus rapide que de déterminer
les résidus numériques en procédant à des intégrations numériques.
10.4.1 Ensemble des moments d’inertie
Un corps solide est uniquement caractérisé dans les équations de la rotation par ses moments
d’inertie. Ainsi, pour tester les intégrateurs spécifiques obtenus pour l’ensemble des corps solides, nous
avons uniquement besoin de connaître quelles valeurs peuvent prendre les moments d’inertie d’un corps
solide physique et donc de déterminer quel est l’ensemble des moments d’inertie.
Comme indiqué dans la section 2.1.1, les moments d’inertie I1, I2, I3 d’un corps solide de distribution
de masse ρ(rM ) avec rM = (x, y, z) un point du volume V du corps sont donnés par
I1 =
∫
V
(
y2 + z2
)
ρ (rM ) dxdydz (10.29)
I2 =
∫
V
(
x2 + z2
)
ρ (rM ) dxdydz (10.30)
I3 =
∫
V
(
x2 + y2
)
ρ (rM ) dxdydz. (10.31)
Ainsi soient les moments d’inertie (I1, I2, I3), il existe une infinité de corps présentant ces mêmes
moments d’inertie. On peut obtenir les relations suivantes entre moments d’inertie (e.g. Landau et
Lifchitz, 1982)
I1 + I2 = I3 + 2
∫
V
z2ρ (rM ) dxdydz (10.32)
I2 + I3 = I1 + 2
∫
V
x2ρ (rM ) dxdydz (10.33)
I3 + I1 = I2 + 2
∫
V
y2ρ (rM ) dxdydz, (10.34)
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Figure 10.6 – Moments d’inertie des corps solides physiques représentés dans deux ensembles diffé-
rents, E (a) et F (b). Les courbes rouges représentent les toupies symétriques et délimitent les espaces
de chaque permutation. Les courbes bleues représentent les corps plats et délimitent les ensembles E
et F . Pour (a) et (b), S représente la toupie sphérique et A, B, C, D, E les toupies symétriques plates.
Les points A, B, C, D, E, S représentent des corps identiques sur les deux figures, (a) et (b).
ce qui conduit aux inégalités suivantes
I1 + I2 ≥ I3 (10.35)
I2 + I3 ≥ I1 (10.36)
I3 + I1 ≥ I2. (10.37)
Ainsi la somme de deux des trois moments d’inertie doit toujours être supérieure ou égale au troisième
(e.g. Landau et Lifchitz, 1982).
Comme Fassò (2003), on peut normaliser les moments d’inertie pour avoir I3 = 1 et les inégalités
deviennent
I1 + I2 ≥ 1 (10.38)
1 + I2 ≥ I1 (10.39)
1 + I1 ≥ I2, (10.40)
ce qui permet de définir l’ensemble des moments d’inertie E représenté sur la figure 10.6. E n’est pas
un espace borné et I1 et I2 peuvent tendre vers l’infini. Pour obtenir un espace borné, on procède au
changement de variables suivant
u =
1
I1 + I2
(10.41)
v =
I1 − I2 + 1
2
. (10.42)
Cette bijection permet de passer de E au nouvel ensemble F défini par 0 < u ≤ 1 et 0 ≤ v ≤ 1,
qui est représenté sur la figure 10.6. Sur la figure 10.6, les courbes rouges représentent pour les deux
ensembles l’ensemble des toupies symétriques, qui sont les corps présentant deux moments d’inertie
égaux, et le point S la toupie sphérique, corps présentant trois moments d’inertie égaux. Les courbes
rouges délimitent aussi les espaces de chaque permutation. Les courbes bleues représentent les corps
plats pour lesquels la somme de deux des moments d’inertie est égale au troisième. Les points A, B,
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Figure 10.7 – Meilleurs intégrateurs N pour un corps solide de moments d’inertie (I1, I2, 1) dans
l’ensemble F , où u = 1/(I1 + I2) et v = (I1 − I2 + 1)/2. Les sept intégrateurs N sont chacun associés
à une couleur.
C, D, E à l’intersection des courbes rouges et des courbes bleues représentent les toupies symétriques
plates.
Cependant, plusieurs points de E représentent un corps solide identique à un facteur près pour les
moments d’inertie. Par exemple, on considère le corps de moments d’inertie (I1, I2, 1) avec 0 < I1 <
I2 < 1. Ce corps peut être représenté dans E par les six points (I1, I2), (I2/I1, 1/I1), (1/I2, I1/I2),
(I1/I2, 1/I2), (1/I1, I2/I1), (I2, I1) associés aux permutations respectives des moments d’inertie ABC,
BCA, CAB, ACB, CBA, BAC. Chaque toupie symétrique est représentée par trois points et les toupies
sphériques par un unique point. Ainsi comme Fassò (2003), on peut restreindre l’étude au triangle
ESA de l’ensemble E sur la figure 10.6, noté T , à condition de considérer pour chaque point les six
permutations des moments d’inertie.
Ainsi pour étudier l’ensemble des corps solides, on peut considérer soit l’ensemble T avec les six
permutations des moments d’inertie, soit l’ensemble F .
10.4.2 Intégrateurs N
Afin de déterminer quel est le meilleur intégrateur spécifique N pour chaque corps solide, nous
avons échantillonné l’ensemble F pour 0.01 ≤ u ≤ 1 et 0 ≤ v ≤ 1 par une grille de (200 + 1)2 = 40401
points. Pour chaque point de la grille, nous avons déterminé toutes les solutions existantes pour les
intégrateurs N et estimé les résidus d’ordre 5 pour chaque solution. Nous avons représenté sur la figure
10.7 le meilleur intégrateur N présentant le plus faible résidu analytique pour chaque point de la grille.
On constate ainsi qu’en fonction des permutations le meilleur intégrateur N varie.
Cependant chaque corps solide est représenté dans F par plusieurs points. Pour déterminer pour
un solide donné, le meilleur intégrateur et sa permutation associée, on considère comme Fassò (2003)
l’ensemble T , que l’on peut échantillonner avec une grille de 40401 points. Pour chaque point de la
grille recouvrant l’ensemble T , on détermine en estimant les résidus d’ordre 5 le meilleur intégra-
teur spécifique et sa permutation associée représentés sur la figure 10.8. Nous avons exclu les toupies
symétriques, car elles présentent une solution exacte.
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Figure 10.8 – Meilleurs intégrateurs N (a) et permutations associées (b) pour un corps solide de
moments d’inertie, I1 < I2 < 1. Les intégrateurs et les permutations sont chacun associés à une
couleur.
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Figure 10.9 – Rapport du résidu analytique RM de l’intégrateur RS4 S5 McLachlan obtenu avec la
meilleure permutation des moments d’inertie sur le résidu analytique RN du meilleur intégrateur N
pour un corps solide de moments d’inertie, I1 < I2 < 1. L’échelle de couleur indique le logarithme
décimal du rapport des résidus.
Ainsi pour la molécule d’eau de moments d’inertie I1 ≈ 0.348, I2 ≈ 0.653, I3 = 1, on retrouve
bien à partir de la figure 10.8 que le meilleur intégrateur est N2 BAC, commme vu à partir des résidus
numériques dans la section 10.3.1. La meilleure solution pour ce schéma d’intégration n’est pas indiquée.
Pour la molécule d’eau, nous avons vu à la section 10.3.1, que la solution (2) est la meilleure et que le
meilleur intégrateur est ainsi N2 BAC (2). À partir de la figure 10.8, on peut ainsi déterminer pour un
corps solide le meilleur intégrateur spécifique et sa permutation associée.
Nous avons ensuite comparé le meilleur intégrateur spécifique N à l’intégrateur RS4 S5 McLachlan,
qui correspond au meilleur intégrateur de référence pour la molécule d’eau. Pour chaque point de la grille
triangulaire, nous déterminons ainsi la meilleure permutation pour l’intégrateur RS4 S5 McLachlan et
divisons l’estimation de son résidu analytique par celui du meilleur intégrateur N en considérant le coût
de chaque intégrateur. Le rapport des résidus en échelle logarithmique décimale est représenté par une
échelle de couleur sur la figure 10.9. Les toupies symétriques ont été exclues car alors l’intégrateur RS4
S5 McLachlan devient exact et son résidu est alors nul. Si le rapport est supérieur à 1, les intégrateurs
spécifiques N sont meilleurs que l’intégrateur de référence RS4 S5 McLachlan. Sur la figure 10.9, on
observe que RS4 S5 McLachlan est plus précis pour un même temps de calcul que le meilleur intégrateur
N à l’exception de quelques points. RS4 S5 McLachlan est notamment nettement plus précis pour les
corps proches des toupies symétriques.
10.4.3 Intégrateurs P
Nous réalisons la même chose pour les intégrateurs spécifiques P, qui présentent un paramètre libre.
On a dénombré 15 types d’intégrateurs P à la section 9.2.1. Sur la figure 10.10, les meilleurs intégrateurs
pour chaque point de la grille recouvrant l’ensemble T sont indiqués avec leurs permutations associées.
Cependant cela implique de déterminer pour chaque point les coefficients permettant d’annuler le résidu
d’ordre 3, HR3 , et de minimiser la norme au carré ‖HR5‖2 du résidu d’ordre 5, HR5 , ce qui consiste à
résoudre numériquement un système de cinq équations à cinq variables de degré 9. Cette résolution a
été réalisée avec le logiciel Maple. Cependant pour certains solides, il existe des systèmes d’équations
que Maple ne peut résoudre numériquement. Ceci explique la présence de points isolés présentant une
couleur différente au sein d’une zone de couleur unie sur la figure 10.10.
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Figure 10.10 – Meilleurs intégrateurs P (a) et permutations associées (b) pour un corps solide de
moments d’inertie, I1 < I2 < 1. Les intégrateurs et les permutations sont chacun associés à une couleur.
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Figure 10.11 – Rapport du résidu analytique RM de l’intégrateur RS4 S5 McLachlan obtenu avec
la meilleure permutation des moments d’inertie sur le résidu analytique RP du meilleur intégrateur
P pour un corps solide de moments d’inertie, I1 < I2 < 1. L’échelle de couleur indique le logarithme
décimal du rapport des résidus.
Cependant, on observe que pour la molécule d’eau les résidus donnent comme meilleur intégrateur
avec paramètre libre P6 ABC. Une intégration numérique permet d’évaluer les résidus numériques et
montre qu’il s’agit de l’intégrateur P6 ABC (3). Cependant dans la section 10.3.2, nous avons déterminé
que l’intégrateur avec paramètre libre présentant le plus faible résidu numérique était P1 BAC (5).
Comme on l’a vu pour la sphère à la section 10.2, l’estimation des résidus analytiques ne donnent pas
toujours le meilleur intégrateur.
Sur la figure 10.11, nous avons réalisé comme précédemment le rapport des résidus de l’intégrateur
RS4 S5 McLachlan pour sa meilleure permutation sur le meilleur intégrateur P. On constate que
les intégrateurs P sont plus efficaces que l’intégrateur RS4 S5 McLachlan seulement pour les corps
présentant une asymétrie importante.
10.5 Comparaison avec l’algorithme de Moser-Veselov
L’algorithme DMV (Discrete Moser-Veselov) est un intégrateur symplectique d’ordre 2 (Moser et
Veselov, 1991). Hairer et Vilmart (2006) ont modifié cet algorithme afin d’augmenter l’ordre et ont
obtenu ainsi un intégrateur, appelé preprocessed Discrete Moser-Veselov, pour le corps solide libre
d’efficacité supérieure aux autres intégrateurs utilisés pour le corps solide. Dans cette section, nous
allons ainsi comparer les intégrateurs symplectiques spécifiques obtenus à l’intégrateur preprocessed
Discrete Moser-Veselov.
Hairer et Vilmart (2006) réalisent l’intégration d’équations du mouvement du corps solide libre, qui
sont modifiées par le biais des moments d’inertie. Les nouveaux moments d’inertie dépendent d’une
série en puissance paire du pas d’intégration h et tronquée à l’ordre 2(r − 1) en h. Les coefficients de
cette série dépendent des deux intégrales premières du mouvement, que sont l’énergie et le moment
cinétique. Les nouvelles équations du mouvement sont alors intégrées avec l’algorithme DMV (Discrete
Moser-Veselov) (Moser et Veselov, 1991). L’intégrateur obtenu, que Hairer et Vilmart (2006) désignent
par DMV2r, est un intégrateur symétrique d’ordre 2r, qui conserve l’énergie et le moment cinétique.
Pour l’intégrateur DMV2r, Hairer et Vilmart (2006) montrent qu’il existe un hamiltonien H(2r)
permettant d’obtenir les équations modifiées pour le moment cinétique G avec une structure de Poisson,
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Intégrateur Coût
DMV2 0.29
DMV4 0.40
DMV6 0.59
DMV8 0.68
DMV10 0.92
Tableau 10.5 – Rapport des coûts des intégrateurs DMV2r sur le coût de l’intégrateur RSR4 SS5
Suzuki.
c’est-à-dire une équation de la forme Ġ = G × ∇GH. Il s’agit ainsi d’un intégrateur de Poisson.
Cependant, l’algorithme DMV2r n’est pas symplectique à l’exception du cas r = 1, où il s’agit de
l’algorithme DMV, car le hamiltonien H(2r) ne permet pas d’obtenir les équations modifiées de la
matrice de rotation.
Pour comparer à ces intégrateurs, nous avons utilisé les codes rendus disponibles par Ernst Hairer
à l’adresse http://www.unige.ch/~hairer/software.html, qui présentent une implémentation en
Fortran de l’algorithme DMV2r ainsi que de l’intégrateur symplectique pour le corps solide libre pour la
décomposition RS et des routines de composition symétrique. Dans ces codes, l’intégration de l’énergie
cinétique du corps libre est couplée à celle d’une énergie potentielle V . Les méthodes d’ordre supérieur
sont obtenues en réalisant une composition du schéma d’ordre 2 suivant
e
h
2
LV e
h
2
LRehLSe
h
2
LRe
h
2
LV . (10.43)
Ainsi par exemple, pour le schéma RSR4 SS3 Yoshida, cela donne
ex1
h
2
LV ex1
h
2
LRex1hLSex1
h
2
LRe(x1+x0)
h
2
LV ex0
h
2
LRex0hLSex0
h
2
LRe(x1+x0)
h
2
LV ex1
h
2
LRex1hLSex1
h
2
LRex1
h
2
LV
(10.44)
avec x1 = 1/
(
2− 21/3
)
et x0 = −21/3/
(
2− 21/3
)
. Dans ce schéma, l’énergie cinétique et l’énergie
potentielle sont ainsi intégrées à l’ordre 4. L’intégration est alors plus coûteuse que lorsque seule la
partie cinétique est composée à l’aide d’une méthode d’ordre supérieur. Nous avons ainsi adapté ces
routines pour que l’énergie cinétique soit composée sans l’énergie potentielle. Ainsi pour le schéma
RSR4 SS3 Yoshida, cela donne
e
h
2
LV ex1
h
2
LRex1hLSe(x1+x0)
h
2
LRex0hLSe(x1+x0)
h
2
LRex1hLSex1
h
2
LRe
h
2
LV . (10.45)
Dans ce schéma, l’énergie cinétique est intégrée pour l’ordre 4 alors que l’énergie potentielle est intégrée
à l’ordre 2. La partie cinétique et la partie potentielle sont alors couplées de la même façon que pour
l’algorithme DMV2r, où l’énergie cinétique est intégrée à l’ordre 2r et le potentiel à l’ordre 2. Les
intégrateurs symplectiques et DMV2r sont alors intégrés tous les deux à l’ordre deux pour l’énergie
potentielle.
À l’aide de ces codes, on compare le coût des intégrateurs DMV2, DMV4, DMV6, DMV8, DMV10
et RSR4 SS5 Suzuki en intégrant la molécule d’eau avec les mêmes conditions initiales qu’indiquées
dans la section 10.1.1. Pour avoir le temps de calcul de chaque intégrateur, on fait la moyenne du
temps de calcul de 1000 intégrations comme réalisé par Hairer et Vilmart (2006), qui ont lieu avec
un pas d’intégration de h = 0.001 pour une durée de T = 106h. Des valeurs approchées des rapports
des temps de calcul des intégrateurs DMV2, DMV4, DMV6, DMV8, DMV10 sur le temps de calcul
de l’intégrateur RSR4 SS5 Suzuki sont indiquées sur le tableau 10.5. Cependant dans les codes, nous
n’avons pas pris en compte la réduction du temps de calcul pour les intégrateurs de type RS, indiquée
à la section 9.3. Pour obtenir les valeurs du tableau 10.5, on a ainsi multiplié les rapports de temps par
16/12 pour avoir les rapports de coût réel. À partir du tableau 10.1, on peut déduire ainsi le rapport
des temps de calcul avec les intégrateurs N2 BAC (2) et P1 BAC (5).
À l’aide des routines en Fortran, on détermine la précision des intégrateurs DMV2, DMV4, DMV6,
DMV8, DMV10 avec les mêmes conditions initiales, la même durée et les mêmes pas d’intégration que
la section 10.1.1. Cependant, on a exclu le pas d’intégration h = 1/2, car alors l’intégrateur DMV2
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Figure 10.12 – Résidus numériques pour la molécule d’eau pour les intégrateurs DMV2r et les
intégrateurs spécifiques N2 BAC (1) et P1 BAC (5).
ne converge pas. Sur la figure 10.12, on a comparé ainsi les résidus des intégrateurs DMV2, DMV4,
DMV6, DMV8, DMV10 aux meilleurs intégrateurs spécifiques pour l’eau. Les intégrateurs spécifiques
présentent des résultats meilleurs que l’intégrateur DMV de même ordre DMV4. Cependant on constate
que les intégrateurs d’ordre supérieur DMV6, DMV8, DMV10 présentent des performances supérieures
à celles des intégrateurs spécifiques obtenus pour la molécule d’eau. Pour améliorer les performances
des intégrateurs spécifiques, il faudrait ainsi augmenter leur ordre.
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Chapitre 11
Utilisation de correcteurs pour le corps
solide libre
Pour obtenir un intégrateur d’ordre 6, il faut annuler les résidus d’ordre 5 et donc résoudre le
système d’équations P1 = P2 = Q1 = Q2 = Q3 = Q4 = Q5 = Q6 = 0, où les Pi sont les coefficients
des résidus d’ordre 3 (équation 8.6) et sont des polynômes de degré 3 des coefficients de l’intégrateur
ai, bi, ci et les Qi les coefficients des résidus d’ordre 5 (équation 8.22) et des polynômes de degré 5 des
coefficients de l’intégrateur ai, bi, ci. Pour obtenir les coefficients d’un intégrateur de degré 6, il faudrait
ainsi résoudre un système de 8 équations et 8 variables de degré 5. De plus le nombre d’intégrateurs
à considérer et donc de systèmes d’équations à résoudre augmente car pour la décomposition ABC le
nombre d’étapes nécessaire est alors de 21, ce qui augmente le nombre de types d’intégrateur. Calculer
les intégrateurs d’ordre 6 devient alors très complexe.
Cependant, on peut obtenir des intégrateurs d’ordre 6 en faisant une composition symétrique des
intégrateurs spécifiques d’ordre 4 selon les méthodes de Yoshida (1990) et de Suzuki (1990), comme
évoqué dans le chapitre 7. On réalise ainsi une composition symétrique selon ces méthodes des inté-
grateurs de la figure 10.5 pour la molécule d’eau, à savoir N2 BAC (2), P1 BAC (5), R ABC (4) et
RS4 S5 McLachlan. Sur la figure 11.1, on a comparé leurs résidus numériques pour la molécule d’eau à
ceux des meilleurs intégrateurs d’ordre 6 pour les deux décompositions parmi ceux de la section 10.1.2.
Pour la molécule d’eau, on a déterminé numériquement que les meilleurs intégrateurs de référence sont
ABCBA6 SS9 McLachlan ACB et RSR6 SS9 McLachlan CBA pour respectivement les décompositions
ABC et RS. Le meilleur intégrateur d’ordre 6 pour la molécule d’eau est l’intégrateur de référence
RSR6 SS9 McLachlan CBA, qui est environ 3.5 fois meilleur que l’intégrateur R ABC (4) SS5 Suzuki,
obtenu par composition. Ainsi à l’ordre 6, les compositions des intégrateurs spécifiques d’ordre 4 N, P
et R sont moins efficaces que les intégrateurs de référence.
Nous allons ainsi essayer d’obtenir simplement des intégrateurs spécifiques d’ordre 6 aux corps
solides meilleurs que ceux de référence. Pour cela, nous allons utiliser des correcteurs. Lorsque les
résidus d’un intégrateur symplectique sont intégrables, il est possible de les soustraire au hamiltonien
sous forme de correcteurs et de les intégrer afin d’augmenter l’ordre de l’intégrateur (Wisdom et al.,
1996, McLachlan, 1996, Laskar et Robutel, 2001). Considérons par exemple le hamiltonien H = X +
Y . D’après la formule de Baker-Campbell-Hausdorff (équation 7.12), pour un intégrateur symétrique
e
h
2
LXehLY e
h
2
LX = ehLK d’ordre 2, le hamiltonien K effectivement intégré est
hK = hH + h3
(
− 1
24
{X, {X,Y }}+ 1
12
{Y, {Y,X}}
)
+O
(
h5
)
. (11.1)
Si le hamiltonien C = − 124 {X, {X,Y }}+ 112 {Y, {Y,X}} est intégrable, alors on peut construire l’inté-
grateur symétrique d’ordre 4 (Laskar et Robutel, 2001)
e−
h3
2
LCe
h
2
LXehLY e
h
2
LXe−
h3
2
LC . (11.2)
L’ajout de ces étapes supplémentaires permet d’annuler les résidus d’ordre 3 et d’obtenir un intégrateur
d’ordre 4.
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Figure 11.1 – Résidus numériques pour la molécule d’eau pour des compositions symétriques des
intégrateurs d’ordre 4 de la figure 10.5 et pour les meilleurs intégrateurs de référence d’ordre 6.
Pour intégrer le hamiltonien décrivant la dynamique de molécules solides, Omelyan (2007) utilise
des correcteurs pour diminuer les résidus d’un intégrateur basé sur une décomposition en dérivées
de Lie. Omelyan (2007) n’utilise pas de correcteurs pour le hamiltonien du corps solide libre, car il
considère que les commutateurs à trois parties issus du hamiltonien du corps solide ne présentent pas
une structure intégrable.
Cependant ces derniers présentent bien une structure intégrable. En effet, toute fonction dépendant
uniquement des coordonnées du moment cinétique conserve la norme du moment cinétique d’après la
relation (8.3) et est ainsi intégrable. Ainsi le résidu d’ordre 3 d’un hamiltonien du corps, qui s’exprime
d’après l’équation (8.6) sous la forme HR3 = P1G
2
1G
2
2 +P2G
2
1G
2
3 +P3G
2
2G
2
3, est intégrable mais cepen-
dant il ne peut pas être facilement intégré dans le sens où sa résolution nécessite l’usage des fonctions
elliptiques de Jacobi.
Dans la suite, on dira qu’un hamiltonien issu des résidus d’un intégrateur symplectique du corps
solide est facilement intégrable lorsque son intégration peut s’écrire comme une succession de rotations.
Son intégration n’utilise alors pas les fonctions elliptiques de Jacobi.
Nous allons regarder ainsi dans ce chapitre comment il est possible de contruire des correcteurs
pour les intégrateurs symplectiques du corps solide libre. Nous commencerons par regarder l’utilisation
de correcteurs pour obtenir des intégrateurs d’ordre 4 puis d’ordre 6. Nous généraliserons enfin aux
ordres supérieurs.
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11.1 Correcteur d’ordre 4
Nous allons commencer en construisant des correcteurs pour l’ordre 4. Pour cela, nous avons besoin
de considérer les résidus d’ordre 3. D’après la section 8.1.3, les résidus d’ordre 3 peuvent s’écrire comme
une combinaison linéaire des trois termes G21G
2
2, G
2
1G
2
3, G
2
2G
2
3. Ces termes peuvent être exprimés sous
la forme d’une somme de termes facilement intégrables. Par exemple, G21G
2
2 peut s’exprimer sous la
forme suivante
G21G
2
2 =
1
2
(
(
G21 +G
2
2
)2 −G41 −G42
)
=
1
2
(
(
G2 −G23
)2 −G41 −G42
)
(11.3)
=
1
2
(
G4 +G43 − 2G23G2 −G41 −G42
)
.
Les termes G41, G
4
2, G
4
3 correspondent à une rotation autour respectivement des axes principaux I, J,
K, le terme G23G
2 à une rotation autour de l’axe principal K suivie par une rotation autour du moment
cinétique G et le terme G4 à une rotation autour du moment cinétique G. Chacun de ces termes est
donc facilement intégrable. En décomposant G21G
2
3 et G
2
2G
2
3 de la même façon, on peut exprimer le
résidu d’ordre 3, HR3 , donné d’après la relation (8.6) par HR3 = P1G
2
1G
2
2 +P2G
2
1G
2
3 +P3G
2
2G
2
3 sous la
forme
HR3 = −P3G21G2 − P2G22G2 − P1G23G2 (11.4)
+
−P1 − P2 + P3
2
G41 +
−P1 + P2 − P3
2
G42 +
P1 − P2 − P3
2
G43 +
P1 + P2 + P3
2
G4.
Or d’après l’équation (8.7), on a P1 + P2 + P3 = 0 et ainsi
HR3 = P3
(
G41 −G21G2
)
+ P2
(
G42 −G22G2
)
+ P1
(
G43 −G23G2
)
. (11.5)
Pour éliminer le résidu d’ordre 3, il faudrait ainsi intégrer le hamiltonien
H = A′ +B′ + C ′ (11.6)
avec
A′ =
G21
2I1
+ h2P3
(
G21G
2 −G41
)
, (11.7)
B′ =
G22
2I2
+ h2P2
(
G22G
2 −G42
)
, (11.8)
C ′ =
G23
2I3
+ h2P1
(
G23G
2 −G43
)
. (11.9)
On a regroupé les parties correspondant à une rotation autour du même axe au sein des hamiltoniens
A′, B′, C ′. On obtient ainsi un intégrateur d’ordre 4 pour le corps solide libre, qu’on notera C4, avec
e
h
2
LA′e
h
2
LB′eLC′e
h
2
LB′e
h
2
LA′ . (11.10)
Par conséquent, on peut construire des correcteurs pour le corps solide libre. On peut noter, que
l’intégrateur C4 présente 5 étapes alors que pour la décomposition ABC un intégrateur d’ordre 4 doit
présenter 9 étapes au minimum comme nous l’avons vu à la section 9.4.4.
Cependant, son coût est plus élevé. En effet, les étapes eLA′ , eLB′ , eLC′ présentent une rotation
autour de respectivement I, J, K suivie par une rotation autour du moment cinétique G et présentent
ainsi le même coût qu’une étape de type eLS c’est à dire 2C0 d’après la section 10.1.1, dans le cas
où les étapes eLA , eLB , eLC présentent un coût de 1C0. L’intégrateur présente ainsi un coût de 10C0.
Contrairement aux intégrateurs de type RS, on ne peut regrouper les rotations autour de G car les
hamiltoniens G2iG
2 ne commutent avec G2j ou G
4
j que si i = j.
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Figure 11.2 – Résidus numériques pour les six permutations de l’intégrateur avec correcteur d’ordre
4, C4.
Pour la molécule d’eau, on a ainsi calculé l’expression des coefficients Pi des résidus d’ordre 3
pour déterminer les hamiltoniens corrigés A′, B′, C ′ à intégrer. On a représenté les résidus numériques
pour l’intégrateur C4 pour les six permutations possibles des moments d’inertie sur la figure 11.2. Le
meilleur intégrateur est celui obtenu pour la permutation ABC. Cependant l’intégrateur P1 BAC (5)
est environ 170 fois meilleur que celui-ci.
On pourrait aussi intégrer le hamiltonien avec le correcteur suivant
H = A′ +B′ + C ′ (11.11)
avec
A′ =
G21
2I1
+ h2 (P1 + P2)G
4
1, (11.12)
B′ =
G22
2I2
+ h2
(
(P1 + 2P2)G
2
2G
2 − P2G42
)
, (11.13)
C ′ =
G23
2I3
+ h2
(
(2P1 + P2)G
2
3G
2 − P1G43 − (P1 + P2)G4
)
. (11.14)
Pour simplifier les expressions (11.7), (11.8), (11.9), on a utilisé la relation P1+P2+P3 = 0. On élimine
ainsi deux rotations autour de G dans l’intégrateur, ce qui diminue le coût de l’intégrateur à 8C0. On
note C′4 l’intégrateur ainsi obtenu, dont les résidus numériques sont représentés sur la figure 11.3 pour
les six permutations. On a amélioré les performances de l’intégrateur, cependant l’intégrateur P1 BAC
(5) reste environ 91 fois meilleur que celui-ci pour la meilleure permutation, qui est ici ABC.
On pourrait imaginer d’autres correcteurs pour obtenir des intégrateurs d’ordre 4. Cependant,
nous n’avons pas réalisé une étude exhaustive de ces correcteurs. On peut aussi noter que l’ajout d’une
étape supplémentaire présentant un coefficient tel que les coefficients des résidus d’ordre 4 vérifient
P1+2P2 = 0, permettrait obtenir un intégrateur d’ordre 4 avec correcteur à sept étapes présentant un
coût de 8C0, suite à l’élimination de deux rotations autour de G.
Ainsi les intégrateurs d’ordre 4 avec correcteur ainsi obtenus ne permettent pas d’obtenir de
meilleurs intégrateurs pour la molécule d’eau.
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Figure 11.3 – Résidus numériques pour les six permutations de l’intégrateur avec correcteur d’ordre
4, C′4.
11.2 Correcteur d’ordre 6
On peut aussi regarder s’il est possible de réaliser un intégrateur d’ordre 6 avec un correcteur. Le
résidu d’ordre 5 s’écrit d’après l’équation (8.22)
HR5 = Q1G
4
1G
2
2 +Q2G
4
2G
2
3 +Q3G
4
3G
2
1 +Q4G
4
1G
2
3 +Q5G
4
2G
2
1 +Q6G
4
3G
2
2 +Q7G
2
1G
2
2G
2
3. (11.15)
Les hamiltoniens G41G
2
2, G
4
2G
2
3, G
4
3G
2
1, G
4
1G
2
3, G
4
2G
2
1, G
4
3G
2
2 et G
2
1G
2
2G
2
3 ne sont pas facilement inté-
grables, car leurs intégrations nécessitent l’utilisation des fonctions elliptiques de Jacobi. On doit ainsi
décomposer chacun de ces hamiltoniens en fonction de termes facilement intégrables. Chacun de ces
hamiltoniens appartient à l’ensemble E des polynômes de degré 6 et de puissance paire et positive en
G1, G2, G3. E est un espace vectoriel de dimension 10, dont
B =
(
G61, G
6
2, G
6
3, G
4
1G
2
2, G
4
2G
2
3, G
4
3G
2
1, G
4
1G
2
3, G
4
2G
2
1, G
4
3G
2
2, G
2
1G
2
2G
2
3
)
(11.16)
est une base. On cherche une base de E seulement constituée de termes facilement intégrables.
Pour que ce hamiltonien soit facilement intégrable, il suffit qu’il se traduise dans le repère du solide
par une succession de rotations du moment cinétique G autour des axes I, J, K.
On peut montrer que tout hamiltonien de degré 6 et de puissance paire et positive en G1, G2,
G3, induit une rotation du moment cinétique G autour des axes I, J, K dans le repère du solide, si
et seulement si il peut s’écrire comme respectivement une combinaison linéaire des hamiltoniens G61,
G41G
2, G21G
4, G6, pour l’axe I, G62, G
4
2G
2, G22G
4, G6, pour l’axe J et G63, G
4
3G
2,G23G
4, G6, pour l’axe
K.
Ainsi pour que H puisse s’écrire comme une combinaison linéaire de hamiltoniens pouvant être
facilement intégrés, il doit être combinaison linéaire de la famille
F =
(
G61, G
6
2, G
6
3, G
4
1G
2, G42G
2, G43G
2, G21G
4, G22G
4, G23G
4, G6
)
, (11.17)
dont tous les éléments appartiennent à l’ensemble E . Cependant G6 = G21G4 +G22G4 +G23G4 et ainsi
la famille F n’est pas libre et ne peut constituer une base de E . Il n’est ainsi pas possible d’exprimer
le résidu d’ordre 5 exclusivement en fonction de hamiltoniens pouvant être facilement intégrés.
En enlevant un des quatre termes G6, G21G
4, G22G
4, G23G
4, on peut obtenir une famille libre F ′.
(
G61, G
6
2, G
6
3, G
4
1G
2, G42G
2, G43G
2, G21G
4, G22G
4, G23G
4
)
constitue par exemple une famille libre de rang 9
de l’ensemble E , qu’on peut compléter par un élément de la base B pour obtenir une base B′ de E .
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On peut la compléter par exemple avec un des six termes G21G
4
2, G
2
2G
4
3, G
2
3G
4
1, G
4
1G
2
2, G
4
2G
2
3, G
4
3G
2
1,
mais pas avec les termes G61, G
6
2, G
6
3, G
2
1G
2
2G
2
3 qui sont des combinaisons linéaires de termes de la
famille F ′. En effet, G21G22G23 peut être écrit comme une combinaison linéaire d’éléments de F ′ comme
G21G
2
2G
2
3 =
1
6
G6 +
1
3
(
G61 +G
6
2 +G
6
3
)
− 1
2
(
G41 +G
4
2 +G
4
3
)
G2. (11.18)
Ainsi le résidu d’ordre 5 peut s’exprimer comme une somme de neuf termes pouvant être facilement
intégrables et d’un seul ne pouvant pas l’être. Ici, nous nous limiterons à quatre choix possibles pour
la famille F ′, qui correspondent aux quatre familles libres obtenues en enlevant un des quatre termes
suivants G6, G21G
4, G22G
4, G23G
4. De même, pour compléter la famille F ′ afin de former une base B′,
nous considérerons uniquement les six termes suivants G21G
4
2, G
2
2G
4
3, G
2
3G
4
1, G
4
1G
2
2, G
4
2G
2
3, G
4
3G
2
1. On se
limite ainsi seulement à 24 choix possibles pour la base B′, bien qu’il existe une infinité de bases B′,
où neuf de ces éléments sont facilement intégrables.
On note X le vecteur des coordonnées du résidu HR5 d’ordre 5 dans la base B dont les éléments
sont ordonnés suivant l’ordre de l’équation (11.16) et X ′ celui de ses coordonnées dans la base B′. P
est la matrice de l’application identité de E dans la base B′ à E dans la base B. Ainsi
X =
















0
0
0
Q1
Q2
Q3
Q4
Q5
Q6
Q7
















, X ′ =
















Q′1
Q′2
Q′3
Q′4
Q′5
Q′6
Q′7
Q′8
Q′9
Q′10
















= P−1X. (11.19)
Nous allons considérer le cas, où l’on supprime le terme G6 de la famille F pour obtenir la famille
libre F ′ =
(
G61, G
6
2, G
6
3, G
4
1G
2, G42G
2, G43G
2, G21G
4, G22G
4, G23G
4
)
. Nous allons donner les expressions de
la matrice P pour les six bases possibles B′ ordonnées selon
B′ =
(
G61, G
6
2, G
6
3, G
4
1G
2, G42G
2, G43G
2, G21G
4, G22G
4, G23G
4,X
)
. (11.20)
Le coefficient Q′10 sera ainsi celui situé devant le terme X , qui correspond au terme ajouté pour former
la base B′. Nous allons donner les expressions de la matrice P lorsqu’on complète la base B′ par
l’élément X , qui correspondra successivement à G41G22, G42G23, G43G21, G41G23, G42G21, G43G22.
X = G41G22 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 1
0 0 0 0 1 0 0 2 1 0
0 0 0 0 0 1 1 0 2 0
0 0 0 1 0 0 2 0 1 0
0 0 0 0 1 0 1 2 0 0
0 0 0 0 0 1 0 1 2 0
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 0 2 4 −6 −2 −4 2
0 6 0 0 −4 −2 0 −2 2 2
0 0 6 0 2 −2 0 −2 −4 2
0 0 0 0 0 −6 6 0 6 −3
0 0 0 0 6 6 0 0 −6 −3
0 0 0 0 −6 0 0 6 6 −3
0 0 0 0 −2 2 0 2 −2 1
0 0 0 0 −2 −4 0 2 4 1
0 0 0 0 4 2 0 −4 −2 1
0 0 0 6 6 6 −6 −6 −6 0
















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X = G42G23 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 0
0 0 0 0 1 0 0 2 1 1
0 0 0 0 0 1 1 0 2 0
0 0 0 1 0 0 2 0 1 0
0 0 0 0 1 0 1 2 0 0
0 0 0 0 0 1 0 1 2 0
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 −2 0 2 −4 0 −2 2
0 6 0 4 0 2 −4 −6 −2 2
0 0 6 −2 0 −4 2 0 −2 2
0 0 0 0 0 −6 6 0 6 −3
0 0 0 −6 0 0 6 6 0 −3
0 0 0 6 0 6 −6 0 0 −3
0 0 0 2 0 4 −2 0 −4 1
0 0 0 2 0 −2 −2 0 2 1
0 0 0 −4 0 −2 4 0 2 1
0 0 0 6 6 6 −6 −6 −6 0
















X = G43G21 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 0
0 0 0 0 1 0 0 2 1 0
0 0 0 0 0 1 1 0 2 1
0 0 0 1 0 0 2 0 1 0
0 0 0 0 1 0 1 2 0 0
0 0 0 0 0 1 0 1 2 0
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 −4 −2 0 −2 2 0 2
0 6 0 2 −2 0 −2 −4 0 2
0 0 6 2 4 0 −2 −4 −6 2
0 0 0 6 6 0 0 −6 0 −3
0 0 0 −6 0 0 6 6 0 −3
0 0 0 0 −6 0 0 6 6 −3
0 0 0 −2 −4 0 2 4 0 1
0 0 0 4 2 0 −4 −2 0 1
0 0 0 −2 2 0 2 −2 0 1
0 0 0 6 6 6 −6 −6 −6 0
















X = G41G23 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 0
0 0 0 0 1 0 0 2 1 0
0 0 0 0 0 1 1 0 2 0
0 0 0 1 0 0 2 0 1 1
0 0 0 0 1 0 1 2 0 0
0 0 0 0 0 1 0 1 2 0
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 −6 −4 −2 0 4 2 2
0 6 0 0 −4 −2 0 −2 2 2
0 0 6 0 2 −2 0 −2 −4 2
0 0 0 6 6 0 0 −6 0 −3
0 0 0 0 6 6 0 0 −6 −3
0 0 0 0 −6 0 0 6 6 −3
0 0 0 0 −2 2 0 2 −2 1
0 0 0 0 −2 −4 0 2 4 1
0 0 0 0 4 2 0 −4 −2 1
0 0 0 −6 −6 −6 6 6 6 0
















X = G42G21 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 0
0 0 0 0 1 0 0 2 1 0
0 0 0 0 0 1 1 0 2 0
0 0 0 1 0 0 2 0 1 0
0 0 0 0 1 0 1 2 0 1
0 0 0 0 0 1 0 1 2 0
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 −2 0 2 −4 0 −2 2
0 6 0 −2 −6 −4 2 0 4 2
0 0 6 −2 0 −4 2 0 −2 2
0 0 0 0 0 −6 6 0 6 −3
0 0 0 0 6 6 0 0 −6 −3
0 0 0 6 0 6 −6 0 0 −3
0 0 0 2 0 4 −2 0 −4 1
0 0 0 2 0 −2 −2 0 2 1
0 0 0 −4 0 −2 4 0 2 1
0 0 0 −6 −6 −6 6 6 6 0
















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X = G43G22 :
P =
















1 0 0 1 0 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 2 1 0 0
0 0 0 0 1 0 0 2 1 0
0 0 0 0 0 1 1 0 2 0
0 0 0 1 0 0 2 0 1 0
0 0 0 0 1 0 1 2 0 0
0 0 0 0 0 1 0 1 2 1
0 0 0 0 0 0 2 2 2 0
















P−1 =
1
6
















6 0 0 −4 −2 0 −2 2 0 2
0 6 0 2 −2 0 −2 −4 0 2
0 0 6 −4 −2 −6 4 2 0 2
0 0 0 6 6 0 0 −6 0 −3
0 0 0 −6 0 0 6 6 0 −3
0 0 0 6 0 6 −6 0 0 −3
0 0 0 −2 −4 0 2 4 0 1
0 0 0 4 2 0 −4 −2 0 1
0 0 0 −2 2 0 2 −2 0 1
0 0 0 −6 −6 −6 6 6 6 0
















À partir de P−1, on peut ainsi obtenir les coordonnées X ′ de HR5 . On remarque ainsi que le
coefficient devant le seul terme non facilement intégrable est nul si et seulement si
Q1 +Q2 +Q3 −Q4 −Q5 −Q6 = 0, (11.21)
quel que soit le choix de l’élément X . Ainsi HR5 peut s’écrire comme une combinaison linéaire de
termes facilement intégrables si la relation (11.21) est vérifiée. Dans ce cas, il sera alors possible de
réaliser un intégrateur d’ordre 6 à l’aide de correcteurs.
Ici, nous avons construit la famille F ′ en retirant le termeG6 de la famille F . Si on enlève un des trois
termesG21G
4,G22G
4,G23G
4 pour obtenir une autre base, seules les expressions des coefficientsQ′7,Q
′
8,Q
′
9
seront modifiées. Ces coefficients peuvent être obtenus à partir de la relation G6 = G21G
4+G22G
4+G23G
4.
Pour vérifier la relation (11.21), il est nécessaire de disposer d’un paramètre libre et donc d’ajouter
deux étapes supplémentaires à un intégrateur symétrique. Ainsi en ajoutant deux étapes à l’intégrateur
d’ordre 4 obtenu par correction dans la section 11.1, on peut obtenir un intégrateur d’ordre 6. En
ajoutant deux étapes au schéma symétrique d’ordre 2, on obtient par ordre alphabétique les trois
intégrateurs suivants
ABACABA
ABCACBA (11.22)
ABCBCBA.
Nous allons détailler la construction de l’intégrateur d’ordre 6 pour l’intégrateur ABCACBA avec le
paramètre libre z. Cet intégrateur vérifie
ehzLAe
h
2
LBe
h
2
LCeh(1−2z)LAe
h
2
LCe
h
2
LBehzLA = e
hLH+h
3LHR3
+O(h5)
, (11.23)
avec HR3 = P1G
2
1G
2
2 + P2G
2
1G
2
3 + P3G
2
2G
2
3. On peut obtenir un intégrateur d’ordre 4 à partir de ce
schéma d’ordre 2 comme indiqué dans la section 11.1. On peut par exemple obtenir le schéma d’ordre
4 pour tout z
ehzLAe
h
2
LB′e
h
2
LC′eh(1−2z)LA′e
h
2
LC′e
h
2
LB′ehzLA = e
hLH+h
5LHR5
+O(h7)
, (11.24)
où les hamiltoniens A′, B′, C ′ ont des expressions similaires à celles données dans les équations (11.7),
(11.8), (11.9) et où
HR5 = Q1G
4
1G
2
2 +Q2G
4
2G
2
3 +Q3G
4
3G
2
1 +Q4G
4
1G
2
3 +Q5G
4
2G
2
1 +Q6G
4
3G
2
2 +Q7G
2
1G
2
2G
2
3. (11.25)
Il est important de noter que les coefficients Qi doivent être calculés pour l’intégrateur d’ordre 4 corrigé
et non pour l’intégrateur d’ordre 2 de départ. En effet, pour obtenir un intégrateur d’ordre 4, on a
modifié le hamiltonien de départ, ce qui résulte en un changement des coefficients Qi du résidu d’ordre
5. Les coefficients Qi dépendent des moments d’inertie et du coefficient z. Il faut ainsi résoudre en z
l’équation Q1 +Q2 +Q3 −Q4 −Q5 −Q6 = 0. On peut alors obtenir par exemple l’intégrateur d’ordre
6 suivant
ehzLAe
h
2
LB′′e
h
2
LC′′eh(1−2z)LA′′e
h
2
LC′′e
h
2
LB′′ehzLA = ehLH+O(h
7), (11.26)
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où les hamiltoniens A′′, B′′, C ′′ s’expriment en fonction des coordonnées Q′i dans la nouvelle base B′
choisie selon
A′′ =
G21
2I1
+
1
1− 2z
(
h2P3
(
G21G
2 −G41
)
− h4
(
Q′1G
6
1 +Q
′
4G
4
1G
2 +Q′7G
2
1G
4
))
(11.27)
B′′ =
G22
2I2
+ h2P2
(
G22G
2 −G42
)
− h4
(
Q′2G
6
2 +Q
′
5G
4
2G
2 +Q′8G
2
2G
4
)
(11.28)
C ′′ =
G23
2I3
+ h2P1
(
G23G
2 −G43
)
− h4
(
Q′3G
6
3 +Q
′
6G
4
3G
2 +Q′9G
2
3G
4
)
(11.29)
pour le cas, où G6 a été enlevé pour construire la base B′. Les expressions des coefficients Q′i en fonction
des coefficients sont données par la matrice P−1 pour la base B′ choisie.
À partir des trois intégrateurs symétriques d’ordre 2 de départ à sept étapes, on peut ainsi construire
les six schémas d’ordre 4 suivants
A′′B′′AC ′′AB′′A′′ C6 1.1
AB′′A′′C ′′A′′B′′A C6 1.2
A′′B′′C ′′AC ′′B′′A′′ C6 2.1
AB′′C ′′A′′C ′′B′′A C6 2.2
A′′B′′C ′′BC ′′B′′A′′ C6 3.1
A′′BC ′′B′′C ′′BA′′ C6 3.2.
(11.30)
Le degré maximum de z pour les différents intégrateurs dans l’équation (11.21) est quatre. L’équation
(11.21) présente ainsi 4 solutions réelles au maximum, qu’on numérotera par z croissant. En considérant
les six permutations possibles pour les moments d’inertie pour chacun des six schémas d’ordre 4, il
existe ainsi au maximum 6 × 6 × 4 = 144 schémas d’ordre 4, où les résidus d’ordre 5 peuvent s’écrire
comme une somme de termes pouvant être facilement intégrés. Nous avons considéré ici 24 correcteurs
d’ordre 6, ce qui nous donnera au maximum 144× 24 = 3456 intégrateurs d’ordre 6 possibles.
Les intégrateurs du type C6 1.1, C6 1.2, C6 2.2, C6 3.2 présentent un coût de 12C0 alors que les
intégrateurs du type C6 2.1 et C6 3.1 présentent un coût de 13C0. Les intégrateurs du type C6 1.1, C6
1.2, C6 2.2, C6 3.2 contiennent en effet une correction sur le pas central, ce qui supprime une rotation
autour du moment cinétique G et diminue le coût de 1C0.
Pour la molécule d’eau, il existe 104 schémas d’ordre 4 avec une solution réelle et ainsi 104× 24 =
2496 intégrateurs d’ordre 6 possibles. Nous avons déterminé à l’aide des résidus numériques le meilleur
intégrateur d’ordre 6 avec correcteur pour la molécule d’eau. Il s’agit de C6 1.1 ACB (1), qui présente
la valeur de z suivante
z = 0.395112847454797733955910054160448285029507608960954. (11.31)
Nous avons comparé ces résidus numériques avec ceux du meilleur intégrateur de référence d’ordre 6
RSR6 SS9 McLachlan CBA pour la molécule d’eau sur la figure 11.4. En fonction du choix de la base
parmi les 24 considérées, le rapport des résidus de C6 1.1 ACB (1) sur ceux de l’intégrateur RSR6 SS9
McLachlan CBA varie entre 0.9 et 1.2. Pour cet intégrateur, le choix de la base pour celles considérées
a ainsi peu d’importance. Cependant, pour d’autres intégrateurs, on obtient un rapport d’environ dix
entre les résidus obtenus avec différentes bases. Ainsi, les correcteurs d’ordre 6 considérés ici permettent
d’obtenir de meilleurs intégrateurs que les intégrateurs de référence existants. Cependant la diminution
du temps de calcul est extrêmement limitée. En effet, le rapport du temps de calcul de C6 1.1 ACB
(1) sur celui de RSR6 SS9 McLachlan CBA est alors environ 0.91/6 ≈ 0.98, ce qui correspond à une
diminution du temps de calcul d’environ 2%.
De même que l’ordre 4, on pourrait aussi imaginer d’autres correcteurs d’ordre 6 obtenus en com-
binant de façon différente les termes ajoutés pour éliminer les résidus d’ordre 5.
11.3 Correcteurs d’ordre supérieur
On peut construire des intégrateurs symétriques avec correcteurs d’ordre supérieur à l’ordre 6. Les
résidus d’ordre 2k+1 appartiennent à l’ensemble E2k+1 des polynômes de degré 2(k+1) et de puissance
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Figure 11.4 – Résidus numériques pour les 24 correcteurs de l’intégrateur C6 1.1 ACB (1) comparés
à des intégrateurs de référence pour la molécule d’eau.
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Ordre Nombre d’étapes Coût
4 5 10
6 7 12
8 13 18
10 25 30
12 45 50
Tableau 11.1 – Nombre minimal d’étapes et coût d’un intégrateur symétrique d’ordre 2n avec cor-
recteur pour le corps solide libre pour la décomposition ABC.
paire et positive en G1, G2, G3. Pour connaître le nombre d’étapes nécessaires à chaque ordre, il faut
recenser le nombre de termes de la base de l’ensemble E2k+1. Il est aussi nécessaire de déterminer la
forme des termes facilement intégrables de E2k+1.
On obtient une base de E2k+1 en considérant les monômes en G1, G2, G3 du développement de
G2(k+1) =
(
G21 +G
2
2 +G
2
3
)k+1
=
k+1
∑
p=0
(
k + 1
p
)
(
G21 +G
2
2
)p
G
2(k+1−p)
3
=
k+1
∑
p=0
(
k + 1
p
) p
∑
q=0
(
p
q
)
G2q1 G
2(p−q)
2 G
2(k+1−p)
3 . (11.32)
Le nombre de ces termes est ainsi
k+1
∑
p=0
p
∑
q=0
1 =
k+1
∑
p=0
(p+ 1) =
(k + 1) (k + 2)
2
+ k + 2 =
(k + 2) (k + 3)
2
. (11.33)
Comme pour le cas de l’intégrateur d’ordre 6 où k = 2, on peut montrer qu’un élément de E2k+1 se
traduit par une rotation selon les axes I, J, K, s’il est respectivement combinaison linéaire des termes
G2p1 G
2(k+1−p), G2p2 G
2(k+1−p), G2p3 G
2(k+1−p) avec p un entier variant entre 0 et k+1. Le terme G2(k+1)
est une combinaison linéaire des termes G21G
2k, G22G
2k, G23G
2k et on compte ainsi 3(k + 1) termes de
E2k+1 facilement intégrables et linéairement indépendants. On peut ainsi exprimer le résidu HR2k+1
d’ordre 2k + 1 dans une base de E2k+1, où l’on compte 3(k + 1) termes facilement intégrables. On
doit ainsi ajouter suffisamment d’étapes à l’intégrateur pour annuler les coefficients présents devant
les termes non facilement intégrables dans l’expression du résidu HR2k+1 . Le nombre de termes non
facilement intégrables dans la base de E2k+1 est
(k + 2) (k + 3)
2
− 3(k + 1) = k (k − 1)
2
. (11.34)
Le nombre de paramètres libres à ajouter pour obtenir un intégrateur symétrique d’ordre 2n est donné
par
n−1
∑
k=0
k (k − 1)
2
=
1
2
(
n−1
∑
k=0
k2 −
n−1
∑
k=0
k
)
=
1
2
(
n (n− 1) (2n− 1)
6
− n (n− 1)
2
)
=
n (n− 1) (n− 2)
6
.
(11.35)
On part d’un intégrateur symétrique d’ordre 2 à 5 étapes. Chaque paramètre libre à ajouter à l’inté-
grateur induit une augmentation du nombre d’étapes de 2, comme l’intégrateur est symétrique. Ainsi
le nombre d’étapes nécessaires pour un intégrateur symétrique d’ordre 2n avec correcteur est
5 +
n (n− 1) (n− 2)
3
. (11.36)
Le tableau 11.1 recense ainsi le nombre minimal d’étapes d’un intégrateur symétrique d’ordre 2n avec
correcteur pour le corps solide libre pour la décomposition ABC ainsi que le coût minimal pour les
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correcteurs que nous avons envisagés ici. Ainsi l’utilisation de correcteurs peut permettre de construire
des intégrateurs présentant moins d’étapes si on compare aux intégrateurs construits dans le cas gé-
néral et aux intégrateurs spécifiques que nous avons considérés à la section 9.4.4 (voir tableau 9.1).
Ainsi il semble que leur utilisation pourrait s’avérer bénéfique aux ordres supérieurs. Cependant leur
construction s’avère alors ardue et le nombre d’intégrateurs à considérer à chaque ordre devient im-
portant.
On peut noter une similitude entre l’usage des correcteurs et les intégrateurs DMV2r développés
par Hairer et Vilmart (2006). Hairer et Vilmart (2006) ont modifié les équations du mouvement par le
biais des moments d’inertie afin d’augmenter l’ordre de l’intégrateur DMV. Cependant, une modifica-
tion directe des équations du mouvement ne permet pas toujours de conserver la structure symplectique
des équations du mouvement contrairement à l’utilisation de correcteurs. Les équations du mouvement
obtenues par Hairer et Vilmart (2006) peuvent seulement être déduites d’un hamiltonien modifié pour
le moment cinétique mais pas pour les équations décrivant l’orientation du solide. À l’inverse, une
modification du hamiltonien permet de conserver la structure symplectique des équations du mou-
vement. Cependant, l’utilisation faite ici aux ordres 4 et 6 ne permet pas d’obtenir des intégrateurs
symplectiques plus efficaces que les intégrateurs symplectiques de référence.
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Conclusion
La première partie de ce travail a concerné l’étude de la rotation à long terme de Cérès et Vesta.
Pour intégrer leurs rotations, nous avons réalisé une moyenne sur leurs rotations rapides et appliqué
la méthode d’intégration symplectique de Farago et al. (2009). À partir des coordonnées des axes
de rotation déterminées par la sonde spatiale Dawn, nous avons obtenu pour Cérès des variations
d’obliquité entre 2 et 20◦ pour les 20 derniers millions d’années en accord avec les résultats de Bills
et Scott (2017) et Ermakov et al. (2017a). Pour Vesta, nous avons déterminé que l’obliquité variait
sur cet intervalle de temps entre 21 et 45◦. Comme noté par Skoglöv et al. (1996), ces variations
d’obliquité sont principalement dues aux inclinaisons élevées des orbites de Cérès et Vesta par rapport
au plan invariant du système solaire. Pour Cérès et Vesta, il existe une incertitude importante sur
leurs constantes de précession. En effet, elles n’ont pu être mesurées par la sonde spatiale Dawn et les
incertitudes sur leurs structures internes ne permettent pas de les contraindre précisément. Nous avons
calculé les variations de l’obliquité de Cérès et Vesta pour les intervalles d’incertitude des constantes
de précession et avons obtenu des amplitudes de variation très similaires.
Les variations de l’obliquité pour Cérès et Vesta sont principalement dues aux inclinaisons élevées
des orbites et le mouvement de rotation dépend des variations du mouvement orbital. Afin de déter-
miner les variations possibles de l’inclinaison et d’étudier la stabilité des mouvements orbitaux, nous
avons construit un modèle séculaire, où Cérès et Vesta sont uniquement perturbés par Jupiter et Sa-
turne. Ce modèle a permis d’observer la proximité relative de Cérès avec les résonances associées aux
fréquences séculaires 2g6 − g5 et 2g6 − g7, dont les effets sur l’inclinaison de Cérès peuvent atteindre
environ 0.5◦. Cependant, la diffusion de la fréquence propre séculaire gC de Cérès n’apparaît pas suffi-
sante pour que Cérès entre en résonance avec une de ces fréquences. Ce modèle permet de reproduire
entièrement l’évolution séculaire orbitale de Cérès et Vesta. Les perturbations de Jupiter et Saturne
sont ainsi prépondérantes par rapport à celles des autres planètes, comme cela a été noté par Skoglöv
et al. (1996) pour Cérès et Vesta et par Ermakov et al. (2017a) pour Cérès.
Nous avons ensuite étudié la stabilité des axes de rotation de Cérès et Vesta à partir des équations
séculaires. Leurs fréquences de précession sont relativement proches des fréquences propres de préces-
sion du nœud des planètes internes. La fréquence de précession de Cérès est proche des fréquences
propres de précession du nœud de Mercure et Vénus et celle de Vesta de celles de la Terre et Mars.
C’est notamment le cas pour Mars, où le recouvrement des résonances dues aux fréquences propres
des planètes internes est responsable du caractère chaotique de la rotation (Laskar et Robutel, 1993).
Cérès et Vesta sont principalement perturbés par Jupiter et Saturne et les perturbations des planètes
internes sont relativement faibles. Les résonances séculaires avec les fréquences de précession du nœud
des planètes internes ont ainsi des largeurs plus faibles et ne se recouvrent pas. Les rotations à long
terme de Cérès et Vesta sont ainsi relativement stables. Cérès et Vesta présentent aussi des zones
chaotiques avec des variations importantes de l’obliquité comme pour les planètes internes mais elles
sont dues au recouvrement de résonances associées à leurs fréquences propres avec celles associées à
des fréquences provenant des perturbations de Jupiter et Saturne. Nous avons aussi noté la présence
de résonances dues aux évolutions séculaires de l’excentricité, qui présentent toutefois de faibles effets
sur la stabilité de la rotation.
Vesta a subi deux impacts géants au niveau de l’hémisphère sud qui ont modifié sa forme et sa
période de rotation. À partir de la forme fossile modélisée de la croûte et de la vitesse de rotation avant
les deux collisions (Fu et al., 2014), nous avons estimé la constante de précession de Vesta primitif.
Les deux impacts géants auraient rapproché Vesta de la résonance avec la fréquence orbitale 2s6 − sV .
Étant donné l’incertitude sur la constante de précession, Vesta pourrait ainsi être dans cette résonance,
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où l’obliquité peut varier entre 17 et 48◦.
Enfin, à partir des variations d’obliquité nous avons pu déterminer l’évolution de l’insolation à
la surface de Cérès. À l’aide du modèle très simplifié de rotation rapide, nous avons déterminé une
borne supérieure en fonction de la latitude pour la température maximale à la surface de Cérès. En
utilisant le critère de Schorghofer (2008), selon lequel la glace située sous la surface serait stable pour une
température annuelle inférieure à 145K, nous avons donné une borne supérieure de 67◦ pour la latitude
à partir de laquelle la glace sous la surface de Cérès est stable. Cela est en accord avec Schorghofer
(2016), qui utilise des modèles thermodynamiques plus complets pour déterminer la distribution de
glace.
Les méthodes utilisées pour l’étude de la rotation de Cérès et Vesta peuvent être appliquées à
d’autres astéroïdes de la ceinture principale afin d’étudier les variations de leurs obliquités et la stabilité
de leurs axes de rotation. Pour des astéroïdes riches en glace, cela pourrait permettre notamment de
donner des contraintes sur la distribution de la glace sur et sous la surface. Enfin, de telles méthodes
pourraient aussi être appliquées aux exoplanètes découvertes afin d’étudier la stabilité de leurs axes de
rotation et de donner des contraintes d’insolation pour l’étude de leurs climats.
Dans la seconde partie de ce travail, nous avons étudié la construction d’intégrateurs symplectiques
spécifiques au corps solide libre. Le principe de ce travail est d’utiliser les propriétés de l’algèbre de Lie
du moment cinétique afin de construire des intégrateurs spécifiques au corps solide libre. Pour cela,
nous avons utilisé les méthodes utilisées généralement pour construire des intégrateurs symplectiques.
Elles consistent à choisir les coefficients et le nombre des différentes étapes de l’intégrateur de sorte à
annuler les résidus jusqu’à l’ordre souhaité, les résidus correspondant à l’écart de la solution donnée
par l’intégrateur à la solution exacte. L’algèbre de Lie du moment cinétique présente des propriétés, qui
permettent de simplifier l’expression des résidus des intégrateurs et notamment de diminuer le nombre
de termes indépendants dans les résidus dans le cas de la décomposition ABC. Nous avons ensuite
construit des intégrateurs symplectiques spécifiques au corps solide libre dont les coefficients permettent
d’annuler ces résidus jusqu’à un ordre donné. Pour réaliser cela, les coefficients des intégrateurs doivent
dépendre des moments d’inertie. Dans le cas de la décomposition ABC, les résidus présentent moins
de termes indépendants que pour un hamiltonien dans le cas général et les intégrateurs symplectiques
spécifiques au corps solide libre peuvent ainsi présenter des schémas d’intégration avec moins d’étapes
que les intégrateurs symplectiques généraux existants.
Nous avons construit pour la décomposition ABC des intégrateurs symplectiques d’ordre 4 spéci-
fiques au corps solide à neuf étapes ainsi que des intégrateurs d’ordre 4 à onze étapes présentant un
paramètre libre. Pour la décomposition RS, nous avons obtenu un intégrateur d’ordre 4 à neuf étapes
présentant un paramètre libre. Nous avons comparé l’efficacité des intégrateurs obtenus à celle des
intégrateurs symplectiques généraux existants pour la molécule d’eau, qui constitue un exemple clas-
sique de molécule asymétrique utilisé pour tester les intégrateurs du corps solide. On a alors constaté
que si les intégrateurs spécifiques pouvaient compter moins d’étapes, leur efficacité était similaire aux
intégrateurs généraux. Une étude de ces intégrateurs spécifiques pour l’ensemble des moments d’inertie
des corps physiques a permis d’observer que leur intérêt était seulement limité aux corps présentant
un caractère asymétrique très accentué.
Si l’étude de l’algèbre de Lie a permis d’obtenir des intégrateurs avec moins d’étapes pour la
décomposition ABC, cela n’a pas été le cas pour la décomposition RS. Nous avons ainsi construit ici
principalement des intégrateurs spécifiques utilisant la décomposition ABC. Ces intégrateurs spécifiques
sont meilleurs que les intégrateurs généraux de même type, à savoir ABC, mais d’efficacité comparable
aux intégrateurs généraux de type RS. En effet, les intégrateurs obtenus avec la décomposition RS
présentent un coût moins important que ceux obtenus pour la décomposition ABC et cela d’autant
plus avec la réduction du coût observée dans ce travail pour la décomposition RS.
Nous avons ensuite cherché à construire des intégrateurs d’ordre supérieur. Pour cela, nous avons
étudié l’utilisation d’un correcteur pour augmenter l’ordre des intégrateurs symplectiques du corps
solide. Nous avons vu que les résidus pouvaient s’écrire comme une combinaison linéaire de monômes.
L’intégration de certains de ces monômes fait intervenir les fonctions ellitiques de Jacobi, alors que
l’intégration des autres monômes se traduit par une succession de rotations. On ajoute ainsi des étapes
supplémentaires à un intégrateur d’ordre 2 symétrique, de sorte à annuler les termes, dont la résolu-
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tion fait appel aux fonctions ellitiques. Les termes restants au sein des résidus se traduisent par une
succession de rotations et peuvent être soustraits au hamiltonien de départ pour obtenir un intégrateur
d’ordre supérieur. Cependant, l’utilisation faite ici aux ordres 4 et 6 ne permet pas d’obtenir des inté-
grateurs symplectiques plus efficaces que les intégrateurs symplectiques de référence. Les intégrateurs
obtenus à l’ordre 4 sont moins bons que les intégrateurs généraux existants et les intégrateurs obtenus
à l’ordre 6 ont une précision équivalente aux intégrateurs généraux. Une étude approfondie de l’utilisa-
tion de correcteurs pour le corps solide libre pourrait permettre de généraliser l’usage des intégrateurs
avec correcteurs aux ordres 8 et 10, où leur faible coût pourrait leur assurer une plus grande efficacité.
Nous avons ici restreint l’étude des correcteurs à la décomposition ABC et il pourrait être aussi utile
de l’étendre à la décomposition RS.
191
192
Annexe A
Variables canoniques en mécanique céleste
Considérons les variables impulsion-position ou action-angle (pi, qi) canoniques vérifiant les relations
{pi, pj} = 0 (A.1)
{qi, qj} = 0 (A.2)
{pi, qj} = δij (A.3)
pour les crochets de Poisson
{a, b} =
∑
i
(
∂a
∂pi
∂b
∂qi
− ∂a
∂qi
∂b
∂pi
)
. (A.4)
Les équations du mouvement peuvent être obtenues à partir du hamiltonien H pour le système étudié
à l’aide des relations
ṗi = {H, pi} (A.5)
q̇i = {H, qi} . (A.6)
Nous allons décrire ici les variables canoniques de la mécanique céleste utilisées dans ce travail. On
considérera le cas d’un système planétaire composé d’une étoile centrale de masse m0 et de n corps
planétaires de masse (m1, ...,mn).
A.1 Variables canoniques barycentriques
Les variables canoniques barycentriques (ũk,uk) permettent de repérer les positions des corps par
rapport au barycentre du système planétaire. La position du corps k de masse mk par rapport au
barycentre est donnée par uk et sa vitesse par u̇k. Son impulsion est donnée par ũk = mku̇k.
A.2 Variables canoniques héliocentriques
Les variables canoniques héliocentriques (r̃k, rk) ont été introduites par Poincaré (1896). Elles ont
notamment été utilisées par Laskar et Robutel (1995) pour calculer le hamiltonien d’interaction entre
deux corps planétaires et consistent à repérer les corps planétaires par rapport à l’étoile centrale. Ces
variables permettent ainsi de réaliser une réduction du barycentre.
La position de l’étoile reste inchangée r0 = u0. Les corps planétaires k sont repérés par rapport à
l’étoile centrale et ainsi rk = uk − u0.
Pour que la transformation soit canonique, les impulsions des corps planétaires doivent rester
inchangées et ainsi r̃k = ũk et l’impulsion de l’étoile centrale doit être égale à la quantité de mouvement
totale du système planétaire r̃0 =
∑n
k=0 ũk et reste ainsi constante.
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A.4 Variables canoniques rectangulaires de Poincaré
À partir des éléments elliptiques, on peut obtenir les variables canoniques rectangulaires de Poincaré
(Λ, λ, x,−ix, y,−iy). Elles sont définies par
Λ = β
√
µa, (A.7)
x =
√
Λ
(
1−
√
1− e2
)
ei̟, (A.8)
y =
√
Λ
√
1− e2 (1− cos i)eiΩ, (A.9)
où β = mm0/(m+m0) pour le corps de masse m et µ = G(m+m0).
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Annexe B
Analyse en fréquence
La méthode d’analyse en fréquence a été développée par Jacques Laskar (Laskar, 1988, 1990, Laskar
et al., 1992, Laskar, 1993, 2003) et a été utilisée dans de nombreux domaines, notamment en mécanique
céleste, en dynamique galactique et pour l’étude des accélérateurs des particules. Laskar (2003) explique
en détail le principe et le fonctionnement de l’analyse en fréquence et recense les différents domaines
dans lesquels elle a été utilisée. L’analyse en fréquence permet de décrire une fonction discrète sur un
intervalle de temps par une approximation quasi-périodique. Nous allons ici décrire succinctement le
fonctionnement de l’analyse en fréquence à partir de Laskar (2003).
B.1 Principe
Soit la fonction quasi-périodique f échantillonnée sur l’intervalle [−T : T ]. Cette fonction s’écrit
f (t) =
n
∑
k=1
Ake
iνkt, (B.1)
où l’amplitude Ak est un nombre complexe et la fréquence νk un nombre réel. L’analyse en fréquence
va consister à donner une approximation quasi-périodique de cette fonction sous la forme
N ′
∑
k=1
A′ke
iν′
k
t. (B.2)
Une transformée de Fourier rapide est d’abord réalisée afin de déterminer le terme de plus grande
amplitude (Laskar, 1988). En cherchant à proximité de ce terme la fréquence ν ′1 de façon à maximiser
(Laskar, 2003)
A′1 =
〈
f (t) , eiν
′
1t
〉
=
1
2T
∫ T
−T
f (t) e−iν
′
1tχ (t) dt, (B.3)
on obtient la première fréquence ν ′1 et son amplitude A
′
1. La fonction χ est de la forme χ(t) =
2N (N !)2/(2N)!(1 + cos(πt/T ))N . Dans ce travail, nous avons travaillé avec la valeur N = 1. L’uti-
lisation d’une fenêtre donnée par la fonction χ permet d’augmenter la précision de la détermination de
la fréquence ν ′1 (Laskar, 1990, 2003).
On renouvelle alors la même procédure pour cette fois-ci la fonction f(t)−A′1eiν
′
1t afin de déterminer
la fréquence ν ′2. Cependant a priori 〈eiν
′
1t, eiν
′
2t〉 6= 0 et les fonctions eiν′1t et eiν′2t ne sont pas orthogonales.
Cependant, on peut obtenir une fonction orthogonale à l’aide du procédé d’orthogonalisation de Gram-
Schmidt (Laskar, 2003), qui permet d’obtenir une fonction orthogonale à eiν
′
1t donnée par
g2 (t) =
eiν
′
2t −
〈
eiν
′
1t, eiν
′
2t
〉
eiν
′
1t
√
1− 〈eiν′1t, eiν′2t〉2
. (B.4)
En renouvelant cette procédure plusieurs fois, on obtient ainsi une approximation quasi-périodique de
la fonction f(t) sous la forme
∑N ′
k=1A
′
ke
iν′
k
t.
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B.2 Précision
À partir de l’approximation quasi-périodique obtenue, on peut reconstruire une nouvelle solution
pour f(t), qu’on appellera f ′(t). La différence f(t) − f ′(t) permet de voir l’écart entre la solution
reconstruite et la solution originelle. En augmentant le nombre de termes dans l’analyse en fréquence,
la différence f(t)− f ′(t) doit décroître.
La précision sur la détermination des fréquences peut être estimée en réalisant une analyse en
fréquence de la solution reconstruite f ′(t) (Laskar, 1990). On obtient alors une nouvelle estimation ν ′′1
de la fréquence de plus grande amplitude. La différence ν ′1 − ν ′′1 permet de donner une estimation de
la précision de l’analyse en fréquence. Comme noté par Laskar (1990), il est préférable de déterminer
ν ′′1 à partir d’une solution reconstruite présentant un léger écart temporel avec la solution originelle.
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Annexe C
Termes supplémentaires utilisés pour la
solution séculaire de Cérès et Vesta
Dans cette section, nous indiquons les termes supplémentaires utilisés pour construire les solutions
orbitales séculaires de Cérès et Vesta dans la section 3.3.
C.1 Cérès
νk (′′/yr) 109 ×Ak φk (◦)
sC + (2gC + g5 − 3g6) -31.22629 114434 49.758
sC − 2(g5 − g6) -11.27829 64504 91.990
sC + (g6 − g7) -34.09622 57001 -94.860
sC + (2gC − 3g6 + g7) -32.39583 55416 140.196
sC + 2(gC − g6) -7.23731 44583 150.716
s7 + (g5 − g6) -26.98007 40671 -140.572
s4 -17.74976 36456 -66.329
-33.31304 29507 -121.877
-33.17635 28965 177.334
sC − (g5 − 2g6 + g7) -10.10882 26752 1.724
s6 − (gC + g5 − 2g6) -28.36744 23492 5.919
sC + (gC − g6) + (g5 − g7) -32.07659 20237 -156.847
s6 + (gC + g5 − 2g6) -24.32796 19974 -118.351
s6 − (g5 − g6) -2.36023 18874 40.874
sC + 2(gC − g6)− (g5 − g7) -8.40853 18610 -123.399
s6 + (gC − g6) -0.34168 16699 -28.785
sC − (gC + 2g5 − 3g6) -37.28528 15350 58.453
s7 + (g5 − g7) -1.82840 13236 30.454
sC + (gC − g6)− (g5 − g7) -34.41584 13082 -158.082
-33.09629 12937 -166.959
-33.26454 12832 -132.905
-33.21448 12650 -131.101
sC − (g5 − g6) -35.26571 12005 -3.211
-33.39845 10926 -147.949
-9.32512 10549 -24.059
sC + (s6 − s7)− (g5 − 2g6 + g7) -33.46926 10369 -27.936
s7 − (g5 − g7) -4.16217 10275 46.830
-9.18906 10109 -86.993
-33.02034 9691 81.917
-33.14471 9452 174.859
-33.19161 9398 162.614
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sC + (gC − g7) -8.08925 8615 118.171
-33.34630 7795 -109.737
s6 − (2gC + g5 − 4g6 + g7) -29.20730 7626 -16.528
s6 − 2(gC + g5 − 2g6) -30.37714 7499 74.885
sV − (s6 − s7) + 2(g5 − g7) -33.56386 7430 -130.502
-33.29884 7246 -106.019
s6 − (g5 − g7) -27.51784 7225 32.867
sV + (s6 − s7) + (gV − g5) -32.61360 6752 21.932
sV − (s6 − s7) + (gV + g5 − 2g6) -33.87916 6515 24.939
s6 + (g5 − g7) -25.17881 6470 31.475
sC − (gC + 3g5 − 4g6) -13.29847 6415 -26.279
g5 + g6 − s6 58.85181 6050 45.888
-31.29538 5930 175.198
-33.09116 5867 109.247
s1 -5.61338 5713 -14.640
s3 + (g3 − g4) -19.39340 5698 65.066
-31.15342 5686 119.740
sC − (g5 + 2g5 − 4g6 + g7) -12.12804 5485 -113.813
-32.93905 5476 144.408
s7 + (g7 − g8) -0.57824 5429 0.790
-33.23362 5422 -166.744
-31.85754 4946 -30.676
-33.18240 4789 172.280
s6 − (gC − 2g6 + g7) -27.19741 4701 -83.836
2g5 − s6 34.86332 4655 113.190
-33.13902 4539 123.490
s2 -7.05941 4529 116.622
-9.11185 4493 -75.732
-17.81502 4470 -170.032
sC + (s6 − s7)− (2g5 − 3g6 + g7) -9.47225 4402 100.449
-17.68260 4309 -137.019
s7 − (g6 − g7) -28.15057 4281 125.038
-33.35359 4232 -74.293
s6 + (gC − 2g6 + g7) -25.49739 4162 -27.991
-9.28312 4015 -44.152
-17.20056 3933 142.598
sC + (gC − 2g5 + g7) -10.42787 3728 122.066
-33.40550 3599 -61.472
-9.39010 3573 -14.870
-33.12521 3382 166.117
s− (s6− s7) + (2gC − 3g6 + g7) -9.03313 3378 -179.656
-9.15788 3374 -89.497
-33.22390 3357 -159.691
-9.35392 3344 -18.277
sC + (2gC + 2g5 − 3g6 − g7) -30.05579 3296 141.118
-33.31582 3263 -92.004
2sC − s6 + (gC − g5) -42.16463 3257 163.132
sC + (3gC + g5 − 4g6) -5.21857 3224 82.946
-3.10623 3214 -25.442
-33.27238 2973 -130.588
-32.46489 2959 -96.803
-9.22711 2945 -53.566
-33.27129 2857 -126.896
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-33.42741 2791 -9.789
sC + (3gC − 4g6 + g7) -6.38986 2697 174.515
-7.17667 2434 -122.648
-9.41337 2414 11.105
-33.37609 2391 -37.686
-33.05797 2371 85.741
-6.94883 2240 -89.513
-33.38442 1993 -40.367
-31.07304 1986 127.200
-9.09518 1832 -127.297
-31.25711 1728 156.698
-33.33521 1678 -81.464
-33.23765 1516 -178.903
-31.32368 1268 -150.019
-19.45957 531 144.302
-19.36684 103 -121.641
Tableau C.1 – 100 termes supplémentaires de l’analyse en fréquence de la variable ζ =
sin (i/2) exp(iΩ) pour Cérès sur l’intervalle de temps [−25 : 5] Myr.
C.2 Vesta
νk (′′/yr) 109 ×Ak φk (◦)
-30.84475 125929 67.340
-30.95305 99563 124.599
-30.90551 99181 65.356
-30.93524 91099 -125.235
-30.80582 77983 -40.663
-31.06993 71255 137.516
s7 + (g5 − g6) -26.98033 66890 -141.978
-30.87099 62051 -87.169
sV − (gV + g5 − 2g6) -24.27099 55556 -87.847
-30.98800 55372 -100.511
-31.02394 50567 42.878
sV − (g5 − g6) -15.62134 44268 -154.553
-7.04403 43118 172.503
s1 -5.61164 41403 -8.423
-31.11113 40998 -104.110
-30.76450 39754 -162.571
-30.95707 37876 97.995
-30.83816 37827 115.758
-30.89941 37500 106.007
sV + 2(gV − g6) -22.30965 37292 -25.673
-17.79906 32680 -156.700
-17.67247 31180 144.388
sV + (gV − g6)− (g5 − g7) -32.12540 31026 -36.701
-31.06378 31026 166.407
-30.85781 28078 0.423
-30.94612 26994 178.108
-30.80058 23542 -5.520
-30.90488 23133 71.125
s6 − (g5 − g6) -2.36026 22563 40.959
-30.74186 21838 5.924
201
-30.98696 21407 -78.632
-30.98628 20723 -73.965
-31.02254 20371 63.059
sV + (gV − g6)− (s6 − s7 − g5 + g6) -31.59132 19493 131.115
-30.94597 18152 175.861
-17.20143 17892 139.100
-31.10060 17615 -64.793
s3 -18.84648 17290 66.860
-6.83250 17111 -93.793
-6.90090 16848 -94.461
sV + (gV − g6) + (g5 − g7) -29.78780 15945 -44.732
-31.05979 15423 -176.652
s3 + (g3 − g4) -19.39649 15257 35.473
-31.14188 14703 47.757
s3 − (g3 − g4) -18.30115 14588 80.370
-30.70502 14095 -127.988
s7 + (g5 − g7) -1.82843 13624 30.294
-7.18365 13498 -78.221
2s6 − sV -13.08708 13035 139.218
sV + (gV − g6) + (s6 − s7 − g5 + g6) -30.33203 12856 108.977
-18.04812 12439 -17.868
-31.19511 12300 24.238
s6 − (g5 − g7) -27.51601 11897 44.597
-5.48824 11810 7.208
-17.73030 11269 -168.792
s6 + (g5 − g7) -25.18106 11160 27.996
-31.16373 11154 -141.525
s7 − (g5 − g7) -4.16252 10602 45.428
-6.94700 10592 -18.168
-17.50242 10406 -174.431
-31.13440 10343 72.297
-31.09728 10243 -54.182
2g5 − sV 48.12401 9888 -53.039
-24.34594 8779 98.172
-18.54783 8638 12.466
-7.00326 8602 23.517
-24.18728 8550 -68.165
-17.62013 8478 121.342
-31.14477 8316 5.670
sV + (gV − g7) -5.80673 8228 -128.638
g5 + g6 − s6 58.84857 8073 23.101
-31.17100 7881 -159.055
-31.11280 7539 -139.791
s7 − (g6 − g7) -28.15235 7322 118.428
-26.41297 7034 -26.202
-17.67862 7028 141.252
-22.36841 6774 -110.159
-22.24609 6749 -128.122
-17.83606 6692 -140.317
-15.68645 6547 79.197
-15.54646 6279 176.551
-29.28264 6046 76.747
-17.56905 5978 58.754
202
s7 + (gV − g5) 6.29034 5806 156.666
s2 -7.05948 5716 38.172
s6 − (4g5 − g6 − 3g7) -5.86441 5664 140.423
s7 + (g7 − g8) -0.57786 5517 2.682
-31.27870 5460 -124.929
sV + (s6 − s7 + gV − 2g5 + g6) -31.50342 5419 -174.576
-32.74653 5349 -3.562
-32.06518 4993 -144.772
-5.66827 4870 116.673
-30.60425 4466 159.401
-20.63195 4402 16.404
2g5 − s6 34.86287 4199 110.438
-17.77653 4032 -138.510
-17.73717 3650 139.686
-6.63799 3440 -2.681
-31.31233 2926 28.817
sV − (2gV + g5 − 3g6) -32.91975 2665 -15.636
Tableau C.2 – 100 termes supplémentaires de l’analyse en fréquence de la variable ζ =
sin (i/2) exp(iΩ) pour Vesta sur l’intervalle de temps [−25 : 5] Myr.
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Annexe D
Équations des coefficients des intégrateurs
spécifiques N
Pour les sept intégrateurs N d’ordre 4 à neuf étapes spécifiques au corps solide libre obtenus à
la section 9.1.1, nous indiquons les équations permettant d’obtenir les valeurs des coefficients ai, bi,
ci à partir des coefficients x et y donnés pour les moments d’inertie I1, I2, I3 par 1 + x = I1/I2 et
1 + y = I1/I3. Pour chaque intégrateur, il est nécessaire de considérer les six permutations possibles
des moments d’inertie.
N1 : ABABCBABA
f0 + a1f1 + a
2
1f2 + a
3
1f3 = 0 (D.1)
g0 + b1g1 + a1g2 = 0
a2 =
1
2
− a1
b2 =
1
2
− b1
c1 = 1
f0 = −1− 3y − 3y2 − 2xy2 − 3x2y − 12x2y2 − 12x2y3 − 4x2y4
f1 = 6 + 18y + 24y
2 − 12xy + 12xy2 − 18x2 − 78x2y − 72x2y2 − 24x2y3
f2 = −12− 36y − 72y2 − 48x− 72xy − 168xy2 − 48xy3 − 36x2 + 12x2y
f3 = −24− 72y − 144xy − 48xy2 + 72x2 + 24x2y
g0 = −1− y − 4x− 6xy − 2xy2 − 3x2 − 5x2y − 2x2y2
g1 = 4 + 6y + 10x+ 18xy + 4xy
2 + 6x2 + 12x2y + 4x2y2
g2 = −2− 6y − 12xy − 4xy2 + 6x2 + 2x2y
N2 : ABACACABA
f0 + a1f1 + a
2
1f2 = 0 (D.2)
g0 + a2g1 + a1g2 = 0
a3 = 1− 2(a1 + a2)
b1 =
1
2
c1 =
1
2
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f0 = 1 + 3y − 3y3 − 8xy2 − 12xy3 + x2y − 3x2y2 − 9x2y3 + x2y4 − 4x3y3 + x4y2
f1 = −6− 30y − 18y2 + 18y3 − 48xy − 48xy2 + 48xy3 + 6x2 − 30x2y − 78x2y2
+30x2y3 − 48x3y2 + 12x4y
f2 = 36y + 36y
2 − 36y3 − 36x+ 36xy + 180xy2 − 36xy3 − 72x2 − 144x2y
+144x2y2 − 144x3y + 36x4
g0 = −1− 3y − 3y2 − 2xy2 + x2y
g1 = 6 + 12y + 6y
2
g2 = 6y
2 − 12xy + 6x2
N3 : ABACBCABA
f0 + a1f1 + a
2
1f2 + a
3
1f3 = 0 (D.3)
g0 + b1g1 + a1g2 + a
2
1g3 = 0
a2 =
1
2
− a1
b2 = 1− 2b1
c1 =
1
2
f0 = 1 + 3y − 3y3 − 4xy2 − 6xy3 + x2y4
f1 = −6− 30y − 18y2 + 18y3 − 24xy − 24xy2 + 24xy3 + 12x2y3
f2 = 60y + 72y
2 − 36y3 − 24x+ 36xy + 144xy2 − 12xy3 + 48x2y2
f3 = 24− 72y2 + 72x+ 144xy − 24xy2 + 48x2y
g0 = −3− 18y − 39y2 − 36y3 − 12y4 − 2x− 15xy − 39xy2 − 41xy3 − 15xy4
−2x2y2 − 3x2y3 + x2y5
g1 = 2 + 12y + 30y
2 + 36y3 + 18y4 + 2x+ 12xy + 34xy2 + 48xy3 + 30xy4
+4x2y2 + 12x2y3 + 14x2y4 + 2x3y4
g2 = 2 + 30y + 84y
2 + 78y3 + 18y4 − 6x+ 6xy + 78xy2 + 102xy3 + 24xy4
+4x2y + 30x2y2 + 48x2y3 + 10x2y4 + 4x3y3
g3 = 12 + 24y − 24y2 − 72y3 − 36y4 + 36x+ 144xy + 168xy2 + 48xy3 − 12xy4
+24x2y + 48x2y2 + 24x2y3
N4 : ABCABACBA
f0 + a1f1 + a
2
1f2 + a
3
1f3 = 0 (D.4)
g0 + b1g1 + a1g2 = 0
a2 =
1
2
− a1
b2 = 1− 2b1
c1 =
1
2
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f0 = 1 + 3y − 3y3 − 4xy2 − 6xy3 + x2y4
f1 = −6− 30y − 18y2 + 18y3 − 24xy − 24xy2 + 24xy3 + 12x2y3
f2 = 60y + 72y
2 − 36y3 − 24x+ 36xy + 144xy2 − 12xy3 + 48x2y2
f3 = 24− 72y2 + 72x+ 144xy − 24xy2 + 48x2y
g0 = −1− y − 2x− 3xy − xy2
g1 = 2 + 6y + 6y
2 + 2x+ 6xy + 8xy2 + 2x2y2
g2 = 2− 6y2 + 6x+ 12xy − 2xy2 + 4x2y
N5 : ABCACACBA
f0 + a1f1 + a
2
1f2 + a
3
1f3 = 0 (D.5)
g0 + c1g1 + a1g2 + a
2
1g3 = 0
a2 =
1
2
− a1
b1 =
1
2
c2 = 1− 2c1
f0 = 1 + 3y − 6xy2 − x2y − 6x2y2 + x4y2
f1 = −6− 30y − 36xy + 36xy2 − 6x2 − 42x2y + 24x2y2 + 12x4y
f2 = 84y − 48x+ 144xy − 72xy2 − 36x2 + 180x2y − 24x2y2 + 24x3y + 36x4
f3 = 24− 72y + 144x− 144xy + 48xy2 + 216x2 − 168x2y + 144x3
g0 = 1 + 4y + x+ 9xy − 8xy2 − 3x2 + 4x2y − 25x2y2 − 6x3 − 7x3y − 30x3y2 − 2x3y3
−3x4 − 9x4y − 12x4y2 − 2x4y3 − 6x5y + x5y2 − 3x6y
g1 = 2 + 2y + 12x+ 12xy + 30x
2 + 34x2y + 4x2y2 + 36x3 + 48x3y + 12x3y2 + 18x4
+30x4y + 14x4y2 + 2x4y3
g2 = −4− 30y − 6x− 114xy + 28xy2 − 6x2 − 210x2y + 66x2y2 − 18x3 − 210x3y + 48x3y2
+4x3y3 − 36x4 − 96x4y − 2x4y2 − 36x5 − 18x6
g3 = −12 + 36y − 96x+ 144xy − 24xy2 − 264x2 + 264x2y − 48x2y2 − 360x3 + 240x3y
−24x3y2 − 252x4 + 84x4y − 72x5
N6 : ABCBABCBA
f0 + a1f1 + a
2
1f2 + a
3
1f3 + a
4
1f4 = 0 (D.6)
g0 + b1g1 + a1g2 + a
2
1g3 + a
3
1g4 = 0
a2 = 1− 2a1
b2 =
1
2
− b1
c1 =
1
2
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f0 = 1 + 3y + 3y
2 − 3y3 + 8xy2 − 3x2y + 3x2y2 + 3x2y3 + x2y4
f1 = −6− 18y − 42y2 + 18y3 + 48xy − 48xy2 − 18x2 + 42x2y + 18x2y2 + 6x2y3
f2 = 12 + 36y + 180y
2 − 36y3 + 12x− 252xy + 132xy2 + 12xy3 + 144x2 − 48x2y
f3 = −288y2 + 576xy − 288x2
f4 = 144y
2 − 288xy + 144x2
g0 = −2y − 6y2 + 4x+ 11xy − xy2 + xy3 + xy4 + 3x2 + 13x2y + 7x2y2 + x2y3
g1 = −4− 10y − 6y2 − 6y3 − 6y4 − 10x− 28xy − 16xy2 − 4xy3 − 6xy4 − 6x2
−18x2y − 10x2y2 + 2x2y3
g2 = 4 + 14y + 42y
2 + 6y3 + 6y4 + 2x− 42xy + 14xy2 − 6xy3 + 24x2 − 4x2y + 4x2y2
g3 = −84y2 − 12y3 + 168xy + 24xy2 − 84x2 − 12x2y
g4 = 48y
2 − 96xy + 48x2
N7 : ABCBCBCBA
f0 + b1f1 + b
2
1f2 + b
3
1f3 = 0 (D.7)
g0 + c1g1 + b1g2 = 0
a1 =
1
2
b2 =
1
2
− b1
c2 = 1− 2c1
f0 = −1− 3y − 3x− 15xy − 6xy2 − 17x2y − 12x2y2 + 3x3 − 3x3y − 6x3y2 − x4y2
f1 = 12 + 30y + 42x+ 150xy + 36xy
2 + 30x2 + 222x2y + 84x2y2 − 18x3 + 114x3y
+60x3y2 − 18x4 + 12x4y + 12x4y2
f2 = −48− 84y − 204x− 420xy − 72xy2 − 300x2 − 708x2y − 192x2y2 − 180x3 − 492x3y
−168x3y2 − 36x4 − 120x4y − 48x4y2
f3 = 48 + 72y + 216x+ 360xy + 48xy
2 + 360x2 + 648x2y + 144x2y2 + 264x3 + 504x3y
+144x3y2 + 72x4 + 144x4y + 48x4y2
g0 = y − x+ 3xy + 2xy2 − 3x2 − 2x2y
g1 = 2 + 2y + 6x+ 6xy + 6x
2 + 8x2y + 2x2y2
g2 = −4− 6y − 10x− 18xy − 4xy2 − 6x2 − 12x2y − 4x2y2
208
Annexe E
Solution du corps solide libre
La solution exacte du corps solide libre est traitée dans de nombreux ouvrages et publications
(e.g. Jacobi, 1850, Whittaker, 1937, Landau et Lifchitz, 1982, Marsden et Ratiu, 1994, van Zon et
Schofield, 2007, Celledoni et al., 2008). Cependant la plupart des solutions indiquées ne permettent
pas de réaliser directement une implémentation de la solution ou ne traitent pas l’ensemble des cas.
Ainsi nous rappelons dans cette annexe comment obtenir la solution du corps solide libre.
Nous considérons le hamiltonien d’un corps solide libre de moments d’inertie I1, I2, I3,
H =
G21
2I1
+
G22
2I2
+
G23
2I3
. (E.1)
I2 est le moment d’inertie intermédiaire et nous devons considérer les deux cas, I1 < I2 < I3 et
I1 > I2 > I3. Le problème peut être réduit aux deux cas considérés en ordonnant de façon appropriée
les vecteurs (I,J,K) du repère RC associés aux axes principaux d’inertie. La norme du moment d’inertie
est donnée par
G2 = G21 +G
2
2 +G
2
3, (E.2)
avec G1, G2, G3 les trois composantes du moment d’inertie dans le repère RC . Le hamiltonien et
la norme du moment cinétique sont conservés. Grâce à ces deux intégrales premières, le problème est
intégrable et comme décrit par Landau et Lifchitz (1982), les solutions sont à l’intersection de la sphère
G2 = G21+G
2
2+G
2
3 et de l’ellipsoïde H = G
2
1/(2I1)+G
2
2/(2I2)+G
2
3/(2I3). Le problème présente ainsi
six points fixes (G = ±√2I1He1, G = ±
√
2I2He2, G = ±
√
2I3He3) avec e1 = (1, 0, 0), e2 = (0, 1, 0),
e3 = (0, 0, 1). Des solutions physiques peuvent être obtenues uniquement pour 2I1H ≤ G2 ≤ 2I3H, sans
cela l’intersection de la sphère et de l’ellipsoïde est l’ensemble nul. Les équations d’Euler permettent
d’obtenir l’évolution du moment cinétique G dans le repère RC
Ġ = G ×∇GH (E.3)
soit
Ġ1 = G2G3
(
1
I3
− 1I2
)
Ġ2 = G3G1
(
1
I1
− 1I3
)
Ġ3 = G1G2
(
1
I2
− 1I1
)
.
(E.4)
L’orientation du corps dans un repère d’inertie R est donnée par la matrice de rotation Q dont les
vecteurs colonnes correspondent aux coordonnées dans le repère R des vecteurs I, J, K associés aux
axes principaux d’inertie. Ainsi
Qe1 = I (E.5)
Qe2 = J (E.6)
Qe3 = K. (E.7)
L’équation pour la matrice de rotation est
Q̇ = Q
(
I−1G
)
×, (E.8)
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où
I =


A 0 0
0 B 0
0 0 C

 . (E.9)
est la matrice d’inertie, qui est diagonale dans un repère associé aux axes principaux, comme c’est le
cas ici pour le repère RC . La matrice
(
I−1G
)
× est définie pour tout vecteur u par le produit vectoriel
((
I−1G
)
×
)
u =
(
I−1G
)
× u.
E.1 Solution pour le moment cinétique
Nous allons détailler ici la méthode proposée par Landau et Lifchitz (1982) pour résoudre les
équations d’Euler. Elle consiste à exprimer G1 et G3 en fonction de G2
G21 =
I1
I3 − I1
[
(
2I3H −G2
)
− I3 − I2
I2
G22
]
(E.10)
G23 =
I3
I1 − I3
[
(
2I1H −G2
)
− I1 − I2
I2
G22
]
. (E.11)
Cela permet de déduire l’équation différentielle vérifiée pour G2
Ġ22 =
(
2I3H −G2
) (
G2 − 2I1H
)
I1I3
(
1− (I3 − I2)G
2
2
I2 (2I3H −G2)
)(
1− (I1 − I2)G
2
2
I2 (2I1H −G2)
)
. (E.12)
Le signe de Ġ2 étant donné par sign(Ġ2) = sign(G3G1(I3 − I1)), l’équation différentielle vérifiée par
G2 devient
Ġ2 = sign (G3G1 (I3 − I1))
√
(2I3H −G2) (G2 − 2I1H)
I1I3
(
1− (I3 − I2)G
2
2
I2 (2I3H −G2)
)(
1− (I1 − I2)G
2
2
I2 (2I1H −G2)
)
.
(E.13)
On peut alors distinguer plusieurs cas en fonction de la valeur de la norme du moment cinétique.
E.1.1 2I1H < 2I2H < G2 < 2I3H ou 2I1H > 2I2H > G2 > 2I3H
G oscille autour du point fixe G = ±√2I3He3 et G3 ne change pas de signe d’après le portrait de
phase représenté par Landau et Lifchitz (1982). Ainsi sign (G3) = sign (G3 (0)). On note
x = G2
√
I3 − I2
(2I3H −G2) I2
(E.14)
k2 =
2I3H −G2
2I1H −G2
I1 − I2
I3 − I2
(E.15)
ωp = sign (G3 (0)) sign (I2 − I3)
√
(2I1H −G2) (I2 − I3)
I1I2I3
(E.16)
τ = ωpt, (E.17)
avec k2 < 1. x vérifie l’équation différentielle
− sign (G1)
dx
dτ
=
√
(1− x2) (1− k2x2), (E.18)
soit
(
dx
dτ
)2
=
(
1− x2
) (
1− k2x2
)
. (E.19)
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Cette dernière équation peut être résolue avec
x = σsn (τ + ǫ, k) (E.20)
ǫ = arcsn
(
σG2 (0)
√
I3 − I2
(2I3H −G2) I2
, k
)
(E.21)
pour σ = ±1. L’expression de G2 est ainsi
G2 (t) = σ
√
(2I3H −G2) I2
I3 − I2
sn (ωpt+ ǫ, k) . (E.22)
Pour déterminer le signe de σ, nous considérons le signe de
Ġ2 (0) = ωpσ
√
(2I3H −G2) I2
I3 − I2
cn (ǫ, k) dn (ǫ, k) . (E.23)
Or sign(Ġ2(0)) = sign (G3 (0)G1 (0) (I3 − I1)) et −K ≤ ǫ ≤ K avec K = arcsn (1, k) et cn (ǫ, k) ≥ 0.
De plus dn (ǫ, k) ≥ 0 et ainsi σ = −sign (G1 (0)). L’expression de G2 devient
G2 (t) = −sign (G1 (0))
√
(2I3H −G2) I2
I3 − I2
sn (ωpt+ ǫ, k) (E.24)
avec
ǫ = −sign (G1 (0)) arcsn
(
G2 (0)
√
I3 − I2
(2I3H −G2) I2
, k
)
. (E.25)
En remplaçant G2 dans l’équation (E.10), on obtient
G21 =
I1
(
2I3H −G2
)
I3 − I1
(
1− sn2 (ωpt+ ǫ, k)
)
(E.26)
soit
G1 (t) = σ
√
(2I3H −G2) I1
I3 − I1
cn (ωpt+ ǫ, k) . (E.27)
G1 (0) = σ
√
((2I3H −G2)I1)/(I3 − I1)cn(ǫ, k) avec cn (ǫ, k) ≥ 0 et ainsi σ = sign (G1 (0)). On en
déduit l’expression de G1
G1 (t) = sign (G1 (0))
√
(2I3H −G2) I1
I3 − I1
cn (ωpt+ ǫ, k) . (E.28)
En remplaçant G2 dans l’équation (E.11), on obtient
G23 =
I3
(
2I1H −G2
)
I1 − I3
(
1− k2sn2 (ωpt+ ǫ, k)
)
(E.29)
soit
G3 (t) = σ
√
(2I1H −G2) I3
I1 − I3
dn (ωpt+ ǫ, k) . (E.30)
G3 (0) = σ
√
(2I1H −G2)I3)/(I1 − I3)dn(ǫ, k) avec dn (ǫ, k) ≥ 0 et ainsi σ = sign (G3 (0)). On en
déduit l’expression de G3
G3 (t) = sign (G3 (0))
√
(2I1H −G2) I3
I1 − I3
dn (ωpt+ ǫ, k) . (E.31)
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E.1.2 2I1H < G2 < 2I2H < 2I3H ou 2I1H > G2 > 2I2H > 2I3H
G oscille autour du point fixe G = ±√2I1He1 et sign (G1) = sign (G1 (0)). On note
x = G2
√
I1 − I2
(2I1H −G2) I2
(E.32)
k2 =
2I1H −G2
2I3H −G2
I3 − I2
I1 − I2
(E.33)
ωp = −sign (G1 (0)) sign (I2 − I1)
√
(2I3H −G2) (I2 − I1)
I1I2I3
(E.34)
τ = ωpt (E.35)
avec k2 < 1. x vérifie l’équation différentielle
− sign (G3)
dx
dτ
=
√
(1− x2) (1− k2x2), (E.36)
soit
(
dx
dτ
)2
=
(
1− x2
) (
1− k2x2
)
. (E.37)
Cette équation différentielle peut être résolue pour
x = σsn (τ + ǫ, k) (E.38)
ǫ = arcsn
(
σG2 (0)
√
I1 − I2
(2I1H −G2) I2
, k
)
(E.39)
pour σ = ±1. G2 peut alors s’exprimer sous la forme
G2 (t) = σ
√
(2I1H −G2) I2
I1 − I2
sn (ωpt+ ǫ, k) . (E.40)
Pour déterminer σ, nous considérons le signe de
Ġ2 (0) = ωpσ
√
(2I1H −G2) I2
I1 − I2
cn (ǫ, k) dn (ǫ, k) . (E.41)
Or sign(Ġ2(0)) = sign (G3 (0)G1 (0) (I3 − I1)) et −K ≤ ǫ ≤ K avec K = arcsn (1, k) et cn (ǫ, k) ≥ 0.
De plus dn (ǫ, k) ≥ 0 et ainsi σ = −sign (G3 (0)). L’expression de G2 devient
G2 (t) = −sign (G3 (0))
√
(2I1H −G2) I2
I1 − I2
sn (ωpt+ ǫ, k) (E.42)
avec
ǫ = −sign (G3 (0)) arcsn
(
G2 (0)
√
I1 − I2
(2I1H −G2) I2
, k
)
. (E.43)
En remplaçant G2 dans l’équation (E.10), on obtient
G21 =
(
2I3H −G2
)
I1
I3 − I1
(
1− k2sn2 (ωpt+ ǫ, k)
)
(E.44)
soit
G1 (t) = σ
√
(2I3H −G2) I1
I3 − I1
dn (ωpt+ ǫ, k) . (E.45)
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G1 (0) = σ
√
(2I3H −G2)I1/(I3 − I1)dn (ǫ, k) avec dn (ǫ, k) ≥ 0 et ainsi σ = sign (G1 (0)). On en
déduit l’expression de G1
G1 (t) = sign (G1 (0))
√
(2I3H −G2) I1
I3 − I1
dn (ωpt+ ǫ, k) . (E.46)
En remplaçant G2 dans l’équation (E.11), on obtient
G23 =
(
G2 − 2I1H
)
I3
I3 − I1
(
1− sn2 (ωpt+ ǫ, k)
)
(E.47)
soit
G3 (t) = σ
√
(G2 − 2I1H) I3
I3 − I1
cn (ωpt+ ǫ, k) . (E.48)
G3 (0) = σ
√
(G2 − 2I1H)I3/(I3 − I1)cn (ǫ, k) avec cn (ǫ, k) ≥ 0 et ainsi σ = sign (G3 (0)). On en déduit
l’expression de G3
G3 (t) = sign (G3 (0))
√
(2I1H −G2) I3
I1 − I3
cn (ωpt+ ǫ, k) . (E.49)
E.2 Solution pour la matrice de rotation
À partir de la solution du moment cinétique, on peut déduire celle de la matrice de rotation à partir
de la solution proposée par Celledoni et al. (2008), que nous allons détailler.
R est le repère d’inertie et RC le repère du solide. R0 est le repère d’inertie qui coïncide pour t = 0
à RC et Q′ (t) la matrice de rotation dans R0. Q (0) correspond à l’application identité de R0 à R,
d’où Q (t) = Q (0)Q′ (t) avec Q′ (0) = I, où I est la matrice identité. R est une rotation définie par
Re3 = g/G avec g le moment cinétique dans le repère d’inertie R0 et ne dépend pas du temps. Elle
permet d’obtenir à partir de R0 le repère d’inertie R′0. P (t) est une rotation définie par P (t)w = e3
pour w = G/G. Son inverse permet d’obtenir à partir de RC le repère R′C . Les repères R′0 et R′C
présentent tous deux comme troisième axe de leurs bases le moment cinétique w. Ainsi la rotation
Y (t) autour de w permet d’obtenir R′C à partir de R′0. La matrice de rotation Q′(t) est ainsi donnée
par
Q′ (t) = RY (t)P (t) . (E.50)
Plusieurs possibilités existent pour P (0) et R. Pour avoir Q′ (0) = I = RY (0)P (0), Celledoni et al.
(2008) décident de prendre Y (0) = I et R = P (0)−1. Ainsi Q′ (t) = P (0)−1 Y (t)P (t). La matrice de
rotation Q (t) peut s’exprimer alors sous la forme
Q (t) = Q (0)P (0)−1 Y (t)P (t) , (E.51)
où Y est une rotation d’angle ψ autour de e3. Celledoni et al. (2008) doivent déterminer l’expression de
ψ pour calculer la matrice de rotation Q(t). Q̇ (t) = Q (0)P (0)−1 Ẏ (t)P (t) +Q (0)P (0)−1 Y (t) Ṗ (t)
et Q̇ = Q
(
I−1G
)
× permettent d’obtenir P (t)
(
I−1G
)
× = Y −1 (t) Ẏ (t)P (t) + Ṗ (t). En utilisant
Y −1 (t) Ẏ (t) = ψ̇e3×, la dérivée de ψ peut s’exprimer selon
ψ̇e3× =
(
P (t) I−1G
)
×−Ṗ (t)P−1 (t) . (E.52)
Pour isoler ψ̇, Celledoni et al. (2008) appliquent cette équation au vecteur e1 et prennent le produit
scalaire avec e2. Dans la base orthonormée (a,b,w) de R′C ,
(
Ṗ (t)P−1 (t) e1
)
.e2 =
(
Ṗ (t)a
)
.e2 =
a.ḃ = −ȧ.b est vérifié comme a.b = 0. L’expression
((
P (t) I−1G
)
× e1
)
.e2 = P
−1 (t) e3.
(
I−1G
)
=
w.
(
I−1G
)
= 2HG permet d’aboutir à la proposition 2.2 de Celledoni et al. (2008)
ψ̇ =
2H
G
+ ȧ.b. (E.53)
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w.a = w.ẇ/‖ẇ‖ = 0 comme ‖w‖ = 1 et Celledoni et al. (2008) considèrent afin d’exprimer P la base
orthonormée (a,b,w), où a = ẇ/‖ẇ‖ et b = w× ẇ/‖ẇ‖. L’inverse de P (t) présente les coordonnées
des vecteurs (a,b,w) de RC . Or
ȧ = − 1‖ẇ‖
d‖ẇ‖
dt
a+
ẅ
‖ẇ‖ , (E.54)
ẅ =
dẇ
dt
= ‖ẇ‖
(
a×
(
I−1G
)
+Gw ×
(
I−1a
))
, (E.55)
d’où
ȧ.b = −2H
G
+Ga.
(
I−1a
)
. (E.56)
ψ̇ peut s’exprimer alors
ψ̇ = Ga.
(
I−1a
)
= G
G21G
2
2
(
1
I2
− 1I1
)2
1
I3
+G22G
2
3
(
1
I3
− 1I2
)2
1
I1
+G23G
2
1
(
1
I1
− 1I3
)2
1
I2
G21G
2
2
(
1
I2
− 1I1
)2
+G22G
2
3
(
1
I3
− 1I2
)2
+G23G
2
1
(
1
I1
− 1I3
)2 . (E.57)
Les expressions des équations (E.10) et (E.11) permettent de remplacer G21 et G
2
3 par G
2
2 pour obtenir
ψ̇ = G
2 (I2 − I1) (I3 − I2)HG22 + I2
(
2I1H −G2
) (
2I3H −G2
)
G22G
2 (I2 − I1) (I3 − I2) + I22 (2I1H −G2) (2I3H −G2)
(E.58)
=
2H
G
− I2
G
(
2I1H −G2
) (
2I2H −G2
) (
2I3H −G2
)
G22G
2 (I2 − I1) (I3 − I2) + I22 (2I1H −G2) (2I3H −G2)
. (E.59)
E.2.1 2I1H < 2I2H < G2 < 2I3H ou 2I1H > 2I2H > G2 > 2I3H
En remplaçant G2 par l’expression de l’équation (E.24), ψ̇ devient
ψ̇ =
2H
G
− 2I2H −G
2
GI2
1
1− nsn2 (ωpt+ ǫ, k)
, (E.60)
où
n =
G2 (I1 − I2)
(2I1H −G2) I2
. (E.61)
Avec ψ (0) = 0, la solution pour l’angle ψ est alors
ψ (t) =
2H
G
t− 2I2H −G
2
GI2ωp
(Π (am (ωpt+ ǫ, k) , n, k)−Π(am (ǫ, k) , n, k)) , (E.62)
où Π(am (t, k) , n, k) =
∫ t
0 1/(1−nsn2(t′, k))dt′ est l’intégrale elliptique incomplète de troisième espèce
pour l’amplitude am (t, k) = arcsin (sn (t, k)).
E.2.2 2I1H < G2 < 2I2H < 2I3H ou 2I1H > G2 > 2I2H > 2I3H
En remplaçant G2 par l’expression de l’équation (E.42), ψ̇ devient
ψ̇ =
2H
G
− 2I2H −G
2
GI2
1
1− nsn2 (ωpt+ ǫ, k)
, (E.63)
où
n =
G2 (I3 − I2)
(2I3H −G2) I2
(E.64)
et la solution pour l’angle ψ est alors
ψ (t) =
2H
G
t− 2I2H −G
2
GI2ωp
(Π (am (ωpt+ ǫ, k) , n, k)−Π(am (ǫ, k) , n, k)) . (E.65)
Remarque : Lorsque 2I1H < G2 < 2I2H < 2I3H, la solution donnée par Celledoni et al. (2008) ne
présente pas le bon signe devant l’intégrale elliptique incomplète de troisième espèce.
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Résumé
Le sujet de cette thèse est l’étude de la ro-
tation à long terme des corps célestes.
La première partie est consacrée à l’étude
de la rotation à long terme de Cérès et
Vesta, les deux corps les plus massifs de
la ceinture principale d’astéroïdes. Ils sont
l’objet d’étude de la sonde spatiale Dawn,
qui a permis de déterminer précisément les
caractéristiques physiques et de rotation
nécessaires au calcul de leurs rotations. La
distribution de glace sous et à la surface de
Cérès dépend du mouvement de son axe
de rotation par le biais de l’obliquité, incli-
naison de l’équateur sur l’orbite. Les rota-
tions de Cérès et Vesta étant rapides, l’évo-
lution à long terme des axes de rotation de
Cérès et Vesta a été obtenue à l’aide d’une
intégration symplectique des équations de
la rotation, où une moyenne a été réalisée
sur la rotation propre rapide. La stabilité
des axes de rotation de Cérès et Vesta a
été étudiée en fonction des paramètres de
la rotation avec un modèle séculaire semi-
analytique, qui a permis de montrer que les
axes de rotation ne présentaient pas de ca-
ractère chaotique.
La seconde partie concerne le développe-
ment d’intégrateurs symplectiques dédiés
au corps solide. L’intégration de la rotation
propre d’un corps solide nécessite d’inté-
grer les équations issues du hamiltonien du
corps solide libre. Ce hamiltonien est certes
intégrable et présente une solution expli-
cite nécessitant l’usage des fonctions ellip-
tiques de Jacobi, cependant le coût numé-
rique de ces fonctions est élevé. Lorsque le
hamiltonien du corps solide libre est cou-
plé avec une énergie potentielle, l’orienta-
tion du corps doit être calculée à chaque
pas d’intégration, ce qui augmente le temps
de calcul. Des intégrateurs symplectiques
ont ainsi été précédemment proposés pour
le corps solide libre. Dans ce travail, des in-
tégrateurs spécifiques au corps solide ont
été développés en utilisant les propriétés
de l’algèbre de Lie du moment cinétique.
Mots Clés
Mécanique céleste, rotation des corps so-
lides, Cérès, Vesta, intégrateurs symplec-
tiques, algèbre de Lie
Abstract
This thesis concerns the long-term rotation
of celestial bodies.
The first part is a study of the long-term
rotation of Ceres and Vesta, the two hea-
viest bodies of the main asteroid belt. The
spacescraft Dawn studied these two ob-
jects and determined the physical and rota-
tional characteristics, which are necessary
for the computation of their rotations. The
ice distribution under and on the surface of
Ceres depends on the evolution of the obli-
quity, which is the inclination of the equato-
rial plane on the orbital plane. As the rota-
tions of Ceres and Vesta are fast, the long-
term evolution of the spin axes of Ceres
and Vesta was obtained by realizing a sym-
plectic integration of the equations of the
rotation averaged on the fast proper rota-
tion. The stability of the spin axes of Ceres
and Vesta was studied with respect to the
parameters of the rotation with a secular
and semi-analytical model, which allowed
to show that the spin axes are not chaotic.
The second part concerns the development
of symplectic integrators dedicated to the ri-
gid body. The integration of the proper ro-
tation of a rigid body needs to integrate
the equations given by the Hamiltonian of
the free rigid body. This Hamiltonian is in-
tegrable and presents an explicit solution
using the Jacobi elliptic functions. Howe-
ver, the numerical cost of these functions
is high. When the Hamiltonian of the free ri-
gid body is coupled to a potential energy,
the orientation of the body is needed at
each step, which increases the computa-
tion time. Symplectic integrators were then
previously proposed for the free rigid body.
In this work, symplectic integrators dedica-
ted to the rigid body were developed using
the properties of the Lie algebra of the an-
gular momentum.
Keywords
Celestial mechanics, rotation of rigid bo-
dies, Ceres, Vesta, symplectic integrators,
Lie algebra
