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ABSTRACT
Composers and synthesists have long attempted to represent and extend the
sounds of natural acoustic instruments using whatever synthesis methods they've had
at their disposal. This thesis contains a model for estimating synthesis parameters for
one of these methods, FM synthesis. The FM synthesis method is chosen due to its
well definedness (allowing a mathematical model to be developed) and its current popu-
larity in the music community.
A method of extracting FM synthesis parameters from sampled sounds using
optimal estimation techniques (specifically the Kalman Filter) is examined and modeled
for multiple modulator-carrier oscillator configurations. The time-varing spectra of the
sound is first examined to identify changes in the harmonic content of the sound
(between the attack portion and steady state portion of the signal, for instance), and
segmented accordingly. An FM oscillator configuration or algorithm is then selected
from a set of seven which best models the harmonic structure of the sound. A model of
this configuration is then used in the Kalman filter equations to estimate the optimal
values of the parameters which make up the model.
This thesis contains a description of the complete estimation system. Kalman
filter equations are provided for each algorithm. Time constraints did not allow imple-
mentation and testing of the system, but the author believes further investigation of
this method would prove fruitful.
Thesis Supervisor: Barry L. Vercoe
Title: Professor of Media Arts and Sciences
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CHAPTER 1
Introduction
The current decade has seen many new synthesis techniques become available to
the music community in hardware form. The most interesting have been designed with
increased flexibility of timbral creation in mind. But this flexibility often introduces
increased complexity, which unfortunately leads to decreased intuition for realizing
desired timbres on the instrument.
The subtractive synthesis of the 70's had a much more block diagram / modular
approach to sound synthesis, making it more "user-friendly". Inevitably, research and
technological advance has lead to the development of other techniques of sound syn-
thesis. Methods have been created for increased timbral quality, decreased parameter
specification, and re-implementations of earlier techniques to take advantage of particu-
lar hardware advances. Not all have been designed for ease of use. For some users, the
difficulty of creating new timbres on their synthesizers leads them to abandon the cause
altogether. These users will rely solely on the "preset" timbres provided by the
manufacturer.
A common use for synthesizers is to emulate natural sounds and acoustic instru-
ment sounds. This is evident in that much research on sound synthesis has historically
been, and is still, dedicated to synthesizing orchestral instruments. This is typically
done by "sampling" the sound to be synthesized, analyzing it to obtain its time varying
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spectra, then attempting to re-create (synthesize) the spectra via some synthesis
method. Synthesis with commercial electronic instruments requires the user to under-
stand the function of all parameters involved in the particular method being used. For
those who do not, the synthesis experience can be very frustrating. What is really
needed is a computational method with the ability to estimate the optimal choice of
parameters to represent the sampled sound for a given synthesis device. Naturally, an
exact representation of a given sound is unlikely, but some of the commercial machines
can come very close, and with a little manipulation from there, whole families of com-
plementary, or "hybrid", instruments can be conceived.
To a certain degree the increased availability of digital sampling devices has pro-
vided a portable and affordable means of using the sampled sounds themselves in com-
position and performance. They operate on the samples of the sound itself, not a
parametric representation of it. Consequently, it isn't possible to compose "hybrid"
sounds, only use the actual acoustic sound. To make better use of the flexibility of
sound synthesis, yet provide a means to represent natural sounds, an analysis method is
desired which can be customized for a particular synthesis scheme.
1.1. Outline of Thesis Method
This thesis presents a method of estimating synthesis parameters for the FM syn-
thesis method. FM (frequency modulation) synthesis allows the creation of complex
sounds containing many harmonics by using an oscillator of one frequency to modulate
the frequency of another. The harmonic pattern created is mathematically
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deterministic, but highly non-linear. It is this non-linearity that makes the sounds
created interesting, but also their creation less intuitive. Multiple oscillators may be
interconnected in many different ways, each having its own definitive spectral pattern.
These interconnections are called algorithms. More detailed discussion of FM is given
in Chapters 2 and 4.
Because of the small number of parameters needed to describe an algorithm, FM
synthesis was an attractive method to implement in VLSI chips. This has lead to inex-
pensive, yet powerful commercial synthesizers. The current popularity of the Yamaha
X-series synthesizers [Chowning and Bristow, 1986], which use the FM synthesis
method, made FM a logical choice for this study. It is also the method for which I per-
sonally have the most intuitive sense and hardware availability.
The system devised to accomplish the FM parameter estimation task is shown in
Figure 1. There are three main "sections" to the system: 1) the preprocessor, 2) the
Kalman filter, and 3) envelope implementation. Each will be discussed briefly.
1.1.1. The Preprocessor
The function of the preprocessor section is to make rough estimates of the organi-
zation of the sound being analyzed and to extract initial estimates of the necessary FM
parameters to act as measurements for the Kalman filter section. Specifically, the
preprocessor "looks" at the spectrum of a sound over time, selects an FM algorithm to
create that spectrum, then estimates initial values for that algorithm. The set of FM
algorithms available for selection are predetermined by the hardware on which the
-9-
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"Preprocessor"
Figure 1. Block diagram of the FM parameter estimation system.
sound is to be synthesized.
A pitch tracker [Brown and Puckette, 19871, using a "narrowed" autocorrelation
method, was used to extract a fundamental pitch estimate for the sound, and the same
autocorrelation was used to identify other prominent frequencies (modulation frequen-
cies, "secondary" fundamentals for other carrier oscillators, etc.). STFTs (Short Time
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Fourier Transforms), using the FFT for efficiency, were taken to get estimates of
modulation frequencies at various times over the evolution of the sound. The STFTs
also serve to identify regions of the spectrum which may be assigned their own oscilla-
tor configuration, or where more complex modulation is necessary. This type of seg-
mentation allows (for instance) attack portions of the sound to be treated differently
from steady state portions.
Each FM algorithm has a somewhat inherent structure to its spectrum. Since a
rough idea of the overall spectrum of the sound is obtained from the STFTs, this allows
certain algorithms to be immediately ruled out as possible candidates for the sound
synthesis. Of the remaining possible algorithms, one is chosen based on it's ability to
best handle the various spectrally different segments of the sound.
Once the algorithm is selected, the estimated frequency for each oscillator and
measurements of the signal amplitude are passed to the Kalman filtering section.
1.1.2. Kalman Filtering Section
The Kalman filtering section is an implementation of an optimal estimation
method called Kalman filtering. It requires a configuration specification of the system
from which parameters are to be estimated. A Kalman filter model has been developed
for each of the FM algorithms considered in the system. These models accept input
measurements from the preprocessor section and estimated noise statistics describing
random perturbations to the measurements. The output is given as estimates over the
duration of the signal of the oscillator frequencies and amplitude envelope traces for
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each oscillator. The Kalman filter will be described in more detail in Chapter 3.
Ideally, one would like the preprocessor section to pass only one possible algorithm
configuration to the Kalman filter section for a given sampled sound. However, there
will often be more than one possible implementation of a sound. If more than one algo-
rithm is considered a possible candidate, the Kalman filter routine for each algorithm
can be run and a decision made later as to which gives the most desirable result.
1.1.3. Envelope Parameter Extraction
Given estimated amplitude envelopes for each of the oscillators, we then segment
them into piecewise linear regions. Each region is bounded by endpoints. The end-
points are beginning and ending amplitude "levels" for the region, and the slope of the
line connecting them is the "rate" for that region. Region endpoints are determined by
noting places in the envelope traces where there are obvious derivative changes. These
levels and rates are estimated from tables given in [Chowning and Bristow, 1986] if
they are modulation index traces (amplitude envelopes from modulator oscillators).
Output amplitude traces are estimated on an "absolute" scale of highest amplitude
point corresponds to highest oscillator amplitude value, and linearly estimated down
from there. This is necessary due to the present lack of available amplitude graphs for
the X-series synthesizers.
Performance can be evaluated in one of two ways: 1) Let the user decide! Sim-
ply implement each patch extracted by the system, and decide for yourself which is
best, or if it sounds like the original at all; or 2) Sample the sound obtained by the
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estimated patch and determine if the error between the spectra of the original and the
synthesized sound is below some threshold. The initial performance of the system can
be studied by sampling a sound created by an FM algorithm (with known parameters)
and comparing the parameters estimated (reverse-engineered) by the program with
those known to create the sound.
I've chosen to model only 4-operator X-series synthesizers (operator is a term of
Yamaha's meaning oscillator) such as used in the DX21, FBO1, and CX5M for this
thesis. Only sine wave oscillators are considered. There are eight FM algorithms in
these units. The models formulated may be extended to algorithms with a higher
number of operators such as those found on the DX7 which has 6 operators and 32
algorithms. Two of the 4-oscillator algorithms are identical except for the "oscillator
feedback" function. We ignore this effect in the analysis due to its mathematical com-
plexity: it has few uses in the analysis of acoustic sounds. This reduces the number of
algorithms to be modeled to seven.
1.2. Implementation
For this thesis, a rough preprocessor was built to pitch track, take FFT's, observe
spectral changes (ie. between attack and steady state), and estimate initial carrier and
modulation frequencies for a general 2-oscillator stack (one carrier and one modulator
oscillator). Kalman filter models for all seven FM algorithms were formulated, as well
as the general 2-oscillator stack. Time did not permit detailed implementation and per-
formance testing to be done on the system, but I remain hopeful of this method's
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viability.
The following chapters contain an explanation of Linear Dynamic Systems, the
Kalman filter, and the Kalman filter models of the general 2-oscillator stack and seven
4-oscillator FM algorithms.
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CHAPTER 2
Previous Methods
In this chapter, I will provide a brief description of earlier analysis and synthesis
methods. The purpose here is to present to the reader some of the most widely used
analysis/synthesis techniques in music today with the goal of presenting the motivation
and desirability for a system of the kind described in this thesis.
Much work has been done in analyzing acoustic instruments for the purpose of
gaining insight into their time-evolving spectra. [Risset, 1966], [Risset and Mathews,
1969], [Morrill, 1977], [Moorer et al., 1977a, 1977b, and 1978], have analyzed trumpets,
oboes, clarinets, and violins, in order to understand the parts of a sound most responsi-
ble for our perception of it. [Strawn, 1986, 1987] studied the transition between notes
played on the same instrument to better understand the decay/attack interaction
between notes. These perceptually important segments are the ones which must be
synthesized most carefully for a quality realization of a particular instrument.
2.1. Additive Synthesis
Additive synthesis is a means of representing each harmonic component of a sound
with a single sine wave oscillator. The amplitude and frequency of each oscillator is
varied over the duration of the sound with the time varying envelopes for each har-
monic extracted from a spectral analysis of the acoustic sound. A bank of these time-
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varying sine wave oscillators (one oscillator for each harmonic component of the sound)
is summed to synthesize the original sound. Much of John Grey's doctoral thesis work
[Moorer et al., 1977, 1977, and 1978] involved fitting piece-wise linear segments to the
continually changing harmonic envelopes to attempt data reduction without sacrificing
perceptual quality. Two of these analysis methods have been used prominently, the
heterodyne filter, and the phase vocoder.
2.1.1. The Heterodyne Filter
The heterodyne filter [Moorer 1975] assumes a predominantly harmonic spectra. It
derives the time varying amplitude and frequency envelopes of a sound by "heterodyn-
ing" (multiplying the sound by a cosine and sine function at integer multiples of the
provided or estimated fundamental to shift the harmonic frequency to be centered at
zero Hz) then low pass filtering to remove all other harmonics. The cosine- and sine-
multiplied terms respectively are then the "in phase" and "quadrature" terms of the
original signal at that harmonic. The amplitude, instantaneous phase and frequency
can be extracted from these terms.
2.1.2. The Phase Vocoder
The phase vocoder [Moorer, 1978] and [Dolson, 1987] works much like the hetero-
dyne filter in its extraction of the amplitude and phase of the signal at particular fre-
quency regions in the time domain, but assumes nothing about the signal prior to
analysis (for example, the fundamental frequency). A bank of equally spaced bandpass
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filters (bins) covering the whole sub-nyquist frequency range is used and an amplitude
and frequency envelope for each bin is extracted (usually there are many more bins
than harmonics). The amplitude and phase of STFTs may also be used for frequency
domain analysis with the frequencies of the STFT being analogous to the center fre-
quencies of the bandpass filter bins.
These methods are more suitable for non-real-time systems with large amounts of
memory, but since the analysis produced is of an additive synthesis type (an oscillator
for every partial), they are difficult and expensive to design into portable real-time
hardware systems.
2.2. Subtractive Synthesis
In subtractive synthesis, a waveform with many harmonics (often an impulse train)
is used to model the basic harmonic structure of a sound. The timbre of the sound is
then created by shaping the waveform's spectrum with filters. Much speech synthesis
has been done with this method by passing an impulse train which models the periodic
pulses of the glottis through a bank of bandpass filters simulating the frequency
response of the vocal tract, mouth, and nasal cavity. Musically, this has been used to
create vowel sounds for composition [Slawson, 1969].
Subtractive synthesis was also the most popular synthesis method for commercial
analog synthesizers in the 1970's. It is still being used by many manufacturers today.
The idea was that most natural instruments had either all integer related harmonics, or
only the odd harmonics. A voltage controlled oscillator (VCO) using a sawtooth wave
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(all harmonics present, like many brass instruments) or a square wave (only odd har-
monics, like woodwinds) would be used as the basis for a sound, the frequency of the
oscillator being the pitch of the sound. Filtering of the sound by a voltage controlled
filter (VCF) then accentuated or attenuated particular harmonics as per the instru-
ment to be synthesized. The center and/or cutoff frequencies of these filters could be
time-varying via ADSR (Attack, Decay, Sustain, and Release) envelopes to simulate
the time-varying strength of certain partials. Often, more than one oscillator was used
to simulate various parts of the spectra. The overall amplitude of the sound was con-
trolled by a voltage controlled amplifier (VCA). Synthesis took place largely by trial
and error, but the principle was easily understood by those desiring to synthesize par-
ticular sounds. See Figure 2.
2.3. Digital Samplers
Digital samplers have become a useful portable sound source as the cost of
memory storage has decreased. The user simply makes a digital recording of a sound,
VCO 0 VCF - - VCA - --
LFO ADSR ADSR
Figure 2. Subtractive synthesis block diagram.
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and loops (repeats) the periodic structure to obtain sounds of any length. The attack
and decay transients are retained at the beginning and end of the sound to maintain
the perceptual qualities of the sound. This technology allows the user to use the sam-
pled sound directly, but because of the limited processing available (very few change-
able parameters), many artistic extensions (the "hybrid" sounds described above) are
not possible.
2.4. Frequency Modulation
Frequency modulation, when applied to audio-band modulation and carrier signals
[Chowning, 1973], provides a means of obtaining very complex spectra, which evolve in
interesting ways over time, with very few oscillators. This is the method currently used
in Yamaha X-series [Chowing and Bristow, 1986] synthesizers. The equation describing
a simple FM system is:
S(t) = A (t)sin(27rfet + I(t)sin (2rfmt))
Where A (t) is the amplitude envelope, f, is the carrier frequency, I(t) is the modula-
tion index envelope, and fm is the modulation frequency.
These instruments have had a tremendous impact on the music making commun-
ity. The spectra obtained via the FM synthesis method is not generally intuitive
(slightly changing certain parameters can give very different and often unexpected
results). It is difficult to select parameters which will synthesize a particular sound,
even given detailed data on the time evolving spectrum.
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2.5. Previous FM Parameter Estimation Methods
2.5.1. The Hilbert Transform
[Justice, 1979] developed a method for estimating FM parameters from sampled
sounds and [Payne, 1987] is currently attempting to use this method to extract parame-
ters specifically for the DX7. The method involves forming a purely imaginary signal
orthogonal to the purely real sampled signal via the Hilbert transform relations:
f(t)= -f f (u)/(t - u) ]du(t -oo
F(w) = -j sgn(w) F(w)
where f (t) is a purely real sampled signal.
The time varying amplitude envelope A (t) and phase p (t) of the signal is
extracted via the following relations:
A (t) = \/f2(t) + "f2 (t)
p (t) =tan--' f(t)/If (t)
The phase is unwrapped [Oppenheim and Schafer, 1975; Tribolet, 1977] and the
slope of a "best-fit" line through the time-varying phase is the carrier frequency. The
difference between the time-varying phase and this "best-fit" line is the modulating sig-
nal. This process is repeated recursively until the effective modulating signal is zero (or
below some error threshold).
- 20 -
[Payne, 1987] also has a new method based on autocorrelation that he is research-
ing, to in an effort to detect the modulating frequencies from peaks in the autocorrela-
tion function.
2.5.2. Kalman Filter Methods
[Risberg, 1980] devised a method of estimating FM synthesis parameters using the
Extended Kalman Filter (EKF), an estimation technique often found in communica-
tions and control theory. He proposed to extend methods of demodulating narrowband
FM signals by [Gustafson and Speyer, 1976] and [Brown et al., 1977] who were using
Kalman Filtering techniques to simulate Phase Locked Loops for FM demodulation in
communications systems. Risberg modeled a single carrier-modulator oscillator stack
with simple envelopes. This method will be more closely examined in Chapter 4.
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CHAPTER 3
The Kalman Filter
The Kalman filter is an example of a recursive estimation filter. A recursive esti-
mation filter is one in which there is no need to store past measurements in order to
compute present estimates. A complete description of Kalman filtering can be found in
[Gelb, 1974] chapters 4 and 6, but a fairly through description will be given here due
the importance of the method to the subject of this thesis.
Before embarking on an explanation of the Kalman filtering method, some back-
ground information in Linear Dynamic Systems will be presented. A more detailed
account may be found in [Gelb, 1974], Chapter 3.
3.1. Linear Dynamic Systems
3.1.1. State Space Notation
Much work in signal processing, control theory, and estimation theory is classically
done in the frequency domain. Often the modeling and system description in the fre-
quency domain is not as close to physical reality as time domain methods. Modeling in
the time domain provides a better means of modeling statistical descriptions into the
system behavior, as well as offering a more convenient notational description.
We can represent a basic linear system by a first order vector-matrix differential
equation as shown:
- 22 -
i(t) = F (t) z(t) + w(t)
where z(t) is the system state vector, w(t) is a random forcing function, typically noise,
i(t) is the derivative of x(t), and F(t) is a matrix operating on z(t).
This is the simplest form of a general first order differential equation and is the
continuous form often used in control and estimation theory. The state vector for a
system is a set of quantities or states of a system that completely describes the
unforced, or homogeneous, solution for that system. Given the state vector at any
point in time, and the forcing and operating matrices for the system from that time for-
ward, the state at any other time may be computed. A block diagram of the system is
shown in figure 3.
To illustrate the state space model, we will use the example given in Risberg
[1980]. Suppose we want to model the motion of a particle. We can assign three states
to describe the particle's motion. Let xi be the distance the particle travels, let z2 be
the velocity of the particle, and let X3 be the acceleration of the particle. The system
w (t) +n x (t)F77 x (t)
Figure 3. Block diagram of a first order vector-matrix differential equation.
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matrix z(t) can then be represented as:
X1
z4t) = z
X3
The entire first order vector-matrix differential equation (repeated here for con-
venience)
(t) = F (t) z(t) + w(t)
can then be expressed as:
zl 0 1 0~ z1 ~0~
X2 = 0 0 1 2 + 0 
X3 -0 0 0. X3 .1.
where w is gaussian white noise. This equation merely states that the velocity is the
derivative of the distance, the acceleration is the derivative of the velocity, and that
the derivative of the acceleration can be modeled by some random perturbation w.
This formation of the motion of a particle problem is stated in state space notation.
W 3 x x
Figure 4. Block diagram of the particle motion example.
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The block diagram of this system is shown in Figure 4. As we can see, the equation is
realized with feedback from a successive string of integrators.
3.1.2. The Transition Matrix
Now that we have a method of notating our system, we would like to find a way
to solve our first order vector-matrix equation or system dynamics equation. We must
first find the solution to the homogenous part of the equation, ie. the equation in which
the random forcing part of the equation w(t) is zero.
The homogeneous unforced matrix differential equation is:
1(t) = F (t) xz(t)
Let's assume first that at some time to the output of all the integrators but one is
0, and the value of the one non-zero integrator output is 1. Also, the input to the sys-
tem is zero. If this is the case, then for all times t > to a solution vector Oi(t,to) can be
found for the state vector z(t). The subscript i refers to the integrator that is non
zero.
X(t,to)/
zs(t~to);
Xn(tto)i
If the output of all the integrators is non-zero, then due to superposition we can
write:
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x (t) = [ 1(tito) 2(tqto) . .. n(t4to z(to)
which is usually written for compactness:
z(t) = 4(t,to) x(to)
The matrix 4(t,to) above is called the transition matrix. If we know the transi-
tion matrix and the state vector at some time to, we can calculate the state vector at
some time t in the future, barring any forcing function effects.
From above, we see that the derivative of the transition matrix can be given by:
- (tto) = F(t) i(t,to) where 4(t,t) = I
dt
so at some time ti,
z(ti) = (tito)z(to)
It is shown in Gelb [1974] that if a system is stationary
4(t~to) = 4(t - to)
then after some calculus:
4(t - to) = e F(t - to)
where F (t) is the system matrix that operates on x(t). This solution makes sense in
that it follows the form for the solution of a first order differential equation, ie. ekt.
3.1.3. Discrete Solution
For digital computer realization of our state space equations, we require a discrete
formulation for our system dynamics equation and solution. This follows directly from
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the solution in the continuous case:
k k-1Xk-1 + Wk-
where:
tk-_1 = '(tk,tk._l)
k-1 ftIt(t )W(r) dr
This can be represented in block diagram form by Figure 5.
3.1.4. Error Covariance Matrices
Almost nothing in the real world is purely deterministic. There is always some
random perturbation or noise associated with any system state or quantity measure-
ment we may make. We represent system states that have some random behavior as
random variables. In the ensuing discussion of error covariance, the state vector quan-
tities and random forcing function will be considered as random variables.
1
Figure 5. Block diagram of discrete realization of first order vector-matrix differential equation.
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Normally, we assume that a measurement is "unbiased" ie. that its expected value
or mean is equal to zero. Generally, this is a valid assumption but in the case where it
isn't, the quantities can easily be manipulated into an unbiased state by subtracting
out the mean or bias.
E[k] = E [ 1zk_1 + Wk-1] = 4-k1E [Ek-1] + E [wk_]
This quantity will equal zero if both z and w are unbiased. Otherwise, these quantities
can be subtracted from their respective biased values to unbias them. E [Xl simply
means the expected value of x or the mean of z.
The covariance of a vector quantity is defined as:
covariance of x = E [(z - E z] )(x - E )T]
= E T - E [] E [z T]
Given that the vector x contains more than one state, we need a way to describe
the behavior between two random variables, rather than a random variable with itself.
This is described by the cross-covariance between two quantities.
covariance of z and y = -E (y - E y)T]
- E zyT - E E [y T]
The error 1 of a random vector x is defined as the difference between an estimate X
and the random vector itself.
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We can then express the covariance of the error or error-covariance as the covari-
ance of the error random vector i . It will be denoted from here on as P.
P=E T ]
As an example, lets say we have a vector ~ with two states _i and i 2 . The error
covariance matrix P would be given by:
~ z2x~ ~.2 ~~ E 11 E ziz!2
i2 i2 E[ iz 2  E[ 2 ]
The error covariance matrix is always a N by N square matrix. The diagonal
terms are the covariances of the unbiased error vector elements and the cross diagonal
terms are a measure of the cross correlation of the vector elements. The cross correla-
tion gives us a measure of the linear dependence between two quantities. The correla-
tion coefficient p can be defined as a specific measure of this dependence.
E [i12]
where a represents the standard deviation of the quantity (the square root of the vari-
ance). If the correlation coefficient is 0, the two quantities are considered linearly
independent from one another. If the correlation coefficient is ±1 , then the two quan-
tities are considered highly dependent upon one another. The value of the correlation
coefficient is always between -1 and +1.
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The covariance matrix can also be computed for the random forcing function wk .
This shows us how dependent the various random noises in the system description are.
The covariance matrix of the random forcing function is denoted by Qk . The following
is the definition of the covariance of the random forcing function when the function is
modeled as a collection of white gaussian random noises, ie. they are all independent of
one another.
T] Qk, k = lE vkwIJ= 0, k*l
Using the integral equation given earlier for updating the random forcing function
wk , and a little algebra (steps shown in Gelb), we can calculate the discrete error
covariance quantity Qk-1 as:
Qk-i = ftkl t(tkT)Q(,r)1T(tk,r)dT
3.1.5. Covariance Error Propagation
The error covariance Pk of the system state vector zk is a measure of the uncer-
tainty of the current estimate of the system state vector I. It is expressed as follows:
k = E [±k! T
where zk is the difference between the estimate and the actual state. If Pk is large,
then there is a large error and therefore our estimate is less "certain". If Pk is small,
the estimate is close to the actual state, and we are more "certain". Since the state
estimate can be updated viz:
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Xk 1 k-1 k-1
then we can see that the error is updated by:
ik = 'k-1 Xk-1 - Wk-1
Therefore, given that we have some known Pk 1 , we can also express the update to
time tk as:
k= E [kT]
Substituting the system vector error update equation into the above, and noting that
the system vector error and the random forcing function noise are uncorrelated:
E [ik _1k _1 = 0
it can be shown that the error covariance update is given by:
Pk =k-1 k-1 k-1 ~~k-1
3.2. The Linear Discrete Kalman Filter
The linear dynamic systems formulations can be applied to a filtering system to
estimate the quantities of the system state vector. The term filtering here refers not to
a frequency domain shaping filter, but to method of filtering out random perturbations
to an otherwise deterministic system. In the Kalman Filter approach, one has some
physical measurements of a process, and wishes to use what is known about that pro-
cess to attempt to estimate the system parameters that produced those measurements.
Physical measurements are invariably corrupted by noise, and it is through modeling
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this noise and the system that these estimates can be made. We will consider the least
squares estimator first and proceed from there.
3.2.1. The Least Squares Estimator
Let us assume that we have a vector of measurements z taken from the output of
a process. We can think of these as being created by some set of parameters combined
in such a way as to define that particular process. Of course since the measurements
were made with some physical device, they are corrupted by noise. These measure-
ments can be described by the following equation:
z = Hz + v
where z is our system state vector, H is the observations matrix (which tells how the
states are combined to give the measurements), and v is the measurement noise associ-
ated with the measurements.
Since we wish to estimate x, we want to choose a value I that minimizes the mean
square error between the actual measurements and an estimate of them....
J = (z - H)T(z - HIz)
If we set the derivative of J with respect to I equal to zero, and solve for I, the
result is:
X = (HTH)-HTz
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If we also include the covariance matrix R which is the error covariance of the
measurement noise v,
R = E v V T]
the solution for I becomes:
= (HTR~H)-lHTR -'z
3.2.2. Recursive Filtering
In the previous least squares estimator problem, it was necessary to keep a history
of all past measurements, the idea being that the more measurements we had, the
closer to the true value of x the value I would become. In a computer problem this is
undesirable since we have limited storage resources. We would like to have an algo-
rithm that would allow us to update our estimate based on the previous estimate and
the latest measurement, making it unnecessary to keep around past measurements. In
the previous section we had:
k k-1Xk-1 + Wk-1
and from our look at measurements we have:
Zk = Hk Xk + Wk
New notation will now be introduced to distinguish between quantities calculated
as a result of including a new measurement and those calculated as propagations of
estimates between measurements. Figure 6 is a time line illustration of these quantities
and this notation. A subscript k/k refers to a quantity just calculated as a result of
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Figure 6. Time line diagram of notation to be used in distinguishing quantities.
the latest measurement at time tk, a subscript k/k-1 refers to a quantity that is
updated between the measurements at times tk-1 and tk, and finally a subscript
k-1/k-1 refers to a quantity that was calculated as a result of the previous measure-
ment at time tk-1 and has not yet been updated to a predicted estimate before the
present (or upcoming) measurement.
With this new notation, we can suggest that we'd like our new estimate of the sys-
tem state to be a weighted combination of the "projected" system state and the
currently obtained measurement, based on the assumed validity of the latest measure-
ment. This can be expressed as:
Xk/k = Kk ./ k-1 + Kkzk
The K gain quantities determine the weighting of the latest measurement and the pro-
jected estimate into the updated estimate.
Incorporating the definition of the error X and the equation for the measurements
vector z, we can solve for Kk in terms of Kk:
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Kk = I - KkHk
then plugging this into the $k/k equation:
k~k= xk/k-1 + Kk [1k - HA~k/k_1
the estimate error is:
ik/k = (I - Kk H) _k/k41 + Kv
This equation shows that the latest value of the state vector estimate is based on
the projected estimate of the state vector and a weighted measurement error term. If
the projected estimate is good, the weighted term will be small showing that not much
new information will be gained from the measurement. If the projected estimate is far
from the measurement, the measurement will be weighted heavily provided it is deter-
mined to be a good measurement. This is the function of the Kalman Gain, Kk.
We must now update the error covariance matrix P. We know the following:
Pk/k = E Ek Xk/ T]
and
E [ _k/k1 k/k-1 T] = Pk/k_1
We will also define Rk as the error covariance of the measurement noise vk.
Rk = E [Ykok T]
and as before, the state vector error estimate and the measurement noise are uncorre-
lated. This leaves upon substitution into the above equations and algebra:
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Pk/k = (I - KkHk)Pk/k-1 (I - KHk) T + KkRkKk'
Once again, more detailed derivations can be found in [Gelb, 1974].
We wish to choose Kk such that the sum of the variances of the system state vec-
tor error estimates is a minimum. This involves forming the sum and setting the
derivative with respect to Kk to zero. When this is done, we find the optimal value for
Kk to be:
Kk = Pk/k-1 Hi4 [HkPk/k_1 Hi4 + Rk]
This is the Kalman gain matrix. It will provide a weighting of the latest measure-
ment vector into the update of the system state vector. Since the Kalman gain matrix
is calculated based on the covariance of the projected system state error, and the meas-
urement noise, we can look at the extremes of these two quantities to gain some insight
into the gain matrix.
Suppose that the measurement noise is zero, this means Rk is equal to zero and
the gain matrix is close to "one". This will heavily weight the latest measurement.
This is correct since if the measurement isn't corrupted by noise, it is very good, and
we want it to figure heavily. On the other hand, if Rk is large (much noise), the meas-
urement is very bad, and we would want Kk to be "small", which it will be. Now lets
look at the behavior of P. If Pk/k-1 is small, Kk will be small, and the projected esti-
mate will be weighted more heavily. This also makes sense because a small P implies a
small error between what we'd expect the system state vector to be and what it actu-
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ally is. If P is large, the projected system state vector error is great, so we depend on
the measurement much more heavily. In this case the value of Kk depends primarily
on the value of Rk. If Rk is large, we still have a noisy measurement, and we will go
with a combination of the measurement and the projected state vector. If Rk is small,
we once again will have the measurement weighted heavily, which is the desired situa-
tion.
These equations have all been to update the system across a measurement, ie. to
incorporate a new measurement into the system state estimation. Given this new state
(or coming from a past one), we must now project the value at the next measurement
by propagating the quantities between measurements. The equations to propagate the
system state vector and error covariance matrix were presented in the last section and
will be repeated here to complete the discrete Kalman filter equation set. These equa-
tions project the next value of their quantities based on the transition matrix of of the
system.
tTPk/k-1 = k-1k-1/k-1 k-1 + Qk-1
and
_k/k-1 = 4k-1_k-1/k-1
This completes the formulation of the discrete Kalman filter. The filter is
employed by assuming that a particular system model, along with additive noise,
created the physical measurements that have been taken. The discrete Kalman filter is
run on the measurement vector to extract an optimal system state vector given those
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Figure 7. Block diagram of the complete discrete Kalman filter asistemn realization.
measurements and that system model. This is shown in Figure 7.
The equations of the filter are collected in Figure 8 for reference.
3.3. The Extended Kalman Filter
It is generally not the case that the system state vector z(t) is operated on by a
linear matrix F , nor that the measurements z are formed by a linear operation of the
Complete Kalman Filter Equation Set
Description Equation
System Model E/h-l= bk-1/-1 + tWh1, wj - N(0, Qk)
Measurement Model = l/-_ + j, h - N(0,Rk)
Initial Conditions Ez() E = o, (z(o) (!(0) - o)r]
Other Assumptions E [t.jr = 0, for al j,k
State Estimate Extrapolation -;=k -- /-
Error Covariance Extrapolation P/ah-1 = *hN-lPh-1/h-I -iL. + Qk-l
State Estimate Update i/h = !h/h-, + Kh IZh - Hkij/h.i
Kalman Gain Update Kh = Pk/h_ Hf [HkPb/k-_ Hf + Rh]
Error Covariance Update Pk/h = II-KkHA Po/-I
Figure 8. Table containing the complete discrete Kalman filter equation set.
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observation matrix H on the estimate of the system state vector. In this case it is
necessary to employ a method of linearizing the system called the extended Kalman
filter.
Given the non-linear first order differential state vector and measurement equa-
tions,
x(t) = f(z(t),t) + W(t)
where
w(t) - N(, Q (t))
and
Zk =; hk (X(tk)) + vk; for k =12
where
Vk - N(0,Rk)
we seek to derive a set of equations to be used in a recursive filtering algorithm. To
start, let's express the solution for z(t) as an integral equation to view the update pro-
cess between measurements at some tkl_ and tk .
z(t) = x(tkl,) + ftfL(z(r),r) dr + fei w(r) dr
The problem here is that to update x(t) , we need to know the previous value of
f(x(t),t) , but to know this, we need to know the previous x(t) which is obtained from
a measurement and a weighting dependent on the error covariance matrix p(xt) . In
short, we need to know p(xt) at all times. In the linear filter, we knew some initial
statistics on p(x,t) , and updated it as we went along. In the non-linear case, that is
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not possible. The best solution to the problem is to "linearize" the non-linear f(z,t) by
expanding it as a Taylor series. We know that if the system is linear, then we can
reduce f to.....
f(,)=F(t) -X(t)
where i denotes the expected value of z . If we express f as above, we can extend the
linear Kalman solution to incorporate a more complicated (but linear) F(t) and H(t).
The Taylor series expansion for f(z,t) is formed by expanding f about the current
estimate (mean) of the system state vector:
f(x,t) = f(,t) + b] (z--) + -
The Taylor series can be brought out to as many terms as are desired to approximate
the true f. The linearized function F(i(t),t) is then a matrix. The ijt component of
the matrix is given by:
=6f;(z(t), t)1fij ()) = t (
b~j (t)=i
The observations matrix hk(z(tk)) also must be expanded in a Taylor series for
linearization.
hk(xk) = hk( k/k-1 )+Hfk/k..-1 )(Xk - Xk/k-1 ) +
where
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_~ bhk_)
Hk(xk/k-1) 
= 6X
- Z=Zk/k-1
If we truncate the two Taylor series to only two terms, we can form the extended
Kalman filter update equations as:
ikk = _k-k1 + Kk zk - hk(Ikk-1 )]
Kk = Pk/k_1 H(ikk _1 ) [Hkk k-1 )Pk/k-1 H (|ikk-1-) + Rk]
Pk/k = [I - KkHk(jXk/k Pk/k-1
the propagation equations are:
P(t) = F(~(t),t)P(t) + P(t)F T(_p(t),t) + Q(t)
The definitions of F(i(t),t) and Hk(ik) were given previously.
This concludes the derivation of the extended Kalman filter (EKF) algorithm. An
application of this and the linear Kalman filter will be given in the next chapter for the
problem of FM demodulation.
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CHAPTER 4
Estimation Models for FM Synthesis
Having obtained some background in estimation theory, we are now in a position
to examine its application to FM synthesis. Since FM synthesis is just an extension of
FM for communications applications, it is logical to turn to classical FM demodulation
methods to solve our problem. The most popular of these methods is the phase locked
loop (PLL).
Phase modulation (PM) is a modulation technique in which the phase of one oscil-
lator (the carrier) is continually changed by a message signal or other oscillator. In
order to extract the message signal from the total signal, it is necessary to track the
phase of the total signal and observe it's deviation from the expected phase. Frequency
modulation is a special case of phase modulation in which the frequency of an oscillator
(the carrier) is varied by a message or oscillating signal (the modulator). Therefore, it
is necessary in this case to track the frequency variation over time in order to extract
the modulating waveform.
The phase locked loop does just that. It attempts to track the phase of the signal
by "locking" on to it. Since the carrier frequency is usually known, or can be fairly
easily found out, it is easy to extract from the total phase the deviation due to the
modulating signal. The derivative of phase is frequency, so looking at the change in
phase over time of the total signal will give the message signal. A block diagram of a
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Figure 9. Block diagram of the classical phase locked loop.
classical phase locked loop is shown in Figure 9. A detailed account of the phase locked
loop can be found in [Haykin, 19781.
In radar and sonar problems, the effects of noise on the carrier frequency and on
the message signal make the ability to phase lock much more difficult. As the phase
locked loop is a simple feedback circuit, control and estimation theory which have pro-
visions to account for noise in systems may be applied to the PLL. Also, since comput-
ers are often used to implement PLLs, a recursive estimation algorithm such as the
Kalman filter becomes attractive for the purpose. [Gustafson and Speyer, 1976] devised
a continuous time PLL to track the carrier frequency of a signal using Kalman filter
ideas. [Brown et al, 1977] showed that using the in-phase and quadrature components
of a signal instead of the amplitude/phase representation allowed the Kalman filter
implementation to lock on to the signal with less tracking error. They called their sys-
tem the IQLL (in-phase quadrature locked loop). By using the I - Q components
instead of the A - 4 components, the system is insensitive to the initial signal phase, ie.,
it tracks based on the phase difference only.
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4.1. The IQLL Model for Narrowband FM
In the IQLL, the extended Kalman filter (EKF) is used due to the highly non-
linear behavior of the frequency modulation process. The states we wish to estimate
are the in-phase and quadrature components of input signal (I and Q) and the carrier
frequency and it derivative ( w and & ). Observing the deviation of the carrier fre-
quency about its known center will give us the demodulated message signal we desire.
Since we really only have amplitude over time information about the signal itself
(and we know the carrier frequency), we need to form the I and Q components by
heterodyning the incoming signal down to baseband by the carrier frequency, then
lowpass filtering at one half the signal bandwidth to remove the effects of noise outside
the signal band. The entire signal effect due to the message will now be centered on
DC. I(t) and Q (t) are formed by ....
I(t) = S(t)cos(wt)
and
Q(t) = S(t)sin(wt)
These values will now be passed to the Kalman filtering routines as the measurement
vector z . The signal S(t) is of a constant amplitude (since FM doesn't effect ampli-
tude) and is also corrupted by additive white noise v(t) which is modeled by a covari-
ance matrix R where r is the variance of the noise. The process noise w (t) , which is
added to the system state has covariance matrix Q where q is its variance.
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The details of expanding the system state vector x(t) and observations matrix
h(t) by Taylor series, and solving for the error covariance matrix P(t) ( C(t) in the
paper ) are given in [Brown et al., 1977] and will not be repeated here. The error
covariance matrix is calculated in a steady state matrix format whose values only
change as a result of the fluctuating signal amplitude. See chapter 7 [Gelb, 1974] for
information on this simplification. The matrix update and propagation equations how-
ever, will be given because they will be referred to in what is to follow.
To update the system phase:
AOk = Wk-1/k-1 *At + 2 Wk-k-1 *(/Ak2
where At is the time between successive measurements. To propagate the system state
estimates between measurements:
kkk-1 coSAek -sinAOk Ik -1k-1
k -1 sinA cOACGSk Qk-1|k -1
and
Wklk-1 1 At Wk-1|k-1
k/k-1 0 1 o_
Then, to update the state based on new measurements:
Ik~k Iklk -1 Z 1k - Ik~k -1[ kl= +kki a*At [~ kki
aknk dklk-1 f2 -Qkk -1
and for o :
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jWk/kJ WL + [*Atl [ k/k-i *Z2k - Qk/k-1 *Zl
k~~k k_ 1 ~1 2 + kk-12
where
2q (z1 2 + z2k)] 2 a 2  a3
ci22r 2 8
Looking at these equations, we can note that the correct things are taking place.
Each of the update equations has its measurement updated by a weighting factor
whose strength is dependent on the signal to noise ratio of the system. Low SNR, low
weighting and vice versa. Of course, in a classical FM demodulation problem (radio for
instance), the amplitude of the signal is constant. It is therefore the constant SNR
which determines the validity of the measurements. The SNR of a given signal is the
ratio of signal power to the noise power. The noise power is the variance, and the sig-
nal power is one-half the signal amplitude squared. This can be found in the definition
of a .
The change in phase is calculated from the tracked signal frequency each update
interval, and the estimates of I and Q are then estimated accordingly. The carrier fre-
quency is updated via a phase derivative formula often used in the phase vocoder
[Moorer, 1978]. Since the signal has been heterodyned to baseband by the known car-
rier frequency, the frequency changes are happening around DC. These frequency
changes are exactly the message signal.
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4.2. The General Two-Oscillator Stack
Risberg extended the ideas of Brown et al. to the basic FM synthesis configuration
of a sinusoidal carrier oscillator frequency modulated by another sine wave oscillator
[Risberg, 1980]. The problem becomes more complex than in the previous case because
we now have a wide band FM problem. The overall amplitude of our signal is changing
and must be estimated to extract an amplitude envelope, and the amplitude of the
modulating oscillator is changing, which changes the modulation index. The modula-
tion index is roughly proportional to the number of harmonics the sound will have (the
rule of thumb is usually Am + 2 , where Am is the modulation index). This index
change over time controls our timbre change over time, so we must estimate its
envelope as well. The FM modulated signal we are modeling can be represented by the
following equation:
S(t) = A8(t)sin(wct + Am(t)sin(wmt))
where A,(t) is the signal amplitude envelope, we is the carrier frequency in radians,
Am(t) is the modulation index envelope, and wm is the modulator frequency in radians.
4.2.1. Harmonic Discussion of FM
The frequencies present in the 2-oscillator FM stack are centered on the carrier
frequency, and deviate from the carrier frequency by positive and negative integer mul-
tiples of the modulator frequency.
frequencies present = f, ± n*fm where n = 0,1,2,...
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Figure 10. Spectrum of the 2 oscillator FM stack.
The frequency components which appear as negative frequencies are reflected about the
origin (DC) with a 180 degree phase shift. This changes the sign of that component's
magnitude such that if it falls where a positive frequency component is present, the
total magnitude at that positive frequency will be the difference of the two magnitudes.
The spectrum of the 2-oscillator FM stack is shown in figure 10 .
4.2.2. State Space Representations of Oscillators
The linear system representation of a sinusoidal oscillator sin(wt) is:
zi 0 -o zi
i2 -L' 0 X2
if we identify the w matrix as the matrix F in our first order vector matrix differential
equation, we can form the transition matrix 4D by taking eFAT and expanding the
exponential. We get:
cos(wt) -sin(wt)1
sin(wt) cos(wt)
From the above, we note that zi is the in-phase component of the oscillator and X2 is
the quadrature component.
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Now, if we add another oscillator to the argument of the first (ie. FM), we must
add another pair of state variables to represent this oscillator and make the following
modification to the vector matrix differential equation.
1- - 0 -(we + Am(t)) 0 0 - -
i (we + Am(t)) 0 0 0 X2
i3 0 0 0 -Wm Z3
-
0 0 Wm 0 X4
L
It can be seen from this matrix that we have a modulator oscillator whose in-phase
term is scaled by the modulation index and fed into the carrier oscillator to change its
frequency periodically.
4.2.3. Kalman Formulation
What we wish accomplish using the Kalman filter is to assume that the sound we
are analyzing was made with the FM synthesis process, and estimate the optimal
parameters for FM synthesis of this sound given samples of that sound. We must
decide what initial information we can extract from the sound to give to our Kalman
routine, and design our filter around that information. As in the IQLL from the previ-
ous section, we will need the carrier frequency, and the inphase and quadrature com-
ponents of the signal amplitude. In this case, since we have a periodic oscillator, we
will also want to make a measurement of the modulation frequency to aid in its exact
estimation. If we assume that our modulator to carrier frequency is greater than 1,
then the pitch of the sound will be at the frequency of the carrier. The carrier fre-
- 49 -
quency can then be estimated with a standard pitch tracker, for instance [Brown and
Puckette, 1987]. The inphase and quadrature components are formed as before by
modulating the signal with complex a exponential at the carrier frequency. The loop
will now lock on the carrier frequency at DC (which is where it is now centered). The
modulation frequency will be the distance between peaks in the Fourier transform of
the sound (an FFT is taken for this).
Forming a measurement vector z for each sample consisting of I, Q , and wm as
[zIz2 Z3 , we will pass this to the following Kalman filter equations to estimate the
system state vector z . The output system state vector for this process will consist of
A 8(t) , we , Am(t), and Wm . Internally to the filter, we define some other states to aid
in the estimation of the output states. Namely, I, , Q, , Im , Qm , wc , Wm , A., and
Am . These are the inphase/quadrature terms of the signal and the modulator, the fre-
quency derivatives of modulator and carrier, and the amplitude derivatives of the signal
amplitude and modulation index.
The matrix propagation equations between measurements are .....
1 O__1_
Ak= Wc 1*- *(At)2 + cofm At + atan( - -_))-1dt
Ik-I 1 [cos(AOk) -sin(AOk)~ Ik 1/k_1
Q ~kk-1 sin(A0k) (cosAOk) Qek-11k-J
IMk/ki1 [cos(mki1/k_1 At) -sin(wki/k At) 1 mki1/k-1
Qmk/k-1 sin(Wmk-1/k-i At) cos(w mk-l/k-1 At) Qmki_/1i
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and
A 8 k/k 1 i Ak-i/k-i_1
Sk~k-]LJ LT [A SkI/k-1
SAMk/k 01 1 Amk_1/k1
ACk/k-1 C i h-1/k-1
and Wm is simply passed through:
Wmk/k- 1 = WMk -1/k-1
The first major change in the propagation equations due to the wide band
sinusoidal modulating signal is the inclusion of this effect in the phase propagation
equation. In the narrow band case, the frequency deviation is not as great as in the
wide band case, so we can count on the tracker to follow without requiring this term.
In this case, a the modulator has a large effect on the phase, so a sinusoidal phase term
is calculated as the integral over the time between measurements of a cosine at the
modulation frequency with a phase deviation calculated from the modulator IQ terms.
The signal IQ terms are propagated as before and the modulator IQ terms are pro-
pagated using the latest modulation frequency estimate. The rest of the propagation
equations are straight forward. It should be noted for each of these subterms that the
4 element matrix multiplying the state vector is the transition matrix <D for each of
these sub-filters (smaller parts of the "whole process" Kalman filter, the filter is broken
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up due to independencies between certain parameters).
The filter will incorporate new measurements as follows. These equations MUST
be calculated in this order since some estimates are needed for others.
=kk/k-1 + a*At Zk -Qkk-1E k/k Akk -1 Z k QAk -1
A U8kk 8k - + K I5kk =+ Q kk - A kk-i
ink/k k/k-1 + K [mk/k-1 *Z 2 k - Qmkik- 1  1
LQmkck i Qmk/k-I i k L 'k/k 2 + Qk/k 2 J
A mky A mkk-1
A mk/k 1 -[Amk/k-1 + KMk F ' Ik + Qmk/k - A mk/k-1
Amkk J mkk -1
and for w:
k/k I Ckki 1 + A{ -[A1 * k2k | Qk/-1 *Z
S+/k */ - - K k 2 + Q ,kk 1 2
WiMk/k W mink- 1 + K2k [z3k -Wmk/k 
_1
The values a , # , and -y are defined as in [Brown et al., 1977].
The signal amplitude envelope is calculated from the signal inphase and quadra-
ture components as the signal magnitude. The modulation index envelope is calculated
by first applying the frequency variation effects to the modulator. The in-phase and
quadrature components of frequency extracted are then used to calculate the modula-
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Figure 11. State diagram of the 2-oscillator FM stack.
tion index envelope (this is actually a phase calculation since it represents a frequency
deviation over a sample). The remaining frequency effects are then applied to update
the carrier frequency. This will identify effects like slight vibratos (narrow band FM
effects). The modulation frequency is updated according to the measurement provided
and weighted by a term inversely proportional to the measurement noise. Since the
SNR is typically very high for the sampled sounds worked with in computer music
(compared to radar!), this gain term is very near unity, so the direct measurement is
taken almost verbatim. Figure 11 is the state diagram of the 2-oscillator FM stack.
Note that the envelopes and the carrier frequency are modeled with white noise and 2
integrators. This merely states that the envelope can be viewed as the integral of its
derivative (obviously) and that any rate of change in its derivative (deviation from
piecewise constant slope) is perceived as random.
The next sections will describe the extension to 4-oscillator algorithms of the Kal-
man filtering ideas.
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4.3. More About the Preprocessor
The general modulator-carrier oscillator stack can create harmonic patterns which
allow synthesis of many natural instruments to a rough approximation. By committing
oneself to a particular modulator-carrier frequency ratio, it is possible to model only one
portion of a sound, or a very regular sound. Very regular instruments are not always
the most musically interesting, and certainly, the steady-state portion of a sound (the
section that defines the periodicity and "overall" harmonic structure of a sound) is not
the segment which defines that instrument's timbre immediately to the listener. If we
are to use FM synthesis well then, we require more oscillators with which to model
various portions of the instrument's time-varying harmonic content. With more oscilla-
tors, we may also model much more complex harmonic patterns.
Since the Kalman filter representations are derived with a particular process model
in mind, it is necessary to have that model selected before proceeding to the estimation
section of the analysis system. It is the duty of the preprocessor section to select the
best algorithm for a given sound. Each algorithm has constraints on the possible har-
monic structures it is capable of synthesizing because its configuration. This allows the
preprocessor to rule out certain algorithms as possible candidates for synthesis.
The preprocessor starts by doing pitch and spectral analysis on the sound sample
at a frame rate specifiable by the user. The pitch is tracked using the narrowed auto-
correlation pitch tracker developed at MIT [Brown and Puckette, 1987]. The spectral
analysis is done by taking an FFT of each frame. The FFT is then peak picked from
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the FFT magnitude values to identify the harmonic structure of each frame. The fre-
quency deviation within FFT bins is then determined so that an exact frequency can
be found for each harmonic. This is accomplished by phase unwrapping the signal in
each bin to remove jumps of ± ?r [Oppenheim and Schafer, 1975], [Tribolet, 1977]. If
much noise is present and the true harmonic peaks in the FFT are not apparent, a bin
frequency estimation algorithm also based on the Kalman filter can be employed to
estimate the bin frequencies [Jaffer, 1977].
Once clear spectral component lists are created for each frame, the preprocessor
can begin to make a determination of the best synthesis algorithm to use. Harmonic
components in successive frames are compared for continuity. If radical shifts are per-
ceived between frames (below a threshold amount of consistent harmonics in both) the
position in time is marked as a segment boundary. The frames between each segment
boundary then represents a distinct spectral section for that sound (once again, the
best example is that of the attack and steady state portion of a sound). The segments
are then examined individually for harmonic structure.
If there is roughly an equal spacing between all harmonics (or some predetermined
amount) in a segment, then the carrier for that section is simply the pitch track for
that section and the modulation frequency is the harmonic spacing. This section could
then be implemented with a 2-oscillator stack. If the spacing is more irregular, then
more advanced algorithms must be applied. It is always best to try to determine the
"central" harmonic for a segment. The central harmonic may be the pitch frequency of
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the segment, or just the strongest harmonic. Harmonic differences may then be taken
relative to this frequency. Different algorithms tried on pitched sounds included a
modulo based algorithm which attempted to find all frequencies which were a multiple
of the same lower frequency for a given frequency range and an autocorrelation algo-
rithm which actually took the autocorrelation of the FFT to determine where the
periodicities in the frequency domain were. Since time didn't allow extensive imple-
mentation, these algorithms were in the test stage at the time of this writing and con-
clusive results could not be reported.
4.4. Extensions to the Seven 4-Oscillator FM Algorithms
The following sections will present the seven 4-oscillator FM algorithms that were
modeled using the Kalman filter. For each algorithm a description of the algorithm
along with a state diagram for filter implementation are shown. The Kalman filter
equations themselves are given in Appendix A.
4.4.1. Algorithm #1
Figure 12(a) contains the oscillator configuration for Algorithm #1.
S(t) = A1(t)sin(wit) + A 2(t)sin(w2t) + A 3 (t)sin(w3t) + A 4 (t)sin(w4 t)
The outputs of the four oscillators are added together in an additive synthesis type
format. There is no modulation. This algorithm would be selected if the preprocessor
found there to be no more than four harmonics present in the sound sample (the same
four consistently throughout the sample length). If the amount of harmonics is
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Figure 12. Algorithm # 1. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
constantly changing within a sound and they have the same harmonic spacing, it would
be preferable to use an FM stack with a changing modulation index than this algo-
rithm. However, if there are four or less frequency components with irregular harmonic
spacing, this algorithm would be the correct one to choose.
- 57 -
As can be seen in figure 12(c), this configuration consists of four separate I-Q oscil-
lators each multiplied by its own amplitude envelope and summed to provide the out-
put. The ideal way to estimate the parameters for this algorithm would be to treat
each harmonic separately. For each harmonic, 1) estimate the value of the harmonic
using the FFT and other preprocessor functions, 2) modulate the sound with a complex
exponential centered at the harmonic to shift it down to baseband and form an I-Q
pair, 3) lowpass filter the I and Q terms with a lowpass filter having a cutoff frequency
smaller than the closest harmonic spacing in the sound, this will isolate the harmonic,
then 4) run a simple Kalman routine on the filtered I-Q outputs to estimate the
envelope for that oscillator. Any slight variation in the harmonic frequency (vibrato for
instance) can be tracked here as well. The frequencies possible from this algorithm are:
fi , f2 , f3 , and f4
These are shown in figure 12(b).
4.4.2. Algorithm #2
Algorithm #2 is one of the most commonly used algorithms on the X-series syn-
thesizers.
S(t) = A 1 (t)sin(wjt + A 2 (t)sin(w2t)) + A 3 (t)sin(W3 t + A 4 (t)sin(w4 t))
As seen from figure 13(a), this algorithm is an additive combination of two general
modulator-carrier stacks. This allows a separate stack to be dedicated to each of 2 dif-
ferent parts of a sound (attack and steady state of course!). There are two primary
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Figure 13. Algorithm # 2. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
cases in which the preprocessor would want to select this algorithm. The first was
described above in which two distinct harmonic patterns were discovered in separate
segments of the sound. The other would be if the preprocessor found two distinct har-
monic "centers" each with its own "harmonics".
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The state diagram for algorithm #2 is shown in figure 13(c). One can clearly note
the two modulator-carrier stacks and their addition after scaling by each amplitude
envelope. If the algorithm is selected because of two distinct spectral patterns sequen-
tially in the sound, then the Kalman filtering problem is simply treated as 2 separate
general modulator-carrier problems. In this case, the same Kalman routine may be
used for both but the filter memory is cleared (set back to initial conditions) at the
point where the crossover between the 2 spectra takes place. If there are 2 spectral
patterns happening simultaneously (ie. 2 primary harmonics each with sidebands), then
the preprocessor must isolate the two main frequencies, heterodyne the signal with each
and lowpass filter with a filter of one half the bandwidth of each spectral cluster (main
harmonic plus sidebands). Two single stack Kalman algorithms must then be run
simultaneously for the entire duration of the sound.
The frequencies included in the spectrum for algorithm #2 are:
fi ± nif 2 and f3 ± n 2 f 4 where ni , n 2 = 0,1,2,...
These are shown in figure 13(b).
4.4.3. Algorithm #3
The algorithm #3 oscillator configuration is shown in figure 14(a).
S(t) = A 1 (t)sin(wjt + A 4 (t)sin(w4 t)) + A 2 (t)sin(w2 t + A 4 (t)sin(w4 t))
+ A 3 (t)sin(w3 t + A 4 (t)sin(w4 t))
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Figure 14. Algorithm # 3. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
This shows one modulator feeding into three separate carriers. The preprocessor
would select this algorithm if it found three or less segments with slightly shifting pitch
from segment to segment, but the same harmonic spacing (the onset pitch of a note
may be sharper than the steady state pitch in string instruments, for example). This
algorithm would also be selected if three completely different tonal centers were found
- 61 -
for a sound, each having the same sideband spacing (not likely).
Figure 14(c) shows the state space diagram for algorithm #3. As per the algo-
rithm configuration, we have one I-Q modulator feeding into 3 separate I-Q carrier
oscillators. If the preprocessor decides to use this algorithm due to multiple segments
with different carriers, the 2-oscillator stack routine can be run with memory cleared at
the onset of each segment. The index envelope will have to be constructed as a compo-
site of the various index envelope traces estimated. The points where they join are
likely to be inconsistent due to startup and abrupt ending effects, and this will have to
be smoothed over. If separate carriers are determined to exist simultaneously, three
separate, 2-oscillator stack Kalman routines should be run heterodyning and filtering as
was previously done. Three different index envelopes will be estimated in this case.
One composite should be made by extracting the most important features from the
three.
Frequencies present in the oscillator configuration of oscillator 3 are:
fi ±nif4 , f2 ±nif4 , and f3 ±nif4 with n 1 = 0,1,2,...
These are shown in figure 14(b).
4.4.4. Algorithm #4
The oscillator configuration for algorithm #4 is shown in figure 15(a).
S(t) = A 1 (t)sin(wit) + A 2 (t)sin(w2 t) + A 3 (t)sin(w3 t + A 4 (t)sin(w4t))
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Figure 15. Algorithm # 4. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
It consists of two unmodulated sine oscillators and one 2-oscillator FM stack. This
algorithm would be selected by the preprocessor if the harmonic structure of the sam-
pled had equally spaced harmonics except for one or two other stand out frequencies.
The dingle harmonics would be treated as in algorithm #1 by complex demodulation to
baseband and lowpass filtering with a very low cutoff frequency to isolate the harmonic.
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The equally spaced harmonics would be handled with an oscillator stack. The prepro-
cessor would identify a carrier frequency and complex demodulate the carrier to
baseband, then the Kalman filter stack algorithm is run on the I-Q terms produced. A
state diagram is shown in figure 15(c) for algorithm #4. This algorithm is little used
except perhaps to strengthen one or two of the partials in the FM stack.
Frequencies contained in the spectrum for algorithm #4:
fi ,f2 , and f3 ± n1f 4 where ni = 0,1,2,...
The spectrum is depicted in figure 15(b).
4.4.5. Algorithm #5
The most complex of the 4-oscillator algorithms is algorithm #5 (figure 16(a)).
S(t) = A 1 (t)sin(wit + A 2 (t)sin(w4 t + A 3(t)sin(w3t + A 4 (t)sin(w4 t))))
This algorithm is a 4-oscillator stack, each oscillator modulating the oscillator
below it. The main carrier oscillator is being modulated by something much more com-
plicated than a sine wave! Due to the complicated harmonic frequencies produced by
this stack, having the preprocessor select it is a difficult task. A sound should be
analyzed with this algorithm only if other algorithms are found to be inadequate. One
possible use for this algorithm would be for a sound found to have the same low fre-
quency vibrato on all of its harmonics. Then three of the four oscillators could model
the sound with the top oscillator being a very low frequency oscillation and the bottom
two modeling the harmonic structure. Figure 16(c) shows the state space diagram for
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Figure 16. Algorithm # 5. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
algorithm #5.
Frequencies present for this algorithm include:
fi ± nif 2 ± n 2 /3 ± n 3 f 4 where ni , n2 , and n3 = 0,1,2,...
These are shown in figure 16(b).
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4.4.6. Algorithm #6
The algorithm #6 configuration is shown in figure 17(a) and the signal equation is:
S(t) = AI(t)sin(wit + A 2(t)sin(w2t) + A 3 (t)sin(w3t + A 4 (t)sin(w4 t)))
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Figure 17. Algorithm # 6. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
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The algorithm has a single carrier modulated by one sine oscillator and a 2-
oscillator stack. The frequencies present in the algorithm are the same as in algorithm
#5 (for the same oscillator frequencies), but they exist in different proportions due to
the different configuration. This can be seen in figure 17(b). This algorithm is also
rarely used, but one application would be to move from a complicated modulation of
the carrier to a simple one by retaining the same basic harmonic structure (oscillators 2
and 3 having the same frequency). This is also a very difficult algorithm for the
preprocessor to single out for a particular sound. If such a complicated pattern were
discovered, one would want to run the Kalman filter models for algorithm #'s 5, 6, and
7 since all contain similar harmonics but in different proportions. The system state
diagram is shown in figure 17(c).
4.4.7. Algorithm #7
The oscillator configuration for algorithm #7 is shown in figure 18(a). The signal
equation is:
S(t) = A 1 (t)sin(wit + A 2 (t)sin(w2t + A 3 (W3 t) + A 4 (w4 t)))
Algorithm #7 also contains the same harmonic frequency values as algorithms 5
and 6, but in yet another proportion. This algorithm allows the use of 2 different com-
plex modulations of the carrier as opposed to one simple and one complex as in algo-
rithm #6. Otherwise, its use is similar. The state diagram is shown in figure 18(c).
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Figure 18. Algorithm # 7. (a) Oscillator Configuration. (b) Spectrum. (c) State Diagram.
Figure 18(b) shows the harmonic spectrum formed by the oscillator configuration
of algorithm #7.
As stated previously, the Kalman filter equations for all seven 4-oscillator algo-
rithms can be found in Appendix A. It is difficult to know just which algorithm is best
- 68 -
for a particular application. For fairly regular sound structures, certain algorithms can
be ruled out quickly, but as the complexity of a sound's harmonic structure increases,
so does the difficulty of isolating the perfect algorithm from such a limited set. It is up
to the user to synthesize and listen.
4.5. Envelope Extraction
A plot of the amplitude and index points estimated over time will yield an
envelope trace for that parameter. It is necessary to convert this information into level
and rate values for use in the X-series synthesizer envelope protocol.
Several methods can be used to convert the envelope traces into piecewise linear
segments. One such method would be to search the trace for break points. This is
done by looking for discontinuities in the first derivative of the envelope that are above
some predetermined threshold. The relative amplitude of the envelope at these points
would give the level parameters. The rate parameters would be proportional to the
absolute value of the slopes of the lines drawn between these points. These rates would
have to be normalized across all envelopes for a given sound to keep the timbral
changes happening at the correct relative rates. It is necessary to "guess" at the X-
series value that corresponds to the actual values because of the lack of information
giving this correspondence.
Another method of fitting piecewise linear segments to the envelopes would be to
use a linear regression algorithm such as that given in [Serra et al., 1987]. In this
method, anchors are set where a best fit line in the minimum mean-square error
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(MMSE) sense can be drawn between two points. To explain further, the first anchor
is set at the first envelope point. The slope is calculated from the anchor to the next
point and saved. The slope is then calculated from the anchor to the second furthest
point away and the MMSE is calculated between this point and a point at the same
location calculated by extending the first slope. If it is below some threshold, the next
point is checked and the MMSE is compared between this and the second slope, etc.
until the error is greater than the threshold. Once the error is greater than the
DX7 modulation index tanle for values: I= [ x I = 3316) - TUS
Output TL TU8 X 2- Index
10 96 12 -9-9375 000102 0.003
20 79 9875 -78125 0.00445 0.013
30 69 8.625 -6.5625 0.01058 0.031
40 59 7,375 -5.3125 0.02516 0.079
50 49 6.125 -40625 0.05985 0.188
60 39 4.875 -2-8125 0.14235 0.446
65 34 425 -2.1875 0.21953 0.690
70 29 3625 -l 5625 0.33856 1.068
75 24 30 -09375 052214 1.639
80 19 2,375 -03125 0.80525 2.512
85 14 I 75 -0-3125 1 24186 3.894
90 9 1,125 +0.9375 1 91521 6.029
95 4 0.5 -1 5625 2.95365 9263
99 0 0 -2.0625 4.17710 13.119
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Figutre 19. Indez chart for a Yamaha DX7 synthesizer.
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DX21 modulation index taole for values I = 817 > 2r
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Figure 20. Indez chart for a Yamaha DX21 synthesizer.
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threshold, the new anchor is set at the previous point (the last point to have a con-
sistent slope), and the process begins again from this new point. The anchors are then
the level points and the slopes between them the rate values.
For modulation index envelopes, the above procedures must be followed, but
tables exist in [Chowing and Bristow, 1986] for the level values (which correspond to
index values) for various X-series synthesizers. They will be printed here for reference
in figures 19, 20, and 22. Figure 21 is a table which converts the output level on the
CX5 modulation index tacle for values. I = i 2- z = -t 135-output) 8
Output z 2: Index
20 -14375 000005 0.003
40 -1 1 875 000027 0.005
60 -9375 000151 0025
80 -6875 000852 0037
90 -5625 002026 0218
95 -5000 003125 0508
100 -4375 0.04819 1 207
105 -3 75 0,07433 1 869
110 -3 125 0.11463 2.891
115 -2.5 0 17678 4425
120 -1 875 0,27263 6853
127 -1.0 050000 12570
CX5 Index vs. Output Level
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Figure 22. Index chart for a Yamaha CX5M synthesizer.
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LCD of the DX7 or DX21 to an internal level (TL) which is used in the formulas to
calculate the modulation index for a given output level (see figures 19 and 20). The
CX5M uses the given output level in its calculation. Of course, all of the 4-oscillator
algorithms described in this thesis can be obtained on the DX7 (a 6-oscillator instru-
ment) by turning off the 2 oscillators that don't correspond to the algorithms above.
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CHAPTER 5
Summary and Conclusions
5.1. Summary
A method of estimating FM synthesis parameters from sampled sounds has been
presented. The method is based on an optimal estimation technique called Kalman
filtering which provides estimates for a set of parameters given 1) a complete descrip-
tion of the process which combines the set of parameters, 2) the random noise func-
tions corrupting the process and its measurements, and 3) a set of physical measure-
ments taken from a system exhibiting the process behavior. Kalman filter models for a
general modulator-carrier FM oscillator stack and seven 4-oscillator FM configurations
were presented and discussed. A system for combining the models with a "preproces-
sor" to extract features of the input sampled sound, choose an FM configuration, and
provide measurements for that configuration was described along with a method for
estimating envelope level and rate parameters.
Since the signal to noise ratios used in computer music applications are generally
much higher than those in radar, sonar, and communications (fields usually employing
the Kalman filter), the measurements will tend to be weighted quite highly in most
uses of this method. It is often difficult to estimate the initial error covariance matrices
and process and observation noise matrices. Usually the process and observation noises
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are modeled as white gaussian noises which are statistically independent of one another.
Information on noise statistics for gaussian or other random processes can be found in
[Helstrom, 1984] and [Papoulis, 1965]. Scale factors are often included in the Kalman
gains as "twiddle" factors. These allow fine tuning of the system, and help in control-
ling instability.
Implementation of a Kalman filter system requires much number crunching. It is
suggested that a fairly powerful microcomputer be used when implementing the rou-
tine. Preliminary runs of a preprocessor section and Kalman model of the 2 oscillator
stack on 1 second of sound sampled at 20 kHz took on the order of half an hour on a
VAX 11/750 mainframe. A matrix math package must be constructed to handle the
linear algebra in the filter equations. A good linear algebra text is [Strang, 1976], and
many helpful matrix routines in the "C" language can be found in [Press et al., 1988].
5.2. Conclusions
I regret that more thorough implementation and testing was not done on the sys-
tem. I feel that this method has promise as a method not only for FM synthesis but
for any synthesis method that can be fully specified mathematically for the Kalman
equations. This would allow the synthesis user to extract synthesis parameters for
their particular hardware implementation of a synthesis method.
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5.3. Suggestions for Further Research
Since the work for this thesis was primarily modeling, there is much more that can
be done to determine the feasibility of this method.
5.3.1. The Preprocessor
The preprocessor section is particularly important because it helps us to determine
which algorithms we need to consider when running the Kalman routines. The more
we can ascertain about the signal before the estimation stage, the less work needs to be
done there. Also, our level of certainty for a particular algorithm chosen is that much
better. It makes sense to make this stage as thorough as possible.
I suggested a few methods for determining the oscillator configuration from an
autocorrelation and a STFT of the sampled sound. More "intelligent" ways of deter-
mining partial spacing could be developed. These might involve more sophisticated
methods of comparing neighboring partials over time than just measuring the distance
between them.
Perhaps more traditional demodulation methods such as a phase locked loop could
be run on the input signal. If the phase is found to have a sinusoidal or near-sinusoidal
form, it may be possible to avoid the estimation section all together. If the signal phase
is found to be more complex, successive PLL's might be run, or the information that is
extracted about the phase may aid in algorithm selection for the Kalman routine.
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5.3.2. System Comparison
The [Justice, 1979] method and the one described here could be run simultane-
ously, especially if the best model is found to be a stack of successive oscillators. Com-
parison of the two solutions and voting could be employed to choose the final parame-
ters.
5.3.3. Extension to Other Methods
The overall estimation system described here is not dependent on the FM syn-
thesis method. Certainly the parameters and configurations on which the preprocessor
concentrates in this thesis are those of the FM synthesizers, but these could be adapted
for any given synthesis method. The Kalman routines given here are also modeled for
FM synthesis, but as we saw in Chapter 3, we only need to mathematically model the
desired synthesis method (via state space) and we can apply to it the Kalman method.
It would be very interesting to see other synthesis methods take advantage of the ideas
presented here.
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APPENDIX A
6.1. Kalman Filter Equations for All Algorithms
This appendix is a presentation of the Kalman filter equations to implement the
seven 4-oscillator FM algorithms. State diagrams and descriptions of the algorithms
can be found in Chapter 4.
Gain terms Kk , transition matrices 44 , and observation matrices Hk will have a
subscript describing the particular state variable they are effecting (for example, KA1
refers to the amplitude envelope of oscillator 1). Gain matrices can be calculated via
the Kalman filter equations given in Chapter 3. The necessary observation matrices
will be given along with the update equations. The transition matrices are the matrices
that modify their k-1/k-1 states to be k/k-1 states, and should be readily apparent
from the propagation equations. The error covariance equations are also given by
straight forward update and propagation equations in Chapter 3. The effects of Qk are
ignored for our purposes in the error covariance propagation equations.
The error covariance and Kalman gain equations are given for Algorithm #1 to
illustrate their use, but will not be given for the remaining algorithms as they can easily
be derived from the information given (the transition matrices, the observation
matrices, and the equations in Chapter 3). Information concerning initial error covari-
ance matrices can be found in Chapter 3 and in [Gelb, 1974]. The noise covariance
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matrix Rk is simply the identity matrix multiplied by the variance of the measurement
noise in all cases. The identity is denoted by I . This is a capital "I" with NO sub-
script to distinguish it from an in-phase amplitude component.
6.1.1. Algorithm #1
In algorithm #1, each oscillator is estimated separately, but with the same Kal-
man filter model. The measurement vector contains the complex demodulated and
lowpass filtered in-phase ( z 1 ) and quadrature ( z2 ) terms. The state vector to be
estimated contains the amplitude envelope A and the frequency w . All oscillators (1,
2, 3, and 4) act as sine wave oscillators.
The propagation equations between measurements are:
A k Wk-1|k-1 *At + 2 Wk-1|k-1 *(Ek/k-1 [COS(AOk) -sin(AOk)1 Ik-1k-1
Qk/k-1 s kn(Ak) COS(AOk) J Qk-ik-1
Akk-1 [1 At Ak-1/k-1
Ak~k -1 -01 k-1|k -1
4pT
=~~- 4PAI Ak-1/k.1 ~A
Wkk-I1 1 At Wk-1|ki 1
)klk -1 01 k -1|k-1
The state estimate update equations across measurements are:
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Ik Ik Iklk -1 z1 -- Iklk -1
'kk 1 k/k-i1 Z - 'k/k-1
Ak~k Aklk-1
Akk [Akk- + K [Ijk + Qk/k Ak/k _1
Ak/k AkLL
where
HA= [1 0] Rk= ak 2
and
KAk = PAk/k A [HA P4HklI + Bk]R-]
Akk = I - KAkHA I PAk/k
The frequency is updated by:
Wk]k Wk/k-i1 *At Z2 *Ik/k - Z1
~ J+ 2'~ A/L k~k J L klk-1 k~k -
a , # , and -y are all defined in chapter 4.
6.1.2. Algorithm #2
Algorithm #2 contains two general modulator-carrier stacks and therefore will run
the same type of routine twice. The fact that the preprocessor chose this algorithm
means it has a way of decoupling the two (via segmentation or complex demodulation).
In any event, the measurement vector passed to the routine contains complex demodu-
lated in-phase ( z1 ) and quadrature ( z2 ) components, and a modulation frequency (
Z3 , in radians). The carrier frequency estimated by the Kalman algorithm is a devia-
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tion from the pitch tracked (or FFT selected) frequency since the measurements
represent a signal complex demodulated by this frequency. Oscillators 1 and 3 act as
carrier oscillators and oscillators 2 and 4 successively, modulate them.
The propagation equations between measurements are:
A*AtA~k = Wek -1/k-1
Mk/k-i
A kl-1
[A k/k-1EAm:i]
mkik-I
etpl-1
cJklk-1
+ 2 Wkk-1I *(2 + f COS(wmk-1/k- 1 + atan ( Qmk.I/k.i ))dt
cos(AOk) -sin(AOk)~ i8k-i/k-1
sin(A6k) cos(A~k) Qak-i/k-
cos(Wmk-1/k-i At) -sin Pmk-1/k-1i At)
sin7(Wmk-1k_1 At) cos(Wmk1/ki At)
1 At A8k-ik-1
0 1 Aeki/ki
1 Ati Amk_1/k-1
Amk-1/k-1
1 At exk-1/k-1
jC-Il-
Qmk-1/k-i
Qmk-1p_1II
W AkI= W mk/ki1
The update equations across measurements are:
= Qakk1 + a* At Z -8 k/k [klk-1 2 Qhk k-I
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Ak/k 1
A Sk Ik
HA,
mk/k
Qmk/k
HA M/k
HA
and for wc
L iCkk =
W mk pi
the gain matrix is:
~- I + K , VI.y. + QA i 2 - A k/k- 1
Aok/k 
-+
1 0 1
- mk/k...1I + KIQm -mk/k... *Z2 - Qmklk-1 *Zl
L - 1 
m ,k/k 2 + Q k/k 2 
-
A k/k-1 I . 5 r 2 2=-I
A k/kI 1+ KA [Vmkk + Qmkk 2 - Amk/k-1
AmkkL J
1 0]
+ At -K 'k/k-I1 -1 2 2
L m k /k- I + 8kKk-iK2 + 
Qk k-
Wik/k-1 + Kw, [Z3 -W ik/k 1]
PWm + Rk
6.1.3. Algorithm #3
Algorithm #3 consists of a parallel set of three general 2-oscillator stacks. The
difference between this and algorithm #2 is that here all three stacks share the same
modulator. Nonetheless, the Kalman filter implementation for the general 2-oscillator
stack can be used provided some means of segmentation or separation exists. In this
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case, the equations for algorithm #2 can be used.
Some means of combining the various modulation index envelopes estimated must
be employed at the end of the filtering section. This is discussed in more detail in
Chapter 4. Also, one should make sure that the frequency chosen for oscillator 4 is
consistent across all three stacks. Once again, the measurement vector consists of com-
plex demodulated in-phase ( zi ) and quadrature ( z2 ) terms, and an estimate of the
modulation frequency ( z3 ). The I-Q terms are formed by complex demodulating the
input signal by the estimated carrier frequency and lowpass filtering at one-half the
bandwidth. The equations will not be repeated here as they are exactly the same as
those for algorithm #2. Oscillators 1, 2, and 3 act as the carriers and oscillator 4 is the
modulator.
6.1.4. Algorithm #4
Algorithm #4 contains two oscillators acting as sine wave oscillators (oscillators 1
and 2) and two oscillators acting as a general modulator-carrier oscillator stack (oscilla-
tor 3 is the carrier and oscillator 4 the modulator). The equations for this algorithm
are a combination of those given for algorithm #1 and algorithm #2, and therefore will
not be repeated here.
The single harmonics and carrier frequency are obtained as before by complex
demodulating that frequency down to baseband and lowpass filtering (with a very low
cutoff frequency for the single harmonics, and a cutoff frequency of one half the
bandwidth for the oscillator stack). Once again, the measurement vector consists of
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the in-phase ( zi ) and quadrature ( z2 ) component of the demodulated/lowpass fil-
tered waveform for both cases and in the oscillator stack case a measurement of the
modulating frequency is included ( z3 )-
6.1.5. Algorithm #5
Algorithm #5 consists solely of a four-oscillator stack (oscillator 4 modulates oscil-
lator 3 which in turn modulates operator 2 which modulates oscillator 1). Oscillator 1
acts as the main carrier of the stack. The measurement vector consists of the in-phase
( zi ) and quadrature ( z2 ) components of the complex demodulated (by the
estimated carrier frequency) signal waveform, and measurements of the three modulat-
ing frequencies, w2 , (; , and w4 ( z3 , Z4 , and z5 , respectively). In the system state
equation, there are two quantities W'2 and w'3 . These two values are the deviations
from the un-primed frequency and are needed to calculate the modulation index. Since
we don't complex demodulate w2 and w3 , we will estimate the deviation from these
two values in the main filter loop, but use the preprocessor measurements z3 and z4 to
estimate the center frequency.
The propagation equations for between measurements are:
1= w i/h * + - i/hi *(At)2 + f tcos(w2i-k _i + atan( Q 2k-lk-i ))dt
*A I+2 k-.. i/k-i
1 k 2 ta 3k -I/k -1
1~ i/kt) + ft +t -W Uk-I/k-it+ ata& Q83-Il-I )dt11 62 Jk= 2 t + 2 k-2-1/k-_ *(A t) 2 + f cos(w3 -/
- 84 -
1 A ta4-1-
A63= W /k-1p_1 *At + 2 3_1. *(At) 2 + f co(w4_ 1/_ t + atan( k-i/k-I))dtAe 3 'k -1/k -i
,1kk-1 cos(A61 ) -sin(A 1 )1 I lk_/ki1
Qalk/9-1 j sin(A61) cos(A01 ) Q, ~~1_-i_
Is 2k/k-1 cos(A6 2 ) -sin(A0 2 ) I 82ki-1 1
Qa2k/-1 sin(Ae2 ) cos(Ae 2 ) Qs2j-19-1
Is 3 k/-i
Q3kk.1 j
_4k/kil
A lkk_1
A lkk-1
A 2 k/k-I1
A 2 k/k-1
A 3 k/k-I1
[A 3k/k-iJ
[A 4 k/-i
A 4 k/k-I
Li/k J
cos(A0 3) -sin(A0 3) I 3k/k 1
sin(A93 ) cos(A6 3 ) LQ3k-l/k-1
cos(w4k i/k_1 At) -sin(w4k1/k t) 1
sin(w4k_1/k-I At) cos(w4kI/kI At
1 AtA lk-ik-1
0 1 A l]A:;;z
t1 At] 3-1/k-
1 A 4-1-11At- A3-1/k-1
0 1 A 3 -l -
0 1 A k-1/k -1
14k_1lk_1
Q 4k_1/k_1
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W 2k/k-1 1 i 2k-k1/-1
. ,L 0 1 [
W 3k/k -I 1 At 3k -k-i1
W 3 k/k-1 J 1 [c'3k-1|k-j
W2kk- = W2k-1|k-
W3kkl = W3kl-/k-1
W 4k/k-1 = W4k -1k-1
Using the transition matrices from the equations above, the error covariance equations
can also be propagated.
The update equations across measurements are:
1 lk/k = Eik/k-1 jj sik/k-I
Qalk/k QIk/k1 + 2  Qlk1J-1
A lk/k 1 Alk/kI 1
kk lkk, + KA Ilkk 8+ Qs1 2 - A 1
HA = 1 0
Is 2k/k 1 [2k/k-1 2k k -1 Q2 s2kk-1 1
2k L 2kk-1 J +KQ 2 L lk/k k+ Q9'k/  2
HIQ.2
A 2k/k A 2k/kl l
A=2k/k J LA2k/kA '2k/k +Qs2k/k 2 k/k-1
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HA2 = 1 01
Wlk/k-1 t 81kk-1 *Z2 - QSlk/k- 1 *1
Jk + -1 - KA 2  1 2 + Qaikk_1 2
1Q3kak-i I 3 3k/k-1 Q2 3k/k-1 1Z]
+ KIQ
L 3klk-1 Is 1 2k/k + Qs 2k Ik2
I
[Wlkk]
1lkp
83 k/k
Qo3kk J
HIQ.3
HA3
+ KAI [VI3ky ' + Qa3k/k 2 - A3k/k_1 I
2k/k
( k/k J
HL i
HIQ,4
A 4 k/k
Ak/k
HA 4
and for W' 3 :
12kFk-1 I 2k/k-i *Z2 - Qo 2kk.- *1 1
W+ KA2 -kKA/- s2k/k 2 Qe2k/k1 2
[ klk-I [4k/k-i * - Q4k/k-I Zi k1
Q4k/k-1 I 4  3k/k 2 + QA3k/k 2
=I
A 4k/k- 1
= iSkk- 1
= 1 0]
+ K [I4k/k + Q4k/k - A 4 k/k 
_I
for wi :
[
A 3 k/k-1
A 3 k/k-i
1 0]
for W'2
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W3kk 3 k/k-I i ssg-1 *Z2 -Kl3k/k_1 Z1
J 3hl [ W3k k-l J+ K A 3 K A 4 ] I 3 k kI 2 + Q 83kk... _Ikk- -2ek k1 Z
W2klk =W2kk-l + Ku;2 [Z3 - W2k/k-I]
WJ3k/k =W3kk-1 + Kws3 Z - W3k/k-I
. W4kk + Kw, - W4kk 2
the gain matrices K., where n = 2,3, or 4 is:
Pw
." P, + Rk
6.1.6. Algorithm #6
Algorithm #6 contains a single main carrier (oscillator 1) modulated by a simple
oscillator (oscillator 2) and a general modulator-carrier stack (oscillators 3 and 4 with 3
acting as the carrier). The analysis using this algorithm would contain one 3-oscillator
stack analysis (for oscillators 1, 3, and 4) and one general 2-oscillator stack analysis (for
oscillators 1 and 2). The amplitude estimates from the two stack analyses must be
compared for consistency between the two estimates for the carrier (oscillator 1). The
2-oscillator stack analysis is given for algorithm #2 and will not be repeated here.
Measurements for the 3-oscillator stack analysis will consist of an in-phase ( zi )
and quadrature ( z 2 ) term from the complex demodulated (by the estimated oscillator
1 frequency) input signal. Also, if doing the 2-oscillator stack, the modulator frequency
measurement will be included ( z3 ). If doing the 3-oscillator stack analysis, the oscilla-
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tor 3 ( z3 ) and oscillator 4 ( z4 ) frequencies would be sent to the Kalman filter rou-
tines. As in algorithm #5, we will define W' 2 to be the frequency deviation of the
modulation frequency w2 -
The propagation equations for between measurements are:
*At + 1 _ *(At)2 + f Aco( _ t + atan(2k -1k- ))dt
2 f c -s 2 k-1/k-1
,0
A91 =
1.At
A62 = ip- *A t +w - .*(At) 2 + fL cos(w3kp-Ilk[, lk/k-i cos(A61) -sin(A61) 1 'kiI/k-g_1
Qlkk- sin(A6 1) cos(A0 1) Qek-Ilk-I J
Iy2k/k-i cos(Ae 2 ) -sin(A0 2) s 2 k-1lk-1
Q82k/kO y sin(Ae2 ) cos(A0 2 ) JQ _2k1/k-I
I3k/k-I cos(w3k/k-I At) -sin(w3kI/k1 At
Q3kk- sin(wP3k-Ik At) cos(w3kl/-I At)
A lk/k1- A A 1k-1/k-1
Alk/k-l 1 1kIl-
A2k/k-1 1 At A2kIki1
SA3k/k- i 1 tEA2kI-Ik 1
A 3k/kI At-A3kIlk -
t + atan( k-i/k-i ))dt
3k-1/k 
-I
Q3k-l/k-I I
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Wk/k-I
1k/k1
2klk-1
W2k~k-1
W3klk-1
1 iAt
0 1
1 At
0 1
W2k-l/k-l
W3k-lk-1
1lk-1/k-1
1Jk-1/A-1
Wk-1/k- 1
L'2k-1|k-1
Using the transition matrices from the equations above, the error covariance equations
can also be propagated.
The update equations across measurements are:
Q8lkjk alk/k-l j - siklk-1j
Qs lklk Q8 lk /k-l L 2 ~~ S1klk-1
[ lkk A kk lK
LA lk/k Lk/ + KA11 Ik/k + Q-1k
HA 1  1 0[
is 2k/ I82,k-I'82k/k- *Z 2
HIQ+ 
A Q 2k/ p A Q 2kl- p -1:
A 2k/k A2k/k-l1
2 k/k J A2k/k-I +JK2 [V 8-2kk + QS 2
HA2 = 1 01
for w1 :
- A ]kk-_
Qs2k/k-1 Z 1
Q'k/k 2 j
2 -A k/k I
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Wlk/k Wik/k-i +lk/-i 2 + Qulk/k-j 1 2
. = . + t -kKA2 1 2 + Q 2
Wik L W1krk-1 1 Ik/k-1 ik/k-1
13k/k 3klk-1 3klk_1 2 ~ Q3k/k-I *Z1
+ KIQ
LQ3k/k j [3kQk... Is 2k/k 2 + Qs2k/k 2
A 3k/k A3k/k-1 + K 2 
-A3k/ki]
A 3 k/k A 3kyk-I 1 3 k/k +
HA = 1 0l
and for W'2
[W2k/k 1 '2klk-i '2kk-1 *Z2 ~ Qa2k/k-1 1
S, + kkKA2 - KA 3  2 2 
W 2kk L 2k/k-1i L s2kJk-L + Qs 2k/k-1
W2k/k = W2k/1k + K 2 z3 - W2k/k-i
W3k/k = W3k/k-1 + K, Z4 - W3kk i _
the gain matrix is K,. for n = 2 or 3 is:
Pwn
= Pw, + Rk
6.1.7. Algorithm #7
Algorithm #7 is basically a general modulator-carrier oscillator stack (oscillator 1
is the carrier and oscillator 2 is its modulator) with it's modulator being in turn modu-
lated by two separate other sine waves (oscillators 3 and 4). It can be analyzed as two
separate 3-oscillator stacks. The 3-oscillator stack Kalman equations are given for
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algorithm #6. The estimations for oscillators 1 and 2 must be compared prior to syn-
thesis. For each, some combination of the estimates from each separate 3-oscillator
stack analysis must be made incorporating the most perceptually important features of
the sound.
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