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ABSTRACT 
We study the weak convergence of orthogonal matrix polynomials under some conditions on the 
asymptotic behaviour of the coefficients in the three-term recurrence relation. 
1. INTRODUCTION 
W. Van Assche [V] established in 1995 weak convergence results for orthogonal 
polynomials with respect to a one-parameter orthogonality measure (~k)~, that 
is, he calculated the limit as n + 00 of integrals of the form 
.[ f(X)Pn+k.n(X)Pn+I,n(X)dl**(X), 
where (P,+)~ is the sequence of orthonormal polynomials with respect to pk 
andf is a polynomial (a continuous functions, eventually), under certain con- 
ditions on the asymptotic behaviour of the coefficients in the three term recur- 
rence relation for the polynomials (PQ),. To solve this problem Van Assche 
implicitly considered (see p. 11 of [V]) a sequence of orthonorma12 x 2 matrix 
polynomials, although he established his result in terms of the spectral measure 
for a doubly infinite Jacobi matrix and proved it using spectral theory of Jacobi 
matrices. In this paper, we extend this result for orthogonal matrix poly- 
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nomials. Our approach is different to that of Van Assche, relies only on the re- 
currence formula for the orthogonal matrix polynomials and shows the matrix 
structure of the problem (also in the scalar case). 
We consider N x N positive definite matrices of measures W (for any Bore1 
set A c R, W(A) is a positive semidefinite numerical matrix), having moments 
of every order, i.e., the matrix integralJu t”dW(t) exists for any nonnegative 
integer n. We also assume that f P( t)dW( t)P* (t) is nonsingular for any matrix 
polynomial P with nonsingular leading coefficient; this is a necessary and suf- 
ficient condition for the existence of a sequence (P,),, P, of degree y1 with 
nonsingular leading coefficient, of orthonormal matrix polynomials with re- 
spect to W: 
s P,(t)dW(t)P~(t) = &,,I, n,m 2 0. 
As in the scalar case, the sequence of orthonormal matrix polynomials (P,), 
satisfies a three-term recurrence relation 
(1) %(Q =Az+lPn+l(~) +&Pn(t) +QL1(& n L 0, 
where P-l(t) = 8, PO(~) E CNxN \ {19}, A, are non-singular matrices and B, are 
hermitian (here and in the rest of this paper, we write 19 for the null matrix, the 
dimension of which can be determined from the context). We remark that the 
polynomials a(t) = C&P,(t), with U, Un* = I are also orthonormal with re- 
spect to the same positive definite matrix of measures with respect to which the 
(Pn), are orthonormal, and satisfy a three-term recurrence relation as (1.1) with 
coefficients U,-IA,U,* instead of A, and U,,B,U,* instead of B,,. This three- 
term recurrence relation characterizes the orthonormality of a sequence of 
matrix polynomials with respect to a positive definite matrix of measures (see, 
for instance, [AN] or [DL]). In [D2], [D3] and [DV] a very close relationship 
between orthogonal matrix polynomials and scalar polynomials satisfying a 
higher order recurrence relation has been established. This relationship has 
been used to show that matrix orthogonality is going to be a useful tool to solve 
certain problems of scalar orthogonality (see [D3, Sect. 51). Besides that, during 
the past few years, some important results in the theory of orthogonal poly- 
nomials have been extended to orthogonal matrix polynomials with the con- 
sequence that this theory of orthogonal polynomials is receiving an increasing 
amount of interest (see [AN, BB, Dl-DV, SV, Z]). 
We will consider a one-parameter matrix weight I’& (k E N). This implies 
that the sequence of orthonormal matrix polynomials (Pa&), satisfy the fol- 
lowing three-termrecurrence relation: 
(2) t&k(t) = An+l,kPn+l,k(t) + &k&k(t) + A;,kPn- l,k(& n 2 0, 
with initial conditions P-1 = 0, PO = I, where&k are non-singular and Bn.k are 
Hermitian, ~1, k > 0. Such one-parameter families do appear in various appli- 
cations and limiting procedures (see, for instance, [DD] for such application to 
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the study of ratio asymptotics for orthogonal matrix polynomials with un- 
bounded recurrence coefficients). 
Our main result will be the limit as y1-+ 00 of integrals of the form 
J 
F(t)P,+k,,(t)dW,(t)P,*+I,,(2), 
where F is any matrix polynomial. 
We assume the following conditions on the asymptotic behaviour of the 
coefficients of the three-term recurrence relation: 
(3) ;;tAAn+k,n = Ak, and ;il&+k,n = &, k E z, 
being Ak invertible and Bk hermitian matrices, 
To establish the main result in full we need to introduce the following or- 
thonormal2N x 2N matrix polynomials: 
(4) tJ-a(t) = &+l~n+l (4 + bz~n(t) + qy-n- l(f), n 2 0, 
where U-i(t) = 8, To(t) = 0 (the 2N x 2N identity matrix), and 
The 2N x 2N matrix polynomials Un are orthonormal with respect a positive 
definite matrix of measures that we denote VW (see [DL, pp. 991). 
Our main result is the following: 
Theorem 1.1. Assume that the recurrence coeficients in(2) satisfy (3) for k E Z. 
Then, for every matrix polynomial F(t), 
%a(k)@) dW(t) u;(,) ct) j,,,,.,:,, 
where 
-k+l if k<O, 1 if m<O, 
if k>O, and p(m) = 2 if m>O. 
We complete the paper with some examples (Sect. 3). 
2 PROOF OF THE MAIN RESULT 
As we wrote in the Introduction, Theorem 1.1 will be proved just using the 
structural properties of the recurrence formulas 2 and 4. To do that we need to 
introduce the following finite sequence of auxiliary polynomials. 
For 0 5 k < n - 1, we consider the matrices 
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A:gk’n A e n+k,n ), 
and the polynomials 
p,,,(t) = 
Pn-k-l+(t) 8-k-l&) 
p 
n+k,&) &+k,$) ’ pn’-1(t) = ” 
We can check by a straightforward computation that for 0 5 k 5 n - 2 
(5) &,k(t) = &,k+l&k+l(t) + &k&k(f) + A;,kb,k-l(t), 
and that 
To prove Theorem 1.1, we first prove that: 
For fixed m, k and 1 E N, we have that. 
(7) 
= 2 
s 
um(t)&(t)dw(t)B;(t). 
Proof. We use induction on m. 
Form = 0, the result is clear from (6). 
Assume now that m = 1. By using the three-term recurrence relation for the 
polynomials (pn,k)k (see (5)), the expression of T1 from the recurrence relation 
for (U,), (see (4)) and (6), we have that 
= A:’ 
S( 
b,k+l&k+l ct) + Bn,kpn,k(t) + A;,k&k- 1 (t) - BOb,k(t)) 
( 
dW,(t) e 
e dK(4 > 
Y,,(t) 
= 2A;‘(‘%z,k+l~k+l,/ + b,kbk,l + A;,kdk- 1~ - BOfik,l)o. 
By taking limit as n -+ 00, we get the following expression for the right hand 
side of (7): 
(8) 2~3%+1&+1,1 + Bkbk,l +A;dk-l,r - ~O~k,$. 
But using again the expression of Tt from the recurrence relation for (Tan), (see 
(4)), and this relation for n = k, we also find (8) for the right hand side of (7), 
and hence the case m = 1 is proved. 
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We now assume the result valid up to m and prove the case m + 1. 
To do that, we write 
(9) 
k+h 
Uh(t)pn,k(t) = x Aj,h,k,npn,j(t), 
j=O 
(10) 
k+h 
ah(t)Tk(t) = c nj,h,kuj(t)i 
j=O 
from where we obtain that 
kth 
c 
j=O 
p,;,,(t) = =Z,h,k,n; 
and in a similar way 
J 
h(t)%&)dw(t)u[r;(t) = &,h,k. 
The assumption for the cases up to m gives 
(11) lim b,h,k>n = 2b,h,ki n-m 
for h = 0,. . . , mandl,kE N. 
To prove the case m + 1 we have to check that 
forZ,kEN. 
Taking into account the three-term recurrence relation for the polynomials 
U, (see (4)) and (P,J‘), (see (5)), we have: 
um+l(t)~,,k(t) = 
mtk m+k 
C di,m;k,ntpn;i(t) - C ~m~i,m,k,n~n,i(t) 
i=o i=o 
m+k-1 
-c A,~~~i,rn- l,k,npn,i(t)] 
i=O 
P 
m+k m+kbl 
- c bn~i,m;k,n p&t) - c A:&,,,- l,k,n$n,i(f) 
i=O i=O 1 
By comparing to (9) we get that 
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b,nz+ l,k,n = &,,l+ 1 Ai- l,m,k,nh-1 + ~i,m,k,n~jn,i + Ai, I,m,k,nA\n*+l 
- Bmdi,m,k,n - ALni,m- I,k,n] 
In a similar way, we obtain for Ai,m+ i,k that 
nip+ 1,k = A,‘+ 1 [Ai- l,m,k& 1 + Ai,m,&i + Ai, l,m,kA;+ 1 
- bA,m,k - AiAi,m- l,k]. 
To prove the case m + 1 it is enough to use the induction hypothesis (11). 
We now proceed with the proof of the main theorem. To do that, let us re- 
mark that for k, I E Z, the limit 
(12) F(t)P,+k,,dW,(t)Pn*+I,n 
can be obtained as the corresponding block entry of one of the following four 
limits (depending on the signs of k and I) 
Pn-Ikj+(i-I)&) Pn++(i-l),n(t) 
f/(:@’ f&> (f%+,k,-i,n(t) Pn+lkl-i,n(t) ) (d:(‘) d;(t)) 
( 
P* 
n-lll+(j-l),n (t> p;+ Ill -j,,(t) 
P,*-lll+(j-l),n(t) P,*+,+j,n(t) ) ’ 
where i,j = 0 or 1: (1) if k and I are positive in (12) the limit corresponds to the 
block (2,2) for i =j = 0; (2) if k is positive and I is negative in (12) the limit 
corresponds to the block (2,l) for i = 0 and j = 1; (3) if k is negative and 1 is 
positive in (12) the limit corresponds to the block (1,2) for i = 1 andj = 0, and 
finally (4) if k and I are both negative in (12) the limit corresponds to the block 
(1,l) for i =j = 1. 
To finish the proof it is enough to take into account (7) and that the sequence 
of matrix polynomials (U,), form a basis of the linear space of 2N x 2N matrix 
polynomials. q 
In the next Section we will show some examples, but to work out them we need 
to find a more suitable expression for the auxiliar sequence of orthonormal 
matrix polynomials (Ufi), and its weight matrix VW (see (4)). 
We write (ED,), for the orthonormal matrix polynomials defined by: 
(13) 
tb(t> =&+1&+1(t) -t b&(t) +A,‘&i(t), ~12 1, 
Do(t) = Al b (t) + soDo 
where D-i(t) = 0, Do(t) = 0 (the 2N x 2N identity matrix) and 
We write D for the weight matrix with respect to which the sequence (ED,), is 
orthonormal. 
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It is worthy to note that D,, n E N, is a block-diagonal matrix polynomial, 
and that its recurrence coefficients coincide for y1 2 1 with that of the sequence 
(U,), (see (4)). Hence CT,), and P,), h ave the same sequence of matrix poly- 
nomials of the second kind which we denote by (Q,),. (Q,), is then a matrix 
polynomial of degree n - 1, and they satisfy the recurrence formula 
(14) tQn(t) = A,+lQ,+l(t) + ho,(t) +AnfQb-i(t), n > 1, 
with initial conditions Q. = 6, U& = II, so that: 
Q??(t) = 
.[ 
y I yyx) &D(x)& = 
s 
y I ?‘“’ dvv(X)Al, n > 0. 
Lemma 2.1. With the above notations we have that 
U,(t) = b(t) + Q,(t)& n 2 0, 
where 
E= 
( 
ff A -(W’AO 
-: ;, ) i3 ’ 
Proof. It is straightforward because the sequence (D,(t) + Q,(t)E), also sa- 
tisfies the recurrence formula (4), which defines the sequence (T,),, with equal 
initial conditions. 0 
Using this lemma and the matrix version of Markov’s theorem we find the fol- 
lowing formula which relates the Hilbert transforms of VW and D: 
Lemma 2.2. With the above notations we have 
1% = (@y-l+ q’. 
Proof. If we apply Markov theorem for orthogonal matrix polynomials (see 
[D4, Th. 1.1 p. 11811, we get 
where the matrix Ai appears due to the normalization Q1 = il. 
On the other hand(T;‘(z)Q,(z))P1- Q,‘(z)U~(Z). The previous Lemma now 
gives 
(U;‘(z)Q,(z))-‘= Q;' (z)Dn(z) + E = (Dn'(z)Qn(z))-I+ E; 
and since the sequence (C&), is also the sequence of polynomials of the second 
kind for (ED,),, we can apply Markov’s theorem again to get: 
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(pg+l) -I= (Jz*1)-1+ E, 
from where the lemma follows. 0 
3 EXAMPLES 
We consider that the limits Ak and Bk, k E Z!, in (3) are constant, that is, 
Ak = A, Bk = B, k E n. 
That is the case when, for instance, we take all the matrix weights wk = W, 
k E LI, and W in the matrix Nevai class introduced in [Dl] to study ratio 
asymptotic behaviour of orthogonal matrix polynomials (see also [DLS]). See 
the example 3.2 below for details. 
That is also the case when we consider the k-th associated polynomials 
(Pik’)n, k 2 1, to a sequence of polynomials in the matrix Nevai class (see [D4, 
Sect. 51): Pikl is defined by 
(15) Pikl(x) = 
s 
Pn+kb) - Pn+k(t) 
x-t dW(t)Pk*- 1 (t), n 2 0. 
They are orthonormal with respect to a matrix weight wk and satisfy the re- 
currence formula 
(16) tP;k1(t) =A,+k+lp$(t) +&+kP;kl(t) +A;+,PF!,(t), n 2 0 
with initial conditions PLk/ (t) = 8 and Pfl(O) = Ail. See the example 3.4 below 
for details. 
As we will show now, the weak asymptotics for orthonormal matrix poly- 
nomials (Pn,k)* having constant limits recurrence coefficients A and B, is given 
in terms of the Chebyshev matrix polynomials and their weight matrices: for 
given matrices A, nonsingular and hermitian, and B, hermitian, the Chebyshev 
polynomials of the first and second kind (denoted by(T’)B), and (U$“),, re- 
spectively) are defined by the recurrence formulas: 
tTtaB(t) = d?AT;‘B(t) + BT;‘B(t), 
(17) tTt,B(t) = AT;lB(t) + BTtsB(t) + v’?iAT,A>B(t), 
tT,AxB(t) = AT;;;(t) + BT,AaB(t) + AT;:;(t), n > 2, 
with initial condition T,)B( t) = I, and 
tU,A,B(t) = AU;;;(t) + BU,A>“(t) + AU;:;(t), n > 0, 
with initial conditions U_“;“(t) = d and UoA9B(t) = I (see [Dl, p. 306] for the 
definition of (U,“>“), when A is not hermitian). 
When A is positive definite the matrix weights, with respect to which the 
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Chebyshev polynomials of the first and second kind are orthonormal, are 
defined as follows: the hermitian matrix 
A-w(~~X~)‘@/2 
2 , x E R, can be dia- 
gonalized in the form 
(18) 
&/2(B - x+-1/2 
2 
= u(x)D(x)u*(x), 
where D(x) is a diagonal matrix with entries L&+(X) E R, i = 1,. , IV, and 
U(x) U*(x) = 1. Th en, the sequence (7’$“), is orthonormal with respect to the 
matrix weight X,,s given by 
(1% d&B(X) = ;A-1:2U(x)T(x) U*(x)A-“2dx, 
where T(x) is the diagonal matrix with entries 
tjJx) = &p) 
i 
if 4,,(x) E (-1, l), 
0, if di,j(x) @ (-l,l). 
The sequence (U$“), is respectively orthonormal with respect to the matrix 
weight WA,B given by 
dWA,B(X) = ~A-1~2U(x)S(x)u*(x)A-1~2dx, 
where S(x) is the diagonal matrix with entries 
Si,i(X) = if&(x) E (-1, l), 
if L&+(X) @ (-1,l). 
(see [Dl, Sect. 3 and DLS, Sect. 31 for a detailed study of the Chebyshev matrix 
weights and [Z, Sect. 2.21 for the study of WA,B when A is hermitian). 
Finally, we also need the following matrix of measures 
(20) d&$(x) = ;A-1’21i(x)R(x) U*(x)A-“2dx, 
where R(x) is the diagonal matrix with entries 
if dJx) E (-1, l), 
if d,,Jx) 6 (-1,l). 
We are now ready to establish the main theorem of this section. 
Theorem 3.1. Zf we assume that Ak and Bk, k E z, in(3) are constant, that is, 
Ak = A, Bk = B, k E iz, with A positive definite and B hermitian, then the matrix 
polynomials (T,), and its matrix weight DN which appear in Theorem 1.1 are given 
by 
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Actually, if A is only a nonsingular hermitian matrix then still W1>1 = W~,J = 
xA,B. 
Proof. Firstly, we only assume A to be a nonsingular hermitian matrix. 
According to the hypothesis, we have that 
A,= ;; ( > , for n= 1,2;.. 
Do= (;;), B,= (fi) for n=1,2,..., 
which gives the following expressions for (Dn)fi, (C&),, MY and IE (see (13), (14) 
and Lemma 2.1): 
Lemma 2.1 gives now that 
-rr,(t> = ( 
qyt) -U,AIL:(t) 
- uy:; (t) U,“~” ) ’ 
and Lemma 2.2 gives the following expression for the Hilbert transform of VW: 
Fi;(z) -A -’ 
-A Pi;(z) ’ 
where we write F,Q(z) = Sdyy”,“‘. Co mputing that inverse by block (see 
[HJ, p. IS]), we get forJ= the expresion: 
( 
(FA$(z) - AFA,B(z)A)-' -FA,B($$@A,B(+ -F,;;(z))-' 
-(MA,B(z)A -F,T$z))-'AFA,B(~) (F$(z> - AFA,B(z>A>-~ ). 
To simplify this matrix we need the following two formulas 
(21) AF’,B(z)A = zI- B - F~;(z), 
(22) ~AFA,B(z)A = z1 - B - TA;;(z), 
where we write TA,B(z) = ‘=A B(t) b, z-t 
56 
The formula (21) can be found in [Dl, p. 317, (2.11)], and the formula (22) will 
be proved at the end of this proof. 
Using (21) and (22), we get that 
(pcY),,= (scY)*;2= ( q$z) - AFa.B(z)A)-l= c&B(Z). 
From where we deduce that 
wl,l = w/2,2 = XA,B. 
The computation of INt,z, VV2,t is more complicated and we also need to assume 
that A is positive definite. 
By using again (21) and (22) we get 
(23) 
= -FA,B(z)A (AFA,B(Z!A - F<;(i)) -I 
= FA,B(Z)ATA,B(Z), 
and analogously 
= %,B(Z)AFA,B(Z) 
Since A is positive definite, according to Lemma 2.2 and Corollary 2.3 in [Dl], 
(18) and Theorem 3.1 in [DLS] we get that 
&B(z) = A-“2U(z) (D(z) - (D2(z) - r)1’2) U(z)*A-‘i2, 
7&(z) = A-1’2U(~)(D2(~) - Z)-1’2U(z)*A-1’2. 
Using (23) we find 
= ~A&WA,&) 
= A-“2U(z) [D(z)(D2(z) - Z)-1’2 -Z] U(Z)*A-‘/~. 
The inversion formula for the Hilbert transform says that for x E I% 
W(X),,, = -& ,““a (FA,B(x + &)ATA,B(x + iv) - FA,B(X - $J)AT,Q(x - iy). 
Computing this limit as inTheorem 3.1 of [Dl], we finally find that V%‘t,2 = RA.B, 
where the matrix of measures RA.B was defined in (20). 
We still need to prove the formula (22). To do that, we again assume that A is 
only a nonsingular and hermitian matrix. We now consider the 2-nd associated 
polynomials (see(15)) to the sequence (T,A?B),; to simplify the notation we write 
them by( mi2]) . 
By definitio”n we have 
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Adding and subtracting T;(x) to the right in the integral and using the 
orthogonality of T, we find: 
TJ2](x) = -T,+2(x)(T;“)*(x) + T$(x)T;(x); 
a multiplication by -’ (x) to the left gives 
(24) (T~$(x)T;‘~(~) = -(T~‘J,)-*(x)T~+~(x)($)*(~) + T;(x). 
But according to (15) and the definition of (T,)* and ( Un),,we get that 
T[” (x) = u,+,(x)(JzA)-l t-l+1 and T!‘](x) = L$(x)A-l = U~ii(x); hence (24) can 
be written as 
-JzAu;+$(x)4%) = -(Tn:;2(x)T,I~l)-1(x)(~A)-1+x(~A)-1-~(~~)-1. 
By applying now Markov’s theorem, we find 
v+AF.&z) = -T&(-\IzA)-’ + @A)-1 - B(&A)-‘, 
and it is easy to deduce the formula (22). 
We now apply Theorem 3.1 to different examples. 
Example 3.2. The Nevai matrix class M(A, B). 
A sequence of orthonormal matrix polynomials (P,), satisfying the recur- 
rence relation 
tPn(t) = A,&‘,+&) +&P,(t) +A,*&l(t), n 2 0, 
is said to be in the matrix Nevai class M(A, B) if lim, A, = A and lim, & = B. 
We write W for the matrix weight for (P,),,. Then taking wk = W, k E N, we 
can apply Theorem 3.1 to find the weak asymptotics for(P,),. 
Corollary 3.3. If the sequence of matrix polynomials (P,), belongs to the matrix 
Nevai class M(A, B), A nonsingular and hermitian and B hermitian, then 
for any continuous matrixfunction F, where XA,B is the Chebyshev matrix weight 
of the$rst kind (see (19)). If; in addition, A is positive de$nite then for any given 
integer k 2 1 
1,” JF(x)P.ii(x)dW(x)Pi(x) = J”P(x)Tt”(x)dXA,B(x), 
for any continuous matrix function F, where TkAIB is the k-th Chebyshev poly- 
nomial of thefirst kind (see (17)). 
The result for k = 0 is known (it is essentially (2.9), p. 46 of [DLS]), but for 
58 
k 2 1 is new (the corresponding result for scalar polynomials can be found in 
[N P. 451). 
First of all, because the support of W is bounded (see [Dl, lemma 2.1 p. 311]), 
it is enough to prove the result when F is a matrix polynomial. 
According to Theorem 3.1 
W(t) = ( 
x4,&) R4,BW 
&l?(t) x4,&) > 
Since Us = 0, Theorem 1.1 gives that 
I$Sk.(xjl-‘,(x)dW(x)P,“(x) = /F(x)dX&~(x). 
According again to Theorem 3.1 
U,(t) = 
i 
U$“(t) -Lyy(t) 
-U,“_r”,(t) Uy(t) ) . 
Applying again Theorem 1.1, we have that 
lim F(x)P,+~(x)dW(x)P,*(x) 
.I 
Since A is positive definite, we can write (see (3.4) and (3.5) of [DLS, p. 511) 
U,““(x) = A -hi, ( 
/j -1/2(B - XqA-1/2 
2 1 
Af, 
qy(x) = A -it, 
( 
A -1/2(B - x&4 -lP 
2 1 
A$ 
7 
where (u,), and (tn), are the sequence of scalar Chebyshev polynomials 
of the second and first kind, respectively. Using the diagonalization of 
( 
‘~“2@~x1).4~“z) (see(l8)), we can write: 
(25) i 
441 (x)) 
U$“(x) = A-b(x) i 
0 
tk(dLl (x)) 
T/y(x) = A-fU(x) 1 
0 
. 0 
. . . . U*(x)Af, 
. Uk(dV,N(X)) 
. 0 
. . . . U*(x)Ai, 
tkbh,N(X)) 
Taking into account the definition of .YA.~ and RQ (see (19) and (20)), we have 
that 
(26) - U;$(x)dR,&) + U;‘B(~)dXA,B(~) = ~A-‘1U(x)H(~)U*(x)A-~~~, 
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where H(x) is the diagonal matrix with entries 
hi,i(x) = 
-uk- 1 (d;,i(x))h,i(x) + uk ki,i(x)) 
Jz ’ 
Using now the well-known formula -I&- 1 (t)t + z&(t) = tk(t), we have that 
tk (&i(x)) 
hiM = J-’ 
and hence from (25) and (26), we finally get that: 
-q-y (X)d&,B(X) + uj~B(X)dXA,B(X) = T~~B(X)dXA,B(X). 
Example 3.4. k-th associated polynomials (P,f”‘), k 2 1, to a sequence of poly- 
nomials in the matrix Nevai class. 
As we pointed out above, constant limits also appear when we consider 
Pn,k(x) = Pikl(x) where (Pjq) k > 1, is the sequence of k-th associated poly- 
nomials to a sequence of polyiomials in the matrix Nevai class (see (16)). Pro- 
ceeding as in the previous example, we have the following: 
Corollary 3.5. If (PAkl),, k 4 1, is the sequence of k-th associatedpolynomials to a 
sequence ofpolynomials (P,), in the matrix Nevai class M(A, B), A nonsingular 
and hermitian and B hermitian, then 
li~~F(x)P~](x)dW’~(x) (P!])*(x) = fF(n)dX&(x), 
for any continuous matrix function F, where XA,B is the Chebyshev matrix weight 
of theJirst kind (see (19)). If in addition, A is positive definite then for any given 
integer k 2 1 
li~/F(x)P~~k(x)dW~(x)(P~~)*(x) = /F(x)T$“(x)dX&(x), 
for any continuous matrix function F, where Tk A,B is the k-th Chebyshev poly- 
nomial of thefirst kind (see (17)). 
Example 3.6. Orthogonal matrix polynomials with unbounded recurrence coef- 
ficien ts. 
We now consider a sequence of matrix polynomials (P,), such that the coef- 
ficients in its three term recurrence relation (see (1)) are diverging in a partic- 
ular way: we will suppose that there exists a sequence ( Cn), of positive definite 
matrices such that: 
lim C,-‘/2A,C~~‘/2 = A, 
(27) * 
lim C-1/2B,C,-‘/2 = B, n n 
lim C-‘/2C’/2 = 1 
n n n-l . 
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Sequences of that kind were considered in [DD]. In that paper, we established 
the ratio asymptotic behaviour for the scaled polynomials (P,( C,; z))~ (see the 
Introduction of [DD] for the definition of a scaled matrix polynomials P( Cx), 
with P a matrix polynomial and C a matrix). To do that we first show that 
for each k the sequence of matrix polynomials &k(t) = CL12Pn(Ck; t), n 2 0, 
satisfies the recurrence relation 
t&k(t) = A,+l,k&+l,k($ + &,k&,k@) + A:.kRn- l>k@b 
where 
A n,k z Ck-l12A C-‘i2. B, k = Cp’:2~n&:2 nk 7 > k 
A straightforward computation from (27) gives that 
lim A n+k,n = A, and lim B,,+k,n = B, k E Z. nice n+cc 
And hence, the weak asymptotic for the scaled matrix polynomials 
( Ci’“Pn( Ck; t)), when the sequence(P,). satisfies (27) can be established from 
Theorem 3.1 as in the previous examples (the corresponding result for scalar 
polynomials can be found in [NS, p. 1188] and [GV, p. 521). 
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