According to simulations, a commonly accepted threshold for a transition from transparency to opaqueness of a thin foil interacting with a strong circularly polarized laser pulse needs a refinement.
INTRODUCTION
A key attribute specifying the laser-matter interaction regime is transparency or opaqueness of a target to an incident laser pulse [1, 2] . Precise formulation of a relevant discriminating criterion is crucially important for many modern applications, including laser contrast enhancement by plasma shutters [3, 4] , laser frequency upshift by relativistic electron mirrors [5] , plasma based polarizers [6] , generation of gamma-rays [7, 8] and bright neutron bunches [9] in laser plasmas, as well as for laser plasma ion acceleration [10] [11] [12] [13] [14] [15] . The latter can be applied for a wide range of purposes (see the review [16] ) from fast ignition in fusion targets [17] to cancer treatment [18] . As radiation pressure acceleration of ions is most efficient when the target density is kept slightly above the threshold [11, 16] , it is reasonable to optimize the laser pulse temporal profile to maintain such a condition as long as possible [19] . In contrast, transparent targets are preferable for observation and detailed studies of an impact of radiation friction on plasma dynamics [20] [21] [22] or strong field QED effects [23] , as otherwise fewer electrons can ever reach the focal region to probe the strongest field. Such studies are planned with the next generation laser facilities under construction [24] [25] [26] [27] .
As is well known [28] , a moderately intense laser pulse (of dimensionless field strength a 0 ≡ eE 0 /mωc 1) can penetrate through a thick plasma target (of thickness d λ, where λ is the laser carrier wavelength) only if the unperturbed target density n 0 is less than the critical value n cr = mω 2 /4πe 2 . Here E 0 is the electric field strength amplitude, ω is the laser carrier frequency, m and −e are electron mass and charge. For a strong pulse, a 0 1, this condition is modified to n 0 a 0 n c [29, 30] due to the effect of relativistic self-induced transparency (RSIT), see also the discussion on the elaboration of this criterion in [31] [32] [33] [34] [35] .
Here we study the opposite case of a thin foil target (d λ), assuming that the laser pulse has ultrarelativistic intensity (a 0 1), is circularly polarized and is incident normally.
For such a case the transparency threshold condition obtained in [36] (see also [13] ) involves the dimensionless electron areal density σ 0 = (n 0 /n cr ) · (ωd/c) of the foil and can be cast to the form
However, according to the results of PIC simulations, the threshold value in Eq. (1) needs a refinement if a 0 is a few hundred or higher. For example, a foil with σ 0 ≈ 88 can still remain opaque to a laser pulse even for a 0 = 500 (see Fig. 1a ), i.e. for more than an order of magnitude higher value than prescribed by the threshold (1) . The reason is that in a derivation of the condition (1) it is assumed that laser absorption is negligible so that an incident laser pulse is totally reflected by an opaque target. But it turns out that for high enough values of a 0 the absorption can become crucially important, thus setting up a lower areal density limit for RSIT, which then depends more on a laser pulse duration and envelop shape than on its amplitude.
1D MODEL
Let us illuminate the role of laser absorption using a 1D laser-foil interaction model with a due consideration of the laser pulse temporal profile. Denote by a(t) the value of the dimensionless laser field strength at time t at the foil position x t . Upon the incidence of a laser pulse on a foil a(t) is gradually growing from zero onward. Let t 0 be the least moment when a(t 0 ) = σ 0 /2. Then, according to Eq. (1), while t < t 0 the laser pulse front is totally reflected by the foil, as shown in Fig. 1 (c) . Hence the field behind the foil vanishes, E(t, x > x t ) = 0, and the laser profile eventually takes a step-like form similar to the one shown in Fig. 1 (a) . Such a profile creates a strong longitudinal ponderomotive force, which efficiently accelerates the electrons forward. Electrons in turn pull the ions behind themselves, therefore the whole plasma gets accelerated in front of the laser pulse. For t > t 0 the reflection saturates and, assuming that transition to transparency is procrastinated, upon the further growth of a(t) the rest of the pulse bulk is being absorbed. The absorbed energy is eventually transferred to the ions, thus enforcing their acceleration. We are especially interested in an initial stage of the process when the ions still remain mildly relativistic. To refine the threshold, it is enough to thoroughly balance the energies absorbed from the laser pulse and gained by the ions (here the energy gained by electrons can be neglected as is much smaller).
Initially, as long as the ions are slow, v i c, they lag behind the electrons, hence do not overlap with them and the dimensionless charge separation field can be estimated as σ 0 . At
where A and Z are the ion mass and charge numbers, µ is the electron-to-proton mass ratio, τ = ωt, and from now on we assume the units are such that the speed of light c = 1.
Importantly, it is taken into account that a large scale ion acceleration starts only together with laser absorption. The ions become mildly relativistic,
is the required duration of their acceleration. The total energy of the ions at this moment can be estimated as
where S is the laser pulse cross section.
Next consider the energy of a part of the laser pulse front having touched the foil by 
If the foil remains opaque at τ ∼ τ 1 , then this energy should be eventually entirely absorbed by the ions and hence should be equal to (3), see Fig. 1 (c) . The integral encountering in
Hence by equating (3) to (4) and taking into account that
we arrive at
where ζ = 2A|g (τ 0 /T )|/(Zµσ 0 T g(τ 0 /T )). Equation (7) has an approximate solution ζ ≈ 2.3, but this way the opacity threshold is slightly overestimated, since we did not take into account partial reflection of the laser pulse.
In fact, as shown below, an almost perfect agreement with simulations can be obtained by taking ζ = 2.7. So that the refined opacity threshold can be finally formulated in the form
where τ 0 is determined by (6) . Note that our approximation (5) is valid only for |τ 0 | T , i.e. for σ 0 a 0 or a 0 A/T Zµ, as otherwise reflection dominates over the absorption and the usual transparency condition Eq. (1) remains valid. It is also worth to emphasize that our approach is reasonable only for circularly polarized pulses as otherwise a double layer consisting of an electron spike followed by the ions [see Fig. 1 (a) ] is rapidly messed up due to electron heating [37, 38] .
In order to compare Eq. (8) with numerical simulations, let us specify it more explicitly for the two particular examples of Gaussian and linear profiles. Namely, if the function g(ξ)
is Gaussian, g(ξ) = e −ξ 2 , then the threshold areal density σ G th is determined by
Note that the refined threshold depends on the laser field amplitude a 0 much weaker than on the remaining parameters (pulse duration or on ion mass and charge numbers). For our second example of a linear profile [g(ξ) = 0 for ξ < 0, g(ξ) = ξ for 0 < ξ < 1, and g(ξ) = 1 for ξ > 1] the approximation (5) is invalid, but the integral in (4) is easily evaluated directly, so that instead of (8) we arrive at
rather than by laser pulse amplitude or duration separately.
The obtained above estimations for the areal threshold densities [see Eqs. (9) - (10) ] are compared to the values obtained by 1D PIC simulations in Fig. 2 . Namely we performed a set of simulations for several values of pulse duration and for three types of ions: hydrogen (Z/A = 1), deuterium (Z/A = 0.5) and tritium (Z/A = 0.33). Field strength amplitude was fixed (a 0 = 500), but for a Gaussian pulse we have checked that the results remained almost unchanged if a 0 was increased up to 1000 and 1500. We used targets with a fixed thickness d = 0.1λ but varying density. One can observe a perfect agreement between the theory and simulations, though, as expected, the simulation results start to deviate from the model when σ th is so high that approaches a 0 . 
2D SIMULATIONS
The main additional effect arising in a 2D case is the Rayleigh-Taylor instability (RTI) of a thin foil irradiated by a strong laser pulse. In the case of relativistic motion of the foil its growth time is [39] where k is the dimensionless wave vector of a perturbation and Eq. (6) is taken into account.
To check reliability of our estimations in 2D we performed 2D PIC simulations for a pulse with Gaussian profiles in both longitudinal and transverse directions (see Fig. 3 ). It turns out that our estimate (9) for the transparency threshold areal density still remains valid. Fig. 3 (a) according to the condition (9) corresponds to opacity, while the pulse in Fig. 3 (b) is taken twice shorter, resulting in target transparency.
it is meaningless to discuss its transparency for times t τ RT . However, since τ RT is proportional to √ σ 0 , denser targets survive under RTI longer, see Fig. 3 (c) . Besides, similarly to the 1D case, target opaqueness leads to the steepening of a laser front, see Fig. 3 (d), and after the destruction of the target the resulting steepened pulse with an increased femtosecond level contrast can be used for applications [3, 4, 40, 41] .
CONCLUSION
To conclude, we have demonstrated that a commonly accepted threshold for opaqueness of a thin foil to a strong circularly polarized laser pulse needs a revision. It is shown that such a refinement is due to laser absorption not properly taken into account in previous studies. As a consequence, with shorter laser pulses RSIT can be achieved for smaller areal density of a target. Interestingly, it turns out that for Gaussian pulses the refined threshold areal density is almost independent of the field amplitude, depending only on pulse duration and the ions charge-to-mass ratio. Our findings are in excellent agreement with 1D PIC simulations. They are in agreement with 2D simulations as well, though in a 2D case the effect is strongly distorted by the Rayleigh-Taylor instability.
Moreover, if a front part of the pulse gets totally absorbed like in Fig. 1 (a) , then the target acts as a plasma shutter [3, 4, 40, 41] steepening the pulse front and increasing laser contrast on a femtosecond level. This can be important for a wide range of applications, including high harmonic generation [42, 43] and laser ion acceleration. In the latter case high contrast enhances the energy [44] and suppresses the divergence [45, 46] of the accelerated ion beams, it is also crucial for such highly efficient ion acceleration mechanisms as radiation pressure acceleration [11, 47] and breakout afterburner [14] . Though the effect reported here reveals in thick targets as well, see e.g. [35] , its proper description in such a case requires further studies. 
