In this work, the authors consider the fourth order nonlinear ordinary differential equation
Introduction
Boundary value problems for ordinary differential equations play a very important role in both theory and applications. They are used to describe a large number of physical, biological and chemical phenomena. The work of Timoshenko [10] on elasticity, the monograph by Soedel [11] on deformation of structures, and the work of Dulácska [3] on the effects of soil settlement are rich sources of such applications.
There has been a great deal of research work on boundary value problems for second and higher order differential equations, and we cite as recent contributions the papers of Anderson and Davis [2] , Baxley and Haywood [4] , Hao and Liu [12] . For surveys of known results and additional references we refer the reader to the monographs by Agarwal et al. [8, 9] .
However, to the best of our knowledge, the aforementioned papers and much other existing literature on ordinary differential equations mainly studied the multi-point boundary value problem for second order ordinary differential equations or studied the two-point boundary value problem for higher order ordinary differential equations. There are very few works on the multi-point boundary value problem for higher order ordinary differential equations. For this reason, we are going to investigate the fourth order nonlinear ordinary differential equation
together with the four-point boundary conditions
, often referred to as the beam equation, has been studied under a variety of boundary conditions. A brief and easily accessible discussion and the physical interpretation for some of the boundary conditions associated with the linear beam equation can be found in the work of Zill and Cullen [1, pp. 237-243] . Multi-point boundary conditions of the type considered in this work are also somewhat different from the conjugate [7] , focal [2, 8] , and Lidstone [6] conditions that are commonly encountered in the literature. Additionally, one can easily find that if f (t, 0) ≡ 0, then the boundary value problem (1.1) and (1.2) always has a trivial solution. So, the aim of the present work is to obtain a sufficient condition for the existence of a positive solution, i.e., a solution u(t) of (1.1) and (1.2) such that u(t) > 0 on (0, 1).
The remainder of the work is organized as follows. In Section 2, we present some preliminaries and lemmas. Section 3 is devoted to presenting and proving our main results.
Preliminaries and lemmas
We shall give some preliminary considerations and some lemmas. In our discussion, by a positive solution of (1.1) and (1.2) we mean a function u(t) ∈ C 4 [0, 1] which satisfies Eqs. (1.1) and (1.2) and u(t) > 0 on (0, 1).
has a unique solution
Proof. Obviously, ϕ(t) = a(t − t 1 ) + b and ψ(t) = c(t 2 − t) + d are two linearly independent solutions of the equation
and satisfy the boundary condition
and the boundary condition
respectively. Therefore, the method of variation parameters shows that
is the solution of the boundary value problem (2.1), which implies the lemma.
Proof. Let
Thus, by virtue of Lemma 2.1, we have
where
On the other hand, the assumption of the lemma implies that
We prove the lemma as desired.
Proof. By virtue of Lemma 2.1, we have
Thus, we finished the proof of Lemma 2.3.
It is well known that a powerful tool for proving existence results for nonlinear problems is the upper and lower solution method. Thus, we introduce the following two definitions about the upper and lower solutions of the boundary value problem (1.1) and (1.2). 
(2.11)
Main results
We are now in a position to present and prove our main results. ξ 2 ) and there exists a positive constant µ < 1 such that
Proof. We will divide the rather long proof into three steps.
Step 1. We will prove that the functions α(t) = k 1 g(t), β(t) = k 2 g(t) are lower and upper solutions of (1.1) and (1.2), respectively, where
In fact, Lemma 2.1 implies that 
we know that
This, by virtue of the assumption of the lemma, shows that
which lead to
satisfies the boundary conditions (1.2). Thus,
are lower and upper solutions of (1.1) and (1.2), respectively.
Step 2. We will prove that the boundary value problem
has a solution, where
To this end, we consider the operator A : 
Thus, there exists a positive constant M such that |g(t, u(t))| ≤ M for any u(t) ∈ C[0, 1], which implies that the operator A is uniformly bounded. Furthermore, for all u(t) ∈ C[0, 1], and 0 ≤ t 1 < t 2 ≤ 1, we 9) which implies that the operator A is equicontinuous. Thus, from the Arzela-Ascoli theorem we know that the operator A is a compact operator. Therefore, from the Schauder fixed point theorem [5] , the operator A has a fixed point, i.e., the boundary value problem (3.7) has a solution.
Step 3. We will prove that the boundary value problem (1.1) and (1.2) has a positive solution. Suppose u * (t) is a solution of the boundary value problem (3.7). Since the function f (t, u) is nondecreasing in u, we know that
Thus,
where z(t) = β(t) − u * (t). 
has at least one positive solution.
At the end of the work, we want to point out that, even for the function f (t, u) with singular points at t = 0 and t = 1, the method we used here is also effective; we present the following theorems without proof because the proofs are similar. 
