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Abstract--In this paper, methods for finding nontrivial solutions of the nonlinear eigenvalue problem 
-Au  = ~F~(u) are considered. An equivalent variational formulation is used to obtain an iterative 
procedure for solving the problem with & general (non-convex) function F(u). The global convergence 
of this procedure is established, i.e., convergence from any initial guess. The method is applied to a 
test problem with F(u) = -cos  u. 
INTRODUCTION 
In this paper, techniques for solving nonlinear elliptic eigenvalue problems of the form 
-Au  = .~F'(u) in D, 
u = 0 on OD, 
where u = u(z), z 6 D, and D is a domain in R N, are considered. 
Problems of this type arise in vortex dynamics and plasma physics (e.g., see [6]). 
Georg [3] has established a linear rate of convergence for certain inverse iteration type algo- 
rithms for solving problems in which F~(u) is monotone increasing in u. This present paper 
extends the class of functions to which such algorithms can be applied. In particular, F ' (u)  may 
not be monotone increasing in u, and this situation is the one of interest in the development that 
follows. 
The following type of problem can also be considered. 
-Au  + H'(u) = AF'(u) in D, 
u=0on aD, 
where H ~ is a linear function of u and F ~ is not necessarily monotone increasing in u, occurs in 
the mathematical nalysis of internal solitary waves in stratified fluids (see [1]). 
Standard existing methods can have theoretical and/or numerical difficulties. For example, the 
solutions of our problems may not be unique, the solution sets may be of complicated structure, 
and in the case where the domain D is an infinite strip in the plane, linearization may result in 
the trivial solution, so continuation methods may fail. The methods to be discussed in this paper 
circumvent these difficulties. 
In Section 1 the basic solution algorithm is given. 
Sections 2 and 3 respectively describe three versions of the basic algorithm and some computer 
implementations with numerical results. 
Finally, Section 4 fills in some theoretical framework---one of variational methods in Hilbert 
Spaces. The basic algorithm is given a theoretical foundation. 
In a forthcoming paper, the methods to be discussed herein will be applied to the problem of 
numerically determining internal solitary waves in stratified fluids. Numerical results and results 
from asymptotic theory will be compared in order to help determine the range of validity of 
asymptotic theory and to obtain new large amplitude solutions that could not be obtained from 
existing asymptotic theory. 
The work presented here wes part of the author's doctoral thesis which was completed under the direction of 
Alexander Eydeland at the University of Massachusetts. 
10 S.B. POMERANZ 
1. STATEMENTS OF THE PROBLEM AND BASIC ALGORITHM 
1.I The Problem and the Basic Algorithm 
The basic problem is that of finding nontrivial solutions to the following nonlinear eigenvalue 
problem: 
-Au  = ~F~(z, u) in D, 
u = 0 on 0D, (1.1) 
where D is a bounded domain in R N, N = 1,2,3, and F E C 1. The equivalent variational 
formulation is to find nontrivial stationary points of the functional ~(u) over the set SR, where 
,~(u) = fv F(=, u) dz, 
SR = {u E H01(D): @(u) = 1R2}, 
fo  1 2 1 IVul 2& ~llulln, $(u) = 7 = 
(1.2) 
d G(u + rr/, a; v)lT=0 (G'(u, ~; o), 7) = ~ 
Let H denote Hd(D). 
In order to develop the algorithm used to solve (1.1) or (1.2), first assume that there exists a 
transforming function g = g(z, u, Vu, ct) such that: 
g(z, u, Vu, F(x, u)) is a linear or quadratic function of 
uand Vufor  uEH;  
(1.3) 
Og (z, ~a u, Vu, o,) >__ 6 > O, 
for some constant 6, u E H, and ~ G LP(D), (1.4) 
where p is chosen so that the appropriate integrals are defined; 
Define the functional 
G(u, o,; ,,) = fo g(x, u, Vu, o,) dz, go(x, v, Vv, F(z, v)) 
where G is assumed to be a concave function of (u,a) (1.5) 
for (u, tr) E H x LP(D) for every fixed v E SR, 
and where p is chosen as in (1.4). 
The transforming function g is used as in the methods dealing with the related non-constrained 
convex variational problem (see [2]). Note that in order to have concavity of G it is sufficient 
that g(x,u,p,a) be concave in (u,p,a) for every fixed z E D. 
(., .) denotes the inner product in H~(D), i.e., (u,v) = fD Vu" Vvdz, for u,v E H~(D). For a 
functional of two or more variables, a subscript indicates the variable with respect o which the 
variation is to be taken. For example, 
d ~(u + rT1)l,=o (¢'(u),~) = ~ 
and R is a positive constant. 
The current problem of interest deals with the case in which F (z ,u )  is non-convex in u. 
Equivalently, Ft,(x, u) is non-monotone increasing in u. 
Some of the notation used will now be defined. Given a functional ¢(u),  let the Fr~chet 
differential of q), equivalently, the first variation of q), at u in the direction I /be denoted: 
Computational methock 11 
Define r(u,~) = G(u,F(=,u);~)- < G'(~,F(=,~);~),u >, ,~d let Argmaxuesa 4,(u) denote 
an argument u that maximizes the functional @ over the set Sa. The basic algorithm for solving 
the problem (1.1) or (1.2) is an iterative scheme: 
u ° 6 Sa, arbitrary, 
S. ={u 6 Ho*(D) : I 2 '~llull. = +a2}- 
For k = 0, 1,2,. . . ,  
u k+l E Argmax F(u,u k) (1.6) 
uESR 
= Argmax {a(u, F(z, u); u x') 
uES:¢ 
- (G~Cuh,F(~,u%uk),u)) 
f 
= Argmax [ {[gCz, u, Vu, F(z, u)) 
u(i$~ JD  
- ug. (z, u ~, Vu k, F(z, u~)) 
- Vu.  9p(z, u ~, Vu ~, F(z, nk))]/go(z, u ~, Vu ~, F(z,  uk))) dz, 
where the superscript k denotes the previously obtained iterate. Note that by (1.3) the function 
g is used to transform the original problem (1.1) or (1.2) into a sequence of quadratic variational 
problems (1.6) or equivalently linear eigenvalue problems that can be solved more easily. 
2. THREE SOLUTION METHODS AND IMPLEMENTATIONS 
For each of the following methods, the eigenvalue problem is stated in terms of the Euler- 
Lagrange operators associated with the functionals in the variational formulation of the problem 
(~  [5]). 
~.1 Method 0 
Given F(z, u) is convex in u, choose g - g0(z, u, ~) = a - F(z, u). Note that go is concave in 
(u, a) for every fixed z. Equivalently, G - G0(u, (~, v) is concave in (u, a) (see (1.5)). With this 
choice of g, the k th iterative step of the basic algorithm (1.6) becomes: 
Variational Formulation: 
u ° 6 Sa, arbitrary. 
For/: = 0, 1,2,. . . ,  
u k+l E Argmax / uF,,(z, u t) dz. 
uE SR JD 
Equivalent Eigenvalue Problem Formulation: 
u ° E Sa, arbitrary. 
For h -  0,1,2, . . . ,  
-Ak+*Au k+l = Fu(z, u k) in D, 
u k+l - 0 on OD, [luk+lllH - - R .  
A k+l is the Lagrange multiplier iterate from the constrained variational formulation and is related 
to the eigenvalue iterate, A k+l, by A ~+1 = ~h½,.  
Imvlementation: 
The solution of the above eigenvaiue problem can be obtained in two steps: 
Step 1: - Aw k+t = F.(z,uk). 
Step 2: A~+, = R and U k+l  = Ak+lt / )k+l .  
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2.2 Method I
Given F(z,u) is not convex in u, but that F~,~(z,u) > -M,  for some M > 0, choose 
g l (x ,u ,  Vu ,a )  = ,~ - F(x ,u )  - ½~lVul 2, where w > 0 is chosen sufficiently large so that 
fD( f ( z ,u )  + ½wlVul~)dz is convex in u. Then by (1.5), Gl(u,a;v) is concave in (u,a). For 
example, such w can be found, with Fuu(z, u) > -M,  using Poincard's inequality or the Rayleigh 
quotient. With this choice of g, the k th iterative step of the algorithm becomes: 
Variational Formulation: 
u ° E SR, arbitrary. 
For k = 0 ,1 ,2 , . . . ,  
u k+l E Argmax/ ( - lw lVu l  2 + uF . (x ,uk)+wVu • Vuk)dz .  
uESn JD  Z 
Equivalent Eigenvalue Problem Formulation: 
u ° E SR, arbitrary. 
Fork=O,  1 ,2 , . . . ,  
kacl ~ k+l  -h,o A,. = F.(x, u k) - wAu k in D, 
u k+l = 0 on OD, Iluk+lll. = R, 
where A k+l = A k+l +w.  
h k+~ is the Lagrange multiplier iterate from the constrained variational formulation and is re- 
lated to the eigenvalue iterate, A k+l, by A ~+1 = x-r+'r.1 
Implementation: A ~+1 is the Lagrange multiplier iterate from the constrained variational formu- 
lation and is related to the eigenvalue iterate, A~+x, by At:+1 = x_r4.r.1 
The solution of the above eigenvalue problem can be obtained in two steps: 
Step 1: -Aw ~+1 =Fu(z ,u  ~)-wAu k. 
Step 2: Ak+l = 1 R 
..~ ~ = ilwk+l]l H and 
Uk-}-I _. ,~k-t-1. kq-1 
O/  tO  . 
= A + w. If the iterates u k converge to u and the iterates A~ converge to A~, then u is Let A~ 
also a solution of the original problem 
where 
- -Au  = AF~(z ,u ) ,  
h,~ - w 1 - w A,,, 
2.3 Method 2 
This method has the same hypothesis as Method I: Given that F(z, u) is not convex in u, 
but that F,u(z, u) >_ -M,  for some M > 0. Choose g = g~(z, u, a) - a - [F(z, u) + ~Au 2] - 
a - Y(z,  u), where A is chosen sufficiently large (A > M) so that fo  V(z, u) dz - fo(F(z ,  u) + 
½Au ~) dz is convex in u; equivalently, G2(u, or; v) is concave in (u, a) (see (1.5)). Note that the 
structure of g~ is the same as that of gl used in Method 1. The only difference is that the role of 
the [Vu[ 2 term in gl is now assumed by the u 2 term in g2. With this choice of g, the k ta iterative 
step of the algorithm becomes: 
Variational Formulation: 
u ° E SR, arbitrary. 
For k = 0, 1 ,2 , . . . ,  
1 2 u k+l e Argm~x [ ( - -Au  + u[f,(~, u k) + Auk]) d,. 
~,es,, Jo 2 
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Equivalent Eigenvalue Problem Formulation: 
u ° E SR, arbitrary. 
For k = 0, 1 ,2 , . . . ,  
--Ak+XAu k+l = -Au  k+l + F~,(z, u ~) + Au k in D, 
U k'l'l m. 0 on OD, I lu~+lllx = R. 
A k+t is the Lagrange multiplier iterate from the constrained variational formulation and is related 
to the eigenvalue iterate, A k+l, by A k+l 1 = Ak+t. 
Implementation: 
Note that this implementation differs from that previously described in methods 0 and 1. 
(i) Eigenvalue quation: --Au k+l = A~+l[-Auk+l + V~(z, u~)] 
(ii) Constraint equation: fD I xTuk+ll sdx = R s. 
Solve equation (i) so as to satisfy equation (ii). Equation (i) implies that 
(i ') U k+l "- [--A .-[- ak+lA]- l  Ak+lvu(;r,, uk). 
Substituting equation (i') for u k+a into equation (ii) results in 
(ii') fo IV ([-A + Ak+la] - I  Ak+lvu(x, uk))12 d~¢ - R 2. 
Using the result for u ~ which is known from the previous iteration, a function involving only 
the scalar unknown A k+l, denoted H ~+1, can be obtained. Define the function 
Hk+I(A) = /O IV ( [ -A  + aAl- at (x, uk)) 12 dz - R 2. 
Equation (ii') becomes Hk+~(A k+~) = 0. Thus, the k + 1 st iteration of the algorithm can be 
reduced to the following. 
Step 1: Use a standard root finding technique to solve 
Hk+I(A to+l) = 0, for Jk k+l. 
Step 2: Substitute A k+1 into equation (i') to obtain u k+1. 
3. ONE NUMERICAL  EXAMPLE 
The three transformations that were described in the previous section are summarized here. 
Method 0: g = g0(x, u, a) = a - F(z, u). 
Method 1: g = gl(x ,u,Vu,a)  = oc - [F(z,u) + ½wlVu]2], where w > 0 is a suitably chosen 
constant. 
Method 2: g = gs(z,u,a) = a-[F(z ,u)+½Au s] = a -V(z ,  u), where V(z,u) = f (z ,u )+½Au 2 
is convex in u for A > 0, a suitably chosen constant. 
Next a numerical experiment is considered. The related theory is discussed in § 4. 
3.1 A Numerical Example Comparing the Methods 
Methods 1 and 2 are now compared using a test problem in which F(u) is not convex. Method 
0, which is the basic method to use when F(u) is convex, does not apply here (fails to converge). 
However, Methods 1 and 2 do converge, and thus solutions can be obtained by these two methods. 
Test problem: 
--Au = A sin u in D = (0, 1/2) x (0, 1/2), 
u = 0 on OD, (3.1) 
I lul l .  = R. 
Note: F(z ,  u) = - cos u. 
For Method 1, w, as computed using Rayleigh's quotient, should satisfy: 
1 
w >_ ~ ,.~ 0.0127. 
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For Method 2, A should satisfy: A > 1. 
The numerical solution to problem (3.1) is obtained using a discretization of the iterative 
process (1.6). The domain D = [0, 1/2] x [0, 1/2], is a finite square with mesh spacing of 1/64 = 
0.015625 in both the z and y dimensions. (This corresponds to N1 = N2 = 64 on [0, 1] x 
[0, 1], where N1 is the number of subintervals in the z-dimension and similarly for N2 in the 
y-dimension.) A method of finite (discrete) Fourier sine series is used (see [7]). 
The iterations are stopped when the/1-norm of the difference of successive iterates (divided 
by the total number of grid points) is less than a specified termination value, T. The values 
T = 10 -5, R = 10, and the initialization of the discrete Fourier sine transform coefficients 
(DFT coefficients) are input data. The DFT initialization is chosen so that the coefficient of 
the first harmonic, c1,1, (the sin 2~rxsin2~ry term) is 80. The other harmonics are initially zero. 
In Methods 0 and 1, the initialization refers to the sine expansion of the entire right-hand side, 
--wAu ° + sin (u°), and in Method 2, the initialization is that of the sine expansion for the term 
Vl(u °) = Au°+ sin (u°). The/ l -norm of the residual (divided by the total number of grid points) 
is also computed and is given in Table 3.1. 
Computer implementation was done on a Cyber 175 mainframe computer. From the data 
exhibited in Table 3.1, it follows that for this specific problem, Method 2 (with A = 1) is a better 
choice than Method 1 (with w = 0.0127). Both methods worked reasonably well here. Although 
Method 1 is simpler to implement than Method 2 (since the secant method is involved in Method 
2, it is sensitive to initialization), Method 2 converges faster for this problem. In fact, upon 
comparing results, it can be seen that the Method 2 run converges in one quarter of the time that 
it takes for Method 1. Furthermore, ven with the secant method implementation of Method 2, 
one iteration of Method 2 takes about the same amount of time as one iteration of Method 1 (for 
iteration number k sufficiently large). 
Results with other problems uggest hat typically Method 2 converges faster than Method 1. 
However, more experiments are required in order to be sure. 
Table 3.1 
Method A cla cp secs. i terat ions residual  
0 divergence 
1; to -- 0.0127 394.47 3.99065 122 42 0.010 
2; A -- 1 394.45 3.99062 31 11 0,004 
4. THEORY 
In order to prove convergence of (1.6) a corollary to the Sobolev Imbedding Theorem (see [4]) 
and a theorem due to hi. Vainberg (see [9]) will be used. They are stated here for completeness. 
~.1 Sobolev Imbedding Theorem and Vainberg's Theorem 
The Sobolev Imbedding Theorem provides the following useful Corollary. The symbol C de- 
notes a continuous imbedding. Let D be a bounded domain of class C 1 in p Jr and note that 
H i (D)  = ~(D) .  
2N That is, there is a constant c > 0 COROLLARY.  Hi (D)  = W~(D) C Lr(V) for 1 < r < ~-=~. 
2N such that [lu[[L,(D) _< c[[ulll,2 = c[[ullHa(D ) for all u • H i (D)  provided 1 <_ r <_ iW---~" The 
217 imbedding is compact if I <_ r < i'lq~'~" 
Note that for N = 1 or N - 2, the imbedding is compact for any r, 1 _< r < oo. 
H~ (D) is the subspace of H I(D) - W~(D) consisting of functions that vanish on the boundary 
of D. The norm for the Sobolev space HI(D) is 
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Define 
(/o 
\1 /2  
[Vu[ 2 dr) . 
It is a standard result that Ilull- and Ilulll,2 are equivalent norms on H~(D). The norm Ilullu 
will be useful herein. Let L p denote LP(D). 
The following theorem of M. Vainberg states conditions under which a certain operator B 
(described below) maps L p into Lq in a continuous and bounded manner without imposing 
additional smoothness properties on the function f (z , t )  (described below). Let D be a bounded 
domain in R N. Let f (z ,  t) be a real-valued function defined on D x R, continuous in both 
variables z and t. Denote by B the operator defined on the set of real-valued functiuons u(z) on 
D by Bu(z) = f (z ,  u(z)). 
THEOREM (POLYNOMIAL GROWTH CONDITION ON f) .  
Suppose the operator B(u(z)) = f (z ,  u(z)) maps the space L p into the space Lq. Then the 
operator B is a continuous and bounded mapping if and only i£ the function f (z ,  t) satisfies the 
growth condition If(z,t)] < A + Kltl (p/q) for all z E D, t E R, where A and K are positive 
constants. 
For N = 2, this growth condition can be replaced by a milder condition. For N = I, the 
growth condition can be dropped entirely. The conclusions of Vainberg's Theorem will still hold 
in both of these situations (see [4]). 
4.~ Assumptions 
Assume that the following conditions are satisfied: 
D is a bounded domain in R N of class C I. 
F = F(z, t) is continuous in the variables x and t 
for z E D and t E R, and F satisfies 
an appropriate form of the following growth condition. 
If N = I or N = 2, then ]F(z,t)l <_ a + bit] I', where p is any 
positive integer and a and b are non-negative constants. 
I fN  >_ 3, then ]F(z,t)] _< a+bitil~-~, 
where a and b are non-negative constants. 
Results as in Vainberg's Theorem hold for 
f(z, u(z)) = Fu(=, u(z)). 
(4.1) 
(4a) 
(4.3) 
4.8 Convergence of the basic algorithm 
The first of the following three theorems yields a monotonicity result for the sequence {@(uk)}. 
The second states that an associated sequence of Fr~chet differentials converges to zero. Finally, 
the third theorem is a global convergence statement for the sequence {ut}. Note that for the 
problems under consideration, the solutions are not necessarily unique. Refer to § 1 for notation. 
THEOREM 1. Let F = F(z,u)  be as in (4.2), • and SR be as in (1.2), G be as in (1.5), and 
k oo {u }k--o as in (1.6). Then {~(uk)}~°=0 is a monotone increasing sequence and limk_oo ¢(u k) -- 
,~*, for some '~" E R. 
PROOF. 
u k+l E Argmax {O(u, c~; u k ) - (O~(u k, ak; uk), u)}, 
uESR 
CAHNA 21:8-B 
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where a = F(z,  u) and a t = F(z,  ut). This implies that 
0_< G(u k+1, o~k+l; ut)  _ (Glu(u t , oek; ut), u t+l) 
_ (G(u ~, ~t; ~t) _ (a" (u t, ~t; ~t), u.)) 
G(u k+l , at+l ;  u t) - G(u t , at ;  u t ) 
_ {(G.(u t, ~t; u~), ~+~ _ ~t) 
+(C.(ut,  ~ ;  ~t), ~t+~ _ ~)}  
+ (G.(u~, a~; ~t), ~t+~ _ ~t). 
Concavity of G in the vector (u, a) implies that 
- { (c'. (u t, ~t; ~t), ut+l _ n k) 
+ (G~(ut ,a t ;u t ) ,a t+!  -a  t) } < O. 
Therefore, 
o _< (G'a(~k, ~k; ut), ~ t+' - a t) 
_ [ g,~(z, u t , Vu  t ,  F(z, ut ) )  rF(z u t+ ' )  - F(z, ut ) ]  dz 
- JD ga(x, u t, Vu t, F(x, ut ) )  L ' ' 
-- [ [F (z ,  u t+1) - F(z,  ut)] dz 
JD 
= O(u t+ l ) -  O(ut), k arbitrary. 
Thus, {~(ut)}~°=o is a monotone increasing sequence. 
Now for N _< 2 and u E SR C H i (D) ,  
f 
I¢(=)1 ~ .]~ JFCx, =)1 dx 
/ (a  + bl,.,l") dx < 
= aJ. + bl l~ll~, 
~. + b~ I1~11~ 
= al + blR p = B, 
where B is a positive constant, independent of u E SR. An  analogous result is obtained for the 
case N _> 3. Thus, limk-eo <I'(u t)  = ~ ' ,  for some ~* E R. II 
In Theorem 2 the following curves, 7 t E SR, will be used. Given u t E SR, define 7t( r ) ,  for r E 
[0,21r], to be a great circle in SR passing through u t. Let r/t be any nonzero vector in H such 
that rl t is not a scalar multiple of u t. 
Rv t . 
7t(r) = u t cos r -{- ~ sln r, r E [0, 2z'], 
where v t = 1} t (11k'Ut)HUt R2 , for k = 0, 1,2,.... 
d Rv t 
Let ~t = 7t(0) = i]vt[ig, for k= 0 ,1 ,2 , . . . .  
(4.4) 
Let Tu~SIt represent the tangent plane to S/t at u k. Observe that (vk,Uk)H = 0, so ~t E TukSR, 
for k - 0, 1,2 . . . . .  
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THgOREM 2. Let F, ~, SR, and (uk}Z°=0 be as in Theorem 1 and ~h ~ T~$~ for k = 0, 1, 2, . . . ,  
be as in (4.4). Then lim~-.oo(d~(uk),~ k} "- 0. 
PROOF BY CONTRADICTION. Assume that there exist some e > 0 and some subsequences 
oo  ~.*,;oo and {~*"}~=0, where ~k, x- ;~=0 E T,,,,.SR for v= 0,1,2, . . . ,  such that 
(~ ' (u~) ,~ ~-) >__ ~, ~ = 0,1,2, .... 
By computing the following two Fr~chet differentials it can be shown that 
= 
where F(u, v) is as in (1.6). Thus, 
_> ----- 0, 1,2, . . . .  
Consider a family of curves {Tk-(r)}~=0 C SR of the form (4.4) with 
II'rk'(r)llH = I I~r-rk'(r) l ls 
= II d-~2-rk" ( r ) l l .  
(4.5) 
(4.6) 
=R.  
Assumption (1.3) implies that g(u, Vu, F(u, Vu)) = Au 2 + B[Vu[ ~ + C • uVu+ lower order 
terms in u and Vu, where A, B, and C are constants. Therefore, 
£ F(=, 
- -?~ (~)g= (=, u ~- , vu  ~- , F(=, u~-)) 
-V~v(~)gp(x ,  u ~ , Vu*~, F(=, uk'))]/g°(=, U k~, V= k~, F(=, Uk~))} d= I 
= ~ {[A(Tk'(~)) ~ + BIVT~'(~)I  2 + C .~ ' (~)V~' (~)  
+lower order terms in 7k. andVTk~]/g=(z, uh,., Vuk=., F(z, uk'))} dzl, 
where V denotes the gradient with respect to z. 
To each term in the above integrand, apply the triangle inequality, the Cauchy-Schwarz in- 
equality, and the Sobolev Imbedding Theorem as needed. (Note that H is continuously imbedded 
into L ~ for any N.) Finally , use equations (4.6) in order to obtain the result that 
Id -~r(~-( r ) ,  u~-)l ___ L, (4.7) 
for some L > 0, r E [0,2~], and v = 0,1,2, . . . .  
It will be useful to define the functional 
Q(~, v) = ~(v)  + r(~, v) - r(v,  v). 
Observe that Q(u k, u k) = ¢(uk). From the definition of the sequence {uk}~°=0, equations (1.6), 
it follows that 
QCu k+~ , u k ) = ¢(u  ~ ) + r(u ~+l , u k) _ r (u ~ , u k ) > ~(u~),  
and from the concavity of G, see (1.5), it follows that 
Q(d '+' , d') < ,I,(u"+l). 
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(The proof of this fact is analogous to the proof in Theorem 1 that {(I)(ut)} is a monotone 
increasing sequence.) Combining the two preceeding inequalities gives 
~(u ~) <_ Q(u t+~,u ~) < ~(ut+~), k = 0, 1,2, . . . .  
Therefore, from Theorem 1 the following limit is obtained: 
lim Q(ut+~,u ~) = lim ~b(u ~) = ~b*. 
k~oo k--*~o 
(4.8) 
Expanding the function Q(7 t- (r), u ~') using a first order Taylor polynomial in r about the point 
r = 0 gives 
Q(vk.(~), ~ . )  = Q(vk.(~), ~')1~=0 + ~(dQcv~.(~), Uku))[r=O 
r~ d 2 
+ T~QC~k~(~), uk ' l =~ - 
= ¢(~)  + ~r (v~- (~) ,  ~k-)l~=o 
1 
T2 d 2 + y ~-~2 r(~- (~), ~-)I.=~, 
where0<~<r<2~r .  
Apply results (4.5) and (4.7) and observe that 
(4.9) 
(r.(u~., .k.), ~k.) = ~r(~k.(~),.k.)l.=0. 
Choose r E [0, 2~] sufficiently small so that in equation (4.9) the linear term in r dominates over 
the quadratic term. That is, 
r ~ d 2 
vdr (7~. (O) ,  uk.) + _~_ d_~2 r(~k.(~), u~.) 
./.2 T~ 
> re + : ( - z )  > V' 
Z 
C 
provided that r is chosen so that 0 < r < --. 
L 
Now fix ~ such that 0 < ~ < -- < 27r and substitute into equation (4.9): 
L 
But 
H Q(u~.+l,u~.) 
> Q(-:-(~), u k-) > ~(u k-) + T, 
~e 
where ~- is a positive constant, independent of v, and 7k'(~) E SR. Taking the limit as z, ---. oo 
and using equation (4.8) yields 
~e ¢'>~-+y, 
which is a contradiction. I 
Definition: Let ~R denote the set of generalized eigenfunctions of the original eigenvalue prob- 
lem, with H-norms equal to R. I.e., u" E fir if and only if u* E SR and if there exists a scalar 
Lagrange multiplier A* such that < (~(u*) - A*~(u*))',~ >= 0 for every ~ E H. 
Definition: Let distil(u, f~R) = inf~-enn [[u -- u'llH. 
In Theorem 3 the Palais-Smale Condition is used. 
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(4.10) PALAIS-SMALE CONDIT ION.  
Let H be a Banach space and f E CI(H). .f satisfies the Palais-Smale Condition if and only ff 
any sequence {u t} C H such that [f(uh)[ _< M and IIf(u )llu. --. 0 (where H ° is the dual space 
of H) has a strongly convergent subsequenee. 
Note that under the growth assumption (4.2) the function @(u)- e@(u) does satisfy the Palais- 
Smale Condition (for any constant e~ 0) (see [8]). 
THEOREM 3. Let the hypotheses of Theorem 2 be satisfied and let Fu satisfy condition (4.3). 
Then 
lim~...co distH(Uk,f~R) = O, where u ~ is as in Theorem 1. 
CO PROOF BY CONTRADICTION. Assume that there exist some e > 0 and some subsequence {u k~ }~=0 
such that 
inf ][uk'-u*]]zt>_e, v=0,1 ,2 , . . . .  
u*EflR 
Since u ~ E SR, where Ilu~'ll/t = Rfor u = 0,1,2,. . . ,  t"J" k~,.cojv=0 is a bounded sequence in 
a Hilbert space, H, and therefore has an H-weakly convergent subsequence onverging to some 
u* E H. Apply the Sobolev Imbeding Theorem. Because H is compactly imbedded into L p (where 
1 _< p < oo for N _< 2; 1 _< p < ~,~ for N _> 3), the H-weakly convergent subsequence of 
. k, ~CO has an//'-strongly convergent subsequence onverging to u" Without loss of generality, t. Ju=O 
let this subsequence that is H-weakly convergent to u* and /)'-strongly convergent to u* be 
denoted I. ~, aco 1. t* Ju----0" 
Now look at (@'(u~), uk"). 
ASSERTION (1). lim,_co(@'(ut'), u t") = (~'(u*), u*). 
PROOF OF ASSERTION (1). 
](¢'(u~")' uk") - (¢'(u*)'u *)] = [ /D Ft'(z' uk~)uk~ dz - fD Fu(z' u*)uk" dx 
+ /D Fu(z, u')uk" dZ - /D Ft,(z, u ")u " dz, 
< fo  I (F" (z 'uk ' ) -  F"(x'u'))u~"ldz 
+ fD IF,(x, u')(u ~" - u')l dx 
_< I l f~(x,  ~ k') - F~(z ,  u*) l l , , l luk ' l lL ,  
+ IIF~(x, u') l lL,  llu ~" - u*IIL,, 
using H61der's Inequality with -1 + _1 = 1. 
P q 
Taking the limit as u ---* oo and using assumption (4.3), i.e., that Fu can be viewed as a 
continuous mapping from 1.2' into Lq, and the fact that 
lira Ilu k" - u'i lL,  = 0, 
M~OO 
give the result that 
lim < ¢'(uk"),u t" >=< ¢'(u*),u* >, 
/1" 'OO 
where < ~'(uk~),u ~ > will be denoted Ah~R 2, u = 0,1,2,...  and the constant < ~'(u'),u* > 
will be denoted A*R 2. Thus, assertion (I) is proved. 
It is straightforward to verify that the functional ~-  A* • (A ° ~ 0) satisfies the two hypotheses 
I. kv "Ico of (4.10) with respect to the sequence ~,. Jr=0. 
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Therefore, from the conclusion of the Palais-Smale Condition, it follows that {uk"}~°=0 has 
an H-strongly convergent subsequence, which again without loss of generality will be denoted 
. k,, ~oo u l~=0. That is, 
aim []u ~ - u* l ln  = O. 
/ / - - *  O0  
(By uniqueness u* must be the limit, where u ° is as previously defined.) 
Thus, [[u'llH = R and so u" E SR. 
ASSERTION ( I I ) .  U = E QR. 
Assertion (H) can be proved by using the fact that 
lim II uk- - u'llH = 0 
/ /~00 
and showing  that  
I u + dx u ' )  + dxl = 0. all_moo 
It then follows that 
-A*Au* = Fu(x ,u* ) ,  a.e., 
which proves assertion (II). 
However, u* E f~n and lim~_oo Ilu k~ - u • IIH = 0 contradict he original assumption, namely 
that inf , .an n Ilu ~ - u*llH _> e, for v = 0, 1 ,2, . . . .  Thus, the original assumption is false, and 
Theorem 3 is proved. 1 
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