Abstract. For control systems that either have an explicit periodic dependence on time or have periodic solutions and small controls, we define an average control system that takes into account all possible variations of the control, and prove that its solutions approximate all solutions of the oscillating system as oscillations go faster.
1. Introduction. We consider either a "fast-oscillating control system" (1):
where all X i 's are 2π-periodic with respect to t/ε, or a "Kepler control system" (47):
where all solutions ofξ = f 0 (ξ) are periodic. Averaging techniques for conservative -periodic or not-ordinary differential equations (ODEs) date back at least to H. Poincaré; see [2, §52] or [23] for recent expositions. Roughly speaking, on a fixed interval, the solutions ofẋ = F (t/ε, x) differ from these ofẋ = F (x) by a term of order ε, with F the average of F with respect to its first argument.
If u or v above is assigned to be a fixed function of state and time (or computed from additional state variables as in u = α(p, x),ṗ = g(p, x)), then these techniques for ODEs can be applied to give an approximation at first order with respect to small ε of the movement of the slow variables. Averaging is usually used in this way in control theory: in vibrational control [19] , fast oscillating controls are designed and averaging techniques allows analysis and proof of stability; in the same way, it solves stability and path planning questions in control of mechanical systems, see for instance [8] ; in [12, §5] , high frequency control is used to approach a non-flat system by a flat one; one may also mention many applications to control [21, 18, 20] of the work [17] that mimics Lie brackets by highly oscillatory controls along the original vector fields. A common feature to these references is that the use of oscillations "creates" new independent controls used for design. The use of averaging in optimal control of oscillating systems [10, 13, 14, 7] is similar in spirit to the above, but closer to the framework of this paper because oscillations are present in the system instead of being introduced by the control. Very interesting results are obtained applying averaging to the Hamiltonian equations arising from Pontryagin Maximum principle. For instance, in [7] , the authors have studied in this way the problem of minimal energy transfer between two elliptic orbits; extremals are the same as those giving the geodesics of a Riemannian metric. Again, averaging introduces "new independent controls": Riemannian geodesics are minimizers of a problem where all velocity directions are allowed whereas the velocity set of the original system at each point had positive codimension. The same averaging computation may be applied to the Hamiltonian differential equation obtained for minimum time, but, since this differential equation is discontinuous, there is no theoretical justification for averaging in that case.
Our contribution is to introduce a different way of averaging that takes into account all possible variations of the control -hence the control strategy can be decided after performing averaging-and to prove that it has satisfying regularity properties and is a good first order approximation of the above systems as ε → 0. This gives, as a side result, a justification of the use of averaging for minimum time in [13, 14] . This procedure also "creates new independent control", i.e. increases the dimension of the velocity set, that we characterize in terms of the original vector fields. When this dimension is maximum, the average system defines a Finsler metric [3] on the manifold, whose geodesics are the limits of minimum time trajectories for the original systems as ε → 0. This Finsler metric is in general not twice differentiable (hence it is not a Finsler metric in the sense of [3] , indeed); we however prove that, at least in the less degenerate case, the Hamiltonian system governing extremals, although it is not locally Lipschitz, generates a flow on the cotangent bundle. Low thrust planar orbit transfer belongs to this less degenerate case.
The average control system may be used for other purposes than optimal control, for instance [4] designs a Lyapunov function for feedback control in the average system and uses it for the oscillating systems; indeed the present work was developed out of comparing feedback control based on a priori chosen Lyapunov functions with minimum time control for low thrust orbital transfer.
Preliminary versions of this work can be found in [5, 4] . Organization of the paper. The construction and results are developed for "fastoscillating control system" in §3 and then transferred in §4 to "Kepler control systems", and applied to minimum time orbit transfer in the planar 2-body problem in §5. One proof is postponed until the appendix, that comes after a short conclusion ( §6).
2. Notations and conventions. 2.1. M is a smooth connected manifold of dimension n; its tangent and cotangent bundles are denoted by TM and T * M . One may assume for simplicity M = R n , TM = R n × R n , T * M = R n × (R n ) * , and, for x ∈ M , T x M = R n , T *
For v ∈ T x M , p ∈ T * x M (or any v, p taken in a vector space and its dual), we denote by p, v (rather than p(v)) their duality product.
2.2.
If E is a subset of a vector space V , then E ⊥ is its annihilator, the vector subspace of its dual V * made of all p's such that p, v = 0 for all v in E. 2.3. We assume that M is endowed with an arbitrary Riemannian distance d. If M = R n , just choose the canonical Euclidean distance. In local coordinates, . and (. |. ) stand for the canonical Euclidean norm and scalar product. On a compact coordinate chart, k 1 x − y ≤ d(x, y) ≤ k 2 x − y for some positive k 1 , k 2 (Lipschitz equivalence). We also denote operator norms by . .
2.4. S 1 is R/2πZ. For θ in S 1 (an angle), we denote by µ(θ) the unique real number in [0, 2π) such that µ(θ) ≡ θ mod 2π. For a real number s ∈ R, we denote the angle it represents by s mod 2π; it belongs to the quotient S 1 .
Maps S 1 → E (arbitrary set) are identified with 2π-periodic maps R → E. For instance, if f is such a map S 1 → E and τ ∈ R, we write f (τ ) instead of f (τ mod 2π); the average of f is denoted by
* is denoted by . , and the ball of radius one centered at the origin by B m . We view an element of R m as m × 1 matrix (column) of real numbers and an element of (R m ) * as a 1 × m matrix (line); transposition, denoted .
⊤ , sends R m to (R m ) * and vice-versa.
3. Fast oscillating control systems. We call fast oscillating control system on M a family of non-autonomous systems, linear in the control u ∈ R m :
indexed by a positive number ε. Each G i is a smooth "periodic time-varying" vector field:
for some T > 0. For a given control u(.) and initial condition x(0), there is a unique solution x(.), defined either on [0, T ] or only on a maximal interval [0, T ′ ), T ′ < T . Remark 3.1. Apart from being a notation defined by the double equality in (1),
It allows one to define, for all x ∈ M , the subset E(x) ⊂ T x M by:
and the average control system of (1) as follows; we explain in the following section to what extent it is the limit of (1) as ε → 0.
Definition 3.2. The average control system of (1) is the differential inclusioṅ
A solution of (4) is an absolutely continuous
for almost all t.
is convex, compact and symmetric with respect to the origin.
Proof. It is closed, convex and symmetric because it is the image of the unit ball of L ∞ S 1 , R m by a linear map; it is compact because G(x, .) is bounded on S 1 .
Further characterizations of E(x) use the map H :
where the Euclidean norm is used according to §2.5 and, for each (θ, x),
Proposition 3.4. For all (x, p) ∈ T * M , one has, with H defined in (5),
H(x, p) = sup
Proof. The last equality in (8) is a straightforward maximization, the second one comes from the definition (3) of E(x) and a simple computation yields H(x, p) = p, G(x, U * p,x ) ; this proves (8) . Being closed and convex, E(x) is the intersection of all its supporting half-spaces [24, Corollary 1.3.5]; according to (8) , this yields the following relation, equivalent to (7):
A convenient characterization of solutions of (4). According to Definition 3.2, a solution x(.) is such that, for almost all t, there is
is measurable with respect to θ but bears no regularity with respect to t. It turns out that it may always be chosen jointly measurable with respect to (t, θ) according to the following "measurable selection" result:
Proof. After possibly partitioning [0, T ] into intervals whereẋ(t) remains in the same coordinate chart, we work in coordinates and use a Euclidean norm when useful.
Sufficiency is clear: from Fubini theorem, θ → u(t, θ) is measurable for almost all t, hence x(.) is a solution of (4). Conversely, let x(.) be a solution of (4):ẋ(.) is measurable and, for almost all t, there existsũ t ∈ L ∞ (S 1 , R m ), ũ t ∞ ≤ 1 such thaṫ
Let φ :
and I the image by φ of the unit ball of
; since I is closed and convex in that Hilbert space, the distance fromẋ to I is reached for a unique elementξ ∈ I:
Let us prove by contradiction thatξ =ẋ, i.e.ẋ(.) ∈ I; this will end the proof.
Ifẋ =ξ, one has, for all u in the unit ball of
with equality only if φ(u) = φ(ū). Define u by u(t, s) = U * (ẋ(t)−ξ(t))
⊤ , x(t) (s) with
and, since it is the integrand of the left-hand side of (12), it must be zero; hencē ξ = φ(ū) = φ( u) andξ(t) = G(x(t), u(t, .)) for almost all t. In (11),ũ t satisfies ũ t (s 1 ) ≤ 1 for almost all s 1 , hence, according to (13) ,
, u(t, .)), the integration with respect to the variable s 1 yields − ẋ(t) −ξ(t) 2 ≥ 0 for almost all t; this contradictsẋ =ξ.
Remark 3.6. The differential inclusion (4) is equivalent to the "control system"
where, by Proposition 3.5, admissible controls are maps t → U(t) such that u : (t, θ) → U(t)(θ) is measurable with respect to (t, θ). Since this "control" is infinite dimensional, and we could not find a representation of the typeẋ = f (x, v), v ∈ U ⊂ R r , r finite, we stay with the differential inclusion (4), with E(x) described by (8) and (5). 3.2. Convergence theorem. The following result relates solutions of the fast oscillating systems as ε tends to zero to solutions of the average system. To our knowledge, this kind of theorem where the control is not chosen prior to averaging has never been stated in the literature. m , indexed by ε > 0, and positive constants c, ε 0 , such that, calling x ε (.) the solution of (1) with control u = u ε (t) and initial condition x ε (0) = x 0 (0), one has:
x ε (.) is defined on [0, T ] for all ε smaller than ε 0 and converges to x 0 (.) as ε → 0, with an error of uniform order ε:
2. Let K be a compact subset of M , (ε n ) n∈N a decreasing sequence of positive real numbers converging to zero, and, for each n, x n (.) : [0, T ] → K a solution of (1) with ε = ε n and for some control
Then the sequence x n (.) n∈N is compact for the topology of uniform convergence on [0, T ] and any accumulation point is a solution of the average system (4).
The statement is more complex than the one for ODEs, e.g. [2, §52.C], due to underdetermination (choice of control in (1), multi-valued right-hand side in (4)).
Informally, "1" states that any solution of the average system is the limit of solutions of fast oscillating systems with well chosen controls and "2" states that, conversely, any limit of solutions of oscillating systems, with arbitrary controls, is a solution of the average control system. There is an estimate on the error in "1" but not in "2" because some sequences may converge slower than others. Remark 3.8. We could have considered systems that are affine instead of linear in the control by adding a drift vector field G 0 (t/ε, x) to (1). One then obtains an average control system where E(x) is replaced by
Convergence does hold. We restrain to systems (1) because they naturally occur when dealing with a time-invariant system whose drift has periodic solutions, see §4 below.
In the proof of Theorem 3.7, the following technical lemma is needed. Lemma 3.9. Let ε > 0 and a < b be real numbers and u : [a − 2πε, b] × S 1 → R m be measurable, one has the following identity (see §2.4 for the notation µ(.)) :
and the set T (15) is equal to
Keeping the names (s, θ) instead of (τ, φ), one gets (15), the correcting term ∆ ε coming from the modified domain of integration and argument of x. Proof of Theorem 3.7, point 1. Consider a solution
by (see §2.4 for notations):
where u 0 is prolonged by zero outside [0, T ]: u 0 (t + ε µ(θ), t ε ) = 0 if t + ε µ(θ) > T . Let us prove that this construction of u ε satisfies the two announced properties.
Step 1. Let us first assume that M is an open subset of R n and G is zero outside a compact subset of M . Then G(θ, x) is a n × m matrix for all (θ, x) and, denoting by . the Euclidean norm for vectors and the operator norm for matrices, there are global constants Lip G and sup G such that, for all
Let b be a non-negative constant and consider, for each ε > 0, a solution x ε (.) of (1) with control u = u ε (t) and initial condition x ε (0) such that
In fact b = 0 in the theorem but we need a nonzero b in step 2. By definition, expanding u ε (s) as in (17) and using Lemma 3.9, one has
with ∆ ε given by (16) , that satisfies
Using (19), (20) the above bound on ∆ ε and the relation
, and finally, using the classical Gronwall lemma,
. This proves the theorem if M is an open subset of R n and G is zero outside a compact subset, with an explicit constant c corresponding to the distance d defined from the Euclidean norm and with ε 0 = +∞.
Step 2. General case. Let x ε (.) be the solution of (1) with control u = u ε (t) defined in (17) from u 0 and with initial condition x ε (0) = x 0 (0); it is not necessarily defined on [0, T ] but may have a maximum interval of definition [0, T ε ) with T ε < T . Let T ∈ [0, T ] be the supremum of the set of numbers τ ∈ [0, T ] such that, for some ε 0 and some c, that may depend on τ , the solution x ε (.) is defined on [0, τ ] and satisfies d(x ε (t), x 0 (0)) < c ε for all t ∈ [0, τ ] and ε ∈ [0, ε 0 ]. Let us prove by contradiction that T = T . This will end the proof of Theorem 3.7, point 1.
Assume T < T , and let -O be a coordinate neighborhood of (10) (resp. of (1) with control u = u ε (t)), replacing G by G ρ , with initial condition (21) , the inequality 
This contradicts the definition of T .
Proof of Theorem 3.7, point 2. Since G is bounded on S 1 × K (one may cover K with a finite number of coordinate charts and define this bound in coordinates), the maps x n (.) have a common Lipschitz constant and the sequence (x n (.)) is equicontinuous, hence compact by Ascoli-Arzela Theorem: one may extract a uniformly convergent sub-sequence. Still denoting by (x n (.)) n∈N such a converging sub-sequence and by x * (.) its (uniform) limit, we need to prove that this limit is a solution of (4). Define, for each n, u n :
where
is associated to x n (.) according to the assumption of the theorem and where the map
and u n ∞ ≤ 1. Hence, after possibly extracting a sub-sequence, ( u n ) converges in the weak- * topology to some u * . Let us prove that,
Let T ∈ [0, T ] be the supremum of the set of numbers τ ∈ [0, T ] such that this is true for almost all t in [0, τ ], and let us prove by contradiction that T = T . Assume T < T , and let O be a coordinate neighborhood of x 0 ( T ) and α be such that
From (24), one has β n (s + ε n θ,
1 , s ∈ R; using this in Lemma 3.9, one has
Since the integral in the right-hand side -whose integrand does not depend on θ-is equal to the right-hand side of (26), one gets, using uniform convergence of x n to x * , weak convergence of u n to u * and convergence of ∆ εn to zero,
, and finally that (25) hold for almost all t in [0, T + α], thus contradicting the definition of T .
Dimension of the velocity set E(x).
Recall that, for a convex subset C of a linear space, containing the origin, its linear hull is the smallest linear subspace that contains C, the interior of C in its linear hull is always nonempty, dim C is the dimension of this linear hull.
Viewing
, and Σ denoting a sum of linear subspaces of T x M , define the integer r(θ, x) by:
It is also the rank of the collection of vectors
In the following proposition, and it is the sole place where this property is used, "system (1) is real analytic with respect to θ" means that the vector fields G i are real analytic with respect to θ for fixed x (while being smooth with respect to (θ, x)).
Proposition 3.10.
1. The linear hull of E(x) satisfies the following two properties for all x in M , where the inclusion (29) is an equality if (1) is real analytic with respect to θ:
2. If r(θ, x) = n for at least one θ in S 1 , then E(x) has a nonempty interior in
3. If the system (1) is real analytic with respect to θ, then r(θ, x) does not depend on θ and r(θ, x) = dim E(x).
Proof
⊥ for all θ. This proves the identity (28) between subspaces of T x M through the following one on their annihilators in T *
Similarly, and using (28), the inclusion implies (29):
⊥ for all φ, differentiating p , G(φ, x) = 0 with respect to φ an arbitrary number of times yields p , ∂ j G/∂φ j (x, φ) = 0, j ∈ N; this proves, with φ = θ, the above inclusion, hence (29).
To prove the converse in the real analytic case, fix θ ∈ S 1 and p ∈ j∈N
⊥ , and consider the real analytic mapping x) ; the assumption on p implies that this map vanishes for φ = θ, as well as its derivatives at all orders, hence is identically zero:
⊥ . This ends the proof of Point 1. Point 2 is an easy consequence and Point 3 is classical.
3.4. Further properties in the full rank case. We now assume that the mapping G in (1) is such that the rank r(θ, x) defined by (27) is maximal:
3.4.1. Controllability. This condition is strongly related to controllability of the linear approximation of (1) around equilibria, i.e. around the solutions where x constant and u identically zero. Indeed, the linear approximation of the time-varying nonlinear system (take ε = 1 in (1)
around the equilibrium x = x 1 is the time-varying linear systemξ = G(t, x 1 )u; according to [16, p.614] , it is "controllable with impulsive controls at any time" if and only if r(t, x 1 ) = n for all t. If this is true at all points x 1 then all end-point mappings are submersions around zero controls; we shall need the following more precise result: Proposition 3.11. Assume that (30) holds.
1. For all x 1 ∈ M and T > 0, there exist a coordinate neighborhood W of x 1 (the ball B below refers to the Euclidean norm in these coordinates), positive constants α 0 , c 3 , and, for all y ∈ W, a smooth map χ y :
with Lipschitz constant c 3 , which is a right inverse of the end-point mapping of (31) on
2. For all ε > 0, the system (1) is fully controllable, i.e. there exists, for any ε > 0 and any two point x 0 , x 1 in M , a time T and a measurable control u : [0, T ] → B m such that the solution of (1) with
→ M be the end-point mapping with starting point y. Condition (30) implies that the derivative of E x1 at the zero control has rank n; hence there exists an n-dimensional subspace V of L ∞ ([0, T ], R m ) such that the restriction of E x1 , and hence of E y for y close enough, to V is a local diffeomorphism at zero; the χ y 's are the local inverses of these local diffeomorphisms; they depend smoothly on y, hence the common α 0 and c 3 in Point 1.
This implies that the reachable set from any point at any positive or negative time contains a neighborhood of this point; a classical argument then tells us that the reachable set from a point x 0 is M , assumed to be connected, for it is both open (obvious) and closed (ifx is in the closure of the reachable set, some points in the reachable set can be reached in negative time, hencex can be reached from x 0 ).
Let us now turn to the average system (4). From H :
Proposition 3.12. Assume the rank condition (30).
1.
For all x ∈ M , H(x, .) defines a norm on the cotangent space T * x M , its dual norm on the tangent space T x M is N (x, .), and E(x) is the unit ball for N (x, .), i.e.
2. System (4) is fully controllable, i.e. there exists, for any points x 0 , x 1 in M , a time T and a solution x(.) :
Proof. From (5), H(x, p) = 0 implies p, G(θ, x) = 0 for all θ and, differentiating with respect to θ and using (30), this implies p = 0; this makes p → H(x, p) a norm for other properties are straightforward. Hence N given by (32) is finite for any (x, v) and it is, by definition, the dual norm of H(x, .); E(x) is its unit ball by (7) 
(N and H are obviously continuous), then t → x(t) = γ(σ(t)) is a solution of (4) such that x(0) = x 0 and x(T ) = x 1 .
3.4.2. On the differentiability of H. It is clear that H, given by (5), is as smooth as G on T * M \ Z (where the square root does not vanish) with
Unfortunately Z is not empty: it is, generically (away from {p = 0}) a 2n − m + 1 dimensional submanifold of T * M . Let us give a first statement valid even on Z. We state it for H 2 : (x, p) → H(x, p) 2 , because H itself, homogeneous of degree 1 with respect to p, cannot be differentiable on {p = 0}, that coincides with {H(x, p) = 0} by Proposition 3.12 item 1.
Theorem 3.13. If condition (30) holds, H 2 is continuously differentiable.
We first prove a more generic property. In the following proposition, the notations are independent from the rest of the paper: Proposition 3.14. 
Assume: for all X in O d , the set {θ ∈ S 1 , V(θ, X) = 0} has measure zero in S 1 .
Then H is continuously differentiable and, for all X,
Proof. The integral in (36) is well defined (its integrand is bounded) and, by (35) and Lebesgue convergence theorem, it is continuous with respect to X and h. Let us prove that this dH is the derivative of H. Since V is smooth, one has
where ∂V ∂X (θ, X) is smooth with respect to (θ, X) and k is some local constant. Now, assuming V(θ, X) = 0, one has
with |a(θ, X, h)| ≤ 2. Hence, from (37) and (36), one has, for some local constant k ′ ,
for h small enough. For fixed X and h → 0, the integrand in the right-hand side is bounded by 1 + h and converges to zero for θ outside the set {θ ∈ S 1 , V(θ, X) = 0}: by (35) and Lebesgue convergence theorem, the right-hand side tends to zero.
Proof of Theorem 3.13. We operate in coordinates for this is anyway a local property. Apply Proposition 3.14 with d = 2n, O d a neighborhood of a point where p = 0, X = (x, p) ∈ R 2n and V(θ, X) = p, G(θ, x) : the rank condition implies that derivatives of all orders of the smooth map θ → V(θ, X) never vanish at the same point, so that its zeroes are isolated and the set {θ ∈ S 1 , V(θ, X) = 0} is finite and a fortiori has measure zero; hence H is continuously differentiable outside {p = 0}. Since 0 ≤ H(x, p) ≤ k p for some local constant k the derivative of H 2 is zero at all points (x, 0) and, since (36) implies that the norm of dH(x, p) at neighboring points where p = 0 is bounded, the derivative of H 2 at these points tends to zero as p → 0. H 2 is therefore continuously differentiable everywhere.
The map H fails in general to be twice differentiable on Z; indeed its first derivative fails to be Lipschitz continuous, but we have the following estimate of its modulus of continuity, in the less degenerated case.
Theorem 3.15. Assume that the rank condition (30) holds and that
and p, ∂G ∂θ (θ, x) does not vanish at the same point,
then any point (x,p) has a constant c and a coordinate neighborhood in T * M such that for all X and Y in R 2n , coordinates of points in the neighborhood,
In the left-hand side of (38), and (40) below, . stands for the operator norm in coordinates, see §2.3. As for Theorem 3.13, we first prove a more generic result: Proposition 3.16 below, whose notations are these of Proposition 3.14, independent from the rest of the paper; its proof is in the Appendix to the paper. Proposition 3.16. Let V satisfy the following assumptions:
, there is at most one θ such that V(θ, X) = 0, (c) V and ∂V/∂θ do not vanish simultaneously,
and letX be in Z. There is a neighborhood U ofX in O d , and a constant K > 0 such that, for all X, Y in U ,
Proof of Theorem 3.15. Smoothness outside Z is obvious from the expression (5) of H; inequality (38) is a consequence of Proposition 3.16, applied with d = 2n, X = (x, p) ∈ R 2n , V(θ, X) = p, G(θ, x) and O d a neighborhood of a point of Z \ {p = 0}; it is clear that points (i) and (ii) imply the three conditions (39).
Remark 3.17 (Finsler geometry). If H
2 was an least twice continuously differentiable, with a positive definite Hessian with respect to p, so would be N 2 (see (32)), and it would define a (reversible) Finsler metric [3] on M . The lack of differentiability calls for further developments.
3.5. Application to the minimum time problem. Fix two points x 0 , x 1 in M and consider the time optimal problem associated to (1) for ε > 0:
and the time optimal problem associated to the average system:
Call T ε (x 0 , x 1 ) the minimum time for (P ε ), ε > 0 and T 0 (x 0 , x 1 ) the one for (P 0 ); when no confusion arises, we write T ε and T 0 . Let us develop (41)-(42): concerning (41), T ε is the infimum of the set of T 's such that there is an admissible control u(.):
, and x(.): [0, T ] → M satisfying x(0) = x 0 , x(T ) = x 1 andẋ(t) = G(t/ε, x(t))u(t) for almost all t; Proposition 3.11, point 2 implies that this set is nonempty, hence T ε is finite. Concerning (42), T 0 is the infimum of the set of T 's such that there is x(.) : [0, T ] → M satisfying x(0) = x 0 , x(T ) = x 1 andẋ(t) ∈ E(x(t)) for almost all t, T 0 is finite from Proposition 3.12, point 2. A solution to (P ε ) (resp. to (P 0 )) is x(.), u(.) (resp. x(.)) as above with T = T ε (resp. T = T 0 ). In general, the minimum T ε or T 0 need not be reached, i.e. there need not be a solution.
Lemma 3.18. Assume the rank condition (30).
1. There is a neighborhood W of any x 1 and two constants α 0 > 0 and C 3 > 0 such that, for all y in W, T ε (y,
1 , x 1 ) + 2πε. Proof. Apply Proposition 3.11, point 1 with T = 2π, using as a distance in W the Euclidean norm in some coordinates: for any two points y, y ′ in W such that y − y ′ ≤ α 0 , there is a control defined on [0, 2π], with L ∞ norm smaller than c 3 y − y ′ that brings y ′ at time 0 to y at time 2π for system (31); rescaling time and control by ε yields, if c 3 y − y ′ ≤ ε, a control with L ∞ norm less than 1 that brings y ′ at time 0 to y at time 2πε for system (1) and hence, by concatenating controls and using periodicity of G, for any positive integer k, a control with L ∞ norm less than 1 that brings y ′ at time 0 to y at time 2kπε for system (1) if c 3 y − y ′ ≤ kε. In other words, T ε (y ′ , y) ≤ 2π(ε + c 3 y − y ′ ). Take y ′ = x 1 and 2πc 3 /C 3 the ratio between the Euclidean norm and the distance d; this proves point 1. Point 2 follows from using periodicity of G and concatenating controls while inserting a zero control between time T ε (y ′ , y) and the next multiple of 2π. Proof. Consider a minimizing sequence for problem (P 0 ), i.e. solutions x k : [0, T 0 + β k ] → M of the average system (4) with (β k ) a sequence of positive numbers that tends to zero and
hence, from the second point of that lemma (with x ′ 1 = x k ε (T 0 + β k ) ), one has T ε = T ε (x 0 , x 1 ) ≤ T 0 + β k + (4π + c 1 C 3 )ε and, letting k go to infinity, T ε ≤ T 0 + (4π + c 1 C 3 )ε; this implies Point 1.
In Point 2, first extend x ε on [0, T ], with T an upperbound of T ε , by taking x ε (t) = x 1 for all t ∈ [T ε , T ]; any sequence (x ε k (.)) k∈N with lim ε k = 0 is compact in C 0 ([0, T ], M ); take a convergent subsequence such that T ε k also converges to some T * ; from Theorem 3.7, the uniform limit is a solution of the average system (4), and it goes through x 0 at time 0 and x 1 at time T * , hence T * ≥ T 0 by definition of T 0 . Since T * can be any accumulation point of (T ε ) as ε → 0, this, together with Point 1 ends the proof of Point 2.
Let us now write the Pontryagin Maximum Principle (PMP) [22] both for (P ε ), ε > 0 and for (P 0 ) and see how they are related.
The extremals of problem (P ε ), ε > 0, are absolutely continuous maps t → (x(t), p(t)) solution tȯ
whose right-hand side is discontinuous on S ε = {(x, p, t), p, G(t/ε, x) = 0} (the "switching surface"), where it is in fact not defined. The extremals of (P 0 ) are absolutely continuous t → (x(t), p(t)) solution tȯ
with H given by (5). The right-hand sides are continuous according to Theorem 3.13.
Theorem 3.20. If an absolutely continuous map t → x(t) defined on [0, T ] is a solution of (P ε ), ε > 0, (resp. of (P 0 )), then there exists t → p(t) defined on [0, T ] such that t → (p(t), x(t)) is an extremal of (P ε ), ε > 0 (resp. of (P 0 )).
Proof. Problem (P ε ), ε > 0 deals with a classical smooth control system; according to [22, 1] , the pseudo-Hamiltonian is h(t, x, p, u) = p, G(t/ε, x) u ; an extremal is a curve on the co-tangent bundle solution, in local coordinates, of:
with u * (t) a control that maximizes the pseudo-Hamiltonian for almost all time; it is defined by u (43) and (45) is then the differential equation (43), whose right-hand side is discontinuous at points where p, G(t/ε, x) vanishes.
Let us now turn to (P 0 ). Since the set of admissible velocities is not a priori smooth with respect to the state variable we use a non-smooth version of the Pontryagin maximum principle for differential inclusions, that we recall for self-containedness: The set-valued map E(.) in (3) is indeed locally Lipschitz: in local coordinates , for x 1 , x 2 in R n , denoting by δ the Hausdorff distance between two sets, one has:
According to (8) , the Hamiltonian H defined in the above quoted theorem coincides with the map H defined in (5).
Remark 3.21. This result and Theorem 3.19 have two interpretations: 1. They prove that the operations of averaging and computing the Hamiltonian for the minimum time problem commute. Indeed, the Hamiltonian H was obtained by applying the maximum principle to problem (42), i.e. minimum time for the average system (4), but it also the average of the one in (43) with respect to the fast variable. 2. They prove indirectly an averaging result for the minimum time control problem (42); the averaging techniques in [10] do not apply to minimum time for they require smoothness of the Hamiltonian, while averaging is used in [14, 13] for minimum time with only partial theoretical justifications but numerical evidence of efficiency.
Let us now focus on the differential equations (44) that govern the extremals of (P 0 ). It is of great importance to know whether it defines a Hamiltonian flow on T * M , i.e. whether solutions trough all initial conditions are unique or not. Its right-hand side is continuous because, from Theorem 3.13, H is continuously differentiable; this ensures existence of solutions. We saw that H is smooth (C ∞ ) on T * M \ Z (see (33)), hence solutions through points outside Z are always unique. The following result gives uniqueness of solutions even on Z in the less degenerated case possible. The sufficient condition given by this theorem is certainly not the best possible, but turns out to be applicable to the control of orbit transfer with low thrust, see §5. Point (ii) is very mild and only states that the control vector fields are linearly independent. Point (i) is more artificial: the fact that p, G(θ, x) = 0 has at most one solution θ has to be checked by hand, while the fact that ∂G/∂θ does not vanish at the same time, which is true for the Kepler problem and used in [9] to show that the switchings in (43) are always "π-singularities", i.e. the control u * switches to its opposite, is equivalent to the rank condition
Proving existence of a flow for (44) in more general situations is obviously an interesting program to be pursued.
Kepler control systems.
We call Kepler control system with small control a family of control system on S 1 × M of the form
where G and g can be viewed, with the same convention is in (1), as n × m and 1 × m matrices smoothly depending on (θ, x) and ω is a smooth function S 1 × M → R that remains larger than a strictly positive constant:
In fact, this is an affine control system on
with ξ = (θ, x), f 0 = ω ∂ ∂θ and, for 1 ≤ i ≤ m, the smooth vector field f i is represented by the i th column of the matrix notations G and g. In (49), if all solutions ofξ = f 0 (ξ) are periodic but ξ is not a priori decomposed as a product, additional conditions are needed for the orbits to induce a nice foliation that splits the state manifold into a product M × S 1 .
Relation with fast oscillating systems.
Let us define a new time λ in order to transform the first equation in (47) into a "fast oscillating system" of the type (1). For a solution t → (θ(t), x(t)), let Θ(t) be the cumulated angle i.e. Θ(.) is continuous [0, T ] → R with Θ(t) ≡ θ(t) mod 2π for all t and Θ(0) ∈ [0, 2π), and let
Taking ε 0 small enough that |ω(θ, x) + ε g(θ, x) u| > k ω /2 for x ∈ K, u ≤ 1, ε < ε 0 , one has dR/dt > ε k ω /2 hence R is strictly increasing and one-to-one, and
Except for the term εg u in the denominator, this is a fast oscillating system (1) with a suitable definition of G. We will now apply the concepts and results of §3.
4.2.
Average control system. The definition uses ω defined by
Definition 4.1 (Average control system of Kepler control systems). The average control system of the Kepler control system (47) is the differential inclusioṅ
with E defined by (3) using G :
instead of (2). Solutions are defined as in Definition 3.2. Remark 4.2. This Definition 3.2 applied to (52), which is equivalent to (47) via time changes, except :
(i) the term εg u in the denominator of (52) has been discarded, (ii) the right-hand side has been multiplied by ω(x) so that the "time" of the average system is equivalent to ε times the "time" of the control system (47) as ε → 0. m , indexed by ε > 0, and positive constants c, ε 0 , such that, if t → (θ ε (t), x ε (t)) is the solution of (47) with control u = u ε (t) and initial condition (θ ε (0),
thus τ → x ε (τ /ε) converges uniformly on [0, T ] to τ → x 0 (τ ) when ε tends to zero. 2. Let K be a compact subset of M , (ε n ) n∈N a decreasing sequence of positive real numbers converging to zero, and θ n (.), x n (.) : [0, T /ε n ] → S 1 × K a solution of system (47) for each n, with ε = ε n and some control u = u n (t),
Then the sequence τ → (x n (τ /ε n )) n∈N is compact for the topology of uniform convergence on [0, T ] and the limit of any converging sub-sequence is a solution x * (.) of the average differential inclusion (54). Proof. This proof is done as if M was R n , d the Euclidean distance and all vector fields had a common compact support, hence all maps a global Lipschitz constant and a global bound; it is left to the reader to check, as in the proof of Theorem 3.7, that it translates on M with any distance d described in §2.3.
Since ( Σ θ0,ε ) in (52) can be re-written as
the norm of the difference between the right-hand sides of ( Σ θ0,ε ) and of
is bounded by k ε for some k > 0 depending on the bound and Lipschitz constant of G and ω; classical theorems on smooth dependence of solutions on the equation yield some c ′ such that, if two solutions x ε (.) of ( Σ θ0,ε ) and x ε (.) of ( Σ θ0,ε ) are defined on the interval [0, Λ], with the same control λ → u(λ) and x ε (0) = x ε (0), then
Let τ → x 0 (τ ) be a solution of (54) 
and x 0 (τ ) = x 0 (P(τ )) for all τ , is a solution on [0, P(T )] of
This is, according to (55), the average system of the fast oscillating (58); Theorem 3.7 (Point 1) yields a family of controls u ε such that the solutions x ε (.) of ( Σ θ0,ε ) with initial condition x 0 (0) and control u ε converge to x 0 (.) uniformly on [0, P(T )] with a distance less that c ′′ ε. For each ε, the solution x ε (.) of ( Σ θ0,ε ) with same initial condition and control satisfies (59) with Λ = P(T ); then define
and the controls t → u ε (t) by u ε (λ) = u ε (T(λ)); the solutions x ε (.) of (47) with these controls are given by x ε (λ) = x ε (T(λ)), and one therefore has
Let us now study T•P(τ ). From (60) and (62), one has
where ρ contains a term for the difference between this fraction with or without εg u ε in the denominator, of order ε by a computation similar to (57), and a term for the difference between x(λ) and x(λ) as an argument of ω, of order ε by (59) and Lipschitz continuity of ω; hence |ρ|/ε is bounded by a constant independent of ε. Finally,
, and, since ω(x 0 (.)) = ω( x 0 (P(.))), and with µ(θ) is defined in §2.4,
hence the difference is less than kε for some k independent of ε; the above implies that T•P(τ ) − τ ε is bounded by a constant. Finally, since x ε (.) is Lipschitz continuous
′′′ ε for some ε and finally (63) implies point 1 of the theorem, with c = c ′ +c ′′ +c ′′′ in (62). For point 2, consider θ n (.), x n (.) : [0, T /ε n ] → S 1 × K a solution of system (47) with ε = ε n and some control u = u n (t). One associates to these, following (50)-(52) and setting λ = R n (t) (we write R n because R in (50) is constructed for system ( Σ θ0,εn ) and thus depends on n), solutions and control λ → x n (λ) and λ → u n (λ) of ( Σ θ0,εn ). The solutions λ → x n (λ) of ( Σ θ0,εn ) with same control and initial condition satisfy, according to (59), d( x n (λ), x n (λ)) < c ′ ε n . By Theorem 3.7 (Point 2), the sequence ( x n ) is compact and subsequences converge to solutions λ → x 0 (λ) of (61), hence the same subsequences of ( x n ) converge as well, and, with τ = Q(λ)
) of the average system (54), with distance less than c ′′ ε n for some c ′′ . Using the same argument as in Point 1 for T•P(τ ), one gets a bound for
Dimension of E(x)
. In §3.3, and in particular in Proposition 3.10, G can simply be replaced with G. It is however interesting to give a more intrinsic characterization of r(θ, x) and thus of dim E(x).
Proposition 4.4. If (47) and (49) represent the same control system, then
Proof. Straightforward computation using the fact that f 0 = ∂/∂θ.
Note that the right-hand side is r(θ, x). Proposition 3.10 applies, with this definition of r. In particular, the "full rank case" becomes:
Proposition 4.5. If the vector fields f 0 and ad j f0 f k ,r 1 ≤ k ≤ m, j ∈ N span the whole tangent space of S 1 × M , then E(x) has a nonempty interior for all x.
4.5. The function H(x, p). Instead of (5), H has to be taken as follows, with ω defined in (53):
The characterization of E(x) in Proposition 3.4 is unchanged. In the "full rank case", the results from §3.4 on the degree of differentiability apply without a change.
4.6. Application to the minimum time problem. As in §3.5, but for the Kepler system (47), let x 0 , x 1 be fixed, call T ε the minimum time such that, from some θ 0 , θ 1 , (θ 1 , x 1 ) can be reached from (θ 0 , x 0 ) in system (K ε ) (obviously T ε → +∞ as ε → 0) and T ε the minimum time such that x 1 can be reached from x 0 in the average system (54). The equivalent of Theorem 3.19, with a similar proof, using Theorem 4.3, is: Theorem 4.6. In the full rank case, one has lim sup ε→0 εT ε ≤ T 0 (hence ε T ε is bounded as ε → 0). If, for all ε > 0 small enough, there is a minimizing solution (θ ε , x ε ) : [0, T ε ] → S 1 × M and they all remain in a common compact subset of M , then all accumulation points (as ε → 0) of the compact family
are minimizing for the average system and lim ε→0 ε T ε = T 0 .
The Hamiltonian for minimum time for the average system is given by (65); one has to perform the time scaling described in §4.1 to have a result like Theorem 3.22 and the simple "commutation between averaging and writing Hamiltonian" noted in Remark 3.21. Let us translate in terms of (47) the sufficient condition for existence of a Hamiltonian flow given by Theorem 3.22:
Theorem 4.7. In the full rank case, assume that p, G(θ, x) and p, ∂G/∂θ(θ, x) do not vanish simultaneously outside {p = 0}, that θ → p, G(θ, x) vanishes at most once for each (x, p) ∈ T * M , p = 0, and that rank G(θ, x) = m for each (θ, x) ∈ S 1 ×M . Then (44), with H given by (65), has unique solutions through any initial condition.
The discussion of Theorem 3.22 also applies to the above; let us mention that, once it has been checked that, for each (x, p), p, G(θ, x) vanishes for at most one θ, the other conditions are guaranteed if, (46) holds with G replaced by G or, in terms of the vector fields in (49), if, for all ξ = (θ, x),
We prove in next section that the above conditions are true at least for the planar control 2-body problem.
5. Application to the controlled 2-body system. In this section we study some properties of the planar control system and demonstrate that it satisfies the condition of Theorem 3.22 on the domain of non-degenerated elliptic orbits.
5.1. Planar control 2-body system. It is classically described by some first integrals of the free movement -here the semi-major axis a and the eccentricity vector (e x , e y )-and one angle L following the dynamics; we restrict to the set of non-degenerated elliptic orbits rotating in the direct sense, i.e. the state space is S 1 × M with M = {(a, e x , e y ) ∈ R 3 , a > 0 and e x 2 + e y 2 < 1}. The control u = (u t , u n ) is expressed in the tangential-normal frame and the system reads:
with w(e x , e y , L) = (1 + e x cos L + e y sin L)
The eccentricity e is the norm of the eccentricity vector, e = e 2 x + e 2 y . Low thrust translates into u ≤ ε for a small ε.
Remark 5.1. This is indeed a "Kepler control system" of the type (47) except that ω = w/a 3/2 is, although strictly positive, not bounded from below by a positive constant on S 1 ×M . There is such a lowerbound if one replaces M by Mc = {(a, e x , e y ) ∈ R 3 , a > 0 and e x 2 + e y 2 <c} withc < 1. Strictly speaking, the results of the paper have to be applied in Mc,c < 1. However, Theorems 4.3 or 4.7, for instance, may be applied in M because each statement may ultimately be restricted to a compact subset of M , itself included in some Mc,c < 1.
The Hamiltonian that both defines the average system according to (6) and yields the Hamiltonian system governing extremals for minimum time is given by (65). Since 2π 0 dL/w(e x , e y , L) = 2π, it can be expressed as H(a, e x , e y , p a , p ex , p ey ) = √ aH(e x , e y , ap a , p ex , p ey ) with
5.2. Hamiltonian flow. Theorem 4.7 applies to this system. Indeed: Proposition 5.2. Fore each (e x , e y , a) with e x 2 + e y 2 < 1 and a > 0, and each (A, X, Y ) = (0, 0, 0), the vector (A X Y )G(e x , e y , L) vanishes for at most one angle L.
Proof. Removing denominators, the equations Aa a + Xa x + Y a y = 0 and Xb x + Y b y = 0 can be written:
−2 e x e y X + (e and there may be a solution to the system above only if
These three equations forms a linear system in (A, A brief computation gives det M = (1 − e) 3 (1 + e) 3 (λ 2 + 4), strictly positive when 0 ≤ e < 1. Hence M (A, X, Y ) T = 0 implies (A, X, Y ) = 0. Since the rank of G is obviously equal to 2 and the rank of {G, ∂G/∂L} equal to 3 for any (e x , e y , L), the hypotheses of Theorem 4.7 are satisfied by the planar control 2-body system, and it guarantees existence of a flow for the Hamiltonian system governing the extremals of minimum time for its average system. 6. Conclusion. We have defined an average control system in a way that differs from the usual use of averaging in control theory, and given its basic properties: an equivalent for control systems of the averaging theorems for ODEs that justifies the average control system as such, and statements on its description and regularity. It has natural applications to approximation of minimum time control. It has already allowed us to give (with restrictions on the eccentricities coming from the point raised in Remark 5.1) a proof that the minimum time between 2 ellipses grows like 1/ε for the planar 2-body problem [6] .
The present results are however mostly a starting point. The regularity of H has to be further explored when the conditions of Theorem 3.22 do not hold, see the last paragraph of §3. Explicit computation of the average system and its extremals for the 2-body problem has to be conducted. in S 1 × U , where α is bounded from below: 0 < α 0 < α(X), X ∈ U . Furthermore, for a constant K 3 > 0, one has, for all (θ, X) ∈ S 1 × U , 5) and
Proof. The map X → ∂V ∂θ ( χ(X), X) is nonzero for X =X, hence it does not vanish on a sufficiently small neighborhood U ofX, and one may write , and v i ( χ(X),X) = 0 from Lemma A.1 and, using(39.a), the rank of the map X → (v 1 ( χ(X), X), . . . , v m−1 ( χ(X), X)) is m − 1 at X =X: on a possibly smaller neighborhood U , there are local coordinates x 1 , . . . , x d such that v i (θ, X) = x i + (θ − χ(X)) 2 W i (θ, X) for i ≤ m − 1 and for some smooth W i ; substituting (A.7) and (A.8) in (A.1) implies v m ( χ(X), X) = 0, hence v m (θ, X) = α(X) (θ − χ(X)) + W m (θ, X) (θ − χ(X)) 2 for a smooth W m ; (A.2) is proved.
Possibly restricting U to a subset with compact closure, W (θ, X) is bounded on S 1 × U ; if |θ − χ(X)| ≤ 
Finally, defining V(ϕ, X) = V( χ(X) + ϕ, X) , W 1 (ϕ, X) = W 1 ( χ(X) + ϕ, X) , (A 9) and making a different change of variables in the last two integrals, one has
where the last inequality uses the fact 
and finally |dH(X).h − dH(Y ).h| ≤ K X − Y with a constant K that depends only on V, the open set U and the coordinates.
(ii) If X I = 0 (or Y I = 0, interchanging X and Y ), then (A.12), using (A.5), implies that the integrand in (A.10) is bounded by
