




Suosittelijajärjestelmät: vertaileva analyysi ja 















ITÄ-SUOMEN YLIOPISTO, Luonnontieteiden ja metsätieteiden tiedekunta, Kuopio 
Tietojenkäsittelytieteen laitos, Tietojenkäsittelytiede 
 
Timo Kähärä: SUOSITTELIJAJÄRJESTELMÄT: VERTAILEVA ANALYYSI JA 
UUDENLAISTEN SUOSITTELIJAJÄRJESTELMIEN SUUNNITTELU 
Pro gradu -tutkielma, 70 sivua 
Pro gradu -tutkielman ohjaaja: FT, DI, tutkimuspäällikkö Keijo Haataja 
Elokuu 2013 
 
Tämä tutkielma perehtyy suosittelijajärjestelmiin, jotka auttavat käyttäjiä löytämään 
oleellisen tiedon kaiken Internetissä olevan informaatiotulvan keskeltä. Internet tar-
joaa paljon tietoa ja aina haluttua tietoa ei löydetä tai siihen kuluu aivan liian aikaa. 
Tätä varten on kehitetty suosittelijajärjestelmät. 
 
Suosittelijajärjestelmillä on suuri merkitys tiedonhaun kannalta ja varsinkin kaupalli-
set sovellukset hyödyntävät toimintaansa erilaisia suosittelijajärjestelmiä. Tiedon 
laadusta ja muodosta riippuen voidaan käyttää tarkoitukseen sopivaa suodatusmene-
telmää. Sisältösuosittelijan tekemät suositukset perustuvat sivustojen sisällön arvi-
ointiin, kun taas yhteisösuosittelijan suositukset perustuvat käyttäjistä rakennettuihin 
profiileihin ja heidän antamiin arvosanoihin. Hybridisuosittelija käyttää suosituksien 
tekemiseen kahta tai useampaa suosittelumenetelmää tuottaen näin tarkempia tulok-
sia. Demografisessa suosittelussa hyödynnetään käyttäjien demografisia tietoja, jon-
ka perusteella suositukset tehdään. Käytettävyyspohjainen suosittelu käyttää suosi-
tusten tekemisessä käytettävyysfunktiota, jonka avulla käytettävyysarvo palveluille 
lasketaan ja näin ollen parhaimman arvon saaneita palveluita suositellaan. Tietopoh-
jaisessa suosittelussa hyödynnetään tietoa käyttäjästä ja tuotteesta suosituksien teke-
miseen eli ne perustuvat yhteensopivuuden arvioon käyttäjän tarpeiden sekä saatavil-
la olevien vaihtoehtojen välillä. Yhteisöllisyyspohjainen suodatus hankkii informaa-
tiota käyttäjien sosiaalisista yhteyksistä sekä ystävien mieltymyksistä ja perustaa 
suosittelunsa keräämäänsä tietoon. 
 
Tutkielma keskittyy suosittelijajärjestelmien toiminnan ymmärtämiseen kirjallisuu-
den pohjalta ja vertailemaan erilaisten suosittelumenetelmien toimintatapojen lisäksi 
myös niiden eroja. Tutkielmassa tarkastellaan myös sitä, minkä kaltaiset sivustot 
näitä järjestelmiä sitten todellisuudessa hyödyntävät. Lisäksi ehdotetaan kaksi täysin 
uudenlaista suosittelumenetelmää, jotka tuottavat aiempaa tarkempia ja tehokkaam-
pia suosituksia. 
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This paper familiarizes the recommendation systems that will help users to find rele-
vant information on the Internet from amongst the flood of information. The Internet 
offers a lot of information and not always is the desired information found or it takes 
too much time. For this purpose has been developed Recommendation Systems. 
 
Recommendation systems are of great importance in terms of information retrieval, 
especially commercial applications using a variety of recommenders. Depending on 
the quality of information and the form used a filtering method suitable for the pur-
pose is used. Content-based recommendation bases its suggestions on the assessment 
of the content. Collaborative recommender demands constructed user profiles as well 
as given user ratings. Hybrid filtering makes recommendations by using two or more 
recommender methods, thus producing results more precisely. Demographic filtering 
utilizes the demographic data of the users, which is the basis for its recommenda-
tions. Utility-based recommender uses utility function to make recommendations and 
to calculate utility value, and thus highest value services are then recommended. 
Knowledge-based recommender utilizes knowledge of the user and the product to do 
recommendations and bases them on the compatibility between user needs and avail-
able options. Community-based filtering acquires information about the users’ social 
connections, as well as friends’ preferences and bases its recommendations to the 
knowledge gained. 
 
The study focuses on understanding the functionality of recommendation systems by 
utilizing literature as well as to compare the differences of different recommendation 
methods. The thesis also examines what kinds of websites do really utilize these sys-
tems. Furthermore, two completely new recommendation methods are proposed pro-
ducing a more accurate and more efficient recommendations. 
 
Keywords: Collaborative filtering, content-based filtering, hybrid filtering, recom-
mendation systems, memory-based algorithms, model-based algorithms 
 
CR Categories (ACM Computing Classification System, 1998 version): H.3.3 [In-
formation Storage and Retrieval]: Information Search and Retrieval - Information  




AM Aspect Model 
BC Bayesian Clustering 
BN Bayesian Network 
CBF Content-Based Filtering 
CF Collaborative Filtering 
COBF Community-Based Filtering 
CS Cosine Similarity 
CSP Cold Start Problem 
DF Demographic Filtering 
EM Expectation Maximization 
HF Hybrid Filtering 
HTML HyperText Markup Language 
IBCF Item-Based Collaborative Filtering 
IMDb Internet Movie Database 
KBF Knowledge-Based Filtering 
LCA Limited Content Analysis 
LSA Latent Semantic Analysis 
LSH Locality-Sensitive Hashing 
LSI Latent Semantic Indexing 
MCMC Markov Chain Monte Carlo 
MEB Memory-Based 
MOB Model-Based 
MVP Missing Value Problem 
NB Neighborhood-Based 
NIP New Item Problem 
NN Nearest Neighbor 
NUP New User Problem 
OP Overspecialization Problem 
PC Pearson Correlation 
iv 
 
PLSA Probabilistic Latent Semantic Analysis 
RS Recommendation System 
SA Shilling Attacks 
SBP Scalability Problem 
SP Sparsity Problem 
SVD Singular Value Decomposition 
UBFC User-Based Collaborative Filtering 
UBF Utility-Based Filtering 
UGC User-Generated Content 
VoD Video on Demand 





1 Johdanto suosittelijajärjestelmiin ................................................................ 1 
2 Suosittelijajärjestelmien vertailevaa analyysiä ........................................... 6 
2.1 Sisältösuodatusjärjestelmät ................................................................. 7 
2.2 Yhteisösuodatusjärjestelmät ............................................................. 11 
2.2.1 Muistiperustaiset algoritmit .............................................. 12 
2.2.2 Malliperustaiset algoritmit ................................................ 14 
2.2.3 PageRank .......................................................................... 19 
2.3 Hybridisuodatusjärjestelmät ............................................................. 22 
2.4 Demografinen suodatus .................................................................... 28 
2.5 Käytettävyyspohjainen suodatus ....................................................... 29 
2.6 Tietopohjainen suodatus ................................................................... 30 
2.7 Yhteisöllisyyspohjainen suodatus ..................................................... 31 
3 Reaalimaailman sovellukset ..................................................................... 32 
4 Uudenlainen käytettävyyspohjainen järjestelmä ...................................... 45 
5 Uudenlainen sosiaalisia verkostoja hyödyntävä järjestelmä ..................... 52 





1 Johdanto suosittelijajärjestelmiin 
Internet tarjoaa nykyään ihmisille valtavan määrän tietoa ja sen määrä kasvaa jatku-
vasti, joten oleellisen tiedon löytäminen voi olla hankalaa vieden aivan liikaa aikaa ja 
resursseja. Kaiken lisäksi tarvittavaa tietoa ei ehkä löydetä tarpeettoman informaatio-
tulvan keskeltä. Tämän ongelman ratkaisuksi on kehitetty suosittelijajärjestelmät 
(Recommendation Systems, RS). Nettikaupat keräävät asiakastietoja profiilien muo-
dossa ja käyttäjän antamiin tuotearvosteluihin perustuen. Hyödyntämällä tätä infor-
maatiota, käyttäjälle suositellaan palveluita ja tällä tavalla on mahdollista tarjota per-
sonoitua palvelua käyttämällä automaattisia suosittelumetodeja, joiden lopputulokse-
na on yksilöllinen asiakastyytyväisyys. Käyttäjälle siis tarjotaan mahdollisesti kiin-
nostavia palveluita, joista hän saattaisi pitää. Tämän jälkeen asiakas kokee palvelun 
tyydyttäväksi ja tämä puolestaan lisää asiakaslojaaliutta sekä nettikaupan tuloja. 
Suosittelijajärjestelmillä on erityistä vetovoimaa nettikaupankäynnissä, missä verk-
kotiedon määrä on suuri ja yksilö on kykenemätön käsittelemään sitä. Siksi suositte-
lijajärjestelmistä on tullut tärkeä osa monia nettikauppasivustoja kuten Amazon.com, 
Google News, Netflix ja YouTube. [Onl13] 
Suosittelijajärjestelmät muodostuvat useanlaisista suosittelutekniikoista. Kaikilla 
näistä tekniikoista on omat hyvät ja huonot puolensa. Siksi on yleistä, että näitä tek-
niikoita sekoitetaankin eri tavoilla tarpeen mukaan, jotta voidaan saavuttaa kaikesta 
paras tarkkuus ja älykkäin järjestelmä, unohtamatta huipputason suorituskykyä. Tä-
mä tutkielma keskittyy jokaisen tutkittavan suosittelutekniikan vertailevaan analyy-
siin, huomioiden erityisesti menetelmien hyvät ja huonot puolet. 
Suosittelijajärjestelmät jaetaan sisältösuodatusjärjestelmiin (Content-Based Filtering, 
CBF), jotka analysoivat palveluiden sisältöä ja ominaisuuksia tehdessään suosituksia 
sekä yhteisösuodatusjärjestelmiin (Collaborative Filtering, CF), jossa käyttäjäprofiilit 
ja käyttäjien antamat arvosanat nousevat keskeisiksi. Lisäksi sisältö- ja yhteisösuoda-
tusjärjestelmiä voidaan yhdistellä eri tavoin hybridisuodatusjärjestelmiksi (Hybrid 
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Filtering, HF), jolloin saadun suosittelijajärjestelmän tehokkuus paranee huomatta-
vasti. 
Suosittelijajärjestelmiin perehtyminen aloitetaan luvussa 2, jossa niihin perehdytään 
yleisesti ja tutustutaan erilaisiin suosittelumetodeihin pintapuolisesti: millaisia ole-
massa olevia suosittelijajärjestelmiä nykyään löytyy ja kuinka ne luokitellaan. 
Varsinaisten suosittelijajärjestelmien tarkempaan läpikäyntiin päästään luvussa 2.1. 
Tässä luvussa käsitellään suosittelijametodeista yksinkertaisin, sisältösuodatusjärjes-
telmät. Yleensä nämä menetelmät perustuvat implisiittisen (implicit) tiedonkeruun 
menetelmään, mikä tarkoittaa sitä, että suositukset tehdään käyttäjän tekemiin toi-
mintoihin perustuen, jolloin vieraillut nettisivut, luetut artikkelit ja ostetut tuotteet 
vaikuttavat tehtyihin suosituksiin. Palveluita verrataan toisiinsa ja muita attribuuteil-
taan samankaltaisia palveluita suositellaan, jolloin suhde käyttäjän mieltymysten 
sekä palveluiden välillä pääsee keskeiseksi. Myös toisenlaiseen, eksplisiittisen (ex-
plicit) tiedonkeruun menetelmään perehdytään hieman tarkemmin. Tässä järjestelmä 
pyytää käyttäjää arvostelemaan jonkin tuotteen tai useita tuotteita, minkä jälkeen 
suositukset tehdään näihin arvosteluihin perustuen. Paras lopputulos tiedonkeruun ja 
käyttäjäprofiloinnin suhteen saadaan yhdistämällä implisiittinen ja eksplisiittinen 
menetelmä, jolloin aikaansaatu yhdistelmä on selkeästi yksittäistä menetelmää luotet-
tavampi ja todenmukaisempi. Lopuksi käydään läpi sisältösuodatuksen hyviä ja huo-
noja puolia, tutkitaan menetelmän tämänhetkisiä käyttökohteita sekä mietitään sitä, 
millaiseen sovellusympäristöön sisältösuodatus parhaiten sopii. Lisäksi perehdytään 
sisältösuodatusjärjestelmien korkean tason arkkitehtuuriin, jolloin lukija saa mene-
telmän toiminnasta selkeämmän ja ymmärrettävämmän kuvan. 
Luku 2.2 esittelee jo hieman sisältösuodatusta monimutkaisemman yhteisösuodatuk-
sen, missä tiedonkeruuseen käytetään pääasiallisesti eksplisiittistä menetelmää. Tässä 
menetelmässä luodut käyttäjäprofiilit ja annetut arvosanat ovat keskeisessä asemassa. 
Suositukset tehdään hieman toisistaan eroavaan käyttäjäperustaiseen suodatukseen 
(User-Based Collaborative Filtering, UBCF) tai palveluperustaiseen suodatukseen 
(Item-Based Collaborative Filtering, IBCF) perustuen. CF-suosittelijat jaetaan kah-
teen pääluokkaan: muistiperustaisiin (Memory-Based, MEB) ja malliperustaisiin 
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(Model-Based, MOB) algoritmeihin, joista ensin mainittu käydään tarkemmin läpi 
luvussa 2.2.1. 
MEB-algoritmeissä hyödynnetään koko käyttäjätietokantaa suosituksien tekemiseen. 
Läpi käydään yleisimpiä samankaltaisuuden laskentaan käytettyjä metodeja, joista 
esimerkkeinä ovat Pearsonin korrelaatiokerroin (Pearson Correlation, PC) ja ko-
sinimitta (Cosine Similarity, CS). Etuna on mallin yksinkertainen muodostaminen, 
mutta ongelmia saattaa syntyä, kun tarvitaan nopeita ja usein tapahtuvia päivityksiä. 
MOB-algoritmeja puolestaan käydään läpi luvussa 2.2.2. Tässä menettelytavassa 
rakennetaan malli, joka imitoi käyttäjiä ja näin ennustetaan arvosanat tuotteille, joita 
käyttäjä ei ole arvionut. Tämän pohjalta tehdään suosituksia ja näin ollen parhaan 
arvosanan saanutta tuotetta suositellaan. Läpi käydään yleisimmät käytetyt mallit, 
joita ovat Bayes-verkot (Bayesian Network, BN), Bayes-klusterointi (Bayesian Clus-
tering, BC), aspektimalli (Aspect Model, AM) sekä latenttiset (latent) mallit, joita 
ovat Latentti Semanttinen Analyysi (Latent Semantic Analysis, LSA) ja Todennä-
köisyyslatentti Semanttinen Analyysi (Probabilistic Latent Semantic Analysis, 
PLSA). 
Parhaimmat yhteisösuosittelijat ovat yleensä muisti- ja malliperustaisten algoritmien 
yhdistelmiä, jolloin yksittäisen menetelmän rajoitukset sekä ongelmat häviävät ja 
edut yhdistyvät. Hybridijärjestelmien käytännän toimivuus on erinomainen, mutta 
toteutus on monimutkaisempi ja kalliimpi. 
Luvussa 2.2.3 käydään läpi esimerkkialgoritmi PageRank, joka aikoinaan teki Goog-
len webbihakukoneen kuuluisaksi [Seg07]. PageRank on linkkianalyysialgoritmi 
(link analysis algorithm), jonka perusideana on laskea todennäköisyys sille, että joku 
satunnaisesti napsauttamalla jotain linkkiä saapuu jollekin tietylle sivulle. Luvussa 
käydään algoritmia läpi myös tarkemmin esimerkin avulla. 
Perinteisten suosittelijoiden jälkeen luvussa 2.3 perehdytään hybridisuodatusjärjes-
telmiin, joita saadaan aikaiseksi yhdistämällä kaksi tai useita suosittelutekniikoita. 
Useat hybridijärjestelmät käyttävät hyväkseen CBF- ja CF-menetelmiä, mutta hybri-
din luomiseksi myös muitakin vähemmän perinteisiä menetelmiä voidaan käyttää. 
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Erilaisilla sekoituksilla pyritään saamaan aikaiseksi erilaisia, valittuun tarkoitukseen 
sopivia lopputuloksia, ja myös kaksi samaa suodatusmenetelmää voidaan sekoittaa 
keskenään, jos menetelmät perustuvat esimerkiksi erilaisiin tiedonkeruun menetel-
miin, algoritmeihin tai vaikka todennäköisyysmalleihin. Luvussa käydään läpi hie-
man tarkemmin neljä erilaista tapaa sekoittaa CBF- ja CF-menetelmiä [AdT05] sekä 
lisäksi perehdytään myös useaan muuhun yleisesti käytettyyn yhdistämismetodiin 
[Bur02]. 
Hybridijärjestelmistä siirrytään takaisin hieman yksinkertaisempien järjestelmien 
pariin. Luvussa 2.4 siirrytään demografiseen suodatukseen (Demographic Filtering, 
DF), joka hyödyntää suosittelujen tekemisessä käyttäjän demografisia tietoja luomal-
la stereotyyppejä demografiseen informaation perustuen ja luokittelemalla nämä ste-
reotyypit ryhmiin heidän omien yksityiskohtaisten ominaisuuksien perusteella. 
Luku 2.5 esittelee edellisiin suosittelijoihin verrattuna hieman erilaisen, ei-oppivan 
käytettävyyspohjaisen suodatuksen (Utility-Based Filtering, UBF). Tässä menetel-
mässä jokaiselle käyttäjälle luodaan yksilöllinen käytettävyysfunktio ja suositukset 
perustetaan arvioimalla yhteensopivuus käyttäjän tarpeen ja saatavilla olevien vaih-
toehtojen joukon välillä. UBF:n etuna on herkkyys käyttäjämieltymysten muutoksil-
le, jolloin käyttäjän on helppoa muokata mieltymyksiään vielä profiilin luomisen 
jälkeen. Huonona puolena menetelmässä voidaan nähdä kuitenkin se, ettei se opi. 
Luvussa 2.6 esitellään tietopohjainen suodatus (Knowledge-Based Filtering, KBF), 
joka UBF:n tavoin on ei-oppiva suodatusmenetelmä eli käyttäjästä ei yritetä rakentaa 
pitkäaikaisia yleistyksiä. Tässä menetelmässä mikä tahansa annettu tietostruktuuri 
voi toimia käyttäjäprofiilina käyttäjän tarpeiden ja mieltymysten päättelyä varten. 
Ero edellä mainittuun suodatusmenetelmään kuitenkin on, että KBF:llä on toiminnal-
lista tietoa siitä, kohtaako jokin palvelu käyttäjän tarpeet vai ei, jolloin suhde suosi-
teltavan palvelun ja tarpeen välillä voidaan selvittää. 
Luvun 2.7 suodatusmenetelmässä käydään pintapuolisesti läpi suhteellisen tuoretta 
yhteisöllisyyspohjaista suodatusta (Community-Based Filtering, COBF). Tämä me-
netelmä käyttää hyväksi nykypäivän sosiaalisia verkostoja ja se onkin eräänlainen 
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sosiaalinen suosittelijajärjestelmä. Tässä suositukset perustetaan käyttäjien ystäviin, 
joihin luotetaan anonyymiä, mutta samankaltaista yksilöä enemmän. Kovin syvälli-
sesti menetelmään ei perehdytä, sillä alueen tutkimus on yhä varhaisessa vaiheessa. 
Vertailevan analyysin jälkeen siirrytään reaalimaailman sovelluksiin. Luku 3 esitte-
lee kymmenen esimerkkiä todellisesta maailmasta. Lisäksi luvussa tutustutaan hie-
man siihen, kuinka ne käyttävät erilaisia suosittelijajärjestelmiä hyväkseen. 
Luvussa 4 ja 5 tutustutaan kahteen erilaiseen itse kehittämääni ehdotukseen uusista 
suosittelijajärjestelmistä. Luvussa 4 perehdytään UBF/KBF-hybridiin, joka pyrkii 
parantamaan nykyisiä suosittelijajärjestelmiä helpottamalla käyttäjän taakkaa huo-
mattavasti poistamalla perinteisen UBF:n tarpeen käytettävyysfunktion syöttämiselle. 
Luvussa 5 ehdotetaan uudenlaista DF/COBF-hybridiä, joka hyödyntää sosiaalisen 
verkoston käyttäjäprofiilia suositusten tekemiseen. Tässä järjestelmässä uuden käyt-
täjän ei tarvitse suosittelijaa hyödyntävää sivustoa käyttäessään luoda käyttäjäprofii-
lia ja täyttää näin ollen monenlaisia profiilitietoja, mikä puolestaan tekee suosittelu-
prosessin helpommaksi, nopeammaksi ja tarkemmaksi.  
Luvussa 6 tehdään loppuyhteenveto suosittelijajärjestelmien vertailusta taulukon 
avulla ja tiivistetään tutkielman ydin eli mitä on käyty läpi ja mitä opittiin. Lisäksi 




2 Suosittelijajärjestelmien vertailevaa analyysiä 
Tässä luvussa käydään läpi suosittelijajärjestelmät kokonaisuudessaan tarkoituksena 
antaa yleistä kuvaa niiden toimintaperiaatteista sekä niiden hyvistä ja huonoista puo-
lista. Erilaisia suosittelijoita on lukuisia laidasta laitaan, mutta nykyiset menetelmät 
jaetaan pääasiallisesti kolmeen ryhmään: [AdT05] 
1) Sisältösuodatusjärjestelmät: Suositukset tehdään käyttäjän suosiman palvelun 
sisältöön ja attribuutteihin perustuen. 
2) Yhteisösuodatusjärjestelmät: Suositukset tehdään samankaltaisten käyttäjien 
ja heidän suosimien palveluiden perusteella. 
3) Hybridisuodatusjärjestelmät: Suositusten parempien tulosten aikaansaami-
seksi sisältösuodatus- ja yhteisösuodatuspohjaiset menetelmät voidaan yhdis-
tää. [Gem10] 
Lisäksi on olemassa paljon muitakin kirjallisuudessa mainittuja menetelmiä, joita 
ovat: demografinen suodatus [Paz99, Rao10], käytettävyyspohjainen suodatus 
[Bur02, Lia11], tietopohjainen suodatus [BHY96, Bur02, Fel06] ja yhteisöllisyys-
pohjainen suodatus [Sha11]. 
Tarkemmin näihin erilaisiin suosittelijajärjestelmiin perehdytään aliluvuissa, jotka on 
jaettu seuraavasti: Luvussa 2.1 perehdytään tarkemmin sisältösuodatusjärjestelmiin, 
niiden toimintaperiaatteisiin sekä menetelmän hyviin ja huonoihin puoliin. Lisäksi 
luvussa katsotaan hieman tarkemmin sitä, millainen sisältösuodatuksen korkeamman 
tason arkkitehtuuri oikein on. Luvussa 2.2 perehdytään yhteisösuodatusjärjestelmiin, 
niiden toimintaperiaatteisiin sekä menetelmän etuihin ja heikkouksiin. Yhteisösuoda-
tusjärjestelmät jaetaan kahteen pääluokkaan: muistiperustaisiin ja malliperustaisiin 
algoritmeihin. Luvussa 2.2.1 perehdytään tarkemmin muistiperustaisiin algoritmeihin 
sekä niiden toimintatapoihin ja toimivuuteen käytännössä. Luvussa 2.2.2 käydään 
läpi malliperustaiset algoritmit sekä verrataan niiden toimivuutta ja käytännön eroja 
muistiperustaisiin algoritmeihin. Luvussa 2.2.3 perehdytään Googlen hakukoneen 
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kuuluisaksi tehneeseen, Googlen perustajien luomaan PageRank-algoritmiin [Seg07], 
jonka variaatioita myös monet muut suuret hakukoneet käyttävät. 
Sisältösuodatuksen ja yhteisösuodatuksen jälkeen perehdytään erilaisten suositteli-
joiden kombinaatioihin, hybridisuodatusjärjestelmiin. Luku 2.3 esittelee tavan yhdis-
tää erilaisia suosittelijoita hybrideiksi, joihin sitten perehdytään tarkemmin. 
Hybridijärjestelmistä jatketaan vähemmän perinteisten suosittelijoiden pariin. Luku 
2.4 esittelee demografisen suodatuksen, luku 2.5 käytettävyyspohjaisen suodatuksen, 
luku 2.6 puolestaan hieman vastaavanlaisen tietopohjaisen suodatuksen ja lopuksi 
luvussa 2.7 perehdytään suhteellisen uuteen, mutta kuitenkin varsin potentiaaliseen 
yhteisöllisyyspohjaiseen suodatukseen. 
2.1 Sisältösuodatusjärjestelmät 
Sisältösuodatusjärjestelmä on suosittelijoista kaikkein yksinkertaisin toteutukseltaan 
ja toimintaperiaatteeltaan. Sen toiminta perustuu yleensä implisiittiseen tiedonkeruun 
menetelmään, joka tarkoittaa sitä, että suositukset tehdään palvelun sisällön ja omi-
naisuuksien perusteella. Käyttäjän suosiman palvelun attribuutit pääsevät keskeisiksi 
ja näitä attribuutteja verrataan muihin palveluihin ja näin ollen samankaltaisia palve-
luja sitten suositellaan. Esimerkiksi artikkelia suositellessa voidaan hyödyntää artik-
kelin sanoja ja niiden esiintyvyyttä muissa dokumenteissa. Dokumentti voidaan aja-
tella vektoriksi sanojen frekvenssissä ja kahden saadun vektorin välisen kulman ko-
sini lasketaan, jolloin arvo samankaltaisuudelle saadaan. Käyttäjän ei siis tarvitse 
tehdä mitään ylimääräistä työtä: ei tarvitse antaa itsestään mitään demografisia tai 
henkilökohtaisia tietoja, eikä luoda myöskään minkäänlaista käyttäjäprofiilia. Yksin-
kertaisesti vain riittää, että käyttäjä käyttää Internet-palveluita, sillä kaikki vieraillut 
nettisivut, ostetut tuotteet, kuunnellut laulut ja katsotut videot arvostellaan painoar-
voltaan korkeiksi. Toisin sanoen kaikki normaalit toiminnot, joita käyttäjä tekee, ovat 
tarpeeksi sisältösuodatusjärjestelmille. Suosituksia voidaan tehdä myös eksplisiitti-
sellä tiedonkeruun menetelmällä, jolloin järjestelmä vaatii käyttäjän arvostelevan 
palveluita. Eksplisiittiset arvioinnit ilmaisevat kuinka oleellinen tai mielenkiintoinen 
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palvelu käyttäjälle on [Ric79]. Sisältösuodatusjärjestelmät toimivatkin parhaiten sil-
loin, kun palvelusta on hyvät tiedot, mutta käyttäjästä taas ei. [PaB07] 
Eksplisiittisessä tiedonkeruussa on kolme pääasiallista lähestymistapaa, joiden avulla 
käyttäjältä saadaan kerättyä oleellista palautetta: [BiP99, Sha11] 
1) Pidä/Inhoa (like/dislike): Palvelut luokitellaan ”oleellisiksi” tai ”ei-
oleellisiksi” yksinkertaisen binääriarvosteluasteikon avulla. [BiP99] 
2) Arvostelut: Yleensä hyödynnetään diskreettiä numeerista asteikkoa palvelui-
den arvostelua varten [SFW83]. Vaihtoehtoisesti symboliset arvostelut voi-
daan kuvata numeeriseen asteikkoon [PMB96], missä käyttäjillä on mahdolli-
suus arvostella nettisivu kuumaksi (hot), haaleaksi (lukewarm) tai kylmäksi 
(cold). 
3) Tekstikommentit: Päätöksentekoprosessin helpottamista varten kommentit yk-
sittäisestä palvelusta kerätään ja kuvataan käyttäjälle [Res94]. Esimerkiksi 
asiakkaan palaute osoitteissa Amazon.com tai eBay.com saattaa auttaa käyt-
täjiä päättämään sen, onko palvelua arvostettu yhteisön toimesta. Tekstuaali-
set kommentit ovat hyödyllisiä, mutta ne voivat ylikuormittaa aktiivisen käyt-
täjän, koska hänen täytyy lukea ja tulkita jokainen kommentti päättääkseen, 
onko se positiivinen vai negatiivinen ja millä asteella. Kirjallisuus ehdottaa 
edistyksellisiä tekniikoita affektiivisen laskennan tukimusalueelta [Pic00] te-
kemään CBF-suosittelijoita, jotka automaattisesti suorittavat tämänkaltaisen 
analyysin. 
Eksplisiittisessä tiedonkeruussa on etuna sen yksinkertaisuus, vaikka numeeri-
sen/symbolisen asteikon omaksuminen kasvattaakin käyttäjän kognitiivisen kuorman 
määrää, eikä se ehkä ole sovelias käyttäjän palveluista johtuvien tunteiden kiinni 
ottamiseen. Implisiittiset palautteet pohjautuvat relevanssipistemäärän määrittämi-
seen tietyille käyttäjän palveluun kohdistuville toiminnoille, kuten tallentamiselle, 
hylkäämiselle, tulostamiselle, kirjanmerkinnälle (bookmarking), jne. Tärkein etu on, 
että ne eivät vaadi suoraa käyttäjäosallistumista huolimatta siitä, että vaikuttamista 
saattaa luultavasti tapahtua: esimerkiksi puhelusta johtuva häiriö lukiessa. [Sha11] 
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Vakavin heikkous sisältösuodatuksessa on, ettei menetelmä tiedä, pitääkö käyttäjä 
kaikista vierailemistaan nettisivuista, ostetuista tuotteista, kuunnelluista lauluista jne. 
Ei siis ole minkäänlaista käsitystä palvelun laadusta tai siitä, kuinka hyvä/huono pal-
velu on, tai kuinka hyvin/huonosti palvelun sisältö on kirjoitettu. Lisäksi sisäl-
tösuodatus kärsii usein rajoitetusta sisällön analyysistä (Limited Content Analysis, 
LCA): Koska sisältösuodatus perustuu puhtaasti sisällön ominaisuuksiin arvosanojen 
sijaan, suosittelija ei voi tietää, onko suositeltu palvelu hyvä vai huono. Tilanne voi 
olla tällainen, jos kahdella eri palvelulla on samat ominaisuudet. [AdT05] 
OP (Overspecialization Problem) tarkoittaa, että suosittelija suosittelee vain sellaisia 
palveluita, jotka ovat liian samankaltaisia jo arvostellun palvelun kanssa. Sen vuoksi 
vain sellaisia palveluita suositellaan, jotka saavat korkean arvosanan käyttäjäprofiilia 
vastaan ja näin ollen nämä suositukset eivät eroa ollenkaan niistä palveluista, jotka 
käyttäjä on jo nähnyt. [AdT05] 
Yksi mahdollinen ratkaisu OP:hen on ottaa käyttöön satunnaisuus. Onnekas sattuma 
(serendipity) on menetelmä, jonka avulla suosittelija tekee odottamattomia ja sattu-
manvaraisia suosituksia, jolloin se on tapa tehdä suosituksista monipuolisempia. 
Erimerkiksi jos RS suosittelee vain elokuvia, jotka on ohjattu käyttäjän suosikkioh-
jaajan toimesta, voi suositeltava elokuva olla käyttäjälle täysin uusi, mutta ei kuiten-
kaan onnekas. Toisaalta, jos RS suosittelee elokuvaa, jonka on ohjannut joku toinen 
ohjaaja, voi se todennäköisemmin olla onnekas suositus. Kun ihmiset luottavat tut-
kiskeluun ja onneen etsiessään uusia palveluita, joista eivät tienneet pitävänsä, 
OP:stä johtuen ei CBF:llä ole luontaista kykyä onnekkaiden sattumien generointiin. 
[Sha11] 
Uusi käyttäjä -ongelma (New User Problem, NUP) [AdT05] on toinen sisältösuoda-
tuksen heikkous, joka kuvataan myöhemmin tarkemmin luvussa 2.2. 
Sisältösuodatusta käytetään tällä hetkellä artikkelitietokannoissa, dokumenteissa, 
verkkokaupoissa ja uutissivustoissa. Lisäksi jopa tavalliset hakukoneetkin voidaan 
ajatella yksinkertaisiksi sisältösuodatusjärjestelmiksi, sillä suositukset haetaan avain-
sanojen avulla. Esimerkiksi voidaan käyttää implisiittistä menetelmää, jossa linkit 
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sivulta A sivulle B tulkitaan ääneksi A:lta B:lle. Näin ollen suurempi määrä linkkejä 
sivulle antaa korkeamman arvosanan. [Ala09] 
CBF on yksinkertaisuutensa vuoksi erityisen soveltuva hakukonetyyppiseen suosi-
tukseen ja tässä se onnistuukin erinomaisesti. Kuitenkin implisiittisessä tiedonke-
ruussa voi tapahtua virhetulkintoja, sillä käyttäjän ostaessa tuotteen oletetaan, että 
käyttäjä tarvitsee tuotetta tai pitää siitä. Saattaa kuitenkin olla, että käyttäjä ei osta 
tuotetta itselleen, jolloin seuraksena jatkossa tehdyt suositukset voivat olla täysin 
vääränlaisia. Tiedonkeruun suhteen eksplisiittinen menetelmä on selkeästi tarkempi 
vaihtoehto, sillä virhetulkintojen määrä laskee sillä oletuksella, että käyttäjä itse on 
arvostellut tuotteen ja vieläpä rehellisesti. [Ala09] 
CBF-järjestelmät tarvitsevat sopivan tekniikan palvelun esittämiseen ja käyttäjäpro-
fiilin tuottamiseen sekä myös joitakin strategioita käyttäjäprofiilin ja palvelukuvauk-
sen vertailuun. CBF:n korkean tason arkkitehtuuri on havainnollistettu kuvassa 1. 
Suositteluprosessi tapahtuu kolmessa vaiheessa ja jokainen niistä on hoidettu erilli-
sellä komponentilla: [Sha11] 
1) Sisältöanalysoija (Content Analyzer): Kun informaatiolla, esimerkiksi tekstil-
lä, ei ole rakennetta, tarvitaan jonkinlaista esiprosessointivaihetta purkamaan 
strukturoitua oleellista tietoa. Komponentin päävastuu on kuvata informaatio-
lähteistä tulevien palveluiden sisältö sopivassa muodossa seuraavia proses-
sointivaiheita varten. Data analysoidaan ominaisuudenpurkamistekniikoilla, 
jotta alkuperäisen informaatioavaruuden palvelun kuvaus saadaan siirrettyä 
haluttuun kohdeavaruuteen (esim. nettisivut kuvattu avainsanavektoreina). 
Tämä kuvaus on syöte profiilioppijalle (Profile Learner) ja suodatuskom-
ponentille (Filtering Component); 
2) Profiilioppija: Tämä moduuli kerää käyttäjämieltymysten dataedustuksen 
(data representative) ja yrittää yleistää tämän datan, jotta käyttäjäprofiili saa-
daan rakennettua. Yleensä yleistysstrategia on toteutettu koneoppimisteknii-
koiden kautta, jotka ovat kykeneviä päättelemään käyttäjäintressien mallin 
aloittamalla menneisyyden pidetyistä tai ei-pidetyistä palveluista. Esimerkiksi 
nettisivun suosittelijan profiilioppija voi toteuttaa relevanssipalautemetodin 
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[Sha11], missä oppimistekniikka yhdistää positiivisten ja negatiivisten esi-
merkkien vektorit prototyyppivektoriksi, joka kuvaa käyttäjäprofiilia. Harjoi-
tusesimerkkejä ovat nettisivut, joissa positiivinen tai negatiivinen palaute on 
tuotettu käyttäjän toimesta. 
3) Suodatuskomponentti: Tämä moduuli käyttää hyväkseen käyttäjäprofiilia eh-
dottaakseen oleellisia palveluita sovittamalla yhteen profiilikuvauksen tulevi-
en suositeltavien palveluiden mukaisesti. Tuloksena on binäärinen tai jatkuva 
relevanssiarvostelma (relevance judgment), joka on laskettu käyttämällä jo-
takin samankaltaisuusmetriikkaa [Her04] ja lopputuloksena on arvotettu lista 
potentiaalisesti kiinnostavista palveluista. 
 
Kuva 1: Sisältösuodatuksen korkean tason arkkitehtuuri. [Sha11] 
2.2 Yhteisösuodatusjärjestelmät 
Yhteisösuodatusjärjestelmä on sisältösuodatusta jonkin verran monimutkaisempi ja 
useammin käytetty menetelmä suosituksien tekemistä varten. Tässä menetelmässä 
käyttäjältä vaaditaan hieman enemmän työtä, jotta voidaan tehdä sisältösuodatusta 
tarkempia suosituksia. CF:lle ominaista on eksplisiittinen tiedonkeruu, joka tarkoittaa 
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sitä, että järjestelmä pyytää käyttäjää luomaan käyttäjäprofiilin sekä arvostelemaan 
palveluita. Näin ollen käyttäjäprofiilit ja palveluille annetut arvosanat ovat keskeises-
sä asemassa, sillä suositukset tehdään niihin perustuen. Käyttäjäprofiileja hyödyntä-
mällä palveluja voidaan suositella kahdella eri tavalla: käyttäjäperustaisella suoda-
tuksella tai palveluperustaisella suodatuksella. Käyttäjäperustaisessa suodatuksessa 
etsitään käyttäjälle samankaltaisia käyttäjiä ja heidän korkeasti arvosteltuja palveluita 
sitten suositellaan. Palveluperustaisessa suodatuksessa hyödynnetään käyttäjien kor-
keasti arvioituja palveluita etsimällä niille samankaltaisia palveluita, joita sitten suo-
sitellaan. [AdT05, KSJ09] 
Yhteisösuodatusmenetelmät voidaan ryhmitellä kahteen pääluokkaan: muistiperus-
taisiin ja malliperustaisiin algoritmeihin [AdT05]. Luvussa 2.2.1 perehdytään tar-
kemmin muistiperustaisiin algoritmeihin sekä niiden toimintatapoihin ja toimivuu-
teen käytännössä. Luvussa 2.2.2 käydään läpi malliperustaiset algoritmit sekä verra-
taan niiden toimivuutta ja käytännön eroja muistiperustaisiin algoritmeihin. 
2.2.1 Muistiperustaiset algoritmit 
Muistiperustaisessa lähestymistavassa käytetään hyväksi koko käyttäjätietokantaa 
suositusten tekemistä varten. Metodissa hyödynnetään käyttäjien antamia arvosanoja 
samankaltaisuuksien laskemiseen palvelujen välillä ja näitä saatuja tuloksia käyte-
tään sitten suositusten tekemiseen. Muistiperustaisia metodeja käytetään niiden yk-
sinkertaisen ja tehokkaan toteutustavan vuoksi. Yleisimmin käytetyt muistiperustai-
set metodit ovat naapurustoperustainen (Neighborhood-Based, NB) yhteisösuodatus 
ja huippu-N-suosittelija (top-N). [Ala09, SuK09] 
NB:ssä kahden käyttäjän tai palvelun väliselle samankaltaisuudelle lasketaan paino-
arvo. Tätä arvoa hyödyntäen käyttäjälle lasketaan ennustearvo ottamalla keskiarvo 
kaikista arvosanoista. Yleensä tätä varten käytetään PC:tä tai kosinimittaa. [SuK09] 
Käyttäjäperustaisessa huippu-N-algoritmissa käyttäjälle etsitään k eniten samankal-
taista käyttäjää hyödyntämällä samankaltaisuusperustaista vektorimallia. Tämän jäl-
keen vastaavat käyttäjäpalvelumatriisit kootaan yhteen palvelujoukkojen tunnista-
mista varten ja näitä sitten suositellaan. Sijaintisensitiivistä hajautusta (Locality-
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Sensitive Hashing, LSH), joka hyödyntää lähin naapuri (Nearest Neighbor, NN) -
hakua, voidaan käyttää samankaltaisten käyttäjien löytämiseen. [SuK09] 
Kaavaa 1 voidaan käyttää ennustamaan käyttäjän u arvosanaa palvelusta i: [Grc04] 




  (1) 
missä  ̅  on käyttäjän u antamien arvosanojen keskiarvo, k on normalisointikerroin, 
joka summaa painoarvot 1:ksi,  ( ,  ) on painoarvo, joka voidaan laskea valitun 
painotusmenettelyn mukaan ja v on käyttäjän j antama arvosana palvelulle i.  
Jos palvelulle i ei ole saatavilla arvosteluja, ennuste on yhdenvertainen käyttäjän u 
antamaan keskiarvosanaan nähden. [Grc04] 
Käyttäjien samankaltaisuuksia kuvaava painoarvo voidaan määrittää monilla eri ta-
voilla. Seuraavaksi mainitaan pari mahdollista määrittelytapaa. 
Yksi tapa määrittää painoarvoja on käyttää PC:tä. Tässä tavassa tarkastellaan käyttä-
jien antamia arvosanoja. Funktio palauttaa arvon väliltä -1 ja 1, missä luku 1 tarkoit-
taa, että ihmisten antamat arvosanat palveluille ovat täysin samanlaiset ja luku -1 
tarkoittaa, että annetut arvosanat palveluille ovat täysin erilaiset. Luku 0 tarkoittaa, 
että annettujen arvosanojen välillä ei ole minkäänlaista suhdetta. Kaava 2 voidaan 
nyt kirjoittaa seuraavasti: [Grc04] 
 ( ,  ) =
∑    ,  − 	  ̅     ,  −	  ̅   
 ∑    ,  − 	  ̅  
 




                                (2) 
missä   ,  on käyttäjän u antama arvosana palvelulle i. [Grc04] 
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Samankaltaisuuden määrittely voi perustua kahden vektorin välisen kulman kosiniin, 
jonka avulla lasketaan yhdenmukaisuuksia kahden dokumentin välillä, missä doku-
mentit esitetään sanojen frekvenssien vektoreina. Tässä dokumentti ajatellaan käyttä-
jäksi, palvelut sanoiksi ja arvosana frekvensseiksi. Täten painoarvot voidaan laskea 
käyttäen kaavaa 3: [Grc04] 
 ( ,  ) = 	 
  ,   , 
 ∑   ,   ∈    ∑   ,   ∈  
 
	 
  (3) 
missä   , 	on käyttäjän u antama arvosana normalisointikertoimella k painotettuna ja 
  , 	on käyttäjän j antama arvosana normalisointikertoimella k painotettuna. [Grc04, 
Seg07] 
Muistiperustaisella menetelmällä on joitakin etuja. Se on helppo luoda ja käyttää. 
Lisäksi uuden datan lisääminen on yksinkertaista. Se skaalautuu arvosteltujen palve-
luiden kanssa ja tulokset ovat hyvin selitettävissä. [SuK09] 
Heikkoutena muistiperustaisissa menetelmissä voidaan nähdä riippuvuus käyttäjäar-
vosteluista. Jos käyttäjällä ei ole ollut juurikaan vuorovaikutusta palveluiden kanssa, 
niitä on mahdotonta käsitellä. Lisäksi suuret käyttäjäryhmät ja harva data voi johtaa 
heikompaan suorituskykyyn sekä ongelmiin skaalautuvuudessa. [SuK09] 
2.2.2 Malliperustaiset algoritmit 
Malliperustaisessa lähestymistavassa luodaan käyttäjää matkiva malli, joka rakenne-
taan hyödyntämällä käyttäjien tietokantaa. Tämän jälkeen luotua mallia käytetään 
palvelun arvosanan ennustamiseen. Ennustamismalli voidaan rakentaa käyttämällä 
erilaisia menetelmiä, kuten lineaarialgebraa, todennäköisyysmalleja, neuroverkkoja 
ja ryhmittyviä sekä latentteja luokkia. [Seg07] 
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Ennusteen odotusarvon laskemiseen voidaan käyttää todennäköisyysmallia, joka 
perustuu käyttäjän antamiin arvosanoihin. Tämä voidaan esittää kaavan 4 avulla seu-
raavasti: 




          (4) 
missä m on jokin kokonaislukuarvo 0:sta m:ään. [BHK98] 
Graafista todennäköisyysmallia, BN:ää, voidaan soveltaa yhteisösuodatukseen. Sol-
mujen ehdolliset todennäköisyydet esitetään päätöspuina, missä solmut ovat palvelui-
ta, kaaret mieltymyksiä ja lehdet tiloja. Koska mallin rakentaminen voi viedä aikaa 
tunneista jopa useaan päivään, rakentaminen suoritetaan etukäteen yhteydettömässä 
tilassa. Mallin luonnin hitaudesta johtuen se ei ole kovinkaan käytännöllinen, jos 
järjestelmää pitää päivittää nopeasti ja usein. [Grc04] 
Samankaltaisten käyttäjien ryhmittelyyn voidaan käyttää erilaisia tekniikoita, joita 
kutsutaan klusterointimalleiksi (Clustering Models). Tässä pyritään ennustamaan 
aktiivisen käyttäjän arvosanaa palvelulle i laskemalla kyseisen palvelun arvosanan 
keskiarvo ryhmän sisällä, johon käyttäjä kuuluu. [Grc04] 
Tarvittaessa voidaan arvosanan ennuste laskea usean ryhmän yli painottamalla se 
käyttäjän osallistumisasteella, jos käyttäjä on jäsen useammassa ryhmässä. [Grc04] 
BC:ssä käyttäjät ryhmitellään käyttäjäryhmiin heidän palveluille antamiensa arvosa-
nojen perusteella pohjautuen oletukseen, että samankaltaiset käyttäjät arvostelevat 
palvelut samankaltaisesti. [JSZ06] 
Malli voidaan määritellä kaavan 5 avulla seuraavasti: [JSZ06] 






        (5) 
missä z on käyttäjälle annettu luokka ja palvelun    arvosanaa kuvataan   :   ä. 
[JSZ06] 
Todennäköisyys käyttäjän y antamille arvosanoille ilmaistaan muodossa 
      ( )  	∈ 	( )    , 






Tämä malli sallii sen, että käyttäjä voi olla yhdessä käyttäjäluokassa. Jokainen käyt-
täjä nimitetään yksittäiseen ryhmään valitsemalla ensin jakaumasta P(z) käyttäjä-
luokka z, jota käyttäen kaikki palvelut arvostellaan. [JSZ06] 
AM:ssä esitellään latentti muuttuja z jokaisella parille (x, y), joka voidaan esittää 




       (7) 
missä P(z) on luokkaprioritodennäköisyys sekä P(x|z) ja P(y|z) ovat luokka-
riippumattomia jakaumia käyttäjille x ja palveluille y. [JSZ06] 
Odotusarvon maksimointialgoritmia (Expectation Maximization, EM) voidaan käyt-
tää hyväksi edellä mainittujen Bayes-ryhmittelyn ja Aspektimallin parametrien opet-
tamiseen. [Hof99] 
EM-algoritmissa lasketaan ensin posterioritodennäköisyydet latentille muuttujalle z 
perustuen senhetkisiin parametrien estimaatteihin (E-askel), minkä jälkeen edellä 
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laskettujen posterioritodennäköisyyksien parametrit päivitetään niiden maksimoimi-
seksi (M-askel). [Hof99] 
E-askel aspektimallissa voidaan kirjoittaa seuraavasti (kaava 8): [Hof99] 




  (8) 
mikä on todennäköisyys sille, että sana w kyseisessä dokumentissa tai kontekstissa d 






       (9) 
 ( | ) =
∑  ( , ) ( | ,  ) 
∑  (  ,  	) ( |  ,  	)  , 
, 









                  (11) 
missä  ( , )	on parien ( ,  ) lukumäärä ja merkintä ’ muuttujien z, w ja d perässä 
tarkoittaa kyseisen muuttujan derivaattaa (derivative). [Hof03, Hof99] 
LSA indeksoi ja hakee tietoa käyttäen matemaattista Singulaariarvohajotelmaa (Sin-
gular Value Decomposition, SVD), jonka avulla tunnistetaan tekstin epämuodollisen 
kokoelman termien sekä konseptien väliset suhteet etsimällä niistä samankaltaisia 
kaavamaisuuksia. Periaatteessa LSA perustuu sanojen samankaltaisuuden merkityk-
seen samassa käytetyssä kontekstissa. Tuotetaan siis assosiaatioita tekstin termien 
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välille ja näin ollen puretaan tekstin rungon käsitteellinen sisältö samankaltaisessa 
kontekstissa. [Dee88] 
LSA:sta on kehitetty tilastollinen menetelmä PLSA, joka voidaan ajatella erikoista-
pauksena yhteisösuodatuksen implisiittisessä lähestymistavassa. Ideana on esittää 
latentti muuttuja Z jokaiselle parille (u, y) z:n tilojen avulla, jotta käyttäjä u ja esine y 
voidaan hahmontaa ehdollisesti riippumattomaksi. Tästä seuraava sekoitemalli voi-
daan ilmaista seuraavasti (kaava 12): [Hof03] 
 ( ,  ;  ) = 	  	( ,  ,  ) =   ( | ) ( | ) ( ),
  
 
    (12) 
missä summat äärellisen ja k:n kokoisen z:n yli kulkevat kaikkien mahdollisten k:n 
tilojen yli. [Hof03] 
Toisin kuin SVD:tä hyödyntävä ja lineaarialgebrasta polveutuva LSA, PLSA perus-
tuu latentista luokkamallista johdettuun sekoitehajotelmaan. Tämä puolestaan johtaa 
enemmän periaatteelliseen lähestymistapaan, jolla onkin vakaa perusta statistiikassa. 
PLSA:ta käytetään esimerkiksi tekstin koneoppimiseen, tiedon hakuun ja suodatuk-
seen sekä luonnollisen kielen prosessointiin. [Hof99] 
Ongelmana PLSA:ssa on koettu parametrien yhdenmukainen lineaarinen kasvu do-
kumenttien määrään nähden ja huono generoituvuus uusilla dokumenteilla. [Hof99] 
Verrattuna muistiperustaisiin menetelmiin, malliperustaisissa algoritmeissa on pa-
rempi ”harvan” tiedon hallinta, joka puolestaan auttaa suurten datajoukkojen skaa-
lautuvuudessa ja sen vuoksi kyky ennustaa arvosanoja tehostuu. [SuK09] 
Heikkouksina malliperustaisissa menetelmissä voidaan nähdä kalliit toteutuskustan-
nukset, joiden seurauksena joudutaan tekemään kompromisseja ennustamistehok-
kuuden ja skaalautuvuuden välillä. Täten hyödyllistä informaatiota voidaan kadottaa. 
Lisäksi toisin kuin muistiperustaisissa menetelmissä, eivät ennusteiden tulokset ole 
hyvin selitettävissä. [SuK09] 
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Monet sovellukset sekoittavat muisti- ja malliperustaisia menetelmiä keskenään ja 
näin saadaan aikaiseksi tavallista yhteisösuosittelijaa vähemmän rajoittuneempi me-
netelmä. Tämä tarkoittaa tehokkaampaa ennustamiskykyä ja parempaa tiedon häviön 
ja ”harvan” tiedon hallintaa. Näiden menetelmien yhdistäminen aiheuttaa kuitenkin 
lisäongelmia, joita ovat selvästi monimutkaisempi ja kalliimpi toteutus. [SuK09] 
2.2.3 PageRank 
Yksi luultavasti kuuluisimmista algoritmeista on Googlen hakukoneen käyttämä Pa-
geRank [Seg07], jonka variaatioita kaikki suuret hakukoneet käyttävät. Perusidea 
PageRankissa on laskea todennäköisyys sille, että joku satunnaisesti napsauttamalla 
jotain linkkiä saapuu jollekin tietylle sivulle. Tämä tehdään laskemalla PageRank-
arvo jokaiselle sivulle. PageRank käyttää dumppauskerrointa (dumping factor) 0.85, 
joka ilmaisee, että on 85 %:in mahdollisuus siihen, että käyttäjä jatkaa linkkien nap-
sauttelua jokaisella sivulla. [Seg07] 
Kuva 2 esittää esimerkin PageRank-algoritmin toiminnasta. Sivut B, C ja D, joille 
PageRank-arvo on laskettu, linkittyvät kaikki sivulle A. B linkittyy myös kolmelle 
muulle sivulle ja C linkittyy neljälle muulle sivulle. D linkittyy ainoastaan sivulle A. 
[Seg07]
 
Kuva 2: Esimerkki PageRank-algoritmin toiminnasta. [Seg07] 
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Jotta saataisiin laskettua PageRank-arvo A:lle eli PR(A), otetaan PageRank-arvo 
jokaiselta sivulta, joka linkittyy sivulle A ja jaetaan tämä arvo kyseiselle sivulle joh-
tavien kokonaislinkkien lukumäärällä. Tämän jälkeen saatu arvo kerrotaan dump-
pauskertoimella 0.85 ja lisätään minimiarvo 0.15. Laskutoimitus PR(A)-arvolle on 
esitetty kuvassa 3. [Seg07] 
 
Kuva 3: PageRank-arvon laskeminen sivulle A. [Seg07] 
Yhteisösuodatus toimii parhaiten, kun käyttäjästä on hyvät tiedot, mutta se kärsii 
usein kolmesta seuraavasta pääongelmasta: 
1) CSP (Cold Start Problem): Tarkat suositukset vaativat paljon tietoa käyttäjäs-
tä. Riittämättömän tietomäärän takia uusi käyttäjä saa paljon epätarkkoja suo-
situksia. Koska uusi käyttäjä ei ole tehnyt lainkaan arvosteluja, eikä hänellä 
ole ollut paljoa vuorovaikutusta palveluiden kanssa, ovat suositukset näin ol-
len vielä epätarkkoja. Tätä ongelmaa kutsutaan NUP:ksi. Tämä ongelma voi-
daan ratkaista lisäämällä vuorovaikutusta palvelun kanssa tai muodostamalla 
käyttäjälle henkilökohtaiset profiilitiedot. CSP voi olla ongelma myös uusille 
palveluille: Tätä kutsutaan NIP:ksi (New Item Problem). Uudet palvelut vaa-
tivat useita arvosteluja ennen kuin niitä voidaan täsmällisesti suositella. Jos 
uudet palvelut ovat riittämättömästi arvosteltuja tai niitä ei ole arvosteltu 
lainkaan, ei niitä voida suositella täsmällisesti. Äärimmäisenä esimerkkinä 
voi olla tuore, vasta perustettu sivusto, joka käyttää suosittelijaa, jolloin kaik-
ki käyttäjät ja palvelut kärsivät alustusongelmasta. [AdT05] 
2) SBP (Scalability Problem): Erilaisissa ympäristöissä olevien miljoonien käyt-
täjien ja tuotteiden takia suosituksien laskemiseen vaaditaan suurta laskenta-
tehoa. Yhteisösuodatuksen menetelmät ovat yleensä rakennettu toimimaan 
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suurilla datajoukoilla ja tämän vuoksi skaalautuvuus on oleellista. [Sar02, 
Tak09] 
3) SP (Sparsity Problem): Nykyään monia tuotteita myydään nettikauppojen 
mainosten perusteella. Siksi ainoastaan pieni osajoukko tietokannasta on ar-
vosteltu käyttäjän toimesta. Näin ollen jopa kaikkein suosituimmilla tuotteilla 
voi olla hyvin vähän annettuja arvosanoja [AdT05, Sch12]. Yksi tapa ratkais-
ta tämä ongelma on käyttää demografista suodatusta [ChH09]. 
Muita yhteisösuodatuksen ongelmia ovat harmaa lammas (gray sheep), joka tarkoit-
taa sitä, että käyttäjän antamat arvostelut ja mielipiteet eivät sovi johdonmukaisesti 
mihinkään ihmisryhmään. Tämänkaltainen käyttäjä ei voi hyötyä yhteisösuodatuk-
sesta, koska suositukset voivat olla epätarkkoja. Hieman poikkeava tapaus harmaasta 
lampaasta on musta lammas (black sheep). Tämänkaltaisen käyttäjän mieltymykset 
eivät korreloi minkään tai vain jonkun käyttäjän kanssa. Täten täsmällisten suosituk-
sien tekeminen mustalle lampaalle on erittäin vaikeaa. [Bur02, SuK09] 
Synonymia (Synonymy) on saman tai samankaltaisen tuotteen taipumus omata eri 
nimiä. Suosittelijajärjestelmä käsittelee nämä erillisinä tuotteina, koska se ei osaa 
selvittää latentteja yhteyksiä tuotteiden välillä, vaikka nämä tuotteet osoittavat sa-
mankaltaisiin kohteisiin. Esimerkiksi näennäisesti erilaiset tuotteet, ”lasten elokuva” 
ja ”lasten filmi”, ovat oikeastaan sama asia, mutta yhteisösuosittelijat eivät löydä 
yhteensopivuutta niiden samankaltaisuuksien välillä. Siispä synonyymien esiintymi-
nen laskee huomattavasti yhteisösuodatusjärjestelmien suorituskykyä. [SuK09] 
Vedätyshyökkäyksessä (Shilling Attacks, SA) kuka tahansa käyttäjä voi edistää omaa 
tuotetta antamalla niille erittäin korkeita arvosanoja ja vastaavasti myös laskea kil-
pailijoiden tuotteiden arvoa antamalla niille erittäin alhaisia arvosanoja. Yhteisö-
suodatus usein tarvitseekin vastatoimia, jotta tämänkaltaiset väärinkäytökset saadaan 
estettyä. [BMB05]. 
Häiriö (noise) suosittelijajärjestelmän tietokannassa voidaan karkeasti luokitella kah-
teen kategoriaan: luonnolliseen (natural) ja tahalliseen (malicious) häiriöön. Luon-
nollisia häiriöitä voi tapahtua molemmissa eksplisiittisissä sekä implisiittisissä tapa-
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uksissa ja se liittyy suosittelijajärjestelmän menetelmään kerätä käyttäjämieltymyk-
siä. Eksplisiittisissä tapauksissa käyttäjä voi tehdä luonnollisia virheitä arvostelles-
saan palveluita johtuen virheellisestä tai huolimattomasta käyttäytymisestä. Tämän-
kaltainen virhe laskee suosittelijan suorituskykyä. Implisiittisissä tapauksissa toden-
näköisyys häiriölle voi olla jopa korkeampi. Tahallinen häiriö on nimensä mukaisesti 
luotu tarkoituksella. Esimerkiksi kaupallisilla sivuilla luojat voivat edistää omia töi-
tään keinotekoisesti pakottamalla suosittelijan tuottamaan korkeita arvosanoja tuot-
teilleen ja samaan aikaan he voivat antaa negatiivisia suosituksia mille tahansa muul-
le tuotteelle. Silloin tällöin, kun huolimaton käyttäjä unohtaa arvostella käyttämiään 
palveluita, kutsutaan sitä puuttuva arvo -ongelmaksi (Missing Value Problem, MVP). 
[HPJ11, OHS06] 
Yhteisösuodatuksen eksplisiittisessä tiedonkeruutavassa saattaa esiintyä ongelmia 
käyttäjän yksityisyyden suhteen silloin, kun ollaan luomassa käyttäjäprofiilia. Monil-
la Eurooppalaisilla mailla on vahva kulttuurinen käsitys tiedon yksityisyyden suhteen 
ja näinpä yritykset luoda käyttäjäprofiilia voivat johtaa negatiiviseen asiakaspalaut-
teeseen. [Can02] 
2.3 Hybridisuodatusjärjestelmät 
Hybridisuodatusjärjestelmä on ehkä yksi parhaista suodatusmenetelmistä ja sellainen 
voidaan saavuttaa yhdistelemällä kahta tai useampaa suosittelutekniikkaa. Useat suo-
sittelijat käyttävät hybridien luomiseksi CBF:ää ja CF:ää, mutta myös muitakin suo-
datusmenetelmiä (esim. DF, UFB ja KBF) voidaan sekoittaa keskenään. Jopa samoja 
menetelmiä voidaan sekoittaa keskenään, jos ne käyttävät suositusten perustana esi-
merkiksi erilaisia algoritmeja, malleja tai eri tietojoukkoja. Tällä tavoin erilaisia lä-
hestymistapoja yhdistelemällä voidaan saavuttaa parempi suorituskyky ja vähentää 
yksittäisten suodatusmenetelmien haittapuolia. Tämä puolestaan auttaa ehkäisemään 
tiettyjä rajoituksia yhdistettyjen menetelmien hyötyjen myötä. Toiminnallisuus tässä 
menetelmässä on erinomainen, mutta toteutus on paljon perinteistä CBF:ää ja CF:ää 
monimutkaisempi sekä kalliimpi. [AdT05, Bur02] 
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Erilaisia tapoja sekoittaa CF ja CBF hybridiksi voidaan luokitella seuraavasti: 
[AdT05] 
1) CF:n ja CBF:n toteutus erikseen ja niiden ennusteiden yhdistäminen. 
2) CBF:n erityispiirteiden sisällyttäminen CF:ään. 
3) CF:n erityispiirteiden sisällyttäminen CBF:ään. 
4) Yleisen yhtymämallin rakentaminen joka sisällyttää sekä CBF:n että CF:n 
erityispiirteet. 
Yksi tapa rakentaa hybridi on toteuttaa CF ja CBF erikseen. Tämän jälkeen voidaan 
jatkaa kahdella eri tavalla. Ensimmäisessä tavassa voidaan yhdistää yksittäisten 
RS:ien saadut tuotokset (arvosanat) lopulliseksi suositukseksi joko käyttämällä arvo-
sanojen lineaarista kombinaatiota [Cla99] tai äänestyskaaviota [Paz99]. Vaihtoehtoi-
sesti voidaan käyttää yhtä yksittäisistä suosittelijoista missä tahansa vaiheessa ja vali-
ta se, joka on niistä se “parempi” perustuen johonkin suosittelun laatumetriikkaan. 
Esimerkiksi DailyLearner [BiP00] valitsee sellaisen suosittelijan, joka voi antaa suo-
situksen korkeamman tason luotettavuudella, kun taas [TrC00] valitsee sellaisen, 
jonka suositus on johdonmukaisempi käyttäjän aiempien arvostelujen kanssa. 
[AdT05] 
Useat hybridit perustuvat perinteisiin CF-tekniikoihin, mutta jotka pitävät yllä myös 
CBF-profiileja jokaiselle käyttäjälle [BaS97, Paz99]. Näitä profiileja käytetään kah-
den käyttäjän välisen samankaltaisuuden laskemiseen. Tämä auttaa selviytymään 
puhtaasti CF:n SP-ongelmista, sillä yleensä monella käyttäjäparilla ei ole merkittävää 
määrää yhteisesti arvosteltuja palveluita. Toinen tämän menetelmän hyöty on, että 
käyttäjille voidaan suositella palvelua myös silloin, kun palvelua ei ole arvosteltu 
korkeasti samankaltaisen profiilin omaavien käyttäjien toimesta, toisin sanoen sil-
loin, kun tämä palvelu pisteytyy korkeasti käyttäjän profiilia vastaan [BaS97]. Good 
et al. [Goo99] käyttää jokseenkin samankaltaista lähestymistapaa käyttämällä usean-
laisia sisältöanalysiin erikoistuneita agentteja, suodatinbotteja (filterbots), jotka toi-
mivat lisäosallistujina CF-yhteisössä. Tämän tuloksena käyttäjät, joiden arvostelut 
täsmäävät joidenkin suodatinbottien arvostelujen kanssa, voivat saada parempia suo-
situksia [Goo99]. Myös Melville et al. [MMN02] käyttää CF:ää, missä perinteisen 
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käyttäjän arvosteluiden vektoria kasvatetaan ylimääräisillä arvosanoilla, jotka laske-
taan käyttämällä puhdasta CBF-ennustetta [MMN02]. 
Suosituin lähestymistapa tässä kategoriassa on käyttää jotakin dimensionaalisuusre-
duktiotekniikkaa (dimensionality reduction technique) CBF-profiilien ryhmään. Esi-
merkiksi Soboroff et al. [SoN99] käyttää LSI:tä (Latent Semantic Indexing) luodak-
seen yhteisnäkemyksen käyttäjäprofiilien kokoelmasta, missä käyttäjäprofiilit esite-
tään termivektoreilla (term vectors), johtaen suorituskyvyn paranemiseen puhtaaseen 
CBF:ään verrattuna. [AdT05] 
Basu et al. [BHC98] ehdottaa esimerkkinä CBF:n ja CF:n erityispiirteiden (esimer-
kiksi käyttäjän ikä, sukupuoli tai elokuvan genre) käyttämistä yksittäisessä sääntö-
pohjaisessa luokittelijassa. Popescul et al. [PPL01] ja Schein et al. [Sch02] ehdotta-
vat CF:n ja CBF:n suositusten yhdistämiseen yhtenäistä todennäköisyysmetodia, joka 
pohjautuu PLSA:han. Toisenlainen lähestymistapa, jossa käytetään Bayesian sekoite-
tut efektit -regressiomalleja (Bayesian Mixed-Effects Regression Model), hyödynne-
tään Markovin ketjua (Markov Chain Monte Carlo, MCMC) parametrien estimointiin 
ja ennustamiseen. Ansari et al. [AEK00] hyödyntää käyttäjien ja palveluiden profiili-
tietoa yksittäisessä statistisessa mallissa, joka estimoi tuntemattomia arvosanoja     
käyttäjälle i ja palvelulle j (kaava 13): [AdT05] 





missä i = 1,2,3...,I ja j = 1,2,3...,J edustavat käyttäjiä sekä palveluita ja    ,    sekä    
ovat vastaavasti satunnaisia muuttujia efektihäiriölle (effect noise), käyttäjäyhdistel-
män tarkkailemattomille lähteille (unobserved sources of user heterogeneity) ja pal-
velusekoitukselle (item heterogeneity). Lisäksi     on käyttäjän ja palvelun erityis-
piirteitä sisältävä matriisi,    on käyttäjän erityispiirteiden vektori ja    on palvelun 
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erityispiirteiden vektori. Tämän mallin tuntemattomat parametrit ovat  ,   , Λ sekä Γ 
ja ne estimoidaan jo tiedetyistä arvosanatiedoista käyttämällä MCMC:tä. Ansari et al. 
[AEK00] siis käyttää käyttäjäattribuutteja {  } muodostamaan osan käyttäjäprofiilis-
ta, palveluattribuutteja {  } muodostamaan osan palveluprofiilista ja niiden vuoro-
vaikutuksia       estimoimaan palvelun arvosanaa. [AdT05] 
Hybridejä voidaan myös kasvattaa KBF-tekniikoilla [Bur00], kuten tapaus-
perustaisella päättelyllä (case-based reasoning), tarkoituksena parantaa suositustark-
kuutta ja käsitellä joitakin perinteisten suosittelijoiden rajoituksia (esimerkiksi NUP 
ja NIP). Esimerkiksi KBF-suosittelija Entrée [Bur00] käyttää jonkin verran domain-
tietoa ravintoloista, keittiöistä ja ruoista (esimerkiksi, että ”meriruoka” ei ole ”vege-
taristinen”) suositellakseen käyttäjälleen ravintoloita. Suurin takaisku KBF-
järjestelmissä on tarve tiedonhankinnalle, joka on hyvin tunnettu pullonkaula monel-
le tekoälysovellukselle. KBF-suosittelijoita on kuitenkin kehitetty sovellusalueille, 
missä domain-tieto on valmiiksi saatavilla jossakin strukturoidussa koneluettavassa 
muodossa, esimerkiksi ontologiana, joka tässä yhteydessä tarkoittaa domainin käsit-
teellistämistä ihmisymmärrettävään, mutta kuitenkin koneluettavaan muotoon. Esi-
merkiksi Quickstep- ja Foxtrot-järjestelmät [MSD04] käyttävät tutkimusartikkeliot-
sikko-ontologiaa tutkimusartikkeleiden suosittelemiseen käyttäjiä varten. [Bur00, 
MSD04] 
Lisäksi useat tutkimusartikkelit (esim. [AdT05]) vertaavat empiirisesti HF:n suori-
tuskykyä puhtaan CF:n sekä CBF:n kanssa ja demonstroivat kuinka hybridit voivat 
tuottaa tarkempia suosituksia kuin puhtaat lähestymistavat. [AdT05] 
Artikkelissaan [Bur02] Burke luokittelee joitakin käytettyjä yhdistämismetodeja, 
joita ovat: painotettu (weighted), vaihtaminen (switching), sekoitettu (mixed), omi-
naisuuskombinaatio (feature combination), kaskadi (cascade), ominaisuusaugmen-
taatio (feature augmentation) ja metataso (meta-level). [Bur02] 
Painotetussa hybridisuosittelijassa suositeltavan palvelun pistemäärä lasketaan kaik-
kien järjestelmässä sillä hetkellä saatavilla olevien suosittelutekniikoiden tuloksista. 
Painotetun hybridin hyötynä on, että kaikki järjestelmien kyvyt tuodaan kantamaan 
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suositusprosessia suoraviivaisella tavalla ja on helppoa suorittaa post-hoc (after this) 
tunnustusten osoitus (credit assignment) ja säätää hybridiä sen mukaisesti. Implisiit-
tinen oletus tässä tekniikassa kuitenkin on, että erilaisten tekniikoiden vastaava arvo 
on enemmän tai vähemmän yhdenmukainen läpi mahdollisten palveluiden avaruu-
den. Tilanne ei aina kuitenkaan ole tällainen, sillä CF-suosittelija on tehottomampi 
palveluille, joilla on vain vähän arvostelijoita. [Bur02] 
Vaihtavassa hybridissä rakennetaan palvelutason herkkyys hybridisaatiostrategiaan: 
järjestelmä käyttää jotakin kriteeriä vaihtaakseen RS-tekniikoiden välillä. Se, mitä 
CF-tekniikka tuottaa vaihtavassa hybridissä, on kyky ylittää genrejä ja tuottaa sellai-
sia suosituksia, jotka eivät ole semanttisella tavalla lähellä aikaisempia, korkeasti 
arvosteltuja palveluita, mutta ovat yhä relevantteja. [Bur02] 
Vaihtavissa hybrideissä on ylimääräistä monimutkaisuutta suositusprosessiin nähden, 
sillä vaihtamiskriteeri täytyy määrittää ja tämä taas lisää toisen tason parametrisaatio-
ta. Hyötynä kuitenkin on, että tämä järjestelmä voi olla herkkä sen aineksena olevien 
suosittelijoiden vahvuuksille ja heikkouksille. [Bur02] 
Sekoitetussa hybridissä usean käytetyn tekniikan suositukset esitellään yhdessä. Se-
koitetut hybridit välttävät NIP:n, sillä CBF-komponentteihin voidaan luottaa uusien 
palveluiden suositteluissa niiden kuvausten perusteella silloinkin, kun niitä ei ole 
arvosteltu kenenkään toimesta. NUP:n ympäri ei kuitenkaan päästä, sillä molemmat 
CBF ja CF tarvitsevat tietoa käyttäjämieltymyksistä päästäkseen alkuun. Tässä tek-
niikassa on haluttu markkinaraon-etsintä-ominaisuus (niche-finding), joten se voi 
tuoda mukaan uusia palveluita, jotta jyrkkä painopiste sisältöön eliminoituisi. Yleen-
sä suosittelu vaatii palveluiden arvottamista tai parhaan yksittäisen suosittelijan va-
lintaa, jolloin jonkinlainen kombinaatiotekniikka täytyy ottaa käyttöön. [Bur02] 
Ominaisuuskombinaatio on toisenlainen tapa sulauttaa CBF ja CF yhteen. Tässä CF-
informaatiota kohdellaan yksinkertaisesti ylimääräisenä ominaisuusdatana yhdistet-
tynä jokaisen esimerkin kanssa ja CBF-tekniikoita käytetään tämän kasvatetun data-
joukon yli. Ominaisuuskombinaatiohybridi antaa järjestelmän harkita yhteisdataa 
turvautumatta siihen yksinomaan, joten se vähentää järjestelmän herkkyyttä käyttä-
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jämäärille, jotka ovat arvostelleet palvelun. Se antaa järjestelmän saada informaatiota 
palvelujen luontaisesta samankaltaisuudesta, jotka ovat muuten läpinäkymättömiä 
CF-järjestelmälle. [Bur02] 
Kaskadihybriditekniikassa yhtä suosittelutekniikka käytetään ensin tuottamaan kar-
kea arvotus kandidaateista ja toinen tekniikka kehittää suosituksen kandidaattijoukon 
keskuudesta. Kaskaditekniikka estää järjestelmää käyttämästä toista, matalamman 
prioriteetin tekniikkaa palveluihin, joka on jo hyvin eroteltu ensimmäisen toimesta 
tai, jotka ovat riittävästi arvosteltu huonolaatuisiksi, joten niitä ei koskaan suositella. 
Koska kaskadin toinen askel keskittyy vain niihin palveluihin, jotka tarvitsevat yli-
määräistä arvostelukykyä, on se tehokkaampi kuin esimerkiksi painotettu hybridi, 
joka soveltaa kaikkia tekniikoitaan kaikkiin palveluihin. Lisäksi kaskadi on luonnos-
taan sietokykyinen matalaprioriteettisen tekniikan toimenpiteen häiriölle, sillä kor-
keaprioriteettisen suosittelijan antamia arvosteluja voidaan vain kehittää, ei kumota. 
[Bur02] 
Ominaisuusaugmentaatiossa yhtä tekniikka käytetään palvelun arvosanan tai luokit-
telun tuottamiseen ja tämä informaatio sitten yhdistetään seuraavan suosittelijatek-
niikan käsittelyyn. Augmentaatio on houkutteleva tekniikka, sillä se tarjoaa tavan 
parantaa ydinjärjestelmän suorituskykyä ilman, että sitä tarvitsee muokata. Ylimää-
räinen toiminnallisuus on lisätty välikäsien toimesta, jotka voivat käyttää muita tek-
niikoita kasvattaakseen dataa itse. Tämä on toisenlainen ominaisuuskombinaatiosta, 
missä raakadata eri lähteistä yhdistetään. Vaikka molemmat kaskadi- ja augmentaa-
tiotekniikat jaksottavat kaksi suosittelijaa ensimmäisen suosittelijan vaikuttaessa toi-
seen, ovat ne pohjimmiltaan melko erilaisia. Augmentaatiohybridissä toisen suositte-
lijan käyttämät ominaisuudet sisältävät ensimmäisen tulosteen. Kaskadihybridissä 
toinen suosittelija ei käytä mitään ensimmäisen suosittelijan tulostetta arvottamisen 
tuottamiseen, mutta kahden suosittelijan tulokset yhdistetään priorisoivalla tavalla. 
[Bur02] 
Metatason suosittelijassa yhden suosittelijan generoimaa mallia voidaan käyttää syöt-
teenä toiselle. Tämä eroaa ominaisuusaugmentaatiosta, sillä augmentaatiohybridissä 
käytetään opittuja malleja generoimaan ominaisuuksia syötteeksi toiselle algoritmil-
28 
 
le, mutta meta-tason hybridissä koko mallista tulee syöte. Metatason metodissa hyöty 
erityisesti CBF/CF-hybridissä on se, että opittu malli on tiivistetty esitys käyttäjän 
intresseistä ja tätä seuraava yhteisömekanismi voi toimia tässä informaatiotiiviissä 
esityksessä helpommin kuin raa’assa arvosteludatassa. [Bur02] 
2.4 Demografinen suodatus 
Demografinen suodatus on eräänlainen yhteisösuodatuksen laajennus, joka käyttää 
profiilitietoja samankaltaisuuden laskemiseen käyttäjien välillä. Voidaan esimerkiksi 
käyttää käyttäjän sukupuolta, ikää, suuntanumeroa, koulutustaustaa ja työllistymistie-
toja. Kahta käyttäjää pidetään samankaltaisina, jos ne kuuluvat samaan demografi-
seen segmenttiin. Periaatteessa demografinen suodatus luo stereotyyppejä demogra-
fiseen informaatioon perustuen ja luokittelee nämä stereotyypit ryhmiin niiden omien 
yksityiskohtaisten ominaisuuksien perusteella. Kun uusi käyttäjä saapuu järjestel-
mään, hänet siirretään sopivaan stereotyyppiryhmään, jos jokin hänen ominaisuuksis-
taan sopii yhteen kyseisen stereotyypin kanssa. Tällä tavoin demografinen suodatus 
olettaa, että jokaisella johonkin tiettyyn demografiseen ryhmään kuuluvalla käyttäjäl-
lä on samankaltaiset mieltymykset. Demografinen suodatus on hyvä tapa välttää SBP 
ja NIP, sillä käyttäjäarvosteluja ei vaadita. [Paz99, Rao10] 
Toisin kuin CBF:ssä ja CF:ssä, demografisen suodatuksen etuna on, että se ei vaadi 
käyttäjältä minkäänlaista arvosteluhistoriaa. Lisäksi demografinen menetelmä on 
nopea ja virtaviivainen metodi oletuksien tekemiseen rajoittuneisiin havaintoihin 
perustuen. Demografiset järjestelmät voidaan siis toteuttaa nopeasti ja helposti. 
[Bur02, Rao10] 
Demografisella suodatuksella on kuitenkin joitakin haittapuolia: kuten aikaisemmin 
mainittiin CF:n yksityisyysongelmista, DF:llä on myös joitakin yksityisyysongelmia. 
Tieto, joka olisi arvokkain tarkkojen suositusten tekemiselle, on luultavasti sellaista 
tietoa, jota käyttäjä on haluton paljastamaan. Lisäksi demografinen järjestelmä vaatii 
täydelliset demografiset tiedot käyttäjästä toimiakseen tarkasti sekä tehokkaasti ja 
siksi demografiset suosittelijajärjestelmät tulevat luultavasti jäämään harvinaisiksi 
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käytännössä [Bur02]. Kun DF stereotyyppisesti yleistää käyttäjäintressit, niin samoja 
palveluita suositellaan koko ajan uudestaan samankaltaisen demografisen profiilin 
omaaville käyttäjille ja niinpä suositukset ovat aivan liian yleisiä. [Rao10] 
2.5 Käytettävyyspohjainen suodatus 
Käytettävyyspohjaisessa suodatuksessa jokaiselle käyttäjälle luodaan käytettävyys-
funktio ja suositus tehdään jokaiselle kohteelle laskettuun käytettävyysarvoon perus-
tuen. UBF pohjaa tekemänsä suositukset yhteensopivuuden arvioon käyttäjän tarpeen 
ja saatavilla olevien vaihtoehtojen joukon välillä. Ongelmana onkin kuinka luoda 
käytettävyysfunktio jokaiselle käyttäjälle erikseen. Lisäksi kaikille harkinnan alla 
oleville kohteille vaaditaan täydelliset käytettävyysfunktiot kaikkien ominaisuuksien 
läpi. UBF:n etuna on, että se voi käytettävyyslaskentaa varten jakaa tekijöihin sekä 
tuotekohtaiset että ei-tuotekohtaiset attribuutit, kuten kauppiaan luotettavuuden ja 
tuotteen saatavuuden, tehden käyttäjälle mahdolliseksi vaihtaa esimerkiksi hinta toi-
mitusaikataulua vastaan, jos tarve on välitön. [Bur02, Lia11] 
Verrattuna muihin menetelmiin, etu UBF:ssä on herkkyys käyttäjämieltymysten 
muutoksille. CF:ssä ja DF:ssä on vaikea muuttaa käyttäjän mieltymyksiä sen jälkeen, 
kun profiili on luotu. UBF ei kohtaa mitään näistä ongelmista, koska käytettävyys-
funktio voi vaihdella. UBF ei myöskään kärsi CSP:stä, NUP:stä ja NIP:stä. Lisäksi 
siinä ei esiinny ollenkaan SP:tä, sillä suositukset eivät perustu kerättyyn tilastolliseen 
todistusaineistoon. [Bur02] 
Haittapuolena UBF:ssä on, että käyttäjän itse täytyy syöttää käytettävyysfunktio. 
Tämä tarkoittaa sitä, että käyttäjän täytyy punnita jokaisen ominaisuuden merkittä-
vyys suhteessa muihin ominaisuuksiin. Tämänkaltainen vuorovaikutus tuo siis huo-
mattavan taakan käyttäjälle. Tämä käytettävyysarvo voidaan periaatteessa pohjata 
toiminnalliseen tietoon (functional knowledge), mutta näyttää siltä, että olemassa 
olevat suosittelijajärjestelmät eivät käytä tätä mahdollisuutta hyväkseen, koska järjes-
telmät vaativat käyttäjiä tekemään omat kartoituksensa heidän tarpeen ja tuotteen 
ominaisuuksien välillä, joko jokaiselle ominaisuudelle mieltymysfunktion (preference 
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function) muodossa tai yksityiskohtaiselle kyselylomakkeelle vastauksien muodossa. 
Toisin kuin CBF, CF ja DF, on UBF ei-oppiva tekniikka ja näin ollen se ei opi. Jos 
tuotekatalogeissa on suuria muutoksia, vaatii se täydellisen mieltymysfunktion uu-
delleentyöstämisen. Siksipä UBF ei välttämättä ole sopiva tavalliselle käyttäjälle. 
[Bur02] 
2.6 Tietopohjainen suodatus 
Tietopohjainen suodatus hyödyntää tietoa käyttäjästä ja tuotteesta tehdäkseen suosi-
tuksia. UBF:n tavoin, ei myöskään KBF yritä rakentaa pitkäaikaista yleistystä käyttä-
jästä, vaan sitä vasten se pohjaa suosituksensa yhteensopivuuden arvioon käyttäjän 
tarpeiden ja saatavilla olevien vaihtoehtojen välillä. Mikä tahansa annettu tietostruk-
tuuri voi toimia käyttäjäprofiilina käyttäjän tarpeiden ja mieltymysten päättelyä var-
ten. Yksinkertaisimmassa tapauksessa käyttäjäprofiilina voi toimia kysely, jonka 
käyttäjä on muotoillut. KBF:n käyttämä tieto voi olla erilaisissa muodoissa: Se voi 
olla esimerkiksi nettisivujen välillä oleva linkki, jonka avulla päätellään suosio ja 
virallinen arvo tai se voi olla tietoa keittiöistä, jonka avulla päätellään samankaltai-
suus ravintoloiden välillä. Ero UBF:ään on, että KBF:llä on toiminnallista tietoa siitä, 
kohtaako palvelu käyttäjän tarpeet vai ei ja näin ollen se voi selvittää yhteyden käyt-
täjän tarpeen ja mahdollisen suosituksen välillä. [BHY96, Bur02, Fel06] 
Koska KBF on toimintaperiaatteeltaan melko samanlainen kuin UBF, se jakaa samat 
edut kuitenkin yhdellä erolla: tietopohjainen suodatus osaa kartoittaa käyttäjätarpeis-
ta tuotteisiin. Lisäksi KBF:ssä ei ole tarvetta minkäänlaiselle käytettävyysfunktiolle 
suositusten tekemistä varten. [Lia11] 
Kuten UBF, myös KBF on ei-oppiva tekniikka ja niinpä se ei opi. Lisäksi vaaditaan 
tietynlaista tietosuunnittelua (knowledge engineering) tietopohjaisen suosittelijajär-
jestelmän rakennukseen. [Bur02] 
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2.7 Yhteisöllisyyspohjainen suodatus 
Yhteisöllisyyspohjainen suodatus tekee suositukset käyttäjän ystävien mieltymysten 
perusteella. Lähteen [SiS01] mukaan ihmisillä on tapana luottaa enemmän heidän 
ystävien suosituksiin kuin sellaisiin suosituksiin, jotka ovat tehneet samankaltaiset, 
mutta anonyymit yksilöt. Tämä yhdistettynä avoimien sosiaalisten verkostojen kas-
vavaan suosioon, luo nousevaa kiinnostusta COBF-järjestelmiin tai, kuten niihin 
yleensä viitataan, sosiaalisiin suosittelijajärjestelmiin (Social Recommender Sys-
tems) [Gol06]. 
Tämäntyyppinen suosittelija mallintaa ja hankkii informaatiota käyttäjän sosiaalisista 
yhteyksistä ja ystävien mieltymyksistä. Suositukset perustuvat käyttäjän ystävien 
tuottamiin arvosteluihin. Nämä suosittelijat seuraavat sosiaalisten verkostojen nousua 
ja mahdollistavat yksinkertaisen sekä ymmärrettävän käyttäjien sosiaalisiin yhteyk-
siin liittyvän tiedonhankinnan. [Sha11] 
Tämän alueen tutkimus on yhä varhaisessa vaiheessa ja tulokset järjestelmien suori-
tuskyvystä ovat sekavia. Toisten tutkimustulosten mukaan [Gol06, MaA04] COBF:n 
suositukset eivät ole sen tarkempia kuin CF:n suosituksetkaan, ellei kyseessä ole 
erikoistapaus, kuten jonkin tietyn palvelun korkeasti vaihtelevat käyttäjäarvostelut tai 
CSP. Sitävastoin taas toisten tulosten mukaan sosiaaliverkostodata tuottaa parempia 
suosituksia kuin profiilin samankaltaisuusdata [Guy09] ja sosiaalisen verkostodatan 
lisääminen perinteiseen CF:ään parantaa suositustuloksia [GrE07]. 
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3 Reaalimaailman sovellukset 
Tänä päivänä eletään informaatioteknologian runsauden aikaa ja Internet tarjoaakin 
runsaasti monenlaisia sivustoja, jotka on suunniteltu sekä kaupallisiin että muihin 
tarkoituksiin ja jotka hyödyntävät erilaisia suosittelijajärjestelmiä eri muodoissa. 
Monet näistä sivustoista voivat olla jopa tavalliselle käyttäjälle hyvinkin tuttuja, 
vaikka he eivät ole koskaan ajatelleetkaan toimivansa suosittelijajärjestelmien paris-
sa. Pintapuolisesti sivustot eivät ehkä näytäkään kovin erilaisille verrattuna tavalli-
seen sivustoon, mutta ne voivat sisältää sivuston tarjoajan kannalta hyvinkin arvokas-
ta tietoa. Tällaisia suosittelijoita hyödyntäviä sivustoja on olemassa ainakin yli 100 
kappaletta [Onl13]. 
Seuraavaksi esitellään kymmenen sovellusesimerkkiä, jotka hyödyntävät suosittelija-
järjestelmiä tavalla tai toisella. Esimerkeiksi on valittu sellaisia sivustoja, jotka ovat 
tarkoituksiltaan selkeästi toisistaan poikkeavia, jotta lukija saa kuvaa siitä, minkälai-
siin käyttökohteisiin suosittelijajärjestelmiä voidaan oikeastaan edes soveltaa. Kuvat-
tuna on kaupallisiin tarkoituksiin luotuja sivustoja, kuten myös toisenlaisia, ei-
kaupallisiin tarkoituksiin suunniteltuja sivustoja, joita hyödyntämällä käyttäjä voi 
löytää hänelle itselleen oleellista tietoa kaiken Internetissä olevan tietovirran keskel-
tä. Vaikka erilaisia suosittelijoita hyödyntäviä sivustoja on tarjolla laajalti, on silti 
lukijan/käyttäjän itse tehtävä lopullinen päätös siitä, ovatko ne todellisuudessa tar-




Amazon (kuva 4) on kirjakustantamo ja suosittelijajärjestelmää hyödyntävä, yksi 
suurimmista verkkokirjakaupoista Yhdysvalloissa. Amazon on yksi tunnetuimmista 
CF:ää hyödyntävistä järjestelmistä, joka käyttää suosituksien tekemiseen IBCF:ää, 
jonka se onkin yleistänyt. Tämä algoritmin toimintaperiaate on suhteellisen yksinker-
tainen ja se toimii seuraavalla tavalla: Käyttäjälle suositellaan palveluita käyttäjälle 
mielenkiintoiseksi tiedettyyn palvelujoukkoon perustuen. Tällaisia voivat olla esi-
merkiksi joukko palveluita, joita käyttäjä on aikaisemmin ostanut. Suositukset teh-
dään käyttämällä aikaisemmin generoitua taulukkoa, joka kartoittaa palvelut ”sa-
mankaltaisten” palveluiden listaan. Samankaltaisuudet, joita taulu kuvastaa, perustu-
vat käyttäjäyhteisön yhteisiin intresseihin, esimerkiksi korrelaatioon käyttäjien palve-
luiden välillä (palvelu A ja B ovat samankaltaisia, koska suhteellisen suuri osa käyt-
täjistä, jotka ostivat palvelun A, ostivat myös palvelun B). Tämä taulukko sisältää 
myös arvosanat, jotka ilmaisevat samankaltaisuusasteen yksittäisten palveluiden vä-
lillä. Henkilökohtaisten suositusten luomista varten palvelu noutaa taulukosta sa-
mankaltaisten palveluiden listat, jotka vastaavat palveluihin, joiden tiedetään olevan 
käyttäjän mielenkiinnon kohteena. Nämä samankaltaiset listat yhdistetään asianmu-
kaisesti yhdeksi listaksi, joka sitten järjestetään (yhdistettyjen samankaltaisuusarvo-
jen perusteella) ja suodatetaan suositeltavien palveluiden listan luomista varten. 
[LJB01] 
 
Kuva 4: Amazon.com-verkkokirjakaupan etusivu. [Ama13] 
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The Internet Movie Database (IMDb) (kuva 5) on Amazonin omistama verkkotieto-
kanta, joka sisältää tietoa elokuvista, televisio-ohjelmista ja videopeleistä. Tietoa 
löytyy näihin liittyvistä näyttelijöistä, tuotantoryhmähenkilöstöstä ja fiktiivisistä 
hahmoista. [IMD13] 
 
IMDb:n suositukset perustuvat CF:ään. Sen sijaan, että käyttäjää pyydetään arvoste-
lemaan tai ilmaisemaan mistä elokuvista hän pitää, tehdäänkin suositukset automaat-
tisesti käyttäjän etsimiin samankaltaisiin elokuviin perustuen. Sivun alalaidassa on 
osio ”People who liked this also liked...”, joka antaa suosituksia siitä, mistä käyttäjä 
saattaisi pitää. Suositukset perustuvat siis siihen oletukseen, että jos käyttäjä pitää 
kyseisestä elokuvasta, pitää hän myös muista ehdotetuista näytteillä olevista eloku-
vista. Ehdotukset taas perustuvat tietokannasta kerättyyn informaation, joka tarkaste-
lee elokuvia löytääkseen niistä samankaltaisuuksia ja eroavaisuuksia. [IMD13] 
 
Suositukset näyttäisivät siis toimivan IBCF:n mukaisesti, mikä ei sinällään ole yllät-
tävää, kun otetaan huomioon, kuka IMDb:n omistaa.  
 
 




Netflix (kuva 6) on Yhdysvaltalaisen Internetistä saatavan tilausvideon (Video on 
Demand, VoD) suoratoistomedian tuottaja, jolla on toimintaa nykyään myös Suo-
messa asti. Yhdysvalloissa elokuvien vuokraaminen onnistuu myös postitse. [Net13] 
 
Netflixin suositukset perustuvat käyttäjäarvosteluihin, joiden avulla palvelu saadaan 
personoitua juuri yksilölliselle käyttäjälle sopivaksi. Rekisteröitynyttä käyttäjää pyy-
detään arvostelemaan elokuvia, jotta palvelu voi ehdottaa seuraavaa katsottavaa elo-
kuvaa. Elokuvien arvostelu tapahtuu yksinkertaisesti antamalla elokuville arvosana 
yhdestä viiteen tähteen, jolloin suosittelija palauttaa suuren listan elokuvaehdotuksia. 
Lisäksi personointiin voi vaikuttaa muokkaamalla käyttäjäprofiiliin henkilökohtaisia 
elokuvamakuun liittyviä mieltymyksiä. Netflix onkin hyvä esimerkki hybridisuoda-
tusjärjestelmästä. Suositukset tehdään vertaamalla samankaltaisten käyttäjien katso-
mis- ja etsimistottumuksia (CF) kuin myös tarjoamalla elokuvia, jotka jakavat eri-








Google News (kuva 7) on ilmainen sivusto, joka kerää uutisia eri uutissivustoilta 
yhden sivuston alle. Google News on Googlen omistama ja se kokoaa tietosisältönsä 
yli 25000:lta [Coh10] julkaisijalta ja kaiken kaikkiaan 4500:lta [Seg09] sivustolta. 
Palvelu kattaa viimeisen 30 päivän ajalta ilmaantuvat uutisartikkelit useilta uutissi-
vustoilta. [Goo13a] 
Myös Google News mahdollistaa sivustonsa personoinnin käyttäjälle sopivaksi. 
Käyttäjä voi räätälöidä uutiset itselleen sopivaksi valitsemalla kuinka paljon hän ha-
luaa saada uutisia jokaiselta eri osastolta. Lisäksi käyttäjä voi valita lukuisien aihepii-
rien joukosta mieleisensä ja helposti seurata niitä. Kaikkea uutisissa olevaa, suosik-
kiharrastusta tai tämänhetkistä trendiä, voidaan seurata. Käyttäjä voi helposti tehdä 
ylimääräisiä osastoja personoituun palveluunsa. Ei ole väliä missä käyttäjä on tai 
mitä kieltä hän puhuu, sillä Google News on saatavana 70:ssä eri sijainnissa ympäri 








Last.fm (kuva 8) on Iso-Britanniassa perustettu, CBS Interactiven omistama sosiaali-
nen musiikkisivusto, jolla on yli 30 miljoonaa aktiivista käyttäjää. Last.fm-palvelu 
käyttää suosituksiensa tekemiseen suosittelijajärjestelmää nimeltä ”Audioscrobbler”, 
joka seuraa käyttäjän kuuntelutottumuksia ja niiden perusteella suosittelee samankal-
taisia artisteja kuunneltavaksi. [Las13] 
 
”Audioscrobbler” rakentaa jokaisen käyttäjän musiikkimausta yksityiskohtaisen pro-
fiilin nauhoittamalla käyttäjän kuuntelemia ääniraitoja joko Internet-radioasemista, 
käyttäjän tietokoneesta tai kannettavasta musiikkilaitteesta. Tämä informaatio siirre-
tään sitten Last.fm:n tietokantaan joko musiikkisoittimen tai käyttäjän musiikkisoit-
timeen asennetun liitännäisen (plugin) kautta. Tämän jälkeen tiedot näytetään käyttä-
jän profiilisivulla ja ne koostetaan myös yksittäisten artistien lähdesivujen luomista 
varten. [Jáv05, SvF11] 
 
 




What Should I Read Next (WSIRN) (kuva 9) on suosittelijajärjestelmää hyödyntävä 
sivusto, jonka avulla käyttäjä voi saada ehdotuksia seuraavaa luettavaa kirjaa varten. 
Toiminnaltaan se on hyvin yksinkertainen: Käyttäjän tarvitsee vain syöttää kirjan 
nimi tai kirjoittaja, jolloin suosittelija ehdottaa listan kirjoja, joista käyttäjä saattaisi 
pitää. Suosituksia parantaakseen käyttäjä voi rekisteröityä sivustolle ja tehdä oman 
kirjalistan, joita voi tehdä useita. Tämän jälkeen kirjalistasta voidaan valita ne kirjat, 
joihin halutaan suosituksien perustuvan. WSIRN tarjoaa linkkejä myös Amazon-
kirjakauppaan, jotta käyttäjä voi saada kirjasta lisätietoa ja tehdä tilauksen, jos hän 
haluaa ostaa kirjan. [WSI13a] 
WSIRN tuottaa suositukset puhtaasti kollektiiviseen makuun perustuen: kun kirjat 
syötetään samaan suosikkien listaan, ne ikään kuin yhdistyvät toistensa kanssa. Mitä 
enemmän tietyt nimikkeet esiintyvät eri listoissa, sitä vahvemmaksi niiden yhteys 
tulee. WSIRN käyttää CF:ään perustuvaa, omaa mittatilaustyönä tehtyä ”Incidence 
Bias Weighting”-algoritmia ja osittain myös assosiaatiosääntöjä. [WSI13b] 
 




StumbleUpon (kuva 10) on eräänlainen hakukone, joka etsii ja suosittelee verkkosi-
sältöä käyttäjilleen. Sen toiminnot antavat käyttäjien etsiä sekä arvostella verk-
kosivuja, kuvia ja videoita, jotka personalisoidaan heidän makuunsa sekä intresseihin 
sopiviksi käyttämällä vertaiskäyttäjiä ja sosiaalisen verkostoitumisen periaatteita. 
[Stu13a, Stu13b] 
Sivuston käyttö ei ole kovinkaan monimutkaista. Ensin käyttäjän on rekisteröidyttävä 
sivustolle käyttämällä esimerkiksi omaa Facebook-profiilia. Tämän jälkeen käyttäjä 
valitsee useiden ehdotettujen kategorioiden joukosta tarvittavan määrän hänelle mie-
luisia kategorioita, jolloin sivusto voi näiden avulla muodostaa käyttäjäprofiilin, jon-
ka perusteella muita sivustoja etsitään. Tämän jälkeen käyttäjä arvioi sivuja yksinker-
taisesti painamalla joko kuvaketta, jossa on peukalo alaspäin tai kuvaketta, jossa on 
peukalo ylöspäin. Suositukset perustuvat siis CF:ään, jolloin suosittelu tapahtuu sa-
mankaltaisten profiilien avulla ja näin ollen hyvän arvion saaneita sivustoja suositel-
laan. [Stu13a, Stu13b] 
StumbleUpon tarjoaa myös verkkoselaimeen asennettavaa lisäosaa, joka luo työkalu-
palkin, mikä puolestaan automatisoi sivustojen keräämisen, jakelun ja arvioinnin eri 
kategorioihin perustuvalla menetelmällä. [Stu13a, Stu13b] 
 




YouTube (kuva 11) on Googlen omistama Internetissä toimiva videonjakopalvelu, 
jonka kautta käyttäjät voivat lisätä, katsoa ja jakaa videoita. Palvelu käyttää Adobe 
Flash -videota ja HTML5-teknologiaa (HyperText Markup Language 5) käyttäjä-
generoitua sisältöä (User-Generated Content, UGC) varten, joka sisältää elokuva- ja 
TV-klippejä, musiikkivideoita sekä amatöörisisältöä, kuten esimerkiksi videoblogga-
usta, lyhyitä alkuperäisiä videoita ja opetuksellista materiaalia. Rekisteröimättömät 
käyttäjät voivat ainoastaan katsoa videoita, mutta rekisteröityneet käyttäjät voivat 
lisäksi lähettää palveluun rajattoman määrän videoita ja suurin osa YouTuben sisäl-
löstä onkin yksittäisten rekisteröityneiden käyttäjien lähettämää. Mahdollisesti haital-
lista sisältöä sisältävät videot ovat nähtävillä vain rekisteröityneille, täysi-ikäisille 
käyttäjille. YouTube on maailman suurin UGC VoD -järjestelmä [Cha07], jonka 
kautta videoita katsotaan yli 100 miljoonaa päivässä sekä 65000 uutta videota lähete-
tään palveluun päivittäin. [Cha07, USA06, You13] 
Videoita kirjautuneille käyttäjille suositellaan heidän aikaisempaan YouTube-
aktiivisuuteen perustuen. Tähän suositteluun käytetään top-N-suosittelijaa. Suositel-
tujen videoiden joukko generoidaan käyttäjän katsottuja, suosittuja ja pidettyjä vide-
oita hyödyntäen. Näitä käytetään siemeninä laajentamaan videojoukkoa läpikäytyihin 
yhteisvierailuihin ja videoiden kaavioihin pohjautuen. Tämän jälkeen relevanssia ja 
diversiteettiä varten videojoukko arvotetaan käyttämällä useanlaisia signaaleja. 
[Dav10, You13] 
 
Kuva 11: YouTube-videonjakopalvelun pääsivu. [You13] 
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Citysearch (kuva 12) on CityGrid Median omistama verkkokaupunkiopas, joka tuot-
taa informaatiota yritystoiminnoista aterioinnin, viihteen, jälleenmyynnin, matkailun 
ja asiantuntevien palveluiden kategorioissa Yhdysvalloissa. Jokaisessa Citysearchin 
paikallisessa kaupunkioppaassa vierailija löytää yhteystiedot, karttoja, ajo-ohjeita ja 
pääkirjoitus- sekä käyttäjäarvosteluja listatuille aloille. [Cit13a, Cit13b] 
Citysearchin suositukset perustuvat osaan käyttäjistä sekä asiantuntijatiedustelijoihin 
(expert scouts), jotka ovat suositelleet yritystä ajantasaisesti vihjeiden kera. Rekiste-
röitynyt käyttäjä voi ”Recommend this business?”-kohdasta äänestää yrityksiä yk-
sinkertaisesti painamalla peukaloa ylös tai alas, jonka perusteella yrityksen arvosana 
lasketaan. Lisäksi käyttäjä voi halutessaan kirjoittaa valinnaisen selitystekstin. Yri-
tyksen hakuun perustuva arvotus määritellään yrityksen kuvauksessa ja selitysteks-
tissä olevien hakusanojen perusteella (CBF), mutta annetut äänet ja yritysten koko-
naisarvosanat eivät vaikuta hakutuloksiin. [Cit13a, Cit13b] 
 
 




Cookthink (kuva 12) on reseptejä, ravintoblogeja ja referenssilähteitä varten vuonna 
2006 perustettu nettisivusto. Sivuston avulla vierailijat voivat löytää reseptejä joi-
denkin tiettyjen ainesosien, ruoanlaittotekniikoiden, koostumusten, erikoisruokava-
liorajoitusten, täydentävien ruokalajien tai jopa mielialan perusteella. Mukana olevat 
artikkelit tuottavat perusteellisen selostuksen tietyistä tekniikoista, työkaluista ja ai-
nesosista. [Coo13a, Coo13b] 
Ainakin Cookthink-palvelun ”What are you craving?”-työkalu reseptien hakua var-
ten on sisältösuodatteinen, sillä suosituksia haetaan pelkkiin hakusanoihin perustuen. 
Se on siis reseptien hakukone, johon käyttäjä syöttää avainsanoja valmiiden sanojen 
ehdotuksien listalta. Parhaan hyödyn palvelusta käyttäjä saa kuitenkin rekisteröity-
mällä käyttäjäksi, jolloin lisäksi resepti- ja ruoanlaittotietokanta saadaan personoitua 
käyttäjälle sopivaksi. Cookthink tulee älykkäämmäksi kaiken aikaa tunnistamalla 
käyttäjän tallentamat ja sivuuttamat reseptit, ainesosat joista hän pitää ja keittiötyy-
pit, joista hän on kiinnostunut tietämään lisää. [Coo13a, Coo13b] 
 
 




Yhteenveto suosittelijajärjestelmien reaalimaailman sovelluksista on havainnollistet-
tu taulukossa 2, josta voidaan nähdä jokainen esitelty reaalimaailman sovellus, sen 
sovellusympäristö, käytetty suosittelumenetelmä sekä maininta sivuston kaupallisuu-
desta. 
Taulukko 1: Reaalimaailman sovellusten yhteenveto [LJB01, IMD13, Net13, Goo13a, Goo13b, 
Las13, Jáv05, SvF11, WSI13a, WSI13b, Stu13a, Stu13b, Cha07, USA06, You13, Dav10, Cit13a, 
Cit13b, Coo13a, Coo13b] 
Reaalimaailman 
sovellus 
Sovellusympäristö Suosittelumenetelmä Kaupallinen sivusto 
Amazon Verkkokirjakauppa IBCF Kyllä 




Netflix VoD-suoratoistomedian tuottaja HF Kyllä 
Google News Uutissivusto CF Ei 
Last.fm Sosiaalinen musiikkisivusto CF Kyllä 
WSIRN 





pon = löytää sattumalta) 
CF 
Kyllä (Paid Discovery - 
palvelu mainostajille) 
YouTube Videonjakopalvelu top-N (CF) Ei 
Citysearch Verkkokaupunkiopas CBF Ei 
Cookthink 
Nettisivusto reseptien, ravintoblo-
gien ja referenssilähteiden hakuun 
CBF Ei 
 
Yhteenvetotaulukosta voidaan helposti nähdä, kuinka paljon erillaisia RS-
sovelluskohteita reaalimaailmasta oikein löytyy. Yleisin käytetty suosittelumenetel-
mä sovellusympäristöstä riippumatta näyttäisi olevan CF (7/10) ja noin puolet sivus-
toista (6/10) näyttäisi olevan jollakin tapaa kaupallisia sivustoja. Suosittelijan hyö-
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dyntäminen sivustolla ei siis läheskään aina tarkoita, että sitä käytetään tehostamaan 
kaupallista toimintaa. 
Suosittelumenetelmien suhteen voidaan nähdä, että sovellusympäristön perusteella 
on hankalaa lähteä arvaamaan, millaista suosittelumenetelmää sivusto käyttää. Vaik-
ka taulukosta selkeästi nähdään, että suurin osa esitellyistä sovelluksista käyttää 
CF:ää, on käyttäjän hyvin hankala lähteä ilman syvällisempää informaatiota arvioi-
maan, millaista suosittelijaa sivusto tarkalleen ottaen hyödyntää. CF:stä voidaan vain 
todeta, että räätälöimällä sen tarkoitukseen sopivaksi, voidaan sitä soveltaa hyvin 
monenlaisiin käyttökohteisiin, jopa kirjan hakuun tai uutissivustoon, kun tavoitteena 
on aikaansaada käyttäjälle asianmukaisesti personoitu palvelu. 
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4 Uudenlainen käytettävyyspohjainen järjestelmä 
Vaikka reaalimaailman sovelluksia löytyykin runsaasti, ei niitä kuitenkaan ole vielä 
riittävästi. Suosittelijajärjestelmät kehittyvät jatkuvasti ja aina löytyy varaa parantaa, 
vaikka vain vähän kerrallaan. Uusia järjestelmiä luodaan ja vanhoja parannellaan 
jatkuvasti. Vahvuuksia löytyy jokaisesta suosittelijajärjestelmästä, samoin kuin myös 
heikkouksia ja juuri näihin esiintyviin heikkouksiin eli ongelmakohtiin täytyy paneu-
tua, jotta menetelmät saadaan hiottua huippuunsa. 
Kuten aikaisemmin mainittiin, UBF pakottaa käyttäjät syöttämään käytettävyysfunk-
tion ja tämä puolestaan voi laskea käyttäjän motivaatiota: Vaikka käytettävyyssuoda-
tus voi yhdistää monta erilaista tekijää, jotka myötävaikuttavat tuotteen arvoon, on 
tosiasia se, että käytettävyysfunktiota tarvitaan jokaisella suosittelukerralla. Artikke-
lissaan [Bur02] Burke mainitsee, että periaatteessa suositeltavien kohteiden käytettä-
vyysarvo voidaan laskea käyttämällä toiminnallista tietoa. Jos tilanne olisi tällainen, 
voidaan käyttäjä itse säästää käytettävyysfunktion syöttämiseltä. Tämä puolestaan 
saattaisi merkittävästi parantaa UBF:n toiminnallisuutta ja siten tätä lähestymistapaa 
voitaisiin arvostaa sekä hyödyntää asianmukaisemmalla tavalla. Kuitenkaan UBF:llä 
ei ole olemassa KBF:n vastaavaa toiminnallista tietoa. Tämä vaadittu toiminnallinen 
tieto sisältää tarpeen tiedon hankinnalle, joka nähdään suhteellisen suurena takaisku-
na tietopohjaisissa järjestelmissä. 
Suurin ongelma UBF:ssä on käytettävyysfunktion luominen jokaiselle käyttäjälle. 
Yleensä tämä toteutetaan käyttämällä mieltymysfunktiota, joka pakottaa käyttäjän 
punnitsemaan jokaisen attribuutin painoarvoa suhteessa jokaiseen toiseen attribuut-
tiin. Tämä tuottaa käyttäjälle aivan liikaa kanssakäymistä ja täten on erittäin tärkeää, 
että käyttäjälle lankeavaa taakkaa kevennetään, jolloin UBF:llä voidaan tehdä suosi-
tuksia nopeammin ja tarkemmin sekä erityisesti käyttäjälle helpommin ja mie-
luisammin käytettäväksi. Tässä tutkielmassa käydään läpi uudenlaista tapaa (aiheesta 
on kirjoitettu ohjaajan kanssa jo ensimmäinen tukimusartikkeli [KHT13]) edellä 
mainitun kriittisen ongelman ratkaisemiseksi käytettävyyspohjaisissa järjestelmissä. 
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Perinteinen UBF toimii seuraavasti: On olemassa joitakin palveluiden ominaisuuksia 
I:ssä, joka oletetaan olevan mahdollisten suositeltavien palveluiden joukko. Ensin 
käyttäjän täytyy syöttää käytettävyysfunktio. Tämä tehdään mieltymysfunktion tai 
yksityiskohtaisen kyselykaavakkeen muodossa. Tämä tarkoittaa sitä, että käyttäjän 
on käytävä läpi jokainen ominaisuus ja punnittava niiden merkittävyys suhteessa 
toisiin ominaisuuksiin. Tämän jälkeen palvelujoukon I ylitse luodaan käytettävyys-
funktio, joka kuvaa käyttäjän mieltymyksiä. Tämän jälkeen muodostettua käytettä-
vyysfunktiota sovelletaan palveluihin ja niiden sijoitukset määritellään. Nyt jokaisel-
la palvelulla on käytettävyysarvo ja arvotettu lista on muodostettu. Siispä suosituksia 
voidaan tehdä ja käyttäjä voi tarkkailla näitä suosituksia yhtä hyvin kuin tehdä myös 
perusteltuja päätöksiä pohjautuen näihin suosituksien muodossa oleviin käytettä-
vyysarvoihin, jotka juuri on laskettu. [KHT13] 
Tämän ehdotuksen perusidea on hyödyntää toiminnallista tietoa käytettävyysarvon 
laskemisessa. Tämä erityinen toiminnallinen tieto on tietoa, jota vain KBF-
järjestelmät sisältävät ja näin järjestelmä pystyy kartoittamaan käyttäjän tarpeen ja 
kohteen välillä. UBF-järjestelmillä ei ole tämänkaltaista tietoa, mutta jos niillä olisi, 
saattaisi se olla hyödyllistä sekä käyttäjälle että järjestelmälle, sillä käyttäjän ei tar-
vitsisi koskaan syöttää käytettävyysfunktiota. Käytettävyysarvo laskettaisiin hyödyn-
tämällä toiminnallista tietoa, joka vaatii erityistä tietosuunnittelua, mutta vain sen 
verran kuin tarpeellista on, jotta toiminnallinen tieto palvelujoukolle saadaan muo-
dostettua. [KHT13] 
Ehdotetun käytettävyyspohjaisen järjestelmän [KHT13] pääasiallinen idea esitetään 
kuvassa 14. Tämä idea sisältää toiminnallisen tiedon hyödyntämistä ja tämä tieto 
yhdistetään palvelutietokannan kanssa. Perinteisessä käytettävyyspohjaisessa mene-
telmässä käyttäjän täytyy syöttää käytettävyysfunktio punnitsemalla palvelun omi-
naisuuksia. Tässä ehdotuksessa puolestaan esineen tai palvelun haku on tehty käte-
vämmällä tavalla, kuten se on tehty perinteisissä sisältö- ja yhteisösuodatusjärjestel-
missä. Näin ollen käyttäjä hakee jotakin palvelua tai, kuten on havainnollistettu ku-
vassa 14, suorittaa ”kyselyn suositusta varten” (”query for recommendation”), joka 
nähdään osaksi syötettä. Tämän jälkeen palvelutietokannan sisältämien palveluiden 
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toiminnallinen tieto hyödynnetään toiseksi osaksi syötettä. Yhdessä nämä syötteet 
korvaavat perinteisen UBF:n käytettävyysfunktion ja muodostavat niin kutsutun ”tie-
tofunktion” (knowledge function). Siispä syöte on muodostettu ”tietofunktio” palve-
luiden I ylitse, joka kuvaa käyttäjän mieltymyksiä. Tämän jälkeen prosessi etenee 
normaalisti UBF:n standardiproseduuria seuraten. [KHT13] 
Käyttämällä uudenlaista ”tietofunktiota”, palvelun sijoitus määritellään soveltamalla 
sitä palveluihin. Laskutoimitusprosessi palauttaa käytettävyysarvon ja soveltamalla 
tätä arvoa voidaan käyttäjälle tehdä suosituksia. Kuten näemme, tämä lähestymistapa 
poistaa käyttäjän tarpeen syöttää minkäänlaista käytettävyysfunktiota ja näin ollen 
verrattaessa ehdotettua uudenlaista käytettävyyslähestymistapaa perinteisen käytettä-
vyysmenetelmän kanssa, keventää ehdotettu menetelmä todellakin käyttäjän taakkaa. 
Se tekee järjestelmän nopeammaksi ja parantaa merkittävästi UBF:n käyttäjäkoke-
musta. [KHT13] 
 
Kuva 14: Uudenlainen käytettävyyspohjainen järjestelmä. [KHT13] 
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Ehdotettu menetelmä voi soveltua käytettävyytensä puolesta erinomaisesti sellaisille 
kaupallisille sivustoille, joiden palveluiden ominaisuuksista, erityisesti käytettävyy-
destä, vaaditaan tietoa. Tällöin käytettävyysarvo tuo esille erittäin tärkeää tietoa, joka 
saattaa olla hyvin tärkeää sekä käyttäjän että myös kauppiaan kannalta katsottuna. 
Hyödyntämällä käytettävyysarvoa muodostaen se tässä tutkielmassa ehdotetulla ta-
valla, kauppias voi saada toiminnalleen erittäin suuressa määrin lisäarvoa, joka puo-
lestaan saattaa vaikuttaa positiivisella tavalla kaupalliseen toimintaan ja menestyk-
seen. Käyttäjälle tämänkaltainen käytettävyysarvo voi vastaavasti tuoda suuressa 
määrin selkeyttä ja ymmärrystä suositellun sekä harkittavan palvelun suhteen ja tämä 
puolestaan saattaa olla hyvinkin ratkaiseva asia sen suhteen, hankkiiko käyttäjä suo-
sitellun tuotteen vai ei. [KHT13] 
Yleiskatsaus eri suosittelumenetelmien hyvistä ja huonoista puolista on tiivistetty 
taulukkoon 2 ja siitä on jätetty pois yhteisöllisyyssuodatus kokonaan, sillä kyseisen 
menetelmän tutkimus on vielä varhaisessa vaiheessa. [KHT13] 
 
Taulukko 2: Suosittelumenetelmien yleiskatsaus. [KHT13] 









Ei vaadi domain-tietoa 
Laatu paranee ajan myötä 
CSP (NUP & NIP), SBP, SP, SA ja MVP 
Häiriö (luonnollinen ja tahallinen) 
Yksityisyysongelmat, harmaa lammas, musta lam-
mas ja synonymia 
MEB CF 
Helppo luoda ja käyttää 
Tulokset ovat hyvin perusteltavissa 
Skaalautuu hyvin yhteisarvosteltujen 
palveluiden kanssa 
Ei tarvetta huomioida suositeltavien 
palveluiden sisältöä 
Riippuvuus käyttäjäarvosteluista 
Suorituskyky laskee, kun data on harvaa 
Ei osaa tehdä suosituksia uusille käyttäjille 




Käsittelee paremmin SP:tä, SBP:tä ja 
muita ongelmia 
Parantaa ennustustehokkuutta 
Antaa intuitiivisen perustelun suosituk-
sille 
Kalliit rakennuskustannukset (vrt. MEB) 
Vaihtokauppa ennustustehokkuuden ja skaalautu-
vuuden välillä 
Voi hävittää hyödyllistä informaatiota dimensionaa-
lisuusreduktiomalleilla 
Tulokset eivät ole hyvin perusteltavissa 
HF 
Selviytyy tietyntyyppisistä CBF:n, CF:n 
tai muiden suosittelijoiden rajoituksista 
ja ongelmista 
Parantaa ennustustehokkuutta 
Toteutus on monimutkaisempi ja kalliimpi 
Vaatii ulkopuolista tietoa, jota ei yleensä ole saata-
villa 
DF 
Ei vaadi käyttäjäarvosteluja 
Voidaan toteuttaa nopeasti ja helposti 
Harmaa lammas 




Osaa jakaa tekijöihin molemmat tuote-
kohtaiset ja ei-tuotekohtaiset attribuutit 
Käyttäjän täytyy syöttää käytettävyysfunktio 





Osaa jakaa tekijöihin tuotekohtaiset ja 
ei-tuotekohtaiset attribuutit 
Osaa kartoittaa käyttäjätarpeista tuottei-
siin 
Ei opi (sama kuin UBF) 
Vaatii tietosuunnittelua 
 
Jos tarkastellaan erilaisten suosittelijajärjestelmien hyviä ja huonoja puolia, voidaan 
taulukkoa 1 vilkaisemalla huomata, että verrattuna muihin suosittelumenetelmiin, 
UBF:ssä on yllättävän vähän haittapuolia. Tietysti suosittelijajärjestelmän rakenta-
minen vaatii sen luojalta aina tietyntasoista osaamista sekä työpanosta, mutta käyttä-
jää ajatellen, oli tämä sitten sovellusympäristössä toimiva uusi tai vanha käyttäjä, on 
ehdotettu menetelmä erittäin tehokas, sillä jo ensimmäisestä käyttökerrasta alkaen 
ehdotukset ovat aina yhtä tarkkoja. Tämä tietysti siksi, että vaikka UBF ei opi, niin 
sen ei tarvitsekaan oppia, sillä suositukset eivät ”kehity”. Näin ollen suositukset eivät 
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koskaan muutu, ellei tietysti suositeltavien palveluiden tietokantaan tuoda uusia pal-
veluita tai tehdä muita toiminnalliseen tietoon liittyviä muutoksia. [KHT13] 
Tällaista UBF-lähestymistapaa hyödyntämällä kannattaisi kuitenkin muistaa sen 
tuomat edut. Vaikka ehdotetussa menetelmässä käyttäjän ei tarvitsekaan muodostaa 
minkäänlaista käytettävyysfunktiota, ei se välttämättä tarkoita sitä, että menetelmän 
kyky erotella attribuutit tekijöihin täytyisi unohtaa. Monelle käyttäjälle ei-
tuotekohtaiset attribuutit voivat olla aivan yhtä tärkeitä ominaisuuksia kuin tuotekoh-
taisetkin attribuutit ja sen lisäksi, että näistä saadaan UBF:llä tärkeää tietoa, saattaisi 
olla hyvä idea antaa käyttäjän vaikuttaa jo suositeltujen palveluiden listaan muutta-
malla listan arvojärjestystä esimerkiksi valitun ei-tuotekohtaisen attribuutin (esim. 
kauppiaan luotettavuus, tuotteen saatavuus, uusimmat tuotteet, suosituimmat, jne.) 
perusteella. Monissa nettikaupoissa voidaan kyllä vaikuttaa listan arvojärjestykseen 
lajittelemalla se valitun attribuutin mukaan, mutta monesti tämä vaihtoehto on käyt-
täjän monipuolisten tarpeiden kannalta katsottuna aivan liian suppea. Lisäksi vastaa-
va listanjärjestysominaisuus saattaisi olla erinomainen idea myös tuotekohtaisilla 
attribuuteilla toteutettuna. Ongelmaksi tietysti saattaa syntyä se, että jos nettikaupas-
sa myydään kovinkin paljon erilaisia tuotteita, olisi tällöin tuotekohtaisia ominai-
suuksia olemassa aivan liian paljon ja näin ollen toteutus tällaisen suhteen voi olla 
äärimmäisen työlästä ja hankalaa sekä käyttäjäkokemuksen kannalta katsottuna myös 
työlästä ja turhauttavaa. Lisäksi tällaisen toteutuksen lopputulos ei ehkä olisi kovin-
kaan käytännöllinen tai edes miellyttävä. Ehkä tällaisen menetelmän toteutus saattai-
si sopia huomattavasti paremmin sellaiseen käyttöympäristöön, joka tarjoaa erilaisia 
tuotteita hyvin suppealta alalta, jolloin tällainen listausmenetelmä voitaisiin pitää 
kohtuullisen yksinkertaisena ja järkevänä. [KHT13] 
Haittapuolena teoreettisella tasolla voidaan edelleen nähdä UBF:n kykenemättömyys 
oppia, eikä sitä tässäkään ehdotuksessa ole voitu poistaa. Tämä on UBF:n valitettava 
kääntöpuoli, mikä kuitenkin kuuluu kyseisen lähestymistavan tunnusominaisuuksiin. 
Käytettävyysfunktion muodostus saatiin joka tapauksessa poistettua, joten käyttäjältä 
säästyy paljon aikaa, eikä mahdolliselle mieltymysfunktion uudelleentyöstämiselle 
tarvetta tietenkään ole. Vaikka käyttäjän taakka saattaakin vähentyä, ei se täysin 
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poista suosittelijan luojan taakkaa. Tietosuunnittelua siis tarvitaan edelleen, vaikkei 
ehkä enää niin suuressa määrin. Lisäksi on huomioitava, että tämänkaltainen toteutus 
voi tuoda mukanaan uusia ongelmia tai jopa vanhoja ongelmia täysin uudessa muo-
dossa. Sanomattakin on selvää, että mikään tällä hetkellä saatavilla oleva suosittelija-
järjestelmä ei ainakaan vielä ole täydellinen, sillä jos näin olisi, ei uusia suosittelijoi-
ta olisi enää tarpeen kehittää. [KHT13] 
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5 Uudenlainen sosiaalisia verkostoja hyödyntävä jär-
jestelmä 
Sosiaaliset verkostot ovat nykyään lukuisten käyttäjien tiedossa ja moni käyttää niitä 
päivittäin ystävyys-, toveri- ja työsuhteiden ylläpitoon. Esimerkiksi Facebook, joka 
on tämänhetkisistä sosiaaliverkostoista yksi eniten käytetyimmistä [Ebi13], kerää 
kuukausittain jopa 750 miljoonaa vierailijaa. Maapallon väkiluku on tällä hetkellä yli 
seitsemän miljardia [Wor13], joten Facebookin käyttäjiä on melkoisesti, noin kym-
menesosa maailman asukasluvusta. Kuten edellä mainitut luvut osoittavat, näyttää 
siltä, että sosiaalisten verkostojen hyödyntäminen suosittelijajärjestelmissä saattaa 
olla erittäin oikeutettua ja järkevää. Tietysti Facebookin lisäksi täytyy huomioida 
myös kaikki muut sosiaaliset verkostot, joilla on runsaasti käyttäjiä, sillä vaikka ne 
eivät käyttäjämääriltään aivan Facebookin tasolle ylläkään, on seuraavaksi suurim-
milla sivustoilla myös paljon käyttäjiä. 
Aiemmin esiteltiin yhteisöllisyyssuodatus, joka hyödyntää suositusten tekemiseen 
käyttäjien sosiaalisia yhteyksiä. Näiden avulla suositukset tehdään käyttäjän ystävien 
mieltymyksiin perustuen, sillä ystäviin luotetaan samankaltaisia, mutta tuntematto-
mia käyttäjiä enemmän. 
Hieman COBF:ia vanhempi menetelmä on demografinen suodatus (DF), joka myös 
käytiin tutkielmassa aiemmin läpi. DF pohjaa suosituksensa käyttäjän demografisiin 
tietoihin, jolloin esimerkiksi käyttäjän sukupuolta, ikää ja koulutustaustaa voidaan 
hyödyntää suosituksien tekemiseen. Näiden tietojen perusteella käyttäjät jaetaan de-
mografisiin segmentteihin ja kun uusi käyttäjä saapuu järjestelmään, siirretään hänet 
demografisten tietojen perusteella hänelle sopivaan stereotyyppiryhmään kun jokin 
hänen ominaisuuksistaan sopii yhteen kyseisen stereotyypin kanssa. Näin ollen suo-
situkset tehdään käyttäjäryhmien perusteella olettaen, että samankaltaisilla käyttäjillä 
on samankaltaiset mieltymykset. 
Etu DF:ssä on käyttäjän arvosteluhistorian tarpeettomuus eli suosituksia voidaan 
tehdä heti, kun käyttäjäprofiili on luotu. Näin menetelmä voi toimia suhteellisen no-
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peasti. Heikkoutena ovat kuitenkin yksityisyysongelmat, jolloin käyttäjä on haluton 
paljastamaan itsestään sitä suosituksien kannalta tärkeintä ja oleellisinta tietoa. Ar-
tikkelissaan [Bur02] Burke mainitseekin, että tämä on juuri se syy, miksi DF saattaa 
jäädä harvinaiseksi käytännössä. 
Vaikka käyttäjäprofiilit voivat olla suosittelijajärjestelmien kannalta erittäin hyödyl-
lisiä, saattaa käyttäjäprofiiliin tarvittavan tiedon kerääminen käyttäjän kannalta olla 
epämieluisaa varsinkin, jos aina uudella suosittelijaa hyödyntävällä sivustolla vaadi-
taan käyttäjäprofiilin rakentamista ja tietojen täyttöä. Sekään ei välttämättä ainoas-
taan riitä, mutta lisäksi käyttäjältä saatetaan vaatia kohtuullisen paljon eksplisiittistä 
tiedonkeruuta eli siis käyttäjäarvostelujen tuottamista. Tässä on mainittuna jo useam-
pikin syy, minkä takia käyttäjäprofiilin ja näin ollen mahdollisesti myös näiden si-
vustojen hyödyntäminen saattaa kokonaan jäädä tekemättä. Käyttäjää ei ehkä kiin-
nosta tällainen jatkuva tietojen täyttäminen, eikä hän ole motivoitunut arvostelemaan 
lukuisia palveluita sillä verukkeella, että hän tällä tavalla saattaisi saada itselleen 
personoitua palvelua hänelle henkilökohtaisesti räätälöityjen suositusten muodossa. 
Koska sosiaalisten verkostojenkin käyttämistä varten vaaditaan jonkinlainen profiili, 
tarkoittaa se sitä, että käyttäjän on annettava itsestään jonkin verran tietoja ja näin 
luotava käyttäjäprofiili, jotta järjestelmä kykenee toimimaan. Tätä profiilia voitaisiin 
hyödyntää myös muilla sivustoilla ja käyttää sitä perustana suosituksille. Esimerkiksi 
Netflix [Net13] osaa tarvittaessa hyödyntää valmista Facebook-profiilia kirjautumi-
seen, jolloin erillistä rekisteröintiin liittyvää käyttäjäprofiilin tietojen täyttämistä ei 
tarvitse tehdä. Tällä tavalla rekisteröinti saadaan hoidettua nopeasti ja vaivattomasti 
ilman, että käyttäjän juurikaan tarvitsee edes nähdä vaivaa. Facebook-profiilia hyö-
dyntämällä käyttäjä voi halutessaan myös nähdä, mitä elokuvia hänen ystävänsä ovat 
katsoneet, mitkä ovat heidän lempielokuviaan ja mahdollisesti perustaa seuraavan 
katsottavan elokuvan valinnan tähän saatuun tietoon. 
Tärkein idea uudenlaisessa ehdotuksessa olisi seuraavanlainen: Käyttäjän valmista 
sosiaalisen verkoston käyttäjäprofiilia hyödynnetään suosittelujen tekemiseen ja esi-
merkkinä tässä voi toimia kolme suurinta verkostoa, jotka siis laskevassa järjestyk-
sessä ovat Facebook, Twitter ja LinkedIn (lähteen [Ebi13] perusteella). Nämä käyttä-
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jäprofiilit sisältävät suositusten kannalta oleellista tietoa sekä käyttäjien demografias-
ta että sosiaalisista suhteista. Hyödyntämällä jotakin näistä profiileista kirjaudutaan 
sisälle johonkin suosittelijajärjestelmää hyödyntävälle sivustolle. Käyttäjä kirjautuu 
jollekin sivustolle käyttämällä esimerkiksi valmista olemassa olevaa Facebook-
profiiliaan, jolloin sivusto saa valmiit demografiset tiedot käyttäjästä. Olettaen, että 
sivustolla on käyttäjiä, jotka ovat käyttäneet ja arvostelleet palveluita, olivatpa he 
kirjautuneet kyseiselle sivustolle käyttäen sivuston omaa tavallista kirjausta tai sitten 
jo valmista sosiaalisen verkoston profiiliaan, voidaan suosituksia uudelle käyttäjälle 
tehdä heti hyödyntämällä ainoastaan hänen demografisia tietojaan. Näin ollen käyttä-
jän ei tarvitse tehdä oikeastaan yhtään mitään ylimääräistä muuta kuin kirjautua si-
vustolle sisään. Demografisen suosittelun lisäksi suosituksia voidaan kehittää hyö-
dyntämällä käyttäjän sosiaalista verkostoa, toisin sanoen hänen sosiaalisia suhteitaan. 
Jos siis sivustolta löytyy sellaisia käyttäjiä, jotka kuuluvat käyttäjän sosiaaliseen ver-
kostoon, voidaan suosituksia tehdä myös heidän mieltymyksiinsä perustuen (COBF). 
Näin ollen järjestelmä yhdistää kaksi erilaista suosittelijaa, DF:n ja COBF:n sekä 
hybridinomaisesti yhdistää suosittelutulokset valitun perusteen mukaan. Ehdotetun 
menetelmän etuna on, että se ei välttämättä vaadi käyttäjältä valmista sosiaalisen 
verkoston profiilia, mutta toimiakseen mahdollisimman tarkasti ja COBF:ia hyödyn-
täen, on edullisinta, että sellainen käyttäjältä löytyy. Tällä tavalla myös mahdollisia 
ystävien mieltymyksiin perustuvia suosituksia voidaan tehdä. Lisäksi järjestelmä voi 
selkeästi havainnollistaa, ketkä käyttäjän verkostoon kuuluvista henkilöistä ovat pi-
täneet jostakin palvelusta ja/tai millaisen arvosanan he ovat palvelulle antaneet. Tie-
tysti tässä ehdotuksessa vaaditaan, että sivustolla on muitakin käyttäjiä sekä heidän 
tekemiään arvosteluja, jotta ei esiintyisi CSP:tä. Lisäksi uudenkin käyttäjän on myö-
hemmin arvosteltava hänen käyttämiään palveluita, jotta tasapaino suositusten suh-
teen säilyisi ja suosittelija pystyisi toimimaan niin kuin pitää, jolloin seuraavat uudet 
käyttäjät voivat saada helposti suosituksia.  
Ehdotetun DF/COBF-järjestelmän pääidea on esitetty kuvassa 15. Tämä idea sisältää 
sosiaalisten verkostojen käyttäjäprofiilin hyödyntämisen muilla suosittelijoita käyttä-
villä sivustoilla, jolloin käyttäjän ei uutena tulokkaana tarvitse joka kerta rakentaa 
omaa uutta kyseiselle sivustolle tarkoitettua käyttäjäprofiilia. Perinteinen käyttäjä-
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profiilia hyödyntävä sivusto vaatii uudelta käyttäjältä profiilin luomisen, jotta suosi-
tuksia voidaan tehdä. Vaikka prosessi ei sinällään ole erityisen vaativa, voi se tuottaa 
melkoisen taakan käyttäjälle, jos hän käyttäessään monenlaisia suosittelijoita hyö-
dyntäviä sivustoja joutuu rakentamaan uuden täydellisen käyttäjäprofiilin alusta al-
kaen. Tässä ehdotuksessa tällaiselle toistuvalle ja turhalle käyttäjäprofiilin luomiselle 
ei ole tarvetta. Sitävastoin hyötykäyttöön otetaan jo olemassa oleva sosiaalisen ver-
koston käyttäjäprofiili, jota voidaan soveltaa kaikille sellaisille sivustoille, jotka an-
tavat mahdollisuuden rekisteröityä/kirjautua sisään tällä tavoin. Kuten kuvasta 15 
voidaan nähdä, rekisteröintiprosessille on esitetty kaksi vaihtoehtoa. Vasemman puo-
leinen vaihtoehto I kuvaa perinteistä tapaa rekisteröityä sivustolle, jolloin prosessiin 
sisältyy profiilitietojen täyttöä ja lopputuloksena on ainoastaan DF-tyyppinen suosit-
telu. Oikeanpuoleinen vaihtoehto II kuvaa vastaavasti ehdotettua kirjautumismene-
telmää sosiaalisen verkoston käyttäjäprofiilin avulla. Kuten kuvasta voidaan päätellä, 
on ehdotetun menetelmän prosessissa yksi vaihe vähemmän ja lopputuloksena vaih-
toehtoa I kehittyneempi suosittelumenetelmä, siis DF/COBF-hybridi, joka oletetta-
vasti on tavallista DF:ää huomattavasti tehokkaampi menetelmä. 
Käyttämällä ehdotuksen mukaista sosiaalisten verkostojen valmista käyttäjäprofiilia, 
suosittelijat voidaan saada nopeammin käyttöön sekä säästää käyttäjältä aikaa ja vai-
vaa. Lisäksi saadaan käyttäjän kannalta erittäin oleellista tietoa eli tietoa käyttäjän 
ystävien mieltymyksistä, johon käyttäjä muita samankaltaisia, mutta anonyymejä 
käyttäjiä enemmän luottaa. Ehdotuksesta voidaan nähdä, että riittää, kun käyttäjällä 
on yhden ainoan kerran sosiaalisen verkoston avulla luotu käyttäjäprofiili, niin sitä 
voidaan hyödyntää kaupallisilla tai muilla suosittelijoita käyttävillä sivustoilla, jol-
loin käyttäjäprofiilien toistuva luomisen tarve poistuu kokonaan ja näin saadaan ke-





Kuva 15: Sosiaalisen verkoston käyttäjäprofiilia hyödyntävä DF/COBF-hybridi. 
 
Ehdotetun menetelmän hyvänä puolena voidaan nähdä perinteisten DF:n ja COBF:n 
etujen lisäksi tarpeettomuus tavanomaisen käyttäjäprofiilin luonnille. Tämä on mene-
telmän eduista ehdottomasti suurin, mikä idean pääasiallinen tarkoitus onkin. Lisäksi 
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ehdotus tuo hyvin esille nykyisten suosittujen sosiaalisten verkostojen potentiaalia eli 
siis sitä, kuinka niitä voidaan hyödyntää moniin tarkoituksiin – tässä tapauksessa 
suosittelijajärjestelmiin. Suosittelijoiden tapaukseen nämä ”valmiit” profiilit sopivat 
erinomaisesti, sillä monet suosittelijoita hyödyntävät sivustot vaativat käyttäjäprofii-
lin rakentamista, jotta suosittelu voidaan tehdä tehokkaan tarkasti. 
Huonoja puolia toki myös on. Ehdotettu menetelmä ei poista tarvetta sille, että käyt-
täjäprofiili kuitenkin täytyy olla olemassa. Se on siis luotava sen ainoan yhden kerran 
eli profiilitietojen täyttöä kuitenkin vaaditaan, oli käytetty sosiaalinen media sitten 
mikä hyvänsä. Lisäksi tehokkaan toiminnan kannalta on tärkeää, että profiili on täy-
tetty mahdollisimman perusteellisesti ja rehellisesti. Tässä tulee vastaan DF:n heik-
kous sillä, jos käyttäjäprofiili sattuukin olemaan puutteellinen, ei näin ollen suositte-
lijajärjestelmäkään voi toimia kunnolla. Tietysti voi olla niinkin, että jos käyttäjällä 
ei ole sosiaalisessa verkostossa ystäviä tai he eivät ole käyttäneet samaa suosittelijaa 
hyödyntävää sivustoa, ei täten käyttäjällekään voida suosituksia tehdä. CSP voi olla 
tässäkin siis ongelmana, mutta käyttäjän verkostoon kuuluvat ystävät voivat silti toi-







On hankalaa luoda sellaista suosittelijajärjestelmää, jossa ei olisi ollenkaan haittoja, 
eikä sellaista ainakaan vielä ole kehitetty. Nämä haitat näyttäisivät muodostavan joi-
takin suositteluongelmia, kun näiden järjestelmien toiminnallisuudesta keskustellaan. 
Suosittelijoiden kombinaatioita hyödynnetään kuitenkin usein verkkokaupoissa ja 
siksi onkin tärkeää tähdätä kohti täydellisesti toimivaa hybridiä, joka yhdistää näiden 
menetelmien parhaat puolet. 
Tässä tutkielmassa käytiin läpi nykyisiä suosittelijajärjestelmiä, verrattiin niiden hy-
viä ja huonoja puolia sekä tarjottiin ratkaisuja osaan ongelmista. Tutkielmassa esitel-
tiin myös esimerkkejä erilaisista reaalimaailman sovelluksista, jotka hyödyntävät 
suosittelijajärjestelmiä räätälöiden niitä omiin tarkoituksiinsa sopiviksi, olivatpa ne 
sitten kaupallisia tai jotakin muuta. Mikä tahansa onkaan päämääränä, voidaan suo-
sittelijajärjestelmiä hyödyntää tavalla tai toisella, kunhan vain muistetaan käyttää 
riittävästi mielikuvitusta. Lisäksi kuvattiin kaksi uudenlaista tapaa tehdä suosituksia, 
joista ensimmäisessä yhdistetään UBF/KBF-menetelmiä sopivalla tavalla, jotta käyt-
täjän taakka saadaan mahdollisimman kevyeksi, käyttäjäkokemus mahdollisimman 
mukavaksi ja näin ollen myös suosittelijan tehokkuus paremmaksi. Menetelmässä 
KBF:n toiminnallinen tieto otettiin hyötykäyttöön hyödyntämällä sitä käytettä-
vyysarvon laskemisessa UBF:llä ja näin ollen lopputuloksena syntyy hieman tehok-
kaampi hybridisuosittelija, missä ei ole ollenkaan perinteisen UBF:n mukana tulevia 
heikkouksia. Toisessa uudenlaisessa lähestymistavassa ehdotettiin sosiaalisen ver-
koston käyttäjäprofiilin hyödyntämistä suosittelijajärjestelmää käyttävissä sivustois-
sa. Käyttäjän sosiaalisen verkoston käyttäjäprofiili otetaan siis hyötykäyttöön ja sen 
avulla kirjaudutaan suosittelijaa hyödyntävälle sivustolle sisään, jolloin suosittelu-
prosessi voidaan tehdä DF/COBF-hybridinomaisesti. Tällainen menetelmä vähentää 
käyttäjän taakkaa, sillä uuden käyttäjän ei tarvitse itse rakentaa minkäänlaista käyttä-
jäprofiilia, eikä mitään tietoja tarvitse täyttää. Riittää, että kirjautuminen hoidetaan 
sosiaalisen verkoston käyttäjäprofiililla, jolloin kirjautumisprosessi on hyvin virta-
viivainen, eikä vaadi käyttäjältä juuri minkäänlaista panosta. Lopputuloksena saa-
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daan nopeampi toiminta sekä käyttäjän että suosittelijan osalta, jolloin suosittelupro-
sessikin voi toimia huomattavasti perinteistä profiilinluontitapaa nopeammin. 
Yleiskatsaustaulukosta (taulukko 1) nähtiin kaikki tässä tutkielmassa läpikäydyt suo-
sittelumenetelmät, joiden hyviä ja huonoja puolia vertailtiin. Nämä vertailun tulokset 
tiivistettiin taulukkoon 1, jotta voitiin saada helposti ja yksinkertaisesti kuva suositte-
lumenetelmien eroista sekä mahdollisesti analysoida sitä, mikä menetelmistä näyttäi-
si olevan paras. Tietenkään kaikenlaiset menetelmät eivät sovi aivan joka paikkaan, 
joten jokaiselle suosittelijalle löytyy se oma sopiva käyttöympäristönsä. Lisäksi suo-
sittelija voidaan aina räätälöidä käyttökohteeseen sopivaksi tai tietysti rakentaa hyb-
ridi, joka voidaan toteuttaa useanlaista menetelmää yhdistelemällä sekä usealla tässä 
tutkielmassa aikaisemmin kuvatulla tavalla. 
Suosittelijajärjestelmiä on olemassa monenlaisia. Niitä voidaan rakentaa monella eri 
tavalla ja suositteluperusteet voivat olla monenlaiset riippuen siitä, käytetäänkö pe-
rinteistä vai hybridisuosittelumenetelmää. Joka tapauksessa niiden tarkoitus on aina 
sama: personoida palvelut käyttäjälleen sopiviksi, jotta hänen on mahdollisimman 
helppoa ja vaivatonta päästä käsiksi haluamiinsa palveluihin. 
Erilaisia suosittelijoita hyödyntäviä sivustoja on olemassa paljon, joten käyttöä suo-
sittelumenetelmille ainakin löytyy. Sivustot räätälöivät suosittelijoita tarkoituksiinsa 
sopiviksi, sillä palvelujen personointi on sekä asiakkaan että kauppiaan kannalta erit-
täin hyödyllistä ja tärkeää.  Luotettavat ja toimivat suosittelijajärjestelmät ovat suju-
van kaupankäynnin perusta, jolloin asiakkaat pysyvät tyytyväisinä ja näin ollen saat-
tavat todennäköisemmin käyttää kyseisen kauppiaan palveluita seuraavallakin kerral-
la, kun tarvetta siihen ilmenee. 
Puolueettomuus suosituksissa on taas asia erikseen. Voidaanko mitenkään tietää, 
ovatko sivustojen suosittelijat täysin puolueettomia? Aina on olemassa mahdollisuus, 
että suositellaan sellaisia tuotteita, jotka jollain epärehellisellä tavalla edistävät sivus-
ton tarjoajan menestymistä ja ovat epäreiluja muita tuotteiden tarjoajia tai jopa käyt-
täjää kohtaan, eikä näin ollen kaupankäyntikään ole tasapuolista. Käyttäjällehän voi-
daan suositella tällä tavalla sellaisiakin tuotteita, mitkä eivät edes vastaa hänen miel-
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tymyksiään, mutta jotka suosittelija esittää hänelle sopiviksi, jolloin hyväuskoinen 
käyttäjä ei osaa edes arvata, että häntä yritetään huijata. Millä tavalla tällaista voitai-
siin edes tutkia? 
Perehtyminen erilaisiin suosittelijoihin on selkeästi osoittanut, että niillä on tietysti 
myös hyviä puolia, jotka auttavat ja helpottavat käyttäjän ratkaisujen tekoa sekä huo-
noja puolia, jotka yleensä näyttäisivät perustuvan suosittelijoiden toimintaan. Hybri-
dien avulla näitä heikkouksia saadaan kyllä karsittua, mutta edelleen nämä heikkou-
det näyttäisivät olevan hyvä tutkimuksen kohde, sillä sellaista suosittelijaa ei vielä 
ole olemassakaan, jossa ei yhtään huonoa puolta olisi – niinpä ne vielä tänä päivänä-
kin vaativat jatkuvaa kehittämistä. 
Mainio tutkimuskohde suosittelijajärjestelmissä saattaisi olla COBF-menetelmät, 
sillä kuten tutkielmassa aiemmin mainittiin, ovat niiden tulokset vielä ristiriitaisia ja 
näyttäisi kovasti sille, että ei ole olemassa täysin varmaa tietoa siitä, ovatko COBF:n 
suosittelutulokset sen tarkempia kuin CF:n suosituksetkaan. Ehkä tämän suosittelu-
menetelmän hyviin ja huonoihin puoliin voidaan perehtyä sekä verrata sen toimi-
vuutta ainakin CF-menetelmän kanssa ja ottaa toiseksi vertailukohteeksi esimerkiksi 
hybridit. Näin ollen nykyisen sosiaalisen median kannatuksen ja maineen myötä voi-
si olla todella mielenkiintoista perehtyä yhä enemmän sen hyödyntämiseen suositteli-
jajärjestelmissä, sillä sosiaalisen verkostoinnin kautta ne voivat tarjota monenlaista 
hyötyä käyttäjälleen. Esimerkiksi nettikaupoissa tai muunlaisissa nettisivustoissa, 
ehkäpä jopa työyhteisöverkostoissa voitaisiin suosittelijan avulla etsiä käyttäjälle 
itselleen ”personoituja” työpaikkoja, joihin hänen kannattaa hakea. 
Erilaiset hybridit tarjoavat myös käytännöllisiä suosittelujärjestelmiä, jotka saattaisi-
vat olla yksi loistava tutkimuskohde. Tällaisten menetelmien hyvien ja huonojen 
puolien vertailu voisi tuoda esille hyödyllistä tietoa siitä, millainen hybridimetodi on 
tämänhetkisistä hybrideistä paras, mitä perinteisiä menetelmiä se suositteluihinsa 
käyttää tai millaisia suosittelumenetelmiä kannattaisi yhdistää, jotta saataisiin sellai-
nen suosittelija, jossa olisi mahdollisimman vähän tai ei ollenkaan heikkouksia. 
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Vaikka suosittelumenetelmiä on monenlaisia, ei se tarkoita sitä, ettei niitä voisi olla 
vielä lisääkin. Millainen olisi täysin uusi, uudenlaiseen suosittelumenetelmään perus-
tuva suosittelijajärjestelmä ja voidaanko sellaista edes kehittää vai täytyykö tyytyä 
vain erilaisiin hybrideihin, jotka sekoittavat keskenään tämänhetkisiä olemassa olevia 
suosittelijoita? Millainen siis olisi seuraavan sukupolven aivan uudentyyppinen suo-
sittelijajärjestelmä, joka tuo vanhempiin suosittelijoihin nähden niin paljon lisäarvoa, 
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