We demonstrate that optical ring resonators can be used as time-resolved refractive index sensors embedded in microfluidic channels. The nanophotonic structures are integrated into soft silicone microchannels interfaced with a transparent hard polymer manifold and standard microfluidic connections. The steady-state sensitivity, resolution and detection limit of the sensors are characterized using aqueous saline solutions at various concentrations. Time-resolved measurements are performed by sensing thin liquid films (0-400 nm) associated with oil/water segmented flow in microfluidic channels. The influence of the interrogation wavelength is investigated, and the optimal wavelength is determined. Millisecond resolution is demonstrated by sensing the shape of a single drop as it flows past the sensor. Finally, the film thickness between the droplet and the resonator is measured for different capillary numbers and channel diameters, and compared with existing theoretical and experimental results.
Introduction
We describe the use of photonic micro-resonators as highspeed, label-free, integrated refractive index sensors in microfluidic devices. Recently, micro-ring [1] [2] [3] [4] [5] [6] [7] , microracetrack [8] and photonic crystal [9, 10] resonators have been used as label-free biosensors for the detection of small quantities of biomolecules adsorbed on a surface [1, 4, [7] [8] [9] , for the measurement of temperature and concentration of solutions [2, 3, 8, 9] , and for optical trapping of particles [6] . Steady-state sensitivities, defined as the shift of resonant wavelength per refractive index dλ/dn, were reported in the range of 70-135 nm/refractive index unit (RIU) [2-4, 8, 9] . Detection limits, defined as the ratio of resolution to sensitivity, were reported between 10 −5 and 10 −7 RIU 4 Author to whom any correspondence should be addressed. [3, 5, 8, 9] . Applications of micro-resonator sensors have mostly been to measure steady-state phenomena, such as concentrations or protein adsorption, or relatively slow transient measurements such as molecular binding reaction kinetics (time scale on the order of seconds or minutes) [4, 11] .
In this paper, we use resonator sensors to study a recent, widely used development in microfluidics: the generation of a periodic pattern of immiscible plugs and slugs, called segmented flow, inside microchannels [12] .
The flow recirculation associated with segmented flow enhances heat and mass transfer [13, 14] for lab-on-a-chip applications by several orders of magnitude. The thickness of the film between the plug and the solid wall plays an important role in the heat and mass transport [15] . For fully wetting systems, the film thickness depends on the channel size and shape, and on the ratio of the viscous forces over the capillary forces. That ratio is the capillary number (Ca = μV/γ ), with V the slug velocity, μ the viscosity of the continuous phase and γ the surface tension between the two fluids. For cylindrical capillaries with diameter d, Bretherton formulated a theoretical law [16, 17] that predicts the film thickness δ ∼ (d/2) · Ca 2/3 . In square channels with height and width d, the film thickness in the middle of the wall with respect to the channel width is approximately constant at (δ/d) const , with most fluid filling the corners of the channel cross section [18] , provided Ca < Ca trans , a transition value. For Ca > Ca trans , the film thickness increases and the plug tends to become axisymmetrical. The spatial constraints, transient flow conditions, and a high level of instrumentation of microfluidic chips make it challenging to integrate commercial thin film measurement instrumentation, such as optical interferometric profilers or ellipsometers. Consequently, the film thickness in microfluidic channels has been obtained through numerical simulation for square channels [15, 18] and measured with ad hoc optical setups for round capillaries [19] [20] [21] and square channels [22, 23] . The values of Ca trans were 0.033 [18] and 0.025 [22] , and values of (δ/d) const were equal to 0.003 32 [18] and 0.0025 [22] , respectively. In this paper, we investigate the use of fast, low-footprint, arrayable micro-resonator sensors for real-time measurements of liquid-liquid segmented flow in square channels.
Optical resonators
The optical racetrack resonators, shown in figure 1(a) , consist of silicon waveguides (n Si = 3.4) with thickness t = 250 nm, fabricated on top of a silica lower cladding layer (n SiO 2 = 1.5). The 500 nm wide waveguides are lithographically patterned with a 248 nm lithography scanner, and the Si is plasma etched. Four resonator sizes and shapes were tested, including an 8 μm two-port ring ( figure 1(a) ), a 35 μm four-port racetrack ( figure 1(b) ), a 45 μm two-port racetrack ( figure 1(c) ) and a 106 μm four-port ring ( figure 1(d) ). Light is confined within the waveguide due to total internal reflection at the interface between the silicon and its surrounding cladding layers. Perturbations in the refractive index of the upper cladding layer from different fluids in a microchannel (i.e. n water = 1.33 and n oil = 1.43) will cause changes in the effective index of refraction of the waveguides, altering the spectral location of their resonant peak. By measuring these resonance shifts we exploit these resonators as refractive index sensors.
Light from a continuous-wave tunable laser source (HP-8168F, 1 pm resolution) was coupled to the waveguides by a lensed optical fiber with a ∼2 μm Gaussian waist by xyznanopositioners with a 20 nm spatial resolution. The output light was led along a similar optical fiber into a high speed InGaAs photodetector (Thorlabs DET10C, 10 ns rise time). Steady-state measurements were performed by scanning the laser through a narrow frequency band. A lock-in amplifier (Stanford Research, SR510) was used to locate the resonant peak, λ 0 , with the help of a Lorentzian curve fit. Timeresolved measurements were performed by choosing a single wavelength (i.e. the resonant wavelength with oil on the surface) and recording the signal change as the resonant peak shifted past that wavelength. A transimpedance amplifier (Melles Griot, USA) was used to transform the current coming from the photodetector into the output voltages that will be discussed in section 4.
Manufacturing and integration
The microfluidic channels are cast in the soft silicone rubber polydimethylsiloxane (PDMS, Dow Corning) using a mold machined into polymethylmethacrylate (PMMA) by a computer numerically controlled (CNC) micromilling machine (Minimill 3, Minitech Machinery). The accuracy of the milling machine is 2-5 μm, with a surface roughness below 100 nm. A sample mold is shown in figure 1(f ), and consists of a 150 μm channel with three pillars. The advantages of using a micromilling machine over typical SU-8 lithographic methods are shorter manufacturing times and a wider choice of design shapes: high aspect ratios and non-planar surfaces can be easily machined (i.e. the pillars) and a clean room is not required. Also the scale of the micromilling machine abilities (μm-mm) is ideal for multiphase microfluidics because it bridges the gap between lithography (nm-μm) and conventional milling (mm-m).
The PDMS was poured and cured over the master to the height of inlet and outlet pillars, creating throughholes. A manifold was machined out of PMMA to the interface between the through-holes and standard microfluidic connections (Upchurch Scientific, USA). The bottom of the PDMS channel was aligned directly onto the Si/SiO 2 sensor chip and clamped between the manifold and the substrate by four screws. A spacer was machined at the proper height to ensure that the PDMS chip was not overclamped. 
Experimental results

Steady state measurements
The four resonators were first tested by flowing aqueous solutions with different concentrations of dissolved NaCl salt in the microchannel, corresponding to refractive indices between 1.3330 and 1.3383 [24] . Figure 2 (a) shows a typical shift in resonance resulting from a change in concentration from pure water to 3% saline solution for the 35 μm resonator. Lorentzian curves are fitted to the experimental data points in the graph, i.e.
where y is the output voltage, y 0 is an offset value, A is a voltage amplitude, W is the width of the peak at half the maximum value (FWHM) and λ 0 is the resonant wavelength. Figure 2 (b) plots the linear shifts λ as a function of the NaCl concentration, with the center of the resonance peak determined from the Lorentzian least squares curve fit, for the four resonators that we have tested. Each data point was averaged from three scans around the resonant peak, with vertical error bars expressing the standard deviation, and horizontal error bars expressing the uncertainty in temperature that results in uncertainty in the refractive index. The quality factors (Q-factors) of the resonators, defined as λ 0 /δλ where δλ is the full width at half the maximum amplitude and λ 0 is the resonant wavelength, were calculated to range from 7500 to 17 000. The steady-state sensitivities of the resonators, defined as dλ/dn [5] with units nm RIU resolution of these resonators is defined as 3σ of the noise in the system, where the noise consists of amplitude noise, thermal fluctuations and spectral resolution [5] . The amplitude noise is related to the quality factor of the resonator, and is estimated numerically from Monte Carlo simulations in [5] to range from: σ amplitude = ≈ 2-4.4 pm, where δλ is the full width at half the maximum value (ranging from 90 to 140 pm) and SNR is the signal to noise ratio in linear units (∼10 4 ). The spectral resolution of the laser is 1 pm and has a standard deviation of 0.29 pm. Thermal noise is caused by ∼3
• fluctuations in the ambient temperature, resulting in ±1 × 10 −4 RIU, or ±1.4 pm shifts. Therefore, the total resolutions range from approximately 3.4 to 5.8 pm. The detection limit is the ratio of resolution to sensitivity, DL = R/S, and ranges for these resonators from 3.23 × 10 −5 to 6.9 × 10 −5 RIU [5] . The 35 μm four-port resonator was determined to have the lowest detection limit and was therefore used in the subsequent timeresolved experiments.
Time-resolved measurements: interrogation wavelength
To perform time-resolved measurements, we first studied the effects of the selection of a proper interrogation wavelength. For a given flow rate, the interrogated wavelength was scanned around a resonant peak as trains of droplets flowed over the sensor. Figure 3(a) shows the output voltages for segmented flow in a 100 μm channel. The capillary number was calculated to be 0.002, which, from correlated experimental and numerical studies [18, 22] , corresponds to an estimated oil film thickness of between 250 and 300 nm.
The transient voltage inserts in figure 3 (a) can be explained using the phenomenological figures on the right, for three different interrogation wavelengths. When oil is on top of the resonator, the circles shown in figures 3(b)-(d) represent the voltage from the photodetector. When a water droplet and its thin oil film are on top of the resonator, the voltage from the photodetector assumes the value represented by the squares in figures 3(b)-(d), because the reduced effective index of refraction shifts the resonant peak to the left. When the interrogated wavelength is higher than the resonant wavelength, as in figure 3(b) , the voltage jumps by V 1 . When the interrogated wavelength is equal to the resonant wavelength, as in figure 3(c) , the voltage jumps by V 2 . Finally, when the interrogated wavelength is less than the resonant wavelength as in figure 3(d) , the voltage first decreases as the resonant peak shifts past the interrogated wavelength and then increases by V 3 . Therefore, the left side of the figure shows sharp decreases in output voltage before and after the droplet passes. The output voltage is defined by the difference between the low and high voltage plateaus, ignoring these sharp decreases. Figure 3(a) shows that there is a maximum signal that can come from a chosen interrogation wavelength. For the rest of the measurements in this paper, a narrow scan was performed to ensure that the signal is at a maximum (i.e. λ = λ 0 ) before taking measurements at λ = λ 0 .
Time-resolved measurements: temporal resolution
The time resolution of the sensing is demonstrated by measuring the shape of a droplet. Figure 4(a) shows the voltage from an overall train of small droplets (L drop ∼ 200 μm). As confirmed in figure 4(b) , a droplet flowing in a microchannel is typically bullet-shaped, which means that a fixed sensor measuring film thickness would measure a transition from the oil slug to the film slower for the front of the drop than for its rear. Fourteen sets of voltage measurements 
Time-resolved measurements: film thickness in segmented flow
The micro-ring resonator sensors were used to measure the film thickness associated with oil/water segmented flow, an important parameter governing the heat and mass transfer to the wall [15] . The film thickness above the resonator was varied in two ways: first by changing the flow rate in a single channel to increase the capillary number, and then by changing the channel diameters and keeping Ca < Ca trans . The signal from our resonator is shown for these cases in figures 5(a) and (b), respectively. In figure 5(a) , the channel size is 125 μm and the capillary number was varied from 0.001 to 0.1. In figure 5 (b), the capillary number was maintained at 0.002 and the square channel cross sections were varied from 100 to 200 μm. The trends of film thickness with respect to the channel size and capillary number are then compared to previously published values of air/water segmented flow. In our measurements, the sensor's signal was converted to film thickness in the following manner. First, we measured the transmission as a function of the wavelength for a resonator submerged in pure water ( figure 2(a) ). Then we measured the transient output voltages described in section 4.2 for the system experiencing oil/water segmented flow. These output voltages are the transmission changes on the vertical axis of figure 2(a) , and corresponding shifts in the resonant wavelength λ are obtained from the horizontal axis of this figure. This is mathematically expressed by rearranging the equation for the Lorentzian curve fitted to the data, discussed in section 4.1, where y 0 and λ 0 are the unperturbed (i.e. when oil covers the sensor) output voltage and resonant wavelength, and are determined from experiments and the Lorentzian curve fits. Then the first-order perturbation n eff of the effective index is obtained from λ by [25] n eff
where ξ is the fraction of the mode exposed outside of the waveguide. The value for ξ is typically ∼0.5 [25] , but was measured here from steady-state experiments with aqueous salt solutions in figure 2(b) to be equal to 0.21. In equation (2) , n eff,0 is the unperturbed (i.e. only oil covering the sensor) effective index of refraction, determined from Rsoft BeamProp simulations.
To numerically calculate the effective index of refraction of the waveguide, it is important to know the shape assumed by the film while flowing over the waveguide. Blyth and Pozrikidis [26] performed numerical simulation of the film deformation over a hemispherical obstacle, assuming negligible inertia. Their results show a hump slightly upstream of the obstacle and a horseshoe-shaped deformation downstream, and were also confirmed in [27] .
Our experiments exhibit average film velocities ranging from 0.01 m s −1 to 0.1 m s −1 and Reynolds numbers below 0.1, and therefore fall in the Stokes flow regime assumed in [26] . The film deformation corresponding to the simulations in [26] was used in our 2D numerical simulations of effective index of refraction. The simulation results shown in figure 6 relate the effective index of refraction n eff to the film thickness. The maximum change in refractive index occurs for films thinner than ∼450 nm. For films thicker than that value, the resonant peak is not expected to shift, and films thinner than 250 nm were not included because they are smaller than the waveguides. This important limitation of our sensor arises because the resonators are only sensitive to changes in refractive index in their immediate vicinity, since the confined light decreases exponentially away from the waveguide. The equation fit to these simulations is 
n Si =3.4 Figure 6 . Simulations of the effective index of refraction as a function of the film thickness, and curve fitted to the simulation data. Inset: simulation geometry, with the wavy oil-water interface obtained from simulations in [26] .
where A 1 and k are the fitting parameters found to be approximately 0.86 and 0.027, respectively. It is possible to combine equations (1)-(3) to relate the output voltage to film thickness:
where B, ξ , n eff,0 , λ 0 , k, A and W are constants defined in the previous equations. This overall equation relates the perturbations in film thickness to the changes in output voltage.
It is important to note that due to the simulations and fitting parameters, these equations only apply to the geometry of our system. The values of film thickness measured with our sensors are shown as a function of the capillary number in figure 5(c) . The error bars were calculated by the propagation of a 0.01 V output voltage uncertainty through equation (4) , and the maximum film thickness uncertainty is approximately 15 nm. The film thickness uncertainty is larger when the voltage difference is near zero; therefore, the error bars are only visible at larger capillary numbers where the voltage differences are small. At low capillary numbers (Ca < 0.01) our measurements show that the film thickness is constant and approximately equal to the value found by Hazel and Heil [18] , ∼330 nm for the 100 μm channel. At capillary numbers greater than ∼0.03, the sensor reaches its limit of film thickness detection of ∼450 nm. The transition capillary number between constant film thickness and increasing film thickness occurs at around Ca trans ∼ 0.01, as shown by the increase in film thickness. Our measurements show that this transition point occurs at slightly lower Ca values than the reported experiments by Han and Shikazono (Ca trans ∼ 0.025) for air/water segmented flow [22] , and the numerical simulation by Hazel and Heil (Ca trans ∼ 0.033) [18] , which are both plotted on the same graph. This discrepancy between our results and the previously published results may be caused by the difference in the sensing range and resolution of the measurement methods, or by the difference between air/water and oil/water segmented flows. But to the best of the author's knowledge, film thickness measurements for oil/water segmented flow in square channels have not been published. In any case, the shape of both our and the previously published curves is the same until the limit of our sensor is reached.
The sensor results of film thickness as a function of the channel width are shown in figure 5(d) . For comparison, the graph also includes the numerical simulations of film thickness from Hazel and Heil [18] and the optical measurements from Han and Shikazono [22] . All three sets of data show similar orders of magnitude and display the trend that film thickness increases as the channel width increases.
Conclusion
We have shown that optical resonators can be used as highspeed refractive index sensors embedded in microfluidic channels. The nanophotonic structures range from 8 to 106 μm in size, are arrayable and are sensitive to changes to the index of refraction of the fluids passing over them. Their sensitivity, resolution and detection limit were investigated at steady state using different concentrations of NaCl. These structures were then used for the high-speed sensing of film thickness associated with segmented flow. First, the interrogation wavelength was optimized for the rest of the experiments. Next, the shape of a single drop was investigated to demonstrate temporal resolution. Finally, the film thickness was investigated by individually varying the capillary number and the channel diameter, and found in qualitative and quantitative agreement with previous theories and experiments.
