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METASTABLE DYNAMICS FOR A HYPERBOLIC VARIANT
OF THE MASS CONSERVING ALLEN–CAHN EQUATION
IN ONE SPACE DIMENSION
RAFFAELE FOLINO
Abstract. In this paper, we consider some hyperbolic variants of the mass conserving
Allen–Cahn equation, which is a nonlocal reaction-diffusion equation, introduced (as
a simpler alternative to the Cahn–Hilliard equation) to describe phase separation in
binary mixtures. In particular, we focus our attention on the metastable dynamics of
some solutions to the equation in a bounded interval of the real line with homogeneous
Neumann boundary conditions. It is shown that the evolution of profiles with N + 1
transition layers is very slow and we derive a system of ODEs, which describes the
exponentially slow motion of the layers. A comparison with the classical Allen–Cahn
and Cahn–Hilliard equations and theirs hyperbolic variations is also performed.
1. Introduction
The goal of this paper is to study the metastable dynamics of the solutions to the
hyperbolic mass-conserving Allen–Cahn equation
τutt + g(u)ut +
∫ 1
0
[1− g(u)] ut dx = ε2uxx + f(u)−
∫ 1
0
f(u) dx, (1.1)
where u = u(x, t) : (0, 1) × (0,+∞) → R, subject to homogeneous Neumann boundary
conditions
ux(0, t) = ux(1, t) = 0, t > 0, (1.2)
and initial data
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ [0, 1]. (1.3)
Precisely, we are interested in the behavior of the solutions to the initial boundary value
problem (1.1)-(1.2)-(1.3), when the diffusion coefficient ε2 is very small (and strictly pos-
itive), the initial data u0, u1 satisfy appropriate assumptions that will be specified later,
the damping coefficient g ∈ C1(R) is strictly positive, namely
g(u) ≥ σ > 0, ∀u ∈ R, (1.4)
and f : R → R is a balanced bistable reaction term, that is we assume f = −F ′, where
F ∈ C3(R) satisfies
F (±1) = F ′(±1) = 0, F ′′(±1) > 0, F (u) > 0, ∀u 6= ±1. (1.5)
In other words, −f is the derivative of a double well potential with wells of equal depth
located at ±1; the typical example is F (u) = 14 (u2 − 1)2.
Key words and phrases. Mass conserving Allen–Cahn equation; metastability; layer dynamics; singular
perturbations.
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Formally, by taking τ = 0 and g ≡ 1 in (1.1), one obtains the celebrated mass conserving
Allen–Cahn equation in one space dimension
ut = ε
2uxx + f(u)−
∫ 1
0
f(u) dx. (1.6)
Before presenting our results, we do a short historical review on the mass conserving
Allen–Cahn equation (1.6) and we show how to formally derive the hyperbolic variant
(1.1).
1.1. Mass conserving Allen–Cahn equation. In [29], Rubinstein and Sternberg in-
troduced the following nonlocal reaction-diffusion equation
ut = ∆u+ f(u)− λf , x ∈ Ω, t > 0, (1.7)
with no-flux boundary conditions
n · ∇u = 0, x ∈ ∂Ω,
where u = u(x, t) : Ω × (0,+∞) → R, Ω ⊂ Rn is a smooth bounded domain with outer
unit normal n and total volume |Ω|, the reaction term f is equal to −F ′, where F is a
double well potential, and
λf :=
1
|Ω|
∫
Ω
f(u) dx.
Rubinstein and Sternberg proposed equation (1.7) to model phase separation after rapid
cooling of homogeneous binary systems (such as glasses and polymers). If we omit the
term λf in (1.7), we obtain a (parabolic) reaction-diffusion equation and when f = −F ′
with F satisfying (1.5), we have the bistable equation known as Allen–Cahn equation
ut = ∆u+ f(u), (1.8)
which has been originally proposed in [3] to describe the motion of antiphase boundaries
in iron alloys. The presence of the term λf implies the conservation of the mass of the
solutions: by integrating equation (1.7) in Ω and using the no-flux boundary conditions
we infer
m(t) :=
∫
Ω
u(x, t) dx =
∫
Ω
u(x, 0) dx, ∀ t ≥ 0.
Therefore, equation (1.7) is a reaction-diffusion equation with the important property that
the total mass is preserved in time and it was proposed as a simpler alternative to the
Cahn–Hilliard equation [9]
ut = −∆(∆u+ f(u)) . (1.9)
Let us briefly compare the mass conserving Allen–Cahn equation (1.7) with respect to the
Allen–Cahn (1.8) and Cahn–Hiliard (1.9) equations (for details see [8, 26, 29]). As (1.8),
equation (1.7) is a second order PDE and it can be seen as the gradient flow in L2 for the
functional
E[u] :=
∫
Ω
[
1
2
|∇u|2 + F (u)
]
dx.
More precisely, the solutions of equations (1.7)-(1.8) with no-flux boundary conditions
satisfy
d
dt
E[u](t) = −
∫
Ω
u2t (x, t) dx.
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On the contrary, in the case of (1.7) we have conservation of mass and the stationary
solutions are the same of (1.9). In particular, notice that the only constant equilibria for
(1.8) are the zeros of f , while all the constants c ∈ R are equilibria for (1.7) and (1.9).
Nonetheless, the behavior of the solutions to the three equations (1.7)-(1.8)-(1.9) is
rather different. It is impossible to mention all the results, but we briefly recall that
the solutions of the one-dimensional Allen–Cahn equation exhibit the phenomenon of
metastability and we have persistence of unstable structure for an exponentially long time
[6, 10, 11, 14, 21], while in the multidimensional case, equation (1.8) is strictly related to
the motion by mean curvature flow [7, 13, 16]. Roughly speaking, if we add a small diffusion
coefficient ε2 in (1.8) and consider an initial datum with finitely many sign changes in Ω,
then in a first phase, the solution u behaves as if there were no diffusion and develops steep
interfaces; after that, diffusion plays a crucial role and it is very interesting to study the
propagation of the interface Γt := {x ∈ Ω : u(x, t) = 0}. In the one-dimensional case, Γt
consists of a finite number of points and they move with an exponentially small velocity
O(exp(−C/ε)) as ε → 0+; in the multi-dimensional case the interface moves by mean
curvature flow and its velocity is of order ε2.
It is very interesting to study the propagation of the interface also when the mass is
conserved: for the one-dimensional case, we recall the contributions [28, 30] and [4, 5],
where the authors study the metastable dynamics of the solutions for the mass conserving
Allen–Cahn and the Cahn–Hilliard equations, respectively. In the multi-dimensional case,
we mention [8, 15, 26] for (1.7) and [1, 2, 27] for (1.9).
In this paper, we are interested in studying the interface motion for some hyperbolic
variations of the one-dimensional version of (1.7) and in Sections 2-5 we describe in detail
the layer dynamics for (1.1), comparing it with equations (1.7), (1.8) and (1.9).
In the next section, we introduce the hyperbolic variation (1.1) of the mass conserving
Allen–Cahn equation.
1.2. Hyperbolic mass conserving Allen–Cahn equation. In the previous section,
we discussed some properties of the mass conserving Allen–Cahn equation and the link
with the classical Allen–Cahn and Cahn–Hilliard equations. In the past years, hyperbolic
variations of the classical versions (1.8)-(1.9) have been proposed to avoid some unphysical
behavior of the solutions. First, (parabolic) reaction-diffusion equations of the form (1.8)
undergo the same criticism of the linear diffusion equation, mainly concerning infinite speed
of propagation of disturbances and lack of inertia. Hence, following some ideas developed
by Maxwell in the context of kinetic theories, Cattaneo [12] proposed a relaxation law
instead of the classic Fourier (or Fick) law, leading to a hyperbolic reaction-diffusion
equation (see [23, 24], [18] and references therein). Second, following the classical Maxwell–
Cattaneo modification of the Fick’s diffusion law, Galenko [22] proposed a hyperbolic
relaxation of (1.9) in order to describe the early stages of spinodal decomposition in
certain glasses (among others see [20] and reference therein).
Here, following the same ideas of [12] and [22], we consider a hyperbolic variant of
equation (1.7), which is obtained by using the Maxwell-Cattaneo law, instead of the classic
Fick law. A generic reaction-diffusion equation of the form (1.7) can be obtained from the
continuity equation
ut +∇ · v = f(u)− λf , (1.10)
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where v is the flux of u, and the Fick (or Fourier) law
v = −∇u. (1.11)
By substituting (1.11) into (1.10), one obtains equation (1.7). Therefore, equation (1.7)
is a consequence of the instantaneous equilibrium between the flux v and −∇u given by
(1.11). On the other hand, one can think that such equilibrium is not instantaneous but
delayed, namely we assume that there exists τ > 0 such that
v(x, t+ τ) = −∇u(x, t), ∀x ∈ Ω, t > 0.
By taking v+ τvt as first approximation of v(t+ τ), we obtain the Maxwell–Cattaneo law
τvt + v = −∇u, τ > 0, (1.12)
which has been proposed to describe heat propagation by conduction with finite speed [12],
[23, 24]. Indeed, in the case f = 0, the system (1.10)-(1.11) becomes the linear diffusion
equation (heat equation) and it is well-known that it allows infinite speed of propagation
of disturbances: a small perturbation in a point x0 changes instantaneously the solution
u in every point x of the domain Ω. The relaxation law (1.12) has been proposed in order
to avoid this unphysical property and to take in account inertial effects. The parameter
τ is a relaxation time and describes the time taken by the flux v to relax to −∇u. Using
the constitutive equation (1.12) instead of (1.11), we obtain the system{
ut +∇ · v = f(u)− λf ,
τvt +∇u = −v.
To obtain a single equation for u, let us multiply by τ and differentiate with respect to
time the first equation, and take the divergence of the second one; we deduce the following
mass-conserving reaction-diffusion equation with relaxation
τutt + {u− τf(u) + τλf}t = ∆u+ f(u)− λf . (1.13)
In the rest of the paper, we consider a more general version of (1.13) in [0, 1]: for G : R→
R, we consider the equation
τutt +
{
G(u) +
∫ 1
0
[u−G(u)] dx
}
t
= ε2uxx + f(u)−
∫ 1
0
f(u) dx.
Notice that, by expanding the time derivative, one obtains equation (1.1) with g = G′.
The main examples we have in mind are g ≡ 1, which corresponds to
τutt + ut = ε
2uxx + f(u)−
∫ 1
0
f(u) dx,
and the relaxation case g(u) = 1− τf ′(u), which corresponds to
τutt + {1− τf ′(u)}ut + τ
∫ 1
0
f ′(u)ut dx = ε
2uxx + f(u)−
∫ 1
0
f(u) dx.
In the latter case, once the reaction term f is fixed, assumption (1.4) imposes a restriction
on the parameter τ , which must satisfy
0 < τ <
1
max f ′(u)
.
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Further details on the laws (1.11), (1.12) and other choices of the damping coefficient g,
corresponding to different modifications of the Fick’s law can be found in [25].
As we will see in Section 2, in general the solutions to the hyperbolic version (1.1) do
not conserve the mass. However, imposing the following condition on the initial velocity,∫ 1
0
u1(x) dx = 0, (1.14)
we obtain conservation of the mass and (1.1) possesses the energy functional
E[u, ut](t) :=
∫ 1
0
[
τ
2
u2t (x, t) +
ε2
2
u2x(x, t) + F (u(x, t))
]
dx. (1.15)
More precisely, the assumptions (1.4) and (1.14) imply that if u is a solution to (1.1) with
boundary conditions (1.2), then (see Lemma 2.1)
d
dt
E[u, ut](t) ≤ −σ
∫ 1
0
u2t (x, t) dx.
Therefore, when the initial velocity is a function of zero mean, we have a hyperbolic
reaction-diffusion equation with the property that the total mass is preserved in time and
with the energy functional (1.15), which has been used in [17] to study hyperbolic reaction-
diffusion equations and in [19] to prove exponentially slow motion for some solutions to a
hyperbolic relaxation of the Cahn–Hilliard equation.
In this paper, we assume that (1.14) is satisfied and then we study the metastable
dynamics of the solutions when the mass is conserved. It is worth to stress that, by
using the energy functional (1.15) and adapting the procedure of [19], one can prove the
exponentially slow motion of the solutions also without the assumption (1.14) (see Section
2.1). On the contrary, the strictly positiveness of the damping coefficient g (1.4) is crucial
because it guarantees the dissipative character of equation (1.1).
We conclude this Introduction with a short presentation of the main results of this
paper. First of all, we shall prove that there exists an approximately invariant manifold
M
0
for the IBVP (1.1)-(1.2)-(1.3). Precisely, the manifoldM
0
is not invariant, but we will
construct a tubular neighborhood (slow channel) of M
0
satisfying the following property:
any solution to (1.1)-(1.2)-(1.3) starting from such a slow channel can leave it only after an
exponentially long time, i. e. a time of O(exp(C/ε)) as ε→ 0+. Moreover, inside the slow
channel the solution is a function with a finite number (N > 1) of transitions between the
minimum points ±1 of the potential F ; we shall derive a system of ODEs which describes
the motion of the layers inside the slow channel, and as a consequence the dynamics of
the solution to (1.1)-(1.2)-(1.3). Summarizing, we shall prove that the phenomenon of
metastability is also present in the case of (1.1)-(1.2): some solutions maintain for a very
long time an unstable structure with N > 1 transitions and we describe in detail the
exponentially slow motion of the layers.
The approach we used here can be also adapted to study the mass conserving Allen–
Cahn equation (1.6) in order to obtain similar results on the metastable dynamics of the
solutions: existence of an approximately invariant manifold and derivation of the ODEs for
the layers. To the best of our knowledge, the only papers devoted to the metastability for
the mass conserving Allen–Cahn equation (1.6) are [28, 30], where the authors use formal
asymptotic methods and impose the conservation of mass to derive a system of ODEs
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describing the layer dynamics for (1.6). Then, they compare these asymptotic results with
corresponding full numerical results. As we will see in Sections 2 and 5, by using a different
approach, we derive a system of ODEs describing the layer dynamics for (1.1) and in the
limit τ → 0+, g → 1, we obtain the same system of [28, 30].
The rest of the paper is organized as follows. In Section 2 we present our main results.
First, we state Theorem 2.3, which establishes the existence of a slow channel for (1.1)-
(1.2) and, as a consequence, the existence of an approximately invariant manifold M
0
for
(1.1)-(1.2). Second, we present the system of ODEs which describes the motion of the
layers. In Section 3, we collect some preliminary results needed to prove our main results;
in particular, we introduce a new system of coordinates for functions close to the manifold
M
0
. Finally, Section 4 contains the proof of Theorem 2.3 and in Section 5 we derive the
ODEs describing the layer dynamics.
2. Main results
The goal of this section is to present the main results of the paper. Before doing this,
we prove some properties of the solution to the IBVP (1.1)-(1.2)-(1.3), valid for a generic
reaction term f , which are consequences of the assumption (1.14). Moreover, we present
some energy estimates, which permit to obtain persistence of metastable patterns for an
exponentially long time as ε→ 0+, in the case of a balanced bistable reaction term, i.e. a
reaction term f = −F ′ with F satisfying (1.5).
2.1. Mass conservation and energy estimates. By integrating (1.1) in [0, 1] and using
the homogeneous Neumann boundary conditions (1.2), we deduce the following ODE for
the mass m(t) :=
∫ 1
0
u(x, t) dx:
τm′′(t) +m′(t) = 0, m(0) =
∫ 1
0
u0(x) dx, m
′(0) =
∫ 1
0
u1(x) dx, (2.1)
and, as a consequence, m(t) = m(0) + τm′(0)(1 − exp(−t/τ)). It follows that the mass is
conserved, i.e. m(t) ≡ m(0), if and only if (1.14) holds.
Another consequence of the assumption (1.14) is that if g is a strictly positive function
(1.4), then the energy defined in (1.15) is a non-increasing function of t along the solutions
to (1.1)-(1.2). Precisely, we have the following energy estimates.
Lemma 2.1. Assume that g satisfies (1.4). If (u, ut) ∈ C
(
[0, T ],H2(0, 1) ×H1(0, 1)) is
solution to (1.1)-(1.2)-(1.3) for some T > 0, with u1 satisfying (1.14), then
d
dt
E[u, ut](t) ≤ −σ
∫ 1
0
u2t (x, t) dx, (2.2)
for any t ∈ [0, T ].
Proof. By differentiating with respect to t the definition (1.15) and integrating by parts,
we infer
d
dt
E[u, ut](t) =
∫ 1
0
ut(x, t)
[
τutt(x, t)− ε2uxx(x, t)− f(u(x, t))
]
dx,
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where we used the homogeneous Neumann boundary conditions (1.2) and the fact that
F ′ = −f . Since u is a solution to (1.1), we have
d
dt
E[u, ut](t) =−
∫ 1
0
g(u(x, t))ut(x, t)
2 dx
−m′(t)
∫ 1
0
{[
1− g(u(x, t))]ut(x, t) + f(u(x, t))} dx,
(2.3)
and the estimate (2.2) follows from the assumptions (1.4)-(1.14) and (2.1). 
Remark 2.2. In Lemma 2.1, we assume that there exists a sufficiently smooth solution
to (1.1)-(1.2)-(1.3) and we prove the estimate (2.2). Studying the well-posedness of the
IBVP (1.1)-(1.2)-(1.3) is beyond the scope of this paper and in the following we assume
that there exists a sufficiently smooth solution. However, in the case of a strictly positive
damping coefficient (1.4) and with initial velocity of zero-mean (1.14), one can extend to
the IBVP (1.1)-(1.2)-(1.3) the well-posedness results of [17, Appendix A].
Thanks to the dissipative estimate (2.2), one can prove existence of metastable patterns
for the boundary problem (1.1)-(1.2), by using the energy approach firstly introduced in
[6] to study the classical Allen–Cahn equation
ut = ε
2uxx + f(u), (2.4)
and then successfully applied to different models, like the hyperbolic Allen–Cahn equation
τutt + g(u)ut = ε
2uxx + f(u), (2.5)
and the hyperbolic Cahn–Hilliard equation
τutt + ut = −
(
ε2uxx + f(u)
)
xx
, (2.6)
for details see [17, 19] and references therein. In the following, we briefly explain the
strategy of such energy approach and how to apply it to the IBVP (1.1)-(1.2)-(1.3) when
F satisfies (1.5). Multiplying by ε−1 and integrating (2.2) in [0, T ], for any T > 0, we
deduce the estimate
σε−1
∫ T
0
∫ 1
0
u2t (x, t) dxdt ≤ Eε[u0, u1]− Eε[u, ut](T ), (2.7)
where Eε is the renormalized energy
Eε[u, ut](t) :=
1
ε
E[u, ut](t) :=
∫ 1
0
[
τ
2ε
u2t (x, t) +
ε
2
u2x(x, t) +
F (u(x, t))
ε
]
dx.
The main idea of the energy approach [6] is to derive an estimate for the L2–norm of the
time derivative ut from (2.7) when T ≫ 1; then, we need an upper bound on Eε[u0, u1]
and a lower bound on Eε[u, ut](T ) for some T very large when ε → 0+. For the upper
bound, we can properly choose the initial datum (uε0, u
ε
1) (depending on ε): fix N ∈ N,
0 < h1 < · · · < hN+1 < 1 and assume that
lim
ε→0
‖uε0 − v‖L1 = 0, Eε[uε0, uε1] ≤ (N + 1)cF +C1 exp(−C2/ε), (2.8)
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where v : [0, 1]→ {−1,+1} is a step function with exactly N+1 jumps at h1 < · · · < hN+1,
the constants C1, C2 are strictly positive and independent on ε, and
c
F
:=
∫ 1
−1
√
2F (s) ds (2.9)
represents the minimum energy to have a transition between −1 and +1 [6, 17, 19]. An
example of initial data satisfying (2.8) can be found in [19]. Concerning the lower bound,
it could be obtained by proceeding as in [17, 19], because the energy functional Eε is
the same. In particular, the lower bound is a consequence of a variational result on the
Ginzburg–Landau functional ∫ 1
0
[
ε
2
u2x +
F (u)
ε
]
dx,
and it reads as
Eε[u, ut](ε
−1Tε) ≥ (N + 1)cF − C3 exp(−C2/ε),
where Tε = O(exp(C2/ε)). Substitution of the latter lower bound and assumption (2.8)
in the key estimate (2.7) yields the bound∫ ε−1Tε
0
∫ 1
0
u2t (x, t) dxdt ≤ Cε exp(−C2/ε), (2.10)
which permits to prove that some solutions to (1.1)-(1.2) maintain the same structure of
the initial datum for the time Tε as ε → 0+, for details see [6, 17, 19]. We stress again
that the key point of the energy approach is the estimate (2.2), which implies (2.7). It is
worth to notice that the energy approach also works when the assumption (1.14) on u1 is
not satisfied. For simplicity, consider the case g ≡ 1; from (2.3) it follows that
ε−1
∫ T
0
∫ 1
0
u2t (x, t) dxdt ≤ Eε[u0, u1]− Eε[u, ut](T ) + C‖u1‖L1 , ∀T > 0,
and then, the estimate (2.10) could be obtained as in [17, 19] by using the fact that
‖u1‖L1 = O(exp(−C2/ε)).
2.2. Approximately invariant manifold. The goal of this paper is to study the me-
tastable dynamics of the solutions to (1.1)-(1.2)-(1.3), by using the dynamical approach
proposed by Carr–Pego [10] and Fusco–Hale [21] to describe the metastable dynamics of
the solutions to (2.4) and then applied to the Cahn–Hilliard equation in [4, 5], and to the
hyperbolic variants (2.5), (2.6) in [18], [20], respectively. To start with, we introduce some
notations and definitions.
In all the paper we denote by ‖ · ‖ and 〈·, ·〉 the norm and inner product in L2(0, 1).
Moreover, in what follows we fix N ∈ N and define for ρ > 0 the set of admissible layer
positions
Ωρ :=
{
h ∈ RN+1 : 0 < h1 < · · · < hN+1 < 1, and hj+1 − hj > ε/ρ,
for j = 0, . . . , N + 1
}
,
where h0 = −h1 and hN+2 = 2− hN+1, because of the homogeneous Neumann boundary
conditions (1.2). Finally, we fix δ ∈ (0, 1/N + 1), consider the parameters ε and ρ such
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that
ε ∈ (0, ε0) and δ < ε
ρ
<
1
N + 1
, (2.11)
for some ε0 > 0 to be chosen appropriately small and we introduce the (N + 1)–manifold
MAC := {uh : h ∈ Ωρ}, (2.12)
where uh is a function with N + 1 transitions, which approximates a metastable patterns
with layers at h1, . . . , hN+1. The construction of u
h was introduced in [10] and since the
metastable states are the same for the equations (2.4), (2.5) and (2.6), it was also used in
[4, 5], [18] and [20]. We give the precise definition of uh in Section 3; here we recall that
uh is approximately ±1 except to an O(ε)-neighborhood of h1, . . . , hN+1, namely
uh(x) ≈ (−1)j , for x ∈ [hj−1+O(ε), hj−O(ε)]∩ [0, 1] and j = 1, . . . , N+2, (2.13)
and uh is well approximated by standing waves solutions to (2.4) in theO(ε)-neighborhood
of hj (for details see [10, Proposition 2.2]).
In [10], the authors show that the manifold MAC is approximately invariant for the
Allen–Cahn equation (2.4), while in [18] it is proved that the extended manifold
MAC
0
:=MAC × {0} = {(uh, 0) : uh ∈ MAC}
is approximately invariant for the hyperbolic variant (2.5). The mass conservation allows
us to work with the manifolds
M :=
{
uh ∈MAC :
∫ 1
0
uh(x) dx =M
}
, M
0
:= {(uh, 0) : uh ∈ M}, (2.14)
where M ∈ (−1, 1) represents the mass of the solution (the mass of the initial datum u0).
The manifolds M and M
0
are approximately invariant for the Cahn–Hilliard equation
(see [4]) and its hyperbolic variant [20], respectively. Our goal is to prove that the base
manifold M
0
is also approximately invariant for (1.1)-(1.2). As we already mentioned,
the fact thatM is approximately invariant for (1.6) has not been proved in literature, but
it can be proved with the approach we used here.
To prove that M
0
is approximately invariant for equation (1.1), we shall construct a
tubular neighborhood Zρ of M0 (see definition (4.19)) and we prove that if the initial
datum (u0, u1) ∈
◦
Zρ , then the corresponding solution to the IBVP (1.1)-(1.2)-(1.3) can
leave Zρ only after an exponentially long time.
Theorem 2.3. Let f ∈ C2(R) and g ∈ C1(R) be such that f = −F ′ and (1.4)-(1.5) hold.
Given N ∈ N and δ ∈ (0, 1/N + 1), there exist ε0 > 0 and a slow channel Zρ containing
M
0
, such that if ε, ρ satisfy (2.11), and the initial datum satisfies (u0, u1) ∈
◦
Zρ, then the
solution (u, ut) to the initial-boundary value problem (1.1)-(1.2)-(1.3) remains in Zρ for a
time Tε > 0, and there exists C > 0 such that for any t ∈ [0, Tε],
ε1/2‖u− uh‖
L∞
+ ‖u− uh‖+ τ1/2‖ut‖ ≤ C exp(−Aℓh/ε), (2.15)
|h′|
∞
≤ C (ε/τ)1/2 exp(−Aℓh/ε), (2.16)
where A :=
√
min{F ′′(−1), F ′′(1)}, ℓh := min{hj −hj−1} and | · |∞ denotes the maximum
norm in RN . Moreover,
Tε ≥ C (τ/ε)1/2 (ℓh(0) − ε/ρ) exp(Aδ/ε).
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Thanks to the estimate (2.15) and the lower bound on Tε we can say that, for an
exponentially long time, the solution u to the IBVP (1.1)-(1.2)-(1.3) is well approximated
by uh ∈ M and the L2–norm of the time derivative ut is exponentially small as ε → 0+.
Therefore, u is a function with N + 1 layers satisfying (2.13) and (2.16) ensures that the
layers move with an exponentially small velocity.
Now, we briefly explain the strategy to prove Theorem 2.3. As in the case of the Cahn–
Hilliard equation, we work with a different variable describing the position of the layers;
indeed, the manifoldM is a constant mass submanifold of the (N+1)–manifoldMAC (cfr.
definitions (2.12), (2.14)), and it can be parametrized by the first N components of the
vector h, for details see [4, Lemma 2.1]. Then, we introduce the vector ξ = (h1, . . . , hN )
consisting of the first N components of h and we denote by uξ an element of M.
Next, we introduce the decomposition u = uξ+w, where the remainder w is orthogonal
to appropriate functions νξj , i. e.
〈w, νξj 〉 = 0, j = 1, . . . , N. (2.17)
The choice of the functions νξj is crucial in our work and, as we will see in the definition
(3.7), they are linear combinations of the approximate tangent vectors ofMAC introduced
in [10]. Then, we prove that for any function u having mass equal to M and belonging
to a small neighborhood of M, there exists a unique uξ ∈ M (then, having the same
mass of u) such that u = uξ + w, with w satisfying the orthogonality condition (2.17),
for details see Theorem 3.3. Therefore, we extend to the constant mass submanifold M
the results valid for the (N + 1)–manifold MAC [10] and, as we will see in Section 4,
such a decomposition plays a crucial role in the proof of Theorem 2.3. In particular, we
derive an ODE-PDE coupled system (4.5) for the new coordinates (ξ, w) and study it in
an appropriate slow channel. By using some energy estimates, we prove that in Zρ the
estimates (2.15)-(2.16) hold and the solution u leaves Zρ if and only if h ∈ ∂Ωρ, meaning
that hj+1 − hj = ε/ρ for some j ∈ 1, . . . , N + 1 (two transition points are close enough).
Since the layers move with an exponentially small velocity, the time taken for the solution
to leave Zρ is exponentially large.
Remark 2.4. The appearance of the relaxation parameter τ > 0 in (2.16) and in the lower
bound for Tε is a consequence of the estimate (2.15). Indeed, as we already mentioned, we
first prove that in the slow channel the solution satisfies (2.15)-(2.16); in particular, the
velocity of the layers can be bounded by the quantity ‖ut‖, cfr. Proposition 4.2, and as
a consequence, τ appears in the denominator of the right hand side of (2.16) and in the
lower bound for Tε, that is inversely proportional to the velocity of the layers. Such a way
to obtain the exponentially small velocity of the layers is due to the hyperbolic character
of the equation (1.1) (the presence of the inertial term τutt); in the case of the classic
Allen–Cahn, Cahn–Hilliard and mass conserving Allen–Cahn equations, the exponentially
small velocity could be directly obtained from the ODEs for the layers, without using
estimates on ‖ut‖ (cfr. [10], [4] and Remark 4.3).
2.3. ODE for the layers. After proving Theorem 2.3, in Section 5 we derive the system
of ODEs describing the layer dynamics, which read as
τh′′j + γF,gh
′
j =
ε
c
F
(
αj+1 − αj + (−1)
j+1
N + 1
N+1∑
i=1
(−1)i(αi+1 − αi)
)
, (2.18)
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for j = 1, . . . , N + 1, where γ
F,g
is a positive constant depending only on F and g (see
definition below), c
F
is defined in (2.9) and αj depends on ε, F and h. In particular, the
term αj+1−αj determines the speed of the transition point hj in the case of the classical
Allen–Cahn equation (2.4) (see [10, Section 6]), that is
h′j =
ε
c
F
(
αj+1 − αj) , j = 1, . . . , N + 1. (2.19)
The system (2.19), which describes the layer dynamics in the case of (2.4), has been
derived and studied in detail in [10, Section 6]; here, we stress that the velocity of hj is
exponentially small and depends only from the distance to the nearest layers hj−1 and
hj+1. Precisely, we recall (see Proposition 3.1) that if F is an even function, then
αj = K exp
(
−Alj
ε
){
1 +O
(
ε−1 exp
(
−Alj
2ε
))}
, j = 1, . . . , N + 1,
for some K > 0, where A :=
√
F ′′(±1) and lj := hj+1 − hj . Hence, the layer dynamics of
(2.4) is described by the ODEs
h′j =
εK
c
F
[
exp
{
−A(hj+1 − hj)
ε
}
− exp
{
−A(hj − hj−1)
ε
}]
,
for j = 1, . . . , N + 1. Moreover, one has
αj
αi
≤ C exp
(
−A
ε
(lj − li)
)
,
for some C > 0, and if lj − li ≥ κ for some κ > 0, we deduce
αj ≤ C exp
(
−Aκ
ε
)
αi.
Therefore, if lj > li then α
j < αi, and for ε/κ≪ 1, αj is exponentially small with respect
to αi. Such properties of αj allow us to briefly describe the layer dynamics for (2.4) as
follows. For simplicity, assume that there exists a unique i ∈ {1, . . . , N} such that
hi+1 − hi < hj+1 − hj , j 6= i, j = 0, . . . , N + 1, (2.20)
meaning that hi and hi+1 are the closest layers for some i 6= 0, N +1. In this case, hi and
hi+1 move towards each other with approximately the same speed and the other N − 2
points are essentially static, being αi+1 ≫ αj for ε≪ 1 and j 6= i+ 1.
In the case of equation (1.6), the situation is different because of the mass conservation.
Taking (formally) the limit as τ → 0+ and γ
F,g
→ 1 in (2.18), we found the ODEs
h′j =
ε
cF
(
αj+1 − αj + (−1)
j+1
N + 1
N+1∑
i=1
(−1)i(αi+1 − αi)
)
, j = 1, . . . , N + 1, (2.21)
which describe the dynamics in the case of the mass conserving Allen–Cahn equation
(1.6) and was originally proposed in [28, 30]. Therefore, in (2.21) we have new terms with
respect to (2.19), which take into account the effects of the mass conservation and change
notably the motion of the layer. Indeed, let us assume for definiteness that (2.20) holds,
F is an even function as above, and compare equations (2.19)-(2.21): we have that the
biggest term αi appears in h′j for any j = 1, . . . , N + 1 in (2.21), and so, all the layers
approximately move with the same exponentially small velocity as ε → 0+. This is in
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contrast with (2.19), where (as it was already mentioned) the two closest layers move
towards each other and the other points are essentially static. For instance, in the case
N = 1 (2 layers), (2.21) becomes
h′1 = h
′
2 =
ε
2c
F
(
α3 − α1) ,
and the two layers move together in an almost rigid way, that is they move in the same
direction at the same speed. Precisely, h1 and h2 move to the right if and only if α
3 > α1,
meaning that 1− h2 < h1. In case N = 1, the layer dynamics is very similar to the one of
the Cahn–Hilliard equation, see [5] or [20]. We stress that the dynamics is very different
with respect to the Allen–Cahn equation (2.4); indeed, for N = 1 (2.19) becomes
h′1 =
ε
c
F
(
α2 − α1) , h′2 = εc
F
(
α3 − α2) ,
and the layers either move towards each other with speed approximately given by εα2 (if
h2 − h1 < 2min{h1, 1− h2}) or one of the two layers moves towards the closest boundary
point (0 or 1) and the other one is essentially static for ε very small.
In the case N = 2 (3 layers), (2.21) becomes
h′1 =
ε
3c
F
(−2α1 + α2 + 2α3 − α4) ,
h′2 =
ε
3c
F
(−α1 − α2 + α3 + α4) ,
h′3 =
ε
3c
F
(
α1 − 2α2 − α3 + 2α4) ,
and we have 3 points moving with approximately the same speed as ε → 0+; precisely,
two points move with speed satisfying |h′i| ≈ εαj for some j ∈ {1, 2, 3} and the speed v of
the third one satisfy |v| ≈ 2εαj as ε→ 0+. This is very different from the layer dynamics
of the classical Allen–Cahn equation, described by (2.19), and the Cahn–Hilliard equation
[5, 20], described by
h′1 =
1
4(h2 − h1)
(
α3 − α1) ,
h′2 =
1
4(h2 − h1)
(
α3 − α1)+ 1
4(h3 − h2)
(
α4 − α2) ,
h′3 =
1
4(h3 − h2)
(
α4 − α2) .
Indeed, for the classical Allen–Cahn equation we have either one point moving towards the
closest boundary point and the other two essentially static or two points moving towards
each other and the third one essentially static; for the Cahn–Hilliard equation, we have
two transitions points moving in the same direction at approximately the same speed and
the third one is essentially static as ε→ 0+.
To conclude this comparison between the layer dynamics of the Allen–Cahn, Cahn–
Hilliard and mass-conserving Allen–Cahn equations, we recall [5, 20] that, in the case of the
Cahn–Hilliard equation with N ≥ 3 and condition (2.20) satisfied with i ∈ {2, . . . , N −1},
we have four points moving at approximately the same speed, while all the other layers
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remain essentially stationary in time. Precisely, we have
h′i−1 > 0, h
′
i > 0, h
′
i+1 < 0, h
′
i+2 < 0, h
′
j = O(e−C/εh′i) for j /∈ {i− 1, i, i + 1, i+ 2},
and so, the closest layers move towards each other, each being followed by its nearest
transition point from “behind”, at approximately the same speed, until the points hi and
hi+1 are close enough. Hence, the loss of the mass due to the annihilation of the transitions
at hi and hi+1 is compensated by the movement of the nearest neighbors hi−1 and hi+2.
This is the main difference with respect to the mass conserving Allen–Cahn equation,
where the loss of the mass is compensated by the movements of all the layers. There are
two cases when the layer dynamics of the mass conserving Allen–Cahn and the Cahn–
Hilliard equations are similar: the previously mentioned case with 2 layers and when we
have 4 layers with the closest ones h2 and h3. Indeed, in such a case, we have 4 layers
approximately moving at the same speed in both the mass conversing Allen–Cahn and
Cahn–Hilliard equations. Therefore, we conclude that, under assumption (2.20), the layer
dynamics in the case of equation (1.6) is always different with respect to equation (2.4),
while it is similar to the Cahn–Hilliard equation only in the case of 2 layers and 4 layers
with i = 2 in (2.20). Some numerical experiments comparing the layer dynamics of the
mass conserving Allen–Cahn and the Cahn–Hilliard equations can be found in [30].
In the hyperbolic framework (1.1), the right hand side of the ODE (2.18) is the same
of (2.21), while in the left hand side we have two novelties: the second time derivative
τh′′j and the coefficient γF,g of h
′
j . From this point of view, we have the same results of
the hyperbolic Allen–Cahn equation (2.5); indeed, the ODEs describing the motion of the
layers for (2.5) are [18]
τh′′j + γF,gh
′
j =
ε
cF
(
αj+1 − αj) , i = 1, . . . , N + 1,
and they differ from (2.19) only from the term τh′′j and the coefficient γF,g of h
′
j . As we
will see in Section 5, the constant γ
F,g
is the following weighted average of g
γ
F,g
:=
∫ 1
−1
√
F (s)g(s) ds∫ 1
−1
√
F (s) ds
.
In particular, when the damping coefficient is constantly equal to 1, we have γF,g = 1,
while in the relaxation case g(u) = 1− τf ′(u) one has
γF,g = 1 + τ
∫ 1
−1
√
F (s)F ′′(s) ds
(∫ 1
−1
√
F (s) ds
)−1
= 1− τ
∫ 1
−1
F ′(s)2
2
√
F (s)
ds
(∫ 1
−1
√
F (s) ds
)−1
< 1,
where we used f = −F ′ and integration by parts. Hence, in the latter case the relaxation
time τ appears also in the coefficient of h′j , which is smaller than the constant damping
case g ≡ 1.
In general, notice that γ
F,g
→ 1 as g → 1 in any reasonable way. Reasoning as in [18,
Theorem 4.5], one can compare the solutions to the systems (2.18) and (2.21) and prove
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that if τ → 0+ and γ
F,g
→ 1, then a solution to (2.18) converges to the corresponding one
of (2.21).
Concerning the conservation of the mass, we recall that the solution u is well approx-
imated by the function uh satisfying (2.13). This means that u ≈ ±1 and denoting by
L− and L+ the length of all the intervals where the solution is approximately −1 and +1,
respectively, we have
L− : =
l1
2
+
N/2∑
i=1
l2i+1, L+ =
N/2∑
i=1
l2i +
lN+2
2
, if N is even,
L− : =
l1
2
+
(N−1)/2∑
i=1
l2i+1 +
lN+2
2
, L+ =
(N+1)/2∑
i=1
l2i, if N is odd,
(recall that lj = hj−hj−1, j = 2, N+1, l1 = 2h1 and lN+2 = 2(1−hN+1)). In particular,
we have that the mass of the solution is approximately given by L+−L−. Let us compute
the variation on time of the quantities L+ and L−. From (2.18), we derive the following
equations for the interval length lj = hj − hj−1:
τ l′′1 + γF,g l
′
1 =
2ε
c
F
(
α2 − α1 +Σ) ,
τ l′′j + γF,g l
′
j =
ε
c
F
(
αj+1 − 2αj + αj−1 + 2(−1)j+1Σ) , j = 1, . . . , N + 1,
τ l′′N+2 + γF,g l
′
N+2 = −
2ε
cF
(
αN+2 − αN+1 + (−1)NΣ) ,
where Σ =
1
N + 1
N+1∑
i=1
(−1)i(αi+1 − αi). Therefore, by using the definitions of L± we end
up with
τL′′± + γF,gL
′
± = 0.
When the ODEs (2.18) describe the layer dynamics of (1.1), the positions of the transi-
tion points h(0) and their initial velocity h′(0) depend on the initial data u0, u1 and, in
particular, h′(0) is such that L′±(0) = 0. Therefore, we have L
′
±(t) = 0 for any t and this
is coherent with the conservation of mass. In general, this is different from (2.21), which
directly implies L′± ≡ 0, while in the case of (2.18), we need a further assumption on the
initial velocity of the points.
The rest of the paper is devoted to prove Theorem 2.3 and to derive the system (2.18).
3. The coordinate system close to the submanifold M
The main result of this section is the smooth decomposition u = uh + w, where w is a
function of zero mean which satisfies the orthogonality condition (2.17), for any function
u sufficiently close to the constant mass submanifold M defined in (2.14), for details see
Theorem 3.3. Moreover, we collect some results we use later in the proof of the main
results presented in Section 2.
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3.1. Preliminaries. First of all, we briefly recall some properties of the (N+1)–manifold
MAC defined in (2.12) and introduced by Carr and Pego in [10], where the authors prove
that it is approximately invariant for the Allen–Cahn equation (2.4). For any h ∈ Ωρ,
we define the function uh = uh(x), which approximates a metastable state with N + 1
transition points located at h1, . . . , hN+1. To do this, we make use of the solutions to the
following boundary value problem: given ℓ > 0, let φ(·, ℓ,+1) be the solution to
L(φ) := ε2φxx + f(φ) = 0, φ
(−12ℓ) = φ(12ℓ) = 0, (3.1)
with φ > 0 in (−12ℓ, 12ℓ), and φ(·, ℓ,−1) the solution to (3.1) with φ < 0 in (−12ℓ, 12ℓ). The
functions φ(·, ℓ,±1) are well-defined if ℓ/ε is sufficiently large, and they depend on ε and
ℓ only through the ratio ε/ℓ, for details see [10] or [18, 20].
The function uh is constructed by matching together the functions φ(·, ℓ,±1), using
smooth cut-off functions: given χ : R → [0, 1] a C∞-function with χ(x) = 0 for x ≤ −1
and χ(x) = 1 for x ≥ 1, set
χj(x) := χ
(
x− hj
ε
)
and φj(x) := φ
(
x− hj−1/2, hj − hj−1, (−1)j
)
,
where
hj+1/2 :=
1
2(hj + hj+1) j = 0, . . . , N + 1,
are the middle points (note that h1/2 = 0, hN+3/2 = 1). Then, we define the function u
h
as
uh :=
(
1− χj)φj + χjφj+1 in Ij := [hj−1/2, hj+1/2], (3.2)
for j = 1, . . . , N + 1. A complete list of the properties of uh can be found in [10]; here,
we only recall that uh is a smooth function of h and x, which satisfies (2.13) and that
L(uh) = 0 except in an ε–neighborhood of the transition points hj. Precisely, we have
uh(0) = φ(0, 2h1,−1) < 0, uh(hj+1/2) = φ
(
0, hj+1 − hj , (−1)j+1
)
,
uh(hj) = 0, L(uh(x)) = 0 for |x− hj | ≥ ε,
(3.3)
for any j = 1, . . . , N + 1.
Now, we give the precise definition of the quantities αj introduced in Section 2 and
appearing in the ODEs (2.18), (2.19) and (2.21). Since φ(0, ℓ,±1) depends only on the
ratio r = ε/ℓ, we can define
α±(r) := F (φ(0, ℓ,±1)), β±(r) := 1∓ φ(0, ℓ,±1),
where we recall that f = −F ′. By definition, φ(0, ℓ,±1) is close to +1 or −1 and so,
α±(r), β±(r) are close to 0. The next result characterizes the leading terms in α± and β±
as r→ 0.
Proposition 3.1 (Carr–Pego [10]). Let F be such that (1.5) holds and set
A2± := F
′′(±1), K± = 2exp
{∫ 1
0
(
A±
(2F (±t))1/2 −
1
1− t
)
dt
}
.
There exists r0 > 0 such that if 0 < r < r0, then
α±(r) =
1
2K
2
±A
2
± exp(−A±/r
){
1 +O
(
r−1 exp(−A±/2r)
)}
,
β±(r) = K± exp
(−A±/2r){1 +O (r−1 exp(−A±/2r))},
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with corresponding asymptotic formulae for the derivatives of α± and β±.
For j = 1, . . . , N + 1, we set
lj := hj+1 − hj , rj := ε
lj
,
and
αj :=
{
α+(rj) j odd,
α−(rj) j even,
βj :=
{
β+(rj) j odd,
β−(rj) j even.
Finally, let us introduce the barrier function
Ψ(h) :=
N+1∑
j=1
〈L(uh), khj 〉2 = N+1∑
j=1
(
αj+1 − αj)2, (3.4)
where L is the Allen–Cahn differential operator introduced above and the functions khj
are defined by
khj (x) := −γj(x)uhx (x), with γj(x) := χ
(
x− hj − ε
ε
)[
1− χ
(
x− hj+1 + ε
ε
)]
.
By construction, khj are smooth functions of x and h and are such that
khj (x) = 0 for x /∈ [hj−1/2, hj+1/2],
khj (x) = −uhx (x) for x ∈ [hj−1/2 + 2ε, hj+1/2 − 2ε].
As the function uh, the functions khj (x) and Ψ(h) are introduced in [10]: k
h
j are ap-
proximate tangent vectors to the manifold MAC and the barrier function Ψ(h) may be
considered an approximation of the quantity ‖PhL(uh)‖2, where Ph is the projection to
the tangent space to MAC at uh.
3.2. The constant mass submanifold. As it was previously mentioned, we use different
variables to describe a function u sufficiently close to the constant mass submanifold man-
ifoldM defined in (2.14). First of all, we recall that the manifoldM can be parametrized
by the first N components of the vector h and the component hN+1 can be seen as a
function of h1, . . . , hN+1; precisely, if u
h ∈ M, then we have hN+1 = z(h1, . . . , hN ) for
some z : RN → R satisfying
zj :=
∂z
∂hj
= (−1)N−j +O
(
ε−1 exp(−Aℓh/ε)
)
, (3.5)
where A :=
√
min{F ′′(−1), F ′′(1)} and ℓh := min{hj−hj−1} as in Theorem 2.3; for details
see [20, Lemma 2.4]. Therefore, in what follows we denote by ξ ∈ RN the vector of the
first N components of h and we interchangeably use ξ and h, meaning that h = (ξ, z(ξ)).
In particular, we use the notations uξ for u(ξ,z(ξ)) and
uξj :=
∂uξ
∂ξj
= uhj + zj u
h
N+1, where u
h
j :=
∂uh
∂hj
. (3.6)
Accordingly to the new variables, we define the functions νhj as
νhj := k
h
j + (−1)N−jkhN+1, j = 1, . . . N, (3.7)
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where khj are the approximations of the tangent vectors to MAC introduced above. Simi-
larly as uξ, we shall use the notation νξj for ν
(ξ,z(ξ))
j and
νξji :=
∂νξj
∂ξi
= khji + zjk
h
j,N+1 + (−1)N−jkhN+1,i + (−1)N−jzjkhN+1,N+1. (3.8)
The idea of using the functions νhj (3.7) instead of k
h
j is crucial in our study and it can be
also applied to the study of the mass conserving Allen–Cahn equation (1.6).
In the following proposition we collect some estimates concerning uξj , ν
ξ
j and their
derivatives, which will be useful in the sequel.
Proposition 3.2. Fix F ∈ C3(R) satisfying (1.5) and define c
F
as in (2.9). Given N ∈ N
and δ ∈ (0, 1/N +1), there exist positive constants ε0, C such that if ε and ρ satisfy (2.11)
and h = (ξ, z(ξ)) ∈ Ωρ, then
ε‖uξj‖L∞ + ε1/2‖uξj‖+ ε1/2‖νξj ‖ ≤ C, (3.9)
〈uξj , νξj 〉 = 2cF ε−1 +O (exp(−C/ε)) , (3.10)∫ 1
0
νξj dx = O (exp(−C/ε)) , (3.11)
for j = 1, . . . , N . Moreover, if i 6= j, we have
〈uξi , νξj 〉 = (−1)i+jcF ε−1 +O (exp(−C/ε)) . (3.12)
Finally,
ε3/2‖νξij‖+ ε‖νξij‖L1 ≤ C, (3.13)
for any i, j = 1, . . . , N + 1.
Proof. The proof of the estimates (3.9)-(3.13) follows from the definitions of uξj , ν
ξ
j (3.6),
(3.7) and the properties of the functions uhj , k
h
j proved in [10].
The estimates (3.9) are a consequence of the definitions (3.6)-(3.7), the formula (3.5),
the fact that ε, ρ satisfy (2.11) and [10, Proposition 2.3-Lemma 8.3].
Similarly, one can obtain the estimates (3.13), which follow from
ε3/2‖khij‖+ ε‖khij‖L1 ≤ C,
for any i, j = 1, . . . , N + 1, and the definition (3.8).
Moreover, by using the definitions (3.6)-(3.7), we infer
〈uξi , νξj 〉 = 〈uhi , khj 〉+ (−1)N−j〈uhi , khN+1〉+ zi〈uhN+1, khj 〉+ (−1)N−jzi〈uhN+1, khN+1〉,
for i, j = 1, . . . , N . Since, for [10, Theorem 3.5], one has
〈uhi , khj 〉 = O (exp(−C/ε)) , i 6= j,
〈uhi , khi 〉 = cF ε−1 +O (exp(−C/ε)) , i = 1, . . . , N + 1,
(3.14)
by using again (2.11)-(3.5), we obtain (3.10) and (3.12).
It remains to prove (3.11). By definition, we get∫ 1
0
νξj dx =
∫ 1
0
khj dx+ (−1)N−j
∫ 1
0
khN+1 dx, j = 1, . . . , N,
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and∫ 1
0
khj dx = −
∫
Ij
uhx dx+
∫
Ij
(1− γj)uhx dx
= uh(hj−1/2)− uh(hj+1/2) +O (exp(−C/ε)) , j = 1, . . . , N + 1,
where we used the estimate [18, Eq. (4.13)]. Using (3.3), the definition of βj and Propo-
sition 3.1, we deduce
uh(hj−1/2) = (−1)j + (−1)j+1βj+1 = (−1)j +O (exp(−C/ε)) , j = 1, . . . , N + 2,
and, as a consequence∫ 1
0
khj dx = 2(−1)j +O (exp(−C/ε)) , j = 1, . . . , N + 1.
Therefore, we end up with∫ 1
0
νξj dx = 2(−1)j + 2(−1)2N−j+1 +O (exp(−C/ε)) j = 1, . . . , N,
and the proof is complete. 
Let S(ξ) be the N ×N matrix with elements sij(ξ) := 〈uξj , νξi 〉; from Proposition 3.2 it
follows that
S(ξ) :=
c
F
ε


2 −1 1 . . . (−1)N+1
−1 2 −1 . . . (−1)N
1 −1 2 . . . (−1)N+1
. . . . . . . . . . . . . . .
(−1)N+1 (−1)N (−1)N+1 . . . 2

+O (exp(−C/ε)) , (3.15)
where we recall c
F
is defined in (2.9). By inverting such matrix, we obtain
S−1(ξ) :=
ε
(N + 1)c
F


N 1 −1 . . . (−1)N
1 N 1 . . . (−1)N+1
−1 1 N . . . (−1)N
. . . . . . . . . . . . . . .
(−1)N (−1)N+1 (−1)N . . . N

+O (exp(−C/ε)) .
(3.16)
The matrix S is different with respect to the cases of the Allen–Cahn equation, where it
is (up to the small error) a diagonal matrix for (3.14), and to the Cahn–Hilliard equation,
where it is (up to a small error) a lower triangular matrix, see [20, pag. 18]. We will use
later the formula for S−1 to determine the system of ODEs which describes the movement
of the layers.
Now, we have all the tools to prove the existence of the smooth decomposition u = uh+w
with uh ∈ M and w satisfying∫ 1
0
w dx = 0, wx(0) = wx(1) = 0, 〈w, νξj 〉 = 0, j = 1, . . . , N, (3.17)
for any function u in a small neighborhood of M. We emphasize that in [10] the authors
prove the existence of the coordinates (h, w), with w orthogonal to khj and u
h ∈ MAC ,
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while in our work, we need uh ∈ M, i.e. uh with mass equal to M ; hence, we need a
further condition on w, that is
∫ 1
0
w dx = 0.
Theorem 3.3. Given N ∈ N and δ ∈ (0, 1/N + 1), there exists ε0 > 0 such that if ε, ρ
satisfy (2.11) and u satisfies∫ 1
0
u dx =M, ux(0) = ux(1) = 0, and ‖u− uh‖L∞ ≤ ε2, (3.18)
for some h ∈ Ωρ, then there is a unique h¯ ∈ Ωρ such that u = uh¯ + w with w satisfying∫ 1
0
w dx = 0, wx(0) = wx(1) = 0, 〈w, νh¯j 〉 = 0, j = 1, . . . , N, (3.19)
where the functions νhj are defined in (3.7).
Moreover, if ‖u − uh∗‖
L∞
= inf{‖u − uh‖
L∞
: h ∈ Ωρ} for some h∗ ∈ Ωρ, then there
exists a positive constant C such that
|h¯− h∗| ≤ Cε‖u− uh∗‖
L∞
, and ‖u− uh¯‖
L∞
≤ C‖u− uh∗‖
L∞
. (3.20)
Proof. We proceed as in [10, Section 9] and [5, Theorem A.7]. For any u satisfying (3.18),
the existence of the decomposition u = uh + w with w satisfying (3.17) is equivalent to
the existence of ξ ∈ RN such that (ξ1, . . . , ξN , z(ξ1, . . . , ξN )) = h ∈ Ωρ and
Θj(ξ, u) := 〈u− uξ, νξj 〉 = 0, for any j = 1, . . . , N.
To this aim, we define the functions Θ(ξ, u) = (Θ1(ξ, u), . . . ,ΘN (ξ, u)) and
Λ(ξ, u, ξ∗) := ξ + S−1(ξ∗)Θ(ξ, u),
where ξ∗ is the vector of the first N components of h∗ and h∗ is the same of (3.20).
Precisely, our goal is to prove that there exists a unique fixed point of Λ(·, u, ξ∗) in a
neighborhood of ξ∗. We claim that if ε0 is sufficiently small and |ξ − ξ∗| ≤ ε2, then
‖∂Λ/∂ξ‖
∞
≤ 14 , where ‖·‖∞ is the matrix norm induced by the vector norm | · |∞ . Indeed,
since
∂Λ
∂ξ
= IN + S
−1(ξ∗)
∂Θ
∂ξ
= S−1(ξ∗) [S(ξ∗)− S(ξ) +B(ξ)] ,
where Bij = 〈u− uξ, νξij〉, we deduce∥∥∥∥∂Λ∂ξ
∥∥∥∥
∞
≤ ∥∥S−1(ξ∗)∥∥
∞
‖S(ξ∗)− S(ξ) +B(ξ)‖
∞
≤ Cε
(
‖S(ξ∗)− S(ξ)‖
∞
+ ε−1‖u− uξ‖
L∞
)
,
where we used the estimates
∥∥S−1(ξ∗)∥∥
∞
≤ Cε and ‖νξij‖L1 ≤ Cε−1 for some C > 0
independent on ε (see (3.16) and (3.13)). Let us estimate the last term as follows
‖u− uξ‖
L∞
≤ ‖u− uξ∗‖
L∞
+ ‖uξ∗ − uξ‖
L∞
≤ ε2 +Cε−1|ξ − ξ∗|,
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where we used the definition of ξ∗, (3.9) and the assumption (3.18). By using the latter
estimate and (3.15), we conclude that if |ξ − ξ∗| ≤ ε2, then∥∥∥∥∂Λ∂ξ
∥∥∥∥
∞
= O(ε), as ε→ 0+.
Hence, we can choose ε0 so small that ‖∂Λ/∂ξ‖∞ ≤ 14 . Such estimates allows us to prove
that Λ(·, u, ξ∗) is a contraction if |ξ − ξ∗| ≤ ε2. Indeed, we have
|Λ(ξ, u, ξ∗)− ξ∗|
∞
≤ |Λ(ξ, u, ξ∗)−Λ(ξ, uξ∗ , ξ∗)|
∞
+ |Λ(ξ, uξ∗ , ξ∗)−Λ(ξ∗, uξ∗ , ξ∗)|
∞
≤ ‖S−1(ξ∗)‖
∞
|Θ(ξ, u) −Θ(ξ, uξ∗)|
∞
+
1
4
|ξ − ξ∗|
∞
≤ Cε‖u− uξ∗‖
L∞
+
1
4
ε2 <
ε2
2
, (3.21)
provided Cε < 14 . Therefore, Λ(·, u, ξ∗) is a contraction in |ξ − ξ∗| ≤ ε2 and, as a
consequence, has a unique fixed point ξ¯. It follows that there exists h¯ ∈ Ωρ such that
u = uh¯ + w with w satisfying (3.19). Next, we show that such representation is unique
and we prove (3.20).
To prove the uniqueness of the tubular coordinates we use [10, Lemma 9.2] and the fact
that if h∗ and h∗∗ belong to Ωρ with ρ sufficiently small, then
‖uh∗ − uh∗∗‖
L∞
< 2ε2 =⇒ |h∗ − h∗∗|
∞
<
ε2
2
. (3.22)
Let us assume that there exists h∗∗ ∈ Ωρ, such that u = uh∗∗ + w∗∗ with ‖w∗∗‖L∞ < ε2
and 〈w∗∗, νξ∗∗j 〉 = 0, for j = 1, . . . , N . Then, we infer
‖uh∗ − uh∗∗‖
L∞
≤ ‖uh∗ − u‖
L∞
+ ‖u− uh∗∗‖
L∞
< 2ε2.
Hence, by using (3.22) we obtain |ξ∗∗ − ξ∗| < ε2, and so ξ∗∗ = ξ¯, which implies h∗∗ = h¯.
Now, we prove the first inequality of (3.20); by reasoning as in (3.21) we get
|ξ¯ − ξ∗|
∞
= |Λ(ξ¯, u, ξ∗)− ξ∗|
∞
≤ Cε‖u− uξ∗‖
L∞
+
1
4
|ξ¯ − ξ∗|
∞
.
Thus, by using (3.5) we obtain the first inequality of (3.20). Concerning the second one,
we have
‖u− uh¯‖
L∞
= ‖u− uξ¯‖
L∞
≤ ‖u− uξ∗‖
L∞
+ ‖uξ∗ − uξ¯‖
L∞
≤ ‖u− uξ∗‖
L∞
+ Cε−1|ξ¯ − ξ∗|
∞
≤ C‖u− uξ∗‖
L∞
,
and the proof is complete. 
4. Existence of the slow channel
This section is devoted to the proof of Theorem 2.3. Thanks to Theorem 3.3, we can
use the decomposition u = uξ + w with w satisfying (3.17), to study the dynamics of the
solutions in a tubular neighborhood of the manifold M
0
. Let us rewrite equation (1.1) as

ut = v,
τvt = L(u)− g(u)v −
∫ 1
0
f(u) dx−
∫ 1
0
[1− g(u)]v dx, (4.1)
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where L(u) := ε2uxx + f(u). From system (4.1) and the decomposition u = uξ + w, it
follows that

wt = v −
N∑
j=1
uξj ξ
′
j,
τvt = L(uξ + w)− g(uξ + w)v −
∫ 1
0
f(uξ + w) dx −
∫ 1
0
[1− g(uξ + w)]v dx.
By using the expansion
L(uξ + w) = L(uξ)− Lξw − f2w2, where f2 :=
∫ 1
0
(1− s)f ′′(uξ + sw) ds,
and Lξ is the linearized operator of L about uξ, that is Lξw := −ε2wxx − f ′(uξ)w, we
rewrite the system for (w, v) in the form

wt = v −
N∑
j=1
uξj ξ
′
j,
τvt = L(uξ)− Lξw − f2w2 − g(uξ + w)v −
∫ 1
0
f(uξ + w) dx−
∫ 1
0
[1− g(uξ + w)]v dx.
(4.2)
Now, we derive the equation for ξ by differentiating with respect to t the orthogonality
condition in (3.17):
N∑
i=1
{
〈uξi , νξj 〉 − 〈w, νξji〉
}
ξ′i = 〈v, νξj 〉, j = 1, . . . , N, (4.3)
which can be rewritten in the compact form
Sˆ(ξ, w)ξ′ = Y (ξ, v), (4.4)
where
Sˆji(ξ, w) := 〈uξi , νξj 〉 − 〈w, νξji〉, Yj(ξ, v) := 〈v, νξj 〉.
Combining (4.2) and (4.4), we end up with the ODE-PDE coupled system

wt = v −
N∑
j=1
uξj ξ
′
j,
τvt = L(uξ)− Lξw − f2w2 − g(uξ + w)v −
∫ 1
0
f(uξ + w) dx−
∫ 1
0
[1− g(uξ + w)]v dx,
Sˆ(ξ, w)ξ′ = Y (ξ, v).
(4.5)
The next step is to study the dynamics of the solutions to (4.5) when (w, v, ξ) satisfying
appropriate assumptions. Precisely, we define the spaces
W :=
{
w ∈ H2(0, 1) : w satisfies (3.17)} , V := {v ∈ L2(0, 1) : ∫ 1
0
v dx = 0
}
,
the functional
Eξ[w, v] :=
1
2
〈w,Lξw〉+ 1
2
τ‖v‖2 + ετ〈w, v〉, (4.6)
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and for Γ > 0, the set
Zˆ
Γ,ρ
:=
{
(w, v, ξ) : (w, v) ∈W × V, ξ is such that h = (ξ, z(ξ)) ∈ Ω¯ρ
and Eξ[w, v] ≤ ΓΨ(h)
}
,
where the barrier function Ψ is defined in (3.4). It is well known that the linearized
operator Lξ has an infinite sequence of real and simple eigenvalues satisfying λ1 < λ2 <
· · · < λj → +∞ as j → +∞ and that the first N + 1 eigenvalues are exponentially small
as ε→ 0, namely
max
1≤j≤N+1
|λj | ≤ C exp(−Aℓh/2ε), λN+2 > Λ0,
for some C,Λ0 > 0 independent on ε; for details see [10, Section 4]. Moreover, Carr
and Pego [10] proved that Lξ is coercive in directions not tangent to the manifold MAC ;
precisely, they show that if w ∈ H2(0, 1) satisfies wx = 0 at x = 0, 1, and
sup
{ 〈w, κ〉
‖w‖‖κ‖ : κ ∈ span
{
kh1 , . . . , k
h
N+1
}}
≤ cos θ0, (4.7)
for some θ0 ∈ (0, pi2 ], then there exists Λ0 > 0 (independent on ε) such that
1
2
Λ0ε‖w‖2L∞ ≤ Λ0
∫ 1
0
(ε2w2x + w
2) dx ≤ 〈w,Lξw〉. (4.8)
In the case of the Allen–Cahn equation (2.4), the reminder function w is orthogonal to
khj for any j and as a trivial consequence, the condition (4.7) is satisfied. In our case, w
satisfies (3.17) and so, we assume that 〈w, νξj 〉 = 0, for j = 1, . . . , N . The latter property
does not imply the orthogonality to khj for j = 1, . . . , N +1 and before using the property
(4.8), we need to prove that w ∈W implies w satisfying condition (4.7).
Lemma 4.1. Given N ∈ N and δ ∈ (0, 1/N + 1), there exists ε0 > 0 such that if ε, ρ
satisfy (2.11), h ∈ Ωρ and w ∈W , then w satisfies (4.8).
Proof. Fix h ∈ Ωρ and w ∈ W . Let us prove that w /∈ span
{
kh1 , . . . , k
h
N+1
}
. By contra-
diction, assume w =
N+1∑
i=i
cik
h
i , for some ci ∈ R, satisfying
N+1∑
i=1
|ci| > 0. Hence,
〈w, νξj 〉 =
N+1∑
i=1
ci〈khi , νξj 〉 = cj‖khj ‖2 + (−1)N−jcN+1‖khN+1‖2, j = 1, . . . , N,
where we used definition (3.7) and the fact that 〈khi , khj 〉 = 0 for i 6= j. If cN+1 = 0,
the condition 〈w, νξj 〉 = 0 for any j = 1, . . . , N implies ci = 0 for any i and we have a
contradiction. Thus, assume cN+1 6= 0 and from 〈w, νξj 〉 = 0, it follows that
cj
cN+1
= (−1)N−j+1 ‖k
h
N+1‖2
‖khj ‖2
, j = 1, . . . , N.
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Now, the assumption
∫ 1
0
w dx = 0 implies
0 =
N∑
j=1
cj
cN+1
∫ 1
0
khj dx+
∫ 1
0
khN+1 dx
=
N∑
j=1
(−1)N−j+1‖khN+1‖2
‖khj ‖2
∫ 1
0
khj dx+
∫ 1
0
khN+1 dx.
Since
lim
ε→0
‖khN+1‖2
‖khj ‖2
= 1 and lim
ε→0
∫ 1
0
khj dx = 2(−1)j , ∀ j = 1, . . . , N + 1,
we end up with 2N(−1)N+1 + 2(−1)N+1 = 0, and we have a contradiction.
Therefore, w satisfies condition (4.7) for some θ0 ∈ (0, pi2 ], and (4.8) follows from [10,
Section 4.2]. 
Thanks to the previous lemma, we can prove the following result.
Proposition 4.2. Let F ∈ C3(R) be such that (1.5) holds and g ∈ C1(R). Given N ∈ N
and δ ∈ (0, 1/N + 1), there exist ε0, C > 0, such that for ε and ρ satisfying (2.11),
(i) if (w, v, ξ) ∈ Zˆ
Γ,ρ
, then
1
8Λ0ε‖w‖2L∞ + 14τ‖v‖2 ≤ Eξ[w, v],
1
4Λ0‖w‖2 + 14τ‖v‖2 ≤ Eξ[w, v],
Eξ[w, v] ≤ CΓ exp(−2Aℓh/ε),
(4.9)
where Eξ[w, v] is the functional defined in (4.6) and Λ is the positive constant
introduced in (4.8);
(ii) if (w, v, ξ) ∈ Zˆ
Γ,ρ
is a solution to (4.5) for t ∈ [0, T ], then
|ξ′| ≤ Cε1/2‖v‖ ≤ C(ε/τ)1/2 exp(−Aℓh/ε). (4.10)
Proof. We proceed as in the proof of [18, Proposition 3.1]. The proof of the three inequal-
ities in (4.9) is very similar; let us prove (4.10). Assume that (w, v, ξ) ∈ Zˆ
Γ,ρ is a solution
to (4.5) for t ∈ [0, T ]. To obtain an upper bound on |ξ′|, consider the matrix Sˆ(ξ, w). We
infer
|〈w, νξji〉| ≤ ‖w‖‖νξji‖ ≤ Cε−3/2‖w‖,
where we used the formula (3.13). By using (4.9), we deduce that Sˆ(ξ, w) satisfies the
formula (3.15) and the inverse matrix Sˆ−1(ξ, w) satisfies (3.16). Therefore, by applying
Sˆ−1(ξ, w) to the third equation of (4.5) and using (3.9), we conclude
|ξ′| ≤ ‖Sˆ−1(ξ, w)‖|Y (ξ, v)| ≤ Cε‖v‖‖νξj ‖ ≤ Cε1/2‖v‖,
that is, the first inequality in (4.10). The second one follows from (4.9). 
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Proposition 4.2 states that if (w, v, ξ) ∈ Zˆ
Γ,ρ is a solution to (4.5) for t ∈ [0, T ], then
‖w‖
L∞
, ‖v‖, and |ξ′| are exponentially small as ε → 0. As a consequence, the solution u
to equation (1.1) is well approximated by uξ ∈ M, the L2–norm of ut and the speed of
the transition points are exponentially small. Indeed, since h = (ξ, z(ξ)) and z satisfies
(3.5), by using (4.10) we obtain
|h′N+1| =
∣∣∣∣∣∣
N∑
j=1
zjξ
′
j
∣∣∣∣∣∣ ≤ Cε1/2‖v‖ ≤ C(ε/τ)1/2 exp(−Aℓh/ε), (4.11)
and all the N + 1 layers move with an exponentially small speed.
Remark 4.3. Here, we do some comments on the choice of the functional Eξ[w, v] (4.6).
First, we mention that by (formally) taking τ = 0 in (4.6), one obtains the functional
used in [10] to study the Allen–Cahn equation (2.4), and that can be used to study the
mass conserving Allen–Cahn equation (1.6). In the latter case, the system describing the
metastable dynamics of the solutions can be (formally) obtained by taking τ = 0 and
g ≡ 1 in the ODE-PDE coupled system (4.5). In particular, notice that if τ = 0 and
g ≡ 1, the second equation of (4.5) gives the expression for v, which has to be substituted
in the equations for w and ξ. Hence, the exponentially small velocity of the layers can be
deduced by estimating all the terms appearing in the equation for ξ (cfr. the estimates
of Section 5). In the hyperbolic case τ > 0, we add two terms in the definition (4.6).
Similarly to the definition of the energy (1.15), we add the term τ2‖v‖2, which corresponds
to the L2–norm of the time derivative ut. The presence of the linear term ετ〈w, v〉 is
perhaps not so natural, but, as we will see in the following, it is crucial to prove that if
(w, v, ξ) is a solution to the system (4.5), belonging to Zˆ
Γ,ρ
for t ∈ [0, T ], then we have
Eξ[w, v] < ΓΨ(h) for any t ∈ [0, T ]. Thanks to this result, we can state that solutions can
leave Zˆ
Γ,ρ
only if h ∈ ∂Ωρ, and we have persistence in the slow channel for (at least) an
exponentially long time because the layers move with an exponentially small velocity. As
we already mentioned in Remark 2.4, notice that the exponentially small velocity of the
layers in the slow channel is a consequence of the exponentially smallness of the L2–norm
of v = ut.
To obtain the lower bound of the time taken for the solution to leave Zˆ
Γ,ρ
, we will use
the following result.
Proposition 4.4. Let F ∈ C3(R) and g ∈ C1(R) be such that (1.5) and (1.4) hold. Given
N ∈ N and δ ∈ (0, 1/N + 1), there exist Γ2 > Γ1 > 0 and ε0 > 0 such that if Γ ∈ [Γ1,Γ2],
ε, ρ satisfy (2.11) and (w, v, ξ) ∈ Zˆ
Γ,ρ
is a solution to (4.5) for t ∈ [0, T ], then for some
η ∈ (0, 1), we have
d
dt
{
Eξ[w, v] − ΓΨ(h)} ≤ −η ε{Eξ[w, v] − ΓΨ(h)} for t ∈ [0, T ]. (4.12)
Proof. In all the proof, symbols C, c, η denote generic positive constants, independent on
ε, and with η ∈ (0, 1). Let (w, v, ξ) ∈ Zˆ
Γ,ρ
be a solution to (4.5) for t ∈ [0, T ]; in particular,
in the proof we shall use that w and v are functions of zero mean and satisfy inequalities
(4.9) and (4.10). Let us start by differentiating with respect to t and estimating all the
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terms appearing in the functional Eξ[w, v] (4.6). Regarding the first term, we have
d
dt
{
1
2〈w,Lξw〉
}
= 〈wt, Lξw〉+ 12
N∑
j=1
ξ′j〈w, f ′′(uξ)uξjw〉,
and so, taking the inner product between the first equation of (4.5) and Lξw, we infer
d
dt
{
1
2〈w,Lξw〉
}
= 〈v, Lξw〉 −
N∑
j=1
ξ′j〈uξj , Lξw〉+ 12
N∑
j=1
ξ′j〈w, f ′′(uξ)uξjw〉
= 〈v, Lξw〉 −
N∑
j=1
ξ′j〈Lξuξj , w〉+ 12
N∑
j=1
ξ′j〈w, f ′′(uξ)uξjw〉
≤ 〈v, Lξw〉+ Cε1/2‖v‖‖w‖
(
max
j
‖Lξuξj‖+maxj ‖u
ξ
j‖L∞‖w‖
)
,
where in the last passage we used the first inequality of (4.10) and Ho¨lder inequality. Since
‖Lξuξj‖ = ‖Lξuhj + zjLξuhN+1‖ ≤ Cε−1/2 exp(−Alh/ε), j = 1, . . . , N,
where we used [11, Proposition 7.2], and
‖uξj ‖L∞‖w‖ ≤ Cε−3/2
√
Γ exp(−Aℓh/ε), j = 1, . . . , N,
because of (3.9)-(4.9), by using Young’s inequality and (2.11), we conclude
d
dt
{
1
2〈w,Lξw〉
}
≤ 〈v, Lξw〉+ CΓ exp(−c/ε)‖w‖2 + η‖v‖2, (4.13)
where CΓ depends on Γ, but it is independent on ε. For what concerns the second term in
the energy Eξ[w, v] (4.6), taking the inner product between the second equation of (4.5)
and v, we deduce
d
dt
{
1
2τ‖v‖2
}
= 〈τvt, v〉 = 〈L(uξ)− Lξw − f2w2 − g(uξ + w)v, v〉
−
∫ 1
0
f(uξ +w) dx
∫ 1
0
v dx−
∫ 1
0
[1− g(uξ + w)]v dx
∫ 1
0
v dx.
Since v is a function of zero mean, Young’s inequality and the assumption on g (1.4) yield
d
dt
{
1
2τ‖v‖2
}
≤ −〈Lξw, v〉 + ‖L(uξ)‖‖v‖ + C‖w‖
L∞
‖w‖‖v‖ − σ‖v‖2
≤ −〈Lξw, v〉 − (σ − η)‖v‖2 + C‖w‖2
L∞
‖w‖2 + C‖L(uξ)‖2
≤ −〈Lξw, v〉 − (σ − η)‖v‖2 + CΓ exp(−c/ε)‖w‖2 + C‖L(uξ)‖2,
(4.14)
where we again used (4.9) and (2.11).
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Finally, we estimate the time derivative of the scalar product 〈w, τv〉 as follows
d
dt
〈w, τv〉 = 〈wt, τv〉+ 〈w, τvt〉
= 〈v −
N∑
j=1
uξj ξ
′
j, τv〉+ 〈w,L(uξ)− Lξw − f2w2 − g(uξ + w)v〉
−
∫ 1
0
w dx
∫ 1
0
f(uξ + w) dx−
∫ 1
0
w dx
∫ 1
0
[1− g(uξ + w)]v dx.
Since w is a function of zero mean, one has
d
dt
〈w, τv〉 ≤ τ‖v‖2 +Cτε1/2max
j
‖uξj‖‖v‖2 − 〈w,Lξw〉+ Cε‖w‖2
+ ε−1‖L(uξ)‖2 + C‖w‖
L∞
‖w‖2 + ε−1η‖v‖2
≤ −〈w,Lξw〉+ C(ε+ ‖w‖
L∞
)‖w‖2 + (C + η ε−1)‖v‖2 + ε−1‖L(uξ)‖2,
(4.15)
where, in particular, the inequalities
〈w,L(uξ)〉 ≤ 12ε‖w‖2 + 12ε−1‖L(uξ)‖2,
〈w, g(uξ + w, τ)v〉 ≤ Cε‖w‖2 + η ε−1‖v‖2
have been used. Collecting the estimates (4.13), (4.14) and (4.15), we get
dEξ
dt
[w, v] ≤ −ε〈w,Lξw〉 − [σ − Cε− 3η]‖v‖2
+ CΓ
{
exp(−c/ε) + ε(ε+ ‖w‖
L∞
)
}‖w‖2 + (C + 1)‖L(uξ)‖2
≤ −ε〈w,Lξw〉 − ησ‖v‖2 + CΓε
{
exp(−c/ε) + ε}‖w‖2 + C‖L(uξ)‖2,
for ε and η small. Thus, by using (4.8) and the following estimate
‖L(uh)‖2 ≤ CεΨ(h) ≤ Cε exp(−2Aℓh/ε), (4.16)
see [10, Theorem 3.5], we obtain
dEξ
dt
[w, v] ≤ −ε{1− CΓ(exp(−c/ε) + ε)}〈w,Lξw〉 − ησ‖v‖2 + CεΨ,
Hence, for ε ∈ (0, ε0), with ε0 small (and dependent on Γ), we deduce the bound
1− CΓ
(
exp(−c/ε) + ε) ≥ η.
Substituting, we infer
dEξ
dt
[w, v] ≤ −η ε〈w,Lξw〉 − ησ‖v‖2 + CεΨ
≤ −η εEξ[w, v] − 12η ε〈w,Lξw〉+ η ε2τ〈w, v〉 − η
(
σ − 12ετ
)‖v‖2 + CεΨ
≤ −η εEξ[w, v] − 12η ε
(
1− Cετ)〈w,Lξw〉 − η(σ − Cετ)‖v‖2 + CεΨ,
again from Young’s inequality and (4.8). Finally, for ε0 sufficiently small, we end up with
dEξ
dt
[w, v] ≤ −η εEξ[w, v] − ησ‖v‖2 + CεΨ. (4.17)
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Now, let us consider the term Ψ(h); direct differentiation gives
dΨ
dt
= 2
N+1∑
i,j=1
〈L(uξ), khj 〉
{
〈L(uξ), khji〉 − 〈Lξuhi , khj 〉
}
h′i.
Using the estimates provided by [11, Proposition 7.2] and by (4.10), (4.11), we have∣∣∣h′i〈L(uξ), khji〉∣∣∣ ≤ |h′|∞‖L(uξ)‖‖khji‖ ≤ Cε−1‖L(uξ)‖‖v‖,∣∣∣h′i〈Lξuhi , khj 〉∣∣∣ ≤ |h′|∞‖khj ‖‖Lhuhi ‖ ≤ C exp(−c/ε)‖v‖,
for any i, j = 1, . . . , N + 1. Therefore, observing that |〈L(uξ), khj 〉| ≤ Cε−1/2‖L(uξ)‖, we
infer the bound ∣∣∣∣dΨdt
∣∣∣∣ ≤ Cε−1/2 {ε−1‖L(uξ)‖+ exp(−c/ε)} ‖L(uξ)‖‖v‖.
Using the inequality (4.16), we obtain∣∣∣∣ΓdΨdt
∣∣∣∣ ≤ C Γ ε−1/2{Ψ1/2 + exp(−c/ε)}‖v‖Ψ1/2
≤ η‖v‖2 + C Γ2ε−1{Ψ1/2 + exp(−c/ε)}2Ψ.
Hence, observing that Ψ ≤ C exp(−c/ε), we end up with∣∣∣∣ΓdΨdt
∣∣∣∣ ≤ η‖v‖2 + C Γ2 exp(−c/ε)Ψ. (4.18)
In conclusion, combining the estimates (4.17) and (4.18), we obtain that if (w, v, ξ) ∈ Zˆ
Γ,ρ
is a solution to (4.5), then
d
dt
{
Eξ[w, v] − ΓΨ(h)} ≤ −η εEξ[w, v] +C(ε+ Γ2 exp(−c/ε))Ψ,
for some η ∈ (0, 1). Therefore the estimate (4.12) follows from
C exp(−c/ε)Γ2 − η εΓ + Cε ≤ 0,
and the latter is verified for Γ ∈ [Γ1,Γ2], provided ε ∈ (0, ε0), with ε0 sufficiently small so
that η2ε− 4C2 exp(−c/ε) > 0. 
We stress that in the estimates (4.13)-(4.14)-(4.15) it is fundamental that w and v are
functions of zero mean, and so, Theorem 3.3 is crucial in the proof of the persistence of
the solution to (1.1)-(1.2) in the slow channel. Now, we have all the tools needed to prove
Theorem 2.3.
Proof of Theorem 2.3. First of all, we define the slow channel Zρ . Fix Γ ∈ [Γ1,Γ2], ε0 > 0
small and ε, ρ satisfying (2.11) so that Proposition 4.4 holds. Then, the slow channel is
Zρ :=
{
(u, v) : u = uξ +w, (w, v) ∈W × V, ξ is such that h = (ξ, z(ξ)) ∈ Ω¯ρ,
and Eξ[w, v] ≤ ΓΨ(h)}.
(4.19)
Assume that the initial data (u0, u1) ∈
◦
Zρ , which means u0 = uh0 + w0, u1 = v0, with
h0 ∈ Ωρ and Eξ[w0, v0] < ΓΨ(h). Notice that the estimates (4.9) and the smallness
28 R. FOLINO
of ε ensure that the assumptions (3.19) of Theorem 3.3 are satisfied and we have the
decomposition u = uξ + w. Studying the dynamics inside the slow channel (4.19) is
equivalent to study the dynamics of the ODE-PDE coupled system (4.5) in the set Zˆ
Γ,ρ
.
The estimates (2.15)-(2.16) inside the slow channel Zρ follow from (4.9) and (4.10). Let us
give a lower bound on the time taken for the solution to leave the slow channel. Assume
that (u, v) ∈ Zρ for t ∈ [0, Tε], where Tε is maximal. The boundary of Zρ consists of two
parts: the “ends” where h ∈ ∂Ωρ, meaning hj − hj−1 = ε/ρ for some j and “sides” where
Eξ[w, v] = ΓΨ(h). Thanks to Proposition 4.4, we can state that the solution can leave Zρ
only through the ends. Indeed, from (4.12) it follows that
d
dt
{
exp(η εt)(Eξ[w, v] − ΓΨ(h))
}
≤ 0, t ∈ [0, Tε]
and so,
exp(η εt){Eξ[w, v] − ΓΨ(h)}(t) ≤ {Eξ[w, v] − ΓΨ(h)}(0) < 0, t ∈ [0, Tε].
Therefore, the solution (u, v) remains in the channel Zρ while h ∈ Ωρ and if Tε < +∞ is
maximal, then h(Tε) ∈ ∂Ωρ, that is
hj(Tε)− hj−1(Tε) = ε/ρ, for some j ∈ {1, . . . , N + 2}. (4.20)
Since the transition points move with an exponentially small velocity (4.10)-(4.11), the
solution (u, v) remains in the channel for an exponentially long time. Precisely, from (2.16)
we deduce
|hj(t)− hj(0)| ≤ C (ε/τ)1/2 exp(−Aℓh(t)/ε)t for any j = 1, . . . , N + 1, (4.21)
for all t ∈ [0, Tε], where ℓh(t) is the minimum distance between layers at the time t.
Combining (4.20) and (4.21), we obtain
ε/ρ ≥ ℓh(0) − 2C(ε/τ)1/2 exp(−A/ρ)Tε.
Hence, by using (2.11) we obtain
Tε ≥ C
(
ℓh(0) − ε/ρ)(ε/τ)−1/2 exp(A/ρ) ≥ C(ℓh(0) − ε/ρ)(ε/τ)−1/2 exp(Aδ/ε),
and the proof is complete. 
5. Layer dynamics
In this section, we derive the ODEs describing the exponentially slow motion of the
N + 1 layers. We reason as in the derivation of the ODEs for the layer dynamics in
[18, 20]. Since w is very small, we use the approximation w ≈ 0 in (4.3) and then
N∑
i=1
〈uξi , νξj 〉ξ′i = 〈v, νξj 〉, j = 1, . . . , N. (5.1)
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In order to eliminate v, let us differentiate and multiply by τ equation (5.1). We have
τ
N∑
i,l=1
(〈uξil, νξj 〉+ 〈uξi , νξjl〉)ξ′lξ′i + τ
N∑
i=1
〈uξi , νξj 〉ξ′′i =〈L(uξ), νξj 〉 − 〈g(uξ)v, νξj 〉
−
∫ 1
0
νξj dx
∫ 1
0
f(uξ) dx
−
∫ 1
0
νξj dx
∫ 1
0
[1− g(uξ)]v dx
+ τ
N∑
l=1
〈v, νξjl〉ξ′l,
for j = 1, . . . , N . Using the approximation v ≈
N∑
i=1
uξi ξ
′
i, we obtain
τ
N∑
i,l=1
(〈uξil, νξj 〉+ 〈uξi , νξjl〉)ξ′lξ′i + τ
N∑
i=1
〈uξi , νξj 〉ξ′′i =〈L(uξ), νξj 〉 −
N∑
i=1
〈g(uξ)uξi , νξj 〉ξ′i
−
∫ 1
0
νξj dx
∫ 1
0
f(uξ) dx
−
∫ 1
0
νξj dx
N∑
i=1
ξ′i
∫ 1
0
[1− g(uξ)]uξi dx
+ τ
N∑
i,l=1
〈uξi , νξjl〉ξ′lξ′i,
for j = 1, . . . , N . Let us denote by ∇2ξuξ the Hessian of uξ with respect to ξ and by
q(υ) :=
N∑
i,l=1
uξilυlυi the quadratic form associated to ∇2ξuξ. Simplifying, we get
τ
N∑
i=1
〈uξi , νξj 〉ξ′′i +
N∑
i=1
〈g(uξ)uξi , νξj 〉ξ′i + τ〈q(ξ′), νξj 〉 =〈L(uξ), νξj 〉 −
∫ 1
0
νξj dx
∫ 1
0
f(uξ) dx
−
∫ 1
0
νξj dx
N∑
i=1
ξ′i
∫ 1
0
[1− g(uξ)]uξi dx,
(5.2)
for j = 1, . . . , N . Let us rewrite equations (5.2) in the compact form
τS(ξ)ξ′′ + G(ξ)ξ′ + τQ(ξ, ξ′) = P(ξ)−R(ξ)ξ′, (5.3)
where the matrix S has the form (3.15), the matrices G,R ∈ RN×N are defined by
Gji(ξ) := 〈g(uξ)uξi , νξj 〉, Rji(ξ) :=
∫ 1
0
νξj dx
∫ 1
0
[1− g(uξ)]uξi dx,
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and the vectors Q,P ∈ RN are given by
Qj(ξ, ξ′) := 〈q(ξ′), νξj 〉, Pj(ξ) := 〈L(uξ), νξj 〉 −
∫ 1
0
νξj dx
∫ 1
0
f(uξ) dx.
We want to identify the leading terms in (5.3), having in mind the estimates for uξ, νξj and
their derivatives; namely we shall rewrite G, Q, P and R by neglecting the exponentially
small remainders in the asymptotic expansion for ε→ 0.
Let us start with the matrix G and use [18, Proposition 4.1], which states that if ρ is
sufficiently small and h ∈ Ωρ, then there exists C > 0 such that,∣∣〈g(uh)uhj , khj 〉 − ε−1CF,g∣∣ ≤ Cε−1max{βj−1/2, βj+1/2} ≤ Cε−1 exp(−Aℓh/2ε),∣∣〈g(uh)uhj , khj+1〉∣∣+ ∣∣〈g(uh)uhj+1, khj 〉∣∣ ≤ Cε−1βj+1/2 ≤ Cε−1 exp(−Aℓh/2ε),
〈g(uh)uhj , khi 〉 = 0 if |j − i| > 1.
(5.4)
where
CF,g :=
∫ 1
−1
√
2F (s)g(s)ds.
From the definitions of Gji(ξ), uξi and νξj , it follows that
Gji(ξ) =〈g(uξ)uhi , khj 〉+ (−1)N−j〈g(uξ)uhi , khN+1〉
+ zi〈g(uξ)uhN+1, khj 〉+ (−1)N−jzi〈g(uξ)uhN+1, khN+1〉,
and, by using (3.5), (2.11) and the estimates (5.4), we obtain the following formula for the
matrix G:
G(ξ) = CF,g
ε


2 −1 1 . . . (−1)N+1
−1 2 −1 . . . (−1)N
1 −1 2 . . . (−1)N+1
. . . . . . . . . . . . . . .
(−1)N+1 (−1)N (−1)N+1 . . . 2

+O (exp(−c/ε)) ,
for some positive constant c (independent on ε). Therefore, we have
G(ξ) = γ
F,g
S(ξ) +O(exp(−c/ε)), (5.5)
where S(ξ) satisfies (3.15) and γF,g is the constant introduced in Section 2:
γ
F,g
:=
CF,g
c
F
=
∫ 1
−1
√
F (s)g(s) ds∫ 1
−1
√
F (s) ds
.
Now, let us focus our attention on the term τQ(ξ, ξ′); one has
Qj(ξ, ξ′) =
N∑
i,l=1
〈uξil, νξj 〉ξ′iξ′l
=
N∑
i,l=1
〈uhil + zluhi,N+1 + ziuhN+1,l + zizluhN+1,N+1, khj + (−1)N−jkhN+1〉ξ′iξ′l.
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All the elements 〈uhil, khj 〉 have been estimated in [18, Section 4] and we have 〈uhil, khj 〉 =
O (exp(−c/ε)) for any i, l, j, and then
Qj(ξ, ξ′) = O(exp(−c/ε))
N∑
i,l=1
ξ′iξ
′
l, j = 1, . . . , N. (5.6)
It remains to identify the leading terms in the right hand side of (5.3); concerning the first
term appearing in P(ξ), we have
〈L(uξ), νξj 〉 = 〈L(uξ), khj 〉+ (−1)N−j〈L(uξ), khN+1〉
= αj+1 − αj + (−1)N−j (αN+2 − αN+1) , (5.7)
for j = 1, . . . , N , where we used the definition (3.7) and [10, Lemma 3.3]. In the next
result, we give an estimate on
∫ 1
0 f(u
ξ) dx.
Lemma 5.1. Let f = −F ′ with F satisfying (1.5) and uξ ∈ M defined by (3.2). Then,∣∣∣∣
∫ 1
0
f(uξ) dx
∣∣∣∣ ≤ Cε
N+1∑
i=1
∣∣αi − αi+1∣∣ . (5.8)
Proof. From the definition (3.2), it follows that∫ 1
0
f(uξ) dx =
N+1∑
i=1
∫
Ij
f(uξ) dx =
N+1∑
i=1
[∫ hj
hj−1/2
f(φj + χj(φj+1 − φj)) dx+
∫ hj+1/2
hj
f
(
φj+1 + (1− χj)(φj − φj+1)) dx
]
.
Since for x ∈ [hj − ε, hj + ε] it holds
|φj(x)− φj+1(x)| ≤ C|αj − αj+1|, j = 1, . . . , N + 1,
for some C > 0 independent on ε (see [10, Lemma 8.2]), we split∫
Ij
f(uξ) dx =
∫ hj−ε
hj−1/2
f(φj) dx+
∫ hj
hj−ε
[
f(φj) + f ′(ζj1)χ
j(φj+1 − φj)] dx
+
∫ hj+ε
hj
[
f(φj+1) + f ′(ζj2)(1− χj)(φj − φj+1)
]
dx+
∫ hj+1/2
hj+ε
f(φj+1) dx,
where we used the definition of χj , and we obtain∣∣∣∣∣
∫
Ij
f(uξ) dx
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ hj
hj−1/2
f(φj) dx+
∫ hj+1/2
hj
f(φj+1) dx
∣∣∣∣∣+ Cε|αj − αj+1|,
for j = 1, . . . , N + 1. However, by definition ε2φjxx + f(φj) = 0 (3.1), and so∣∣∣∣∣
∫
Ij
f(uξ) dx
∣∣∣∣∣ ≤ ε2
∣∣φjx(hj)− φj+1x (hj)∣∣+ Cε|αj − αj+1|,
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for j = 1, . . . , N + 1. By using [10, Lemma 8.2, estimate (8.2)], we end up with∣∣∣∣∣
∫
Ij
f(uξ) dx
∣∣∣∣∣ ≤ Cε|αj − αj+1|, j = 1, . . . , N + 1,
and, as a trivial consequence we conclude (5.8). 
Combining (3.11), (5.7) and (5.8), we deduce that the leading term in P(ξ) is
P∗j (ξ) := αj+1 − αj + (−1)N−j
(
αN+2 − αN+1) , j = 1, . . . , N.
Indeed, for (3.11), (5.7) and (5.8) one has
|P(ξ)−P∗(ξ)| ≤ C exp (−c/ε) |P∗(ξ)|. (5.9)
Finally, by using again (3.11) we infer
|Rji(ξ)| =
∣∣∣∣
∫ 1
0
νξj dx
∣∣∣∣
∣∣∣∣
∫ 1
0
[1− g(uξ)]uξi dx
∣∣∣∣
≤
∣∣∣∣
∫ 1
0
νξj dx
∣∣∣∣ ‖1− g(uξ)‖‖uξi ‖ = O (exp(−c/ε)) , i, j = 1, . . . , N.
(5.10)
Taking into account (5.5), (5.6), (5.9), (5.10) and neglecting the exponentially smallest
terms, from (5.3) we derive the following system of ODEs
τS(ξ)ξ′′ + γ
F,g
S(ξ)ξ′ = P∗(ξ).
By applying the inverse matrix S−1(ξ), we end up with
τξ′′ + γ
F,g
ξ′ = S−1(ξ)P∗(ξ).
Hence, using the formula (3.16) for S−1(ξ), we obtain the following ODE for ξj
τξ′′j + γF,gξ
′
j =
ε
c
F
(
αj+1 − αj + (−1)
j+1
N + 1
N+1∑
i=1
(−1)i (αi+1 − αi)
)
,
for j = 1, . . . , N . Since ξ represents the vector of the first N components of h, we derived
the ODEs for the first N transition points; to obtain the equation for hN+1 we use the
first equality in (4.11) and we neglect the exponentially smallest terms in (3.5), namely
we consider the approximation
h′N+1 ≈
N∑
j=1
(−1)N−jξ′j, h′′N+1 ≈
N∑
j=1
(−1)N−jξ′′j .
Thus, we get
τh′′N+1 + γF,gh
′
N+1 =
ε
c
F

 N∑
j=1
(−1)N−j (αj+1 − αj)+ N+1∑
j=1
N(−1)N+j+1
N + 1
(
αj+1 − αj)


=
ε
c
F

αN+2 − αN+1 + (−1)N
N + 1
N+1∑
j=1
(−1)j (αj+1 − αj)

 .
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We conclude that the dynamics of the transition points (h1, . . . , hN+1) is described by the
ODEs (2.18), that is
τh′′j + γF,gh
′
j =
ε
c
F
(
αj+1 − αj + (−1)
j+1
N + 1
N+1∑
i=1
(−1)i(αi+1 − αi)
)
,
for j = 1, . . . , N + 1. By (formally) taking τ = 0 and γ
F,g
= 1, one obtains the ODEs
describing the layer dynamics in the case of the mass conserving Allen–Cahn equation
(1.6).
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