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Abstract
Let f be a meromorphic self-map on a compact Ka¨hler manifold whose
topological degree is strictly larger than the other dynamical degrees. We
show that repelling periodic points are equidistributed with respect to the
equilibrium measure of f . We also describe the exceptional set of points
whose backward orbits are not equidistributed.
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1 Introduction
Let X be a compact Ka¨hler manifold of dimension k and ω a Ka¨hler form on
X so normalized that ωk defines a probability measure on X . Let f : X → X
be a meromorphic map. We always assume that f is dominant, i.e. its image
contains a non-empty open subset of X . The iterate of order n of f is defined by
fn := f ◦ · · · ◦ f , n times, on a dense Zariski open set and extends to a dominant
meromorphic map on X.
Let dp(f) (or dp if there is no possible confusion), 0 ≤ p ≤ k, the dynami-
cal degree of order p of f . This is a bi-meromorphic invariant which measures
the norm growth of the operators (fn)∗ acting on the Hodge cohomology group
Hp,p(X,C) when n tends to infinity, see Section 2 for details. We always have
d0(f) = 1. The last dynamical degree dk(f) is the topological degree of f : it
is equal to the number of points in a generic fiber of f . We also denote it by
dt(f) or simply by dt. Throughout the paper, we assume that f is with dominant
topological degree1 in the sense that dt > dp for every 0 ≤ p ≤ k − 1.
1In some references, such a map is said to be with large topological degree; we think the
word “dominant” is more appropriate.
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It is well-known that for such a map f, the following weak limit of probability
measures
µ := lim
n→∞
1
dnt
(fn)∗ωk
exists. The probability measure µ is called the equilibrium measure of f. It has no
mass on proper analytic subsets of X , is totally invariant: d−1t f
∗(µ) = f∗(µ) = µ
and is exponentially mixing. The measure µ is also the unique invariant measure
with maximal entropy log dt. We refer the reader to [12, 13, 19] for details.
The first main result of this article is the following result.
Theorem 1.1. Let f : X → X be a meromorphic map with dominant topological
degree dt. Let µ be the equilibrium measure of f . Let Pn (resp. RPn) denote
the set of isolated periodic (resp. repelling periodic) points of period n. Let Qn
denote either Pn, RPn or their intersections with the support of µ. Then Qn is
asymptotically equidistributed with respect to µ: we have
1
dnt
∑
a∈Qn
δa → µ as n→∞,
where δa denotes the Dirac mass at a. In particular, we have #Qn = d
n
t + o(d
n
t )
as n→∞.
The last assertion in the above theorem is an important point in our proof.
Indeed, when f admits positive dimensional analytic sets of periodic points, the
classical Lefschetz formula does not allow to estimate the number of isolated
periodic points. The upper bound #Qn ≤ d
n
t + o(d
n
t ) is, in fact, obtained using
a very recent theory of density of positive closed currents developed by Sibony
and the first author in [15].
For the rest of the proof, we need to construct enough repelling periodic points
on the support of µ. For this purpose, we will construct in Section 3 enough good
inverse branches of balls for fn with controlled size, see Proposition 3.1 below.
The construction of inverse branches for holomorphic discs in projective manifolds
can be obtained using a method developed by Briend-Duval in [3]. Here we follow
the approach developed by Dinh-Sibony in [10] which also allows to carry out such
a construction for discs as well as balls in Ka¨hler manifolds. Then an idea of Buff
allows to obtain repelling periodic points [5]. The presence of indeterminacy sets
for meromorphic maps is the source of several delicate technical points in the
proof. For example, the obstruction to the existence of inverse branches for balls,
at least in our approach, may be larger than the orbits of critical values and of
indeterminacy loci. We will construct and use a positive closed (1, 1)-current R
which allows to control this obstruction.
Note that when X is a projective manifold, a weaker version of Theorem 1.1
was stated in [19]. The author’s proof is, however, based on Lemma 3.3 therein
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whose proof is incomplete (the radius rǫ therein depends on the integer l) and the
statement is still an open question. When f is a holomorphic endomorphism of Pk,
the above theorem was obtained by Briend-Duval in [2]. Their proof uses strongly
the Ho¨lder continuity of the dynamical Green function. For meromorphic maps,
the dynamical Green function, even when it exists, is in general not continuous.
The same result for polynomial-like maps of dominant topological degree, in
particular for a large family of rational maps on Pk, was obtained by Sibony and
the first author [10]. For the case of dimension 1, see Brolin, Freire-Lopes-Man˜e´,
Lyubich and Tortrat [4, 17, 23, 29].
Our construction of inverse branches of balls also allows to study the equidis-
tribution of preimages of points by fn. Let I ′ denote the second indeterminacy
set of f , i.e. the set of points z such that f−1(z) has positive dimension. It is an
analytic set of codimension at least equal to 2. The Zariski open set X \ I ′ is the
set of points a such that the fiber f−1(a) contains exactly dt points counted with
multiplicity, see Section 2 for the definition of the action of f and f−1 on subsets
of X .
Define I ′0 := I
′, I ′n+1 := I
′
0 ∪ f(I
′
n) for n ≥ 0 and I
′
∞ := ∪n≥0I
′
n. Note that
the set I ′∞ is characterized by the following property: the sequence of probability
measures
µa0 := δa, µ
a
n+1 := d
−1
t f
∗(µan) for n ≥ 0
is well-defined if and only if a 6∈ I ′∞. We have µ
a
n = d
−n
t (f
n)∗(δa). So µ
a
n is
the probability measure equidistributed on the fiber f−n(a) where the points in
this fiber are counted with multiplicity. One has to distinguish I ′∞ with the set
∪n≥0f
n(I ′) which is a priori smaller.
Let I be the (first) indeterminacy set of f . Define also I0 := I, In+1 :=
I0 ∪ f(In) for n ≥ 0 and I∞ := ∪n≥0In. The set I∞ \ I
′
∞ consists of points
a 6∈ I ′∞ such that the support of µ
a
n intersects I for some n ≥ 0. We will consider
a 6∈ I∞ ∪ I
′
∞. Here is the second main result in this paper.
Theorem 1.2. Let f : X → X and µ be as in the statement of Theorem 1.1.
Then there is a (possibly empty) proper analytic set E of X such that for a 6∈
I∞ ∪ I
′
∞ we have
1
dnt
(fn)∗δa → µ as n→∞
if and only if a 6∈ E .
When X is projective, it was shown by Guedj in [19] that E is a finite or
countable union of analytic sets, see also [13] for the case of compact Ka¨hler
manifolds. The above theorem was obtained for holomorphic endomorphisms of
Pk in [3, 10, 16]. It also holds for polynomial-like maps with dominant topological
degree. For the case of dimension 1, see [4, 17, 23, 29]. Note that there are many
meromorphic maps with I ′ = ∅ which are not holomorphic. For example, if
g : P̂k → Pk is a blow-up of Pk and π : P̂k → Pk is a finite holomorphic map,
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then π ◦ g−1 is not holomorphic but its second indeterminacy set is empty. For
holomorphic maps on Pk, we have I = I ′ = ∅.
The article is organized as follows. In Section 2 we prepare the background
and fix some terminology as well as recall auxiliary results concerning the actions
of meromorphic maps on currents and on cohomology and the theory of density
for positive closed currents. Section 3 is devoted to the construction of good
inverse branches of iterates of f, which is one of the main tools of our work. Using
these inverse branches we prove Theorems 1.2 in Section 4. After establishing an
upper bound on the number of isolated periodic points, we prove Theorem 1.1 in
Section 5. In the same section, we also explain how to obtain a lower bound for
Lyapounov exponents of µ from our construction of inverse branches for balls.
Acknowledgement. The paper was partially prepared during the visit of the
second author at the University of Cologne upon a Humboldt foundation research
grant, and during the visit of the third author at the University of Paris 6 and at
the University of Paris 11 (Orsay). They would like to express their gratitude to
these organizations for hospitality and for financial support. The second author
also would like to thank Professor George Marinescu for kind help.
2 Meromorphic maps and currents
In this section we define various operations for meromorphic maps and positive
closed currents on compact Ka¨hler manifolds. We also recall some elements of the
theory of density of positive closed currents and establish a preparatory result.
We refer the reader to Demailly [7], Dinh-Sibony [14, 24] and Voisin [30] for basic
notions on positive closed currents and quasi-plurisubharmonic (quasi-p.s.h. for
short) functions and basic facts on Ka¨hler geometry.
Let X be a compact Ka¨hler manifold of dimension k and ω a Ka¨hler form
on X as above. If T is a current on X and ϕ is a test form of right degree, the
pairing 〈T, ϕ〉 denotes the value of T at ϕ. If T is a positive (p, p)-current on X ,
its mass is given by the formula
‖T‖ := 〈T, ωk−p〉.
Note that when T is, moreover, closed, its mass depends only on its cohomology
class {T} in Hp,p(X,R). Here Hp,q(X,C) denotes the Hodge cohomology group
of bidegree (p, q) of X and Hp,p(X,R) := Hp,p(X,C) ∩H2p(X,R).
We will write T ≤ T ′ and T ′ ≥ T for two real (p, p)-currents T, T ′ if T ′−T is a
positive current. We also write c ≤ c′ and c′ ≥ c for c, c′ ∈ Hp,p(X,R) when c′− c
is the class of a positive closed (p, p)-current. If V is an analytic subset of pure
dimension k− p in X , denote by [V ] the positive closed current of integration on
V and {V } its cohomology class in Hp,p(X,R). The cup-product in H∗(X,C) is
denoted by ` .
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Consider now a dominant meromorphic map f : X → X . Recall that f is
holomorphic on a Zariski open set and the closure Γ of its graph in X ×X is an
irreducible analytic subset of dimension k. Let π1 and π2 denote the canonical
projections from X × X onto its factors. If A is a subset of X define f(A) :=
π2(π
−1
1 (A)∩Γ) and f
−1(A) := π1(π
−1
2 (A)∩Γ). The (first) indeterminacy set I of
f is the complement of the set of all points z ∈ X such that f(z) is of dimension
0, or equivalently, that f(z) contains only one point. The second indeterminacy
set I ′ of f is the complement of the set of all points z such that f−1(z) is of
dimension 0, or equivalently, that f−1(z) contains exactly dt points counted with
multiplicity. Both I and I ′ are analytic subsets of X of codimension at least
equal to 2.
The map f induces linear operators on forms and currents. The presence of
indeterminacy locus makes these operators more delicate to handle. If ϕ is a
smooth (p, q)-form on X , then f ∗(ϕ) is the (p, q)-current defined by
f ∗(ϕ) := (π1)∗(π
∗
2(ϕ) ∧ [Γ]).
It is not difficult to see that f ∗(ϕ) is an L1-form smooth outside I. Its singularities
along I do not allow to iterate the operation in the same way. Nevertheless, the
operation commutes with ∂ and ∂. In particular, when ϕ is closed or exact, so
is f ∗(ϕ). Therefore, f ∗ induces a linear operator on Hp,q(X,C). We can iterate
the later operator but in general we do not have (f ∗)n = (fn)∗.
In the same way, the (p, q)-current f∗(ϕ) is defined by
f∗(ϕ) := (π2)∗(π
∗
1(ϕ) ∧ [Γ]).
This is an L1-form smooth outside the critical values of π2|Γ. The operator f∗
also commutes with ∂, ∂ and induces a linear operator f∗ on H
p,q(X,C).
Recall that the dynamical degree of order p of f is defined by
dp = lim
n→∞
‖(fn)∗(ωp)‖1/n = lim
n→∞
‖(fn)∗(ω
k−p)‖1/n
= lim
n→∞
‖(fn)∗‖
1/n
Hp,p(X,C) = limn→∞
‖(fn)∗‖
1/n
Hk−p,k−p(X,C)
.
The above limits exist and do not depend on the choice of ω nor on the norm
fixed for H∗(X,C). They are bi-meromorphic invariants and play a central role
in complex dynamics, see [12] for details. Recall also that a mixed version of the
Hodge-Riemann theorem [9, 18, 22, 27, 28] implies that p 7→ log dp is concave,
i.e. d2p ≥ dp−1dp+1. So f has dominant topological degree if and only if dt > dk−1.
We will now consider two particular cases of the pull-back operator f ∗ on
currents that will be used later on. If φ is a continuous function on X then f∗(φ)
is a bounded function on X which is continuous outside I ′. Therefore, if ν is a
positive measure without mass on I ′ we can define
〈f ∗(ν), φ〉 := 〈ν, f∗(φ)〉.
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It is not difficult to see that f ∗(ν) is a positive measure whose mass is equal to dt
times the mass of ν since π2 restricted to Γ defines a ramified covering of degree
dt over X \ I
′. If ν is the Dirac mass at a point a 6∈ I ′, then f ∗(ν) is the sum of
the Dirac masses on the fiber f−1(a) counted with multiplicity. If ν has no mass
on I, the positive measure f∗(ν) given by
〈f∗(ν), φ〉 := 〈ν, f
∗(φ)〉
for every continuous function φ on X, is well-defined and has the same mass as
ν. If ν is the Dirac mass at a 6∈ I, then f∗(ν) is the Dirac mass at f(a).
The second situation concerns positive closed (1, 1)-currents. If T is such a
current on X , we can write T = α+ ddcu where α is a smooth closed (1, 1)-form
in the class {T} and u is a quasi-p.s.h. function. Then u ◦ π2 is a quasi-p.s.h.
function on Γ and we define
f ∗(T ) := f ∗(α) + (π1)∗(dd
c(u ◦ π2|Γ)).
Using a local regularization of T , one can see that f ∗(T ) is a positive closed
(1, 1)-current. The operator is linear and continuous on T . So using Demailly’s
regularization of (1, 1)-currents on X [6], we can easily check that the operator is
compatible with cohomology, that is, we have {f ∗(T )} = f ∗{T}. The operator f∗
is defined in the same way on positive closed (1, 1)-currents and is also compatible
with the cohomology.
In the rest of this section, we recall basic facts on the theory of density of
positive closed currents and give an abstract result which will allow us to bypass
Lefschetz’s fixed points formula in order to bound the number of periodic points.
We will restrict ourselves to the simplest situation that is needed for the present
work. We will come back to this subject in a forthcoming paper. The reader is
invited to consult [15] for details.
Let V be an irreducible submanifold of X of dimension l. Let π : E → V
denote the normal vector bundle of V in X . For a point a ∈ V, if TanaX and
TanaV denote respectively the tangent spaces of X and of V at a, the fiber Ea :=
π−1(a) of E over a is canonically identified with the quotient space TanaX/TanaV.
The zero section of E is naturally identified with V . Denote by E the natural
compactification of E, i.e. the projectivisation P(E ⊕ C) of the vector bundle
E⊕C, where C is the trivial line bundle over V . We still denote by π the natural
projection from E to V . Denote by Aλ the multiplication by λ on the fibers
of E where λ ∈ C∗, i.e. Aλ(u) := λu, u ∈ Ea, a ∈ V. This map extends to a
holomorphic automorphism of E.
Let V0 be an open subset of V which is naturally identified with an open
subset of the section 0 in E. A diffeomorphism τ from a neighbourhood of V0 in
X to a neighbourhood of V0 in E is called admissible if it satisfies essentially the
following three conditions: the restriction of τ to V0 is the identity, the differential
of τ at each point a ∈ V0 is C-linear and the composition of
Ea →֒ Tana(E)→ Tana(X)→ Ea
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is the identity, where the morphism Tana(E) → Tana(X) is given by the differ-
ential of τ−1 at a and the other maps are the canonical ones, see [15] for details.
Note that an admissible map is not necessarily holomorphic. When V0 is small
enough, there are local holomorphic coordinates on a small neighbourhood U of
V0 in X so that over V0 we identify naturally E with V0 × C
k−l and U with an
open neighbourhood of V0 × {0} in V0 × C
k−l (we reduce U if necessary). In
this picture, the identity is a holomorphic admissible map. There always exist
admissible maps for V0 := V. However, such a global admissible map is rarely
holomorphic.
Consider an admissible map τ as above. Let T be a positive closed (p, p)-
current on X without mass on V for simplicity. Define Tλ := (Aλ)∗τ∗(T ). The
family (Tλ) is relatively compact on π
−1(V0) when λ → ∞: we can extract
convergent subsequences for λ → ∞. The limit currents R are positive closed
(p, p)-currents without mass on V which are V -conic, i.e. (Aλ)∗R = R for any
λ ∈ C∗, in other words, R is invariant by Aλ.
Such a current R depends on the choice of λ → ∞ but it is independent of
the choice of τ . This property gives us a large flexibility to work with admissible
maps. In particular, using global admissible maps, we obtains positive closed
(p, p)-currents R on E. It is also known that the cohomology class of R depends
on T but does not depend on the choice of R. This class is denoted by κV (T )
and is called the total tangent class of T with respect to V . The currents R are
called tangent currents of T along V . The mass of R and the norm of κV (T ) is
bounded by a constant times the mass of T .
Let −h denote the tautological (1, 1)-class on E. Recall that H∗(E,C) is a
free H∗(V,C)-module generated by 1, h, . . . , hk−l (the fibers of E are of dimension
k − l). So we can write
κV (T ) =
min(l,k−p)∑
j=max(0,l−p)
π∗(κVj (T )) ` h
j−l+p
where κVj (T ) is a class in H
l−j,l−j(V,C) with the convention that κVj (T ) = 0
outside of the range max(0, l − p) ≤ j ≤ min(l, k − p).
Let s be the maximal integer such that κVs (T ) 6= 0. We call it the tangential
h-dimension of T along V . The class κVs (T ) is pseudo-effective, i.e. contains a
positive closed current on V. The tangential h-dimension of T is also equal to
the maximal integer s ≥ 0 such that R ∧ π∗(ωsV ) 6= 0, where ωV is any Ka¨hler
form on V. Moreover, if Tn and T are positive closed (p, p)-currents on X such
that Tn → T , then κ
V
j (Tn) → 0 for j > s and any limit class of κ
V
s (Tn) is
pseudo-effective and is smaller than or equal to κVs (T ).
The following result will allow us to bound the number of isolated periodic
points of a meromorphic map. We identify here the cohomology group H2k(X,C)
with C using the integrals of top degree differential forms on X .
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Proposition 2.1. Let Γn be complex subvarieties of pure dimension k − l in X.
Assume that there is a sequence of positive numbers dn such that dn → ∞ and
d−1n [Γn] converges to a positive closed (l, l)-current T on X. Assume also that
the h-tangent dimension of T with respect to V is 0 and that {T} ` {V } = 1.
Then the number δn of isolated points in the intersection Γn ∩ V , counted with
multiplicity, satisfies δn ≤ dn + o(dn) as n→∞.
We need the following lemma.
Lemma 2.2. Let Γ be a subvariety of pure dimension k− l in X. Let a1, . . . , aN
be the isolated points in Γ ∩ V and mi the multiplicity of the intersection of
Γ ∩ V at ai. Then any tangent current of [Γ] along V is larger than or equal to∑
mi[π
−1(ai)].
Proof. Consider a small open set V0 in V which contains only one point ai. As
above, we identify E (resp. E) over V0 with V0 × C
k−l (resp. V0 × P
k−l), and
a small neighbourhood of V0 in X with an open neighbourhood of V0 × {0} in
V0 × C
k−l, and π with the canonical projection of V0 × P
k−l onto its first factor.
The identity is then an admissible map. It is clear in this picture that any tangent
current of [Γ] along V constructed as above is larger than or equal to mi[π
∗(ai)].
The lemma follows.
Proof of Proposition 2.1. Define Tn := d
−1
n [Γn]. Extracting a subsequence
allows us to assume that κV (Tn) converges to a class κ. Since the h-tangent
dimension of T is zero, the above discussion implies that κ = λc, where c is the
class of a fiber of E and λ is a positive number. We also have κV (T ) = π∗(κV0 (T )).
In the above construction of κV (T ) with a global admissible map, we see that
the de Rham cohomology class of Tλ in a neighbourhood of V0 × {0} does not
depend on λ when λ → ∞. It follows that {T} ` {V } = κV (T ) ` {V }. This
together with the hypothesis {T} ` {V } = 1 implies that κV (T ) = c. The above
discussion on the upper semi-continuity of κVs (Tn) implies that λ ≤ 1.
By Lemma 2.2, we can write κV (Tn) = δnd
−1
n c + cn where cn is a pseudo-
effective class. Since κV (Tn) converges to κ = λc, we deduce that the cluster
values of cn are also equal to positive constants times c and then lim sup δnd
−1
n ≤
λ. The proposition follows. 
3 Construction of good inverse branches
Consider a map f : X → X as above with dominant topological degree. The
purpose of this section is to construct for generic small balls an almost maximal
number of inverse branches with respect to fn that we control the size.
Recall that I, I ′, dp, dt,Γ denote the indeterminacy sets, the dynamical degree
of order p, the topological degree and the closure of the graph of f in X×X . By
definition, the dynamical degree of order p and the topological degree of fn are
8
equal to dnp and d
n
t respectively. Denote by I(f
n), I ′(fn),Γn the indeterminacy
sets and the closure of the graph of fn. The natural projections from X×X onto
its factors are denoted by π1 and π2. Recall also that I
′
0 := I
′, I ′n+1 := I
′
0 ∪ f(I
′
n)
for n ≥ 0 and I ′∞ := ∪n≥0I
′
n. One should distinguish I
′
∞ with the set ∪n≥0f
n(I ′)
and the union of I ′(fn) which are a priori smaller.
Choose an analytic subset Σ0 of X containing I, I
′, f(I), f−1(I ′) such that
π2 restricted to Γ \ π
−1
2 (Σ0) defines an unramified covering over X \ Σ0. Let B
be a connected subset of X , e.g. a holomorphic ball, a holomorphic disc or a
family of discs through a point in X . We call2 an inverse branch of order n of
B any continuous bijective map g : B → B−n with B−n ⊂ X such that if we
define B−i := f(B−i−1) with 0 ≤ i ≤ n − 1, then B−i ∩ Σ0 = ∅ for 0 ≤ i ≤ n,
f : B−i → B−i+1 is a bijective map for 1 ≤ i ≤ n, B0 = B and f
n ◦ g = id on B.
Note that fn−i◦g : B → B−i is an inverse branch of order i of B and B admits
at most dnt inverse branches of order n. The condition B−i ∩Σ0 = ∅ implies that
the inverse branch can be extended to any small enough open set containing B
using local inverses of the map fn. We say that the above inverse branch is of
size smaller than λ if the diameter of B−n is smaller than λ. We also call B−n
the image of the inverse branch g : B → B−n.
Proposition 3.1. There is a positive closed (1, 1)-current R on X satisfying the
following property. Let ǫ, ν be strictly positive numbers with ν ≤ 1 and let a be
a point in X such that the Lelong number ν(R, a) of R at a is smaller than ν.
Then there is a constant r > 0 such that the ball B(a, r) of center a and of radius
r admits at least (1 − ν)dnt inverse branches of order n and of size smaller than
(dk−1/dt + ǫ)
n/2 for every n ≥ 0.
A theorem by Siu says that {ν(R, a) ≥ c} is a proper analytic subset of X
for every c > 0 [26]. So the above proposition applies for generic points a in X .
We will see later in the construction of R that the set {ν(R, a) > 0} contains the
orbits of the critical values and of the indeterminacy points which are obviously an
obstruction to obtain inverse branches of balls. However, {ν(R, a) > 0} contains
a priori other analytic sets which are a less obvious obstruction to the existence
of inverse branches. It can be seen as an accumulation locus of the orbits of the
indeterminacy points. We give now the proof of the above proposition. The first
step is to define the current R.
Recall that the operators (fn)∗ act continuously on positive closed (1, 1)-
currents and these actions are compatible with the actions of (fn)∗ onH
1,1(X,R).
If T is a positive closed (1, 1)-current on X , its mass depends only on the coho-
mology class {T}. Therefore, for a fixed norm on cohomology, the mass of T is
comparable with the norm of {T}. We then deduce the existence of a constant
2We can weaken the conditions in the definition but the ones given here are simple and
sufficient for our purpose.
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c0 > 0 independent of T, f and n such that
‖(fn)∗(T )‖ ≤ c0‖(f
n)∗‖H1,1(X,R)‖T‖.
By definition of dk−1, we can fix an integer N ≥ 1 large enough such that
c0‖(f
N)∗‖H1,1(X,R) < (θdt)
N , where dk−1/dt < θ < dk−1/dt+ǫ is any fixed constant
strictly smaller than 1.
Define Σi+1 := f(Σi) for 0 ≤ i ≤ N−1 and Σ := ∪0≤i≤NΣi. So any connected
and simply connected set outside Σ admits the maximal number dNt of inverse
branches of order N with images outside Σ0. Choose a desingularization π :
Γ̂ → Γ which is a composition of blow-ups of Γ along smooth centers in or over
π−11 (Σ) ∩ Γ and π
−1
2 (Σ) ∩ Γ. Define τi := πi ◦ π. We can choose π so that τ
−1
1 (Σ)
and τ−12 (Σ) are of pure codimension 1 in Γ̂. By Blanchard’s theorem [1], Γ̂ is a
compact Ka¨hler manifold. Fix a Ka¨hler form ω̂ on Γ̂ which is larger than τ ∗i (ω).
We also assume that ω̂ is large enough so that each ball of radius 1 in Γ̂ with
respect to the metric ω̂ is contained in an open set biholomorphic to a ball in Ck.
Denote by Σ′ and Σ′′ respectively the union of components of codimension 1
and the union of components of codimension ≥ 2 of Σ. Define
S0 := c1θ
−NdNt
(
[Σ′] + (τ2)∗(ω̂)
)
, S :=
N∑
n=0
(f∗)
n(S0)
and
R := 8
∑
m≥0
(θdt)
−mN (fN)m∗ (S).
Here c1 ≥ δ
−1
1 is a constant satisfying Lemma 3.2 below, and δ1 is a constant whose
exact value will be determined right after Lemma 3.4 below. By definition of θ,
the last current is well-defined. Note that one has to distinguish the operators
(fN)m∗ and (f
Nm)∗. The orbit of Σ is the obstruction to construct inverse branches
of balls. The following lemma shows that it is visible using the current R.
Lemma 3.2. If c1 is large enough, then for every a ∈ Σ the Lelong number
ν(S0, a) of S0 at a is larger than 1.
Proof. The lemma is clear for a ∈ Σ′. Consider now a point a ∈ Σ′′ \ Σ′. Since
the function ν(S0, a) is upper semi-continuous in a with respect to the Zariski
topology, it is enough to check that ν(S0, a) is positive at generic points a ∈
Σ′′ \ Σ′. We then choose c1 large enough in order to get Lelong numbers larger
than 1. So we can assume that a is a regular point of Σ′′ \Σ′ and there is a point
â ∈ τ−12 (a) such that τ
−1
2 (Σ
′′) is a hypersurface smooth at â.
Choose local coordinates ẑ = (ẑ1, . . . , ẑk) on a neighbourhood of â such that
ẑ = 0 at â and τ−12 (Σ
′′) is given by ẑ1 = 0. Since Σ
′′ has codimension ≥ 2, we can
choose ẑ so that the hyperplanes Ĥξ := {ẑk = ξ} parallel to {ẑk = 0} are sent to
hypersurfaces, denoted by Hξ, which contain Σ
′′ in a neighbourhood of a.
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The average of [Ĥξ] with respect to the Lebesgue measure on ξ is a smooth
form Θ̂. So it is bounded by a constant times ω̂. On the other hand, since [Hξ]
has positive Lelong number at a, (τ2)∗(Θ̂) has positive Lelong number at a. We
conclude that (τ2)∗(ω̂) has positive Lelong number at a. This completes the proof
of the lemma.
We show that R satisfies Proposition 3.1. Fix a point a in X such that
ν(R, a) ≤ ν. Fix also local holomorphic coordinates near a. We will first con-
struct inverse branches for flat holomorphic discs through a and then extend these
inverse branches to a small ball centered at a. We will identify a neighbourhood
of a to the unit ball in Ck for simplicity. The following version of Sibony-Wong’s
theorem is the tool for this extension.
Let Br denote the ball of center 0 and of radius r in C
k. The family F of
complex lines through 0 is parametrized by the projective space Pk−1 which is
endowed with the natural Fubini-Study metric. This metric induces a natural
probability measure on F that we denote by L . If ∆ is an element of F , denote
by ∆r its intersection with Br.
Proposition 3.3. Let 0 < δ0 ≤ 1 be a constant. Let F
′ ⊂ F be such that
L (F ′) ≥ δ0, and A the intersection of F
′ with Br. Let h : A → C
l be a map
which is holomorphic on each ∆r for ∆ ∈ F
′ and which can be extended holomor-
phically to a neighbourhood of 0. Then h can be extended to a holomorphic map
from Bλr to C
l, where 0 < λ ≤ 1 is a constant depending on δ0 but independent
of l, F ′ and r. Moreover, if the extension is still denoted by h then
sup
Bλr
‖h− h(0)‖ ≤ sup
A
‖h− h(0)‖.
In particular, if ‖h− h(0)‖ < ρ and if h(A) does not intersect a complex hyper-
surface Z of the ball of center h(0) and radius ρ, then h(Bλr) satisfies the same
property.
Proof. When l = 1 the result is due to Sibony-Wong [25]. We easily deduce
from their result the holomorphic extension of h for any dimension l. In order
to get the inequality in the proposition, assume h(0) = 0 for simplicity. Let z
be a point in B(0, λr) we have to show that ‖h(z)‖ ≤ supA ‖h‖. Composing h
with a rotation on Cl allows to assume that h(z) = (‖h(z)‖, 0, . . . , 0). We obtain
the desired inequality by using Sibony-Wong’s theorem for the first coordinate
function of h.
For the last assertion, we can write Z = {g = 0} where g is a holomorphic
function on the ball of center h(0) and of radius ρ. Sibony-Wong’s theorem
applied to 1/g ◦ h implies that 1/g ◦ h is holomorphic on Bλr. Hence h(Bλr) does
not intersect Z. The proposition follows.
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In order to control the size of holomorphic discs, we need the following lemma,
see [14, Lemma 1.55] for the proof which is valid for any compact complex man-
ifold Y .
Lemma 3.4. Let Y be a compact complex manifold endowed with a fixed Her-
mitian metric. Let δ1 > 0 be a constant small enough depending on Y . Let
g : ∆r → Y be a holomorphic map from the disc of center 0 and of radius r in C
to Y . Assume that the area of g(∆r), counted with multiplicity, is smaller than
δ1. Then for any ǫ > 0, there is a constant 0 < λ < 1 independent of g and r
such that the diameter of g(∆λr) is at most equal to ǫ
√
area(g(∆r)).
We will apply it to Y = Γ̂. So from now on we fix a constant δ1 satisfying the
last lemma for Γ̂.
Note that the current R constructed above can be seen as the obstruction to
the existence of good inverse branches for balls in the spirit of Proposition 3.1. In
order to measure the obstruction to the inverse branches of discs through a point
a we have to slice this current using complex lines through a. We will need the
following known technical result, see Lemma 5.52 in [14]. Recall that we identify
a neighbourhood of a in X to the unit ball in Ck for simplicity.
Lemma 3.5. Let T be a positive closed (1, 1)-current on X. Then for any con-
stant 0 < δ2 < 1 there is a constant r > 0 and a family F
′ ⊂ F , such that
L (F ′) ≥ 1− δ2, and for every ∆ ∈ F
′ the measure T ∧ [∆r] is well-defined and
of mass smaller than or equal to ν(T, a) + δ2. Here, ν(T, a) denotes the Lelong
number of T at a.
Recall that locally we can write T = ddcu with u a p.s.h. function. The
measure T ∧ [∆r] is well-defined if u is not identically −∞ on ∆r. This property
holds for L -almost every ∆ and we have T ∧ [∆r] := dd
c(u[∆r]).
We are now ready to construct inverse branches for discs through the point a
under the hypotheses of Proposition 3.1. Fix a value of the constant c1 ≥ δ
−1
1 in
the definition of S satisfying Lemma 3.2. We have the following lemma.
Lemma 3.6. There is a number r0 > 0 and a family F0 ⊂ F with L (F0) ≥
1− ν/2 satisfying the following property. For every complex line ∆ ∈ F0 and for
every n ≥ 0, the disc ∆r0 admits at least (1− ν/2)d
n
t inverse branches g : ∆r0 →
∆r0,−n of order n such that if we define ∆r0,−i := f
n−i(∆r0,−n) for 0 ≤ i ≤ n and
∆̂r0,−i := τ
−1
1 (∆r0,−i−1) for 0 ≤ i ≤ n− 1, then ∆r0,−i ∩Σ = ∅ for 0 ≤ i ≤ n and
the diameters of ∆̂r0,−i for 0 ≤ i ≤ n− 1 are smaller than
1
2
θi/2.
Note that since ∆r0,−i ∩Σ = ∅ for 0 ≤ i ≤ n, τ1 defines a biholomorphic map
between ∆̂r0,−i and ∆r0,−i−1 and τ2 defines a biholomorphic map between ∆̂r0,−i
and ∆r0,−i. Moreover, since ω̂ ≥ τ
∗
1 (ω) and ω̂ ≥ τ
∗
2 (ω), the diameter of ∆̂r0,−i is
larger than or equal to the diameters of ∆r0,−i−1 and of ∆r0,−i. So the diameter
of ∆r0,−i is smaller than
1
2
θi/2 for 0 ≤ i ≤ n.
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Proof. Observe that if g is an inverse branch of order n satisfying the properties
in the lemma then f ◦ g is an inverse branch of order n − 1 satisfying the same
properties. So we only have to prove the lemma for n = mN where m is an
integer.
By Lemma 3.4, we only need to bound the area of ∆̂r0,−i by θ
i/c1 ≤ δ1 and
then reduce the radius r0 in order to get the diameter control. The rest of the
lemma is obtained by induction on m. We will only consider discs ∆r through a
which are not contained in the orbit of Σ. This property holds for almost every
disc.
By Lemma 3.5 applied to R and to δ2 := ν/2, we can choose a number r and
a family F0 ⊂ F with L (F0) ≥ 1 − ν/2 such that for ∆ ∈ F0 the measure
R ∧ [∆r] is well-defined and of mass smaller than 2ν. Let νm denote the mass of
d−Nmt (f
N)m∗ (S) ∧ [∆r]. By definition of R, we have
∑
m≥0 θ
−Nmνm ≤ ν/4.
We show by induction on m that for every ∆ ∈ F0 the disc ∆r admits at
least γm := (1 − 2
∑
0≤i<m θ
−Niνi)d
Nm
t inverse branches g
(s)
−n : ∆r → ∆
(s)
r,−Nm of
order Nm such that the area of ∆̂
(s)
r,−i is smaller than θ
i/c1 and ∆
(s)
r,−i ∩ Σ = ∅
for 0 ≤ i ≤ Nm. We used here similar notation as the one introduced in the
statement of the lemma. The index s satisfies 1 ≤ s ≤ sm for some integer sm
with γm ≤ sm ≤ d
Nm
t . Then the above discussion implies the result. Assume this
property for m. The case m = 0 is clear since the choice of F0 implies that ∆r
is out of Σ. We construct inverse branches of order N(m+ 1).
The property ∆
(s)
r,−Nm ∩ Σ = ∅ and the definition of Σ allow us to define the
maximal number dNt inverse branches of order N for each ∆
(s)
r,−Nm. Composing
them with the inverse branches of order Nm of ∆ gives γmd
N
t inverse branches of
order N(m+1) for ∆. We will count and remove the ones which do not satisfy the
area control. We call them large-sized inverse branches. We also have to remove
later inverse branches whose images intersect Σ. We first count the number of
large-sized inverse branches of order N of ∆
(s)
r,−Nm for each s. For simplicity, we
will drop the letter s for the moment.
Consider all inverse branches g : ∆r,−Nm → ∆r,−Nm−n of order 1 ≤ n ≤ N of
∆r,−Nm such that the area of ∆̂r,−Nm−i is bounded by θ
Nm+i/c1 for i ≤ n− 1 but
not for i = n. They are completely disjoint in the sense that such two different
branches are not extensions of the same branch of lower order of ∆r,−Nm. The
extensions of order N(m+ 1) of these branches are exactly the large-sized ones.
So the number of large-sized branches of order N(m+ 1) extending g is dN−nt .
Observe that the area of ∆̂r,−Nm−n is the mass of [∆r,−Nm−n]∧ (τ2)∗(ω̂). This
mass is smaller than or equal to the mass of [∆r,−Nm] ∧ (f∗)
n(τ2)∗(ω̂) because f
n
defines a biholomorphic map from a neighbourhood of ∆r,−Nm−n to a neighbour-
hood of ∆r,−Nm. So the sum of these areas over all these branches g (there are
at most dNt such maps) is bounded by c
−1
1 θ
N times the mass of S ∧ [∆r,−Nm].
Since the area of ∆̂r,−Nm−n is larger than θ
Nm+n/c1, the number of considered
maps g is at most equal to θ−Nm times the mass of S ∧ [∆r,−Nm]. The number of
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large-sized inverse branches of order N of ∆r,−Nm to remove is at most equal to
θ−NmdNt times the mass of S ∧ [∆r,−Nm].
Now, the numberM of all large-sized inverse branches of order N(m+1) of ∆r
to remove is bounded by θ−NmdNt times the mass of
∑
s S∧ [∆
(s)
r,−Nm]. By the defi-
nition of inverse branches, the last mass is bounded by the one of (fN)m∗ (S)∧ [∆r]
which is equal to dNmt νm. We conclude that M ≤ θ
−Nmd
N(m+1)
t νm. Therefore,
the number of inverse branches of order N(m + 1) satisfying the area control is
larger than or equal to γmd
N
t −M ≥ γm+1 + νmd
N(m+1)
t .
It remains to remove the inverse branches whose images intersect Σ. Denote
by tm+1 the number of inverse branches g : ∆r → ∆r,−N(m+1) of order N(m + 1)
such that ∆r,−Nm−i∩Σ 6= ∅ for some 1 ≤ i ≤ N . By Lemma 3.2, the intersection
of [∆r,−Nm−i] with the current S0 is a positive measure of mass at least equal to
1.
By definition of inverse branches, the map fn is holomorphic and injective
on a neighbourhood of ∆r,−n with image in a neighbourhood of ∆r for every
n ≤ N(m + 1). We then deduce that the mass of (fN)m∗ (S) ∧ [∆r] is at least
equal to tm+1. It follows that tm+1 ≤ νmd
Nm
t . We conclude that the number of
inverse branches of order N(m + 1) satisfying the properties in the lemma is at
least equal to γm+1. This completes the proof of the lemma.
End of the proof of Proposition 3.1. We now apply Lemma 3.6 and Propo-
sition 3.3 for δ0 = ν/4. Let a
(1)
−n, . . . , a
(s)
−n with 0 ≤ s ≤ d
n
t be the distinct points in
f−n(a) such that f i(a
(j)
−n) 6∈ Σ for all 0 ≤ i ≤ n and 1 ≤ j ≤ s. If g : ∆r0 → ∆r0,−n
is an inverse branch as in Lemma 3.6, then ∆r0,−n contains exactly one of the
points a
(j)
−n. We say that a
(j)
−n is the center of ∆r0,−n.
Denote by F (j) the set of ∆ ∈ F such that ∆r0 admits an inverse branch of
order n as in Lemma 3.6 with center a
(j)
−n. Let Sn denote the set of all j such that
L (F (j)) ≥ ν/4. Let j be an element of Sn. We show that B(a, r) admits an
inverse branch of order n of size ≤ θn/2 with center a
(j)
−n for a suitable constant
r > 0 independent of n.
Let A(j) denote the intersection of F (j) with B(a, r0). The inverse branches of
∆r0 with ∆ ∈ F
(j) with images centered at a
(j)
−n agree at the common intersection
point a and form a map g : A(j) → A
(j)
−n where A
(j)
−n is the union of ∆r0,−n centered
at a
(j)
−n with ∆ ∈ F
(j). Define as above a
(j)
−i := f
n−i(a
(j)
−n), A
(j)
−i := f
n−i(A
(j)
−n) for
0 ≤ i ≤ n and â
(j)
−i := τ
−1
1 (a
(j)
−i−1), Â
(j)
−i := τ
−1
1 (A
(j)
−i−1) for 0 ≤ i ≤ n− 1.
By Lemma 3.6, we have A
(j)
−i ∩ Σ = ∅ for 0 ≤ i ≤ n. Therefore, the map
τ−11 ◦ f
n−i−1 ◦ g extends holomorphically to a neighbourhood of A(j). Moreover,
the image of A(j) is equal to Â
(j)
−i which is contained in the ball of radius
1
2
θi/2 ≤ 1
centered at â
(j)
−i and does not intersect the hypersurface τ
−1
1 (Σ) ∪ τ
−1
2 (Σ). Recall
that the metric ω̂ on Γ̂ is chosen so that any ball of radius 1 is contained in an
open set biholomorphic to a ball in Ck. So Proposition 3.3 can be applied to
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this map. According to that proposition, for r small enough (equal to r0 times
a constant independent of n, i, j), all maps fn−i ◦ g and τ−11 ◦ f
n−i−1 ◦ g extend
holomorphically to B(a, r). Moreover, their images, denoted by B(a, r)
(j)
−i and
B̂(a, r)
(j)
−i respectively, have diameters smaller than or equal to θ
i/2. We also have
B̂(a, r)
(j)
−i ∩ τ
−1
1 (Σ) = ∅ and B̂(a, r)
(j)
−i ∩ τ
−1
2 (Σ) = ∅ for 0 ≤ i ≤ n− 1. It follows
that B(a, r)
(j)
−i ∩ Σ = ∅ for 0 ≤ i ≤ n. So the extension of g defines an inverse
branch of order n and of size ≤ θn/2 on B(a, r).
It remains now to show that Sn contains at least (1 − ν)d
n
t elements. By
Lemma 3.6, we have
∑
j L (F
(j)) ≥ dnt (1− ν/2)
2. Since L (F (j)) ≤ L (F ) = 1,
we deduce that the last sum is bounded by #Sn+(d
n
t −#Sn)ν/4. It follows that
#Sn + (d
n
t −#Sn)ν/4 ≥ d
n
t (1− ν/2)
2. Hence, #Sn ≥ (1− ν)d
n
t . This completes
the proof of the proposition. 
4 Exceptional set for backward orbits
In this section, we give the proof of Theorem 1.2. In what follows, we only consider
points a outside I∞ ∪ I
′
∞. We need the following result that was obtained in [13]
in a more general setting.
Lemma 4.1. There is a pluripolar subset E of X containing I ′∞ such that if a is
out of E then µan converges to µ as n goes to infinity.
For every a 6∈ I ′∞, define ǫa := sup ‖µ
a − µ‖, where the supremum is taken
over all cluster values µa of the sequence µan. So we have µ
a
n → µ if and only
if ǫa = 0. We deduce from the above lemma and Proposition 3.1 the following
property.
Lemma 4.2. Let a be a point out of I ′∞. Then, we have ǫa ≤ 2ν(R, a). In
particular, µan → µ if ν(R, a) = 0.
Proof. We have seen that the condition a 6∈ I ′∞ is necessary to define µ
a
n. Since
we always have ǫa ≤ 2, we only need to consider the case where ν(R, a) < 1.
Fix a constant ν(R, a) < ν ≤ 1. Let B(a, r) be a ball as in the conclusion of
Proposition 3.1. Choose also a point b in B(a, r) \ E. Such a choice is always
possible since E is pluripolar. Write
f−n(a) = a
(1)
−n, . . . , a
(dnt )
−n
and
f−n(b) = b
(1)
−n, . . . , b
(dnt )
−n
where each points are repeated according to its multiplicity.
Proposition 3.1 implies that we can arrange these points so that the distance
between a
(j)
−n and b
(j)
−n is smaller than (dk−1/dt+ ǫ)
n/2 for at least (1−ν)dnt indices
j. Here ǫ > 0 is a fixed constant small enough. Since (dk−1/dt+ ǫ)
n/2 tends to 0,
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we then deduce that any cluster values of the sequence µan − µ
b
n is a measure of
mass at most equal to 2ν. The property holds for every ν > ν(R, a). Hence, the
result follows from Lemma 4.1 which implies that µbn → µ.
The exceptional set in Theorem 1.2 is given in the following proposition.
Proposition 4.3. There is a proper analytic subset E of X, possibly empty,
satisfying the following three conditions: (1) no component of E is contained in
I∞ ∪ I
′
∞; (2) f
−1(E \ I ′) ⊂ E ; (3) any proper analytic subset of X satisfying (1)
and (2) is contained in E . Moreover, we have
E = f−1(E \ I ′) = f(E \ I).
Proof. Consider the set Y0 := {ν(R, a) ≥ 1}. By Siu’s theorem, Y0 is a proper
analytic subset of X [26]. Denote for n ≥ 1 the analytic set Yn which is the
closure of the set
{z 6∈ I∞ ∪ I
′
∞, f
−i(z) ∈ Y for 0 ≤ i ≤ n}.
Since the sequence Yn is decreasing, it is stationary: we have Yn = Yn+1 for n
large enough. Denote by E := Yn for n large enough.
It is clear that E satisfies the property (1). We have by definition
f−1(E \ (I∞ ∪ I ′∞)) ⊂ E .
Since f−1(E \ (I∞ ∪ I
′
∞)) is dense in f
−1(E \ I ′), the set E satisfies (2). Denote
by En the closure of f
−n(E \ (I∞∪ I
′
∞)). This is a decreasing sequence of analytic
sets satisfying the property (1). So it is stationary: we have En = En+1 for m
large enough. Since f(En+1 \ I) is dense in En, we deduce from the last identity
that En−1 = En and hence, by induction, E1 = E . It follows that E = f−1(E \ I ′)
which also implies that E = f(E \ I).
Let E ′ be a proper analytic subset of X satisfying (1) and (2). We have to
show that E ′ ⊂ E . Property (2) implies that if a is a point in E ′ \ I ′∞ then any
cluster values of µan is supported by E
′. Since µ has no mass on E ′, we deduce
that ǫa = 2. Lemma 4.2 implies that a is in Y0. So we have E
′ ⊂ Y0. Property
(2) again, together with the definition of E , implies that E ′ ⊂ E . This completes
the proof of the proposition.
We need the following characterization of the exceptional set E .
Lemma 4.4. Let Y be a proper analytic subset of X. Let a be a point in Y
which does not belong to I∞ ∪ I
′
∞. Let λn(a) denote the number of backward
orbits a0, a−1, . . . , a−n counted with multiplicity with a0 = a, a−i−1 ∈ f
−1(a−i) for
0 ≤ i ≤ n− 1 and a−i ∈ Y for 0 ≤ i ≤ n. If a is not in E then d
−n
t λn(a)→ 0 as
n→∞.
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Proof. Observe that since a is out of I∞ ∪ I
′
∞ the same property holds for a−i.
By definition, the sequence d−nt λn(a) is decreasing because each backward orbit
of order n + 1 is one of the dt extensions of backward orbits of order n. Since
the functions λn are upper-semi-continuous with respect to the induced Zariski
topology on Y \ (I∞ ∪ I
′
∞), the function λ := lim d
−n
t λn is also upper semi-
continuous with respect to this topology. Let m denote the maximal value of λ
on Y \ (I∞ ∪ I
′
∞ ∪ E ). It is enough to show that m = 0.
Assume that m > 0. Denote by Z∗ the set of points a ∈ Y \(I∞∪I
′
∞∪E ) such
that λ(a) ≥ m. The closure Z of Z∗ is an analytic subset of Y . No irreducible
component of Z is contained in E . Consider a point a ∈ Z∗. The invariance
properties of E imply that f−1(a) ∩ E = ∅. Using the definition of λ and of m,
we have
m = λ(a) = d−1t
∑
b∈f−1(a)∩Y
λ(b).
Since λ(b) ≤ m and #f−1(a) = dt, we deduce that f
−1(a) ⊂ Z and λ(b) = m for
b ∈ f−1(a). Therefore, f−1(Z∗) ⊂ Z and f−1(Z \ I ′) ⊂ Z since f−1(Z∗) is dense
in f−1(Z \ I ′). Proposition 4.3 implies that Z ⊂ E . This is a contradiction. The
lemma follows.
End of the proof of Theorem 1.2. Let a be a point out of I∞ ∪ I
′
∞. If a is
in E , it is clear that µan does not converge to µ. So assume that a 6∈ E . We have
to show that ǫa = 0. Fix a constant ν > 0. It is enough to prove that ǫa ≤ 4ν.
Define Y := {ν(R, ·) ≥ ν}. By Siu’s theorem, this is a proper analytic subset
of X . By Lemma 4.2, the case where a 6∈ Y is clear. From now on assume that
a ∈ Y . By Lemma 4.4 applied to Y , we have λm(a) ≤ νd
m
t for some integer m
large enough.
Consider all backward orbits of a of order l ≤ m of the form
O := {a0, a−1, . . . , a−l} with a0 = a, f(a−i−1) = a−i for 0 ≤ i ≤ l − 1
such that a−i ∈ Y for i ≤ l−1 and a−l 6∈ Y unless l = m. These orbits are counted
with multiplicity. Using that µan is the probability measure equidistributed on
f−n(a), it is not difficult to see that
µan =
∑
O
d−lt µ
a−l
n−l
for every n ≥ m. By considering the masses of the measures in the above identity,
we have ∑
O
d−lt = 1.
We then deduce from the same identity that
ǫa ≤
∑
O
d−lt ǫa−l .
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Let Σ,Σ′ denote the sets of O with a−l ∈ Y (hence l = m) and with a−l 6∈ Y
respectively. By definition of λn, we have∑
O∈Σ
d−lt = d
−m
t λm(a) ≤ ν.
On the other hand, we have ǫa−l ≤ 2 for every O and by Lemma 4.2, ǫa−l ≤ 2ν
for O ∈ Σ′. It follows that
ǫa ≤
∑
O∈Σ
d−lt ǫa−l +
∑
O∈Σ′
d−lt ǫa−l ≤ 2
∑
O∈Σ
d−lt + 2ν
∑
O∈Σ′
d−lt ≤ 2ν + 2ν = 4ν.
This completes the proof of the theorem. 
Remark 4.5. Define by induction E0 := E , En := f(En−1) and E∞ := ∪n≥0En.
If a is a point in E∞ \ I
′
∞, then µ
a
n has positive mass on E for some n ≥ 0. It
follows from the invariance properties of E that µan does not converge to µ since
µ has no mass on E . Lemma 4.4 still holds for a 6∈ E∞ ∪ I
′
∞. We can show that
µan → µ for such points a. This property is slightly stronger than Theorem 1.2.
5 Periodic points and Lyapounov exponents
In this section, we give the proof of Theorem 1.1 and then a lower bound for the
Lyapounov exponents of the equilibrium measure.
We call fixed point of f any point a such that (a, a) belongs to the closure Γ
of the graph of f in X ×X . A fixed point a is isolated if (a, a) is isolated in the
intersection of Γ with the diagonal ∆ of X ×X . The multiplicity of an isolated
periodic point a is the multiplicity of the intersection Γ ∩ ∆ at (a, a). A fixed
point a is regular if it is not an indeterminacy point, that is, a 6∈ I. Such a point
is called repelling if all the eigenvalues of the differential of f at a have modulus
strictly larger than 1. So repelling fixed points are isolated with multiplicity 1.
Periodic points of period n are fixed points of fn. A periodic point a of order
n is regular if f i(a) 6∈ I for every i ∈ N. Such a point is said to be repelling if it
is moreover a repelling fixed point of fn. We need the following upper bound for
the number of isolated periodic points.
Proposition 5.1. Let Pn denote the number of isolated periodic points of period
n of f . Then #Pn ≤ d
n
t + o(d
n
t ) as n goes to infinity.
We first prove the following property.
Lemma 5.2. Let Γn denote the closure of the graph of f
n in X ×X. Then the
sequence of positive closed (k, k)-currents d−nt [Γn] converges to π
∗
1(µ) as n goes to
infinity. Here, π1 : X ×X → X is the natural projection onto the first factor.
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Proof. Denote by z = (z1, z2) a general point in X ×X with z1, z2 ∈ X . Observe
that smooth (k, k)-forms on X × X can be written as a finite combination of
forms of types
Φ(z) := u(z)Ω(z1) ∧ α(z1) ∧Θ(z2) ∧ β(z2),
where u is a smooth function, Ω,Θ are smooth positive forms and α, β are smooth
forms of bidegree (p, 0) or (0, p) for some p ≥ 0. We have to check that〈
d−nt [Γn]− π
∗
1(µ),Φ
〉
→ 0.
Case 1. Assume that Ω is a function, Θ is of bidegree maximal (k, k) and p = 0.
We may, for simplicity, assume that Ω = 1, α = 1 and β = 1. We have by
Fubini’s theorem
〈
d−nt [Γn],Φ
〉
=
∫
a∈X
d−nt
∑
b∈f−1(a)
u(b, a)Θ(a) =
∫
a∈X
〈µan, u(·, a)〉Θ(a).
Since the measure associated to Θ has no mass on proper analytic subsets of
X , by Theorem 1.2, for Θ-almost every a, we have µan → µ. So the last sum
converges to ∫
a∈X
〈µ, u(·, a)〉Θ(a) = 〈π∗1(µ),Φ〉.
The lemma holds in this case.
Case 2. Assume that Ω is of bidegree (l, l) with l ≥ 1 and p = 0. For simplicity,
we can assume that α = 1, β = 1, |u| ≤ 1, Ω(z1) ≤ ω
l(z1) and Θ(z2) ≤ ω
k−l(z2).
Since 〈π∗1(µ),Φ〉 = 0 because of bidegree reason on variable z1, we have to verify
that 〈d−nt [Γn],Φ〉 → 0. We have∣∣∣〈d−nt [Γn],Φ〉∣∣∣ ≤ 〈d−nt [Γn], ω(z1)l ∧ ω(z2)k−l〉 = d−nt
∫
X
(fn)∗(ωk−l) ∧ ωl.
Clearly, the last integral tends to 0 since f is with dominant topological degree.
Case 3. In this last case, assume that p ≥ 1. We also have 〈π∗1(µ),Φ〉 = 0
because of bidegree reason on variable z1. We check that 〈d
−n
t [Γn],Φ〉 → 0. By
Cauchy-Swcharz’s inequality, we have∣∣∣〈d−nt [Γn],Φ〉∣∣∣2 ≤ ∣∣∣〈d−nt [Γn],Φ1〉∣∣∣∣∣∣〈d−nt [Γn],Φ2〉∣∣∣
with
Φ1 := |u|
2α(z1)∧α(z1)∧Ω(z1)∧Θ(z2) and Φ2 := β(z2)∧β(z2)∧Ω(z1)∧Θ(z2).
Using the previous cases, we see that the first factor in the last product tend to
0 and the second one is bounded. The lemma follows.
19
End of the proof of Proposition 5.1. By Proposition 2.1 and Lemma 5.2, it
is enough to check that {π∗1(µ)} ` {∆} = 1 and that the h-tangent dimension of
π∗1(µ) with respect to ∆ is 0. Since µ is a probability measure, its class in H
k,k(X)
is also the class of a point. So the class of π∗1(µ) is also the class of fiber of π1.
Any fiber of π1 intersects ∆ transversally at a point. So {π
∗
1(µ)} ` {∆} = 1.
To calculate the h-tangent dimension of π∗1(µ), consider a point a in X . We
identify a neighbourhood of a with a domain U in Ck endowed with the standard
coordinates z = (z1, . . . , zk). They induce a local coordinate system (z, z
′) on a
neighbourhood of the point (a, a) in ∆. We use a new coordinate system (z, z′′)
with z′′ := z′ − z. In these coordinates, a neighbourhood of (a, a) is identified to
an open subset of U × Ck, ∆ is given by {z′′ = 0} and π1 is always the natural
projection onto U . The normal vector bundle of ∆ is identified to U × Ck. The
identity map is an admissible local map. So it is not difficult to see that the
tangent current of π∗1(µ) along ∆ is also identified to π
∗
1(µ). The h-dimension of
this current is clearly 0. This completes the proof of the proposition. 
End of the proof of Theorem 1.1. We can now follow the proof for the case
of holomorphic maps presented in [14]. For the reader’s convenience, we give here
the details.
First observe that with the notation as in Theorem 1.1, Proposition 5.1 implies
that any cluster value of the sequence µn := d
−n
t
∑
a∈Qn
δa is a positive measure
of mass at most equal to 1. Therefore, it suffices to consider the case where Qn
is the smallest set, i.e. the intersection of RPn with the support supp(µ) of µ.
Fix a small constant ν > 0. It suffices to prove that any cluster value µ′ of µn
satisfies µ′ ≥ (1 − 4ν)µ. Let B be an open subset of X . We have to prove that
µ′(B) ≥ (1− 4ν)µ(B).
Recall that µ has no mass on proper analytic subsets of X . So it has no
mass on I∞ ∪ I
′
∞ nor on {ν(R, ·) > 0}. In what follows, we only consider balls
whose centers stay outside these sets and belong to supp(µ), in particular, we
have ν(R, a) = 0 for such a center a. By Proposition 3.1, any small enough ball
centered at a admits at least (1 − ν)dnt inverse branches of order n of diameter
≤ (dk−1/dt + ǫ)
n/2. The constant ǫ is fixed so that dk−1/dt + ǫ < 1. We only
consider such balls.
Since these balls cover a set of full µmeasure, we can find in B a disjoint union
of open sets of total µ measure such that each of these open sets is contained in
one of the above considered balls and is biholomorphic to a cube in Ck. Therefore,
for simplicity, we can assume that B is such a cube. We only have to check for
µ-almost every point a ∈ X that #Qn ∩ B ≥ (1 − 4ν)d
n
t µ(B) when n is large
enough.
Choose a finite family of balls Bi of center bi with 1 ≤ i ≤ m such that
µ(B1 ∪ . . . ∪ Bm) > 1 − ν and each Bi admits (1 − νµ(B))d
n
t inverse branches
of order n with diameter ≤ (dk−1/dt + ǫ)
n/2 for n large enough. Choose balls
B′i ⋐ Bi such that µ(B
′
1 ∪ . . . ∪ B
′
m) > 1− ν.
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Fix a constant N large enough. Since d−nt (f
n)∗(δa) converge to µ for a generic
point a in B, the fiber f−N(a) contains at least (1−ν)dNt points in ∪B
′
i. Therefore,
B admits at least (1 − 2ν)dNt inverse branches of order N with small diameters
whose images intersect ∪B′j . So the image of such a branch should be contained
in one of the Bj. Choose an open set B
′ ⊂ B such that µ(B′) > (1− ν)µ(B). In
the same way, we show that for n large enough, each Bj admits (1−2ν)µ(B)d
n−N
t
inverse branches of order n−N whose images intersect B′ and hence are contained
in B. Observe that composing an inverse branch of order N of B whose image
is contained in Bj with an inverse branch of order n − N of Bj whose image
is contained in B, we obtain an inverse branch of order n of B whose image is
contained in B. Consequently, it follows that B admits at least (1− 2ν)2µ(B)dnt
inverse branches gi : B → B
(i) of order n with image B(i) ⋐ B.
Every holomorphic map g : U → V ⋐ U on a convex open subset U of Ck
contracts the Kobayashi metric on U and then admits an attractive fixed point
z. Moreover, gl converges uniformly to z and ∩l≥0g
l(U) = {z}. Therefore, each
gi admits a fixed attractive point a
(i). This point is fixed and repelling for fn.
They are different since the B(i) are disjoint. Moreover, by definition of inverse
branches, the orbit of a(i) does not intersect Σ0 ⊃ I. So this is a repelling periodic
point of period n for f in our sense.
Finally, since µ is totally invariant, its support satisfies f−1(supp(µ) \ I ′) ⊂
supp(µ). Hence, a(i), which is equal to ∩l≥0g
l
i(supp(µ) ∩ B), is necessarily in
supp(µ). We deduce that
#Qn ∩B ≥ (1− 2ν)
2µ(B)dnt ≥ (1− 4ν)d
n
t µ(B).
This completes the proof. 
Remark 5.3. By Schwarz’s lemma, since the diameter of B(i) is smaller than or
equal to (dk−1/dt+ǫ)
n/2 all eigenvalues of the differential of gi at a
(i) have modulus
smaller than or equal to this constant. We deduce that the eigenvalues of the
differential of fn at a(i) have modulus larger than or equal to (dk−1/dt + ǫ)
−n/2.
Denote byQǫn the set of repelling periodic points inQn satisfying the last property.
We then have
d−nt
∑
a∈Qǫn
δa → µ.
Using Proposition 3.1, we obtain the following result as in the case of holo-
morphic maps.
Theorem 5.4. Let f : X → X, dt, dp and µ be as in Introduction. Then the
measure µ is hyperbolic. Its Lyapounov exponents are bounded from below by
1
2
log dt
dk−1
which is a strictly positive number.
The result was stated for projective manifolds in [19] but its proof is incom-
plete since the author uses again his lemma mentioned in the introduction. It was
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also stated in [14] for the general case of compact Ka¨hler manifolds. We give here
the details for the reader’s convenience, see [14, Th. 1.120]. Note that the result
can be also deduced from a more recent theorem by de The´lin [8]. The cases of
endomorphisms of Pk and of polynomial-like maps were obtained in [2, 10]. See
also [23] for the dimension 1 case.
Proof. Recall that quasi-p.s.h. functions are µ-integrable. Let J(f) be the Jaco-
bian of f with respect to the Ka¨hler metric ω on X . Then, using a resolution of
singularity for the graph of f and local holomorphic coordinates, it is not difficult
to show that | log J(f)| ≤ |ϕ| for some quasi-p.s.h. function ϕ. So | log J(f)| is
integrable with respect to µ and therefore, we can apply Oseledec’s theorem to
the natural extension of f (a natural invertible map defined on the space of back-
ward orbits of f) [21]. We deduce from this result that the smallest Lyapounov
exponent of µ is equal to
χ := lim
n→∞
−
1
n
log ‖Dfn(x)−1‖
for µ-almost every x, where Dfn denotes the differential of fn.
Fix a small constant ǫ > 0. By Proposition 3.1, there is a ball B of positive
µ measure which admits at least 1
2
dnt inverse branches gi : B → B
(i)
−n of order
n with diameter ≤ (
dk−1
dt
+ ǫ)n/2. By Cauchy’s formula, if we reduce slightly the
ball B, we can assume that ‖Dgi‖ ≤ A(
dk−1
dt
+ ǫ)n/2 for some constant A > 0. We
then deduce that ‖(Dfn)−1‖ ≤ A(dk−1
dt
+ ǫ)n/2 on B
(i)
−n.
The union Vn of the B
(i)
−n is of measure at least equal to
1
2
µ(B) since µ is
totally invariant. Therefore, by Fatou’s lemma,
1
2
µ(B) ≤ lim sup
n→∞
〈µ, 1Vn〉 ≤ 〈µ, lim sup 1Vn〉 = 〈µ, 1lim supVn〉.
Hence, for x in the set K := lim sup Vn, which has positive µ measure, we have
‖(Dfn)−1‖ ≤ A(
dk−1
dt
+ ǫ)n/2 for infinitely many of n. Hence, χ ≥ 1
2
log( dt
dk−1+ǫdt
).
We obtain the result by letting ǫ to 0.
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