ABSTRACT
INTRODUCTION
In dealing with automated decision-making problems, and computer vision in particular, there is a growing need for modeling and managing uncertainty. Rule-based approaches for handling these problems have gained popularity in recent years (Fikes and Nilsson [1] , Barrow and Tenenbaum [2] , Brooks et al. [3] , Riseman and Hanson [4] , Wootton et al. [5] , Nafarieh and Keller [6] ). They offer a degree of flexibility not found in traditional approaches. The systems based on classical (crisp) logic need to incorporate, as an add-on, the processing of the uncertainty in the information. Methods to accomplish this include heuristic approaches (Shortliffe and Buchanan [7] , Cohen [8] ), probability theory (Pearl [9] , Cheeseman [10] ), Dempster-Shafer belief theory (Riseman and Hanson [4] , Wootton et al. [5] , Li [11] ), and fuzzy theory (Wootton et al. [5] Nafarieh and Keller [6] , Bonissone and Tong [12] , Zadeh [13] , Keller et al. [14] ).
Fuzzy logic, on the other hand, is a natural mechanism for propagating uncertainty explicitly in a rule base. All propositions are modeled by possibility distributions over appropriate domains. For example, a computer vision system may have rules like IF the range is LONG THEN the prescreener window size is SMALL or IF the color is MOSTLY RED THEN the steak is MEDIUM RARE is TRUE Here, LONG, SMALL, MOSTLY RED, and TRUE are modeled by fuzzy subsets over appropriate domains of discourse. The possibility distributions can be generated from various histograms of feature data extracted from images, fuzzification of values produced by pattern recognition algorithms, or experts expressing (free-form) opinions on some questions, or possibly generated by a neural network learning algorithm.
There are two general approaches to inference in fuzzy logic, the composition rule and truth value restriction. As will be seen the composition rule offers the "purest" extension of crisp logic, whereas techniques based on truth value restriction present the possibility of introducing functional dependencies between antecedents and consequents of rules. In [15] Nafarieh and Keller introduced a truth value restriction inference mechanism that incorporated exponential dependencies between inputs and outputs and later used this scheme in a prototype automatic target recognition (Nafarieh and Keller [6] ). It is this work that motivated the current research.
The generality inherent in fuzzy logic comes at a price. Since all operations involve sets rather than numbers, the number of calculations per inference rises dramatically. Also, in a fuzzy logic system, generally more rules can be fired at any given instant. One approach to combatting this computational load has been the development of special-purpose chips that perform particular versions of fuzzy inference (Togai and Watanabe [16, 17] ). Artificial neural networks offer the potential of parallel computation with high flexibility. In an earlier paper (Keller and Tahani [18] ), we introduced a backpropagation neural network structure to implement fuzzy logic inference.
This network approach performs in a similar fashion to truth value restriction. The technique demonstrated by Nafarieh and Keller in [6] and [15] , although it produced excellent results, was not trainable; that is, the inference rule was generated analytically and not from example data. Neural networks approaches offer the flexibility to tailor the response characteristics of each rule to a functional relationship exhibited in a set of training data.
In this paper we demonstrate further properties of the neural network approach to fuzzy logic inference. In particular, we show the insensitivity of the networks to noisy input distributions, their ability to internalize rules with multiple conjunctive and disjunctive antecedent clauses, and their capability for emphasizing one antecedent clause over another. The results will be demonstrated in a simulation study using the same term set as in [6] .
FUZZY LOGIC AND NEURAL NETWORKS
The original fuzzy inference mechanism extended the traditional modus ponens rule, which states that from the propositions P1: IFXis ATHEN YisB and P2: X is A we can deduce Y is B. If proposition P2 did not exactly match the antecedent of P1, for example, X is A', then the modus ponens rule would not apply. However, in [19] , Zadeh extended this rule to A, B, and A' modeled by fuzzy sets, as suggested above. In this case, P~ is characterized by a possibility distribution:
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It should be noted that this formula corresponds to the statement "not A or B," the logical translation of P1-An alternative translation of rule P: that corresponds more closely to multivalue logic is
called the bounded sum (Zadeh [19] ).
In either case, Zadeh now makes the inference Y is B' from #R and #A" by
This is called the compositional rule of inference.
While this formulation of fuzzy inference directly extends modus ponens, it suffers from some problems (Nafarieh [20] , Mizumoto et al. [21] , Cao and Kandel [22] , Schott and Whalen [23] ). In fact, using the second translation above, if proposition P2 is X is A, the resultant fuzzy set is not exactly the fuzzy set B. Several authors (Nafarieh [20] , Mizumoto et al. [21] , Cao and Kandel [22] , Schott and Whalen [23] , Baldwin and Guild [241) have performed theoretical and experimental investigations into alternative formulations of fuzzy implications in an attempt to produce more intuitive results.
Besides changing the way in which P~ translated into a possibility distribution, methods involving truth modification have been proposed (Nafarieh and Keller [15] , Nafarieh [20] , Baldwin and Guild [24] , Yager [25] , Hisdal [26] , Turksen and Zhong [27] ). In this approach, the proposition X is A' is compared with X is A, and the degree of compatibility is used to modify the membership function of B to get that for B'.
A fuzzy truth value restriction z is a fuzzy subset of X = [0, 1] and can be defined by its membership function /z~, which is a mapping x-, [0, 1] For example, we can define truth value restrictions TRUE, VERY TRUE, FALSE, UNKNOWN, ABSOLUTELY TRUE, ABSOLUTELY FALSE, etc.
In the truth value restriction methodology, the degree to which the actual given value A' of a variable X agrees with the antecedent value A in a proposition IF X is A THEN Y is b is represented as a fuzzy subset of a truth space. This fuzzy subset of truth space is what is referred to by the phrase "truth value restriction"; it is used in a fuzzy deduction process to determine the corresponding restriction on the truth value of the proposition Y is B. This latter truth value restriction is then "inverted," which means that a fuzzy proposition Y is B' in the Y universe of discourse is found such that its agreement with Y is B is equal to the truth value restriction derived by the aforementioned fuzzy inference process, that is, It is this formulation of inference that most closely corresponds to the neural network implementation. This is because the layers of a neural network effectively compute the similarity of input data with stored information and modify the output accordingly.
In using fuzzy logic in real rule-based systems, the possibility distributions for the various clauses in the rule base are normally sampled at a fixed number of values over their respective domains of discourse, creating a vector representation for the possibility distribution. Table 1 shows the sampled versions of the "trapezoidal" possibility distributions used in the simulation study, sampled at integer values over the domain [1, 11] . These were the definitions used by Nafarieh and Keller in [6] . Clearly, the sampling frequency has a direct effect on the faithfulness of the representation of the linguistic terms under consideration and also on the amount of calculation necessary to perform inference using a composition rule. For a rule with a single antecedent clause, the translation into a possibility distribution as indicated above becomes a two-dimensional array, and the inference is equivalcnt to matrix-vector multiplication. As the number of antecedent clauses increases, the storage (multidimensional arrays) and the computation in the inference process grow exponentially.
Neural network structures offer a means of performing these computations in parallel with a compact representation. But the ability of such a network to generalize from an existing training set is the most valuable feature. Recently, Tablc 1. The Meaning of Linguistic Terms Defined on the Domain [1, 11] and Sampled at Integer Points Label Membership LOW 1.00 0.67 0.33 0.00 0.00 0.00 VERY LOW 1.00 0.45 0.11 0.00 0.00 0.00 MORLLOW 1.00 0.82 0.57 0.00 0.00 0.00 NOT LOW 0.00 0.33 0.67 1.00 1.00 1.00 NOISY LOW (1) 1.00 0.70 0.40 0.00 0.00 0.00 NOISY LOW (2) 1.00 0.70 0.30 0.00 0.00 0.00 NOISY MEDIUM 0.00 0.00 0.30 0.53 0.81 1.00 SHIFTED LOW 1.00 1.00 1.00 0.67 0.33 0.00 MEDIUM 0.00 0.00 0.25 0.50 0.75 1.00 MORLMEDIUM 0.00 0.00 0.50 0.71 0.87 1.00 NOT MEDIUM 1.00 1.00 0.75 0.50 0.25 0.00 HIGH 0.00 0.00 0.00 0.00 0.00 0.00 VERY HIGH 0.00 0.00 0.00 0.00 0.00 0.00 MORLHIGH 0.00 0.00 0.00 0.00 0.00 0.00 UNKNOWN 1.00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0. [37] ).
In [18] , we introduced a neural network architecture for fuzzy logic. Figure  1 displays a three-layer feed forward neural network that has been used in fuzzy logic inference for conjunctive clause rules. It consisted of an input layer to receive the possibility distributions of the antecedent clauses, one hidden layer to internalize a representation of relationships, and an output layer to produce the possibility distributions of the consequent. The choice of the linguistic terms (Table 1 ) and the resolution of sampling were guided by our earlier work on confidence measures in multisensor and temporal imagery (Keller et al. [14] ). There is a trade-off between the resolution (and hence the number of distinct terms available) and the number of meaningful terms for a particular application. We chose 11 sampling points based on a set of experiments reported in [14] . There is also a trade-off between the resolution of sampling the domains of the fuzzy variables and the errors generated in the inference procedure (Cao and Kandel [22] , Schott and Whalen [23] ). This led Schott and Whalen to consider c~-level set representations of the fuzzy term set. The input layer was not fully connected to the hidden layer. Instead, each antecedent clause had its own set of hidden neurons to learn the desired relationship. This partitioning of the hidden layer was done to ease the training burden for multiple-clause rules and to treat each input clause with its hidden units as a functional block. The hidden layer was then fully connected to the nodes of the output layer. All connections were weighted, and each neuron received a net signal that was the linear weighted sum of all its inputs. A bias was added to this sum, and the output or activation of the neuron was given by the logistic function (Rumelhart and McClelland [38] )
Standard backpropagation was used to train the weights and biases in the network. It is an iterative procedure whereby an output error signal is propagated back through the network and is used to modify the parameters. The error signal is defined by 1 e= ~(tj-%)2 where the summation is performed over all output nodes and tj is the desired (target) value of output uj for a specified input pattern. In our case, e measures the distance of the output possibility distribution from the desired reaction of the rule to the input possibility distribution. The training procedure modifies weights in proportion to their contribution to the error. This implements a gradient descent algorithm in weight space. The reader is referred to Rumelhart et al. [38] for a complete description of the algorithm. The training continues until the total error is less than some prescribed tolerance.
EXPERIMENTS
The neural network architecture performed very well in generalizing the complex relationships between inputs and outputs. a Training terminated when the total sum of squared (TSS) error dropped below e = 0.001. Very nA is determined by /~ve~y hA(X) = #A(X) n + l ; MORLnA is determined by /~MORLnA(X) =
[t~A( X)] ~/"+ l.
Tahani [18] ) shows the results of the training and testing of a network to implement the rule IF X is LOW THEN Y is HIGH; whereas Table 3 gives the situation for a rule with two conjunctive antecedent clauses: IF X is LOW and Y is MEDIUM THEN Z is HIGH. In both cases, the performance of the networks matched our intuitive expectation. As mentioned above, neural networks are finding use in the generation and tuning of membership functions used in fuzzy logic. Noisy input to these "generation nets" or a loss of some internal neurons can produce distorted membership functions. Also, in computer vision applications, the membership functions may be constructed from histograms of a feature value over a region. 8 [.. clause THE SKY is LIGHT. In these cases, it is important to determine the effect of noise in the sensor or calculation process to the outcome of an inference using the data. Figures 2 and 3 show typical responses of a neural network to noise in the input clause. The network was trained for the rule IF X is MEDIUM THEN Y is HIGH using a training set corresponding to the one in Table 2A . It can be seen that the errors in the result are of the same order as the error in the input.
This relationship was examined further as follows. One thousand samples of MEDIUM with 5-50% additive Gaussian noise (100 samples each) were generated and applied to the inference network. The average total-squared-error ( × 100) is plotted in Figure 4 . The network performed very well until the error in the input grew quite large. For example, even with 40 % additive noise, the average error per output neuron was approximately 0.04. Figure 4 also shows the same error analysis for a noise-corrupted version of VERY MEDIUM as input. Although errors in computer vision are neither all additive nor all Gaussian, the behavior of this network in response to that type of error supports its utility in real fuzzy logic applications.
The same network as in Table 3 was retrained to stress the importance of variations in the first clause. The training set is shown in Table 4A . This would represent a situation where the rule designer would want the output Z is HIGH whenever X is LOW and Y is anywhere near MEDIUM, whereas the output should vary in corresponding manner to changes in the fuzzy variable X. In part B of Table 4 , sample test output is displayed. As can be seen, the network responds to changes in the first clause distribution while being insensitive to deviations in the second clause. However, the same is true for noise in the inputs. While the total sum-of-squared error (TSSE) was 0.013 for a noisy version of LOW, it was only 0.001 for a corresponding error-corrupted MEDIUM. Figure 5 graphically displays a more complete noise sensitivity analysis for this rule. Here, as above, 100 samples with each amount of additive Gaussian noise in the inputs were presented to the network in Table 4 . What is interesting is that the output error was significantly less for noise in the "unstressed" clause than for noise in the "stressed" clause. This supports the contention that the error in the output of a fuzzy logic network, although low overall, is proportional to the amount of flexibility required of the rule itself. Table 5 depicts the training of a three conjunctive clause rule network, whereas Table 6 shows training data for a network implementing two double conjunctive clause rules. In [18] we demonstrated that a neural network structure of this type could encode multiple different rules that shared common antecedent clause variables. In a network that encoded two rules, we showed that the response behaved well as the input distributions varied from one rule's antecedent to the second's antecedent. Also, the packing of several rules into a single network has a surprising side benefit of providing a natural means of conflict resolution in fuzzy logic (Keller and Tahani [18] ). This is also the cause for double conjunctive clause rules. As we expected, the amount of training required to successfully learn the functional relationship grew with the complexity of the desired input-output relation. Both networks were tested with a variety of inputs with results similar to those already discussed for conjunctive clause rules. In order to implement rules with disjunctive antecedent clauses, networks with two hidden layers were necessary. This was due, in part, to the fact that the network must internalize a considerably more complex decision framework dictated by the inclusive OR structure of the antecedents. In [39] Pedrycz considered the relation between the logical complexity of a fuzzy relation and hidden variables in a neural network. Also, we used standard backpropagation for training. A more sophisticated network training algorithm might have allowed convergence of a single hidden layer network. Table 7 displays training relationships for a two-clause disjunctive rule. Note that there are 23 input-output triples necessary to enable the network to respond appropriately. The training, using backpropagation, of a single hidden layer network, of the type shown in Figure 1 , failed to converge on this complex training set. This caused us to investigate a two hidden layer structure where the first hidden layer was the same as in Figure 1 and the second hidden layer contained six neurons totally connected to those of the first hidden layer and to the nodes of the output layer. This network converged in 4073 passes through the training set with a total sum of squared error of less than 0.001 for the entire training ensemble. We feel that this is a remarkable achievement, given the diversity of the responses to the antecedent possibility distributions that were necessary. A network with the same structure was trained on the two disjunctive rules Table 4 ) for various amounts of additive noise to the inputs. Table 8 gives the training information for this network. Of the 38 possible input-output triples, seven had to be removed from the training set because they cause direct conflict for disjunctive rules. For example, if Y is HIGH then from rule 1 the output should be Z is HIGH, assuming that the first clause X is LOW; whereas for rule 2 the output should be Z is MORL MEDIUM [since HIGH = MORL (VERY HIGH)]. This puts more of a burden on the designer, but the neural network was able to effectively learn a large set of disjunctive clauses. Training converged in 5922 iterations, with TSS error for the entire training set less than 0.001.
IF X is LOW OR Y is MEDIUM THEN Z is HIGH and

IF X is HIGH OR Y is VERY HIGH THEN Z is MEDIUM
The disjunctive structure from Table 7 was tested with several additional input pairs, and the match to the expected output in these cases was very good. The previously described error sensitivity analysis was also performed on this network, adding noise to each clause separately and then to both clauses simultaneously. The results are displayed in Figure 6 . As can be seen, the average error per output neuron is quite low, even for large amounts of additive noise. Although the overall error is low, it is somewhat surprising that when noise is added to both disjunctive clauses the output error is about twice that for either clause. This would be expected for conjunctive rules more than for disjunctive rules. There are two layers of hidden neurons through which errors can accumulate, but this points out, in a minor way, one of the acknowledged drawbacks of the use of neural networks for computations; that is, after training, the network is a "black box." In most cases it is impossible to determine the actual algorithm that the network "learned." This is not a serious problem in this case but is pointed out to demonstrate that care should be exercised in extrapolating results. However, in general, the insensitivity to noise coupled with the ability to "share" the network with several rules and the ensuing conflict resolution properties makes these networks a highly desirable mechanism to implement fuzzy logic.
CONCLUSION
Fuzzy logic is a powerful tool for managing uncertainty in rule-based systems but imposes an increased burden on the inference engine. Neural network architectures offer a means of relieving some of the computational burden inherent in fuzzy logic. These structures can be trained to learn and Figure 6 . Average TSS error ( x 100) for outputs of the network IF X is Low or Y is Medium THEM Z is High (see Table 7 ) for various amounts of additive noise to the inputs.
extrapolate complex relationships between antecedents and consequents, they are relatively insensitive to noise in the inputs, and they provide a natural mechanism for conflict resolution.
