Recently, there has been much interest in exploring the universe of non-protein coding RNA molecules that operate in the cell. We suggested an approach, using a simple two-dimensional representation of RNA molecules that can identify common structural features of RNA molecules. Here, we address a common situation in which there is a large and diverse population of candidate molecules, and the task is to identify a small subset (or subsets) of RNA molecules that share a common structure. With certain constraints, our algorithm enumerates all possible sets of RNA molecules that have a common structure by first grouping together all molecules that have a single common structural feature and, using an iterative approach, search for subsets that share additional structural motifs. In a computational experiment, we were able to detect members of three small classes of RNA molecules, each containing several dozen members that were mixed in a population of 2778 non-coding sequences common to two trypanosome species.
Introduction
Non-protein coding RNA (ncRNA) molecules play crucial roles in various cellular functions. In addition to the fundamental role of RNA molecules in translating DNA into proteins (involving tRNA, mRNA, and rRNA species), it is evident that ncRNA molecules are involved in diverse cellular processes in both procaryotic and eucaryotic organisms. For example, in eucaryotes, ncRNA molecules are involved in ribosome RNA maturation and modification (snoRNA molecules such as C/D RNA and H/ACA RNA), replication (telomerase RNA), protein translocation (SRP RNA), gene silencing (miRNA), and many other functions (reviewed in Storz (2002) ). Furthermore, in a series of challenging papers (Mattick, 2001; Mattick and Gagen, 2001; Mattick, 2003; Mattick, 2004) , it was suggested that cellular control based on ncRNA is a major determinant of the complexity of organisms, especially in higher eucaryotes, as ncRNA molecules may offer a control mechanism that complements protein-based regulation. An analogy might be made to communication systems in which in addition to the main broadband lines that are used for data transfer, there are narrowband lines that are used for control and synchronisation. For example, the ability of RNA molecules to edit other mRNA molecules (Bachellerie et. al., 2002) enables fine tuning of protein function, which is much more efficient than the de novo production of a novel protein. Another example is the suggestion that RNA sequences excised from introns (which comprise the majority of the human transcriptome), may be used as synchronisation signals for transcription control of other protein-coding genes. In fact, such mechanisms are known to exist, because many snoRNA molecules that are involved in ribosome maturation are encoded in introns of genes that code for proteins that are themselves involved in ribosome formation, and thus coordinate the activities of their associated genes (Weinstein and Steitz, 1999) .
Computational identification of ncRNA sequences is more difficult than identifying protein coding genes. In finding novel coding genes in a genome, one can take advantage of the existence of several characteristics or motifs of coding sequences including transcription initiation and termination signals, the three-base periodicity of codons, and the amino acid coding preference. In addition, other signs of genes are embedded in flanking coding regions including promoters, enhancer sequences, etc. Although some ncRNA molecules have defined promoters, less is known about the promoters of recently described regulatory RNA species, such as miRNA.
The main secondary structure elements of RNA molecules are stems, which are double strand regions formed by complementary base matching of inverted repeats, and loops which are single strand regions (see Figure 1 (e) for an example of the secondary structure of H/ACA RNA which is an ncRNA involved in ribosome maturation). Secondary structure is generally the most unique feature characterising each family of RNA. For example, the sequence similarity between tRNA molecules is low (between 40% and 50%) but the clover-leaf secondary structure of tRNA is common to all members of this class. In general for many classes of RNA molecules, the level of sequence similarity is low, despite a conserved pattern of the secondary structure elements. For some known classes of RNA, algorithms are available to effectively scan genomes (e.g., tRNA-scan (Lowe and Eddy, 1997) ) and identify sequences that belong to a particular class. When the structure is unknown, the problem becomes more difficult. Several computer programs are available to predict the structure of a given RNA sequence. These programs are similar in the sense that they are based on energy calculations that endeavour to find the 'optimal' secondary structure for a given single sequence. The original algorithm (Nussinov et al., 1978) maximises the number of complemented base pairs. The dynamic programming algorithm, assuming that all base-pairs are nested (no pseudo-knots are allowed), runs in cubic time in the sequence length. More elaborate algorithms (notably the Mfold package (Zuker and Stiegler, 1981) and the Vienna package (Hofacker, 2003) ) try to minimise the free energy of the structure using empirical parameters to evaluate the various energetic contributions of different base pairing patterns. However, these predictions are not very reliable, especially for short sequences where several very different structures are possible, possessing quite similar energy scores. For example, we found that less than 25% of human tRNA molecules were folded by Mfold to the well known clover-leaf structure (data not shown).
When a large number of sequences from a single family are given, structure prediction becomes more feasible, because it is possible to use the common sequence motifs to reveal a common structure. One such approach is based on a covariance model in which positions that are changed in a complimentary manner are predicted to interact (Eddy and Durbin, 1994) . The two main drawbacks of this approach are that it requires a relatively high degree of sequence similarity in the seed sequences to begin the search, and that the available implementations run very slowly.
Another possibility is to use a 2D dot-matrix representation of RNA sequences to investigate their common structural properties. In a previous study (Horesh et al., 2004) , we described the basic approach and showed how it can be used to predict the structure of a set of RNA molecules that are known to share a common structure.
In this paper, we summarise the method and then go on to describe how we have extended the study to the more common situation in which there is a large and diverse population of candidate molecules, and the task is to find a subset (or subsets) of RNA molecules that are likely to represent a structurally homologous group.
We would like to stress that the task of finding a small novel family of ncRNA molecules in a large collection of candidate sequences is very difficult. RNA molecules do not tend to maintain high sequence similarity. While the secondary structure is more conserved, the structural variability in most families of ncRNA is high, most structures are similar to each other, but with significant variation. We are not aware of any algorithm that tries to handle the problem of fishing out a novel RNA family when no prior knowledge, in the form of several known members of the family or any suggested template for the secondary structure of the family is available. Thus, our effort should be viewed as a first step in this direction.
The algorithm

The basic RNAmat approach
We suggest using a 2D matrix representation of each sequence, which represents the pairing potential of the sequence (M i,j = 1 if S i complements S N -j where N is the sequence length, and M i,j = 0 otherwise). Figure 1 (a)-1(c) shows an example of 2D matrix representation of three different H/ACA molecules. Note that the matrix representation does not select a specific folding pattern of the RNA chain; rather it contains all potential structures, including pseudo-knots. Looking at one such individual matrix does not reveal much about the secondary structure of the RNA molecules because most matches represent random noise that emerges from random complementarity of the four bases: A, C, G, U. However, when many RNA sequences that belong to the same family are available, it is possible to superimpose these matrices on each other in an appropriate way such that the significant common structural features stand out, while random noise is cancelled. See Figure 1 (d) for the accumulated matrix for 54 sequences of H/ACA. From the accumulated matrix, it is simple to reconstruct the secondary structure of the molecule (Figure 1(e) ). Superimposing matrices to identify structural features has been suggested in the past (e.g., Trifonov and Bolshoi, 1983; Unger et. al., 1986) but without addressing the difficulty in finding subsets with a common structure.
We implemented the basic algorithm in a program called RNAMAT (Horesh et al., 2004) . To reduce the noise in each matrix, we only considered base paired regions with a stringency of four out of five bases. Because of symmetry, only one triangular half must be calculated. As there are variations in the lengths of the sequences, we normalise the sequences into a common matrix of size 100 × 100. Figure 2 demonstrates the effect of the normalisation step. For a test case of 439 tRNA sequences with a range of lengths between 62 nt and 91 nt, the accumulated matrix is calculated without and with normalisation, and it is clear that the signal is significantly improved. Matrix cells near the main diagonal are ignored because they represent a tandem inverted repeat (e.g., TACCCGGGTA) and the thickness of the diagonal region (i.e., the number of diagonals adjacent to the main diagonal) to be ignored is defined by a parameter D. Such repeats represent a stem without a loop, which is not of structural significance. To accommodate small variations in the lengths of the sequences and in the relative location of the structural elements within each sequence, the matrices were 'smeared' by expanding each point in the matrix to a square of points of size 3 × 3 pixels around the original dot. In this way, points that are in positions that have small offsets in different matrices will still contribute to the same peak. While these two modifications are simple, they are quite effective in improving performance. It was demonstrated that the method is useful in predicting RNA secondary structure by addressing several examples such as tRNA and H/ACA RNA. view of the accumulated matrix of 439 tRNA molecules with length that ranges between 62 nt and 91 nt. The characteristic pattern of four stems is evident, but there is significant amount of noise in the picture. After normalisation to a common length (Right top and bottom), the signal becomes much sharper
The studies described above are designed to predict a structure for a set of sequences that belong to a single family and presumingly have a similar structure. A more challenging task is to identify the structural motifs in a situation where only a small percentage of the sequences in the examined set are known to derive from a specific RNA family. The computational problem is to choose a 'consistent' subset of the sequences, i.e., a subset of sequences that contain common structural motifs. This clustering problem is difficult because the individual matrices are very different from each other and the number of true common features is much smaller than the number of features that are shared by chance. There are two possible approaches to such a clustering problem. In the first approach, an initial seed of molecules that share some common structural features is selected and an accumulated matrix is calculated for this set. Then, either by a Monte Carlo method or by steepest decent, members are added to or removed from the set until the accumulated matrix becomes as 'sharp' as possible, i.e., until most of the points in the matrix belong to well defined areas and any addition or removal of a sequence from the set reduces its sharpness. Implementation of this method was presented in Horesh et al. (2004) . The approach is not suitable for analysis of large data-sets because each trial involves calculation of the corresponding accumulated matrix and ranking the topology of each such matrix. As the size of each matrix is 100 × 100 and we need to analyse sets of thousands of sequences, computation time becomes prohibitive.
The bottom-up clustering algorithm
We present a bottom-up clustering algorithm to address the same problem. In contrast to our previous study, where the emphasis was on a set of sequences that have common features, the emphasis here is on detecting a set of common features that point to a subset of sequences. The algorithm systematically builds all subsets of matrices that share structural motifs. This is done by dividing the N × N cells of the matrix in to overlapping squares of the size of K × K (where K is 5-7 cells). Each square holds a list of the individual matrices that contain a dot within this area. In the first step, a set of all the squares that have at least one dot in them is formed. In the next stage, we search for combinations of two squares that contain dots from the same two matrices. The sets are further extended in an iterative manner. Figure 3 shows a schematic description of the algorithm. Under the parameters defined above, we wish to enumerate in a deterministic way, all subsets of RNA candidate molecules that share one or more common potential folding positions (PFP in short). A PFP is represented by a dot in the individual dot-matrix of each sequence, indicating that the corresponding bases can form a contact in the secondary structure. Our fundamental data structure is a 100 × 100 matrix. Each one of the cells points to a list containing the sequences that have a value of one in the corresponding position in their individual dot-matrix representation.
For example, cell (4, 7) will contain a list of all sequences that have a value of one in their individual representation as dot-matrix in position (4, 7). This stage is schematically presented in Figure 3 (1) where there are five sequences (shown vertically), each represented by its own dotplot matrix. All these matrices have a common point in position (4, 7). Figure 3 (2) shows sequences that share the point (2, 6) at their individual dotplots. Similarly, Figure 3 (3) shows sequences that share the point (2,4). We then recursively search for all pairs of PFPs for which there is a significant intersection between the sequence lists they contain. This step is shown, schematically, in Figure 3 (4). The process is iterated to obtain triplets (i.e., set of sequences that have three PFPs in common) as shown in Figure 3 (5), and then quartets and so on. Naturally, as we progress from pairs to triplets to quartet and so on, the size of the list of sequences that have the common PFPs decreases. The process ends when the size of the subset drops below a pre-defined threshold.
Note that in this procedure we don't 'smear' the individual dot matrices; rather the algorithm relies on the intrinsic 'smearing' that occurs because adjacent cells in the individual matrices are mapped to the same squares in the data structure.
As with many other clustering related problems, the theoretical running time of this algorithm is very high because the number of possible structures to scan is huge. The number of initial lists might reach 100 + 99 + 98 … ≈ 5000 (as the grid is symmetrical). If we only enumerate sets that have 1-4 common PFPs, the number of possible sets is in the order of ~5000 4 = ~6 × 10
14
. In practice, the numbers are much lower because most matrices are very sparse. By using a threshold to avoid sets with only a small number of sequences, the number of structures to be enumerated is dramatically reduced. We also cancel sets that are formed with PFPs that are geometrically close to each other because only if the PFPs are sufficiently spread, do they represent a secondary structure that spans the entire sequence. In practice, we were able to analyse a set of thousands of sequences within hours on a single SGI processor. The number of relevant structures enumerated is in the order of millions.
Results
To test our bottom-up approach, we constructed the following test case: We used a set of 2,778 non-protein coding sequences of length 50-150 nucleotides that were found by comparative genomics of the two trypanosome species: T. brucei and T. cruzi. These sequences were conserved although they do not encode for proteins. For the purpose of the current study, to avoid over-representation of sequences, only pairs of sequences with an identity of less than 75% between any sequences were retained. Sequences with low complexity were excluded. We assumed that these sequences may contain some ncRNA molecules, but this assumption remains unproven. Thus, to test our computational procedure we added three known classes of ncRNA from various organisms to the ensemble. In this way, the ensemble contains several large subsets, as tracers, that should be retrieved by the algorithm even if no novel classes of ncRNA are identified. These include: 146 sequences of thiRNA, 48 sequences of secisRNA, and 44 sequences of yRNA. THI-elements are riboswitches that are involved in the bio-synthesis of Vitamin B1 in bacteria, archaea, and eucaryotes. secisRNAs are selenocysteine insertion sequences that are involved in the incorporation of selenocysteine into a protein sequence. yRNA are components of the Ro ribonucleoprotein particle (Ro RNP), together with the Ro60 and La proteins, though the function of the Ro RNP is not known. These sequences were taken from the Rfam database (Griffiths-Jones et al., 2003) and were filtered so that the sequence identity between them is less than 75%. The predicted secondary structure (using the Mfold program (Zuker and Stiegler, 1981) ) of four randomly chosen sequences from each of these ncRNAs classes is shown in Figure 4 . It is clear that each class has common structural features, yet there is high structural variability within each class. Figure 5 shows the accumulated matrix for each of the three families. Figure 5(d) shows the accumulated matrix for the ensemble derived from the comparative genomic dataset. It is evident that each one of the three families has characteristic structural features, while the ensemble does not produce any significant signal. We tested the ability of our algorithm to retrieve the three classes of RNA that were introduced into the set which we consider as 'baits' from the rest of the sequences that we consider to be background.
Figure 4
The structure of the 'bait' molecules. Three classes of ncRNA were introduced into the ensemble sequences resulting from a comparative genomics study in trypanosomes: secisRNA, yRNA, and thiRNA. These sequences were used as 'baits' to be retrieved from the comparative trypanosome genomics ensemble by the algorithm. The secondary structure prediction (using the Mfold algorithm) of four sequences of each class (Top: secisRNA, Middle: yRNA and bottom: thiRNA) is shown. It is clear that each class has some structural characteristics, but appears as if a lot of structural variation exists within each family The following parameters were used in the experiment. The sliding window used to create the individual dot-matrix of each sequence was five bases long and a dot was marked if four of the five pairs of bases were complimentary (i.e., Hamming distance four or five). In the data structure of matrix of lists, the threshold C determining the minimal set size was set to 20. The size K of the overlapping squares was set to five. PFPs were required to be spread such that no two PFPs would be closer than ten cells. Diagonal size D was set to eight. There were 4,277 initial lists that matched at least a single PFP. These initial lists formed the basic data-structure that was used to search for subset of sequences that shared several PFPs. There were 1,195,097 subsets with two common PFPs that were enumerated, 14,836,383 subsets of sequences with three common PFPs, and 7,562 subsets with four PFPs. The number of subsets of each size is determined by two competing factors. One is the exponential growth in the number of possible combinations of structural features (PFPs), and the second factor is the decreasing size of each subset as the number of constraints increases.
We observed that subsets with a greater number of members included a higher percentage of 'bait' molecules. Figure 6 shows that in the case of three PFPs for subsets that include 20 sequences, on average 25% of the sequences were 'baits'. The fraction goes up as the subset size grows, reaching about 35% for subsets of size 60 and up. This fact suggests that while smaller subsets may have formed by chance, the subsets with more members are organised around a seed of structures that have true common structural features. In practice, this means that selecting the larger subsets has higher probability to yield the most significant results. We noted that many of the subsets overlapped, in the sense that many pairs of subsets shared the vast majority of their sequences. Though millions of sets were identified, they are very redundant. For example, by changing a structure that is represented by three PFPs, moving one of the PFPs to a neighbouring position, results in a very similar subset. Thus, to effectively analyse the largest subsets, we considered only subsets that are different in at least 1/3 of their members. This selection was implemented by a greedy algorithm that outputs a new subset only if more than 1/3 of its members are different from those of any other subset. This brought about a significant reduction in the number of subsets. For three PFPs, instead of 672 subsets containing at least 58 sequences each, only 15 unique subsets were left. For four PFPs, after eliminating overlaps, instead of 1,380 subsets with at least 23 sequences each, only 11 subsets were left. Figure 7 shows that the largest subsets (those that survived the filtering of too similar subsets) contain a significant fraction of the 'bait' molecules. On an average, for those subsets, 30% of the subsets with three PFPs and 28% of the four PFPS sets are comprised of 'baits'. We note that in most subsets, the dominant family is thiRNA. However, several subsets include a significant number of sequences from the other two families of ncRNA with yRNA more frequent than secisRNA. The leftmost 15 columns represent subsets with three common PFPs each with at least 58 members. The 11 rightmost columns are subsets with four PFPs with at least 23 members. It is clear that the 'baits' are over-represented in these largest subsets.
On an average, 30% of the subsets of the three PFPs and 28% of the four PFPs rightmost sets are 'baits'. In most subsets, the dominant family is the thiRNA. However, several subsets include a large fraction of yRNA sequences. Fewer subsets (leftmost and rightmost in the three PFPs group) contain a significant fraction of secisRNA
Discussion
Identifying new classes of RNA molecules is a major bioinformatic challenge. The availability of large scale, genome-wide screening methods leads to a common situation where a large ensemble of molecules is detected as candidate ncRNA molecules. Assuming the ensemble was filtered to eliminate protein coding sequences, three types of sequences are expected to remain. One type might be non-functional and non-coding sequences that are not related to RNA molecules, e.g., pseudogenes or 'junk' DNA. The second type of molecules might be ncRNA molecules that belong to known ncRNA families and share sequence and secondary structure similarity to previously characterised molecules in the family. The third type of molecules may belong to novel ncRNA families. Our method aims to detect the third category of molecules, under the assumption that several molecules of the novel family are likely to be included in the ensemble. The method is based on enumerating all possible structures, under our pre-defined constraints, existing in the set of RNA candidates, revealing structural features that are consistent with a large number of sequences. This method requires reasonable time and space resources to analyse sets containing thousands of members.
To test our approach, we produced a spiked dataset in which we inserted three families of ncRNA sequences into a large ensemble of sequences derived from a comparative genomics study for comparing non-protein sequences between two species of trypanosomes. These families of ncRNA molecules were used as tracers that enabled us to watch how the system deals with structural subsets which may or may not exist in the original un-spiked dataset. Our method was able to produce subsets of sequences in which many of the sequences are from the 'bait' sequences. In fact, while the size of the three sets that were introduced into the ensemble ranged between 1.5% and 5% of the ensemble size, the algorithm was able to retrieve subsets in which 35% of the sequences were comprised of these 'bait' sequences with one subset reaching 52% of the 'bait' molecules. We note (Figure 7 ) that the thiRNA set was dominant in most of large subsets that were found, presumably because this family was the largest among the three. However, several subsets include large number of yRNA and secisRNA (the four leftmost subsets in the three PFPs part of Figure 7) . Interestingly, in these subsets the percentage of thiRNA sequences is low suggesting that the detection of their structure is mutually exclusive. This is compatible with the observation (Figure 4 ) that the structure of thiRNA is substantially different from the structure of the two other families. Comparing between yRNA and secisRNA, it can be seen that yRNA was represented more often than secisRNA in the large subsets although these families are of the same size. This might indicate that the set of secisRNA is less structurally defined than the set of yRNA.
The largest subsets detected by the algorithm should be good starting points for additional bioinformatic studies. One must use additional considerations including position in the genome (to identify clusters), common sequence motifs, proximity to other known RNA molecules, etc. After completion of the bioinformatic analysis, the ultimate validation of the existence of these ncRNA molecules must come from experimental procedures that must first show that these molecules are indeed expressed in the cell, and second, should explore their functional role.
It is interesting to note that within the large subsets, we found sequences from the trypanosome genomes together with the 'baits' sequences. While many of these sequences are probably biologically irrelevant and were classified to these subsets because of random structural homologies, it is possible that some of the molecules that were found in the subsets together with the 'bait' molecules are indeed functional ncRNA molecules from the same families that have not yet been characterised in trypanosomes. These molecules will be further analysed experimentally.
Furthermore, we have observed several subsets (for example, the rightmost subset in the four PFPs part in Figure 7 ) that include almost exclusively sequences from the trypanosome ensemble and contain almost no 'bait' molecules. Such subsets may represent novel trypanosome ncRNA molecules. Additional bioinformatic studies are currently in progress to further test this possibility.
