Abstract. In this paper we describe an instability, which we called a Plasma-Cascade Amplifier (PCA), occurring in electron beams propagating along a straight trajectory. Such instability can strongly intensify longitudinal micro-bunching originating from the beam's shot noise, and even saturate it. Resulting random density and energy microstructures in the beam can become a serious problem for generating high quality electron beams. On a positive side, the Plasma-Cascade micro-bunching amplifier can find multiple applications in light sources, for example, in generating high power broadband THz radiation. We discuss these topics in the last chapter the paper, while focusing on the application of this instability for cooling intense hadron beams. Cooling high energy, high intensity hadron beams remains one of serious challenges in modern accelerator physics. A Coherent electron Cooling (CeC) is potentially a most promising technique to answer this challenge. All CeC schemes are based on enhancing electro-static interactions between electrons and hadrons, e.g. amplifying the microscopic imprints of hadrons in the electron beam density modulation. Three types of amplifiers had been proposed for CeC: a high-gain free-electron laser, a micro-bunching instability using magnetic chicanes and a hybrid scheme employing a broad-band laser. All of these schemes require bending of electron beam trajectory, which delay electrons with respect to the hadrons. Consequently, these schemes require separating and delaying the hadron beam, which both complex and very expensive. We propose a CeC with PCA, which does not require any bending neither of electron nor hadron beams. It is centered on the exponential instability of longitudinal plasma oscillations driven by strong modulation of the electron beam density via controlling its transverse size. In this paper we present detailed description of the PCA. We discuss a number CeC systems based on these scheme. We propose demonstrating this novel cooling mechanism using existing CeC system installed at Relativistic Heavy Ion Collider at Brookhaven National Laboratory. While CeC is generally aimed toward cooling high energy hadron beams with energies, using the PCA makes it well suited for cooling beams hadron beam with modest energies from few to tens of GeV, for example in SIS-100 or SIS-300 at GSI.
I. Introduction
In contrast to electron and positron beams, hadron beams in all present-day colliders do not have a strong natural damping mechanism to reduce their energy spreads and emittances. Cooling hadron beams transversely and longitudinally at the energy of collision may significantly increase the luminosity of high-energy hadron colliders and future electron-hadron colliders [1] , such as RHIC [2] , future US electron-ion collider (EIC) [3] , and even the LHC/LHeC [4, 5] . Furthermore, high-brightness high-energy hadron beams promise to become important drivers for hadron-based plasma accelerators [6] .
Presently, two techniques are used for cooling hadron beams: electron cooling [7, 8] , and stochastic cooling [9, 10] . Unfortunately, the efficiency of traditional electron cooling rapidly falls with an increase in the beam's energy and cooling proton beams at energy above 100 GeV is at least very challenging, if at all possible. The efficiency of traditional stochastic cooling, while independent of the particles' energy, rapidly falls with the increasing longitudinal density of particles [9] . Hence, while this technique was very successful with ion beams having particles densities of ~ 10 9 per nanosecond [10] , it is ineffective for proton and ion beams with linear density ~ 10 11 -10 12 protons per nanosecond, typical for modern hadron colliders.
Presently two potential candidates that might be up to the task: an optical stochastic cooling (OSC) [11] , and a CeC (CeC) [12] [13] [14] [15] [16] . Both of these techniques belong to the family of stochastic coolers [9] , but with the amplifier's bandwidth extending into optical region and beyond. The main advantage of CeC, originally suggested by Derbenev [17] [18] [19] , is based in electrostatic interaction between ions and electrons. As the result, it is very flexible and can be used for variety of hadron beam energies. While the OSC technique is very interesting, it is unfortunately based upon a fixed-wavelength laser (amplifying undulator radiation from the hadron beam) -the feature making this approach inflexible. Hence, it is hardly useable, if at all, for hadron colliders operating at various energies. For example, cooling EIC hadron beam at 50 GeV and 250 GeV with the same OSC system would necessitate changing the amplifier's wavelength by a factor of 25, i.e., well beyond capabilities of current lasers. In contrast, the CeC technique is based on the fully adjustable optics-free mechanisms and the frequency amplifier naturally scales with the particles' energy. 
where c is the speed of the light, E e,h and m e,h are the energies and masses of electrons and hadrons, correspondingly. The CeC works as follows: In the modulator, each hadron induces a density modulation in the electron beam by attracting surrounding electrons -the process called Debye screening in plasma physics. This modulation in electron density is boosted in the CeC amplifier, which has to operate in linear regime to preserve correlation between the amplified density modulation and the hadron initiating it. In other words, the resulting density perturbation in the electron beam would be a liner superposition of density spikes (or better say, wavepackets) induced by individual hadrons. In the kicker, the hadrons coherently interact with the self-induced electric field in the electron beam and receive energy kicks toward their central energy. The cooling mode is provided by placing a hadron with the nominal energy (1) on the crest of electron density modulation, which is induced by the hadron in the modulator and later amplified. Longitudinal electric field at this location is zero, and the hadron does not receive any energy kick. A hadron with higher energy arrives into the kicker in front of the high-density slice (shaded in darker blue in Figs. 1). It will be pulled backwards (decelerated) by the longitudinal eclectic field of the modulated electron beam. Vice versa, hadrons with lower than nominal energy would slip back and would be pulled forward (accelerated). This process reduces the hadron's energy spread, i.e., it cools the hadron beam longitudinally. [12] . For clarity, the size of the FEL wavelength, λ, is exaggerated grossly. [14] [15] [16] and a multi-stage (bottom) high gain microbunching instability amplifier (MBIA) [14] . [15] with hybrid laser-beam amplifier (HLBA). HLBA uses a broad-band laser amplifying electron-beam's radiation from a short wiggler. In a second wiggler the amplified laser power modulates the electrons energy. The latter is transferred into a density modulation using the R 56 of an achromatic dogleg. E > E h
Single-Buncher Amplifier
Cooling in transverse directions can be accomplished by coupling longitudinal and transverse degrees of freedom [12, 15] . The electric fields induced by surrounding hadrons (as well as by shot noise in electron beam) would provide random kicks to the hadrons resulting in diffusion. Balance between the cooling and the diffusion would determine the final state of the hadron beam and its emittances.
In detail, the CeC mechanism is based on each hadron interacting in the kicker with selfinduced and amplified density modulation in the electron beam. In order for this to happen the propagation time between the modulator and the kicker for the hadron with nominal energy (1) should be equal to that of the high density slice. If the group velocity of the e-beam instability (e.g. that of the wave-packet or spike of the density modulation) is equal or slightly higher than that of the hadron beam, both beams can co-propagate through system without being separated. If necessary, an achromatic chicane installed onto the common path could introduce delay of the electron beam with respect to much heavier hadrons.
But most of the schemes shown in Fig.1 do not satisfy this requirement. As shown in [20] the group velocity of the wave-packet in high-gain FEL amplifier is given by following expression
where a w = eB w λ w / m e c 2 is dimensionless parameter of the FEL wiggler with period λ w and peak magnetic field B w
1
. Coefficient α depends on the diffraction of FEL light and theoretically has maximum value of 1/3 for a 1D FEL [21] . It is typically below 1/4 for a realistic 3D FEL amplifier [20] . Requirement v g ≥ v o therefore limits wiggler parameter to a w < α / 1− α ( ) , which can limit FEL performance. This mode of FEL operation with a w =0.5 is used for our CeC proof-of-principle experiment, which is in progress at Relativistic Heavy Ion Collider (RHIC), BNL [27] [28] [29] . Using an FEL amplifier with larger a w would require separating electron and hadron beams and bending hadron beam trajectory.
In CeC based on MBIA and HLBA (Figs. 1 b-c) the electron beam is always delayed with respect to the hadron beam, and consequently the density imprint of the hadron is delayed. These schemes would always require delaying the hadron beam, which is only possible when much heavier hadrons are separated from electron beam. This CeC mode is illustrated in Figs. 1 a-c with hadron bypasses. This part of the CeC system would be extremely expensive, and if possible, should be avoided.
This was the main reason for our searching of electron beam instability as broadband as MBIA, but occurring without delay of electron beam. This search, started from considering a possibility of parametric amplifier suggested in original CeC papers by Derbenev [18] [19] , brought us to fast-growing plasma instability we call Plasma-Cascade Amplifier, or PCA.
II. Plasma-Cascade Amplifier -principle of operation
The idea of the PCA is both very simple and counter-intuitive. It is counter-intuitive because the PCA micro-bunching instability uses, generally speaking, a repulsive space charge forces for over-focusing of longitudinal plasma oscillations.
The exponentially growing "over-focusing" instability, resulting in unstable ray trajectory, is a well-known phenomenon in periodic focusing optical system-see Fig. 2 . The instability occurs when the focal length of its lenses, f, is less than a quarter of distance between them, L=2l , e.g.: Figure 2 . Unstable ray trajectory in a system of periodic focusing lenses with focal length f < l/2.
In beam optics terms, the instability occurs when the transport matrix of the periodic cell has an eigen value with modular more than unity -in this case λ 1 < −1:
For unstable motion (3) both eigen values of symplectic transport matrix (e.g. det M c = 1, λ 1 λ 2 = 1) are real:
Eigen vectors Y 1,2 for unstable motion can be easily found
where we symplectically normalized them
2l
The obvious condition
can be used in combination with (7) to derive the solution for the trajectory. The solution, after passing n cells, reads:
where X o corresponds to initial condition of the trajectory (ray).
It is known that evolution of small electron density perturbations  n  r ( ) in cold, infinite and homogeneous plasma is described by plasma oscillations [25] :
where n o is the unperturbed electron's density. Thus, if we manage to periodically modulate the plasma frequency, for example by modulating the electron density n o → n o t ( ) , we may reach similar over-focusing instability. The most natural way of modulating the beam density 2 is using transverse focusing -an example of a periodic transverse focusing and modulating beam's transverse size using solenoids is shown in Fig. 3 . Figs. 4(a) and 4(b) alternative cell schemes for PCA, which allow additional control of the processes by extending waist of the beam by matching it into a long solenoid. Scheme shown in Fig. 4(b) would also allow controlling chromaticity of such strong focusing cell. Having control of additional parameter, as we discuss later, will definitely allow improving PCA performance. While considering schemes shown in Fig. 4 as possibility for future optimization of the PCA, in this paper we are considering in detail scheme shown in Fig. 3 .
Modulation of the electron density is inverse proportional to the square of the beam radius a, which could vary significantly inside the cell (see details in next section) making plasma oscillations (9) In following sections we give analytical description of this process to address the above questions. We then examine assumptions used in our studies and limitation of the method. It followed by results of self-consistent 3D computer simulations, showing that PCA is indeed can work and provide very significant gain in the longitudinal density modulation. Finally, we discuss the proposed experimental demonstration of PCA-based CeC using existing system we had built at RHIC. We conclude this paper with discussion of the applicability of this CeC scheme for cooling hadron beam in future EIC. 
III. Analytical description
The goal of this analytical description of PCA is to find a self-consistent model, which (a) would allow analytical description of the problem and (b) define set of dimensionless parameters of the problem. Naturally this would require some assumptions and approximations. First, we would describe how we decouple transverse and longitudinal degrees of freedom. Then we would derive -and when possible solve -dimensionless differential equations for transverse and longitudinal distribution functions.
In this section, we firstly show that up to the leading order of ( ) 
III.1. Decoupling Vlasov Equations
The 6D Vlasov equation for an electron beam in an accelerator can be written as
where s is the longitudinal coordinate along the accelerator and
is a 6-vector comprised of 3 Canonical pairs x, P x [26] governs the particle's motion:
with a generator of symplectic group S -a 6x6 block diagonal matrix:
where
are a particle's coordinates in 4-D transverse phase space and 
with
and
Assuming that the distribution function can be factorized
and inserting eq. (17) and eq. (20) into eq. (10) yields:
In order to satisfy eq. (21) for arbitrary X ⊥ and // X , both terms inside the figure brackets have to vanish, which leads to the following decoupled Vlasov equations:
III.2. Transverse motion
First let's solve the transverse part of the Vlasov equation and find how transverse beam size, a, evolves along the beamline. In other words, we are finding solution for the envelope equation [28] . Let's consider a beamline with a set of periodic cells consisting of a short focusing element (for example a solenoid) and a drift as shown in Fig. 2 .
Lets' consider a round beam with constant current I o and radius a, which is function of the azimuth s:
It is known that analytical self-consistent solution for a continuous beam 3 is possible for K-V distribution of electrons in 4-D transverse phase space [1] :
where I x,y are actions of transverse motions (Courant-Snider invariants [29] )
and ε is so called geometrical emittance of the beam envelope and
is β-function of transverse (betatron) motions [29] . The resulting transverse distribution is an evenly charged cylinder with radius a ρ x, y
with a linearly depending radial electric field inside the beam envelope [28] . The resulting second order nonlinear ordinary differential equation for beam envelope a s ( ) reads (see eq.
(4.112) in ref [28] ):
where K s ( ) is the focusing strength of solenoids and
kA is the Alfven current. Any solution of (29) satisfies the transverse Vlasov equation (23) . 3 For a transversely uniform round beam with radius a s ( ) the transverse field is proportional to local density when da ds << γ , the condition which is easy to be practically satisfied.
We used the following strategy in determining the lattice (e.g. structure) of the cell, shown in This approach reduces our analytical studies to envelope equation in drift space, where eq. (29) can be reduced to a dimensionless form at an unit interval:
where we define the waist β-function [29] as
Hence, the beam envelope inside the cell is fully determined by two dimensionless parameters: the space charge, k sc , and the geometric k β . Equation (30) is s-independent and has an associated conserved Hamiltonian, which can be solved for ′ a :
It can be solved for two degenerated cases:
but its general solution cannot be expressed in terms of analytical function for k sc ≠ 0,k β ≠ 0 .
Since equations of motion are Hamiltonian, we are solving eq. (30) using symplectic methods and testing accuracy of solutions with comparing the resulting Hamiltonian function with (30) and ′ a with (31). Our Hamiltonian has separate momentum and coordinates parts:
numerically solvable with the use the 4-th order symplectic integrator [30] :
Using first-order maps for M 1,2 and splitting interval ŝ ∈ 0,1 { } into 200 steps reduces relative errors in â below 10 -4 level for all range of parameters we used in these studies. Fig. 6 shows three examples of the beam envelope. We are using this detailed information for analytical studies of exponential growth (see next sections) arising from the Hill's-type s-dependent equation for the longitudinal density modulation. In addition, we used an approximate fitting of the beam envelope square into a parabola for analytical solution s-dependent of Hill's equation. We found that in range of interest (e.g. where the growth rates are close to maximum, an area around the line k sc ∝ k β / 3 ) the dimensionless envelope can be approximately described as
We should note that without space charge, k sc = 0 e.q. (33) is an exact solution for the beam envelope corresponding to well known β s 
III.3. Equation for Line Density Perturbation
While usually plasma oscillations in charged beams are described in a co-moving (beam) frame, here we will write the equation in the laboratory frame to avoid transformation back-andforth from the frame to frame and t to s as independent variables. In the laboratory frame the longitudinal Vlasov equation also has a very simple form:
For the next step in our analytical description we need to use an important approximation. Specifically we will use a high-frequency approximation for the longitudinal density modulation an an uniform transverse density. In other words, we assume that transverse expanse of the beam justifies use of 1D model for the electric field and the decoupling of the transverse and the longitudinal motions. Detailed consideration show that such approximation is valid only when the transverse extend of the beam is significantly larger than scale of the longitudinal modulation scaled by γ o . When considering a longitudinal density variation f //~e xp ikτ ( ) , the above assumption is correct only if
In this case, for the core of the beam we can neglect transverse components of the electric field and the equation for the electric field is reduced to much simple differential equation:
where E s is the longitudinal electric field and n is r-independent electron beam density. The later is the product of two components, the background e-beam density n o and the line density of the electron beam ρ :
The unperturbed background line density is constant and is normalized to unity:
Assuming an infinitesimal perturbation ! f of a distribution function:
and noting that electric field is proportional to the perturbation:
we can neglect second order terms E s ! f~! f 2 in Vlasov equation
This allows to move slowly variable parts of the outside of the integrals when applying Fourier transform to eq. (38):
We explicitly use it in eq. (45 (43) and (37) we get to following equation
with specific expression for electric field (see footnote above):
Multiplying both sides of eq. (44) by exp iαδ s
Integrating this equation over s, and making use of eq. (45) yields
which, after being integrated over δ , becomes
where we assume f o δ ( ) δ =±∞ = 0 . For simplicity we will use a κ-1 energy distribution with relative energy spread of σ δ :
which turns the figure bracket in eq. (48) into an exponential Landau damping term:
Inserting eq. (50) into eq. (48) leads to
Multiplying both sides of eq. (51) 
Assuming the initial perturbation in the form of
with Fourier component of
we obtain:
Inserting eq. (56) into eq. (52) produces
Eq. (57) and (58) can be rewritten in the form of Hill's equation:
for new variable scaled up by Landau damping term:
1D s-dependent Hill's equation is well known in accelerator physics with a straightforward ways of solving it and analyzing. Inside the cell, we can return to our dimensionless parameters rewriting (59) as:
and solve it using standard methods developed for linear accelerator optics. First, we turn the second order differential equation into two first order differential equation in a matrix form:
with transport matrix solution of 
"Trajectory" of plasma oscillations (61) identical to those we derived for focusing optics channel in eqs. (4), (6) (7) (8) .
Since the evolution of âŝ ( ) inside the cell is fully determined by two parameters k sc and k β âŝ ( ) = Fŝ,k sc ,k β ( ) (65) and the equation for transport matrix contains only k
, one shall conclude that transport matrix of the cell as well as its eigen values are a functions of these two parameters:
Hence, next section is dedicated to studying the dependence of cell's eigen values on k sc and k β . 5 It is well known how to relate symplectic matrices of a cell M and one of the cell's mirror
III.4. Growth rates of instability
To study PCA growth rate per-cell, we used direct evaluation of the cell transport matrix using a code written in Mathematica [31] and using its tools for graphical representation of the data. In addition, we used an approximate description for the envelope âŝ ( ) evolution (33) to solve Hill's equation (61) analytically:
We found that Hill's equation with inverse parabolic dependence of the K 2 strength has analytical solution
where a 1,2 are constants determined by initial conditions and
is hypergeometric function [32] . Inserting ω = 2k sc , κ = k β 
can be explained by focusing at the ends of the cell, where deviation of "trajectory" is large, returns trajectory onto a stable path 6 . The rest of the right lower corner of the diagram has unstable motion with modest growth rates ( 1 < λ < 5 ). This mode is much harder to access in practice -it requires high peak current and low emittance beam -and represents mostly academic interest for PCA use for hadron cooling. Still, it can be important if one is studying micro-bunching instability in other schemes. It worth noticing that space charge along cannot generate very large growth rates -even with k sc =100 (and k β = 0 ) λ reaching value ~ 3.6. Since required peak current is proportional for k sc 2 , it is very unlikely that this mode of PCA will be of practical interest for hadron cooling. At the same time, λ =4 can be reached at modest parameters of k sc =3 and k β = 10. The area along the ridge is of the most interest for us and the growth on the ridge can be approximates by simple linear dependence:
A high gain PCA may require a number of cells and it is important to notice that eigen values are negative at and around the ridge. It means that for a positive amplification of the electron density, as required in a CeC, PCA should have even number of the cells: n=2m, λ 1 2n > 0 .
Furthermore, when applying exponential growth (8) with λ n >> 1 :
one also should not forget about an additional factor 2 in the denominator, and that the expected amplification should be also reduced by k-dependent Landau damping (60):
The later, together with the time dependence of electrons arrival caused by angular spread will determine the PCA gain reduction at high frequencies (wave-numbers). At low frequency (wavenumbers) the PCA gain reduction will come from the
Further in the paper we will also use frequency, f or/and ω, for describing PCA based CeC, which is related to the wave-number k via the beam velocity:
III.4 Fundamental limitations of PCA gain and cooling rate.
The value of the PCA bandwidth is the most important parameter for other parameters of interest: its maximum gain and maximum cooling rate in PCA-based CeC.
First, the maximum cooling rate ξ per turn of any stochastic system is determined by the longitudinal density of the beam(s) to be cooled and the frequency bandwidth of the pickupamplifier-kicker system Δf [9] . In our case both hadron and electron beams contribute into the noise in the CeC modulator, serving as the pick-up, and therefore increasing the size of the sample, N s [9] , of the surrounding particles which affect an individual hadron
where I h and I e are peak current of hadron electron beams, correspondingly, and Ze is electric charge of a hadron. Hence, maximum cooling rate of the hadron beam is fundamentally limited by the bandwidth of stochastic cooler. With typical proton peak currents ~ 10 A and modern collider circumferences ~ 10 km a bandwidth ~ 5 THz is needed to reach cooling rates below one hour. Modern RF-based stochastic cooling systems are short of this requirement by about three orders of magnitude. But as we can see from Table 1 , PCA amplifiers -similarly to the high gain microbunching amplifiers proposed for CeC by Ratner [13] -can reach such bandwidth and go beyond. By the nature of the micro-bunching amplifier the PCA bandwidth is in order of its highest frequency, which generally speaking, grows with beam energy. The scaling from equations (70-73) yields an approximation for frequency where PCA gain peaks:
We can reasonably estimate FWHM of the PCA amplifier is about half to one third of f peak .
In addition to the bandwidth, any stochastic electron cooler for high energy hadrons should also have high gain, which has to be reached without saturating the amplifier [45] [46] [47] [48] [49] [50] . Any CeC scheme requires its amplifier to operate on linear regime for resulting electric field to be a linear superposition of the fields induced by each hadron [12] [13] [14] . In other words, there should be no saturation in the amplifier originating either from hadron or electron beam. We had derived a very general estimate for maximum gain of the density modulation, which can be attained by instability in electron beam [46, [48] [49] [50] and tested it against numerical simulations. According to our model-independent approach, the gain causing saturation in a longitudinal instability in electron beam depends of the peak beam current, central frequency of the instability and its bandwidth:
In the case of the two beams present in CeC, it should be reduced by additional factor 1+ Z ⋅ I h / I e , which is insignificant in the cases listed below. 
IV. Numerical simulations of PCA for CeC demonstration system
While our PCA analysis uses rather sophisticated analytical model, it may still miss some important phenomena in real 3D beam dynamics. Hence, we conducted two sets of numerical studies to confirm that the PCA is a functioning model. For our numerical simulations we used two codes: SPACE [33] and PARMELA [34] .
The code SPACE had been tuned for high fidelity simulations of the key processes in CeC [35] [36] and includes all 3D beam dynamics necessary for PCA simulations. SPACE provides for generating initial beam distributions and propagating the beam through quadrupole or solenoid beam-line. It includes particle-in-cell (PIC) solvers for self-consistent EM fields with variety of boundary conditions, including periodic and open boundary conditions. In the PCA case electron's motion in the co-moving (beam) frame of reference is non-relativistic and we are using Poisson solver for this simulations. Since we are considering PCA with electron bunch whose length significantly exceed the scale of the density modulation, we are using periodic boundary conditions for a longitudinal bunch slice. In transverse directions we use open boundary condition to accurately simulate 3D effects imposed by the finite electron beam size.
The most interesting case that we simulated is the one we propose to test experimentally in the CeC system operating at RHIC facility [22] [23] [24] . As shown in Fig. 9 , we propose to use existing 14.5 MeV CeC SRF electron accelerator and replace the central part of the CeC system (common with RHIC hadron beams) to a 4-cell PCA with five solenoids separated by 2 meters. The new section will serve as 4-cell PCA with microbunching gain about 100. We also run start-to-end beam dynamics simulation in CeC accelerator using Impact-T code [37] confirming that beam parameters used for simulations can be attained in practice. Furthermore, similar parameters had been demonstrated experimentally in preparation for FEL based CeC demonstration experiment [23] [24] . Finally, the beam envelope evolution in PCA was confirmed using code ASTRA [38] .
First steps in SPACE PCA simulation were focused on developing self-consistent periodic beam envelope with desirable waist radius of 0.2 mm (see Fig. 10 (a) ). It was followed by analysis of the evolution of the random longitudinal density modulation initiated by shot noise in electron beam. The shot noise is present both in velocity and density distribution, which causes a "ragged" gain's frequency dependence shown in Fig. 10 (b) . A smooth dash-line shows expected response with high frequency reduction caused by the finite beam emittance and by the Landau damping (71-72). The most important observation from the spectral PCA response is that peak gain ~150 occurs at about 25 THz (2.5 . 10 13 Hz), which is close to expected cut-off resulting from the energy and the angular spread in the beam (see Table 2 ). There is also clear low frequency PCA gain roll-off associated with the finite transverse beam size (73). 12 -* These parameters are for 60% core of the 1 nC electron bunch.
PCA
(a) (b) Figure 10 . SPACE simulations results: (a) Self-consistent beam envelope in the PCA beam-line with 4 solenoids; (b) Change of the longitudinal density spectrum, starting from shot noise at s=0 and evolving though 8-metter of PCA. Continuous line is the data and the dash-line is smooth curve representing expected gain.
A simple application of eq. (71), e.g. without taking into account Landau damping would indicate gain of 197. Applying Landau damping should bring the gain to about 117, which is lower than that in Fig. 10 (b) . Hence, as we indicted above, a part of the amplified density modulation originates from the shot-noise in the initial velocity (energy) distribution.
To make a clear determination of the PCA gain we had performed SPACE simulations by introducing a small periodic density modulation at frequency of 25 THz, and propagated beam through the PCA. In order to eliminate background signal originated from the shot-noise, we used technique developed for high-fidelity CeC simulations [35] [36] . We use two simulations with identical shot noise in the initial distribution of electron beam. First run is performed with short-noise only to define the background. The background as recorded as function of distance along the system. For the second simulation we add a small, but well-defined (for example periodic), density or energy modulation as initial signal. In absence of saturation, the amplified signal is obtained by subtracting the background. If necessary, we perform such simulation for a number of random seeds for the shot-noise. Figure 11 shows evolution of longitudinal density modulation, originating from an initial 25 THz density modulation at 10 -3 level, as the beam propagates through the 4-cell PCA. One can clearly see from Fig. 11 (b) an imprint of growing longitudinal plasma oscillations indicated by semi-periodic dips in the density modulations: at this locations the density modulation is transferred into the energy modulation, which then bounces back onto the density modulation. One also can see nearly exponential growth of the modulation from cell to cell. The amplification in the first cell is anticipated exception from pure exponential growth: here we can clearly see effect of factor 2 in the denominator in eq. (70). This "reduction" in the gain is nothing else than redistribution of initial modulation between two eigen modes: one with exponentially growing amplitudes as λ 1 n and the other exponentially decaying as λ 1 − n .
As we expected the PCA gain reduces to about 80, which is in reasonable agreement with expectations that all three effects, the energy and angular spreads and the finite beam size, contribute into the gain reduction. In term of the "transport matrix" for density modulation, results presented in Fig. 11 represent quantitative evolution of its m 11 element. To evaluate quantitative evolution of "m 12 element of transport matrix", we simulated evolution of the density modulation originated from initial velocity modulation (in the beam frame) with results shown in Fig. 12 .
(e) (f) Figure 11 . Evolution of longitudinal density modulation in the 4-cell PCA. Fig (a) shows initial density modulation at frequency of 25 THz and at 10 -3 level of 2 . 10 12 m -1 back-ground electron beam density. Fig. (b) shows the overall evolution of the corresponding Fourier component in the longitudinal density at 25 THz as function of the distance along the PCA. Longitudinal density modulation evolution: after one cell -(c), after two cells -(d), after three cells -(e), and after four cells -(f). Figure 12 . Evolution of longitudinal density modulation in the 4-cell PCA. Fig. (a) shows initial velocity modulation at frequency of 25 THz and amplitude of 10 -5 c (3 . 10 3 m/sec) in the beam frame (corresponding to energy modulation with relative amplitude of 10 -5 in the lab frame). Fig.  (b) shows the overall evolution of the 25 THz Fourier component in the longitudinal density at 25 THz as function of the distance along the PCA. Longitudinal density modulation evolution: after one cell -(c), after two cells -(d), after three cells -(e), and after four cells -(f).
From observing reasonable agreement between self-consistent 3D simulation and our analytical theory, which cannot accurately predict all 3D effects, we conclude that the PCA instability mechanism is robust against 3D effect.
Based on our understanding of the PCA amplification and its bandwidth, we made our standard estimations for the cooling rates for 26.7 GeV/u Au ions and protons using our CeC system with PCA amplifier. In recent years we had developed a number of analytical and numerical tools allowing us to estimate and to calculate CeC cooling rates [35] [36] [39] [40] [41] [42] [43] . First, we used our understanding of the density and energy modulation process in the CeC modulator [39, 42] and our understanding of the gain and the frequency response of the PCA. We then simulated longitudinal time and space dependence of electric field in electron beam in the CeC kicker. Detailed considerations for main effects involved in this calculations are described in Appendices B and C.
Longitudinal electric field profile, shown in Fig. 13 , is the result of initial density and energy modulation induced by a single Au fig. (a) to shows fine details of the field dependence. Vertical axis is longitudinal electric field in V/m. Blue line is the electric field in the beam center and red curve is that at the beam edge (e.g. at the radius of 1.1 mm).
As we described in the introduction, the condition (1) provide for ion with the nominal energy to arrive to the kicker at t=0, when the eclectic field is zero. More energetic ions arrive earlier and experience decelerating field. Visa versa, ions with lower energy are accelerated in the kicker. Maximum energy correction per turn of Au ion in the 3-meter long kicker is about 2.5 keV. Our estimations show that local cooling time for 26.7 GeV/u Au ion beam with RMS energy spread of 2 . 10 -circulating in RHIC with 3.8 km circumference would be about 6 seconds. Cooling time for the whole bunch should be scaled by the ratio between lengths of the ion and the election bunches.
In our CeC demonstration experiments we use Au ion bunches with FWHM of 2 nsec and electron bunches with charge per bunch up to 4 nC. With 60% of useful electron beam having 100 A peak current the ratio between local and full-beam cooling time is ~ 80. Thus, we expect to have cooling time ~ 8 minutes.
We also propose to cool 26.7 GeV proton beam in RHIC using the same system, whose cooling time will be Z 2 /A ~ 32 times longer than that of Au ions. Hence, local cooling time for protons will be ~ 3 minutes, with full bunch cooling time ~ 4 hours. We hope to optimize the system further -for example by increasing gain of PCA to few hundreds -to improve on these parameters.
We also used code PARMELA for simulations this PCA and found a reasonable agreement between two codes.
V. Numerical test of PCA with potential for low energy cooling in RHIC.
A low energy traditional electron cooling system, named LEReC [51] , is under construction at RHIC for future low energy scan, motivated by the search of the QCD critical point. This system operates at relatively low electron energies of few MeV and, as shown in Fig. 14 , contains large number of periodic sections with focusing solenoids. Favored scaling of PCA parameters with energy makes it attractive simulating this process in LEReC system. We used code PARMELA for these PCA with beam parameters listed in Table  3 .
Simulation had been done for a 4 psec 0.2 pC longitudinal slice of the electron bunch. For PARMELA simulation we used initial energy modulation with amplitude of 50 eV at frequency of 4 THz. Gain exceeding ten was observed in case of 50 mA peak current. For peak current 100 mA we observed full saturation of the modulation as shown on Fig. 15 .
While PCA with saturation cannot be used for cooling, these simulations are clear indication of susceptibility of low energy beams to plasma-cascade instability, which can be successfully used for broadband THz sources. It is also indication that this instability can play significant role in determining quality of the electron beam in long transport system such as LEReC.
We plan to continue studies of LEReC case using SPACE code to identify the range of parameters at which PCA and CeC can be tested at such very low energy. Fig. 15 . PARMELA simulation of PCA instability at 4 THz for electron beam parameters in Table 3 : (a) -beam envelope in mm evolution in 3-cell system; (b)-(e) Longitudinal density (top) and longitudinal phase-space (lower) plots for peak current 50 mA at z=0, 2.4, 5.2, and 8.7 meters, correspondingly, (f)-(i) Longitudinal density (top) and longitudinal phase-space (lower) plots for peak current 100 mA at z=0, 1.9, 5.0, and 7.1 meters, correspondingly. 
VI. Discussions.
The PCA microbunching instability we describing in this paper can be both useful and harmful. This instability does not require bending of the electron beam trajectory 7 can occur in ballistic compression. Hence it can destructive for generating high quality electron beams and, therefore, should considered as possible culprit during design process.
On positive side, PCA can be an easy way of generating nearly 100% density modulation at THz frequencies in low energy beams, which than can efficiently generate broadband radiation at these frequencies. Our analytical studies and simulations clearly indicted that such process would require electron beams with very modest parameter. At modest energies ~100 MeV and above, PCA can be used for generating intense broadband IR radiation. In short, this instability can lead to creation of new compact, inexpensive sources of high power broad-band THz and IR sources.
Our interest in this instability is driven by using it as broadband amplifier of interaction between hadrons and electrons in Coherent electron Cooling systems. The nature of plasma oscillations is that they dramatically slow down with increase of the beam energy. It is clearly indicated by scaling of dimensionless space charge parameter
Microbunching instability caused by space charge (or coherent synchrotron radiation) and by increased longitudinal mobility (called R 56 in accelerator lingo) originating form bending of electron beam trajectory in bunch compressors (such as chicaned or doglegs) is well known and well studied both theoretically and experimentally [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] , with excellent review in [69] . The basic process for such instability consists of two main components: energy modulation originated from space charge and longitudinal particle's slippage originated from R 56 . This process does not require density modulation of the electron beam -this role is played by bending magnets which modulate longitudinal mobility of particles. While higher energy hadron accelerators have much longer straight sections available for PCA and peak current can be increased with the beam energy, it is hard to imaging a high gain PCA working for proton beams with energy above 1 TeV. Still, it does not preclude using PCAbased CeC as a cost effective cooler for a future EIC where maximum energy of proton beam is limited to 275 GeV. We made estimations for cooling time for a typical 275 GeV proton beam in eRHIC), the BNL's options for EIC, having bunch length ~5 cm, relative energy spread ~ 2 . 10-4 and RMS normalized emittance ~ 0.5 mm mrad. The PCA-based CeC driven by electron beam with 5 nC per bunch, and other parameters specified in third column of Table 1 , would provide the full-beam cooling time ~ 10 minutes (with local cooling time ~ 1 minute). Cooling time for ions should be scaled down by Z 2 /A and will be well under one minute. With this cooling time, the PCA bandwidth and RMS bunch length of 5 cm, the number of hadrons per bunch is limited to 3
. 10 12 , which is by order of magnitude above design values for eRHIC.
If necessary, the cooling rate can be further improved by increasing the PCA gain. The fundamental limitation for cooling time for a typical eRHIC 10 11 protons per bunch and 5cm RMS bunch length will be ~ 20 seconds (local time ~ 2 second). This limit is imposed by the PCA bandwidth.
Further improvements, if needed, will require increasing the electron bunch length above the 1/10 th of the hadron bunch length used for the above estimation. It either should come from increasing charge per bunch, which can be challenge of accelerator-driver, or from deducing the peak current of electron beam. The later will cause reduction of the PCA by reduced vaue of space charge parameter, k sc . The gain can be recuperate using more advanced PCA system shown in Fig. 4 . As shown in Fig. 16 , using even a small portion of the cell (from 1/5h to 1/3 rd ) as "strong focusing" element can significantly increase PCA gain at low space charge parameters.
(a) (b) (c) Fig. 16 . Comparison of PCA cell eigen values for a regular scheme (a) and scheme with dedicated central section (Fig. 4(a) ) maintaining constant beam size: fig. (b) shows the case when the central section occupies 1/5 th of the cell and fig. (c) for the case of 1/3 rd . We used similar program as shown in Appendix A, which included additional "focusing element".
As indicated by our analytical simulations, this more advanced scheme allows for attaining significantly higher PCA gain at much lower beam currents. For example, with filling factor of 1/5 th ( Fig. 16(b) ) the eigen value of λ=-6 per cell can be reached at k cs =2, while standard cell it would require k cs >4, e.g. at least 4 times higher peak current. Using 1/3 rd of the cell for the In short, more advanced schemes provide for additional flexibility and potential for improvement, but expending range of parameters also require more time to finding optimal solutions for PCA-based CeC cooler. Accurate estimation of its performance would also require a dedicated set of numerical simulations, similar to that done for FEL-based CeC.
VII. Conclusions and Acknowledgements.
In this paper we describe a novel instability occurring in linear transport beamlines, which nick-named Plasma Cascade Amplifier (PCA) of microbunching. As any other beam instabilities CPA instability can be either harmful or useful.
We propose to use CPA as a broad-band amplifier for Coherent electron Cooling of hadron beams. Our estimation show that it can cool hadron beams with sub-TeV energies on a very reasonable time scale of few minutes. This scheme naturally scales to lower energies and can be used for hadron beams with energy of few tens of GeV. We propose to use existing CeC system at RHIC (BNL) to test this novel cooling technique.
On the other hand, the CPA instability definitely can be used for generation of high power broadband THz or IR radiation or similar applications. But it also can be a dangerous instability developing in injectors for high quality electron beam required for advanced applications, such as X-Ray FELs or drivers for plasma-wakefield accelerators.
Authors would like to acknowledge genuine interest to this phenomena and continuous support by Dr. Thomas Roser (BNL). First author also would like to thank Prof. Pietro Musumeci (UCLA), who mentioned during our discussion about energy conservation in longitudinal plasma oscillations, that modulation of the transverse beam size can violate this perception. His notion was one of the initial signal that modulation of the transverse beam size can cause an instability.+ . (B.14) Fig. B1 . shows the comparison of the reduction factor from the exact integral, eq. (B.13), and that from the approximate expression from eq. (B.14). The approximate form, eq. (B.14), is useful when one tries to get close form solution for the inverse Fourier transformation, but since we are doing numerical evaluation anyway, we will use eq. (B.13) to evaluate the amplified density perturbation, i.e. The observation of eq. (B.16) is also confirmed by the appearance of negative values for the blue curve in Fig. 3 .B. Assuming the RMS energy spread of the ion is
