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Abstract
In this paper we will consider new bounds on the smallest primitive
root modulo a prime. we will make more judicious use of the Pólya–
Vinogradov and Burgess inequalities, and use them to prove that the
smallest primitive root is smaller than p0.68 for all primes p.
1 Introduction
This paper will detail new research on upper bounds on the smallest primitive
root modulo a prime, which will be referred to at g(p). In [1], Burgess showed
that the smallest possible bound is
g(p)≪ p1/4+ǫ for any ǫ > 0. (1)
Since any case of ǫ < 14 has been too difficult to prove to date, some previous
research has focused on the Grosswald conjecture,
g(p) <
√
p− 2,
which Cohen, Oliveira e Silva and Truigian proved for all 409 < p < 2.5×1015
and p > 1071 (Theorem 1.1 in [2]). Others, including Hunter, have instead
attempted to find the lowest value of ǫ for which (1) holds for all primes. This
paper will lower the universal bound.
Current literature has focused primarily on using the Pólya–Vinogradov in-
equality and Burgess bound on Dirichlet characters separately, but never in
conjunction. We will be using both in order to minimise the bounds further.
The smallest power α of p which could possibly be proven for all primes is
α = log 2/ log 3 = 0.63093... as this corresponds to the smallest primitive root
of 3, which is 2.
This paper will prove two main theorems.
Theorem 1. Let g(p) denote the least primitive root modulo p, prime. Then
g(p) < p0.6309 for all p > 2.67× 1032. (2)
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The first theorem takes the power of p slightly smaller that the minimum
possible (log 2/ log 3), 0.6309, and identifies the range of p over which we can
prove that the bound holds. As we cannot prove that this holds for all p, we
have found the lowest exponent which can be proven for all p, given in Theorem
2.
Theorem 2.
g(p) < p0.68 for all primes p.
This new bound represents significant improvement on previous findings.
Hunter proved that the bound on the least square-free primitive root was p0.88
for all primes p, and showed that α = 0.6309 holds for all p > 9.63 × 1065
(Theorems 0.1 and 0.2 in [5]).
These bounds will be shown using the same methods employed by Hunter.
In §2 and §3, we will the Pólya–Vinogradov and Burgess inequalities to establish
over which values of p each bound is most useful. We will also identify the ranges
of p over which various values of α hold. A sieving inequality will be used in
§5 to tighten these bounds further. Finally, in §6, computations using a prime
divisor tree will provide some small improvements.
2 Comparing the Pólya–Vinogradov and Burgess
inequalities
The first step towards lowering the bound on primitive roots is to use improved
bounds on the Pólya–Vinogradov and Burgess Inequalities. Both inequalities
place an upper bound on the sum on χ(p), the non-principal Dirichlet characters
modulo p, defined as
SH(N) =
∣∣∣∣∣∣
N+H∑
n=N+1
χ(n)
∣∣∣∣∣∣ for some H < p.
Theorem 2.1 in [2], quoting Treviño [8] gives the Burgess bound:
C(r)H1−
1
r p
r−1
4r2 (log p)
1
2r , (3)
where r is an integer of our own choosing. Below, we will discuss which value
of r returns the tightest bound. Hunter gives the Pólya–Vinogradov inequality
as follows (Theorem 1.2 in [5]):
c
√
p log p,
where c is a constant. The Burgess bound (3), unlike Pólya–Vinogradov, is
dependent on the length of the sum, H .
In order to compare these two inequalities, it is first necessary to determine
what value of r to use in the Burgess bound. The values of C(r) were taken
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from §1 of Treviño for the case of H = 1015 [8]. This value of H was chosen as
this was the closest value to 2.5× 1015, below which Theorem 1.1 in [2] holds.
By substituting H = pα, we can compute that as α increases, r = 2 gives
the smallest bound for an increasing range of primes. At α = 0.7, r = 2 is the
preferred value of r for all p > 1.5× 106.
Since r = 2 provides the smallest Burgess bound within the desired range
of α’s under consideration, this value will be used to compare the Burgess and
Pólya–Vinogradov bounds, by solving:
C(2)p
α
2
+ 3
16 (log p)
1
4 ≤ cpα2 log p.
From this, it follows that for values of α > 58 , the Pólya–Vinogradov inequal-
ity (on the right hand side of the above equation) will always give a smaller
bound than Burgess. i.e. The equation is not true for any p. Below 58 , Burgess
becomes the better bound for a range of p dependent on α. For example, at
α = 0.6, Burgess gives a smaller bound for all p > 1022.
From this, it is clear that for the range of α under consideration in this
paper, the Pólya–Vinogradov bound is the better choice. recall that the smallest
α which may be proven for all primes is log 2log 3 >
5
8 .
3 Results without sieving
Using the Pólya–Vinogradov inequality, we now make use of improvements to
the constant, c. While Hunter used c = 12π +
1
log p +
1√
p log p , Frolenkov and
Soundararajan found an improved constant (§4 of [4]):
c(p) =
1
2π
+
0.8203
log p
+
1.0284
log p
√
p
.
Frolenkov and Soundararajan, however, optimised their constant to be the
smallest over all primes. For the purposes of this research, it is better to optimise
the constant for p = 2.5 × 1015. Following the derivation in §4 of [4], we chose
a generic value for the constant L of the form αqβ and find the values of each
variable which give the minimum bound. From this, we ascertain that the
smallest, and hence best, c to use is:
c(p) =
1
2π
+
1
π log p
(
0.4325 +
10.15 +
√
p
1 +
√
p
+
1√
p
)
.
Since c(p) is slowly decreasing in p, we can set c = c(p0) which will hold for
all p > p0 Following the derivation in §2 of [5], we sum the following indicator
function over x.
Definition 1. given a prime p, and provided that p ∤ x, we can define the
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function
f(x) =
φ(p− 1)
p− 1

1 +
∑
d|p−1,d>1
µ(d)
φ(d)
∑
χd
χd(x)

 =
{
1 if n is a primitive root
0 otherwise,
(4)
where φ is Euler’s function, µ is the Möbius function, and χd are the characters
of order d (Lemma 2.1 in [5]).
This sum will be greater than 0 once we have found a primitive root. We
apply the Pólya-Vinogradov inequality to (4) and proceed according to the
derivations in [2],[5],[3]. We conclude that a primitive root exists below g(p) =
pα if and only if
pα − (2ω(p−1) − 1)c√p log p > 0.
We make use of the following estimate for the value of ω(n) from Robin
(Theorem 16 in [7]) to obtain an equation wholly in terms of p and α
ω(n) ≤ logn
log logn
(
1 +
1
log logn
+
2.8973
(log logn)2
)
,
where ω(n) denotes the number of distinct prime divisors of n. Following
this substitution, we compute the value p above which the inequality holds for
a range of α. We then calculate the corresponding value of ω(p). For α = 0.7,
the inequality holds for all p > 5 × 101295, and so ω(n) = 554. From this
we calculate the smallest product of primes (the smallest ω(n)) which exceeds
p = 5 × 101295, knowing that it must be smaller than 554. Any values up to
and including this ω(n) cannot make the inequality hold, and hence must be
checked through other means.
Table 1 identifies the values of w(n) which remain to be checked after initial
use of the Pólya–Vinogradov inequality.
Table 1: Exceptions of ω(p− 1)
α Lower bound on w(p− 1) Upper bound on w(p− 1)
0.8 5 30
0.75 5 46
0.7 5 85
0.65 5 237
0.6309 5 437
4 Improvements using a sieve
The sieve used in [2], [3], [5], and [6] makes use of the number of small primes
dividing p − 1 in order to eliminate most values of ω(n) identified as possible
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exceptions in §3. The sieve relies on the use of e-free integers:
Definition 2. Let p be a prime and let e be a divisor of p − 1. Suppose p ∤ n
then n is e-free if, for any divisor d of e, such that d > 1, n ≡ yd (mod p) is
insoluble.
Following Proposition 3.2 in §3 of [5], it can be shown that n is a primitive
root if and only is it is (p− 1) free.
Consequently, an indicator function has been developed to test whether any
particular number n is p− 1 free (§3 of [5]).
Definition 3.
f(x) =
φ(e)
e
∑
d|e
µ(d)
φ(d)
∑
χ∈Γd
χ(n) =
{
1 if n is e-free
0 otherwise.
Again, we apply the Pólya–Vinogradov bound the indicator function. Fol-
lowing the derivation in §3 of [5], we obtain a new inequality (Theorem 3) to
solve. This inequality differs from that in [5] as the square-free conditions on
the primitive roots are removed.
Theorem 3. Let δ > 0 be defined as
δ = 1−
s∑
i=1
p−1i
and let ∆ be defined as
∆ =
s− 1
δ
+ 2,
where 1 ≤ s ≤ ω(p− 1). Then we are able to find a primitive root g(p) < pα if
the following inequality holds:
pα−0.5
log(p)
> c(2n−s∆− 1).
The value of s denotes the number of sieving primes p1, p2, p3, . . . , ps which
divide p− 1 but not e, an integer of our own choosing. This e is an even divisor
of p− 1 and must be chosen so that δ > 0 and (2n−s∆− 1) is minimised. Once
this e is chosen to give our optimal value of s, we can proceed to solve the
inequality for p.
Firstly, for each value of ω(p− 1), p− 1 =∏i≤ω(p−1) pi, the product of the
first ω(p− 1) primes, is checked to see if it satisfies the inequality. For values of
p−1 =∏i≤ω(p−1) pi < 2.5×1015, the larger value is used as we know all primes
below 2.5 × 1015 satisfy the values of α being tested. The values of ω(p − 1)
which still do not satisfy this equality must be tested further using the prime
divisor tree.
For each of these, the value of p which does make the inequality true is set
as an upper bound pu, leaving all p ∈ [2.5× 1015, pu] as exceptions which must
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be checked to see if they have sufficiently small primitive roots. After use of the
sieve, we have proven 2. α = 0.6309 holds for all values of ω(p−1) < 22, and the
minimum value of p with ω(p− 1) = 23 is p = 2.67× 1032. Applying the prime
divisor tree (described in §6) to α = 0.6309 generated too many exceptions
for the computation to be completed on a standard laptop, and so no further
investigation into α = 0.6309 was completed.
Table 2: Exceptions of ω(p− 1) after use of sieve
α Lower bound on w(n) Upper bound on w(n)
0.69 - -
0.68 13 13
0.65 5 18
0.6309 5 22
5 Computation: the prime divisor tree
The prime divisor tree relies on the same sieve developed in §4, but recalculates
the optimal s and δ at each node on a tree. This tree splits up the remaining
primes p to be checked according to the specific primes dividing p − 1. The
program was run in SageMath, based on code developed by McGown, Treviño
and Trudgian [6], and Hunter [5].
The prime divisor tree branches off from each point according to whether
the next sequential prime divides p − 1. Since we know 2 already divides, the
first two branches of the tree split up primes according to whether 3 does or
does not divide p − 1. Each of these nodes may branch further according to
whether 5 does or does not divide p− 1, and so on.
At the nodes where the prime does not divide p−1, this prime can be removed
from the calculation of δ, and the next sequential prime, the ω(p−1)+1th prime
is included. This increases δ and so the upper bound on the primes which must
still be checked is reduced. In some cases, the upper and lower bounds overlap,
and so all possible exceptions are eliminated. In this case, this particular branch
of the tree terminates and no further nodes are introduced. If the bounds do
not overlap, we check how many prime numbers are in the new reduced interval,
and hence how many times we need to check for a primitive root.
At nodes where the prime in question does divide p − 1, we know that all
primes must be of the form (p − 1) = k × m where k is the product of those
primes that do divide p − 1, and m is the product of the still unknown prime
divisors of p − 1. For example, if we know that 2, 3 and 5 all divide p − 1,
then k = 2 × 3 × 5 = 30 Since the first few prime divisors are now known,
this eliminates many of the primes within the interval determined by the sieve,
reducing the number of primes where we must search for a small primitive root.
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Through this process, each branches reduces the number of primes to be
checked. If the number to be checked is sufficiently small (< 105), the primes
are enumerated and primitive roots found using the inbuilt primitive root finder
in SageMath. If the interval of exceptions is still too large, the tree branches
further until all exceptions have been enumerated.
Through the use of the prime divisor tree, the value of α that holds for all p
can be reduced slightly to 0.68. This improvement is the last step in establishing
Theorem 2. Like Hunter, I found that the number of exceptions to be checked
increases very rapidly with small reductions in α below 0.68, and so run times
for the code expand to impractical lengths. Below α = 0.68, my computer
unable to run the code to completion, and hence could not lower the value of α
further.
6 Future work
Through the combined use of the Pólya–Vinogradov and Burgess bounds, we
have improved the bounds on the least primitive root modulo a prime. Specif-
ically, we have reduced the universal bound on the smallest primitive roots for
all primes to g(p) = p0.68 (Theorem 2). We have also lowered the minimum
prime for which g(p) = p0.6309 holds, to p = 2.67 × 1032 (Theorem 1). While
this marks a significant improvement on previous results, as discussed above, it
leaves room for future work to lower the bound further.
The largest improvements are likely to come from a tighter constant for the
Pólya–Vinogradov Inequality, as this will increase the strength of the sieve. Due
to the number of computations required to run the prime divisor tree, it is only
capable of eliminating 2− 4 value of ω(p− 1) in a reasonable time frame. It is
therefore preferable to eliminate as many values of ω(p − 1) as possible before
we reach the prime divisor tree. One possible source of improvement would
be to develop a means of splitting the Dirichlet character sum into odd and
even cases. As outlined in Theorem 2 of [4], different bounds exist for odd and
even Dirichlet characters. In this paper, the weaker bound was taken for all
characters as we had no means to systematically split the character sum.
Running the code on a more powerful computer would likely also deliver
some benefit. If the values of ω(p − 1) that could be easily checked could be
increased, proving that α = 0.6309 holds for all p could become feasible.
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