When a linear mixture of independent sources is contaminated by multiplicative noise, the problems of blind source separation and feature extraction are highly complex. Specifically, the approach followed by the independent component analysis does not produce proper results. This is because the output of a linear transformation of the noisy data cannot be independent. However, the statistic of this output possesses a special structure that can be used to obtain the original mixture. In this paper, this statistical structure is studied and a general approach to solving the problem is stated, studying how the strategies followed by the standard ICA methods can be adapted in this case. To illustrate the analysis, the results of two different methods that follow the general approach are presented, where the improvement with respect the standard ICA method is clear. r
Introduction
The problems of blind source separation (BSS) and feature extraction have been revolutionized since the appearance of the independent component analysis (ICA), more than 10 years ago. The search for a linear transformation that produces an output as independent as possible solves the previous two problems when the data are a linear mixture of independent sources. This model is called the ICA model in this paper and is widely followed in a huge variety of applications. However, there are others situations where this model is not realistic but the existence of independent sources allows the idea of the ICA to be applied. Thus, the ICA has been adapted to deal with modified models, such as the presence of additive noise, non-linear and/or non-instantaneous mixture, the existence of bias term, exclusive classes, etc.
A different modification in the ICA model is studied here, specifically the existence of multiplicative noise that contaminates the linear mixture. This, in this paper, is called the multiplicative ICA (MICA) model. This noise appears in diverse signals, but the most common are coherent images as ultrasound, synthetic aperture radar (SAR) or laser images. It is precisely in these kinds of images where ICA has been applied in the literature.
The problem of feature extraction with ICA is treated in [10] for SAR images of different classes of sea ice and in [12] for ultrasound breast images. ICA is used in these works to extract features of the different kinds of ice, in the first case, and of the healthy and unhealthy breast, in the second; thus, a heterogeneous sea ice image can be analysed to show which classes of ice are present in the different regions of the image, and an unknown breast image can be classified as healthy or unhealthy. This scheme was first used in [1] to search for the underlying structure in natural black and white images, and it has been used since then in colour images, hyperspectral images, motion images, face recognition, unsupervised image classification, etc.
On the other hand, the problem of BSS is treated in [14] and [7] for multifrequency polarimetric SAR images, which are SAR images of the same scene recorded in different frequency bands and different polarization. ICA is used to achieve the most independent output, so that, if the ICA model is followed, the result of the analysis would be the independent emitters shown in different images, forming in this way thematic maps. This approach has been used mainly in hyperspectral image directly using ICA in [11] or using the related approach of projection pursuit in [5] .
All the previous applications of ICA in coherent images do not take into account the existence of multiplicative noise, so, as it will be shown in this paper, their analysis is valid only when the noise is negligible, and they will lose validity when the noise level increases.
In this paper, the presence of the multiplicative noise is taken into account, studying how it changes the statistic properties of the signals and how the ICA ideas can be adapted to deal with this noise. The MICA model is stated in Section 2, where its second-order statistic is studied. In this statistic, the standard ICA scheme, which consists of a first step of whitening followed by a rotation where the separation is actually done, is applied. It will be shown that this two-steps scheme is not optimum in the MICA model, and the second and higher-order statistic should be used together to solve the problem. The solution of the problem is treated in Section 3, where the higher-order statistic of a linear transformation of the noisy date is studied. This statistic, together with the second order, will be used to develop a general approach to obtain the original mixture. The results of two specific methods are shown in Section 4, in order to illustrate how the general approach shown in this paper considerably improves the standard ICA methods when the multiplicative noise is present. The paper concludes with the principal conclusions in Section 5.
Whitening
The assumed model is the MICA model, where the lineal mixture of independent sources is contaminated by multiplicative noise. This can be expressed as
where z ¼ ½z 1 ; . . . ; z N T are the noisy recorded data, s ¼ ½s 1 ; . . . ; s N T is the vector of N independent sources, the components of the multiplicative noise v ¼ ½v i ; . . . ; v N T are random processes with one mean, mutually independent and independent of the noise-free data x [6] and A is the N Â N mixing matrix. Vectors are noted with lower-case bold letters, upper-case bold letters are used for matrices and italic letters for scalars. In the formulation of the problem, real signals and the same number of sources and signals is assumed for simplicity, but these assumptions can be relaxed without losing generality.
The covariance s z ij between two components of z, z i and z j , is
where s x ij is the covariance between x i and x j , s v i is the variance of v i , m x i is the mean of x i and d ij is the Kronequet's delta. All the indices go from 1 to N, as they will do in the rest of the paper, except it is specified otherwise.
The goal of ICA is find a linear transformation B of the data such as its output is as independent as possible. When the ICA model is followed, the resulting matrix is the inverse of the mixing matrix, which is called unmixing matrix, so that the problem is solved. This is usually done in two steps. The first is the whitening of the data, which, although it is not a necessary step, facilitates the convergence since it reduces the search in the subsequent separation step to unitary matrices. Then, if for ICA to be applied, firstly the effect of the whitening should be studied.
A matrix W that produces white outputs w ¼ Wz, should follow:
where
and S x and S w are the covariance matrices of x and w, respectively. To reduce the posterior search for the unmixing matrix to the unitary matrices, the whitening matrix W and the unmixing matrix B should be related by B ¼ UW, with U a unitary matrix. Therefore, the covariance matrix of y ¼ Bz should be equal to the identity. However, from (2) it is easy to show that, if
where it has been assumed that the variance of the sources is the unity to avoid the scale indetermination that appears in the model.
It is clear that S
y is equal to the identity only in the case of L equal to zero, which corresponds with the noise-free case. If the multiplicative noise is not negligible, a matrix W satisfying (3) is not a unitary-shift version of B.
The whitening process could be changed to take into account the multiplicative noise, such that the matrix W should satisfy
for a diagonal matrix D. If the unmixing matrix is B ¼ UW, the matrix U satisfies
Thus, U is unitary if and only if L ¼ D. Thus, it is possible to obtain a unitary-shift version of the unmixing matrix using the second-order statistic if and only if the matrix L is known in advance. This implies that the variance of the components of v is known. In general, this information is not accessible, since the problem is ''blind'', and therefore this analysis is not possible. However, there are situations in which the variance of the noise can be roughly estimated from theoretical analysis or from the noisy data. In SAR images, for example, a estimation of these variances is possible from theoretical considerations through the analysis of the coherent process of image formation, and, in images in general, the variances can be estimated using uniform patches. In any case, these estimations are quite imprecise. With an estimation of the variance of the noiseŝ
2 Þ, and with this matrix it is possible to obtain a matrix W, satisfying (4) with D ¼L, so that the posterior search is reduced to the unitary matrices. However, any error in the estimation of s v i cannot be corrected by the choice of the unitary matrix U, since it cannot change the variance of its outputs. This can be seen in Fig. 1 , where this situation has been studied for the mixture of two sources contaminated with multiplicative noise. In a first step, the matrix W is estimated with an estimation ofŝ v i , following (4). In the second step, where it is known that B ¼ A À1 , the better unitary matrix U is computed as the closest to BW À1 . Then, the distance between the unmixing matrix B and the best estimation with whitening UW is computed as the Frobenius's norm. In the estimation of the variances some error has been included and the behaviour of the distance between the unmixing matrix and the best estimation is studied when the ratio of error changes. This has been done for four different levels of noise, which is characterized by its standard deviation st indicated in the top of the graphics. It can be seen that a rough estimation in the variance of the noise does not allow the unmixing matrix to be found when the noise is not negligible, making this scheme of two steps not applicable in practical situations.
Then, to solve the problem, the matrix L should be treated as an unknown that has to be obtained together with the matrix B. In this case, the separation of B in a whitening matrix and a unitary matrix is not useful, since the whitening matrix cannot be determined from (3) if L is unknown. To obtain both unknown matrices, the information provided by the covariances is not sufficient and it is necessary to resort to higher-order information.
Independence
In the ICA model, whitening is only a necessary condition of independence and it is not strong enough to obtain the unmixing matrix. To do this, it is necessary to resort to the higher-order statistic or the joint Probability Density Function (PDF) of the signals. If the signal x follows the ICA model, the joint PDF of the outputs u ¼ Vx is ij , respectively, and for any square matrix C, jCj means the determinant of this matrix. The sum goes from 1 to N, as all will do in the rest of the paper, except when specified otherwise.
It can be seen that, in the case V ¼ A À1 , the joint PDF of u factorizes, i.e. f ðu 1 ; . . . ; u N Þ ¼ f ðu 1 Þ Á Á Á f ðu N Þ. As the inverse of a matrix is unique, this transformation is unique, except for scale or permutation. The search is made in the practice by many ICA methods finding a matrix whose output follows:
where EfÁg is the expectation operator and the function gðÁÞ is a non-linear function, such that (7) involves all the higher-order statistics of the random variables.
In the case of the MICA model, it is also true that an equation such as (4), with D ¼ L, is not sufficient to determine the unmixing matrix, and it will be also necessary to resort to the higher-order statistic. However, the structure of the joint PDF of the outputs after a linear transformation of the noisy data is very different from (6) . Specifically, the joint PDF of the outputs y ¼ Bz is
where f v i ðv i Þ is the PDF of the random variable v i . It can be seen that it is not possible to find a linear transformation such that the previous PDF factorizes.
In the case that the linear transformation B is the searched matrix, i.e. the inverse of the mixing matrix, the PDF in (8) proves to be
Although this joint PDF has a special structure, due to the specific linear transformation used, this is very different from a factorized one and it is difficult to use it directly, since it is not possible to find an equality as (7) to do so. This makes difficult to use the mutual information or the negentropy of the output (two of the most used measures of the independence in the ICA bibliography) in the search process. The special structure of (9) is more obvious in the moments and cumulants of the outputs, and the unmixing matrix can be found more easily using these statistical functions. The structure in the second-order statistic can be obtained for (2) and the covariance between two components of y ¼ Bz, with B ¼ A À1 , y i and y j proves to be
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The covariance of y is not diagonal, as in the ICA model, and it depends on some parameters l i , which are function of the variance of the multiplicative noise and the first and second statistic of the noise-free data. As these data are not accessible, the parameters are unknowns of the problem and need to be obtained jointly with the unmixing matrix. A similar behaviour occurs in the higher-order statistic. Due to the form of the joint PDF (9), if the linear transformation applied over z is the unmixing matrix, the higher-order cumulants of the output have a special structure, although it will not be a diagonal one as in the case of the ICA model. In this structure, some parameters, which depend on the statistic of the noise and of the noisefree data as well as on the mixing matrix, appear and they have to be determined together with the unmixing matrix.
This structure can be studied order by order. Specifically, if B ¼ A À1 , the third-order cumulants g y ijk of any three components y i , y j , y k of the outputs y ¼ Bz, is
where g s i is the skewness of the source s i and
with g v i the skewness of the component of the noise v i and g x ijk is the third-order cumulant of x i , x j and x k . As stated above, these parameters are unknowns of the problem.
On the other hand, the fourth-order cumulants k y ijkl of any four components y i , y j , y k and y l of y ¼ Bz, with
with k s i is the kurtosis of the source s i and, for any function f ijkl depending on the indices i, j, k and l, it is defined
The parameters that appear in the expression (13) are
where k x ijkl is the fourth-order cumulant of the signals x i , x j , x k and x l . As in (12) , these parameters cannot be estimated from z and are unknowns of the problem.
Similar structures can be obtained for the cumulants of greater orders of the output of the unmixing matrix.
The approach proposed in this paper consists of finding the unmixing matrix as the linear transformation B, so that its output y ¼ Bz satisfies the theoretical structure in its cumulants up to a specific order. For this, the covariances and the higher-order cumulants of the output are estimated from those of the data z. Specifically, the estimated covariances, third-and fourth-order cumulants of the components of y,ŝ The difference between the estimated and theoretical functions can be measured using a cost function as
It can be seen that J is function of the matrix B, but also of the other unknown parameters as l i , (12) and (14), and all of them have to be found to solve the problem. If the matrix B is equal to the unmixing matrix and the rest of the parameters take their theoretical values, then J ¼ 0. Thus, the problem is solved if the zero of J is found. This zero occurs if and only if all the terms in the sums involved in the definition of J are zero. This means a non-linear system of equation, where the unknowns are the components of the matrix B, the parameters l i and the ones shown in (12) and (14), and the equations are each one of the terms of the sums in (16) equal to zero. The solution of this system of equation will give us the unmixing matrix and solve the problem. The approach proposed in this paper consists of obtaining the unmixing matrix to solve the proposed nonlinear minimization.
As can be seen, this approach uses all the statistic, second-and higher-order, together to solve the problem, not in two steps as done in most ICA methods. Different orders in the cumulants can be used to built the cost function that measures the distance between the theoretical structure and the estimated cumulants, also a different set of parameters and various methods of non-linear minimization can be used to solve the system of equation. The result is that it is possible to build different specific methods that follow the approach. In the next section, two different methods are briefly stated and some of their results are shown, where it will be clearly seen how this approach improves the standard ICA methods when the multiplicative noise is not negligible.
The obtaining of the unmixing matrix is the goal of many ICA applications, as feature extraction, and it is the objective of this paper. However, in other problems the sources or some kind of classification of the signals is sought. In the ICA model, the sources are obtained by applying the unmixing matrix over the data, such as the output u ¼ Bx are the original sources, except with a possible scale or permutation change. However, even with the unmixing matrix, the recovery of the original sources is not so straightforward in the case of MICA model. In this case, the outputs y ¼ Bz are just a noisy version of the original sources. Specifically,
The noise term is a zero mean term dependent on all the sources, the multiplicative noise and the mixing matrix. This estimation of the sources might not be good enough in some applications, but the knowledge of the unmixing matrix allows the use of other tools in the reconstruction of the sources, such as maximum-likelihood methods. Also, it allows the classification of the signals and the creation of thematic maps, but, as in the determination of the unmixing matrix, the existence of the multiplicative noise should be taken into account in the reconstruction.
Results
As stated above, different methods can be built following the general approach. Here we present two possibilities.
The first method appears in [3] and [2] . This method uses the covariances and the third-order cumulants in the cost function. It solves the non-linear system of equation using the steepest descendant method and it is able to improve significantly the result shown by the standard ICA method, but it is restricted to more than seven sources, with at most one symmetrical (symmetrical PDF with respect to its mean). This method in this paper is called third-order multiplicative ICA (TMICA) method. On the other hand, in [4] a more complicate method, the fourth-order multiplicative ICA (FMICA), is developed. This method uses covariances, third-and fourth-order cumulants in the construction of the cost function and it solves the nonlinear minimization with the quasi-Newton method of BFGS (Broyden-Fletcher-Goldfard-Shanno) [13] . The FMICA is more complex than the TMICA method, but it has no restriction over the statistical nature, either of the sources or of the noise, and it works for three sources or more. In the situations where both methods are applicable, the TMICA provides better results, since it uses statistics only up to order three and, therefore, their estimated functions will be more accurate that the FMICAs ones, which use fourth-order statistic. For further information about the methods, the reader is referred to the References section.
In Fig. 1 , both methods are compared with the standard ICA method of FastICA [9] . The parameter d is used to measure how fine the result of a method (the matrix B) is, and it is defined as the minimum distance from the global transformation BA to the identity or any permuted signswitched version of the identity [8] . Specifically,
where P is a permutation matrix and S is a diagonal matrix with its diagonal elements equal to one or minus one, and the minimum is taken over all possible permutations and sign changes. This reflects the indeterminations that the model possesses and they are the same that appears in the ICA model. In Fig. 2(a) , the TMICA method is compared with the FastICA method, for a mixture of eight sources generated by taking the exponential of N uniform distributed signals in the interval ½0 a i Þ and contaminated with multiplicative uniform noise. These signals satisfied the requirement of more than seven sources with at most one symmetrical, which is needed by the TMICA method to converge to a proper result. In Fig. 2(b) , the FMICA method is compared again with the FastICA method, for a mixture of three uniform sources in the interval ½0 a i Þ, contaminated with Gaussian noise. The value of a i is taken different in each one of the N sources, the number of data in the signals is 100,000, the shown d are the mean of 10 realizations and the mixture matrix has been randomly generated. In both figures, it can be seen how the TMICA and the FMICA methods clearly improve the result of the FastICA method for a wide range of multiplicative noise. This study has been repeated for different PDFs in the sources and noise, changing the mixture and the number of sources, and the same behaviour has been shown.
Conclusions
In this paper, the statistic of the model of a linear mixture of independent sources is studied. The ideas of ICA have been adapted to this problem and, as result, a general approach to obtain the mixture when the signals satisfy this model has been stated. The approach uses the statistical structure shown by the outputs' cumulants of a linear transformation of the data to find the inverse of the original mixture. This is done by building a cost function that possesses a zero in the wanted matrix. The minimization of this cost function produces the unmixing matrix and solves the problem. The other two different methods developed following this approach show that the approach proposed in this paper clearly improves the results obtained by standard ICA method for this model. 
