Abstract-The recent development of microarray gene expression techniques have made it possible to offer phenotype classification of many diseases. However, in gene expression data analysis, each sample is represented by quite a large number of genes, and many of them are redundant or insignificant to clarify the disease problem. Therefore, how to efficiently select the most useful genes has been becoming one of the most hot research topics in the gene expression data analysis. In this paper, a novel unsupervised gene selection method is proposed based on matrix factorization, such that the original gene matrix can be optimally reconstructed using those selected genes. To make our algorithm more efficient, we derive a kmeans preclustering approach to accelerate our algorithm. Finally the experimental results on several data sets are presented to show the effectiveness of our method.
I. INTRODUCTION
When analyzing those gene expression profiles, an important issue is how to select a small subset of genes that are useful for the classification of the target phenotypes. Typically, there exists much redundancy in the gene expression data. For example, for a two-way cancer/non-cancer diagnose, usually 50 informative genes are sufficient [9] .
From the machine learning perspective, gene selection is just afeature selection problem. It is conventional to categorize the feature selection process into wrapper and filter modes. Wrapper methods contain a well-specified objective function, which should be optimized through the selection procedure. One can often obtain a very small subset of features with relatively high accuracy using the wrapper methods since the usefulness of features is usually directly determined by the estimated accuracy of the learning algorithm [15] [18] . Feature filtering is a process of selecting features without referring back to the data classification or any other target function and it ranges from simple methods such as information gain [3] , statistical tests (t-test) [9] to more sophisticated methods such as Markov blanket based on conditional independence [14] .
However, most of the state-of-the-art gene selection methods are supervised, i.e. they assume the class information of the samples are already known. The unsupervised methods, although which are relatively scarce, are also important to biological data analysis since (1) the supervised methods cannot with data of new unknown types [6] ). Based on the above considerations, in this paper, we propose a novel unsupervised feature selection algorithm, i.e. our method can select genes without any prior knowledge on the sample class (phenotype) information. Our algorithm is based on the basic assumption that the selected genes should be representative enough, i.e. the data (gene) matrix can be reconstructed from those selected genes with minimum loss. In our algorithm, such loss is measured by the Frobenius norm of the difference between the original and reconstructed gene matrix. We show that the minimization of such loss can be carried out by an iterative matrix updating procedure. Moreover, to make our algorithm scale to the large number of genes, we derive a kmeans preclustering method to accelerate the algorithm. Finally, experiments on several gene data sets are conducted to show the effectiveness of our method. The rest of this paper is organized as follows. Section II introduces our algorithm in detail. The experimental results are presented in section III, followed by the conclusions and discussions in section IV.
II. THE ALGORITHM Basically, the target of gene selection is to select a number of most representative genes. Here representative can be understood from different perspectives, for example, the selected genes should have the maximum mutual information with the data labels [4] , or the selected genes should maximize the feature margin as defined in [7] . However, most of these gene selection methods are supervised, i.e., we should know the labels of the data before we run the algorithm. This may make those algorithms impractical since the collection of labeled data is usually expensive and time consuming.
Therefore, we propose a novel unsupervised gene selection method in the following. Here we define representative genes as that the whole data matrix can be optimally reconstructed using those genes. Mathematically, assume that we are given N data sample, and X = {xi} denotes the set of Ndimensional gene vectors with 1 < i < M. Our goal is to select xj C X, 1 
where K+ and K-are symmetric matrices with all their elements nonnegative. Then the updating rules of Wij and Aij can be derived as [19] wij ' Wi.,
where X _ XWAT.
Therefore we call our method as the matrix factorization (MF) approach. Eq. (5) is a complicated combinatorial optimization problem needs integer programming, which is known to be NP-hard. Hence we will introduce a relaxation scheme in the following to make it solvable.
A. Problem Relaxation A common trick to make the integer programming problem as Eq. (5) (7) , then W*R, A*R are also solutions to that problem, where R is a K x K square matrix subject to Rij 0, RRT = I Proof. Clearly, if W* and A* are the solutions to problem (7), then W* >, A*j > 0. Then for any nonnegative matrix R, let W' = W*R, A' = *R, we have W$j > 0, Aij > 0, which satisfies the nonnegative constraints in problem (7). That is, W*R, A*R are also optimal solutions to problem (7) .
FII.
Recalling that the final goal of our method is to find an optimal 0-1 matrix W satisfying the constraints in problem (5), we need to discretize the continuous W after solving problem (7) . In the next section we will introduce an optimal discretization method to achieve this goal.
B. Optimal Discretization
From theorem 2 we can see that the problem of optimal discretization of W* (assuming W* is the optimal solution to problem (7) Clearly, this is a bilinear program with two matrix variables (W and R), therefore we can also adopt the alternative optimization scheme to solve for a local optimum of this problem.
Step 1. Fix R = R*, solve W. Given a specific R*, problem (12) VVj C {O, 1},WT1M = 1 (13) Let W = W*R*, then the optimal solution to problem (13) is just given by Wj = i = arg max Wuv) (14) where (e) = 1 if e is true, and (e) = 0 if e is false.
Step 2. Fix W = W*, solve R Given a specific W*, problem (12) It can be easily shown that if we keep on alternating the above two steps, then the loss function E will decrease monotonically so that the difference between W and W*R will become smaller and smaller. The optimal W* and R* are finally obtained when the procedure converges. The algorithm of discretizing W is summarized in table II.
C. Acceleration via Kmeans Preclustering
Till now we have introduced our basic algorithm on selecting representative genes. However, in typical microarray data analysis problems each sample is usually represented by a large number of genes, i.e. M is very large. This may cause our algorithm very time consuming (e.g. we need to compute the m x M gene similarity matrix K, M x K gene significance matrix W) and inefficient in practical problems. In the following, we will introduce a kmeans preclustering method to accelerate our algorithm.
As its name suggests, kmeans preclustering approach is just to first clustering the gene set into C clusters {f7}57 1 using the kmeans algorithm, and then select a representative gene ri for each cluster 7i, finally we can apply our matrix factorization algorithm to select K representative genes from R= {r=}rc l. Although this approach seems intuitive and heuristic, we can prove the optimality of this approach from the feature similarity matrix approximation perspective. Definition (Duplicate Data Set DDS). Denote the data set as X = {x}ill, which has been clustered into C clusters {filc 1, and assume we have constructed a representative ri for cluster wi, (1 < i < C). Then the duplicate data set for X is a just data set with all the data points in the same cluster replaced by the same corresponding cluster representative.
Let X be the DDS of the feature set X, and R be the cluster representative set of X, then it would be equivalent to select genes on X and on X, since there are unique genes of X are the same as the genes in R. If we want to select genes from the duplicate data set X, then we should select the cluster representatives such that the resultant feature similarity matrix K constructed on X can have a good approximation to K. Consider the special structure of X, after careful re-ordering (.e.g., the data in the same cluster are indexed successively), 1-4244-1509-8/07/$25.00 02007 IEEE 'ri ni I:j i)j (18) where ni = j is the cardinality of wi, can make T r = IIK-K 2 minimum. Theorem 4. The optimal partition for minimizing r, K K 2 can be achieved by k-means clustering.
The proofs are omitted due to space limit. Theorem 3 tells us that the cluster means are the best representatives from the feature similarity matrix approximation perspective. The mean of a gene cluster is the linear combination of all the genes in that cluster, which might be meaningless in real cases. Therefore, in practice, we select the gene in each cluster that is closest to the cluster mean as the representative of that cluster, which is usually referred to as the cluster medoid. Therefore, combining theorem 3 and theorem 4, we can draw the conclusion that kmeans clustering together with the cluster medoids are the optimal choices for constructing the duplicate data set X if we want to select genes from X.
III. EXPERIMENTS A. The Data Sets
Six data sets are used in our experiments and they are summarized in table III. More detailed information about the datasets can be found in [10] .
B. Experimental Setup
In our experiments, all observed genes are normalized to have the zero mean and unit variance. We first select genes from the gene data set, and then split each data set into a training set and a testing set with size 4:1. Then the following two classifiers will be trained on the training set and then classifying the testing data: (1) Support Vector Machine with RBF kernel (SVM); and (2) Nearest Neighbor classifier (NN). The splitting of training and testing set for each data set will repeat 100 times independently. Finally the average classification accuracy is used as the performance measures, and the parameters in SVM are tuned to achieve the highest average classification accuracies. All the experiments are performed on a P4 2 GHz machine with 512M memory running MS Windows.
For the feature selection process, besides our matrix factorization approach, we also conduct experiments based on two other methods as following.
. Kmeans. We first use kmeans to cluster the gene set into K genes, and then select the cluster medoids as the representative genes of the whole data set. . No feature selection. We directly run SVM on the whole gene data set without gene selection. For our matrix factorization (MF) method, we first use kmeans to cluster the data set into Ln/10i clusters (n is the size of the data set, Lxi denotes the maximum integer that is not larger than x), and then apply MF to select genes from the cluster medoids.
C. Experimental Results
The experimental results are shown in figure 1 and figure 2 . In all the figures, the x-axis represents the number of selected genes, and the y-axis represents the average classification accuracies of 100 independent runs. From those figures we can observe that . Generally using feature selection can produce better results than directly classifying on the original data sets. This is because there exists redundancies and noises in the original data set. . Feature selection using our matrix factorization method can produce better results compared to using kmeans, especially when the number of selected genes is small.
IV. CONCLUSIONS
We propose a novel unsupervised gene selection method in this paper. Based on the minimum data information loss principle, our method is able to select the most representative genes via matrix factorization. Moreover, to make our method scale well to the large gene data set, we also derive a kmeans preclustering method to accelerate our approach and we prove theoretically the optimality of such method from the gene similarity matrix approximation perspective.
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