Leveraging the relationship between Wiener filtering and the coherence function, a version of coherence is defined that captures the causal relationship between WSS processes. This causal coherence is interpreted in a modeling context and used to demonstrate what a frequency dependent measure for causality both can and can't represent. To understand how well frequency dependent coherence spectra can be estimated with finite order approximations, the convergence of the FIR causal Wiener filters to the full IIR causal Wiener filter is investigated as filter length goes to infinity. The main results prove L p convergence of the frequency responses for p = 1, 2, ∞ under certain Hölder continuity conditions on the power spectra, as well as give asymptotic upper bounds for the convergence error.
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Introduction
When analyzing random signals it is useful to understand how they correlate and what information they share. One measure for determining how random signals correlate is the coherence function between two jointly widesense stationary (WSS) processes. Coherence is a frequency dependent analog of the usual determination coefficient (i.e., r 2 ) between random variables.
One interpretation of the coherence function is that it represents how well one processes can be estimated from the other by minimum mean squared error (MSE) linear, time-invariant (LTI) filtering. The LTI filter used for this filtering is called the unconstrained Wiener filter. In this thesis, we define a new generalization of this interpretation of coherence which captures how well one WSS process can be estimated from another jointly WSS process using any arbitrary class of LTI estimation filters. We then consider this generalization with respect to specific classes of estimation filters. In particular, if the estimation filter is taken to be the causal Wiener filter, then this results in a coherence spectrum that captures causality. This idea of a frequency dependent measure for causal dependence also underlies other existing measures such as Granger causality [1] and Geweke's formulation [2] .
The classical coherence function (sometimes called the magnitude squared coherence function) between discrete-time jointly WSS processes x[·] and y[·]
has the familiar form
Given the power spectral densities (PSDs) S xx (Ω), S yy (Ω) and cross spectral Motivated by applications that could potentially benefit from the notion of "causal" coherence spectra between WSS processes, and the need to estimate these spectra, we investigate the convergence of the causal FIR Wiener filters to the true causal Wiener filter as filter length goes to infinity.
It is found that if the power and cross spectral densities of the processes are sufficiently smooth, then the corresponding frequency responses converge uniformly (i.e., in L ∞ norm) to that of the true causal Wiener filter. In par-ticular, if they are k ≥ 1 times differentiable with α-Hölder continuous kth derivative then the convergence error will be O(N −r ) where N is the length of the FIR Wiener filter and
Even in the case that k = 0, we show that uniform FIR approximations can be constructed by windowing sufficiently long FIR Wiener filters. 
and
with analogous relations for S xy (Ω). The technical conditions for this to be true will be made precise later.
Recall the useful identities
which we will use extensively. we have the following solutions [8] :
where
. . .
R yx [1] . . .
In (9), S xx (Ω) = F (Ω)F (−Ω) is a minimum phase spectral factorization and
[·] + denotes the transform of the causal part. To be certain H N (Ω) and H c (Ω)
are well-defined, we assume throughout that S xx (Ω) is bounded away from zero, i.e., S xx (Ω) ≥ δ > 0. This condition ensures that (8) is invertible [9] , that the minimum phase spectral factorization exists ([3] Section 3.5), and that |H c (Ω)| is finite.
Coherence
The classical coherence function (1) 
be the estimation error. In (10) the frequency arguments are suppressed for convenience.
If we pick
which is the unconstrained Wiener filter, then
In other words, at frequencies where K xy (Ω) = 1 the PSD of the error is zero, while at frequencies where K xy (Ω) = 0 there is no predictive power and the PSD of the error is S yy (Ω). The coherence K xy (Ω) therefore represents how well the optimal filter estimates y[·] from x[·] at each frequency Ω.
There is actually a stronger statement we can make while interpreting (11) is the one that minimizes S ee (Ω). This can be seen by differentiating the expression for S ee (Ω) from (10) with respect to the real and imaginary parts of the parameter H(Ω).
Causal Coherence
Now consider the following generalization of the classical coherence function. The definition of coherence (1) is equivalent to at frequency Ω. Regardless of the choice of H(Ω), we still have that (13) is real-valued, bounded by one, and will have value K xy (Ω) = 1 if and only if S ee (Ω) = 0. Note that in this more general case K xy (Ω) will not necessarily be nonnegative, and in general
One particularly interesting choice of estimation filter is the causal Wiener filter H c (Ω) from (9), and we restrict ourselves to this for the remainder of the thesis. In this case we define
to be the causal coherence from
In (14) 
The difference
can be thought of as the price of causality. It is the amount of coherence that is lost when using the optimal causal estimation filter instead of the unconstrained optimum.
One limitation of this definition of causal coherence, or indeed any definition of causal coherence, is that it cannot represent the best coherence value achievable by a causal estimation filter at a given frequency. This can be demonstrated easily by fixing an Ω 0 and considering the causal filter that is 
Computation
The classical coherence (1) is relatively easy to compute by using existing spectral analysis techniques. In order to compute (14) , however, one requires an estimate of H c (Ω). Furthermore, this estimate should be valid across all Ω ∈ [−π, π) so that regardless of which frequency samples are being used, the estimate will be valid. Any erroneous peaks in a coherence spectrum could be misinterpreted as being significant. We will take the approach of 
An Analytical Example
Consider a unit variance white WSS process w[·] which we will put through the shaping filter
to get x[·]. We use z = e jΩ as in the usual z-transform. Now suppose x[·] is filtered by
is the sum of a causal, stable lowpass filter and an anticausal, stable highpass filter. Figure 1 summarizes these relationships. e −jΩ .
(19) Figure 2 shows |H c (Ω)| and its approximations by |H N (Ω)| for increasing N .
In Figure 2 , the approximations H N (Ω) were computed directly by solving the autocorrelation equations (8) with the analytically determined values for
. Figure 3 shows the associated K − → xy (Ω) that were computed using (14) with H(z) and G(z) as in Figure 1 . The resulting causal coherence spectrum can be seen in Figure 4 , and compares very well with the analytical result, and y [·] . One problem with this interpretation is that H(z) is not guaranteed to be causal; and if it is not causal, then it may not make sense as a model for a physical system. This is one situation in which our definition of causal coherence may lend additional insight, as discussed next.
Suppose that there is high causal coherence from x[·] to y[·] in a given frequency band, and that the filter H(z) in Figure 5 
Remarks
The version of causal coherence (14) has some features worth noting.
First, it shows an interesting generalization of the classical coherence value which could be useful in a modeling setting. Second, it allows us to see one of the limitations of a frequency dependent metric for causality, namely that no frequency dependent metric for causality can represent a pointwise limit of how well a causal LTI filter can relate two time series. Finally, it
gives us a simple framework in which to analyze the effects of a finite order approximation on a causality spectrum. Similar issues exist in the finite order MVAR models that are used in computing Geweke's causality spectra [2] , and techniques from this thesis could also be of use in that setting.
Convergence Theorems

Definitions
Before getting to some theorems regarding the convergence of the FIR Wiener filters, there are a few definitions to review. Let T R/2πZ be the unit circle, which we identify with the interval [−π, π). We denote by f p the usual L p (T) norm of f : T → C. The function f is said to be (uniformly)
where 0 < α ≤ 1 and C is some constant that is independent of Ω, Ω . We define C α (T) to be the space of all such Hölder continuous f on T, and we denote by C We will make use of the smoothness classes C k α (T) because we are concerned with the smoothness of the power spectra S xx (Ω) and S xy (Ω). This, in turn, will affect the smoothness of the causal Wiener filter H c (Ω). It turns out that we do not need similar restrictions on the power spectrum S yy (Ω).
Throughout we will assume that S xx , S xy ∈ C α (T), and this guarantees the 
Proof. The k = 0 case is treated explicitly in [4] . As mentioned there, the k > 0 case is similar. The main difference is that we need to check that the Hilbert transform of an f ∈ C H N (Ω) can be used instead, albeit with slower convergence.
The convergence rate is bounded by
Proof. Lemmas 1 and 2 ensure that H c ∈ A k α (T) and that there exists a sequence G N (Ω) of causal, length N filters such that
where the constant C is independent of N . The core of the argument is that since H N (Ω) is the causal, length N filter that minimizes the MSE of estimation, we have
Now note that because of the reduction mentioned at the beginning of Section 3,
and similarly
which leads to
Putting (21), (22), and (24) together gives
and finally
Therefore
for some constant C which is independent of N . Because R/2πZ is a finite measure space, Hölder's inequality gives L 1 convergence with the same asymptotic rate.
Uniform Convergence
Now we consider the issue of uniform convergence. In Theorem 2 we demonstrate the uniform convergence of H N (Ω) to H c (Ω) if the smoothness of the power spectra is k ≥ 1.
Proof. Recall that the Fejér partial sums of H c (Ω) are
which is equivalent to multiplying h c [·] by a symmetric triangle of support 2N − 1 centered at the origin in the time domain. In other words,
where F N is the Fejér kernel of length 2N − 1 (and * here denotes periodic convolution). In closed form,
The Vallée-Poussin kernel is then defined as
Convolving by the Vallée-Poussin kernel instead of the Fejér kernel represents multiplying by a trapezoid as seen in Figure 6 in the time domain. The Fejér kernel has the following two properties that we will use.
(ii) For K = 1, 2, . . .,
Both of these properties can be verified with (31) and carry over to V N (Ω)
as well. 
Then because of (33),
The claim is that (36), (37), and (38) can be made arbitrarily small as goes to zero and N, M get large. In order to understand the rates at which which these terms go to zero we will set M = N β for some β ≥ 1 and = N −γ for some γ > 0.
The expression (36) is bounded above by
which is itself 
which by Theorem 1 is O(N β−α−k ).
Due to the fact that these estimates are true for all Ω, we have that
To optimize the bound on convergence rate that this estimate yields we can set
which gives
Under our assumption that β ≥ 1, this optimal choice of γ, β can only be chosen when α + k ≥ . If α + k < 4 3 , the best choice is β = 1 and γ = .
We arrive at
In 
Proof. The main difference here is that β < 1 so the Vallée-Poussin kernel
The proof proceeds exactly as in Theorem 2 to get an estimate similar to (42). Then if γ is chosen so that β > 2γ, all terms on the right hand side will go to zero as N goes to infinity.
Conclusion
We have given a more general interpretation of the notion of coherence by casting it in terms of the power spectral density of the error for any arbitrary LTI estimation filter. The classical coherence, then, becomes the frequencywise maximum coherence achieved across all possible LTI estimation filters.
In the case of the causal Wiener filter and the causal coherence (14) , this could be used in a modeling setting to determine which frequency components of two signals can be related by the causal Wiener filter.
The convergence results proved in Section 3 are valid for a broad class of power spectra. The class of Hölder continuous power spectra that was considered is much larger than, for example, the class of rational power spectra.
These are therefore very general theoretical results regarding the construction of FIR approximations for minimum MSE estimation filters. In the particular application of estimating causal coherence spectra between WSS processes, these results demonstrate that a sufficiently long FIR causal Wiener filter can be used in place of the true IIR causal Wiener filter.
Appendix A Spectral Factorization
The problem of spectral factorization, also known as Wiener-Hopf factorization, is the problem of factorizing a power spectral density
as
where F (z) is analytic for |z| > 1 and has no zeros in the region |z| > 1. In a more applied setting, particularly when using only rational power spectra, these conditions on F (z) are sometimes phrased as saying F (z) and its inverse 1/F (z) must be causal, stable systems. Any S xx (Ω) which is integrable and satisfies the Paley-Wiener condition
can be factorized in this way and has the spectral factor [12] F (z) = exp 1 4π
Note that throughout this thesis we have assumed S xx (Ω) is continuous, and thus integrable; and that S xx (Ω) ≥ δ > 0, which means (50) is satisfied.
The expression (51) can be rewritten as
where the ψ k are the Fourier coefficients of log S xx (Ω). This forms the basis for a common practical algorithm for computing spectral factors F (z) which is outlined in [12] . A finite number of Fourier coefficients of log S xx (Ω) are computed and then the frequency response (52) can be computed at a finite number of values z = e jΩ (and then, if needed, a time-domain representation can be recovered). This Fourier analytic approach is based on the FFT algorithm and can be run in O(n log n) time with the number of Fourier coefficients n.
An alternative, iterative method for spectral factorization was developed by Wilson in [13] . A streamlined version of this method due to Burg is outlined in [14] . This Wilson-Burg method starts with a finite-length autocorrelation R xx [m] with associated PSD S xx (z), along with an initial guess of the minimum phase factor F 0 (z). Then, similarly to Newton's iterative method for finding square roots, the estimate is updated by
Dividing through by F t (z)F t (z −1 ) leads to
which directly gives the method for computing F t+1 (z) from F t (z). Ignoring rounding errors, this method is guaranteed to converge to the correct minimum phase F (z) [13] . The cost of factorization with Wilson-Burg is proportional to the number of autocorrelation coefficients times the length of the minimum phase filter recovered times the number of iterations [14] .
In both of the methods for spectral factorization mentioned above, finite order approximations are needed for application to general power spectra S xx (Ω). In the Fourier analytic method only finitely many Fourier coefficients are used, whereas the Wilson-Burg method can only be applied to PSDs from from finite-length autocorrelation functions. The question of how these finite order approximations affect the resulting minimum phase factor F (Ω) was addressed partially in [12] . It turns out that the spectral factorization mapping S xx → F is not a continuous mapping on the space of continuous 
is a minimum phase spectral factorization. The claim (which will be addressed shortly) is that both the operation of minimum phase spectral factorization and the operation of taking the causal part preserve which smoothness class C 
