Traditional DTA models of large cities suffer from prohibitive computation times and calibration/validation can become major challenges faced by practitioners. The empirical evidence in 2008 in support of the existence of a Macroscopic Fundamental Diagram (MFD) on urban networks led to the formulation of discrete-space models, where the city is divided into a collection of reservoirs. Prior to 2008, a large body of DTA models based on pedestrian flow models had been formulated in continuum space as 2-dimensional conservation laws where the speed-density relationship can now be interpreted as the MFD. Perhaps surprisingly, we found that this continuum-space literature has been mostly unaware of MFD theory, and no attempts exist to verify the assumptions of MFD theory. This has the potential to create significant inconsistencies, and research is needed to analyze their extent and ways to resolve them. We also find that further research is needed to (i) incorporate departure time choice, (ii) improve existing numerical methods, possibly extending recent advances on the one-dimensional kinematic wave (LWR) model, (iii) study the properties of system optimum solutions, (iv) examine the real-time applicability of current continuum-space models compared to traditional DTA methods, and (v) formulate anisotropic models for the interaction of intersecting flows.
Introduction
Dynamic traffic assignment (DTA) models based on a link-level representation of the network are becoming the mainstream method for urban planning, either under user equilibrium (UE) or system optimum (SO) objectives. Despite the vast body of literature in this field, there are still some important drawbacks. Arguably, the main challenge faced by practitioners is the prohibitive computation times necessary to achieve equilibrium on large-scale networks, which typically have hundreds of thousands of links and nodes. This makes calibration and validation of such large networks a daunting task.
In the past 50 years, various theories have been proposed to describe the traffic flow of urban networks at an aggregate level [44, 16, 15] . The recent empirical verification of the existence of a network-level Macroscopic Fundamental Diagram (MFD) on congested urban areas in 2008 opened up a new paradigm [7, 14] . The MFD Q = Q(n), (average flow MFD)
gives the average flow Q on network as a function of the number of vehicles inside the network, n, arguably independently of trip origins and destinations, and route choice. This makes the MFD an invaluable tool to overcome the difficulties of traditional planning models. For example, on a single region one can construct a reservoir type model to approximate the evolution of the accumulation of vehicles inside the reservoir. We can then estimate any average traffic variable of interest, provided that we know the outflow MFD, o-MFD, defined as
where L corresponds to the length of network and is the trip length, typically assumed identical for all commuters. The o-MFD, o(n), gives the number of trip completions per unit time, as a function of n. The simplest model for the traffic dynamics inside the network is the simple reservoir (or bathtub) model, as shown in Fig. 1(a) , which simply states the conservation of vehicles via the following ordinary differential equation (ODE):
n (t) = λ(t) − o(n), (reservoir dynamics) n(0) = n 0 , (initial conditions)
where λ(t) is the demand inflow into the network at time t, primes denote differentiation and n 0 specify the initial conditions. Fig. 1 (b) illustrates a typical o-MFD. The shape of MFD depends on network topology and control parameters such as block length, existence of turn-only lanes, and traffic light settings. Up until recently, estimating the MFD was not an easy task because the method of cuts in [8] becomes intractable for real-life networks and one needs to resort to simulation methods, which defeats the purpose of macroscopic modeling. However, Laval and Castrillón [35] show that (the probability distribution of) the MFD can be well approximated by a function of mainly two parameters: the density of traffic lights and the mean red to green ratio across the network. Since these are observable parameters, we now have a simple method for estimating the MFD on arbitrary road networks.
We conclude that it is now possible to formulate DTA models based on a macroscopic representation of the network. This representation may be expressed in (i) continuum space, where at each (x, y)-point there are macroscopic functions that give the MFD, the demand, the density of traffic lights, etc.; in (ii) discrete space, where the modeling region is divided in a finite number of zones describing a tessellation of the (x, y)-plane. Each zone has a well-defined MFD with traffic dynamics given by the conservation ODE, (3) .
It turns out that there is a large body of related literature prior to 2008, when the MFD was verified empirically, that dealt with similar problems. For example, we have DTA models in continuum space that consist of a conservation law in two dimensions, supplemented with a Hamilton-Jacobi equation for the minimum paths. Mathematically, these models are identical to the continuum pedestrian flow models in the literature, which is why we have included pedestrian literature here. All of these models rely on the existence of a speed-density equilibrium relationship, which could be thought of as the MFD.
Our purpose here is to review the literature in light of the aforementioned considerations. In particular, we would like to identify the current challenges to bringing to practice efficient macroscopic DTA models for cities. Towards this end, the remainder of this paper is organized as follows. Section 2 describes the formulation of continuum-space models, and section 3 presents their solution methods, including analytical and numerical. Section 4 discusses discrete-space models, and finally conclusions and outlook for further research are presented in section 5.
It is worth to mention that in order to keep the consistency of the notation through this paper, we have changed the notation of some of the models presented here. Also, a bold-typed reference in this paper indicates the beginning of its review.
Continuum-space models
As mentioned earlier, continuum pedestrian models and continuum-space DTA models are mathematically similar. The first formulation of this type of models was proposed in the context of pedestrian dynamics by Hughes [21] . In this study, a two-dimensional walking infrastructure is represented as a continuum with domain Ω ⊂ R 2 , as seen in Fig. 2 . Γ o denotes the outer spatial boundary, Γ h is the hard boundary of any obstruction at which no traveler is allowed to enter or exit the walking facility, and Γ d represents the boundary of the destination area. In more general cases, where there are more than one destination area in the study, Γ i d will represent the boundary of each destination area, i.
Let ρ(x, y, t) be the time-varying density of travelers, at location (x, y) at time t, u= (u 1 (x, y, t), u 2 (x, y, t)) be the velocity vector, and f (x, y, t) = (f 1 (x, y, t), f 2 (x, y, t)) ≡ ρu be the flux vector. The conservation of travelers yields
where ∇ · f = ∂f 1 /∂x + ∂f 2 /∂y is the (spatial) divergence of f . Hughes makes three hypotheses in order to model the nature of the pedestrian flow. The first hypothesis asserts that the speed of pedestrians at each point is an isotropic function of the density at that point and time
Obstruction Figure 2 : Illustration of continuum space with three destination areas and one obstruction (lake).
where u ≡ u
is the norm of the velocity vector and V (ρ) represents the speed-density relationships (and plays a role of the MFD in this review).
In the second hypothesis, Hughes defines a potential function, φ(x, y, t), that represents the cost of reaching the destination starting from (x, y, t) along the minimum cost path. Therefore, the motion of any pedestrian is in the direction with maximum potential reduction, i.e. in the direction perpendicular to the isopotential curves. Since the gradient vector of the potential function, ∇φ ≡ ( ∂φ ∂x , ∂φ ∂y ), is perpendicular to these isopotential curves in the direction of maximum increase, it follows that the flux vector, and as a result the velocity vector, are parallel to the gradient of the cost potential and in the opposite direction, i.e.:
where // means "is parallel to". Thus, the velocity vector is given by
(speed vector parallel to streamlines)
where ∇φ/ ∇φ is the unit gradient vector of the potential function.
The third hypothesis defines a discomfort function, g(ρ), to account for the behavior of the pedestrians to avoid higher densities, which satisfies
where g 1, ∂g/∂ρ 0. However, Huang et al. [19] explain that assuming the discomfort factor as an increasing function of density makes pedestrians perceive faster movement at higher densities, which is counterintuitive. Instead, they propose ∂g/∂ρ 0.
With all, Hughes' model can be expressed as
which is not a hyperbolic system, as customary in the 1D traffic flow literature.
Hughes extends his model to incorporate multiple pedestrian types to represent different walking characteristics and destinations. Segregated potential functions are defined for each pedestrian type and the same hypotheses are developed for different pedestrian types. The most important point in this extension is that the speed of a pedestrian type at each point and time is determined by the total density of all pedestrian types rather than the density of a single pedestrian type.
Hughes' paper has been the seminal work in the area of dynamic traffic assignment using continuum space, for both pedestrian and vehicular traffic. The following subsections will review the existing literature in this topic.
Reactive Dynamic User Equilibrium Models
In the Reactive Dynamic User Equilibrium (RDUE) problem, travelers choose the route that minimizes the instantaneous travel cost and change their choice en route as a result [1] . Huang et al. [19] revisited Hughes' [21] model and demonstrated that the route choice strategy in the model satisfies the RDUE principle. To see this, let c(x, y, t) be the local cost per unit distance of movement,
which is an Eikonal equation. They show that to minimize the instantaneous walking cost of a traveler, the route choice strategy should satisfy
(reactive route-choice strategy) (11) They prove that if φ is set to zero for (x, y) ∈ Γ d , the potential function can be interpreted as the minimum instantaneous travel cost to the destination. They propose a general modeling structure consisting a set of partial differential equations as
subject to appropriate initial and boundary conditions, typically:
wheren(x, y) is the unit normal vector toward Ω on Γ o , q(x, y, t) denotes the demand flow crossing Γ o and ρ 0 (x, y) is the initial density inside Ω. Jiang and Zhang [27] extend their previous pedestrian flow [26] by introducing a non-decreasing discomfort function and find the direction of movement of pedestrians,d, usinĝ
where vectors w 1 = − ∇φ ∇φ and
are directed along the dynamic paths of the shortest instantaneous travel time and the higher comfort level, respectively, and is a positive constant representing the psychological influence of avoiding higher densities. They reconstruct the pedestrian flow model (12) by replacing (12c) with (14) subject to the initial and boundary conditions of (13) and adding
to reflect that no traveler enters or exits the obstructions inside the continuum domain. Jiang and Zhou [28] use RDUE in continuum space for dynamic traffic assignments of vehicles inside an urban network. The urban network is considered as a 2D continuum with a configuration similar to Fig. 2 , where the destination areas are the central business districts (CBD) inside the urban network. The local travel cost per unit distance is reformulated as c(x, y, t) = κ
(general local cost function) (16) where κ is the value of time and π 0 is a nonnegative constant interpreting other costs, such as avoiding higher densities. Their model is the following conservation law (CL):
subject to initial and boundary conditions similar to (13) , where (13b) is replaced by (15) . Jiang et al. [26] develop a bi-directional pedestrian flow model, where two pedestrian groups, a and b, have local walking speeds U a and U b dependent on the densities and direction of movement of both pedestrian groups, i.e.:
where ρ a (x, y, t) and ρ b (x, y, t) are densities of each group, Ψ(x, y, t) is the intersecting angle between two pedestrian groups, U f is the free-flow walking speed of pedestrians, and α and β are the model parameters. They also assume that the walking cost is equal to the travel time. Using these definitions and assumption they propose segregated systems of PDEs and initial and boundary conditions similar to (12) and (13), respectively, for each pedestrian group. They observed that pedestrians walking to the same destination form stripes, which shows the cooperative strategy of pedestrians moving in different directions, as discussed in Daamen and Hoogendoorn [4] .
Xiong et al. [52] propose a high-order computational scheme for the numerical solution of this problem. They found that the high-order scheme can obtain the same resolution on much coarser meshes with less computation time, compared with the lower-order schemes.
Huang et al. [20] extend the bi-directional pedestrian flow model developed by Jiang et al. [26] by introducing look-ahead behavior in order to induce a viscosity effect on movement patterns of pedestrians. They first define the look-ahead displacement as
where > 0 is a small look-ahead distance of a pedestrian following the crowd in front of him corresponding to the traffic condition ahead at location (x + δx i , y + δy i ). The walking speed function with look-ahead effect for each group of pedestrians is given by
where U a and U b are as defined in (18) . The rest of the model is the same as the model developed in Jiang et al. [26] . They proposed a numerical solution algorithm for the model, but they did not calibrate or validate this solution algorithm.
Jiang et al. [25] revisit their previous work [26] for bi-directional pedestrian flow and introduce a more general local cost function, rather than assuming it to be equal to the travel time, as
where γ is a weighted factor and g i represents the discomfort function for pedestrian group i. Then, they reconstruct their previous model by substituting the local cost function with (21) . They claim that numerical results of the model conform well to the experimental data and show that the model is rational and efficient.
Predictive Route Choice
In the Predictive Dynamic User Equilibrium (PDUE) problem travelers choose their routes to minimize the actual travel cost they will experience, in contrast to the RDUE problem, where travelers seek to minimize their instantaneous travel cost. Thus, the cost potential function φ(x, y, t) in equilibrium is now the actual travel cost (to the destination incurred by a traveler who leaves location (x, y) at time t toward the destination). Jiang et al. [24] propose a PDUE model for vehicular traffic for an urban network with only one CBD. They define an isotropic speed function as
where β is a positive parameter influenced by the road condition and etc. The local cost per unit distance is given by
where π(ρ) is a function representing other density-dependent costs. They assert that the PDUE principle is satisfied, if the following conditions are met
where
is the potential gradient including the time component. Then, they develop a vehicular PDUE model based on these definitions and assumptions. Nevertheless, Du et al. [10] revisit this model and claim that the path-choice strategy is not appropriate, e.g., when the cost function is time-independent, φ t = 0, the condition stated by (24a) cannot be satisfied. They also indicate that there is an inconsistency in the units of one the PDE equations in the model and they prove that this equation is redundant.
Their final model consists of a conservation law (CL) part similar to (17) and a Hamilton-Jacobi (HJ) part, governing φ(x, y, t):
They interpreted φ CBD as the cost of entering to the CBD and φ 0 (x, y) as the instantaneous travel cost from any point at time t = t end to the CBD, when there is no traffic in the city and the travel cost is only related to the travel time, computed by an Eikonal equation as
Notice that the initial time in the CL portion is t = 0, whereas in the HJ portion the initial time is t = t end . Lin et al. [39] extend the model proposed by Du et al. [10] to a polycentric urban city, where the speed and local cost per unit distance are computed separately for each group of vehicles based on (22) and (23), respectively, using the total density instead of the individual density of each group. Hoogendoorn and Bovy [17] develop a pedestrian PDUE model for multiple pedestrian groups, where each group has a different destination, as
where, L is the running cost,ũ is any possible velocity vector and u i is the optimal velocity vector of group i. This model is comprised of two coupled PDEs; the first PDE is a Hamilton-Jacobi-Bellman (HJB) equation and the second PDE is a CL equation. In order to solve the model numerically, the authors presented a heuristic iterative approach, where the HJB and the CL equations are calculated in each iteration, respectively. Thus, the minimum value problem has to be solved twice in each iteration.
Du et al. [11] revisit Hoogendoorn and Bovy's (2004) model for vehicular traffic for the sake of simplifying the numerical solution. They reduce the HJB equation to a HJ equation by removing the minimum value problem from the solution procedure and computing the actual travel cost when the velocity vector is known. Hence, the minimum value problem is only solved once in each iteration in the CL portion of the model. They first reconsider the speed function as an anisotropic function as
where U f is the free-flow speed, ψ i is the angle between the direction of movement of group i and the x-axis, h(ψ i ) denotes the adjustment to the freeflow speed due to the direction of movement, and g( ρ i ) is a monotonically decreasing discomfort function. The local travel cost per unit distance for each group is defined as (23) . The proposed model consists of two systems of PDEs: the CL portion and the HJ portion. The HJ portion of the model for each group is the same as (25) and the CL PDEs and their initial and boundary conditions are expressed as:
where the CBDs other than the destination CBD of group i are viewed as obstructions for the travelers of group i and p i is an auxiliary function defined as
Combination of Reactive and Predictive Route Choice
We see that the reactive and predictive route choice behaviors have been combined in some papers for more realistic models. Xia et al. [51] propose a pedestrian DUE model founded on the hypothesis that "the pedestrians seek to minimize their estimated travel cost based on memory but temper this behavior to avoid high densities". In this hypothesis, the memory effect is the predictive or global portion and the behavior to avoid higher densities is the reactive or local portion of the route choice strategy. The route choice strategy is stated as
where φ(x, y) is the time-independent minimum travel cost based on memory, c(ρ) denotes the density-dependent costs per unit distance of movement at time t, and ω is a positive constant representing the psychological influence. The function φ(x, y) is given by an Eikonal equation and the function c(ρ) is given by
is the walking speed, g(ρ) = ρ 2 is the discomfort function, β reflects the sensitivity of the pedestrians' route choice to discomfort, and ρ max is the jam density. Hoogendoorn et al. [18] suggest another model for combining the global and local route choice behaviors, where they consider multiple groups of pedestrians with different destinations. The com-posite cost function for each group, i, is defined as
where φ i is the global cost function representing the minimum cost of getting to the destination, Γ i d , from (x, y, t), and ϕ i is the local cost function reflecting additional walking costs due to local (unforeseen) fluctuations in the density, which is composed of crowdedness and delay components, as
where α i is the weight representing the relative importance of the two factors for each pedestrian group. The route choice strategy gives the direction of movement as
The crowdedness term in local cost function describes the tendency of the pedestrians to avoid areas with higher densities and the delay term reflects the expected increase in delay caused by local densities. The authors also did some simulation experiments in order to investigate the impact of different factors introduced in their new model.
Higher-order macroscopic models
The first-order models that have been discussed here, are based on the assumption that the traffic flow is always in the equilibrium state and are not capable of describing non-equilibrium phenomena such as stop-and-go waves and formation of congestions. Jiang et al. [29] introduce a secondorder pedestrian flow model incorporating an equilibrium of linear momentum equation in addition to the conservation of mass (4), as
where u(x, y, t) is the average pedestrian velocity vector,d = (d 1 , d 2 ) denotes the unit optimal movement direction, τ is the relaxation time of u toward the optimal velocity (taken as 0.5 s by the authors), R(ρ) denotes the traffic pressure, which describes the response of pedestrians to compression, and
(37a)
As usual, the velocity vector is assumed tangential to the gradient of −φ, i.e. satisfying the Eikonal PDE (10) . The final RDUE model proposed in Jiang et al. [29] is a system of PDEs comprised of the CL (4), the equilibrium of linear momentum (36) , and the Eikonal (10). Using numerical experiments, they found that the traffic becomes more unstable as the anticipation factor decreases, which is explained more explicitly later in Jiang et al. [30] .
Jiang et al. [31] develop a second-order PDUE pedestrian flow model using (4) and (36) for the CL part and (25) for the HJ part. They validated their model with experimental pedestrian flow data collected under non-congested conditions. For congested pedestrian flow conditions, using numerical experiments, they found that increasing the anticipation factor results in significant reduction of the density near bottlenecks.
Jiang et al. [30] compare the RDUE and PDUE models developed by Jiang et al. [29] and Jiang et al. [31] , respectively, and evaluate their behavior by numerical experiments. In order to conduct these numerical experiments, the authors define the equivalent traffic sonic speed as
where σ is the anticipation degree representing the anticipation behavior of pedestrians to compression. The RDUE and PDUE models are tested using different values for the anticipation degree and they found that if the pedestrians have strong anticipation consciousness, i.e. σ > 0.33, traffic flow is always in a stable state, less congestion occurs, and there are no significant difference between two models. On the contrary, if the anticipation degree falls below a critical value, e.g. σ < 0.33, traffic instability occurs, density increases at certain points and results into congestion, and the RDUE model exhibits more uniform density distribution compared to the PDUE model.
Dynamic System Optimum
In dynamic system optimum (DSO) assignment problems the goal is minimizing the total travel cost for all of the travelers in the system. Solving DSO problem using macroscopic fundamental diagram is yet an underdeveloped area, with Tao et al. [47] being the only DSO model. This model is based on the assumption that the intelligent transportation system (ITS) and the advanced traveler information system (ATIS) have perfect information about the time-varying traffic status and the travelers choose and change their route, if needed, entirely on the information given by the ITS and ATIS. The local cost per unit distance is defined as
where κ is the value of time and V (ρ(x, y, t)) ≡ U f (x, y)e −βρ . The system cost is expressed as
where θ(x, y, t) is the directed angle of speed, representing travelers' route choice. The DSO model is formulated as an optimization problem with a feasible region in the function space as
subject to the constraints
Since the analytic properties of the proposed model were not studied by the authors, they were not able to develop a global optimal solution for the model. Instead, they derive a locally optimal solution with low computation cost.
One-dimensional Spatial model
Unlike previous models, which are in two spatial dimensions, Laval et al. [37] incorporate a single spatial dimension to describe the changes in the area covered by the MFD. They investigate DUE conditions on a single origindestination pair with two alternative routes, a freeway with a fixed capacity µ 0 and the surrounding cite-streets (CS) network, described by an o-MFD with capacity µ 1 . The authors first describe the single MFD dynamics and find analytical solution for special cases. Subsequently, they add a freeway alternative under two scenarios for the CS network: (i) constant network length, and (ii) variable network length to account for the spatial extent of congestion. In the first scenario, the combined system dynamics are given by the following ODE
where k is the occupancy, t is measured in units of free-flow travel time inside the MFD, τ * , b is a positive constant defining the shape of the MFD, and v(k) is a dimensionless version of the speed-occupancy MFD. The dimensionless parameters m and are given by
The authors were able to solve the ODE (43) analytically for the autonomous case, where the demand is constant over time and the evolution of the system depends only on the occupancy. For scenario (ii) the authors incorporate continuum approximation (CA), proposed by Laval [34] , for off-ramps into their proposed formulation, as seen in Fig. 3 . The discrete off-ramps are considered as a continuum, where vehicles can exit the freeway to CS at any location upstream the bottleneck along 0 ≤ x ≤ ξ(t), where x = 0 is the bottleneck location and ξ(t) is a characteristic of DUE solution, named information wave, marking the most upstream location where vehicles divert from the freeway to the CS.
The implementation of CA in the proposed model makes it able to cope with time-varying network and trip lengths for the MFD. Notwithstanding the fact that analytical solutions become impossible for variable network and trip lengths, the numerical solutions strongly suggest that the proposed system have many analogies to the constant length model. The main difference is that gridlock does not happen in the proposed model and the steadystate solution is independent of surface network parameters, when time is expressed in units of MFD free-flow travel time. 
Solution Methods for Continuum-Space models

Analytical solutions for Hughes' model
Hughes [21] shows that when the speed-density relation is proportional to ρ −1/2 , i.e.
where a is a positive constant, then his formulation has a symmetry under conformal mappings, i.e. (4) looks identical before and after the transformation. These maps make it possible to obtain analytical solutions to problems with obstructions of complicated shape. There are map dictionaries where one can identify which particular mapping will transform the shape of the obstructions to lines or circles, for which the solution is known. Since the square root approximation (45) is not a good representation of speed for all densities, Hughes assumes that it holds inside a density range, which we can call the "square-root" range; see Fig. 4 . Unfortunately, when the density falls outside of this range, the symmetry is lost and the solution method becomes convoluted.
Later in the paper, we will show that the conformal mapping symmetry is valid for all density ranges and for any speed-density relationship. In fact, (45) is needed only to simplify Hughes' model to Laplace's equation,
square-root range whose solution is well understood. To see this notice that the conservation law (9a) can be expressed as
by expanding the divergence term and assuming the discomfort function g(ρ) = 1 without loss of generality. The reader can verify that the two terms of involving ∇ρ · ∇φ cancel out under (45) and since ρ t = 0 in steady-state, we end up with Laplace equation as sought. Hughes also identifies two limit cases and proposes simpler equations that the solution satisfies in steady state:
1. at low free-flow densities ∇ρ >> ∇φ, therefore the CL (9a) becomes ∇ρ · ∇φ ≈ 0 (48) which means that lines of constant density are almost perpendicular to lines of constant potential. 2. at high congested densities ∇ρ << ∇φ, thus the CL becomes
Although not shown in the original paper, we can obtain these results using (47) and letting ρ t = 0 and ∇ 2 φ = 0 for the first case, and ∇ρ ≈ 0 for the second case.
Numerical Solutions
In order to solve continuum-space models, various numerical solutions are proposed in each study. Most of the solution procedures use a combination of standard solution methods for PDEs in order to discretize the continuous space and time. Conservation law and Hamilton-Jacobi equations are often solved by methods such as finite volume method (FVM), finite difference method (FDM), including Lax-Friedrichs (LF) and weighted essentially nonoscillatory (WENO) schemes, and finite element methods (FEM), including discontinuous Galerkin method (DGM).
Fast sweeping method (FSM) and fast marching method (FMM) are mostly utilized to solve the Eikonal equation. Most of the studies use total variation diminishing Runge-Kutta (TVDRK) for time discretization and/or integration. Some of the PDUE studies have also viewed the model as a fixed-point problem and have solved the CL and HJ parts simultaneously using self-adaptive method of successive averages (SA-MSA). Table 1 gives the different solution methods used in each study.
On a category on its own, Hänseler et al. [22] develop a discretetime discrete-space pedestrian flow model, named PedCTM, which utilizes a discretization scheme similar to Daganzo's Cell Transmission Model (CTM) [5, 6] . We have included this model in the continuum category since PedCTM can be viewed as a numerical solution method of a conservation law in 2D, similar to the CTM for one spatial dimension.
The period of analysis is discretized into intervals, τ , with uniform length ∆t. The 2D walking domain is partitioned into cells, κ, with uniform shape, which are assumed to be partitioned orthogonally with spacing size of ∆L. The pedestrians are assumed to be distributed homogeneously within a cell and their movements are not modeled explicitly.
A pedestrian group, i, is defined by a route η i , a departure time interval τ i , and a size X i . A route can be defined as a sequence of areas, η = (r o , r 1 , ..., r d ), where each area r is a set of cells and r o and r d denote the origin and destination areas, respectively. Inside each route, several sequences of cells can connect the origin area to the destination area, where each sequence of cells is called a path and the en-route path choice is made by computing turning proportions at each cell.
In order to describe the internal dynamics of the model, a normalized PedCTM model is developed, which is independent of the absolute values of free-flow speed and jam density. They utilize an isotropic normalized cell-based version of the speed-density relationship proposed by Weidmann [49] as
, (normalized speed-density function) (50) where υ is the normalized prevailing walking speed function,ρ κ,τ represents the normalized density of cell κ at time interval τ and ω is a dimensionless parameter. The route choice behavior of pedestrians is described using routespecific cellular potential fields P η κ,τ , given by P
where η κ is the static floor field, which is assumed to be the minimum distance (number of cells) to be traversed from cell κ toward the destination area along route η, D κ,τ represents the dynamic floor field, which is taken as υ(k κ,τ ) and α and β are positive weights. If the set of all adjacent cells to κ that are part of route η is denoted by Θ (turning proportion) (52) In this manner, the route-specific potential field can be interpreted as disutility of each cell in the route toward the destination area and the pedestrians try to decrease their disutility along the route in a reactive manner. Hänseler et al. [23] propose an anisotropic discrete-time discrete-space pedestrian flow model based on a stream-based pedestrian fundamental diagram (SbFD). Unlike Hänseler et al. [22] where areas were comprised of cells, in Hänseler et al. [23] each area, ζ, contains a number of streams, s, and the set of streams associated with area ζ is denoted by Λ ζ . Each route, η, consists of a pair of origin and destination nodes and a set of streams ,Λ η , connecting them. The walking speed of stream s in area ζ is computed by
where N ζ and A ζ are the accumulation and surface size of area ζ, M s denotes the number of pedestrians in stream λ , θ s,s is the intersection angle between streams s and s , and ϑ and β are the model parameters. At each node Υ, where the streams intersect, a potential value P
is defined as the remaining walking time to destination d using stream s in route η that can be calculated using any shortest path algorithm, e.g., Dijkstra [9] . A path choice strategy similar to Hänseler et al. [22] is proposed, which incorporates a weighted logit-type model at each node.
The performance of the model is compared to a few isotropic specifications [50, 49] at the example of two case studies. The analysis reveals that the consideration of anisotropy improves the accuracy of the proposed model compared to the tested isotropic specifications. Overall, the model proposed in Hänseler et al. [23] can been seen as an analogy to the PedCTM model [22] , where the cell-based fundamental diagram, potential fields and path choice are replaced by stream-based ones and anisotropy is also taken into account.
Discrete-space models
In discrete-space models, the modeling region is divided into a finite number of zones describing a tessellation of the (x, y)-plane. Each zone has a well-defined MFD with traffic dynamics given by the conservation ODE, (3) .
A standard assumption in the literature is that demand should be restricted by the congested branch of the o-MFD, also called the supply function, S(n):
λ(t) S(n(t)).
(supply constraint) (54) to reflect that, in congestion, the inflow cannot exceed the outflow. This is consistent with the idea that all links in the region, including those on its perimeter, have the same (congested) flow and therefore if demand exceeds it, a queue accumulates outside the region. Yildirimoglu and Geroliminis [53] incorporate MFD into a DTA model in a heterogeneous urban network divided into homogeneous regions with low-scatter MFDs and find the dynamic stochastic user equilibrium (DSUE) numerically. They define a path as the sequence of regions from the origin to the destination. Fig. 5(a) shows three possible paths from region 1 to region 4 as sequences of different regions. Since the trip lengths are time-dependent and there may be various link sequences complying with the path definition, stochastic network loading (SNL) is implemented to address variable trip lengths within and between regions.
In order to determine the shortest path, the algorithm developed by Chabini [3] is implemented to determine the sequence of links leading to the minimum experienced travel time inside a sequence of regions using the link-level representation of the network, as seen in Fig. 5(b) , while the speed on all links in a region is given by the average speed of the MFD, based on the accumulation level. Then, the probability of using each path is calculated using a multinomial logit discrete choice model based on the calculated minimum travel times. Traffic equilibrium is formulated as a fixed-point problem that is solved in an iterative manner using method of successive averages (MSA), where the step size is determined a priori.
The proposed model is compared to a one-shot (non-iterative) assignment model with the aggregate dynamics, where the path choice is updated periodically in a way that the vehicles departing at each period choose their path based on instantaneous travel times measured at the previous period. It is demonstrated that the one-shot assignment model does not satisfy equilibrium conditions and overstate the network congestion, whereas the proposed model results in DSUE condition and less congestion.
Yildirimoglu et al. [54] extend the work in Yildirimoglu and Geroliminis [53] to a route guidance system based on dynamic system optimum conditions, where each region is divided into a number of sub-regions with well-defined MFDs and routes are redefined as sequences of sub-regions instead of sequences of links in Yildirimoglu and Geroliminis [53] . Two macroscopic traffic models are developed in region-level and subregion-level, where the latter deploys a more detailed approach. The transfer of variables from the subregion-based model to the region-based model has also been described.
In this paper, DTA has been achieved using three different approaches: (i) by establishing PDUE conditions in subregion-level, (ii) by establishing DSO conditions in subregion-level, and (iii) by providing travelers with route guidance (RG) information based on DSO conditions in region-level, where the route guidance commands are applied in subregion-level. DSO conditions require equal and minimal marginal travel times on alternative routes at the same departure time. Several numerical studies have been conducted in order to assess different DTA approaches. The results reveal that RG approach outperforms DSO and PDUE approaches, except in very high demands which might be due to the inconsistency between subregion-level and region-level accumulation values near to the jam accumulation.
Sossoe and Lebacque [45] develop an RDUE model for bi-directional traffic flow based on the traffic flow model proposed in Saumtally et al. [43] and Sossoe et al. [46] . The urban network is decomposed into zones, where each zone is meshed into quadrangular cells, as shown in Fig. 6 , and four inflow and outflow directions are considered for each cell. Cell flows and exit speeds in each direction are calculated by cell densities using intersection traffic flow model rules.
Based on the position of the target cell regarding the origin cell, only two possible outflow directions are assumed from the origin cell toward the designated target cell. Two possible paths are considered based on each of
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networks. This allows the estimation of the flow of Lagrangian data. That is in particular the estimation of floating cars flow in any zone of the network over a relatively long time intervals. For sake of clarity, we applied this concept of network flow computing without taking into account difference between major roads and secondary roads. These difference shall be studied in a secondary paper. Every cell is setting by a maximum flow capacity (a free flow capacity), a critical density and a maximal density constraints labeled with directions of propagation. Variables are the 4-cell inflows and 4-cell outflows, traffic demand and traffic supply of cells with respect to the directions.
Semidiscretized Shape of the Two-Dimensional Flow Model
Traffic theory on dynamics of vehicles on highways and urban network and the analogy with fluids flowing within two-dimensional domain suggest the formulation of the following physical model (1) for traffic in a cell:
with (i) the direction of propagation of flow inside the cell (c). (f ) and (g) are respectively the indexes of zones located at left and right of the target-cell (c). Cell Internal Flows Control. Using intersection traffic flow model rules fol- Figure 6 : Network disaggregated into zones with quadrangular mesh of cells [45] .
the possible directions and the turning proportions in each cell are computed using a weighted logit model, where the cost of each path is assumed to be the instantaneous travel time.
Numerical Solutions
In the case of discrete-space models, numerical methods are needed to solve (i) the single-MFD loading problem, and (ii) the network loading problem and equilibrium.
For the solution of (i), the main numerical component is the conservation ODE (3), which is typically solved with Euler's method, which is a first-order finite differences scheme:
which converges linearly to the true solution as ∆t → 0. Laval et al. [37] derived analytical solutions for this problem for a family of demand curves well suited to model rush-hour periods, under the Greenshield (parabolic) MFD. These include second degree polynomial, exponential, and logistic functions. For a general MFD, they found analytical solutions for the autonomous case, i.e. when the demand is time-independent.
In order to solve (ii), we have seen that the methods used are similar to the ones used in traditional DTA models with link exit-flow functions [41, 13, 2] . Although the literature review on this vast subject is out of the scope of this manuscript, it is important to note that the lessons learned from those models can be directly applied to these simplified macroscopic networks.
Conclusions and Outlook
In this section, we summarize our main findings in terms of the observed trends in the literature, and identify issues that deserve further research. Table 1 presents an overview of the studied papers and their specifications. The lines between some rows delimit the paper reviewed in different sections and subsections of this paper.
5.1. Differences between continuum-space pedestrian flow and vehicular DTA models We mentioned at the outset that pedestrian and vehicular continuum DTA models are mathematically very similar, and therefore can be analyzed within the same framework. From a modeling perspective, however, there are some differences. A quick look at Table 1 reveals that most of the studies investigating pedestrian flow incorporate reactive route-choice component, whereas the studies regarding vehicular flow subsume predictive route-choice component. This seems rational since it means that pedestrians usually do not have complete information about the conditions toward their destination and seek to reduce their instantaneous travel cost by choosing the shortest path and also avoiding higher densities, which cause discomfort and excessive delay. On the other hand, drivers are increasingly having better information about the traffic conditions in different routes, using their own experience or traffic applications, and try to minimize their actual travel cost.
Another obvious difference between continuum-space pedestrian flow and vehicular DTA models is that in the pedestrian flow models the demand is exogenous, i.e. set to zero inside the continuum domain and set to q on outer boundary, while it is endogenous in vehicular DTA models, i.e. set to q inside the continuum domain and set to zero on outer boundary.
Departure time choice
Departure time choice modeling has not been incorporated in the literature. There is a clear need to concentrate in departure time choice within the macroscopic DTA framework, especially after the compelling results by Fosgerau [12] , which shows that under "regular sorting" (shorter trips depart later and arrive earlier compared to longer trips) the problem becomes simplified very significantly in the case of a single MFD, to the point that reservoir dynamics do not need to be computed explicitly.
Contrary to the results of Fosgerau [12] , Lamotte and Geroliminis [33] show that if the users' characteristics are such that there is only a single peak in the morning commute, a First-in, First-out (FIFO) sorting pattern emerges within early and late user families having identical α − β − γ scheduling preferences and heterogeneous trip lengths. The α, β and γ parameters are, respectively, the per-time-unit costs of travel/queuing, earliness, and lateness, as defined first in Vickrey [48] . Empirical measurements are needed to resolve these discrepancies.
System optimum
Only two papers, Tao et al. [47] in continuum space and Yildirimoglu et al. [54] in discrete space, has tried to establish DSO conditions, but the proposed solution methods are numerical. Since it is hard to extract insights from numerical solution methods, future research should focus on analytical Decomposes the urban network into zones, which are meshed into cells, and computes the turning proportion in each cell using logit solutions, possibly of simplified systems.
Directionality
Most of the studies propose isotropic models and only a few investigate bi-directional or anisotropic conditions. Although solving anisotropic models seems to be more costly and sometimes unattainable, it is clear that more effort is needed on investigating anisotropic conditions and the interaction of intersecting flows.
One possibility could be estimating separate MFDs for each cardinal direction, with the method in Laval and Castrillón [35] for example, and incorporate a model to manage the interactions between the flows in different directions.
From MFD to the conservation law
Surprisingly, we found that among more than 20 studied papers in the continuum-space literature, only three of them have briefly mentioned MFD as a justification for the speed-density relationship [10, 11, 40] , but no attempts can be found in the literature to verify whether or not the assumptions of MFD theory are met. This is perhaps because in existing models travelers do not exit within the region except at discrete destinations. But in the case of origins and destinations distributed randomly in the region, we can postulate the conservation law with source term, i.e. ρ t + ∇ · f (ρ) = (λ − o(ρ))/L, where λ(x, y, t) is the demand flow, which may or may not be constrained by (54) as discussed earlier 1 . In the isotropic case, we have that the flux vector satisfies f = V (ρ) ρ, and since by definition (2) we have o(ρ) = V (ρ) ρ L , it follows that the corresponding conservation law becomes
Notice that the network length L and the trip length appear explicitly in this formulation, unlike existent literature. Research is needed to fully understand the solution of this equation in the context of the different cost functions proposed in the literature, and to generalize it for the anisotropic case and variable trip length.
Capacity constraint
We saw that a standard assumption in the literature is (54), i.e. that in congestion, the inflow cannot exceed the outflow. We argue that this constraint can be relaxed to account for more realistic operations. For example, (i) transient surges in demand could be allowed temporarily, and (ii) distance traveled within the reservoir may increase with congestion as travelers find longer routes. Research is needed to identify how the capacity constraint should be modified to accommodate these and other modeling improvements.
Solution methods 5.7.1. Numerical solution of continuum-space models
For continuum-space models we have seen that the numerical solution methods that have been proposed correspond to standard methods in numerical PDEs. These methods converge to exact solutions only when the mesh size of the numerical grid tends to zero; otherwise, significant numerical viscosity can be introduced. Additionally, it is not clear from the literature how computation times compare with traditional DTA methods; it is possible that for acceptable accuracy the computational times of continuum-space models might be greater.
Further research is needed to extend the recent advances in exact numerical solution methods for one-dimensional kinematic wave (LWR) model [38, 42] to the two-dimensional models in order to develop more efficient and less diffusive numerical methods. These recent advances exploit (i) a shear symmetry property of conservation laws [36] , and (ii) the link between conservation laws and the Hamilton-Jacobi equation. In the one-dimensional case, the viscosity solution of the Hamilton-Jacobi equation, t + H( x ) = 0, is the primitive of the unique entropy solution of the corresponding conservation law, ρ t + H(ρ) x = 0, where ρ = x .
However, in the multi-dimensional case, this one-to-one correspondence no longer exists, but the gradient ∇ satisfies a system of conservation laws; see Kurganov et al. [32] . Of particular interest would be a cellular automaton type solution method, which could potentially reduce computational times by orders of magnitude.
Analytical solution of continuum-space models
As mentioned in section 3.1, it turns out that the conformal mapping symmetry is valid for all density ranges and for any MFD. The implications are profound, as it implies that one can choose the conformal mapping that would simplify boundary conditions as much as possible, thereby simplifying the overall solution method. Research is needed to see if this symmetry is also valid for the other continuum models in the literature.
To show that the conformal mapping symmetry is valid for all density ranges and for any MFD, let the discomfort function g(ρ) = 1 in Hughes' model without loss of generality, which becomes ρ t − ∇ · ρV 2 ∇φ = 0,
with appropriate boundary conditions. We now study Hughes [21] can be written more concisely as
where we have introduced the coordinate system as a subscript to the gradient operators. It can be shown that ∇ z φ(X(x, y), Y (x, y), t) = ∇ Z φ(X, Y, t) · J, (60a) ∇ z · f (X(x, y), Y (x, y), t) = ∇ Z · (J · f (X, Y, t)).
Replacing (60) in (57a) gives
or,
Since ρ(x, y, t) = ρ(X, Y, t)|J| and V (ρ(x, y, t)) = V (ρ(X, Y, t))|J| 
Conformal maps have the unique property that J · J T = |J| · I, so that (61) becomes
which reads exactly as (57a). Therefore, conformal mappings are the only ones where Hughes' model is invariant.
