Abstract
Introduction
Precise knowledge and understanding of the properties and characteristics of network traffic provides an important yardstick for accurate traffic engineering. This is usually achieved by observing the interaction of traffic across various degrees of freedom like longevity, size and protocol composition. Such information is crucial for network planning, designing and formulating appropriate traffic management policies for bandwidth provisioning, shaping and differentiated services (see [1, 2, 3 ] for a list of other possible applications). Consequently, the technique of estimating the statistical properties of network traffic along appropriate degrees of freedom is commonly referred to as flow characterization. There are two main challenges to the problem of flow characterization: (i) how to efficiently collect and store information about the flows without interfering with normal networking operations, and (ii) how to estimate the statistical properties of overall traffic from collected data. * This work is supported by NSF ITR grant IIS-0326505.
Recently, a lot of effort has been directed to the second problem of traffic inference and associated problems of flow classification such as short lived flows (SLFs) and long lived flows (LLFs), sampling (uniform, random, stratified) and on deriving statistical models (Pareto, Weibull, Poisson) that define the properties of flows across the various degrees of freedom. Strangely though, the first problem of how to collect the flows has received limited attention in literature. That being said, recent work by Kumar et.al. [5, 6] focused on using efficient data structures for flow characterization. Their work is a major step in interweaving the architecture and measurement technique and serves as a motivation for our research. However, they did not study the underlying architecture required for such a framework (except for identifying the need for multiple fast memory modules) and also did not take into account the idiosyncratic behavior of heavy-tailed nature of Internet flow. The goal of this paper is to present a framework for accurately measuring network traffic by closely linking the flow collection architecture with the offline estimation algorithm. In the first part, we propose a traffic measurement architecture, called FastFlow, that solves the problem of how to collect and store information about the flows. In the second part, we explore on a particular statistical non-parametric estimation technique based on Gaussian kernel function for estimating the density function of underlying traffic. If we consider the dimension of flow lifetime, SLFs are the most difficult to capture since they die out fast (average longevity of SLF is in microseconds). However, they account for a substantial portion of network traffic (around 45% [2] ). On the other hand, proportion of LLFs are small (1% to 2%), have longer lifetime (average duration of hours to days) and approximately account for 50% to 60% of total traffic [2] . Also, due to the low volume of traffic associated with SLFs, it is not appropriate to apply estimation algorithms in predicting the SLF characteristics. In stark contrast, various statistical sampling techniques can be feasibly applied to LLFs since the traffic carried by them are substantial in nature. From this initial exposition, it is obvious that approaches that are unable to capture information about SLFs and are primarily based on LLFs, will have limited accuracy in determining the statistical properties of underlying traffic. Our measurement architecture, FastFlow, is based on this fundamental understanding. It is designed to feasibly store complete information related to SLFs with manageable complexity and hardware cost. At the same time, it uses systematic sampling to collect sufficient large number of samples of LLF; together which provides for accurate traffic flow characterization.
Currently there exists two different approaches for traffic flow characterization. The first approach is traffic analysis based on pure packet sampling, like random sampling, as implemented in Cisco's NetFlow architecture [14] . Variations of this scheme using different sampling and estimation techniques have been proposed in [1, 3, 4] . However, such solutions are based on the lossy technique of pure packet sampling and has been proven to have limited accuracy [15] . The second approach is based on using efficient data structures along with appropriate [5, 6] statistical estimation techniques. Such approaches have been shown to yield better traffic characterization with definite bounds on estimation errors.
The rest of the paper is organized as follows. Section 2 defines the terminology, exposes the problem of exhaustive flow collection and formally states the classification problem. This is followed by Sections 3 and 4 where we propose and explain the FastFlow architecture. In Section 5, we explain the estimation algorithm used for deriving the statistics of the underlying traffic followed by experimental validation in Section 6. We conclude in Section 7 with directions for future work.
Preliminaries
In this section, we introduce the terminology used and provide a numerical case study that highlights the challenges related to exhaustive flow collection, and define the problem under consideration.
We define flows to refer to packets with similar attributes. For example, a flow might be defined to consist of packets having identical values of five-tuple (source address, destination address, source port, destination port, protocol) or might be defined to comprise of packets matching specific payload information (group of all TCP packets with payload matching the string say, "crewman"). Thus, flows can be characterized by packet headers, payloads or a combination of both. The size of a flow is the number of packets belonging to the flow and the duration of a flow is its lifetime. For example, the size of a TCP flow is the number of packets exchanged till the last packet containing the FIN bit is sent (during normal termination) and the duration is the time interval between the first and last packet of the flow.
In order to associate a packet with a flow, it is necessary to define a Flow Identification Tag (abbreviated as FlowID) using appropriate flow definition. For example, if flows are defined using the five-tuple, then the FlowID is 104 bits long and can be used to classify packets belonging to different flows. Thus, the length of the FlowID (in bits) depends on how flows have been defined.
Motivating Example: To get a feel on how flow characterization is limited by resource constraints, consider the following example: On a OC-768 link (40 Gbps), with 20% link utilization and average packet size of 500 bytes, the average packet interarrival time is 500ns. Within this time, the hardware unit responsible for collecting flow statistics has to: (i) extract flow information by parsing fields of the packet, (ii) compute the FlowID, (iii) locate the FlowID in memory, and (iv) update the counter corresponding to the FlowID. As evident, to execute the above sequence of operations, it requires more than one memory access. Today's high capacity, high performance off-the-shelf static RAM (SRAM) have access time as low as 10ns with average size of 1-4 MB. Dynamic RAM (DRAM) have much higher densities (1 Gbit) but have equivalent access time of around 50ns or more [13] .
If we use a hash table in SRAM, we need approximately 160 bits [5] per hash table entry in order to store 32 bit wide counters that record the frequency of occurrence of the FlowIDs. Thus, with 5MB SRAM we can store information corresponding to 0.25 million flows each 32 bits wide. Considering the fact that the number of flows in the Internet backbone links can reach 0.5 million [6] or more during the measurement interval, a single SRAM will not suffice. Also, we have assumed the ideal situation of one counter update per packet. In reality, the update overhead is much more as clock cycles have to be expended to extract flow information from the packet, compute the FlowID and overcome the overhead of hash table update [6] .
Thus, at 40 Gbps with 20% link utilization, the 5MB SRAM module will be filled up (assuming uniform hash table update) in 5.3 millisecs; mandating that we move 0.25 million flows of 160 bits from SRAM to DRAM within this time limit so as to prevent SRAM overflow. However, at 50ns access time, the DRAM operation will take (assuming bus width of 64 bits) around 63 millisecs. Clearly, the low density, access speed mismatch and high cost (4:1) [13] of SRAM compared to DRAM, makes it practically infeasible to capture information about all packets. Hence, a naive brute force approach of exhaustively storing flow information is impractical, if not impossible [4] , as it would create memory hotspot problems, consume valuable processor cycles and might also render the system unresponsive for prolonged periods of time. Added to these are the traditional issues of data storage, mining and analysis. 
Our aim is to estimate N and the probability density function (pdf) of the network traffic from the available data set X .
As elucidated in Section 1, the accuracy of such a technique is primarily governed by the amount of information we are able to collect about SLFs and LLFs, in general. Hence, we start by providing insights about the architecture of FastFlow that facilitates accurate storage of information related to SLFs. 
FastFlow Architecture
FastFlow is envisioned to be a hardware unit that plugs as a Smart Interface Card (SIC) into the network appliance. Such a modular architecture is shown in Figure 1 .
It has a Flow Identification Unit (FIU), Flow Management
Unit (FMU) and two Flow Collection Units (FCUs). The FIU is responsible for extracting and mapping the attributes of a packet to the corresponding FlowID. When FastFlow is active, packets flow through the FIU and are immediately placed in the original line of flow after information required for calculating the FlowID has been extracted from the packet. This allows the measurement unit to work transparently from the rest of the appliance.
Fundamental to the architecture is understanding of the fact that the sampling frequency of SLFs and LLFs are different (due to their varied longevity). Hence, instead of a single packet sampling approach where the sampling frequency is independent of the flow type, FastFlow uses dual packet scanning methods, referred to as cont_scan and sample_scan (refer to Figure 2 ). The continuous scan clock (cont_scan_clk) is aimed at capturing the SLFs while the sample scan clock (sample_scan_clk) is specifically built for collecting systematic samples of LLFs. The dual FCU present in the architecture assists in feasibly capturing statistics related to SLFs with complete accuracy without violating the system resource constraints.
Flow Collection Unit (FCU)
Figure 3 provides architectural description of the FCU and is responsible for collecting only the FlowIDs corresponding to SLFs from tapped network traffic. It consists of a no-bus-latency (NoBL) SRAM [17] memory module configured as ingress buffer, binary content addressable memory (BCAM) 1 based search and index engines and a high speed SRAM storage unit.
The FCU works in pairs and operates in Active/Standby mode. However, only one of the units is active at any point of time and the operation of the units synchronized by the cont_scan_clk signal (refer Figure 2) . When the active unit is collecting the SLF FlowIDs, the standby unit is emptying its SRAM content to the FMU. This alternating sequence of behavior ensures that no SLF FlowID is lost due to overflow of the SRAM storage unit. However, during normal course of operation, two important decisions need to be undertaken by the Active FCU: (i) classification of a FlowID as to whether it belongs to SLF or LLF since information related to only SLF is stored in the FCU, and (ii) how to store and update the counter information corresponding to the SLF FlowID in storage SRAM with minimal delay and processing overhead.
Classification of FlowIDs:
The decision as to which FlowID to store is done by configuring a BCAM as a search engine, referred to as Search BCAM (SCAM), over Figure 3 ). The value of the valid bit is set to '0' when the corresponding table entry is empty. This helps in reducing active power consumption by avoiding needless searches over empty table lists. A search is considered successful if a SCAM entry matches the input FlowID. However, it indicates that the current FlowID probably belongs to a LLF and is hence discarded. Otherwise, the FlowID is stored in the SRAM and the corresponding counter incremented by one. In the next section, we describe how the SLF FlowIDs are stored and updated by the FCU.
Storage of FlowIDs:
The algorithmic approach to store the frequency of occurrence of FlowIDs would be to pick a suitable hashing function that allows deterministic insertion and update operation of the SRAM. However, hash functions present additional computational and space overhead and gives rise to collision. An approach allowing hash collisions and later estimating the counter loss due to collision has been proposed in [6] . However, as FastFlow aims at measuring the frequency of SLF FlowIDs with complete accuracy, such a scheme will not suit our purpose. Instead, the FCU resorts to an architectural solution that avoids hashing (and its associated complexity) and yet achieves constant insertion time.
Each table entry of SCAM contains three fields (refer to Figure 3) : the LLF FlowID, the logical invertion of the LLF FlowID and the valid bit. Let 
Otherwise, the output of the nor gate gets connected to a mux so as to enable the SRAM storage circuitry. Subsequently, the Index BCAM (ICAM) is utilized for mapping the FlowID to the physical address of the SRAM (since the number of bits of the FlowID and SRAM physical address could be different). Finally, the counter corresponding to the physical address is incremented by one. It is important to note that the ICAM is accessed only when the matching fails (i.e., the FlowID does not belong to a LLF). Using our approach, we do not need to know apriori the allocation of space in SRAM and hence are able to avoid the problem of skewed memory usage associated with a hash based storage solution. Also, the insertion and update operation can be done in constant time.
Determining the Parameters of FCU
The size of the ingress buffer and storage SRAM along with the time the FCU needs to be in Active mode are important design considerations that decide the effectiveness of FastFlow. We devote this section in deriving analytical bounds for these parameters.
Size of Ingress Buffer
We model the ingress buffer (see Figure 1) as a G/G/1 queue employing FIFO scheduling policy. Let {A i : i ≥ 1} and {B i : i ≥ 0} denote the inter-arrival intervals and the service times of the G/G/1 queue which is empty at the beginning of the Active mode. Under steady state conditions, let E[W ] denote the average waiting time of a FlowID in the queue. Then, using the results in [16] , we have:
where C A and C B denote the coefficient of variation (CoV) of interarrival times and service times respectively and ρ is the average occupancy of the system. In our case, the service time is constant (since using SCAM and ICAM, the storage SRAM update time is O(1)). Thus, C B = 0 and let E(B) = K. Then, Equation (1) can be simplified as:
Now, the average system occupancy can be defined as:
(B)/E(A) = K/E(A).
Thus, Equation (2) can be written as:
where σ
2
A is the variance of the interarrival process A. Pareto FlowID Arrival: In general, the distribution of FlowIDs is heavy-tailed. In our experiment, the distribution of FlowIDs was observed to fit Pareto distribution (see Figure 4 ) with 95% level of confidence. Thus, the cumulative distribution function (cdf) of FlowID distribution is given by: F (x) = 1− δ x γ for x ≥ γ where γ is the shape factor and δ the scale parameter. The mean, E(A), and variance, σ 2 A , is given by: 
Equation (6) provides an estimate of the size of the ingress buffer that needs to be provisioned for a definite line rate and average system service time.
Residence Time of Active Mode
Denote T active to be the time for which the FCU remains in Active mode. Since SCAM and ICAM have constant access time, in the worst case scenario, T active will be dominated by the average time it takes to fill the SRAM, assuming stable operating conditions. Let the width of each FlowID be m bits and let n be the number of bits of each FlowID counter. Thus, the width of each SRAM entry is (m + n) bits. Let S (in bits) be the size of the storage SRAM module (see Figure 3) . Then, the number of unique FlowID counters that could be stored is [S/(m + n)] and the maximum value each counter can attain is 2 n . Let T overf low be the minimum time it takes for the SRAM to overflow. Denote α to be the probability that during this time: (i) the total number unique of FlowID observed is less than the maximum number of SRAM entries, and (ii) for any particular FlowID, the counter value is less than 2 n . Let us assume that the FlowID inter-arrival time follows an exponential distribution and are independent. Our assumption is motivated by the findings of [11] where the authors have observed Poisson nature of packet inter-arrival time in experiments conducted over large volumes of Internet traffic. Let us also assume the worst case scenario where all the FlowIDs received are unique.
Denote F 1 (t), F 2 (t), . . . , F k (t) to be a sequence of independent, exponential random variables with parameter λ and probability density function, f (t) = λe −λt t ≥ 0. The value of k is equal to [S/(m + n)], maximum number of SRAM entries. We are interested in the distribution of the sum of the random variables F i (t). Using convolution theorem, we have:
Erlang distribution with density function f k (t). Thus,
Hence, the probability (α) that within T units of time, the SRAM will not overflow is:
Using integration by parts, we obtain the following relationship:
The value of T active is obtained from Equation (8) as a lower bound of the FCU switching time for a given confidence level α.
Flow Management Unit
The FMU uses external DRAM to store information associated with individual FlowIDs so as to achieve massive storage capacity. In this section, we derive bounds for the FMU initialization time.
FMU Initialization Time
During the initialization phase (refer to Figure 2) , the FMU needs to create a list of LLFs used for initializing the ICAM of the FCUs. This initial list is created by obtaining the typical sequence [19] from collected data. However, the accuracy of the initial list of LLFs depends on the duration of the initialization phase. Longer the initialization phase, better is the confidence limit (CL) but at the cost of longer startup time. Hence, given a user specified CL, our aim is to determine the minimum number of samples that need to be collected by the FMU before the system can be started.
Let M be the total number of FlowIDs collected during the initialization period. Assume the samples to be independent and let p denote the probability of occurrence of a LLF FlowID. Then, the probability of collecting k LLF FlowIDs out of M FlowIDs can be modeled as a binomial distribution with B (M, k) 
Let ε be the number of LLF FlowIDs captured after k samples. Then: (9) We are interested in determining M based on the specified CL. Equation (9) can be rearranged to calculate the value of M and provides an approximate guideline of the number of FlowIDs that need to be collected in order to achieve the desired CL. Rearranging Equation (9), we have:
For an approximate solution of Equation (10), suitable numerical methods can be used. Note that we need to compute Equation (10) only once -when FastFlow is being initialized with an empty list of LLF. Since the samples of LLF are collected from network traffic at regular intervals as determined by the frequency of sample_scan_clk, the duration of initialization phase is simply [M/f req sample_scan_clk ], assuming a LLF sample is collected during each pulse of sample_scan_clk. 
Offline Estimation Algorithm
In Figure 5 we highlight the architecture used for offline estimation. The contents of DRAMs attached to the FMU (see Figure1) are paged to a high speed disk using suitable acheduling algorithms. We use the Gaussian kernel density estimator for estimating the probability density function (pdf) of the underlying dataset. Non-parametric estimator like histogram estimators can also be used for traffic characterization [4] . However, such estimators are not smooth and depend on the start and the end points of the bins. On the other hand, kernel density estimators do not suffer from these limitations and provide an excellent tool for pdf estimation.
Estimating the pdf of Sampled Data
At the end of the measurement interval, all the FlowIDs collected are grouped to form the sequence {X } N i=1 where each {X i } is a set of all FlowIDs of size i. Letf h (x) be the pdf of the random variable X we are trying to estimate. Using Parzen window technique [20] , the pdf is estimated as:f
where
are the data points of X and ψ(·) is a suitable kernel smoothing function of width h also referred to as the bandwidth of ψ(·). In this approach, the estimated pdf is a linear combination of kernel functions centered on individual x i . In Equation (11), the bandwidth factor h is the most important term in the estimation process [27] . The optimal value of the kernel window h can be calculated by minimizing the integrated mean square error (IMSE) between f (x) andf h (x); i.e., minimize
In general, the process of finding the optimal window size is cumbersome as we do not know beforehand the nature of Figure 6 . Capturing traffic traces using port mirroring.
the density function that we are trying to estimate. Since the shape (degree of smoothness) off h (x) is closely related to the kernel function used, we use the Gaussian kernel function to eliminate "noises" in the pdf estimation. Thus:
Corresponding to the Gaussian kernel, the bandwidth h can be approxmated using Silverman's rule of thumb [23] that satisfies the IMSE criteria. Consequently, h is defined as:
denotes the sample standard deviation.
Clustering of FlowIDs
It is important to observe that the value of ψ(·) decreases with increase in distance from the origin; indicating that samples which are statistically far away from the cluster of density point can be eliminated without significantly impacting the nature of the estimated distribution. Let L( x, y) denote the statistical distance between two random vectors from the same underlying distribution. Then, the Mahalanobis distance between x and y is defined as:
is the covariance matrix between the two vectors. In the clustering approach, the set {X i } is included in the cluster if the Mahalanobis distance between {X i } and all other sets in the cluster is at most h. Sets which do not satisfy this criterion are rejected from the current cluster. Let s be the size of each cluster. Then, the number of clusters formed are 
Estimating the Number of LLFs
As explained before, the inherent architecture of FastFlow allows for a complete compilation of the list of SLFs received during the measurement interval. However, the information related to LLFs is incomplete and needs to be estimated. Let N total be the total number of FlowIDs collected and N LLF be the number of LLF FlowIDs originally observed during the measurement interval. From N total and N LLF , we have to estimateN LLF , the total number of FlowIDs present in the original stream. Assuming uniform FlowID arrival,N LLF can be estimated using the general solution to coupon collector's problem [21] . We use the Maximum Likelihood Estimator, as defined in [21] , for estimatingN LLF . This is given by the smallest j which satisfies the inequality
Then, the total number of FlowIDs present is simply the summation of N SLF andN LLF . 
Experimental Validation
For collecting traffic traces, we have used the experimental setup as shown in Figure 6 . CReWMaN lab has provision for 40 users and has an internal LAN that supports 1Gbps network traffic. The Netgear GSM7224 switch used is a non-blocking, Layer2 managed switch with support for port mirroring. The mirrored port allows traffic to be sent to Proceedings of the 26th IEEE International Conference on Distributed Computing Systems (ICDCS'06) the network point of measurement without causing any impact to existing network functionalities and operation. Only the ports connected to the external network (see Figure 5 ) was mirrored for obtaining the traffic traces. Four traces (see Table 1 ), each averaging 3 million packets were collected using tcpdump (64 bit, v3.8, libpcap v0.8) during the period June 15 to June 20, 2005 from our internal lab network. A dump of the first 500 bytes of the packet frame (including MAC header) was performed which resulted in about 5GB of collected data. In Tables 1 and 2 and in Figure 7 , we show the accuracy of the estimation algorithm. Detail information about all the algorithms are available at our website [22] .
In order to create the scenario of systematic sampling of LLFs, the list of LLF was initially calculated by including all FlowIDs whose duration was more than the mean lifetime of the packet trace. This was set to N actual LLF . Then, the typical sequence was calculated over the whole trace. This was followed by sorting all the FlowIDs calculated from the typical sequence; after which we sampled packets at the sampling rate of 10%. The sampled data provided us with the value N 
Conclusion
In this paper we have taken a non-traditional approach to traffic characterization by closely integrating the measurement architecture with the statistical estimation technique. Considering the fact that Internet traffic is heavy-tailed in nature, we have proposed a flow measurement architecture, called FastFlow using which SLFs can be feasibly captured with complete accuracy while non-SLFs are sampled at regular intervals for offline analysis. Since the algorithms inside FastFlow need to work in realtime, we have alluded to the fact that SLFs and LLFs can be classified based on the results of typical sequences. Lossy information obtained due to sampling of all LLF FlowIDs is estimated using a likelihood function defined over the coupon collector's problem. Finally, we have shown how to estimate the distribution (pdf) of the underlying traffic using a non-parametric Parzen window technique. Potential areas of future research include simulating the FastFlow architecture using the M5 simulator [24] , integrating the approach with the Click [25] software router and further validation of the algorithms using Internet backbone traces from NLANR [26] .
