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In the literature, data obtained using the kinetic method have been analyzed to provide both
ion affinities and relative entropies for the competitive dissociations involved. In this work, the
procedure used to extract this information is shown to be statistically flawed. Using more
rigorous statistical procedures, we outline alternative methods of acquiring the same infor-
mation, including straightforward means of analyzing the uncertainties in the thermodynamic
quantities obtained. Fortunately, it is expected that the central values reported in previous
work need not be changed, but the uncertainties are much larger than has been previously
detailed. The validity of the assumptions involved in the extraction of entropy effects is
discussed in some detail. (J Am Soc Mass Spectrom 2000, 11, 371–379) © 2000 American
Society for Mass Spectrometry
One of the major assumptions in the simplestversion of the kinetic method [1–3] is the ne-glect of entropic effects in the competition be-
tween two dissociation channels. In 1993, Fenselau and
co-workers [4, 5] suggested a means to overcome this
limitation, which was later refined by Wesdemiotis and
co-workers [6–9]. The concept utilized starts with the
realization that in the kinetic method, the two compet-
ing dissociation channels are in some sort of equilib-
rium described by the empirical parameter, Teff, the
effective temperature. Here, we consider dissociation of
the complex [AzMzBi]
1, where M is the proton, metal
ion, or other cationic species binding the unknown A
with a series of molecules, Bi, having known proton or
metal ion affinities, IA(Bi). (For convenience, we refer to
cationic systems, but the extensions to anionic systems
are obvious.) Dissociation of this complex leads to
MA1 1 Bi with a rate of kA and to MBi
1 1 A with a rate
of ki. The equilibrium associated with this dissociation
is described by
ln (kA/ki) 5 2DG/RT (1)
where DG is the free energy for the equilibrium reac-
tion, MBi
1 1 A 7 MA1 1 Bi. The free energy of reac-
tion is then related to the difference in ion affinities
(enthalpic terms) by the standard thermodynamic ex-
pression
DG 5 DIA 2 T DS 5 IA(A) 2 IA(Bi)2T DS (2)
where DS is the entropy change for the equilibrium
reaction. In kinetic method experiments, the ratio of rate
constants is taken to equal the ratio of intensities of the
two product ions and T is replaced by Teff. Implicit in
these expressions is the assumption that there is no
reverse activation barrier to either dissociation process.
Because of the strong long-range ion–induced dipole
interactions between the products in either channel, this
assumption should be accurate for many systems; how-
ever, as the systems increase in complexity, this as-
sumption may begin to break down. In such a case, the
equilibrium associated with expressions (1) and (2) is
between the transition states leading to the products,
which could be indicated by use of a superscript double
dagger on all thermodynamic quantities of interest. In
the interests of brevity, no explicit indication of this
possibility is made in the nomenclature adopted in this
work.
What Fenselau and Wesdemiotis realized is that by
acquiring ln(kA/ki) data at several values of Teff, they
could independently determine DIA and DS. The pro-
cedure used is summarized most succinctly by Wes-
demiotis [9], but the treatment of Fenselau is exactly
parallel [4]. Teff can be varied in several ways: by using
collision-induced dissociation (CID) and varying the
kinetic energy or by changing the collision gas (thereby,
changing the laboratory to center of mass energy con-
version) and often such CID data are compared to
metastable ion data. The appropriateness of these ap-
proaches is discussed further below, but for the mo-
ment, this aspect of the studies is assumed to be reliable.
Definition of Statistical Terms
In analyzing literature data, it is important to properly
treat the statistics. In this regard, we remind the reader
that the mean value xavg is simply ¥xi/n where n is the
total number of xi values and the summation (here and
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throughout this paper) is for i 5 1 to i 5 n. Further-
more, the standard deviation of the mean is the square
root of the variance, s2 5 ¥ (xi 2 xavg)
2/(n 2 1), and
n 2 1 is the degrees of freedom (df). Clearly, the
standard deviation is better determined the more mea-
surements there are. For small numbers of measure-
ments, the uncertainty in the mean is given by ts/n1/2
where t is the Student’s t, a tabulated value that
depends on the confidence interval desired and the df
[10]. In the literature examples used below, the df are
1–3 and we choose to report a 90% confidence limit
(CL), i.e., it is 90% probable that a new measurement
will fall within ts/n1/2 of the mean. For this level of
confidence, t (df 5 1) 5 6.314, t (df 5 2) 5 2.920, and t
(df 5 3) 5 2.350. In the following, we will give both the
standard deviation and the 90% CL as xavg 6 s (690%
CL).
If there are uncertainties (si) associated with the
original xi data, then calculation of the mean should
incorporate knowledge of these uncertainties by
weighting each value. For uncorrelated uncertainties,
the weighting factor (wi) equals 1/si
2, such that xavg 5
¥wixi/¥wi and s
2 5 1/¥wi. For proper weighting, it does
not matter whether the uncertainty used is a standard
deviation, a 90% CL, or some other definition, as long as
a consistent definition is used. This is because of the
normalization implicit in the equation for the weighted
average. [If the uncertainties are correlated with one
another, then the determination of the uncertainty in
the average requires knowledge of the extent of corre-
lation. For instance, in studies like the present, it is
important to realize that the uncertainties in the abso-
lute IA(Bi) values are often highly correlated as they are
generally derived from a small set of absolute anchor
values.] For linear regression analyses, the best values
for the slope (m) and y intercept (y0) are given by m 5
(n¥xiyi 2 ¥xi¥yi)/D and y0 5 (¥xi
2¥yi 2 ¥xi ¥xiyi)/D.
The standard deviations in the slope (sm) and y intercept
(sy0) are taken from the square roots of the variances,
sm
2 5 s2n/D and sy0
2 5 s2 ¥xi
2/D. In these expressions,
D 5 n ¥xi
2 2 (¥xi)
2, s2 5 ¥(yi 2 mxi 2 y0)
2/(n 2 2),
n 2 2 is the degrees of freedom, and yi 2 mxi 2 y0 is
the deviation between the data (yi) and the predicted
value of y (5 mxi 1 y0). In the following, we will also be
interested in the x intercept, x0, which is defined by
2y0/m and has a variance, sx0
2 5 (s/m)2 [n(y0/m)
2 1
¥xi
2 1 2(y0/m) ¥xi]/D. For the linear regression coeffi-
cients, the 90% CL in each of these values are simply tsp
where p 5 m, y0, or x0. Here too, if there are unequal
uncertainties in the values of xi and yi, given by sxi and
syi, respectively, then the linear regression analysis
should account for this. The weighting factors wi equal
1/(syi
2 1 m2 sxi
2 ). This modifies the equations such that
m 5 (¥wi¥wixiyi 2 ¥wixi¥wiyi)/D, y0 5 (¥wixi
2 ¥wiyi 2
¥wixi¥wixiyi)/D, sm
2 5 s2 ¥wi/D, sy0
2 5 s2 ¥wixi
2/D, D 5
¥wi¥wixi
2 2 (¥wixi)
2, and s2 5 ¥wi(yi 2 mxi 2 y0)
2/
(n 2 2). Note that if the uncertainties in xi are nonzero,
then the weighting factor includes the slope, making
evaluation of m and y0 more complicated [11–14].
The Method for Determining Entropy
Effects
In the following, we illustrate the method for determin-
ing entropy effects by utilizing data from the work of
Nold, Cerda, and Wesdemiotis (NCW) [9]. Specifically,
we will use data for the proton bound complexes of
cycloleucylproline (cLP) with several amino acids used
as reference bases, glycine (G), alanine (A), valine (V),
and leucine (L). Effective temperatures were evaluated
using data taken for metastable ion (MI) conditions and
collisionally activated dissociation (CAD) with He
and Ar. Because the original data were read from
figures in [9], the results are not precisely the same as
those in the original, but sufficiently close that the
final numbers are useful. The data adopted here are
given in Table 1.
To determine entropic effects, the procedure of
Fenselau and Wesdemiotis first combines eqs 1 and 2 to
give
ln(kA/ki) 5 [IA(A)/RTeff 2 DS/R] 2 IA(Bi)/RTeff (3)
By plotting ln(kA/ki) versus the known ion affinities,
IA(Bi), one can extract a slope (m1) of 21/RTeff and an
intercept (y01) given by
IGapp(A)/RTeff 5 IA(A)/RTeff 2 DS/R (4)
Table 1. Data for the kinetic method analysis of the proton affinity of cLP taken from [9]
Bi
a PA(Bi)
b
ln(kA/ki)
c Plot ln(kA/ki) vs. 1/RTeff
d
MI CAD/He CAD/Ar Slope y intercept PA(cLP) DS
G 886.5 6.6 4.0 3.2 20.1 6 4.8 0.5 6 1.0 906.6 6 4.8 23.9 6 8.2
A 901.6 2.7 2.4 2.1 3.5 6 7.5 1.7 6 1.6 905.1 6 7.5 214.0 6 13.2
V 910.6 21.4 20.3 20.2 27.5 6 6.1 0.9 6 1.3 903.1 6 6.1 27.5 6 10.5
L 914.6 21.5 20.6 20.5 26.2 6 4.3 0.4 6 0.9 908.4 6 4.3 23.4 6 7.5
average 906.4 6 3.1 25.6 6 5.4
aReference base: G 5 glycine, A 5 alanine, V 5 valine, L 5 leucine.
bProton affinity in kJ/mol.
cMI 5 metastable ion; CAD 5 collisionally activated dissociation.
dThese uncertainties are 90% confidence limits calculated using t(df 5 1) which is not rigorously correct, see the text.
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where Wesdemiotis introduces the “apparent” free en-
ergy of ion attachment,
IGapp(A) 5 IA(A) 2 TeffDS (5)
The term “apparent” refers to the fact that the DS term
contains the difference in entropies of dissociation for
MA1 and MBi
1, rather than being just the entropy of
dissociation of MA1. It is useful to note that IGapp(A) is
the x intercept of the ln(kA/ki) versus IA(Bi) plot.
Such a plot is shown in Figure 1 for the cLP data of
NCW (and is equivalent to Fig. 3 of [9]). Table 2 reports
the slopes and y intercepts obtained from linear regres-
sion analyses of the data. Next, the desired quantities
IA(A) and DS are determined by plotting IGapp(A)/
RTeff (the intercept y01) versus 1/RTeff, (the negative of
the slope m1). Equation 4 shows that the slope of this
second plot (m2) equals IA(A) and the intercept (y02)
equals 2DS/R. For the cLP data of NCW, this is shown
in Figure 2 and leads to IA(A) 5 PA(cLP) 5 905.7 kJ/
mol and DS 5 2R (0.88) 5 27.3 J/mol K. This plot is
equivalent to Figure 4 of [9], which reports final values
of 905.8 and 27.3 J/mol K. Although NCW do not
report uncertainties on these values, a simple statistical
analysis of these data leads to standard deviations of 0.8
kJ/mol for PA(cLP) and 1.5 J/mol K for DS. However,
this simple analysis neglects the uncertainties in both
the x and y directions for the points of the second plot.
When the data are properly weighted, we obtain nearly
identical final values of PA(cLP) 5 905.8 6 0.9 (65.6)
kJ/mol and DS 5 27.3 6 1.6 (610) J/mol K. It is im-
portant to realize the significance of the 90% confidence
intervals listed here. The standard deviations listed do
not take into account the fact that the best line repro-
ducing the data in Figure 2 is not well determined, i.e.,
two values (the slope and the intercept) are evaluated
from three points such that there is only one degree of
freedom. Thus, the standard deviations are equivalent
to 50% confidence limits, i.e., 50% of the time, a new
measurement will fall outside of the limits given by the
Figure 1. Plot of ln(kcLP/ki) versus PA(Bi) for [cLP 1 Bi]H
1
dimers where Bi 5 G, A, V, and L. Complexes examined under MI
and CAD conditions with He and Ar are included. The upper x
axis shows the proton affinities of the reference bases relative to
their average value, PAavg. Lines are linear regression analyses of
the MI, CAD/He, and CAD/Ar data.
Table 2. Linear regression analyses of plots of ln(kA/ki) vs. PA(Bi) or PA(Bi) 2 PAavg
a
MI CAD/He CAD/Ar
Slope (m1) 5 21/RTeff 20.306 6 0.099 20.172 6 0.085 20.138 6 0.082
Teff (K)
b 393296
1189 (392) 6972228
1680 (710) 8682321
11270 (876)
y intercept (y01) 278 6 89 157 6 76 126 6 73
y intercept (y901) 1.60 6 1.07 1.38 6 0.91 1.15 6 0.88
x intercept (x01)
b 908.6 6 3.8 (908.6) 911.3 6 6.7 (911.4) 911.6 6 7.9 (911.6)
aAll uncertainties are given as 90% confidence limits.
bValues in parentheses are reported in [9].
Figure 2. Plot of GBapp(cLP)/RTeff vs. 1/RTeff for [cLP 1 Bi]H
1
dimers where Bi 5 G, A, V, and L. This plot is equivalent to
plotting the y intercepts (y01) vs. the negative slopes (2m1) of the
three regression lines in Figure 1. Uncertainties shown are one
standard deviation. The line is a linear regression analysis of the
MI, CAD/He, and CAD/Ar data with the parameters given in the
figure.
373J Am Soc Mass Spectrom 2000, 11, 371–379 ENTROPY AND THE KINETIC METHOD
standard deviations. At the statistically more significant
90% confidence limit, the relative uncertainties are 6.3
times higher. Further, this uncertainty in PA(cLP) is the
relative uncertainty and does not yet include the abso-
lute uncertainties (which are correlated) of about 8
kJ/mol in the PAs of the reference bases. Throughout
the remainder of this paper, only the relative uncertain-
ties are cited.
Probably the most significant feature of this second
plot is that it is extraordinarily linear, as exemplified by
a regression coefficient (r2) of nearly unity (0.99999).
Indeed, regression coefficients exceeding 0.999 are
found in every case examined by Fenselau and Wes-
demiotis [4–9]. The conclusion drawn is that “The
excellent linear correlation . . . affirms that [DS] remains
constant for chemically similar reference bases and that
it is independent of Teff, as assumed” [9].
The Conceptual Error
A statistical analysis of this second plot demonstrates
that the uniformly excellent correlations are artifacts of
the choice made in plotting the data rather than a
testament to the underlying veracity of the approach.
This has been pointed out before by Cooks and co-
workers [3, 15] and this type of mistake is easily made.
In fact, plots like Figure 2 directly parallel a phenome-
non called the isokinetic effect or enthalpy–entropy
compensation effect which was shown to be anomalous
in almost all cases by Krug, Hunter, and Greiger [12,
13]. Their sophisticated statistical analysis of this related
phenomenon provides some of the basis for the ap-
proach detailed below.
The problem with the plot shown in Figure 2 can be
seen in a couple of ways. First, in the linear regression
analysis of Figure 2, the slope and the intercept used to
describe the best fit of the available data are strongly
correlated. This is shown most easily by including the
y 5 0 axis in the first plot. This expanded version of
Figure 1 is shown in Figure 3. It is now evident that
small changes in the slope of the data result in large
changes in the y intercept, as illustrated by the very
large uncertainties in the y intercept, Table 2. Statisti-
cally, this strong correlation is demonstrated by the
covariance between the slope and y intercept [11],
which is 21.04 for the MI data, 20.76 for the He CAD
data, and 20.69 for the Ar CAD data. Uncorrelated
quantities would have a covariance of zero. Alterna-
tively, one can realize that in the expression for the
intercept, eq 4, the IGapp(A) and IA(A) values do not
vary strongly with temperature and DS is generally
small by design. (After all, in the simplest version of the
kinetic method, this term is assumed to equal zero.)
Thus, the second plot (Figure 2) merely shows that both
the x (1/RTeff) and y(IG
app/RTeff) data depend strongly
on Teff. An excellent correlation between these two
quantities is obtained even though the determination of
Teff is not very precise (note the very large uncertainties
in the Teff values derived from plots like Figure 1, Table
2).
Fortunately, there are statistically significant ways of
handling the same data to acquire the same informa-
tion. It is the primary purpose of this paper to illustrate
these methods and to provide an appropriate error
analysis that can accompany these methods. Several
approaches to bypassing the strong correlation shown
in Figure 2 (plotting y01 versus m1) were tried and all
lead to comparable results. The approach detailed be-
low tries to combine a statistically rigorous approach
with one that is visually appealing and intuitive.
A Proper Statistical Approach
To rigorously remove the correlation between the slope
and intercept of a linear regression analysis, one merely
needs to plot y versus x9i 5 xi 2 xavg where again xavg 5
¥xi/n for n data points [12, 13, 16]. Such a plot is also
illustrated in Figure 1 except the upper x axis is now
used (xavg 5 PAavg 5 903.3 kJ/mol). Obviously, the
slope of such a plot is identical to that obtained from the
usual way of presenting the data, but now the y
intercept (y901) is an interpolated point (and hence much
more accurate and precise, Table 2), rather than being
extrapolated (Figure 3). Interestingly, the y intercept is
now trivially calculated as y90 5 ¥yi/n 5 yavg and the
value of the slope is simply m 5 ¥x9iyi/¥x9i
2 with vari-
ances in each given as sy0
2 5 s2/n and sm
2 5 s2/¥x9i
2,
respectively, where s2 is ¥(yi 2 y90 2 mx9)
2/(n 2 2). It
can be verified that the covariance between y90 and m is
zero, i.e., the y intercept and slope of this plot are
uncorrelated. (One way to see why this must be true is
to realize that the best linear regression fit to any set of
data always goes through the point where x 5 xavg and
Figure 3. Same as Figure 1 but extended to show the y intercepts
of the three regression lines. The uncertainties shown for the y
intercepts are one standard deviation.
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y 5 yavg, although these values will change depending
on whether the plot is weighted or unweighted. Hence,
when the zero of the x axis is set to xavg, the intercept
must be yavg which no longer depends on the slope of
the plot.)
For kinetic method data, the slope of this plot (m1) is
again 21/RTeff and the y intercept is given by the
expression
y901 5 [IG
app(A) 2 IAavg]/RTeff
5 [IA(A) 2 IAavg]/RTeff 2 DS/R (6)
Now a plot of the intercept (y901) versus the negative of
the slope (2m1 5 1/RTeff) will give a slope (m92) of
IA(A) 2 IAavg and a y intercept (y02) of 2DS/R. Note
that the intercept is the same as the previous plot while
the slope is now relative to IAavg. Plotting the data of
NCW in this fashion leads to Figure 4. Using a properly
weighted linear regression analysis, values for the slope
and intercept of 2.5 6 0.9 (65.7) kJ/mol and 0.87 6
0.19 (61.2) are obtained. [A simple unweighted analysis
gives similar values of 2.4 6 0.8 (65.0) kJ/mol and
0.88 6 0.18 (61.1)]. Given that IAavg 5 PAavg 5 903.3
kJ/mol, we find that PA(cLP) 5 905.8 6 0.9 (65.7) kJ/
mol and DS 5 27.1 6 1.6 (69.8) J/mol K, such that the
same values as derived above are obtained. The corre-
lation coefficient of this plot (r2) is only 0.88, and quite
clearly the plot is not as linear as that of Figure 2. This
plot is a more accurate representation of how well the
assumptions regarding DS are followed. Note that the
uncertainties are considerably larger than the 0.2 kJ/
mol and 1 J/mol K experimental “reproducibilities” [9],
which are often assumed to equal the uncertainty in
kinetic method determinations.
As an example of how misleading the plot of
IGapp(A)/RTeff versus 1/RTeff can be, Figure 5 presents
data taken from Cerda et al. on the Na1 binding
energies to small peptides [8]. Part a reproduces Figure
4 of this manuscript, the data for the dipeptide AG
referenced to the monopeptides, G, C, and A (where the
reference sodium cation affinities are taken from a
previous kinetic method study [6]) under three activa-
Figure 4. Plot of [GBapp(cLP) 2 PAavg]/RTeff vs. 1/RTeff for
[cLP 1 Bi]H
1 dimers where Bi 5 G, A, V, and L. This plot is
equivalent to plotting the y intercepts (y901) vs. the negative slopes
(2m1) of the three regression lines in Figure 1. Uncertainties
shown are one standard deviation. The line is a weighted linear
regression analysis of the MI, CAD/He, and CAD/Ar data with
the parameters given in the figure.
Figure 5. Plots of (a) DGNa1
app (AG)/RTeff and (b) [DGNa1
app (AG) 2
DHavg,Na1]/RTeff vs. 1/RTeff for [AG 1 Bi]Na
1 dimers where Bi 5
G, C, and A. These plots are equivalent to plotting the y intercepts
(y01 for part a, y901 for part b) vs. the negative slopes (2m1) of the
regression lines taken from plots of ln(kAG/ki) vs. (a) DHNa1(Bi)
and (b) DHNa1(Bi) 2 DHavg,Na1. The lines are linear regression
analyses of the MI, CAD/He, and CAD/Ar data with the param-
eters given in the figure.
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tion conditions, MI, CAD/He, and CAD/Ar. Again this
plot is extremely linear with a correlation coefficient of
greater than 0.9999. When the average sodium cation
affinity of the three references (exactly 177 kJ/mol) is
subtracted from the apparent free energy, part b of
Figure 5 is obtained. It can be seen that the intercept
(2DS/R) and the value of DHNa1(AG) extracted from the
slopes is the same in both plots. However, the second
plot clearly shows that there is not a good linear
correlation among the three data points. However, a
linear regression analysis, no matter how suspect, can
still be carried out on such data. Appropriately, one
finds that the resultant error in the slope is very large,
0.87 6 1.49, leading to a final value for DHNa1(AG) of
177.9 6 1.5 (69.4) kJ/mol. Such a result belies the
statement made in this work that “the method discerns
very small changes in Na1 affinity and, thus, is capable
of distinguishing peptides of very similar affinity.” [8].
When the random errors in the data (here 9 kJ/mol)
exceed the differences observed between the sodium
cation affinities of different peptides (here 1 kJ/mol),
the differences are not statistically meaningful.
To verify that this is a general observation, we have
also reinterpreted additional sets of data taken from the
literature using our recommended procedure [4, 8, 9].
The results are listed in Table 3. It can be seen that the
agreement between the reported values and those in the
literature is good, as expected. The uncertainties are
certainly larger than anticipated in these works, and
vary widely because the data originate from different
sources. The only exception is the case of GL where
there is a serendipitously good correlation. In other
work, for instance the alkali ion affinities of DNA
nucleobases as determined by Cerda and Wesdemiotis
[6], the data cannot be reevaluated as only two activa-
tion conditions were used (MI and CAD/He) such that
the plot comparable to Figures 4 and 5b has only two
points. This means that the resultant slopes and inter-
cepts are underdetermined and the uncertainties cannot
be evaluated because they are infinitely large (t 5 ‘).
Alternative Approaches
Another possible way of exhibiting these data, although
one that is not as rigorous, is to determine the x
intercept (x01) from the plot of ln(kA/ki) versus IA(Bi). As
noted above, x01 equals IG
app(A) according to eq 3. [If
standard statistical packages are used to perform the
linear regression analysis, simply plot IA(Bi) versus
ln(kA/ki) and find the y intercept.] As reference bases
having ion affinities close to that of the unknown A are
generally chosen, the x intercept is rarely a long range
extrapolation and ideally is an interpolated value. For
instance, inspection of Figure 1 shows that the x inter-
cepts of the three lines are interpolations and the values
do indeed equal the GBapp(cLP) values listed by NCW
(within 0.1 kJ/mol) and reproduced in Table 2. Again a
simple statistical analysis finds the uncertainties also
listed in Table 2.
As long as the x intercept is an interpolated point,
there will be little cross correlation between the slope,
m1 5 21/RTeff, and the x intercept, x01 5 IG
app(A), of
this plot. Therefore, a statistically reasonable way to
plot these data is IGapp(A) versus Teff, Figure 6. This
yields a slope (m3) of 2DS and a y intercept (y03) of
IA(A), as is obvious from eq 5. For the data of NCW, a
properly weighted linear regression analysis yields the
values: y03 5 PA(cLP) 5 905.6 6 0.9 (65.4) kJ/mol and
2m3 5 DS 5 27.6 6 1.5 (69.6) J/mol K. [A simplistic
linear regression without weighting yields PA(cLP) 5
906.1 6 1.3 (67.9) kJ/mol and DS 5 26.8 6 1.8 (611.6)
J/mol K.] These values are essentially the same as those
obtained above. This method of interpreting the data
has the advantage of being fairly direct and simple but
is not as rigorous as the treatment suggested above.
Plots shown in Figures 2, 4, 5, and 6 do not visually
allow the assumptions of equal entropy changes and
scatter in the derived IA(A) values to be assessed. One
simple way of obtaining this information is to make a
pseudo van’t Hoff plot, ln(kA/ki) versus 1/RTeff, of the
original data after obtaining the effective temperature
from a ln(kA/ki) versus PA(Bi) plot. (Of course, a van’t
Hoff plot is the traditional way of obtaining DH and DS
values from equilibrium data, but generally tempera-
ture is the independent variable, in contrast to the
situation employed here. This may lead to a natural
temptation to treat Teff as a real temperature. Hence, the
term pseudo is applied here to emphasize the limited
nature of this treatment.) This retains all of the original
data points but recasts them such that the slope (m4) of
the data for each reference base (Bi) equals IA(A) 2
Table 3. Reassessed literature values for ion affinities and
relative entropiesa
Ion–ligandb IA (kJ/mol) DS (J/mol K)
H1–1,4-
butanediaminec
995 6 56 (994) 167 6 166 (65)
H1–Gly3c 956 6 90 (958) 155 6 178 (59)
H1–Gly4c 965 6 23 (966) 142 6 50 (44)
H1–cAAd 869.8 6 8.0 (870.0) 28.0 6 7.7 (28.1)
H1–cLGd 877.4 6 7.6 (878.4) 28.5 6 7.6 (27.7)
H1–cLAd 892.6 6 4.8 (892.9) 26.6 6 5.8 (27.4)
H1–cLPd 905.8 6 5.7 (905.8) 27.1 6 9.8 (27.3)
H1–oxazoloned 908.1 6 10.2 (906.5) 26.2 6 13.2 (28.4)
H1–GLd 944.9 6 0.2 (945.3) 14.2 6 0.2 (14.5)
H1–LGd 951.7 6 6.8 (952.6) 16.1 6 8.9 (17.5)
Na1–NAc–Ge 171.8 6 4.0 (172) 15.2 6 6.4 (15.4)
Na1–GGe 176.5 6 1.4 (177) 15.3 6 2.0 (16.0)
Na1–AGe 177.9 6 9.4 (178) 17.9 6 12.4 (17.9)
Na1–GAe 179.1 6 8.6 (179) 18.0 6 10.5 (18.1)
Na1–AAe 179.5 6 11.9 (180) 18.8 6 15.6 (18.9)
Na1–GG–Oete 181.4 6 2.8 (181) 18.6 6 3.6 (18.6)
Na1–GG–NH2
e 182.1 6 4.5 (183) 17.3 6 5.6 (17.4)
aAll uncertainties are given as 90% confidence limits and are relative
uncertainties that do not include the errors in the values used as
references. Values in parentheses are taken from the literature.
bFor definitions of the abbreviations, see the original references.
c[4].
d[9].
e[8].
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IA(Bi) and the y intercept (y04) equals 2DS/R, as can be
seen from eq 3. The data of NCW [9] are shown in this
way in Figure 7. Because the y intercepts of the four
plots are not equal, it is now obvious that the assump-
tion that DS “remains constant for chemically similar
reference bases” is not precisely correct. Linear regres-
sion analyses of the plots for each reference base yield
values for the slope and intercept listed in Table 1 and
converted to PA(cLP) and DS values also listed there.
This shows that there is a modest variation in the
PA(cLP) value relative to each reference base with an
average that is nearly the same as that obtained from
the analysis above (as expected). The problem with this
treatment of these data is simply that we have used the
original data to determine three quantities, Teff,
PA(cLP), and DS. Because the linear regression analyses
shown have only three points (MI, CAD/He, and
CAD/Ar), the system is underdetermined (the degrees
of freedom equal zero), such that the uncertainties are
infinite (t 5 ‘). To provide some feeling for the uncer-
tainties, 90% CL calculated using t(df 5 1) are included
in Table 1. It would be useful for data to be obtained
under more activation conditions in order to test this
treatment of the data. It is anticipated that this should
lower the uncertainties cited at the 90% CL compared
with those determined above.
Can Entropy Be Ignored?
In our analysis of the data from NCW, values for
PA(cLP) 5 905.8 6 0.9 (65.7) kJ/mol and DS 5
27.1 6 1.6 (69.8) J/mol K are obtained. The uncertain-
ties indicate that it is somewhere between 80% and 90%
probable that the average entropy change for the cLP
data is nonzero. (Figure 7 and Table 1 demonstrate that
the data for the G, V, and L references have DS values
within experimental error of zero and that the deviation
from zero in the average value of DS is primarily due to
the A reference data.) To consider this question further,
we reanalyze these data ignoring the entropy term in eq
2, i.e., when ln(kA/ki) 5 0, then DG 5 0 and IA(A) 5
IA(Bi). Thus, PA(cLP) can be found from the x intercept
of the plots from each of the three data sets (MI,
CAD/He, CAD/Ar). As noted above, these values are
given in Table 2. Note that the three values agree with
one another within the combined individual uncertain-
ties (certainly for the 90% CL, but also the standard
deviations). From this comparison, it is not obvious that
evaluation of the entropic effects is needed. The
weighted mean of these three PA(cLP) values is 909.6 6
3.0 (65.1) kJ/mol. When this value is compared with
905.8 6 0.9 (65.7), we again conclude that they are
different at the 80%–90% confidence level. Thus, it is
likely that explicit evaluation of entropy effects is
needed, but it is by no means definitive that it is
necessary to do so. Clearly, this conclusion is dependent
on the proper evaluation of the uncertainties in the final
IA values.
We can consider this question further by returning to
the seminal paper of Fenselau and co-workers [4]. Here,
kinetic energy dependent studies definitely demon-
strated the need for considering entropy effects and led
to the development of the approach above. Indeed,
examination of the reassessed values of DS (Table 3)
find that the relative entropy differences from this
study are much larger than those from the other studies
Figure 6. Plot of GBapp(cLP) vs. Teff for [cLP 1 Bi]H
1 dimers
where Bi 5 G, A, V, and L. This plot is equivalent to plotting the
x intercepts (x01) vs. Teff derived from the three regression lines in
Figure 1. Uncertainties shown are one standard deviation. The line
is a weighted linear regression analysis of the MI, CAD/He, and
CAD/Ar data with the parameters given in the figure.
Figure 7. A pseudo van’t Hoff plot of ln(kcLP/ki) vs. 1/RTeff for
[cLP 1 Bi]H
1 dimers where Bi 5 G, A, V, and L. Complexes
examined under MI and CAD conditions with He and Ar are
included. Lines are linear regression analyses of the data for G, A,
V, and L reference bases.
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listed in this table [8, 9]. Unfortunately, the uncertain-
ties in each of the final DS values are sufficiently large
that deviations from zero are not clearly statistically
significant. Examination of a pseudo van’t Hoff plot of
the data for Gly4 shows that each of the six reference
bases yields a DS value that deviates strongly from zero
(ranging from 36 to 71 J/mol K). This is a strong
indication that entropy effects are very important in this
system. Furthermore, the average proton affinities of
the three species considered in this work change by
20–30 kJ/mol when entropy effects are considered,
although again this change may not be statistically
significant given the uncertainties listed in Table 3. The
key observation here is that the decision of whether to
include entropy effects cannot be made easily on the
basis of examining the final DS value and its uncer-
tainty. Despite this finding, the relative entropies of
competitive dissociations are never explicitly zero even
in the best behaved systems, and therefore the explicit
evaluation of entropic effects is always desirable. Often,
a combined computational and experimental approach
to evaluating the DS values may be ideal [17].
Variation in Teff
We note above that the use of relationships like eqs 1
and 2 is predicated on Maxwell–Boltzmann (MB) dis-
tributions of energies, i.e., on distributions character-
ized by a temperature. It is now well recognized that
the molecules decomposing in kinetic method experi-
ments do not have MB distributions largely because
they are required to decay during a specific time
window [18, 19]. Hence, Teff is merely a parameter that
picks the temperature most closely associated with the
particular set of complexes observed to decompose. As
a consequence, the use of thermodynamic relationships
like eqs 1 and 2 is not rigorous, but probably sufficiently
accurate for the interpolations usually involved in ki-
netic method determinations, such that reasonable re-
sults can be expected.
Another aspect of the use of Teff is how to vary this
quantity in a systematic way. In MI dissociations, the
dissociating complexes are unperturbed from source
conditions and one examines a slice of the distribution
characteristic of the complex lifetime and the time
window of observation. In CAD, these same ions un-
dergo one, two, or more collisions with a gas that add
extra internal energy to the complex. The amount of the
added energy depends on the mass of the gas (as this
alters the center-of-mass to laboratory energy conver-
sion according to conservation of linear momentum),
the number of collisions, and details of the collision
dynamics. It should be realized that collisions alter the
internal energy of the dissociating complexes, their
rotational energy (angular momentum), and their ki-
netic energy, especially the radial velocity (which de-
termines whether they can be observed at the detector).
Therefore, CAD decompositions under multiple colli-
sion conditions are a superposition of several energy
distributions corresponding to the number of collisions
along with the details of the collision dynamics (impact
parameter, orientation, etc) that are intimately linked to
angular momentum and radial velocity distributions.
Although such complex energy distributions can still be
assigned an average energy (and the complexes ob-
served to dissociate can be assigned a Teff), this single
parameter does not do justice to the process leading to
the enhanced decomposition probability. At the very
least, this is because different numbers of collisions
result in distinctly different distributions and because
different collision gases can grossly change the internal
versus rotational versus kinetic energy transfer proba-
bilities. It is unclear whether such a simple parametri-
zation can properly reflect the superposition of energy
distributions leading to the ratio of product intensities
finally observed. Certainly the practice of altering the
energy of collisional activation for a single collision gas
is a more systematic approach and will be particularly
effective when performed under single collision condi-
tions.
There are straightforward methods to begin to ad-
dress this complex problem (for instance, as outlined in
the collision-induced dissociation work from my labo-
ratory [20–22]), but these cannot be applied within the
spirit of the kinetic method. The uncertainties that
neglect of these factors introduces to the final thermo-
chemistry is difficult to predict, but they certainly could
lead to systematic errors. Practitioners should appreci-
ate such complexities when comparing the results of
kinetic method experiments with those of other ap-
proaches.
Conclusion
The procedure recommended here for the analysis of
kinetic method data for entropic effects is as follows. (1)
Plot ln(kA/ki) data versus IA(Bi) 2 IA(Bi)avg, the known
ion affinities of the reference bases minus their average
value, under various activation conditions. (2) Deter-
mine the slope, m1 5 21/RTeff, and intercept, y901 5
[IA(A) 2 IA(Bi)avg]/RTeff 2 DS/R. (3) Plot y901 versus
1/RTeff. (4) From the slope, m92 5 IA(A) 2 IA(Bi)avg,
determine the best IA(A) value, and from the intercept,
y02 5 2DS/R, determine the average relative entropy of
dissociation. Uncertainties should be propagated at
each step and used to properly weight the second plot.
Uncertainties in the final averaged values should be
reported along with their statistical significance (confi-
dence limits). The results obtained here clearly indicate
that these uncertainties will be most easily reduced by
including more than a minimum data set of reference
values as this will reduce the t value used to calculate
appropriate confidence limits. We also discuss alterna-
tive approaches that retain most of the rigor but are
perhaps more intuitive.
The results above make it clear that the quantitative
information obtained from linear regression analyses
(when properly done) is not dependent on the way the
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data are plotted. Hence, the final values obtained in this
work (by all methods attempted) agree with the results
reported in the literature. The important point to realize
here is that plotting the data appropriately (i.e., without
spurious correlations) allows one to assess whether a
linear regression analysis is meaningful. Examination of
Figure 5b should be sufficient to convince any skeptic
that just because you can perform a linear regression
analysis, does not mean that the results you obtain
provide useful information. Entropic effects are impor-
tant to consider in kinetic method data. The methods
suggested here should allow investigators to verify
whether the analysis of entropic effects originally
suggested by Fenselau and co-workers is really ap-
propriate.
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