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Abstract. We consider the fine grading of sl(n,C) induced by tensor product
of generalized Pauli matrices in the paper. Based on the classification of maximal
diagonalizable subgroups of PGL(n,C) by Havlicek, Patera and Pelantova, we prove
that any finite maximal diagonalizable subgroup K of PGL(n,C) is a symplectic
abelian group and its Weyl group, which describes the symmetry of the fine grading
induced by the action of K, is just the isometry group of the symplectic abelian
group K. For a finite symplectic abelian group, it is also proved that its isometry
group is always generated by the transvections contained in it.
1 Introduction
The study of gradings of Lie algebras and the symmetries of those grad-
ings is an active research area in recent decades, which are interesting to
both mathematicians and physicians. In physics, Lie algebras usually play
the role as the algebra of infinitesimal symmetries of a physical system.
Knowledge about the gradings of a Lie algebra will greatly help us to un-
derstand better the structure of the Lie algebra. Study of the symmetries of
those gradings offers a very important tool for describing symmetries in the
system of nonlinear equations connected with contraction of a Lie algebra
(see e.g. [4]).
∗Research supported by NSFC Grant No.10801116 and by ’the Fundamental Research
Funds for the Central Universities’
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Besides the famous Cartan decomposition for semisimple Lie algebras,
another well-known example of grading is the grading of sl(n,C) by the
adjoint action of the Pauli group Πn generated by the n × n generalized
Pauli matrices, which decomposes sl(n,C) into direct sum of n2 − 1 one-
dimensional subspaces, each of which consists of semisimple elements.
Let L be a complex simple Lie algebra. Let Aut( L) and Int(L) be re-
spectively the automorphism group and inner automorphism group of L,
which are both algebraic groups. A subgroup of Aut( L) or Int(L) is called
diagonalizable if it is abelian and consists of semisimple elements. It is not
hard to see that there is a natural 1-1 correspondence between gradings of L
and diagonalizable subgroups of Aut( L) (see Section 4). A grading is called
inner if the respective diagonalizable subgroup is in Int( L). A grading (resp.
inner grading) of L is called fine if it could not be further refined by any
other grading (resp. inner grading). Among the gradings of a Lie algebra,
fine (inner) gradings are especially important. It was shown in [9] that the
fine gradings of simple Lie algebras correspond to maximal diagonalizable
subgroups (which were called MAD-groups in [9]) of Aut( L). Then fine in-
ner grading of simple Lie algebras corresponds to maximal diagonalizable
subgroups of Int( L). Given a fine (inner) grading Γ, one can define naturally
its Weyl group (see Definition 2.3 of [2]) to describe its symmetry. Assume
K is the maximal diagonalizable subgroup corresponding to Γ, then one
can show that its Weyl group is isomorphic to the Weyl group of K. See
Proposition 2.4 and Corollary 2.6 of [2].
After many mathematicians and physicians’ contribution, the classifica-
tion of fine gradings of all the simple Lie algebras are almost done. For
example, it can be found in [1] the classification of fine gradings of all the
classical simple Lie algebras over an algebraically closed field of characteris-
tic 0. People have also known a lot about the fine gradings for exceptional
simple Lie algebras, see [7] for a survey of such results. For the Weyl group
of a fine inner grading of a simple Lie algebra L, if the grading is Car-
tan decomposition (in which case the corresponding maximal diagonalizable
subgroup K of Int(L) is just the maximal torus), then it is well-known that
the Weyl group is a finite group generated by reflections; in other cases there
is no general result by far. The next step is to study the case K is discrete,
and people have made some explorations in the case L = sl(n,C) .
Recall that PGL(n,C) is the inner automorphism group of sl(n,C).
Let us first review the classification of maximal diagonalizable subgroups
of PGL(n,C), which correspond to fine inner gradings of sl(n,C). Let Πn
be the Pauli group of GL(n,C) and Dn be the subgroup of diagonal matri-
ces of GL(n,C). Let Pn and Dn be the respective images of Πn and Dn in
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PGL(n,C) under the adjoint action on M(n,C). Assume n = kl1 · · · lt and
each li divides li−1. The group Dk ⊗ Πl1 ⊗ · · · ⊗ Πlt consists of all those
elements A0 ⊗A1 ⊗ · · · ⊗At with A0 ∈ Dk and Ai ∈ Πli for 1 ≤ i ≤ t. The
adjoint action of Dk ⊗Πl1 ⊗ · · · ⊗Πlt on
M(k,C)⊗M(l1,C)⊗ · · · ⊗M(lt,C) ∼=M(n,C)
induces the embedding
Dk × Pl1 × · · · × Plt →֒ PGL(n,C).
If we identify Dk × Pl1 × · · · × Plt with its image, then it was shown by
Havlicek, Patera and Pelantova in Theorem 3.2 of [3] that any maximal
diagonalizable subgroup K of PGL(n,C) is conjugate to one and only one
of the Dk × Pl1 × · · · × Plt .
Let K be a discrete maximal diagonalizable subgroup of PGL(n,C).
Then K ∼= Pl1 × Pl2 × · · · × Plt where n = l1l2 · · · lt and each li divides
li−1. Then the fine grading induced by K also decomposes sl(n,C) into
n2 − 1 one-dimensional subspaces, each of which consists of semisimple ele-
ments. We will show in Section 5 that there is a nonsingular anti-symmetric
pairing <,> on K, such that (K,<>) is a nonsingular symplectic abelian
group (see Definition 2.1). Moreover the pairing <,> is invariant under the
Weyl group of K. It is shown in Proposition 5.6 that there is a one-to-one
correspondence between conjugacy classes of finite maximal diagonalizable
subgroups of PGL(n,C) and finite symplectic abelian groups of order n2.
The following theorem about the structure of the isometry group of a finite
nonsingular symplectic abelian group is Theorem 3.16. For the definition of
a transvection on a symplectic abelian group, see Definition 3.5.
Theorem 1.1. Let (H,<,>) be a finite nonsingular symplectic abelian
group. Then its isometry group is generated by the set of transvections in it.
If K = Pn, then in the important paper [4] the authors showed that
the respective Weyl group is SL(2,Zn). If m = p
2 with p a prime and
K = Pp × Pp, then in [8] the authors proved that the respective Weyl group
is Sp(4,Zp). Next in [2] we dealt with the case n = m
k (m may not be a
prime) and K = Pkm is the k-fold direct product of Pm, and proved that the
Weyl group is isomorphic to Sp(2k,Zn) and is generated by transvections.
Then, in this paper we deal with the general case that K is an arbitrary
discrete maximal diagonalizable subgroup, and prove the following result in
Theorem 6.5 generalizing the previous result.
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Theorem 1.2. Let K be a finite maximal diagonalizable subgroup of G =
PGL(n,C) and WG(K) be its Weyl group. Then WG(K) equals the isometry
group of (K,<,>), and is generated by the set of transvections in it.
The paper is organized as follows. The definition and classification of
finite nonsingular symplectic abelian groups will be reviewed in Section 2.
Then in Section 3 we will define transvections on a finite symplectic abelian
group and prove Theorem 1.1. Next in section 4 we will review the def-
initions of the grading of a simple Lie algebra and prove some important
properties. Then in Section 5 we will define the anti-symmetric pairing on
any finite maximal diagonalizable subgroup of PGL(n,C) and prove the 1−1
correspondence between conjugacy classes of finite maximal diagonalizable
subgroups of PGL(n,C) and nonsingular symplectic abelian groups of order
n2. In the last section, Theorem 1.2 will be proved.
Finally we introduce some notations in the paper.
For a finite set S, we will use |S| to denote its cardinality.
For any n ∈ Z+, let Zn = Z/nZ = {0¯, 1¯, · · · , n − 1}. For simplicity we
will just use i to denote i¯ for i = 0, 1, · · · , n− 1.
Let ωn = e
2pii/n and Cn = {ω
i
n|i = 0, 1, · · · , n− 1} be the cyclic group of
order n generated by ωn. Sometimes we will identify Zn with Cn by mapping
i to ωin.
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2 Classification of finite nonsingular symplectic abelian
groups
We will follow the definition of symplectic abelian groups in [6], which is
defined with respect to any field. But for our purpose we will always assume
the field to be C, and we will write our abelian groups additively in Section
2 and 3.
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Let H be an abelian group. Recall that an abelian group is automatically
a Z-module.
Definition 2.1. A map
<,>: H ×H → C×
is called a pairing of H into C× if <,> is Z-bilinear. The pairing is called
anti-symmetric if for all a, b ∈ H,
< a, b >=< b, a >−1 .
An anti-symmetric pairing <,> is called nonsingular if < a, b >= 1 for any
b ∈ H implying a = 0.
Definition 2.2. Assume <,> is an anti-symmetric pairing of H into C×.
Then (H,<,>) is called a symplectic abelian group. A symplectic abelian
group (H,<,>) is said to be nonsingular if <,> is nonsingular.
Now assume that (H,<,>) is a nonsingular symplectic abelian group.
A subgroup H0 of H is called a nonsingular symplectic abelian subgroup
if the restriction <,> |H0 is nonsingular.
Two subgroups H1 and H2 of H are said to be orthogonal, written H1 ⊥
H2, if < a, b >= 1 for any a ∈ H1, b ∈ H2.
Two symplectic abelian groups are said to be isometric if there is a group
isomorphism between them preserving the respective pairings.
IfH1,H2, · · · ,Hn is a family of nonsingular symplectic abelian subgroups
of H such that
H = H1 ⊕H2 ⊕ · · · ⊕Hn
and
Hi ⊥ Hj, i 6= j,
then we will say that H is the orthogonal direct sum of symplectic abelian
subgroups H1,H2, · · · ,Hn.
Assume n ∈ Z+ and n > 1. If a pair of elements u, v ∈ H of order n
satisfying < u, v >= ωn, then we call (u, v) a hyperbolic pair of order n in
H. Let
Hn = Zn × Zn (2.1)
and < (i, j), (k, l) >= ωil−jkn be the pairing on Hn, which is clearly nonsin-
gular and anti-symmetric. Then (Hn, <,>) (or just Hn) is a nonsingular
symplectic abelian group, called the hyperbolic group of rank n. Note that
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in [6] the rank n for a hyperbolic group is assumed to be a power of a prime,
but we will not have this restriction in this paper. Let u1 = (1, 0) ∈ Hn, v1 =
(0, 1) ∈ Hn. Then the hyperbolic pair (u1, v1) ∈ H
2
n is called the standard
hyperbolic pair of Hn.
Lemma 2.3. Let H be a finite symplectic abelian group. If a, b ∈ H are both
of order n and < a, b >= ωn, then a and b generate a subgroup K isometric
to Hn.
Proof. Assume for some i, j ∈ Z, ia+ jb = 0. Then < a, ia+ jb >= ωjn = 1
thus n|j. Similarly n|i. So K = {ia+ jb|i, j ∈ Zn}. Then
K → Hn, ia+ jb 7→ (i, j)
is clearly an isometry of symplectic abelian groups.
Lemma 2.4. If m and n are relatively prime, then Hmn ∼= Hm ⊕ Hn as
symplectic abelian groups.
Proof. Let (u1, v1) ∈ H
2
m (resp. (u2, v2) ∈ H
2
n) be the standard hyperbolic
pair for Hm (resp. Hn). Let
a = u1 + u2 ∈ Hm ⊕Hn, b = v1 + v2 ∈ Hm ⊕Hn.
The order of a and b are both mn as m and n are relatively prime.
One has < a, b >=< u1, v1 >< u2, v2 >= ωmωn = ω
m+n
mn . As mn and
m+ n are also relatively prime, < a, ib >= ωmn for some integer i. Clearly
ord(ib), the order of ib, is still mn. Then by Lemma 2.3, the subgroup of
Hm⊕Hn generated by a and ib is isometric to Hmn. As |Hmn| = |Hm⊕Hn|,
Hm ⊕Hn → Hmn, ja+ k(ib) 7→ (j, k)
is an isometry of symplectic abelian groups.
Lemma 2.5. Let (H,<,>) be a symplectic abelian group. Let a, b ∈ H with
ord(a) = i, ord(b) = j. Assume < a, b >= x.
(1) If l is the minimal positive integer such that xl = 1, then l|i and l|j.
(2) If i, j are relatively prime then x = 1.
Proof. (1) As xi =< ia, b >=< 0, b >= 1, one has l|i. Similarly l|j.
(2) Apply (1).
For any prime p dividing |H|, we will always denote the p-Sylow subgroup
of H by H(p).
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Theorem 2.6. [Lemma 1.6 and Theorem 1.8 of [6]] Let (H,<,>) be a finite
nonsingular symplectic abelian group. Then
(1) H is an orthogonal direct sum of all its Sylow subgroups.
(2) Assume that H(p) is a p-Sylow subgroup of H. Then
H(p) ∼= Hpr1 ⊕Hpr2 ⊕ · · · ⊕Hprs
for some positive integers r1, r2, · · · , rs with ri ≥ ri+1.
(3) H is an orthogonal direct sum of hyperbolic subgroups Hn, where each
n is a power of some prime.
Proof. (1) It is proved in Lemma 1.6 of [6]. In fact it is an easy consequence
of Lemma 2.5 (2).
(2) This is proved in Theorem 1.8 of [6] implicitly.
(3) It is a consequence of (1) and (2). It is also proved in Theorem 1.8
of [6].
Corollary 2.7. Let (H,<,>) be a nonidentity finite nonsingular symplec-
tic abelian group. Then there exists positive integers l1, l2, · · · , lk with each
li|li−1 such that
H ∼= Hl1 ⊕Hl2 ⊕ · · · ⊕Hlk . (2.2)
Such positive integers are uniquely determined by H.
Proof. The existence of such positive integers and the isometry (2.2) follow
directly from (1) and (2) of Theorem 2.6. According to the structure theorem
of finite abelian groups, such positive integers are uniquely determined by
H.
Let (H,<,>) be a nonsingular symplectic abelian group and H0 be a
finite nonsingular symplectic subgroup. For any a ∈ H of order n and any
j ∈ Z, define
ωjn · a =def ja. (2.3)
Assume that H0 ∼= Hl1⊕Hl2⊕· · ·⊕Hlk with li|li−1 for all i. For i = 1, · · · , k
let (ai, bi) be a hyperbolic pair of order li for Hli . Let
π : H → H0, c 7→
k∑
i=1
(< c, bi > ·ai− < c, ai > ·bi). (2.4)
Let H⊥0 = {a ∈ H| < a, b >= 0,∀ b ∈ H0}.
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Proposition 2.8. (1)H⊥0 is a symplectic subgroup of H and H = H0⊕H
⊥
0
is a direct sum of nonsingular symplectic abelian subgroups.
(2)The map π is independent of the hyperbolic pairs (ai, bi) chosen.
Proof. (1) First it is clear that H⊥0 is a subgroup of H. H0 ∩H
⊥
0 = 0 as
<,> |H0 is nonsingular. Let c ∈ H. Assume < c, ai >= ω
ti
li
for i = 1, · · · , k,
then
< π(c), ai > =< − < c, ai > bi, ai >
=< −tibi, ai >
=< bi, ai >
−ti= ωtili .
So
< c, ai >=< π(c), ai >
for i = 1, · · · , k. Similarly
< c, bi >=< π(c), bi >
for i = 1, · · · , k. Thus one has c− π(c) ∈ H⊥0 and
c = π(c) + (c− π(c)) ∈ H0 +H
⊥
0 . (2.5)
So H = H0 ⊕ H
⊥
0 . It is clear that <,> |H
⊥
0 must also be nonsingular as
<,> is nonsingular. Thus H = H0 ⊕ H
⊥
0 is a direct sum of nonsingular
symplectic abelian subgroups.
(2) Let π
′
: H → H0 be defined as in (2.4) with respect to another choice
of hyperbolic pairs (a
′
i, b
′
i) for each Hli . Then for any c ∈ H one also has
c = π
′
(c) + (c− π
′
(c)) ∈ H0 ⊕H
⊥
0 .
Comparing to (2.5), as H = H0 ⊕H
⊥
0 is a direct sum, one must have
π(c) = π
′
(c) for any c ∈ H.
We call the map π : H → H0 defined in (2.4) the projection of H onto
H0.
3 Transvections and isometry groups of finite non-
singular symplectic abelian groups
Let (H,<,>) be a finite nonsingular symplectic abelian group.
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Definition 3.1. Let Sp(H) be the set of isometries of H onto itself. Then
Sp(H) is clearly a group, called the isometry group of H.
If H = H1 ⊕H2 is a direct sum of nonsingular symplectic abelian sub-
groups then it is clear that
Sp(H1)× Sp(H2)→ Sp(H), (φ, ν)(a, b) = (φ(a), ν(b))
embeds Sp(H1)× Sp(H2) as a subgroup of Sp(H). For any symplectic sub-
groupH0 ofH, asH = H0⊕H
⊥
0 , we will always regard Sp(H0) as a subgroup
of Sp(H) by the embedding
Sp(H0) →֒ Sp(H0)× Sp(H
⊥
0 ) ⊂ Sp(H), φ 7→ (φ, 1),
where 1 denotes the identity map on H⊥0 .
Proposition 3.2. Let H be a finite nonsingular symplectic abelian group.
Then Sp(H) acts transitively on the set of hyperbolic pairs in H with the
same order.
Proof. Assume (a1, b1) and (a2, b2) are two hyperbolic pairs in H with order
n. Let Hi = Span(ai, bi) for i = 1, 2. Then Hi is a symplectic subgroup of
H isometric to Hn. Let φ1 : H1 → H2 be the isometry such that φ1(a1) =
a2, φ1(b1) = b2.
One has H = H1 ⊕ H
⊥
1 and H = H2 ⊕ H
⊥
2 . By Theorem 2.6 (3),
H⊥1
∼= H⊥2 . Fix an isometry φ2 : H
⊥
1 → H
⊥
2 . Then
φ = (φ1, φ2) : H1 ⊕H
⊥
1 → H2 ⊕H
⊥
2 , (c, d) 7→ (φ1(c), φ2(d))
is in Sp(H) and maps (a1, b1) to (a2, b2). Thus Sp(H) acts transitively on
the set of hyperbolic pairs in H with the same order.
Let
Ĥ =def Hom(H,C
×)
be the abelian group of characters of H.
For any a ∈ H, define
γa : H → C
×, b 7→< a, b > .
Lemma 3.3. The map
ϕ : H → Ĥ, a 7→ γa (3.1)
is an isomorphism of abelian groups.
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Proof. As <,> is Z-bilinear, ϕ is Z-linear. As <,> is nonsingular, ϕ is
one-to-one, thus is onto as |H| = |Ĥ|.
Definition 3.4. For any γ ∈ Ĥ, let
γ∗ =def ϕ
−1(γ).
Then for any a ∈ H, γ(a) =< γ∗, a >. As (3.1) is an isomorphism, γ
and γ∗ have the same order, and for γ1, γ2 ∈ Ĥ,
(γ1 + γ2)
∗ = γ∗1 + γ
∗
2 . (3.2)
Recall that for a vector space V over C (or other field), a linear map
φ ∈ GL(V ) is called a transvection if
φ(v) = v + λ(v)u
for some λ ∈ V ∗, u ∈ V satisfying λ(u) = 0. If V is a symplectic vector
space with <,> the anti-symmetric pairing on it, then any transvection of
V preserving the form <,> must be of the form
φ(v) = v − k < u, v > u (3.3)
for some u ∈ V, k ∈ C. One knows that SL(V ) and Sp(V ) are both generated
by their transvections. One can define transvections for a symplectic abelian
group analogously.
For any b ∈ H with b 6= 0, assume ord(b) = m. For any a ∈ H, <
b, a >= γb(a) takes value in the cyclic group Cm = {ω
i
m|i = 0, 1, · · · ,m−1}.
Recall the convention in (2.3).
Definition 3.5. For any b ∈ H with b 6= 0 and k ∈ Z, define a homomor-
phism
sb,k : H → H, a 7→ a− k(< b, a > ·b), (3.4)
and call it a transvection on H. Using the identification ϕ of H and Ĥ, for
any γ ∈ Ĥ define sγ,k = sγ∗,k. Denote sb,1 (resp. sγ,1) by sb (resp. sγ) for
simplicity.
Then one has
sγ(a) = a− γ(a)γ
∗. (3.5)
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Lemma 3.6. (1) For any b ∈ H with b 6= 0 and any k, j ∈ Z, one has
sb,0 = 1, (3.6)
sb,ksb,j = sb,k+j, (3.7)
and
s−1b,k = sb,−k (3.8)
(2) If ord(b) = m, them {sb,k|k ∈ Z} is a cyclic group of order m gener-
ated by sb,1.
Proof. (1) (3.6) follows from the definition (3.4). For any a ∈ H,
sb,ksb,j(a) = sb,k(a− j(< b, a > ·b))
= (a− j(< b, a > ·b))− k(< b, a− j(< b, a > ·b) > ·b)
= a− (k + j)(< b, a > ·b)
= sb,k+j(a),
So (3.7) holds. Then (3.8) follows from (3.6) and (3.7).
(2) It follows from (1).
Lemma 3.7. One has sb,k ∈ Sp(H), where b ∈ H with b 6= 0 and k ∈ Z.
Proof. By (2) of last lemma one only need to show sb ∈ Sp(H). By (3.4)
and (3.8) it is clear that sb is a Z-linear isomorphism of H, so we only
need to prove that sb preserves <,>. Assume a, c ∈ H and < b, a >= ω
i
m,
< b, c >= ωjm. Then
< sb(a), sb(c) > =< a− < b, a > b, c− < b, c > b >
=< a− ib, c− jb >
=< a, c >< b, c >−i< a, b >−j
=< a, c > ωj(−i)m ω
(−i)(−j)
m
=< a, c > .
Let
Q(H) =def< sb,k|0 6= b ∈ H, k ∈ Z > (3.9)
be the subgroup of Sp(H) generated by all the transvections. It is clear
that Q(H) is generated by those sb with b ∈ H and b 6= 0. For any element
b 6= 0 in a nonsingular symplectic subgroup H0 of H, sb ∈ Q(H0) can be
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regarded as in Q(H) since b ∈ H. Thus Q(H0) can be naturally regarded as
a subgroup of Q(H).
Let GL(2,Zn) be the group of 2× 2 invertible matrices in M(2,Zn). Let
SL(2,Zn) = {A ∈ GL(2,Zn)|det(A) = 1 ∈ Zn}.
Let
J =
(
0 1
−1 0
)
∈M(2,Zn)
and
Sp(2,Zn) = {A ∈ GL(2,Zn)|A
tJA = J}.
It is easily verified that SL(2,Zn) = Sp(2,Zn).
Lemma 3.8. One has Sp(Hn) ∼= Sp(2,Zn) = SL(2,Zn) and Sp(Hn) =
Q(Hn). In particular, Sp(Hn) is generated by su1 and sv1 , where (u1, v1) is
the standard hyperbolic pair of Hn.
Proof. Note that (u1, v1) is an (ordered) Zn-basis for Hn. For any ϕ ∈
Sp(Hn), one has
ϕ(u1) = a11u1 + a21v1, ϕ(v1) = a12u1 + a22v1
where aij ∈ Zn. Then with respect to the Zn-basis (u1, v1), the matrix of ϕ
is defined to be
C =
(
a11 a12
a21 a22
)
, (3.10)
which is in GL(2,Zn). This defines a map Sp(Hn) → GL(2,Zn), which is
an injective homomorphism. For any a ∈ Hn, a = iu1 + jv1 with i, j ∈ Zn.
Then the coordinate a˜ of a is denoted a˜ = (i, j)t, the transpose of (i, j). It
is clear that
ϕ˜(a) = Ca˜. (3.11)
If we identify
Cn = {ω
i
n|i = 0, 1, · · · , n− 1} → Zn, ω
i
n → i,
then the matrix of the pairing <,> in the Zn-basis (u1, v1) is J .
For any a, b ∈ Hn, one has
< a, b >= a˜tJb˜. (3.12)
As ϕ ∈ Sp(Hn), by (3.11) and (3.12) one has
CtJC = J,
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thus C ∈ Sp(2,Zn). So Sp(Hn) ⊂ Sp(2,Zn) = SL(2,Zn).
As
su1(u1) = u1, su1(v1) = v1− < u1, v1 > u1 = v1 − u1
so the matrix of su1 is
A =
(
1 −1
0 1
)
.
As
sv1(u1) = u1− < v1, u1 > v1 = u1 + v1, sv1(v1) = v1
so the matrix of sv1 is
B =
(
1 0
1 1
)
.
It is clear that A,B generate SL(2,Zn), thus Sp(Hn) = Q(Hn) = SL(2,Zn).
Corollary 3.9. For any a ∈ Hn, if ord(a) = n then a is conjugate to u1
under Sp(Hn); otherwise a is conjugate to lu1 for some l ∈ Zn. In particular
all the elements in Hn with order n are conjugate under Sp(Hn).
Proof. Assume a = (i, j). As Zn is a principal ideal ring, the ideal I(i, j) in
Zn generated by i, j must be generated by some l ∈ Zn. So I(i, j) = I(l).
If ord(a) = n, I(l) = Zn. So there exists k,m ∈ Zn such that ik+jm = 1.
Let A =
(
k m
−j i
)
∈ SL(2,Zn). Then A(i, j)
t = (1, 0)t, so a is conjugate
to u1 by A.
If ord(a) < n, then (i, j) = l(i
′
, j
′
) for some a
′
= (i
′
, j
′
) ∈ Hn as l is
the greatest common devisor of i, j. Then ord(a
′
) = n and there exists
some A ∈ SL(2,Zn) such that A(a
′
)t = (1, 0)t and Aat = (l, 0)t. Thus a is
conjugate to lu1 by A.
Lemma 3.10. Let H = Hn ⊕ Hn and φ : H → H, (a, b) 7→ (b, a). Then
φ ∈ Q(H).
Proof. Let (u1, v1) (resp. (u2, v2)) be the standard hyperbolic pair in Hn⊕0
(resp. 0 ⊕ Hn). Then φ maps u1 to u2 and v1 to v2. Let x = v1 + v2,
then (u1, x) and (u2, x) are both hyperbolic pairs of order n. Let H1 =
Span(u1, x), then H = H1 ⊕H
⊥
1 . By Corollary 3.9, there exists
τ = (τ
′
, 1) ∈ Sp(H1)× Sp(H
⊥
1 ) ⊂ Sp(H)
such that τ(x) = u1. Similarly there exists ϕ ⊂ Sp(H) such that ϕ(u2) = x.
Then τϕ(u2) = u1. Let v
′
2 = τϕ(v2).
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Assume < v
′
2, v1 >= ω
i
n. Then
si−1u1 (u1) = u1,
si−1u1 (v
′
2) = v
′
2 − (i− 1)(< u1, v
′
2 > ·u1) = v
′
2 − (i− 1)u1.
Let v
′′
2 = v
′
2 − (i − 1)u1. Then < v
′′
2 , v1 >= ωn. Let q = v
′′
2 − v1. Note
ord(q) = n, then
sq(u1) = u1− < q, u1 > ·q = u1,
sq(v
′′
2 ) = v
′′
2− < q, v
′′
2 > ·q = v
′′
2 − ωn · q = v
′′
2 − q = v1.
So the map ν = sqs
i−1
u1 τϕ ∈ Q(H) maps (u2, v2) to (u1, v1). Then νφ fixes
(u1, v1) and maps its orthocomplement 0⊕Hn isometrically onto itself. Then
there exists θ = (1, θ
′
) ∈ Sp(Hn)× Sp(Hn) such that θνφ = 1. So φ ∈ Q(H)
as θ and ν are both generated by transvections.
Lemma 3.11. Assume that H = H(p) for some prime p. Then by Theorem
2.6 (2), H = Hpr1⊕Hpr2 ⊕· · ·⊕Hprs for some positive integers r1, r2, · · · , rs
with ri ≥ ri+1. For any a = (a1, · · · , as) ∈ H with order p
r1, there exists
φ ∈ Q(H) such that φ(a) = b = (b1, · · · , bs) with ord(b1) = p
r1.
Proof. In this case one has ord(a) = Maxsi=1{ord(ai)}. If ord(a1) = p
r1
then we take φ = 1. If ord(ai) = p
r1 for some i > 1, then ri = r1. Then
as the subgroups Hpr1 and Hpri of H are isometric, by Lemma 3.10 there
exists some φ ∈ Q(Hpr1 ⊕Hpri ) ⊂ Q(H) such that
φ(a) = φ(a1, · · · , ai, · · · , as) = (ai, · · · , a1, · · · , as) = b.
Then b1 = ai and ord(b1) = p
r1 .
Lemma 3.12. Assume H = Hl1⊕Hl2⊕· · ·⊕Hlk with li|li−1 for all i. Then
for any a = (a1, · · · , ak) ∈ H with order l1, there exists φ ∈ Q(H) such that
φ(a) = b = (b1, · · · , bk) with ord(b1) = l1.
Proof. Let p1, · · · , ps be the set of primes dividing |H|. Then H = ⊕iH(pi)
and H(pi) = Hl1(pi) ⊕ Hl2(pi) ⊕ · · · ⊕ Hlk(pi). Let πi : H → H(pi) be the
projection. Then
πi(a) = (a1i, a2i, · · · , aki) ∈ Hl1(pi)⊕Hl2(pi)⊕ · · · ⊕Hlk(pi).
One has a =
∑
i πi(a). By last lemma there exists φi ∈ Q(H(pi)) ⊂ Q(H)
such that φi(πi(a)) = (b1i, b2i, · · · , bki) with ord(b1i) = ord(πi(a)). Let φ =
Πiφi. Then φ(a) = b = (b1, b2, · · · , bk) ∈ Hl1 ⊕ Hl2 ⊕ · · · ⊕ Hlk , where
b1 =
∑
i b1i and ord(b1) = ord(b) = ord(a) = l1.
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Lemma 3.13. Assume H = Hl1⊕Hl2⊕· · ·⊕Hlk with li|li−1 for all i. Then
for any a = (a1, a2, · · · , ak) ∈ H with order l1, there exists φ ∈ Q(H) such
that φ(a) = b = (u1, 0, · · · , 0), where u1 = (1, 0) ∈ Hl1 .
Proof. By last lemma we can assume that ord(a1) = l1. Then use induction
on the number t of nonzero elements in {a1, · · · , ak}. The case t = 1 follows
from Corollary 3.9.
Assume there are t = l ≥ 2 nonzero elements in {a1, a2, · · · , ak} and the
result holds for l − 1. Without loss of generality we can assume a2 6= 0. As
ord(a1) = l1, there exists some b1 ∈ Hl1 ⊂ H such that < b1, a1 >= ωl1 . Let
b = (b1, a2, 0 · · · , 0). Then ord(b) = l1 and < b, a >= ωl1 , so
sb(a) = a− < b, a > ·b
= a− ωl1 · b = a− b
= (a1 − b1, 0, a3, · · · , ak).
(3.13)
So sb(a) = (a1 − b1, 0, a3, · · · , ak) differs with a only in the first and second
position. As sb(a) has order l1 and has l− 1 nonzero elements, by induction
there exists φ1 ∈ Q(H) such that φ1(sb(a)) = (u1, 0, · · · , 0). Then φ =
φ1sb ∈ Q(H) has the desired property and the result holds for t = l.
Corollary 3.14. Q(H) acts transitively on the set of elements in H with
maximal order.
Lemma 3.15. Assume H = Hl1 ⊕Hl2 ⊕ · · · ⊕Hlk with li|li−1 for all i and
G = Sp(H). For i = 1, · · · , k let (ui, vi) be the standard hyperbolic pair in
Hli . Then (1) Gu1 = Q(H)u1 . (2) G = Q(H).
Proof. We will prove them by induction on k.
The case k = 1 follows from Lemma 3.8 as we proved there Sp(H) =
Q(H) if H = Hl1 . Let k > 1. Assume (1) and (2) holds for k − 1.
Assume σ ∈ Gu1 . As < u1, v1 >=< σ(u1), σ(v1) >=< u1, σ(v1) >,
< u1, σ(v1)− v1 >= 0 so
σ(v1) = v1 + j1u1 +
k∑
i=2
(piui + qivi)
for some j1, pi, qi ∈ Z. By Corollary 3.9 there exists φi ∈ Q(Hli) ⊂ Q(H)
such that φi(piui+qivi) = jiui for i ≥ 2. Let φ = Π
k
i=2 φi. Then φ ∈ Q(H)u1
and
φσ(v1) = v1 + j1u1 +
k∑
i=2
jiui.
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For any i with 2 ≤ i ≤ k, su1+ui(ut) = ut for t = 1, · · · , k. As ord(u1 +
ui) = l1,
su1+ui(v1) = v1− < u1 + ui, v1 > ·(u1 + ui)
= v1 − ωl1 · (u1 + ui)
= v1 − (u1 + ui).
(3.14)
Let τ = Πki=2 s
ji
u1+ui . Then τ ∈ Q(H)u1 and
τ(φσ(v1)) = v1 + (j1 −
k∑
i=2
ji)u1.
So τφσ preserves Hl1 and also H
⊥
l1
= Hl2 ⊕ · · · ⊕Hlk thus
τφσ ∈ Sp(Hl1)× Sp(Hl2 ⊕ · · · ⊕Hlk).
By induction
Sp(Hl1)× Sp(Hl2 ⊕ · · · ⊕Hlk) = Q(Hl1)×Q(Hl2 ⊕ · · · ⊕Hlk),
so
τφσ ∈ Q(Hl1)×Q(Hl2 ⊕ · · · ⊕Hlk) ⊂ Q(H).
As τ, φ ∈ Q(H), one also has σ ∈ Q(H). So σ ∈ Q(H)u1 then Gu1 ⊂
Q(H)u1 . As G ⊃ Q(H), one must have Gu1 = Q(H)u1 . So (1) holds for k.
By Corollary 3.14, Q(H) acts transitively on the set of elements in H
with maximal order, so does G. As
Gu1 = Q(H)u1 and |G/Gu1 | = |Q(H)/Q(H)u1 |,
so |G| = |Q(H)| thus G = Q(H). So (2) also holds for k.
Now we have proved the following theorem.
Theorem 3.16. Let H be a finite nonsingular symplectic abelian group.
Then Sp(H) is generated by the set of transvections on H.
Remark 3.17. If H = Hkn, the k-fold direct sum of Hn, then by choosing
some suitable Zn-basis of Hn, it is easy to see that
Sp(Hkn)
∼= Sp(2k,Zn),
where
Sp(2k,Zn) = {A ∈ GL(2k,Zn)|A
tJ2kA = J2k}
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with
J2k =


0 1
−1 0
. . .
0 1
−1 0

 ∈M(2k,Zn).
Thus this theorem implies that in particular Sp(2k,Zn) is generated by the
transvections.
4 Fine gradings of Lie algebras and their Weyl
groups
4.1. The details of this subsection can be found in Section 4 of [2]. We
include it for completeness.
We always assume that L is a complex simple Lie algebra. Let Aut(L)
be its automorphism group and Int(L) the identity component of Aut(L),
called the inner automorphism group of L. It is clear that Aut(L) and Int(L)
are both algebraic groups.
Let Λ be a additive abelian group. A Λ-grading Γ on L is the decompo-
sition of L into direct sum of subspaces
Γ : L = ⊕γ∈Λ Lγ
such that
[Lγ , Lδ] ⊂ Lγ+δ, ∀γ, δ ∈ Λ.
Let ∆ = {γ ∈ Λ|Lγ 6= 0}. We will always assume that Λ is generated by
∆, otherwise it could be replaced by its subgroup generated by ∆. So Λ is
always finitely generated.
Given a Λ-grading Γ on L, let
K = Λ̂ =def Hom(Λ,C
×)
be the abelian group of characters of Λ. Then K acts on L by
σ ·X = σ(γ)X, ∀X ∈ Lγ , ∀ γ ∈ Λ, ∀si ∈ K.
This defines an injective homomorphism K → Aut(L). So K can be viewed
as a subgroup of Aut(L). Recall that an algebraic group is called diagonal-
izable if it is abelian and consists of semisimple elements. It is easy to see
that K is a diagonalizable algebraic subgroup of Aut(L).
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Conversely, given a diagonalizable algebraic subgroup K of Aut(L), let
Λ = K̂ =def Hom(K,C
×)
be the (additive) abelian group of homomorphisms from K to C× as alge-
braic groups. Then one has a Λ-grading on L:
Γ : L = ⊕γ∈Λ Lγ ,
where Lγ = {X ∈ L|σ ·X = γ(σ)X, ∀ g ∈ K}. Let
∆ = ∆(L,K) =def {γ ∈ Λ|Lγ 6= 0}.
We call ∆ the set of roots of K in L.
Thus there is a natural one-to-one correspondence between gradings of L
by finitely generated abelian groups and diagonalizable algebraic subgroups
of Aut(L). A grading is called inner if the respective diagonalizable sub-
group is in Int( L). A grading (resp. inner grading) of L is called fine if
it could not be further refined by any other grading (resp. inner grading).
It is clear that the bigger the diagonalizable algebraic subgroup K is, the
finer the corresponding grading is. Thus a grading (resp. inner grading) Γ
on L is fine if and only if the corresponding diagonalizable subgroup K is a
maximal diagonalizable subgroup of Aut(L) (resp. Int(L)).
Let G be either Aut(L) or Int(L). Let K be a maximal diagonalizable
subgroup of G, Γ the grading on L induced by the action of K. One could
define the Weyl group WG(Γ) of the grading Γ with respect to G, see Defi-
nition 2.3 of [2], to describe the symmetry of the grading Γ.
One has the following result in [2].
Proposition 4.1 (Corollary 2.6 of [2]). Let L be a simple Lie algebra and
G = Int(L). Let K be a maximal diagonalizable subgroup of G and Γ be
the corresponding grading on L induced by the action of K. Let WG(K) =
NG(K)/K be the Weyl group of K with respect to G. Then one has WG(Γ) =
WG(K).
4.2. From now on we will always assume K ⊂ G = Int(L) to be a finite
maximal diagonalizable subgroup and ∆ = ∆(L,K). Let B be the Killing
form on L. Recall that a linear subspace S of L is called a toral subalgebra
if [S, S] = 0 and the endomorphism adX is semisimple for each X ∈ S.
As L is simple, the adjoint map
ad : L→ ad(L), X 7→ adX
is a G-equivariant isomorphism.
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Definition 4.2. For any γ ∈ ∆, let
L[γ] =def ⊕k∈Z Lkγ .
Proposition 4.3. (1) One has L0 = 0, i.e., 0 /∈ ∆.
(2) Assume γ, δ ∈ ∆ and γ + δ 6= 0. Then B|Lγ × Lδ = 0. For any
X ∈ Lγ with X 6= 0, there exists Y ∈ L−γ such that B(X,Y ) 6= 0.
(3) For any γ ∈ ∆, LKer γ = L[γ] and is a toral subalgebra of L. One has
Lie Z(Kerγ)0 = ad(L[γ]) and Z(Kerγ)0 is an algebraic torus (isomorphic
to some (C×)i).
Proof. (1) As K is a maximal diagonalizable subgroup, ZG(K) = K by
Lemma 2.2 of [2]. As K is finite,
ad(LK) = ad(L)K = LieZG(K) = LieK = 0.
So L0 = L
K = 0.
(2) Assume γ + δ 6= 0. For any X ∈ Lγ and Y ∈ Lδ, adX adY maps
each Lζ into Lζ+γ+δ thus B(X,Y ) = 0. Then B|Lγ ×Lδ = 0. Because B is
nonsingular on L, the second statement then follows from the first one.
(3) We first prove LKer γ = L[γ]. Choose some σ ∈ K satisfying γ(σ) =
ωm, where m is the order of γ. Then γ(σ) is a generator of the cyclic
group γ(K) ∼= K/Ker γ. LKer γ is the direct sum of those Lβ with β being
identity on Ker γ. Then β(σ) = ωkm for some integer k as σ
m ∈ Ker γ.
Then β(σ) = γ(σ)k = (kγ)(σ). As Ker γ and σ generate K, β = kγ. Thus
LKer γ = ⊕kLkγ = L[γ].
One has [L0, L[γ]] = 0 as L0 = 0. Then by Proposition 3.6 of [5], L[γ] is
a toral subalgebra of L. As Lie Int(L) = ad(L), it is clear that
Lie Z(Ker γ)0 = Lie Z(Ker γ) = ad(L)
Ker γ = ad(LKer γ) = ad(L[γ]).
Thus Z(Kerγ)0 is an algebraic torus.
Remark 4.4. If L is a semisimple Lie algebra then all the results in this
section still hold.
5 Finite maximal diagonalizable subgroups of PGL(n,C)
and anti-symmetric pairings on them
Let n ∈ Z+. Recall ωn = e
2pii/n. Let
Qn = diag(1, ωn, ω
2
n, · · · , ω
n−1
n )
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and
Pn =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0

 .
Let Πn = {ω
j
nP knQ
l
n |j, k, l = 0, 1, · · · , n − 1}. Note PnQn = ωnQnPn. This
is a subgroup of GL(n,C), called the Pauli group of rank n.
Let Dn be the subgroup of diagonal matrices of GL(n,C). Let Pn and Dn
be the respective images of Πn and Dn under the adjoint action onM(n,C).
One knows that
Pn = {Ad
i
PnAd
j
Qn
|i, j = 0, · · · , n− 1} ∼= Zn × Zn,
and that Dn and Pn are both maximal diagonalizable subgroups of PGL(n,C).
Let L = sl(n,C) and G = Int(L) ∼= PGL(n,C). One has the standard
isomorphism
M =M(t,C)⊗M(l1,C)⊗ · · · ⊗M(lk,C)→M(n,C),
where n = tl1 · · · lk and li|li−1 for all i. It induces injective homomorphisms
Dt⊗Πl1⊗· · ·⊗Πlk ⊂ S = GL(t,C)⊗GL(l1,C)⊗· · ·⊗GL(lk,C)→ GL(n,C).
(5.1)
Let A = A0⊗A1⊗· · ·⊗Ak ∈ S. Then for X = X0⊗X1⊗· · ·⊗Xk ∈M ,
AdA(X) = AdA0(X0)⊗AdA1(X1)⊗ · · · ⊗AdAk(Xk).
Thus the adjoint action induces homomorphisms
GL(n,C)→ PGL(n,C),
GL(t,C)⊗GL(l1,C)⊗· · ·⊗GL(lk,C)→ PGL(t,C)×PGL(l1,C)×· · ·×PGL(lk,C),
A = A0 ⊗A1 ⊗ · · · ⊗Ak 7→ AdA = (AdA0 ,AdA1 , · · · ,AdAk) (5.2)
and by restriction
Dt ⊗Πl1 ⊗ · · · ⊗Πlk → Dt × Pl1 × · · · × Plk .
Thus by (5.1) one has injective homomorphisms
Dt × Pl1 × · · · × Plk ⊂ PGL(t,C)× PGL(l1,C)× · · · × PGL(lk,C)
φ
−−−−→ PGL(n,C).
(5.3)
We will identify Dt × Pl1 × · · · × Plk with its image in PGL(n,C).
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Theorem 5.1 (Theorem 3.2 of [3]). Any maximal diagonalizable subgroup
of PGL(n,C) is conjugate to one and only one of the Dt×Pl1×· · ·×Plk with
n = tl1 · · · lk and each li dividing li−1.
Corollary 5.2. Any finite maximal diagonalizable subgroup of PGL(n,C)
is conjugate to one and only one of the Pl1 × · · · × Plk with n = l1 · · · lk and
each li dividing li−1.
In the case K = Pl1×· · ·×Plk is a finite maximal diagonalizable subgroup
of PGL(n,C), (5.3) becomes
Pl1 × · · · × Plk ⊂ PGL(l1,C)× · · · × PGL(lk,C)
φ
−−−−→ PGL(n,C) (5.4)
Let K ⊂ PGL(n,C) be a finite maximal diagonalizable subgroup. Let
p : GL(n,C)→ PGL(n,C)
be the projection.
Definition 5.3. For any σ ∈ K fix some σ˜ ∈ p−1(σ). For any σ, τ ∈
K, σ˜τ˜ σ˜−1τ˜−1 = lIn as p(σ˜τ˜ σ˜
−1τ˜−1) = 1. Clearly l is independent of the
preimages σ˜, τ˜ chosen. Define < σ, τ >= l.
Lemma 5.4 (Lemma 3.4 of [2]). The map <,>: K ×K → C× is an anti-
symmetric pairing on K, which is invariant under NG(K).
Proposition 5.5. Let G = PGL(n,C) and K be a maximal diagonalizable
subgroup of G. If K = Pl1×· · ·×Plk with n = l1 · · · lk and each li dividing li−1,
then <,> is nonsingular on K. Thus (K,<,>) is a nonsingular symplectic
abelian group isometric to Hl1 ⊕ · · · ⊕Hlk .
Proof. For i = 1, · · · , k, let
σi = (1, · · · , 1, AdPli , 1, · · · , 1) ∈ K, τi = (1, · · · , 1, AdQli , 1, · · · , 1) ∈ K
where AdPli and AdQli are in the i-th position. Then {σi, τi|i = 1, · · · , k} is
a set of generators of K and any element in K can be written uniquely as
σi11 τ
j1
1 · · · σ
ik
k τ
jk
k . By simple computation one has for i 6= j,
< σi, τi >= ωli , < σi, τj >= 1,
< σi, σj >= 1, < τi, τj >= 1.
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Thus (σi, τi) is a hyperbolic pair of order li and spans the symplectic sub-
group Pli isometric to Hli . It is clear that such subgroups Pli are mutually
orthogonal to each other. The map
Pl1 × · · · × Plk → Hl1 ⊕ · · · ⊕Hlk , σ
i1
1 τ
j1
1 · · · σ
ik
k τ
jk
k 7→ ((i1, j1), · · · , (ik, jk))
(5.5)
is clearly an isometry of nonsingular symplectic abelian groups.
As a corollary of Corollary 5.2, Proposition 5.5 and Corollary 2.7 one
has the following result.
Proposition 5.6. There is a one-to-one correspondence between conjugacy
class of finite maximal diagonalizable subgroups of PGL(n,C) and nonsin-
gular symplectic abelian groups of order n2 .
6 Weyl groups of finite maximal diagonalizable
subgroups of PGL(n,C)
Recall that L = sl(n,C) and K is a finite maximal diagonalizable sub-
group of G = PGL(n,C). First we will describe the grading of sl(n,C) and
gl(n,C) induced by the action of K.
At first let K = Pn. The character group K̂, written additively, is
generated by βn and αn, which are dual to AdPn ,AdQn :
βn(AdPn) = ωn, βn(AdQn) = 1,
αn(AdPn) = 1, αn(AdQn) = ωn.
Thus K̂ = {iβn + jαn|(i, j) ∈ Zn × Zn} ∼= Z
2
n.
One has
βn(Ad
i
Pn Ad
j
Qn
) = ωin =< Ad
−1
Qn
,AdiPn Ad
j
Qn
>
and
αn(Ad
i
Pn Ad
j
Qn
) = ωjn =< AdPn ,Ad
i
Pn Ad
j
Qn
>,
so
β∗n = Ad
−1
Qn
, α∗n = AdPn .
As by (3.2) one has (γ + δ)∗ = γ∗δ∗,
(iβn + jαn)
∗ = AdjPn Ad
−i
Qn
. (6.1)
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As
AdQn(Q
i
nP
j
n) = ω
−j
n Q
i
nP
j
n = (iβn − jαn)(AdQn)Q
i
nP
j
n,
AdPn(Q
i
nP
j
n) = ω
i
nQ
i
nP
j
n = (iβn − jαn)(AdPn)Q
i
nP
j
n,
one has
QinP
j
n ∈ Liβn−jαn . (6.2)
In particular
Pn ∈ L−αn , Qn ∈ Lβn .
Note that tr(QinP
j
n) = 0 unless (i, j) = (0, 0). Let
Xiβn−jαn = Q
i
nP
j
n. (6.3)
Then one has the following gradings
gl(n,C) = ⊕(i,j) CQ
i
nP
j
n = ⊕γ∈K̂ CXγ ,
sl(n,C) = ⊕(i,j)6=(0,0) CQ
i
nP
j
n = ⊕γ 6=0 CXγ .
So ∆(gl(n,C),K) = K̂ and ∆(sl(n,C),K) = K̂ \ {0}. Note that each root
space is one-dimensional, and for any γ ∈ K̂, by (6.1) and (6.3) one has
γ∗ = (AdXγ )
−1. (6.4)
The following result is originally Theorem 10 of [4], for its proof we refer the
readers to Proposition 4.4 of [2].
Theorem 6.1. Let G = PGL(n,C) and K = Pn. One has WG(K) ∼=
SL(2,Zn) and is generated by sαn and sβn.
Next let K = Pl1 × · · · × Plk with n = l1 · · · lk and each li dividing li−1.
As M(n,C) = M(l1,C) ⊗ · · · ⊗M(lk,C), and M(li,C) = ⊕γ∈P̂l1
CXγ , one
has
M(n,C) = ⊕(γ1,··· ,γk) CXγ1 ⊗ · · · ⊗Xγk .
Note that K̂ = P̂l1 × · · · × P̂lk . Let γ = (γ1, · · · , γk) ∈ K̂ with γi ∈ P̂li .
For any σ = (σ1, · · · , σk) ∈ K, γ(σ) = γ1(σ1) · · · γk(σk) and one has
σ ·Xγ1 ⊗ · · · ⊗Xγk = σ1 ·Xγ1 ⊗ · · · ⊗ σk ·Xγk
= γ1(σ1)Xγ1 ⊗ · · · ⊗ γk(σk)Xγk
= γ(σ)Xγ1 ⊗ · · · ⊗Xγk .
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So Xγ1 ⊗ · · · ⊗ Xγk ∈ Lγ . Note that tr(Xγ1 ⊗ · · · ⊗Xγk) = Πitr(Xγi),
which is nonzero if and only if γ1 = · · · = γk = 0. Let
Yγ = Xγ1 ⊗ · · · ⊗Xγk .
Then
gl(n,C) = ⊕
γ∈K̂
CYγ
and
sl(n,C) = ⊕γ 6=0 CYγ .
So ∆(gl(n,C),K) = K̂ and ∆(sl(n,C),K) = K̂ \ {0}. Note that each
root space is also one-dimensional and consists of semisimple elements.
Lemma 6.2. For any γ ∈ K̂, γ∗ = (AdYγ )
−1.
Proof. For any AdX ∈ K, as Yγ is invertible,
Y −1γ XYγX
−1 = Y −1γ (γ(AdX )Yγ) = γ(AdX )I,
so < (AdYγ )
−1, AdX >= γ(AdX). Thus γ
∗ = (AdYγ )
−1.
Recall in (5.4) one has the embedding
Pl1 × · · · × Plk ⊂ PGL(l1,C)× · · · × PGL(lk,C)
φ
−−−−→ PGL(n,C).
Let N(Pli) be the normalizer of Pli in PGL(li,C), then clearly φ restricts to
N(Pl1)× · · · ×N(Plk)
φ
−−−−→ PGL(n,C).
The left hand side is in NG(K). As
N(Pli)/Pli
∼= SL(2,Zli),
one has
SL(2,Zl1)× · · · × SL(2,Zlk) ⊂WG(K). (6.5)
Let γ ∈ ∆(sl(n,C),K) and G = PGL(n,C). Assume the order of γ
is m and choose σ ∈ K satisfying γ(σ) = ωm. As σ ∈ Z(Kerγ), Adσ
maps Z(Kerγ)0 into Z(Kerγ)0. Let fσ : G → G, η 7→ σησ
−1η−1. Then
fσ(Z(Kerγ)0) ⊂ Z(Kerγ)0. Denote Z(Ker γ)0 by Z0.
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Lemma 6.3. (1) The map fσ : Z0 → Z0, η 7→ σησ
−1η−1 is a continuous
epimorphism.
(2) Assume γ∗ ∈ Z0. Then there exists ζ ∈ Z0 with fσ(ζ) = γ
∗. One
has ζ ∈ NG(K) and Adζ : K → K, τ 7→ ζτζ
−1 is just the transvection
sγ : K → K, τ 7→ τ(γ
∗)−γ(τ)
as in (3.5). (Note that as a subgroup of G, K is a multiplicative abelian
group.) Thus sγ ∈WG(K).
Proof. As it was shown in Proposition 4.3 (3) that L[γ] is a toral subalgebra
of L, the lemma follows from Lemma 3.7 of [2].
Lemma 6.4. For each γ ∈ ∆(sl(n,C),K), sγ ∈WG(K).
Proof. Assume γ = (a1βl1 + b1αl1 , · · · , akβlk + bkαlk), then
Yγ = Q
a1
l1
P−b1l1 ⊗ · · · ⊗Q
ak
lk
P−bklk .
By Corollary 3.9 and (6.5) there exists some Yδ = Q
c1
l1
⊗ · · · ⊗Qcklk such
that AdYγ is conjugate to AdYδ underNG(K). Assume Yδ = Q
c1
l1
⊗· · ·⊗Qcklk as
an element of GL(n,C) has order m. Then Liδ = CY
i
δ for i = 1, · · · ,m− 1
and L[δ] = ⊕
m−1
i=1 CY
i
δ is an abelian Lie algebra consisting of semisimple
elements. We will show AdYδ ∈ Z(Ker δ)0, then AdYγ ∈ Z(Ker γ)0 as AdYγ
and AdYδ are conjugate. Thus γ
∗ = (AdYγ )
−1 ∈ Z(Ker γ)0 and sγ ∈WG(K)
by Lemma 6.3.
The set Di of eigenvalues of Q
ci
li
is a cyclic group for each i. Let D be the
set of eigenvalues of Yδ. For any a, b ∈ D, a = a1 · · · ak, b = b1 · · · bk with
ai, bi ∈ Di. Then ab
−1 = (a1b
−1
1 ) · · · (akb
−1
k ) ∈ D. So D is also a group. As
the order of Yδ is m, D is a subgroup of the cyclic group Cm. Then D = Cm
as the order of Yδ is m.
Let ω = ωm then in some suitable basis of C
n,
Yδ = diag(1, · · · , 1, ω, · · · , ω, · · · · · · , ω
m−1, · · · , ωm−1),
where for j = 0, 1, · · · ,m− 1, there are tj copies of ω
j on the diagonal with
each tj > 0. Let s =
2pii
m and
A = diag(0, · · · , 0, s, · · · , s, · · · · · · , (m− 1)s, · · · , (m− 1)s),
where for j = 0, 1, · · · ,m−1 there are tj copies of js on the diagonal. Then
exp(A) = Yδ.
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Let D = (di,j)m×m where di,j = w
ij for i, j = 0, 1, · · · ,m − 1. As D is
invertible, there are unique complex numbers c0, c1, · · · , cm−1 satisfying
D · (c0, c1, · · · , cm−1)
t = (0, s, · · · , (m− 1)s)t.
Then
∑m−1
i=0 ciY
i
δ = A and exp(
∑m−1
i=0 ciY
i
δ ) = Yδ. Then as
m−1∑
i=1
ci Y
i
δ ∈ L[δ] and LieZ(Ker δ)0 = adL[δ]
one has
AdYδ = exp(ad(
m−1∑
i=1
ci Y
i
δ )) ∈ Z(Ker δ)0.
Let K be a finite maximal diagonalizable subgroup of G = PGL(n,C).
Recall thatK has aWG(K)-invariant anti-symmetric pairing<,> and (K,<
,>) is a nonsingular symplectic abelian group by Proposition 5.5. Thus
WG(K) ⊂ Sp(K), where Sp(K) is the isometry group of (K,<,>).
Theorem 6.5. The Weyl group WG(K) equals Sp(K), and is generated by
the set of transvections sγ with γ ∈ ∆(sl(n,C),K).
Proof. By Lemma 6.4 one has sγ ∈ WG(K) for each γ ∈ ∆(sl(n,C),K).
As ∆(sl(n,C),K) = K̂ \ {0}, WG(K) contains all sσ with σ a nonidentity
element in K. By Theorem 3.16 all such sσ generate Sp(K), thus WG(K) =
Sp(K).
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