Accelerating the Registration of Image Sequences by Spatio-temporal
  Multilevel Strategies by Aggrawal, Hari Om & Modersitzki, Jan
ar
X
iv
:2
00
1.
06
61
3v
1 
 [e
es
s.S
P]
  1
8 J
an
 20
20
ACCELERATING THE REGISTRATION OF IMAGE SEQUENCES BY
SPATIO-TEMPORAL MULTILEVEL STRATEGIES
Hari Om Aggrawal1 Jan Modersitzki1,2
1 Institute of Mathematics and Image Computing, University of Lu¨beck, Germany
2Fraunhofer Institute for Digital Medicine MEVIS, Lu¨beck, Germany
ABSTRACT
Multilevel strategies are an integral part of many image
registration algorithms. These strategies are very well-known
for avoiding undesirable local minima, providing an out-
standing initial guess, and reducing overall computation time.
State-of-the-art multilevel strategies build a hierarchy of dis-
cretization in the spatial dimensions. In this paper, we present
a spatio-temporal strategy, where we introduce a hierarchical
discretization in the temporal dimension at each spatial level.
This strategy is suitable for a motion estimation problem
where the motion is assumed smooth over time. Our strategy
exploits the temporal smoothness among image frames by
following a predictor-corrector approach. The strategy pre-
dicts the motion by a novel interpolation method and later
corrects it by registration. The prediction step provides a
good initial guess for the correction step, hence reduces the
overall computational time for registration. The acceleration
is achieved by a factor of 2.5 on average, over the state-of-the-
art multilevel methods on three examined optical coherence
tomography datasets.
Index Terms— Groupwise image registration, spatio-
temporal, multilevel, acceleration, motion estimation
1. INTRODUCTION
Motion estimation is a preliminary step in many medical
imaging applications, e.g., for motion correction [1], motion
modeling [2, 3], etc. Generally, we quantify the motion in
terms of displacement fields and estimate them by solving an
image registration problem [2]. Typically, registration models
are highly non-convex in nature [4]. Therefore, a good initial
guess becomes essential to avoid undesirable local minima.
Moreover, registration is an ill-posed problem that requires a
good regularization strategy to solve the problem and obtain
a desirable, e.g., a locally smooth displacement field [4].
Multilevel methods not only provide a good initial guess
and an implicit regularization but also accelerate the registra-
tion [4]. State-of-the-art multilevel methods smooth the given
images and discretize them at different spatial resolutions.
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Image smoothing leads to the objective function smoothing
and smooths out many undesirable local minima. Initial com-
putations on a coarse resolution are computationally cheap
and provide a good initial guess for the optimization prob-
lem at a finer resolution. Hence, this reduces the number
of iterations and accelerates the registration. This strategy is
also applicable for a spatio-temporal data. However, a multi-
level discretization only in spatial dimensions does not exploit
scale-space information in the spatio-temporal space [5, 4].
This paper motivates hierarchical discretization both in
space and in time. The proposed strategy is suitable for mo-
tion estimation problems where the movement of an object
over time is assumed to be small for a short interval of time
and displacement fields are considered temporally smooth [3].
The existing methods exploit the temporal smoothness ei-
ther by parameterizing displacement fields in terms of tem-
porally smooth basis functions [3] or by introducing an ex-
plicit Tikhonov regularizer [1]. These approaches require the
tuning of the number of basis functions or a regularization
parameter to achieve the desired result. Generally, this de-
mands to solve the optimization problem many times, which
is a computationally expensive task and not suitable for live-
imaging applications [6].
Our approach exploits the temporal smoothness through
the spatio-temporal multilevel discretization. We assume the
temporal smoothness implies that the neighboring frames are
highly correlated. This means a good approximation of dis-
placement field for a frame is possible through the interpola-
tion of displacement fields of the neighboring frames. This
reasoning inspired us to define the spatio-temporal multilevel
strategy based on a predictor-corrector approach.
Here, we perform registration with a few of the images
from the given image sequence and predict displacements for
the rest of the images by a novel interpolation method. Af-
terward, we correct the prediction by registration along with
the rest of the images. We assume that the approximation
from the prediction step serves as a good initial guess for reg-
istration in the correction step. Hence, it reduces the overall
computational time. We achieved acceleration by a factor of
2.5 on average, over the existing multilevel strategies.
In the forthcoming sections, we introduce an image regis-
tration framework and discuss the proposed spatio-temporal
multilevel strategy and a novel interpolation method. We
also demonstrate the effectiveness of the proposed strategy
on three real datasets and conclude our findings.
2. IMAGE REGISTRATION MODEL
Our goal is to register images Ri of any spatial dimension
acquired at n timepoints. We assume that a groupwise regis-
tration scheme (GIR) is available that allows to register any
subset K ⊂ KT := 1, . . . , n of images from the sequence,
that is to compute optimal transformations Y = (yk, k ∈ K).
For this paper, we use the framework outlined in [4]. How-
ever, the spatio-temporal multilevel approach can be used for
any other meaningful registration strategy. With this, the goal
of GIR is to determine a minimizer of
J(Y ) :=
∑
i∈K
∑
j∈K
D(Ri ◦ yi, Rj ◦ yj) + S(Y ) +P (Y ), (1)
whereRi ◦ yi denotes the transformed image,D measure dis-
similarity of images, S is a regularization and P is a penalty;
see [4] details. For the distance, we use a recently proposed
correlation based approach, cf. [5]. The regularization is rel-
evant in this paper. However, the penalty is added to prevent
for global distortions [7],
P (Y ) = λ‖1/|K|
∑
j∈K yj − Id‖
2, Id is the identity,
where λ is a regularization parameter; see Sec. 4 for choices.
Of course, any numerical optimization scheme can be
used; here we used the L-BFGS outlined in [4].
3. SPATIO-TEMPORAL MULTILEVEL STRATEGY
State-of-the-art multilevel methods generally build a hierar-
chy of discretizations in the spatial dimensions and perform
registrations sequentially from coarse to fine level; for details
see, e.g., [4, ch. 6]. In this paper, we present a combined
approach, where an additional temporal multilevel strategy
is added at each spatial level. The purpose is to provide an
outstanding starting point for the final GIR such that the op-
timization can be performed much faster and much more ro-
bust; see also the result section.
The spatio-temporal multilevel strategy has two compo-
nents. In a first step, data will be computed on different spa-
tial discretization levels ℓ ranging from coarse to fine. In a
second step, a simple binary tree is used to define an addi-
tional temporal structure Kq, q = 0, . . . , T . Here, the finest
temporal set KT contains all n images, KT−1 every second,
KT−2 every fourth, and so on, until K0 which contains only
the left, middle, and right images in time; see also Fig. 1. The
procedure can obviously be adapted to any number of given
images.
K0
1 9 17
K1
1 5 9 13 17
...
...
KT
Fig. 1. Illustration of a binary tree based discretization
scheme in the temporal dimension for n = 17. The set K0
has elements {1, 9, 17},K1 has {1, 5, 9, 13, 17}, and the last
setKT contains n elements {1, . . . , 17}.
The idea is to exploit the spatial and temporal relation
between the images. On each spatial level ℓ, a predictor-
corrector approach is introduced, which is based on different
subsetsKq of the temporal sequence.
For ease of presentation, we denote the image presenta-
tion at level ℓ and time tk by R(ℓ, k) and the corresponding
transformation which are to be computed by y(ℓ, q, all) if all
images are considered and by y(ℓ, q) if only transformations
belonging to Kq are considered. Note that the transforma-
tions depend on the spatial level as well as on the subset Kq
of images taken into account.
We start by outlining the procedure for the spatially coarse
presentation of the images ℓ = coarse, which differs from the
following finer levels. For the first temporal level q = 0, we
solve GIR(ℓ, q) with starting values z(ℓ, q) := Id and obtain
optimal transformation y(ℓ, q), i.e. optimal with respect to the
subsetKq.
On the next temporal level q+1, starting values z(ℓ, q+1)
are predicted as injections of the estimates y(ℓ, q) and linear
interpolation for the intermediates; for k ∈ Kq+1\Kq,
z(ℓ, q + 1, k) = 0.5y(ℓ, q, left(k)) + 0.5y(ℓ, q, right(k)),
where left(k) = max{z < k, z ∈ Kq} and right(k) =
min{z > k, z ∈ Kq}, respectively.
In a correction step, we obtain y(ℓ, q+1) fromGIR(ℓ, q+
1) using the predicted transformations z(ℓ, q + 1) as an edu-
cated starting guess. This procedure is repeated until the finest
temporal level T is reached.
After finishing the registration for the coarse spatial level
(ℓ − 1) for all timepoints, we continue with the finer spa-
tial level ℓ. In contrast to the coarse level, we now also have
estimates y(ℓ − 1, T, all) from the previous coarse level for
prediction at the finer level. We incorporate this knowledge
into our predictor scheme and present the novel interpolation
strategy (2) which is well suited for this particular application.
For the first temporal level q = 0, we use y(ℓ−1, T ) as an
initial estimates z(ℓ, 0) and compute y(ℓ, 0) fromGIR(ℓ, 0).
On the next temporal level, we construct the starting guess
by enforcing proximity to the solution of the previous tem-
poral level as well as to the local changes over time. These
k ∈ KT (ticks) and j ∈ Kq (circles)
ωk
ηj
ζk
Fig. 2. Novel interpolation strategy (2) generates optimal
starting guesses ζk (solid line) for the temporal level (q + 1).
Estimates ωk (dashed line) and registration results ηj (circles)
are supplied; note that k ∈ KT and j ∈ Kq.
local changes are estimated from the previous temporal level,
or from the results of the last spatial level, depending on the
current temporal level q.
To be more formal, our starting guesses z(ℓ, q+1, all) are
the minimizers of the simple least squares problems, which
are solved for all components independently. We denote the
i-th components of the estimator, solution of the previous
temporal level, and a reference for local changes by ζk =
z(ℓ, q + 1, k)i, ηk = y(ℓ, q, k)i, and ωk := z(ℓ, q, k)i for
q > 0 and ωk := y(ℓ− 1, T, k)i for q = 0, respectively.
The estimator ζk is determined as the minimizer of
∑
k∈Kq
(ζk−ηk)
2+β
n−1∑
k=0
[
(ζk+1−ζk)−(ωk+1−ωk))
]2
; (2)
see also Fig. 2 for an illustration, and Sec. 4 for choices of β.
The estimates z(ℓ, q + 1) are used for GIR(ℓ, q + 1) to
compute y(ℓ, q + 1) and the procedure is continued until q =
T , i.e y(ℓ, T, all) is obtained on level ℓ, and further it contin-
ues until ℓ reaches the finest spatial level.
Note that each individual least squares problems (2) re-
sults in a n-by-n tridiagonal matrix, which can be solved by
Thomas’-Algorithm in just O(n); cf. [8].
Note that from (2) we have estimates not only for k ∈ Kq
but for all k ∈ KT . This enables us to stop the registration if
a user supplied tolerance is already met in the q-th temporal
resolution, i.e.
|D(y(ℓ, q))−D(y(ℓ, q − 1))| ≤ ǫ, (3)
where ǫ is a user supplied tolerance. Note that this further
reduces our computational time.
(a) Unregistered (b) SpML Method (c) STMLMethod
Fig. 3. The unregistered data (a) is transformed with esti-
mates computed from GIR using SpML and STML method
and results in (b) and (c) respectively. Here, we show the in-
tensity variation over time only along a line in the 3D space.
Horizontal and vertical directions represent time and space
axis respectively. All images are at the same scale between
[0,1].
4. RESULTS
The acceleration achieved from the proposed spatio-temporal
multilevel method is demonstrated on 4D optical coherence
tomography (4D-OCT) datasets; data courtesy of Robert Hu-
ber, Universita¨t zu Lu¨beck, Germany. The data show scans of
a posterior of eyes over time; see [6] for details.
We report speedup by a factor of 2.5 on average from the
proposed spatio-temporal multilevel (STML) strategy over
the state-of-the-art spatial multilevel (SpML) strategy [4].
Using [4], we compute the spatial multilevel representa-
tions as indicated in Tab. 1 for a total of n = 129 timeframes.
Note that we perform image smoothing only in the spatial di-
mensions. Tab. 1 reports results for three 4D-OCT datasets.
We report a correlation coefficient [4] between consecu-
tive frames, i.e., ρi(i+1), i ∈ KT in Tab. 1. For the examined
datasets, ρi(i+1) is close to the maximum possible value of ρ,
i.e., 1. This indicates that the consecutive frames are highly
correlated and transformations between these frames are
small and supposedly, temporally smooth over time. Fig. 3(a)
clearly shows that the transformations are small and smooth
over time.
For the STMLmethod, we start registration at the coarsest
spatial level with |K0| = 17 images out of the total |KT | =
129 images. We linearly interpolate the estimated parameters
to build a starting guess for GIR at the next temporal levelK1,
where |K1| = 33. These steps continue until the iterates sat-
isfy the stopping criterion (3). At the next finer spatial level,
we use estimates from the previous spatial level as a starting
guess and register with |K0| = 17 images. Now, we use (2)
with β = 10−5 to build a starting guess at the next temporal
level. These steps continue until the finest spatial level.
We perform an affine-linear registration between frames
which is enough for the alignment of structures in the exam-
Table 1. Registration results for three 4D-OCT datasets
Data (D)
Spatial Level
(SL)
Spatial grid
Minimum of
ρi(i+1), i ∈ KT
λ
Reduction in D, in % Relative
difference in y
SpML vs STML, in %
Run time (r) in sec. Speedup
SpML STML rs, SpML rt, STML rs/rt
D1 SL-1 29x10x10 0.972 100 1.7 0.9 2.6 42 23 1.8
D1 SL-2 57x20x20 0.939 100 1.5 1.0 4.7 51 16 3.1
D1 SL-3 113x40x40 0.915 100 2.9 2.7 5.3 447 154 2.9
D1 - total run time and speedup 540 193 2.8
D2 SL-1 57x20x10 0.996 1000 5.8 4.8 1.7 115 76 1.5
D2 SL-2 113x40x20 0.990 1000 10.4 9.3 1.1 490 174 2.8
D2 SL-3 225x80x40 0.970 1000 27.9 27.4 2.4 7077 2785 2.5
D2 - total run time and speedup 7681 3035 2.5
D3 SL-1 113x40x10 0.994 1000 3.1 2.4 1.8 145 73 2.0
D3 SL-2 225x80x20 0.980 1000 12.3 11.6 2.8 787 374 2.1
D3 - total run time and speedup 932 446 2.1
ined datasets, see Fig. 3 for results before and after registra-
tion. After registration, structures in the transformed images
are perfectly aligned and the images are almost the same from
both methods.
However, the STML method is faster by a factor of 2.5 on
average, to the SpML method. Moreover, acceleration is ob-
served at all spatial levels for all three datasets. The computa-
tion at the finest spatial level is the most contributing factor in
the total run time, where we achieved even higher speed-ups
than at a coarser spatial level; see the last column of Tab. 1.
To compare results from the STML and the SpML
method, we report two measures in Tab. 1, i.e., reduction in
dissimilarity measure D from the unregistered state and the
relative difference between estimates y from the multilevel
methods. For our experiments, the values of these measures
roughly indicate that both methods converge in proximity as
desired. This also shows that the STML strategy is robust
concerning a multilevel discretization.
5. CONCLUSION
We proposed a spatio-temporal multilevel method to acceler-
ate the registration of more than two images. We achieved
acceleration by a factor of 2.5 on average, over the state-of-
the-art multilevel method on the OCT dataset. The proposed
predictor-corrector approach exploits the temporal smooth-
ness intrinsic to dynamic image sequences without relying on
any predefined temporal regularization. Moreover, with the
novel interpolation method, the strategy implicitly provides a
temporally smooth displacement field which is attractive for
motion modeling applications [3]. Furthermore, the acceler-
ated registration would be beneficial for live medical imaging
applications, e.g., surgical guidance [6]. Future work will ad-
dress the application to dynamic image sequences from imag-
ing modalities, e.g., PET, MRI.
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