The brain receives signals from a variety of sources; for example, visual and auditory signals can both indicate the direction of a stimulus, but with differing precision. A recent study has shed light on the way that the brain combines these signals to achieve the best estimate possible. 
these interaural time and intensity differences, but the JND is relatively large, typically 1-2 degrees [3] .
It is unclear how interaural differences alone can signal changes in elevation, yet people can reliably distinguish elevation changes of 5 -10 degrees [4] . Batteau [5] showed how the filtering effect of the outer ear (pinna) can provide the missing information. Specifically, the spectrum of an approaching sound is filtered by interactions with the groves and ridges of the pinna, and the listener is able to use the filtered spectrum to judge elevation.
The visual system is thus far better suited than the auditory system for estimating direction. In Alais and Burr's [1] study, the visual JND was 5-10 times lower (more precise) than the auditory JND. It is widely believed that such differences in the precision of localization lead to visual capture, in which the apparent direction of an auditory stimulus is determined largely by the direction of a corresponding visual stimulus. Ventriloquism is an entertaining example of this phenomenon [6] . Alais These equations are derivable from Bayes' Law, the statistical rule that prescribes how to take evidence and potential costs into account when making a decision [8] . The reliability of the resulting estimate is:
Thus, the reliability resulting from this weighted average will always be greater than the reliability of either of the sensory estimates alone. Said another way, If the variance of D V were much lower than the variance of D A , the white and yellow curves would nearly superimpose, so it would be difficult to determine whether the brain was using just the visual signal or was averaging the visual signal with high weight and the auditory signal with low weight. Alais and Burr [1] circumvented this problem by blurring the visual stimulus in some cases to make its direction uncertain. The optimal rule predicts that, in these cases, the auditory stimulus will mostly determine perceived direction ('auditory capture').
Alais and Burr [1] found clear evidence for visual dominance when the visual stimulus was sharply focused, and for auditory dominance when it was blurred. In both cases, the observed percepts were very close to those predicted by the optimal combination rule. Furthermore, when auditory and visual stimuli were both present, subjects made finer direction discriminations than from either sense alone, again as predicted by the optimal rule. These observations are consistent with the hypothesis that the brain uses an optimal combination rule, based on the relative reliabilities of sensory inputs, to determine perceived direction. Their results add to a growing consensus that a statistically optimal (or nearly optimal) combination rule is used for combining signals from different senses [9-13] and for combining cues within a sense [11, 14, 15] .
The observation of optimal or nearly optimal cue combination points to two vexing questions. First, how does the brain know the variances of its sensory estimates in order to make correct weight assignments? Recent work indicates how this could be achieved using population codes [9, 16, 17] . And second, how does the brain know when sensory estimates are coming from the same source and not different sources, so that combining makes sense? Neurophysiological work in the brainstem and cortex has revealed circuits that might be involved in handling this problem of inter-cue correspondence [18] . Obtaining answers to these questions is an important future challenge for neuroscientists and perceptual psychologists.
There are also practical benefits to the study of cue combination. More and more applications are being found for 'virtual reality', including remote devices (such as tele-surgery), scientific visualization, education and training (for example, surgical training), computer-aided design and virtual prototyping, and entertainment. In addition to the standard three-dimensional visual simulations, virtual reality systems are now adding haptic and tactile displays and three-dimensional audio displays to improve realism and usefulness. Knowing the combination rules employed by typical human operators will allow virtual reality engineers to make more informed choices about the precision requirements for the various senses. As multi-sensory virtual reality becomes more effective and commonplace, you may someday see and hear a convincing simulation of your college roommate. 
