Abstract. Higson proved that every homotopy invariant, stable and split exact functor from the category of C * -algebras to an additive category factors through Kasparov's KKtheory. By adapting a group equivariant generalization of this result by Thomsen, we generalize Higson's result to the inverse semigroup equivariant setting.
Introduction
In [3] , Cuntz noted that if F is a homotopy invariant, stable and split exact functor from the category of separable C * -algebras to the category of abelian groups then Kasparov's KK-
theory acts on F , that is, every element of KK(A, B) induces a natural map F (A) → F (B).
Higson [4] , on the other hand, developed Cuntz' findings further and proved that every such functor F factorizes through the category K consisting of separable C * -algebras as the object class and KK-theory together with the Kasparov product as the morphism class, that is, F is the compositionF • C of a universal functor C from the class of C * -algebras to K and a functorF from K to abelian groups.
In [10] , Thomsen generalized Higson's findings to the group equivariant setting by replacing everywhere in the above statement algebras by equivariant algebras, * -homomorphisms by equivariant * -homomorphisms and KK-theory by equivariant KK-theory (the proof is however far from such a straightforward replacement). Meyer [9] used a different approach in generalizing Higson's result, and generalized it to the setting of action groupoids G ⋉ X.
In this note we extend Higson's universality result to the inverse semigroup equivariant setting. Contrary to the difficulties in generalizing Higson's proof to the group equivariant setting, our generalization is a simple adaption of Thomsen's proof. Theorem 1.3. Let F be a homotopy invariant, stable and split exact covariant functor from C * to an additive category A. Then there exists a unique functorF from K G to A such that F =F • C.
By regarding a discrete groupoid as an inverse semigroup (after adjoining a 0-element), the above results are also valid for countable discrete groupoids G.
The overview of this note is as follows. In Section 2 we recall inverse semigroup equivariant KK-theory for convenience of the reader. In Section 3 we collect all essential differences to Thomsen's paper when replacing a group G by an inverse semigroup G.
In Section 4 we demonstrate selected parts of Thomsen's paper for an inverse semigroup G, to convince the reader that everything works also for inverse semigroups smoothly.
G-equivariant KK-theory
Let G denote a countable unital inverse semigroup. To avoid different notations to Thomsen's paper, the involution in G is denoted by g → g −1 (determined by gg
semigroup homomorphism is said to be unital if it preserves the identity 1 ∈ G. To include also semigroups with a zero element, we insist that such a homomorphism preserves also the zero element 0 ∈ G if it exists. We shall exclusively work with compatible K-theory as in [1] , but denote it by KK G rather than KK G . For convenience of the reader we recall the basic definitions.
Definition 2.1. A G-algebra (A, α) is a Z/2-graded C * -algebra A with a unital semigroup homomorphism α : G → End(A) such that α g respects the grading and α gg −1 (x)y = xα gg −1 (y) for all x, y ∈ A and g ∈ G.
Definition 2.2. A G-equivariant Hilbert B-module E is a Z/2-graded Hilbert module over a G-algebra (B, β) endowed with a unital semigroup homomorphism G → Lin(E) (linear maps on E) such that U g respects the grading and
for all g ∈ G, ξ, η ∈ E and b ∈ B.
In the last definition, automatically U gg −1 is a self-adjoint projection in the center of the algebra L(E) (it easy to see with 1 and 3 of Definition 2.2 that U gg −1 is self-adjoint and it is in the center because (
It is useful to notice that every G-algebra (A, α) is a G-Hilbert module over itself under the inner product a, b = a * b; so we have all the identities of Definition 2.2 for U := β := α.
Actually Definitions 2.1 and 2.2 are equivalent for C * -algebras.
A * -homomorphism between G-algebras is called G-equivariant if it intertwines the Gaction. A G-equivariant Hilbert A, B-bimodule over G-algebras A and B is a G-Hilbert B-module E equipped with a G-equivariant * -homomorphism A → L(E).
Definition 2.3. Let A and B be G-algebras. We define a Kasparov cycle (E, T ), where E is a G-equivariant A, B-Hilbert bimodule, to be an ordinary Kasparov cycle (without G-action) (see [6, 7] ) satisfying from now on all C * -algebras are assumed to be trivially graded and separable.
3. The differences to Thomsen's paper
In this section we list all essential modifications which are necessary when adapting Thomsen's proof from a given group G to a countable unital inverse semigroup G. The topology of G is assumed to be discrete and can be ignored. We may copy Thomsen's proof literally, and only need to take care that the involved G-structures for a group G remain G-structures for an inverse semigroup G as well. Throughout we shall keep the notations from Thomsen's paper. We go directly into his paper and recall practically nothing. Instead, we assume the reader to read this note parallel to Thomsen's paper.
Nevertheless, recall that K denotes the space of compact operators on a separable Hilbert space. As in Thomsen's paper, we will identify the multiplier algebra M(A) with L A (A) when A is a C * -algebra. This is particularly often used when A is of the form B ⊗ K for some C * -algebra B; so one identifies M(B ⊗ K) with L B⊗K (B ⊗ K).
As in Thomsen's paper, we can continuously extend the G-action of a G-algebra (A, α)
in the strict topology to the multiplier algebra of A. Alternatively, but equally, we may use the following definition like in Kasparov [5, §1.4] .
The definition of a unitary cocycle in Thomsen's paper has to be adapted as follows. (We shall drop the word "unitary".)
hold in M(A) for all g and h in G.
In Thomsen's paper the first two identities of (1) are equal to the identity operator, making u g unitary operators.
Here they are just partial isometries (because α gg −1 is a projection by Definition 2.1), and we have the following lemma.
In particular, the source and range projection of u g agree and are in the center of M(A).
We may replace the second identity of (1) by the identity α g (u g −1 ) = u * g without changing the definition of a cocycle.
Proof. Note that α gg −1 is a projection of the center of M(A). Hence, u g is a partial isometry by the first identity of (1). Using only the identities (1), we have
g , which checks the last identity of Lemma 3.3. The second identity of (1) is on the other hand easily obtained from this new identity. The identity u *
Thomsen often considers α-invariant operators, for which we shall use the following definition.
Note that then V * automatically commutes also with α g . Indeed, we have x, α g V * y =
Modification 3.5. Given a cycle x = (ϕ ± , u ± ) ∈ E G (A, B), Thomsen considers an algebra
and a G-action γ u + on it. We need to define the cocycle u for (A x , γ u + ) by
A discussion (or "proof") of Modification 3.5 (and of Modification 3.9 below) can be found in the next section.
Modification 3.6. Soon afterwards, Thomsen considers the canonical projection p :
Note that ν :
Lately in his paper, Thomsen considers the unitization A + of a G-algebra. This does not work for inverse semigroups in this form and rather we have to use the following unitization.
Only here we need the fact that S has a unit, in order that the universal commutative C * -algebra C * (E) freely generated by the set E of (commuting) idempotent elements of G is even unital. The C * -algebra C * (E) is endowed with the G-action µ g (e) = geg * for e ∈ E and g ∈ G, see [8] . and diagonal G-action α ⊕ µ.
Proof. Let Z denote the dense algebra of C * (E) consisting of all linear combinations of elements of E. Since E is a linear base of Z, we can extend α : E → M(A) : e → α e to a homomorphism α : Z → M(A). In this sense we can extend the above defined multiplication
We are going to show that A ⊕ Z has a C * -norm. By writing A ⊕ Z as a union of subalgebras A ⊕ D F indexed by the finite subsets F of E, where D F denotes the finite dimensional C * -subalgebra of C * (E) generated by F , it is sufficient to supply a C * -norm on
. By induction hypothesis assume that we have already a C * -norm on the
. Denote the unit of the second factor of B ⊕ C by e ∈ Z.
As e and the second factor C k of B are orthogonal, we may extend α e to an operator α For the other possible case that α e ∈ A, note that α ′ e ∈ B, and thus φ :
e ⊕ λe defines a * -isomorphism to the C * -direct sum B ⊕ C * C, and so B ⊕ C is evidently a C * -algebra again extending B. This completes the induction step.
Note that the projection A ⊕ D F → D F is a contractive * -homomorphism of C * -algebras and so we obtain a canonical contractive projection A ⊕ Z → C * (E). Consequently, we get
Finally, a straightforward check shows that A ⊕ C * (E) is a G-algebra.
Modification 3.8. Instead of the split exact sequence involving B, B + and C in Thomsen's paper we have to use the canonical split exact sequence
where
Modification 3.9. Lately in his paper, Thomsen shows that Ψ
Here we note that for the map j A of (3) and the cycle 
Proof of modifications
In this section we will outline some of the computations which need to be verified when adapting Thomsen's proof. Parts of Thomsen's paper which are not discussed here are understood to need only little and straightforward adaption. Thomsen occasionally selects (for example in Lemma 3.4 of [10] and in the injectivity proof of Theorem 3.5 of [10] ) a unitary path in the connected unitary group of a multiplier algebra. Let us remark that we do not need to change anything there because these unitaries do not correspond to the unitaries of a G-action. Sometimes Thomsen chooses G-invariant isometries as follows.
Lemma 4.1. Let (B, β) be a G-algebra. There exist β ⊗ id K -invariant partial isometries V 1
and
for all x, y ∈ N and b ∈ B (i = 1, 2), which we extend as an bounded linear operator to the Banach space B ⊗ K.
We are going to recall the definition of an equivariant A, B-cocycle from [10] . 
for all a in A and g in G.
The class of equivariant A, B-cocycles is denoted by E G (A, B) . It is important to notice, and clear from Lemma 3.3 and the first identity of (1) that the source and range projections of both u + g and u − g coincide with β gg −1 ⊗id K . Hence, in a typical computation in Thomsen's proof, an expression like u − g u − g * (which would vanish in Thomsen's paper automatically)
we may rewrite for example as β gg −1 ⊗ id K , permute it with the other operators (as it is in the center), and let it absorb by another appearing β g ⊗ id K . 
We claim that it is also a cycle when G is an inverse semigroup.
Proof. Recall from Thomsen's paper that E is defined to be (B ⊗ K) ⊕ (B ⊗ K) with the obvious Z/2-grading, and A-module action ϕ = (ϕ + , ϕ − ) on E. It is a B ⊗ K-module in the natural way, and B ⊗ K is endowed with the
Recall also that the G-action on E is denoted by W in Thomsen's paper and defined by
is defined by F (x, y) = (y, x). We are going to verify that E with W : G → Lin(E) is a
G-Hilbert B ⊗ K-module (Definition 2.2). One has
because of the third identity of (1) and because β g −1 g ⊗ id K is in the center of M(B ⊗ K).
We have
because γ gg −1 = u * g u g by the first identity of the cocycle axioms (1). We have γ g (u g −1 ) = u * g by Lemma 3.3, and thus
, which is a self-adjoint projection in L(E). By a similar argument, and with conditions 1 and 2 of Definition 4.2 we get
The B-module structure on E is compatible, in other words
for ξ ∈ E, b ∈ B and e an idempotent element in G, because γ e = u e by (1). A straightforward computation shows that the operator 
Proof. That Φ is well defined follows like for a group G, as the evaluation map
Surjectivity: Thomsen uses here Remark 2 on page 156 of Kasparov's paper [7] ; but this works also in our setting by a similar proof as suggested by Kasparov but with ϕ(g) =
and applied to the technical Theorem 1 in [2] rather than the technical Theorem 1.4 in [7] . Some other standard simplifications in KK-theory work also for inverse semigroups G without essential modifications.
The C * -algebra B ⊗ K is endowed with the G-action β ⊗ id K , which we denote by γ for To check that u + (and similarly u − ) is a γ-cocycle, we compute
for all x and y in B⊗K, so that u + g
For an idempotent e in G and all x, y ∈ B⊗K we have S + e (x)y = xγ e (y) = γ e (x)y by Definition 2.2, so that we obtain S + e = γ e . This shows
the first identity of (1), and similarly we get the second and third identity.
In continuing the verification that (ϕ ± , u ± ) is an equivariant A, B ⊗ K-cocycle, we note
for a certain obvious but irrelevant x, and thus
as required for (ϕ ± , u ± ) to be in E G (A, B) . The identities 1 and 2 of Definition 1 are easily checked when noting that S + e = γ e (e an idempotent) are in the center of M(B ⊗ K). Now notice that by the proof of Lemma 4.3, Φ(ϕ ± , u ± ) yields the beforehand given Kasparov cycle from above again, for example, the G-action on E from Φ(ϕ ± , u ± ) is given by
Injectivity: The injectivity proof goes literally through like Thomsen's proof.
Let us now check that u of Modification 3.5 is a γ u + -cocycle.
Proof of Modification 3.5. We have given G-algebras (A, α) and (B, β).
By Lemma 3.3, and since u − * g u − g is in the center of M(B ⊗ K), we have
This shows that u * g u g = γ u + gg −1 , and so the first identity of (1). The other identities of (1) are checked similarly.
We show that A x is invariant under the map u g . Let (a, m) ∈ A x , so ϕ + (a) − m ∈ B ⊗ K.
By Definition 4.2, identity 4, we get u − g u + * g − u − g u − * g ∈ B ⊗ K. Hence, by Definition 4.2, identity 1 and the identity θ gg −1 = u + gg −1 of (1) we get modulo B ⊗ K
F (A, α) → F (B, β) and shows that it does only depend on the class on A x (see (2) ) rather than the γ 1 -cocycle 1 as in Thomsen's paper.
As pointed out by Thomsen, A x is the direct sum of A and A + ⊗ K. Thus, the above cocycle u (and its restriction to A + ⊗ K, which is also denoted by u) intertwines with the canonical projection j −1 : A x → A + ⊗ K, so that we have u # j −1 * = j 
