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Abstract
We study CP violation and the contribution of the strong kaon-pion interactions in the three body
B → Kπ+π− decays. We extend our recent work on the effect of the two-pion S- and P -wave interactions
to that of the corresponding kaon-pion ones. The weak amplitudes have a first term derived in QCD
factorization and a second one as a phenomenological contribution added to the QCD penguin amplitudes.
The effective QCD coefficients include the leading order contributions plus next-to-leading order vertex and
penguins corrections. The matrix elements of the transition to the vacuum of the kaon-pion pairs, appearing
naturally in the factorization formulation, are described by the strange Kπ scalar (S-wave) and vector
(P -wave) form factors. These are determined from Muskhelishvili-Omne`s coupled channel equations using
experimental kaon-pion T -matrix elements, together with chiral symmetry and asymptotic QCD constraints.
From the scalar form factor study, the modulus of the K∗0 (1430) decay constant is found to be (32±5) MeV.
The additional phenomenological amplitudes are fitted to reproduce the Kπ effective mass and helicity
angle distributions, the B → K∗(892)π branching ratios and the CP asymmetries of the recent data from
Belle and BaBar collaborations. We use also the new measurement by the BaBar group of the phase
difference between the B0 and B¯0 decay amplitudes to K∗(892)π. Our predicted B± → K∗0 (1430)π±,
K∗0 (1430) → K±π∓ branching fraction, equal to (11.6 ± 0.6) × 10−6, is smaller than the result of the
analyzes of both collaborations. For the neutral B0 decays, the predicted value is (11.1 ± 0.5) × 10−6. In
order to reduce the large systematic uncertainties in the experimental determination of the B → K∗0 (1430)π
branching fractions, a new parametrization is proposed. It is based on the Kπ scalar form factor, well
constrained by theory and experiments other than those of B decays.
PACS numbers: 13.25.Hw, 13.75Lb
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I. INTRODUCTION
Rare two-body and quasi two-body charmless hadronic decays of B mesons [1] are a rich field
for tests of the standard model and QCD [2]. Furthermore three-body charmless hadronic B
decays provide an interesting ground, not only for searches on CP violations but also to study
hadronic physics [3]. Strong interaction effects, in particular through the presence of two-body
resonances and their interferences, can influence weak decay observables. Strong interaction phases
are necessary for the occurrence of CP violation and it is essential to have a description, as reliable
as possible, of the interactions between the detected hadrons. Dalitz-plot analyzes allow to extract
effective mass and angular distributions of the produced meson pairs. If one pair is created in
two (or more) different states, one can see specific interference effects leading to additional and
interesting CP asymmetries. These arise from the variations of the strong phases with energy, such
variations are absent in the two-body B decays where the energy is fixed. The meson-meson final
state interactions must be addressed using theoretical constraints, such as unitarity, analyticity and
chiral symmetry, and experimental data from processes other than B decays. Then, for a given
B-decay, the comparison between the theoretical model and experimental results will determine
the strong phases needed to generate the measured direct CP asymmetries.
Recently, BaBar and Belle Collaborations have performed detailed Dalitz plot analyzes for
different B → Kπ+π− decays [4, 5, 6, 7, 8, 9, 10, 11, 12]. One observes an accumulation of events
for ππ or Kπ effective masses lower than 2 GeV and in particular the presence of the scalar mesons
f0(980), K
∗
0 (1430) (and to a lesser extent f0(1500)) and of the vector mesons ρ(770)
0, K∗(892).
The event distributions of the Dalitz plots are usually studied using the isobar model in which
the decay amplitudes are parametrized by sums of Breit-Wigner terms and a background. In
Refs. [4, 7, 10, 11, 12], an effective range nonresonant component has been used in the Kπ S-wave
amplitude. The aim was to ameliorate the description of the low Kπ effective mass spectrum.
An important breakthrough in the theory of B decays recently achieved is the confirmation of
the validity of factorization, as a leading order approximation in an expansion in inverse powers of
the b quark mass mb [13]. This concerns the B decays into two mesons and was later reformulated
using the soft collinear effective theory approach to QCD [14]. Detailed comparisons between
theory, based on QCD factorization (QCDF), and experiment were made in the case of decays
into two pseudo-scalar mesons and one pseudo-scalar and one vector meson [13, 15]. Agreement is
generally quite fair. However, some phenomenological parameters are introduced.
In this paper, we study the decays of the B into three mesons, B → Kπ+π−, for which, to
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our knowledge, no proof of factorization has been given. However, we restrict ourselves to specific
kinematical configurations in which the three mesons are quasi aligned in the rest frame of the
B. This condition is met, in particular, in the low effective Kπ mass region (. 2 GeV) of the
Dalitz plot where most of the Kπ resonant structures are seen. We will denote such processes as
B → (Kπ)π where the mesons of the Kπ pair move, more or less, in the same direction. Three-
body interactions are expected to be suppressed in such conditions. Then, it seems reasonable to
assume the validity of factorization for this quasi two-body B decay [16] where we assume that the
(Kπ) pair originates from a quark-antiquark state.
In a previous work [17], the decays B → (π+π−)S K as well as B → (K¯K)S K, where the two
comoving mesons in the (π+π−) and (KK¯) pairs are in S-states, were studied using an approximate
construction of relevant scalar form factors proposed in Ref. [18]. The decays B → (π+π−)P K,
with the two pions in a P state, were subsequently studied in Ref. [19]. Here, we focus on the
decays B± → (K±π∓)π±, B0 → (K0π+)π− and B¯0 → (K¯0π−)π+. In the factorization approach
the amplitudes can be expressed as the product of effective QCD coefficients [13] and the two matrix
elements of the vector currents 〈Kπ|q¯γνs|0〉 and 〈π|q¯γνb|B〉, with q = u or d. One conspicuous
consequence is that the Kπ pair is restricted to be in either an S or a P state; no D or higher
waves being allowed. This fact is indeed supported by the Belle experiment of Ref. [9]. In their
analysis on B0 → K0Sπ+π− decays, one clearly observes a vector K∗(892)+ and a scalar K∗0 (1430)
resonances, the signal for the tensor K∗2 (1430) being small.
The matrix element of the vector current 〈Kπ|q¯γνs|0〉 involves two functions of the Kπ effective
mass squared, the strange scalar and vector form factors. We will perform a construction based
on general properties of analyticity, QCD asymptotic counting rules [20] and using accurate ex-
perimental data on Kπ scattering, both in the elastic and inelastic region. Such data have been
obtained in the relatively high statistics LASS experiment on K− proton interaction [21, 22, 23].
A specific feature of Kπ scattering at medium energies is that inelasticity is dominated by two-
body or quasi two-body channels. More specifically, it was shown by LASS that inelasticity in the
S-wave is dominated by the Kη′ state and in the P -wave by the K∗π and Kρ states. Combining
dispersion relations with unitarity relations then leads to a set of coupled integral equations for
the form factors. These equations constitute a generalization of Watson’s theorem of final state
interactions, well known for a single channel case [24].
An analogous system of equations was studied and solved for the first time by Donoghue, Gasser
and Leutwyler [25] in the case of the pion scalar form factor. More recently, this method was
applied to the Kπ scalar form factor in Ref. [26]. For our purpose, we have redone the calculation
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of Ref. [26] and extended this framework to the case of the vector form factor. Both of these form
factors, needed in our work on B → (Kπ) π decays, are treated exactly in the same way. This
provides an unified treatment of different B decays through coupled final-state channels and also
of τ → Kπντ decays [27, 28] using form factors constrained by accurate results on Kπ scattering.
It could allow, for instance, to give predictions for B → (Kη′)S π, (K∗π)P π and (Kρ)P π decays
as was done in Ref. [17] for B → (KK¯)S K decays connected to B → (π+π−)S K decays.
The introduction of form factors, constrained by theory and other experiments than B decays,
is an alternative to the use of the isobar model. This latter approximation violates unitarity and
the information about resonances, present in the final states, can be distorted by other nearby
resonances due to interference. In our approach, we use the complex pole definition of a resonance
which allows us to obtain its branching ratio and its decay constant. An alternative way, examined
here too, is to integrate over the effective mass range where the resonance dominates. Recently
charmless three-body decays of B mesons have been extensively studied by Cheng, Chua and Soni
in the factorization scheme [29]. Their calculation proceeds via quasi two-body decays involving
resonant states and nonresonant contributions. Breit-Wigner expressions are used to describe the
appropriate resonance effects in the scalar and vector matrix elements. Their K∗(892)π, ρ(770)0K
and K∗0 (1430)π branching ratios are too small compared to the data by a factor varying between
2 and 5. This is also the case in our QCD factorization approach. To improve agreement with
experiment we introduce phenomenological corrections to the QCD penguin amplitudes. The latter
could represent (in part) the contribution (not studied here) of the weak annihilation and hard-
spectator contributions together with their phenomenological components [13]. They could also
partially come from long distance charming penguin amplitudes [14, 30] which, themselves, could
arise from intermediate D
(∗)
s D(∗) states, reminding that B → D(∗)s D(∗) branching fractions are
large. Finally, they can come from unknown effects of new physics which could appear in the b→ s
quark loop transitions (see for instance Ref. [31]).
Our paper is organized as follows. In Sec. II we derive, in the QCDF framework, the B →
(Kπ)S,P π
± decay amplitudes for B±, B0 and B¯0. The charged B (b → sd¯d transition for B−)
decay amplitudes have only penguin diagram contributions, while the neutral (b→ su¯u transition
for B¯0) have an additional tree diagram. In the weak amplitudes, we include penguin-correction
terms represented by four complex parameters. The amplitudes are expressed in terms of the
product of the effective QCD coefficients by the B to π transition form factor and the Kπ strange
form factors. Section III tabulates the values of the process and scale dependent effective QCD
coefficients [13] we use in our amplitudes. To the leading-order contribution in αs, we add the
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next-to-leading order short-distance vertex and penguin corrections. Their calculation is outlined
in Appendix A where we give also their values.
In Sec. IV we specify the model we use for the B to π transition form factors. The unitary
equations satisfied by the scalar and vector strange form factors are also presented. We discuss
briefly the low energy constraints and the two-channel description (Kπ, Kη′) for the S-wave Kπ
scattering. In the case of the P -wave, the necessary three channel (Kπ, K∗π, Kρ) description
is then described. We give the results for the strange scalar and vector Kπ form factors. Using
the complex pole definition of a resonance, a simple and unambiguous separation between the
background and the resonant contributions of the S-wave and P -wave amplitudes, is given. This
allows us to determine in a unambiguous way the B → K∗0 (1430)π and B → K∗(892))π branching
fractions. A detailed derivation of the S-wave T -matrix elements, necessary to calculate the strange
scalar form factor, is presented in the Appendix B. We calculate the values of the decay constants of
K∗(1430) andK∗0 (892) from the knowledge of the vector and scalar Kπ form factors in Appendix C.
In Appendix D, we show how the two body amplitudes B → K∗0 (1430)π and B → K∗(892))π are
related to the three-body ones. Effective decay constants for K∗(1430) and K∗0 (892) are also
calculated.
In Sec. V we describe our fitting procedure on the additional penguin parameters. We further-
more compare the results of our fit to the experimental mKpi mass and helicity-angle distributions.
We present our fitted values for the branching ratios and CP asymmetries for the B → K∗(892)π
and B → K∗0 (1430)π decays. Note that, in the case of the scalar meson production, our branching
ratios are predictions. Discussion of the results and comparison with experimental analyzes are
also given. A summary and some conclusions are presented in Sec. VI.
II. DECAY AMPLITUDES AND PHYSICAL OBSERVABLES
The amplitudes for the non-leptonic decays of the B meson are given as matrix elements of the
effective weak Hamiltonian
Heff =
GF√
2
∑
p=u,c
λp
[
C1O
p
1 + C2O
p
2 +
10∑
i=3
CiOi +C7γO7γ + C8gO8g
]
+ h.c., (1)
where in the case of strangeness S = ±1 final states
λu = VubV
∗
us, λc = VcbV
∗
cs, (2)
the Vpp′ being Cabibbo-Kobayashi-Maskawa quark-mixing matrix elements. For the Fermi coupling
constant GF we take the value 1.16637 10
−5 GeV−2. In this work we use λu = 3.55×10−4−i 7.49×
6
10−4 and λc = 4.05 × 10−2 + i 6.5 × 10−7. The Ci(µ) are the Wilson coefficients of the respective
four-quark operators Oi(µ) at a given renormalization scale µ. The explicit expression of the
operators Oi may be found e.g. in Ref. [32]. Studies of B decays into two-body [32] and quasi-two-
body [13, 33] final states have been performed in the QCDF framework. These studies show that
naive factorization is a useful first order approximation which receives corrections proportional to
the strong coupling constant αs(mb), αs(
√
ΛQCDmb) and in inverse powers of mb [2]. Here, we
perform a heuristic extension of these results to a class of three body decays B → (Kπ)π.
A. Charged B decay amplitudes
We focus on the process B− → (K−π+) π−. To illustrate our approach, let us write the matrix
elements of the penguin operators O3 and O4 at leading order factorization
1
〈π−(K−π+)|C3O3 + C4O4|B−〉 = a4〈π−|d¯γν(1− γ5)b|B−〉〈K−π+|s¯γν(1− γ5)d|0〉 (3)
with
a4 = C4(µ) +
1
Nc
C3(µ), (4)
where Nc = 3 is the number of colors. In this approximation, the dependence of the amplitude as
a function of the two Dalitz-plot variables mKpi, mpipi is completely determined in terms of K → π
and B → π form factors. We will probe this prediction by employing a careful determination of
the Kπ form factors described in detail in Sect. IV and in Appendix B. Our main assumption
will be that the corrections to naive factorization can be absorbed into effective-mass independent
modifications of the parameters ai. We will borrow parts of these corrections from quasi-two-body
calculations and also append a phenomenological part.
The B to π transition matrix element is written as
〈π−(ppi−)|d¯γν(1− γ5)b|B−(pB−)〉
=
[
(pB− + ppi−)
ν − M
2
B −m2pi
q2
qν
]
fB
−pi−
1 (q
2) +
M2B −m2pi
q2
qνfB
−pi−
0 (q
2), (5)
where fB
−pi−
0,1 (q
2) are the scalar and vector B− to π− form factors. The four-momentum transfer
is
q = pB− − ppi− = pK− + ppi+ , (6)
1 In this derivation we have assumed that the (K−pi+) pair originates from a quark-antiquark state.
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with ppi− , ppi+ , pK− and pB− being the four momenta of the negative and positive pions, of the
K− and of the B− mesons, respectively. In an analogous way, the matrix element for the transition
from vacuum to the K−π+ state is given in terms of the scalar fK
−pi+
0 (q
2) and vector fK
−pi+
1 (q
2)
form factors by
〈K−(pK−)π+(ppi+)|s¯γν(1− γ5)d|0〉
=
[
(pK− − ppi+)ν −
m2K −m2pi
q2
qν
]
fK
−pi+
1 (q
2) +
m2K −m2pi
q2
qνf
K−pi+
0 (q
2). (7)
Above, MB, mK and mpi are the masses of the charged B mesons, kaons and pions, respectively.
From Eqs. (5) and (7) one obtains
〈
π−|d¯γν (1− γ5) b|B−〉 〈K−π+|s¯γν(1− γ5)d|0〉
= fB
−pi−
0 (q
2)fK
−pi+
0 (q
2)(M2B −m2pi)
m2K −m2pi
q2
+ fB
−pi−
1 (q
2)fK
−pi+
1 (q
2)
[
m2K−pi− −m2pi+pi− − (M2B −m2pi)
m2K −m2pi
q2
]
, (8)
where mK−pi− and mpi+pi− are the K
−π− and π+π− effective masses. Note that q2 is the square of
the K−π+ effective mass. In the K−π+ center of mass system
m2K−pi− −m2pi+pi− − (M2B −m2pi)
m2K −m2pi
q2
= 4ppi+ · ppi− = 4|ppi+ | |ppi− | cos θ, (9)
where θ is the angle between the π+ and π− three-momenta. The first term of the right hand
side of Eq. (8) corresponds to the K−π+ S-wave contribution while the second term to that of the
P -wave since it depends linearly on cos θ. One observes that there are no contributions from l ≥ 2
partial waves.
Finally, we introduce the matrix element of the complete weak effective Lagrangian. We write
the Kπ S-wave contribution in the following form
M−S ≡ 〈π− (K−π+)S |Heff |B−〉 =
GF√
2
(M2B −m2pi)
m2K −m2pi
q2
fB
−pi−
0 (q
2) fK
−pi+
0 (q
2)
×
{
λu
(
au4(S)−
au10(S)
2
+ cu4
)
+ λc
(
ac4(S)−
ac10(S)
2
+ cc4
)
− 2q
2
(mb −md)(ms −md)
[
λu
(
au6(S)−
au8(S)
2
+ cu6
)
+ λc
(
ac6(S)−
ac8(S)
2
+ cc6
)]}
. (10)
Here the kinematical q2 dependence associated with the terms ap4−ap10/2+cp4 (p = u, c) is different
from that in front of the ap6 − ap8/2 + cp6 ones. In the latter case, due to a Fierz transformation,
the matrix elements of scalar rather than vector current are involved. This q2 dependence has an
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important consequence for the behavior of the effective mass distributions (see Sec. VB1). For the
P -wave one has,
M−P ppi− · ppi+ ≡ 〈π− (K−π+)P |Heff |B−〉 = 2
√
2GF ppi− · ppi+ fB
−pi−
1 (q
2) fK
−pi+
1 (q
2)
×
{
λu
(
au4(P )−
au10(P )
2
+ cu4
)
+ λc
(
ac4(P )−
ac10(P )
2
+ cc4
)
+ 2
mK∗
mb
f⊥V (µ)
fV
[
λu
(
au6(P )−
au8(P )
2
+ cu6
)
+ λc
(
ac6(P )−
ac8(P )
2
+ cc6
)]}
. (11)
In Eqs. (10) and (11) api (S) and a
p
i (P ) are the leading order factorization coefficients to which O(αs)
vertex and penguin corrections are added in the quasi-two-body approximation of pseudoscalar-
scalar, PS, or pseudoscalar-vector, PV , final states (see Sect. III). These coefficients will be
evaluated at the scale µ = mb. The term proportional to f
⊥
V (µ)/fV has been inferred from a
similar term which arises at order αs in the B → PV amplitudes [13]. In the following, we take
the K∗(892) decay constant fV = 218 MeV and f
⊥
V (mb) = 175 MeV with mK∗ = 893.8 MeV.
We have further assumed that the corresponding P -wave form factor (which is associated with the
antisymmetric tensor current) is simply proportional to the one associated with the vector current.
It was observed in Ref. [13] that the calculated O(αs) and 1/mb corrections are insufficient to
explain the experimental branching rate for the B → K∗π decay. We have therefore allowed for
four additional complex terms cu4 , c
c
4, c
u
6 and c
c
6 which one could partly interpret as non-perturbative
contributions in the penguin diagrams. The other part of these coefficients could represent hard
spectator interaction in the pertubative regime and annihilation terms. Annihilation diagrams, due
to divergences inherent to the form of the twist-three amplitudes employed in QCDF [13, 32], are
commonly parametrized by complex amplitudes very similar to these QCD penguin corrections.
This complex parametrization is also the case for the end-point divergence of the hard-spectator
amplitudes. The above parameters will be determined by performing detailed fits to the Dalitz
plot in the region mKpi < 1.8 GeV, mpipi > 1.5 GeV where one believes that the QCDF formalism
could apply.
The complete amplitude for the B− → (K−π+)π− decay is
M− =M−S +M−P ppi− · ppi+ . (12)
Charge conjugation of M− gives the B+ → (K+π−)π+ decay amplitude
M+ =M−(λu → λ∗u, λc → λ∗c , B− → B+, K− → K+, π± → π∓). (13)
Let us specify here the value of the meson masses used in this work: MB = 5279.2 MeV,
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mK = 495.66 MeV (averaged K
± and K0 masses) and mpi = 139.57 MeV. For the quark masses,
evaluated at the scale µ = mb, we take mb = 4.2 GeV, ms = 84 MeV and mu = md = 3.4 MeV.
B. Neutral B decay amplitudes
In the B¯0 → (K¯0π−)S,P π+ decay we have the quark transition b → su¯u. The derivation is
similar to that just described above for the B− → (K−π+)S,P π− case. However, there is a tree
diagram a1 contribution. One obtains for the S-wave amplitude
M¯0S ≡ 〈π+ (K¯0π−)S |Heff |B¯0〉 =
GF√
2
(M2B¯0 −m2pi)
m2
K¯0
−m2pi
q2
f B¯
0pi+
0 (q
2) f K¯
0pi−
0 (q
2)
×
{
λu(a1 + a
u
4(S) + a
u
10(S) + c
u
4) + λc(a
c
4(S) + a
c
10(S) + c
c
4)
− 2q
2
(mb −mu)(ms −mu) [λu(a
u
6 (S) + a
u
8 (S) + c
u
6 ) + λc(a
c
6(S) + a
c
8(S) + c
c
6)]
}
. (14)
For the P -wave amplitude one has
M¯0P ppi− · ppi+ ≡ 〈π+ (K¯0π−)P |Heff |B¯0〉 = 2
√
2GFppi− · ppi+ f B¯
0pi+
1 (q
2) f K¯
0pi−
1 (q
2)
×
{
λu (a1 + a
u
4(P ) + a
u
10(P ) + c
u
4) + λc (a
c
4(P ) + a
c
10(P ) + c
c
4)
+ 2
mK∗
mb
f⊥V
fV
[λu (a
u
6(P ) + a
u
8(P ) + c
u
6 ) + λc (a
c
6(P ) + a
c
8(P ) + c
c
6)]
}
. (15)
The full amplitude for the B¯0 → (K¯0π−)π+ decays is
M¯0 = M¯0S + M¯0P ppi− · ppi+ . (16)
The charge conjugation of the M¯0 amplitude gives the B0 → (K0π+)π− decay amplitude as
M0 = M¯0(λu → λ∗u, λc → λ∗c , B¯0 → B0, K¯0 → K0, π∓ → π±). (17)
Isospin symmetry leads to
f B¯
0pi+
0,1 (q
2) = fB
0pi−
0,1 (q
2) = fB
−pi−
0,1 (q
2) = fB
+pi+
0,1 (q
2) (18)
and to
f K¯
0pi−
0,1 (q
2) = fK
0pi+
0,1 (q
2) = fK
−pi+
0,1 (q
2) = fK
+pi−
0,1 (q
2). (19)
In Eqs. (14) and (15) we have introduced the same phenomenological parameters as those for the
charged B-decay amplitudes, Eqs. (10) and (11).
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C. Physical observables
The density distribution of the Dalitz plot for the B− → K−π+π− decay2 can be expressed in
terms of the K−π+ and π+π− effective masses, the latter being related to cos θ as seen in Eq. (9).
The double differential B− → K−π+π− decay rate reads
d2Γ−
d cos θdmK−pi+
=
mK−pi+ |ppi+ | |ppi− |
8(2π)3M3B
|M−|2, (20)
where M−is given by Eq. (12). The moduli of the π+ and π− momenta are
|ppi+ | =
1
2mK−pi+
√[
m2
K−pi+
− (mK +mpi)2
] [
m2
K−pi+
− (mK −mpi)2
]
, (21)
|ppi− | =
1
2mK−pi+
√[
M2B − (mK−pi+ +mpi)2
] [
M2B − (mK−pi+ −mpi)2
]
. (22)
In the experimental analyzes, the helicity angle θH is usually defined as θH = π − θ. Integrating
the double differential distribution of Eq. (20) over cos θ gives for the differential effective mass
branching fraction
dB−
dmK−pi+
=
1
ΓB−
mK−pi+ |ppi+ | |ppi− |
4(2π)3M3B
(
|M−S |2 +
1
3
|ppi+ |2 |ppi− |2|M−P |2
)
, (23)
where ΓB− denotes the total width of B
−. This is a sum of the S- and P -wave contributions
dB−
dmK−pi+
=
dB−S
dmK−pi+
+
dB−P
dmK−pi+
. (24)
The CP violating asymmetry for the charged B decays is defined as
ACP =
B− − B+
B− + B+ (25)
The integration of the double differential decay rate over mK−pi+ within the range (mmin, mmax)
gives the angular distribution
dB−
d cos θ
= A+B cos θ +C cos2 θ, (26)
where
A =
∫ mmax
mmin
dmK−pi+
mK−pi+ |ppi+ | |ppi− |
8(2π)3M3B
|M−S |2, (27)
2 Note that here and in the following, for simplicity, we suppress the parentheses between the two first mesons of
the three-meson final state.
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B = 2
∫ mmax
mmin
dmK−pi+
mK−pi+|ppi+ |2 |ppi− |2
8(2π)3M3B
Re(M−SM−∗P ), (28)
C =
∫ mmax
mmin
dmK−pi+
mK−pi+ |ppi+ |3 |ppi− |3
8(2π)3M3B
|M−P |2 . (29)
Similarly one can derive the above observables given in Eqs. (20), (23) and (26) for the B+ →
K+π−π+, B¯0 → K¯0π−π+ and B0 → K0π+π− reactions.
D. B → K∗
0
(1430)pi and B → K∗(892))pi amplitudes
The scalar K∗0 (1430) and the vector K
∗(892) resonances are quite visible in the experimental
effective Kπ mass distributions of the B → Kππ decays [4, 5, 6, 7, 8, 9, 10, 11, 12]. Branching
fractions for the B → K∗0 (1430)π and B → K∗(892)π reactions have been extracted by the exper-
imental groups within the framework of the isobar model. Here, we will make use of the complex
pole definition of a resonance in scattering theory. This method allows one to perform in a simple
way a separation between the resonance contribution (defined to correspond to the pole part) and
the background contribution in the amplitude.
We obtain the B → K∗0 (1430)π amplitudes by replacing in Eqs. (10) and (14) fKpi0 (q2) by
fpole0 (q
2) defined in Eqs. (45), (46) and (47). Similarly the B → K∗(892)π amplitudes are given by
replacing in Eqs. (11) and (15) fKpi1 (q
2) by fpole1 (q
2) defined in Eqs. (62) and (63). Integration of
the differential branching fraction (23) over the effective mass mKpi of the pole parts of the scalar
or vector form factors will determine the B− → K¯∗00 (1430)π− and B− → K¯∗0(892)π− branching
fractions, respectively. In this approach, we can also determine the decay constants of the vector
and the scalar resonances: this is exposed in Appendix C.
III. EFFECTIVE QCD AMPLITUDES
The short-distance physics of the weak decay amplitudes b → sd¯d or b → su¯u is codified in
the effective QCD amplitudes au,ci (µ), each of which corresponds to a particular decay topology.
The available QCDF calculations (see for instance Refs. [13, 32, 33]) concern two-body final states.
They apply to our case of a three-body final state (Kπ)π when the effective mass of the Kπ sub-
system coincides with the mass of a vector or a scalar resonance. We will make the approximation
to use these calculated corrections also away from the resonance masses. In this work, we take into
account only vertex and penguin corrections. At the leading order, these amplitudes are universal
(i.e. do not depend on quark flavor) and given by
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TABLE I: Leading and next-to-leading order effective QCD amplitudes ai(mb) and a
p
i (mb) for the
K∗0 (1430)π and K
∗(892)π final states [see Eqs. (30) and (31)].
B → K∗0 (1430)π B → K∗(892)π
ai(mb) a
p
i (mb) ai(mb) a
p
i (mb)
a1 1.018 1.029 + i 0.063 1.018 1.045 + i 0.014
au4 −0.031 −0.061− i 0.023 −0.031 −0.030− i 0.015
ac4 −0.031 −0.069 + i 0.057 −0.031 −0.035− i 0.005
au6 −0.039 −0.042− i 0.014 0 −0.006− i 0.002
ac6 −0.039 −0.045− i 0.004 0 0.002 + i 0.009
au8 0.00044 0.0005− i 0.0001 0 −0.0001+ i 0.0
ac8 0.00044 0.0005− i 0.0 0 −0.0 + i 0.0001
au10 −0.0015 −0.002 + i 0.003 −0.0015 0.0001 + i 0.0006
ac10 −0.0015 −0.002 + i 0.004 −0.0015 0.0001 + i 0.0007
ai(µ) =
[
Ci(µ) +
Ci±1(µ)
Nc
]
Ni(M), (30)
where the plus (minus) sign corresponds to odd (even) values of the index i. One finds Ni(M) = 0
if the emitted meson M (either the K∗(892) or the K∗0 (1430), which do not include the spectator
quark) is a vector one and if i = 6, 8, otherwise Ni(M) = 1. The next-to-leading order vertex and
penguin corrections are calculated following Ref. [33] for K∗0 (1430)π final states and Ref. [13] for
K∗(892)π ones. We write
api (µ) = ai(µ) +
Ci±1
Nc
CF αs
4π
Vi(M) + P
p
i (M), (31)
with CF = (N
2
c −1)/2Nc. The relevant Wilson Ci(µ) coefficients were calculated in next-to-leading
order logarithmic approximation and we take their values from Table 1 of Ref. [32] at the natural
characteristic scale µ = mb. The second and third terms of Eq. (31) refer to the vertex and penguin
corrections and for completeness we describe in Appendix A the main steps of their calculations.
In Table I we list the values of the coefficients api (mb) with i = 1, 4, 6, 8, 10, used in the weak decay
amplitudes discussed in the present paper. These have been obtained adding to the ai(mb) values
(given in this table) those of the vertex and penguin corrections listed in Table VI. The next-to-
leading order corrections are relatively small except in the case of the B → K∗0 (1430)π decays for
au4 and a
c
4. These arise mainly from the penguin terms.
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IV. SCALAR AND VECTOR Bpi AND Kpi FORM FACTORS
A. Bpi form factors
The scalar and vector Bπ transition form factors fBpi0 (q
2) and fBpi1 (q
2) were introduced in Eq. (5)
and are one of the ingredients in QCDF. These form factors contain parts of the non-perturbative
physics which stems from the hadronization of quark currents. In the applications considered here,
the variable q2 is timelike and remains small compared to the physical threshold (mB + mpi)
2.
The form factors in this region are real and we expect their variation to be slow. Several studies
dedicated to these transition form factors have been carried out; on the phenomenological side, we
refer to the various approaches to heavy-to-light transition amplitudes. These include light-cone
sum rules [34], light-front [35], simple non-relativistic [36] or relativistic quark models [37, 38, 39,
40]. Ab initio approaches such as lattice-regularized QCD have also been used to determine Bπ
form factors, however the lattice results are for large momenta q2 > 10 GeV2 and need to be
extrapolated to low momenta [41, 42] by means of pole dominance models.
More recently, a comprehensive set of B-meson heavy- to light-transition form factors, calculated
with truncated transition amplitudes based on Dyson-Schwinger equations in QCD, was reported
in Ref. [43]. The methods of Refs. [34, 35] yield form factors for a small domain of time-like
momentum transfer q2, while those in Refs. [37, 38, 39] apply to the entire range of physical
momenta. However, this is only possible by employing functional extrapolations of the transition
form factors fBpi0,1 (q
2 = 0) to the time-like q2-range. On the other hand, the form factors obtained
from double dispersion relations of spectral densities in the relativistic quark model [40] or using
Dyson-Schwinger equations in QCD [43] are calculated for all physical q2 values. A typical value
found in [40] is fBpi1 (q
2 = 0) ≃ 0.2 which is in agreement with the Dyson-Schwinger result fBpi1 (q2 =
0) = 0.24 as well as with lattice data extrapolations [42].
In the above studies, the q2 dependence of the Bπ transition form factors, as q2 varies from
threshold up to about (1.8 GeV)2, is found to be small. This, of course, is in contrast with the case
of the Kπ scalar or vector form factors which we discuss below. In practice, we take the following
constant values: fBpi0 (q
2) = fBpi0 (m
2
K∗
0
(1430)) = 0.266 and f
Bpi
1 (q
2) = fBpi1 (m
2
K∗(892)) = 0.250.
B. Kpi form factors
Another important ingredient of the QCD-factorized B-decay amplitudes are the Kπ scalar
and vector form factors. These also appear in semileptonic decays like τ → Kπντ or K → πlνl.
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Use of analyticity and unitarity allows one to relate them to the S and the P wave Kπ scattering
amplitudes. Indeed, rather accurate information on Kπ scattering is available, in particular from
the high statistics experiment of Estabrooks et al. [44] and from the LASS Collaboration [23]. This
approach served to determine the scalar form factors of the pion and kaon in Ref. [25]. Jamin,
Oller and Pich applied it recently to evaluate the Kπ scalar form factor [26]. We perform also its
calculation following, essentially, their work. We then develop an extension of this construction to
the vector case, so both form factors are handled in a similar way. The main approximation is to
reduce the sum over the inelastic many-body channels in the unitarity equations to a finite number
of two-body channels. This is supported by the experiments performed by the LASS Collaboration
in the center of mass energy range mKpi < 2.5 GeV [21, 22, 23, 45]. They find that the inelasticity
in the S-wave is dominated by one channel, Kη′, and in the P -wave by two channels, K∗π and Kρ.
Then, from fits to the experimental data, one constructs a 2×2 scattering T -matrix for the S wave
and a 3× 3 one for the P wave. The form factors satisfy a set of n coupled, homogeneous singular
integral equations with a kernel linear in the T -matrix (n = 2 for the S wave and n = 3 for the P
wave). The mathematical properties of such equations are derived in Muskhelishvili’s book [46].
In particular the number of independent solutions N is given by the index of the integral operator
which can be expressed in terms of the sum of the S-matrix eigenphases δj(t) of the S-matrix,
n∑
j=1
[δj(∞)− δj(0)] = Nπ . (32)
N is also the number of independent conditions that one must impose on the form factors in order
to determine them from the integral equations. We will use conditions at t = 0 or near t = 0
derived from chiral symmetry. Asymptotic conditions will also be used.
1. Scalar form factor
Following the experimental analyzes, we assume the dominance of a single inelastic channel
Kη′ 1. The Kη′ matrix element of the vector current can be written in terms of two form factors
fK
+η′
+ (t) and f
K+η′
− (t) as
〈K+|u¯γµs|η′〉 = fK+η′+ (t)(pK + pη′)µ + fK
+η′
− (t)(pK − pη′)µ, (33)
1 The authors of Ref. [26] have studied the influence of an additional Kη inelastic channel and found that it is rather
small.
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FIG. 1: Modulus (left) and phase (right) of the strange scalar form factor fK
−pi+
0 (t) obtained by solving a
two-channel Muskhelishvili-Omne`s equation system. Variation with the input F1(∆Kpi) = fK/fpi−3.1×10−3
at the Cheng-Dashen point ∆Kpi = m
2
K − m2pi is illustrated. In the present work we use the form factor
corresponding to fK/fpi = 1.193.
where t = (pK−pη′)2 = q2. The coupled channel integral equations will involve the two components
F1(t) ≡
√
2fK
+pi0
0 (t) = f
K−pi+
0 (t),
F2(t) =
√
2
3
[
m2K −m2η′
m2K −m2pi
fK
+η′
+ (t) +
t
m2K −m2pi
fK
+η′
− (t)
]
. (34)
We have used here isospin symmetry to express the form factor fK
−pi+
0 (t), introduced in Eq. (7),
in terms of fK
+pi0
0 (t).
The form factors F1(t) and F2(t) are analytic functions in the complex t plane with a cut along
the real axis (mpi + mK)
2 ≤ t ≤ ∞. Asymptotic counting rules in QCD [20] imply that the
dispersion relations satisfied by the functions Fi(t) converge without subtractions
Fi(t) =
1
π
∫ ∞
(mpi+mK)2
Im Fi(t
′) dt′
t′ − t , i = 1, 2 . (35)
Unitary equations of the two coupled channels Kπ (i = 1) and Kη′ (i = 2) allow one to express
the imaginary parts as follows (see [25, 26])
ImF1(t) = θ(t− t1)2qKpi(t)√
t
T ∗11(t)F1(t) + θ(t− t2)
2qKη′(t)√
t
T ∗12(t)F2(t),
ImF2(t) = θ(t− t1)2qKpi(t)√
t
T ∗12(t)F1(t) + θ(t− t2)
2qKη′(t)√
t
T ∗22(t)F2(t), (36)
where
t1 = (mK +mpi)
2, t2 = (mK +mη′)
2 (37)
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and qKpi(t), qKη′(t) are the center of mass momenta. The set of integral equations obtained
by inserting Eqs. (36) into (35) are often called Muskhelishvili-Omne`s equations. The detailed
determination of the matrix elements T11, T12, T22 is given in Appendix B. We use experimental
data and theoretical constraints at low energy, in particular we employ a systematic combination
of the chiral and 1/Nc expansions [47, 48]. At medium and high energies, we employ a K-matrix
parametrization as in Ref. [26] which guarantees unitarity. This provides a smooth interpolation
with index N = 2 in the asymptotic region, where no experimental data exist [see Eq. (32)]. One
must therefore provide two initial conditions for the form factors. As in Ref. [26], we use the values
of F1(t) at t = 0 and at the Cheng-Dashen point t = m
2
K −m2pi which are precisely constrained by
chiral symmetry
F1(0) = 0.961, F1(m
2
K −m2pi) =
fK
fpi
− 3.1 · 10−3, (38)
where fK and fpi are the kaon and pion decay constants, respectively. The value at t = 0 is derived
from chiral perturbation theory at order p4 [49, 50] and includes an estimate for the p6 corrections
made in Ref. [51]. The value at t = m2K −m2pi was obtained in Ref. [50] at order p4. In that case,
the p6 corrections are expected to be very small, of order 10−3. For the ratio fK/fpi, the latest
Review of Particle Physics [52] (see the note by J. Rosner and S. Stone, p. 821) gives
fK
fpi
= 1.193 ± 0.002 ± 0.006 ± 0.001 (39)
and we will use the central value in Eq. (38). We solve the set of integral equations for F1 and F2
using the numerical method of Ref. [53]. The results for the modulus and for the phase of F1 are
displayed in Fig. 1. Our numerical results are in a fair agreement with those of Refs. [26] and [27].
The phase of the form factor satisfies, as it should, Watson’s theorem in the energy region below
the Kη′ threshold. Above this point it displays a sharp drop. Correspondingly, the modulus of
F1 displays a dip. These structures reflect interference effects between the independent solutions
which are linearly combined. Due to the linearity of the equations, the dependence on the initial
conditions can be studied by varying F1(m
2
K −m2pi) and keeping F1(0) fixed. The figure illustrates
the variation of the scalar form factor fKpi0 as a function of fK/fpi.
2. K∗
0
(1430) pole part of the scalar form factor
The separation between resonant and background contributions has some arbitrariness, in
particular if the background contribution is significant, depending on how each contribution is
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parametrized. In the case of B → Kππ amplitude, we propose a simple and unambiguous way to
define this separation based on the well known property that a resonance can be associated with a
pole of the scattering matrix in the complex energy plane on the second Riemann sheet (e.g. [54]).
This pole also appears in form factors and current correlation functions. We first study the scalar
K∗0 (1430) resonance and then the vector K
∗(892) resonance.
Let us analyze the scalar form factor fKpi0 (t). We want to define the extrapolation to the second
Riemann sheet in the t variable. We recall that we have assumed, in constructing the T matrix,
that scattering was elastic up to the η′K threshold. We can write the discontinuity of the form
factor upon crossing the cut as follows,
fKpi0 (t+ iǫ)− fKpi0 (t− iǫ) = −2σKpi(t+ iǫ)T S11(t+ iǫ)fKpi0 (t− iǫ), (40)
for t real and in the range (mpi + mK)
2 ≤ t ≤ (mη′ + mK)2. Here, σKpi(t) =√
((mK +mpi)2 − t)(t− (mK −mpi)2)/t and T S11 is the S-wave T -matrix element of the Kπ → Kπ
process. T S11(t) satisfies a discontinuity equation similar to Eq. (40),
T S11(t+ iǫ)− T S11(t− iǫ) = −2σKpi(t+ iǫ)T S11(t+ iǫ)T S11(t− iǫ). (41)
Eqs. (40) and (41) allow us to find the extension of fKpi0 on the second Riemann sheet
f II0 (t) =
fKpi0 (t)
1− 2σKpi(t)T S11(t)
, (42)
which, by definition, must satisfy
f II0 (t− iǫ) = fKpi0 (t+ iǫ) (43)
along the cut. Eq. (42) shows that f II0 (t) displays a pole whenever the denominator function
D(t) = 1− 2σKpi(t)T S11(t) (44)
displays a zero. In a similar way, one can define the extension to the second sheet of the T -matrix,
(T S11)
II , which because of Eq. (41) has exactly the same denominator function D(t). A point t0 such
that D(t0) = 0 corresponds to a pole of (T
S
11)
II and thus can be associated with a resonance [54].
From this, it is simple to isolate the pole part of the form factor
fpole0 (t) =
fKpi0 (t0)
α (t− t0) , (45)
where α = dD(t)/dt at t = t0. In the numerator, f
Kpi
0 (t0) can be computed using its dispersive
representation.
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FIG. 2: Modulus of the scalar form factor fK
−pi+
0 (t) compared with its pole part, as defined in the text.
In practice, in order to do so, we must be able to define T S11(t) for complex values of t. In our
work we have defined T S11(t) on the real axis in the range 1.25 ≤
√
t ≤ 2.5 GeV from a 2 × 2 K
matrix fit to the experimental data. By construction, the elements of the K-matrix have no branch
cut on the positive real axis. The meromorphic function parametrization which we used should
be valid in some complex domain of the t variable. It seems reasonable to assume that it remains
reliable in the region of the K∗0 (1430) resonance pole since this pole lies rather close to the real
axis. Numerically, we find the following result for the location of the pole
t0 = (1.9487 − i 0.3825) GeV2,
√
t0 = (1.4026 − i 0.1364) GeV. (46)
These results compare reasonably well with the values of the mass MR = (1.414± 0.006) GeV and
of the half-width ΓR/2 = (0.145 ± 0.011) GeV of the K∗(1430) given by the PDG [52]. For the
other quantities needed for fpole0 (t) we obtain
fKpi0 (t0) = −0.3242 − i 1.4679, α = (0.8381 + i 1.1713) GeV−2. (47)
We remind that, in the dispersive construction of fKpi0 (t) from Ref. [26], followed here, the result
depends on the value of fK/fpi which controls one of the initial conditions [see Eq. (38)]. The
number given above for f0(t0) corresponds to fK/fpi = 1.193 which we used as central value.
Varying fK/fpi we would obtain:
fKpi0 (t0) = −0.4901 − i 1.6652 for
fK
fpi
= 1.203,
fKpi0 (t0) = −0.1586 − i 1.2710 for
fK
fpi
= 1.183. (48)
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Figure 2 shows the modulus of fpole0 (t) compared with the modulus of f
K−pi+
0 (t) and that of the
“background” which we may define just as the difference
f back0 (t) = f
Kpi
0 (t)− fpole0 (t). (49)
We can define the isolated K∗0 (1430) resonance contribution to the B → Kπ+π− decay amplitudes
by replacing the scalar form factor fKpi0 (t) by f
pole
0 (t). For instance, for the B
− → K−π+π− case,
this substitution can be done in Eq. (10).
3. V ector form factor
We perform a construction using the same method as in the case of the scalar form factor. Here
the main points involved in this construction are given below, a more detailed discussion can be
found in Ref. [28]. For Kπ scattering in P -wave at medium energies (mKpi ≤ 2.4 GeV), we assume
the dominance of two inelastic channels, K∗π and Kρ. We treat vector mesons as stable particles
in our unitary equations. For the three coupled channels Kπ (i = 1),K∗π (i = 2) and Kρ (i = 3)
three form factors Hi(t) enter the calculation. The first one was defined in Eq. (7):
H1(t) ≡
√
2fK
+pi0
1 (t) = f
K−pi+
1 (t). (50)
The other two are defined by the following matrix elements:
〈K∗+(pV , λ)|u¯γµs|π0(ppi)〉 = ǫµναβ ε∗ν(λ)pαV pβpiH2(t), (51)
〈ρ0(pV , λ)|u¯γµs|K−(pK)〉 = −ǫµναβε∗ν(λ)pαV pβKH3(t). (52)
In the above equations εν is the polarization four-vector of the K∗ or the ρ meson, p denote
four-momenta of mesons and ǫµναβ is the completely antisymmetric tensor. The components H2
and H3 have dimension mass
−2 while H1 is dimensionless. As for the S−wave case each form
factor satisfies an unsubtracted dispersion relation. We have now to determine six independent
matrix elements of the 3× 3 P -wave T -matrix, TP , from fits to the experimental data. The most
complete data exist for the elastic channel Kπ → Kπ [23]. Some information is also available on
the inelastic amplitudes Kπ → K∗π and Kπ → Kρ in the regions of the resonances K∗(1410)
and K∗(1680) [22, 45]. As in the case of the S-wave, the K-matrix method is used to enforce
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three-channel unitarity. The unitarity equations obeyed by the three form factors Hi(t) can be
written as
ImHi(t) =
3∑
j=1
(
τ−1
(
TP
)∗
Q2 Σ τ
)
ij
Hj(t), (53)
where τ , Q and Σ are diagonal matrices with τ = diag[1,
√
t,
√
t], Σ = 2Q/
√
t and
Q = diag[θ(t− t1)qKpi(t), θ(t− t3)qK∗pi(t), θ(t− t4)qKρ(t)] (54)
with t3 = (mK∗ +mpi)
2 and t4 = (mK +mρ)
2. The normalization of the TP -matrix here is such
that its relation with the S-matrix is
SP = 1 + 2i
√
ΣQTP Q
√
Σ. (55)
In the asymptotic region, mKpi ≥ 2.4 GeV, we impose a smooth interpolation for the scattering
amplitudes with the index N = 4 [see Eq. (32)]. In order to enforce exact unitarity in the inter-
polation region we write the S-matrix in exponential form, SP = exp(2ih), where h is real and
symmetric matrix and we interpolate the non-diagonal elements of h to zero and the diagonal ones
to multiples of π. Illustration of this interpolation of the eigenphases of the SP -matrix is given in
the Fig. 4 of Ref. [28].
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FIG. 3: Modulus (left panel) and phase (right panel) of the strange vector form factor fK
−pi+
1 (t) obtained
by solving a three-channel Muskhelishvili-Omne`s equations system. Dependence on the symmetry breaking
parameter a is illustrated [see Eq. (59)].
For N = 4, in order to solve the system of integral equations we must impose four conditions
on the form factors. We use the three values of Hi at t = 0 and, as the fourth constraint, we
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implement an asymptotic condition for t→ −∞ on the form factor H1. According to Refs. [20, 55]
and ignoring flavor symmetry breaking, one should have,
H1(−q2)
∣∣
q2→∞
∼ 16π
√
2αs(q
2)f2pi
q2
. (56)
We do not attempt to reproduce the logarithmic running of αs and actually implement Eq. (56)
with the constant value αs = 0.2. At t = 0, one has H1(0) = F1(0) and we will use the value given
in Eq. (38). The values of H2(0) and H3(0) are not known as precisely. In the SU(3) chiral limit,
flavor symmetry leads to the following relation between the charged current matrix element and
the electromagnetic one, jµEM
〈K∗+|u¯ γµ s|π0〉 = 3
√
2
2
〈ρ+|jµEM |π+〉, (57)
which allows one to relate H2(0) and H3(0) to the radiative decay width of the ρ
+, yielding
H2(0) = −H3(0) = (1.54 ± 0.08) GeV−1. (58)
The relative sign is determined by vector meson dominance arguments. We have studied the influ-
ence of flavor symmetry breaking to first order in the quark masses. There are three independent
symmetry breaking parameters and two of them can be determined from experiment (see [28]). As
a consequence, one can express H2 and H3 in terms of the third, unknown parameter a, as follows:
H2(0) = (1.41 ± 0.09 − 65.4 a) GeV−1, H3(0) = (−1.34 ± 0.07− 65.4 a) GeV−1. (59)
The magnitude of a is expected to be a few times 10−3. We have estimated a from the sum R of
the decay rates of the τ− into K−π0 and K¯0π− R(τ → Kπντ ) = (13.5 ± 0.5) × 10−3 [52] which
gives a = (−7.0+0.7−2.0) × 10−3. Results for the vector form factor are displayed in Fig. 3. Its phase
shows a sharp transition as a function of the parameter a close to a = −7× 10−3. It goes from a
regime where its value is 3π at infinity to one where it is π displaying a sharp drop. The K∗(1680)
resonance appears to be suppressed but the properties of the form factor in this energy region
depend significantly on the S-matrix interpolation parameters in the region mKpi ≥ 2.4 GeV. In
our application to B decays we will use the form factor in the region
√
t <∼ 1.8 GeV, where the
sensitivity to the asymptotic interpolation is small.
4. K∗(892) part of the vector form factor
As before, the starting point is the discontinuity equation satisfied by fKpi1 (t) across the elastic
unitarity cut, which reads
fKpi1 (t+ iǫ)− fKpi1 (t− iǫ) = −2σKpi(t+ iǫ)q2Kpi(t+ iǫ)TP11(t+ iǫ)fKpi1 (t− iǫ), (60)
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and from this we deduce the expression of fKpi1 (t) on the second Riemann sheet
f II1 (t) =
fKpi1 (t)
1− 2σKpi(t)q2Kpi(t)TP11(t)
. (61)
The position of a resonance in the complex plane, tpole1 , corresponds to a zero of the denominator
function in Eq. (61) and this allows one to isolate a pole in f II1 (t),
fpole1 (t) =
fKpi1 (t
pole
1 )
β (t− tpole1 )
. (62)
In the case of the K∗(892) we obtain, based on our fit, the following values for the pole parameters
tpole1 = (0.7982 − i 0.0504) GeV2,
√
tpole1 = (0.8939 − i 0.0282) GeV,
β = (−1.8874 + i 9.5726) GeV2, fKpi1 (tpole1 ) = 0.8244 − i 9.0784. (63)
TheK∗(892) resonance being very narrow, we expect the pole component to strongly dominate the
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FIG. 4: Modulus of the vector form factor fK
−pi+
1 (t) compared with the K
∗(892) complex pole component
form factor below one GeV. This is illustrated in Fig. 4 which shows that, indeed, the background
component is very small in that case. As before we can define theB decay amplitudeB → K∗(892)π
from the three-body amplitude B → Kππ by substituting fKpi1 (t) by fpole1 (t) in the relevant
formulas, for example in Eqs. (11) and (15).
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V. FIT, RESULTS AND DISCUSSION
A. Fitting procedure
In this paper we use a fitting procedure similar to that described in Ref. [19]. We perform a χ2 fit
on experimental data from Belle [5, 6, 8, 9] and BaBar [7, 10, 11, 12] collaborations. We use sixmKpi
and five cos θH distributions where the background is subtracted. These data are extracted from
the figures of the first seven papers just cited. We also exploit the four branching fractions for the
K∗(892)π, the three CP asymmetries for K∗(892)π and the three CP asymmetries for K∗0 (1430)π
calculated by experimentalists in their data analyzes [6, 9, 11, 12]. Branching fractions are necessary
to determine the absolute size of decay amplitudes. However, the branching fractions for the B →
K∗0 (1430)π are not well determined due to the large width of the K
∗
0 (1430) resonance. Therefore
we use here only the well measured branching fractions for the B → K∗(892)π, the K∗(892) being a
narrow resonance. The phases of the decay amplitudes can be constrained by the phase difference,
∆Φ0, between the decay amplitudes of B
0 → K∗+(892)π− and B¯0 → K∗−(892)π+. Here we use
the preliminary result of Ref. [10]. The total χ2 reads
χ2tot = χ
2
mKpi
+ χ2cos θH + w
(
χ2BR + χ
2
ACP
+ χ2∆Φ0
)
, (64)
where the coefficient w is introduced in order to increase the weight of the branching fractions, CP
asymmetries and the phase difference, which form a significantly smaller data set than the mKpi
and cos θH distributions. We have verified that varying w between 5 and 20 leads to very similar
fits. In this analysis, to perform our best fit, we choose w = 10.
The χ2 for a given distribution with n bins is defined by
χ2 =
n∑
i=1
[
Yexp(xi)− Yth(xi)
∆Yexp(xi)
]2
, (65)
where Yexp(xi) and ∆Yexp(xi) are the number of experimental events and associated error in each
bin xi. Here x denotes either mKpi or cos θH . Integration of the differential distributions dB(x)/dx
(see Eqs. (23) and (26)) over the bin width [xi−1, xi] yields the theoretical number of events Yth(xi),
Yth(xi) = N
∫ xi
xi−1
dB(x)
dx
dx. (66)
Our theoretical distributions are normalized to the number of experimental events in the analyzed
range from x0 to xn with
N =
n∑
i=1
Yexp(xi)
xn∫
x0
dB(x)
dx
dx
. (67)
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Altogether in our fit we include 308 bins in the mKpi and cos θH distributions, four branching
fractions, six CP asymmetries and one phase difference.
In our minimization, the branching fractions and asymmetries are calculated in limited mKpi
regions. For the K∗(892)we choose a mKpi range from 0.82 to 0.97 GeV and for the K
∗
0 (1430) one
from 1.0 to 1.76 GeV. These ranges have been used in Refs. [5, 8, 9] to obtain the helicity angle
distributions in the regions where the resonances dominate. The experimental branching fractions,
which we use in our fit, are calculated in the above mKpi regions from the models presented in the
experimental analyzes (see in particular Refs. [5, 9, 11]). In our analysis we have excluded two
experimental points in the mKpi distributions and three in the cos θH ones. As will be seen below
these points lie significantly far from the general trend of the data.
TABLE II: Phenomenological parameters of the decay amplitudes (see e.g. Eqs. (10), (11) (14) and (15)).
Real part Imaginary part
cu4 −0.402± 0.244 −3.641± 0.054
cc4 +0.015± 0.003 +0.033± 0.004
cu6 −0.051± 0.153 −0.161± 0.184
cc6 +0.075± 0.009 −0.033± 0.007
B. Results
In Table II we give the values of the phenomenological cu,c4,6 parameters and their errors obtained
from our best fit. These parameters enter our amplitudes defined in Sec. II. The large values of the
cu4,6 coefficients should not be directly compared to those of c
c
4,6, since in the amplitudes the latter
are multiplied by λc and the former by λu with |λc| ≃ 50|λu|. The results of our fits, with χ2= 541
for 308 experimental Kπ effective mass and helicity angle distribution points, and χ2=9.3 for ten
experimental branching ratios and asymmetries, are presented in Tables III to V and in figures 5 to
11. For the phase difference ∆φ0 our fit gives −199◦±6◦ to be compared with (−164±24±12±15)◦
found in the experimental analysis of Ref. [10]. In the calculation of distributions we take into
account all the ππ effective mass cuts around the D, J/Ψ and Ψ(2S) meson masses. As described
in Refs. [5, 6, 7, 8, 9, 10, 11], these cuts are introduced in the experimental analyzes in order to
eliminate the decay contributions from these resonances. Our results, shown as histograms, take
into account the above cuts. In all figures presented in this section, the dashed and dotted lines
describe the S- and P -wave contributions, respectively. In these latter cases the cuts are not taken
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FIG. 5: The K±π∓ effective mass distributions in the B± → K±π∓π± decays from the fit to the experi-
mental data as described in Sec. VA. Data points are from Ref. [6]. The dashed line represents the S-wave
contribution of our model, the dotted line that of the P -wave and the histogram corresponds to the coherent
sum of the S- and P -wave contributions.
into account. Note that, following the experimental procedure, for the mKpi plots the requirement
is made that mpi+pi− is greater than 1.5 GeV for the Belle data and 2.0 GeV for the Babar results.
Thus, the contributions unrelated to Kπ rescattering and arising, for example, from B → ρ(770)K
and B → f0(980)K decays, are removed from the data samples. In our model such contributions
are omitted.
1. The Kpi effective mass and helicity angle distributions in B± → K±pi∓pi± decays
The K±π∓ effective mass distribution for the B± → K±π∓π± decays, obtained from our fit, is
compared to the experimental distributions of Belle [6] and BaBar Collaborations [11] in Figs. 5 and
6, respectively. The mass distributions are averaged over charge conjugate states. In both cases,
our model describes quite well the mKpi distributions in the K
∗(892)and K∗0 (1430) regions. It also
depicts quite well the sizable enhancement below 1 GeV related to the K∗0 (800) state, often called
κ [52, 56]. In our amplitude, its contribution is present in the relatively large background found in
the modulus of the scalar form factor at low mKpi (see Eq. (49) and Fig. 2). If one approximates
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FIG. 6: As in Fig. 5 but for the data points from Ref. [11].
the quasi-two body B → (Kπ)S π by the two-body B → K∗0 (1430) π amplitudes, then q2 is fixed
at the resonance mass m2K∗
0
(1430) in the third lines of Eqs. (10) and (14). With this replacement,
one cannot reproduce the low mKpi distributions below about 1 GeV, the q
2-term contribution
becoming much too large. This justifies the form of our three-body approach, within the QCD
factorization framework, to these decays. The origin of this q2 term is given below Eq. (10).
In the isobar model, used in experimental analyzes, the above q2 dependence is approximated
by one fitted constant parameter. For the description of the wide K∗0 (1430) resonance this may
not be a very good approximation since the q2 varies by a factor of eight from the Kπ threshold
to the mKpi limit of about 1.8 GeV, close to the sum of the mK∗
0
(1430) mass and its width.
The results of the fit to the cos θH distributions of the Belle Collaboration [5] around theK
∗(892)
and K∗0 (1430) resonances are shown in Figs. 7a and 7b. Here we show the contributions of the S
and P waves as their interference given by Eq. (28). In the χ2 fit corresponding to Fig. 7a, we have
excluded one bin at cos θH = −0.95. This bin is not related to any cut and its χ2 value is almost
twice as large as the value of the total χ2 for this distribution. In Fig. 7a, the P -wave contribution
dominates, those of the S wave and of the interference term being rather small. On the contrary,
and as expected, it can be seen in Fig. 7b that the S-wave contribution is much larger than that
of the P wave. Contribution of the interference term leads to a visible left-right asymmetry. The
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FIG. 7: Helicity angle distributions for B± → K±π∓π± decays calculated from the averaged double
differential distribution integrated over mK±pi∓ mass from 0.82 to 0.97 GeV in the K
∗(892)case a) and from
1.0 to 1.76 GeV in the K∗0 (1430) one b). Data points are from Ref. [5]. Dashed lines represent the S-wave
contribution of our model, dotted lines that of the P -wave, the dot-dashed that of the interference term.
The histograms correspond to the sum of these three contributions.
minima in the histograms of Figs. 7b and 10b at cos θH ≃ −0.15 and +0.2 correspond to the cuts
related to background events of J/Ψ and Ψ(2S), respectively. There is also a cut in Figs. 7a and 7b
at cos θH ≃ −0.75 corresponding to the D meson.
2. The Kpi effective mass and helicity angle distributions for B0 → K0pi+pi− and
B¯0 → K¯0pi−pi+ decays
The results of the fits to the mKpi distributions for the B¯
0 → K0Sπ−π+ and B0 → K0Sπ+π−
decays of the Belle Collaboration [9] are shown in Figs. 8a and 8b, respectively. In the χ2 fit to the
B¯0 → K0Sπ−π+ distribution, we have excluded the two bins at mKpi = 1538 and 1588 MeV. They
have quite small errors and negative numbers of events. In the mKpi range around the K
∗(892),
the histogram of the model has less events for B¯0 case than for B0. One then expects a negative
CP asymmetry, which is confirmed by the value given in Table IV. It is in agreement with the
result of the experimental analysis.
Our mKpi distributions for the same neutral B decays are compared to those of the BaBar
28
FIG. 8: As in Fig. 5 but for B¯0 → K0Sπ−π+ decays a), for B0 → K0Sπ+π− ones b) and for the data of
Ref. [9].
FIG. 9: As in Fig. 5 but for B¯0 → K0Sπ−π+ decays in a) and for B0 → K0Sπ+π− ones in b), and for the
data of Ref. [10].
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FIG. 10: As in Fig. 7 but for B¯0 → K0Sπ−π+ and B0 → K0Sπ+π− averaged distributions, and for the Belle
data of Ref. [9] in a) and that of Ref. [8] in b).
FIG. 11: As in Fig. 7 a) but for B¯0 → K0Sπ−π+ and B0 → K0Sπ+π− averaged distributions, and for the
BaBar data of Ref. [7].
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TABLE III: Branching fractions for the B → K∗(892)π decays averaged over charge conjugate reactions in
units of 10−6 . In the second column, giving the experimental branching ratios, the 2/3 factor arises from
isospin symmetry. The values of the model calculated by the integration on mKpi from 0.82 to 0.97 GeV
are compared to the corresponding Belle and BaBar results given in the fourth column. Model errors stem
from the phenomenological parameter uncertainties obtained through the minimization procedure. The last
column corresponds to the model without phenomenological parameters.
Decay mode Bexp Ref. Bexp(0.82, 0.97) model model [cpi ≡ 0]
B− → [K¯∗0(892)→ K−π+] π− 6.45± 0.71 [6] 5.35± 0.59 5.73± 0.14 1.42
7.20± 0.90 [11] 5.98± 0.75
B¯0 → [K¯∗−(892)→ K¯0π−] π+ 5.60± 0.93 [9] 4.65± 0.77 5.42± 0.16 1.09
2
3
(11.7± 1.30) [12] 6.47± 0.72
Collaboration [10] in Fig. 9. As previously, the K∗(892) and K∗0 (1430) are well described by our
model. Here, the width of the bins is larger than that of Belle in Fig. 8 which explains why
the maximum of the P -wave contribution is above the experimental points close to the K∗(892)
position.
The averaged B¯0 → K0Sπ−π+ and B0 → K0Sπ+π− helicity angle distributions for the mKpi
regions of the K∗(892)and K∗0 (1430)are compared in Fig. 10 to the Belle data [8, 9]. In the χ
2 fit
to the distribution shown in Fig. 10b we have excluded two bins at cos θH equal to ±0.95. These
two data lie rather outside the general trend of the distribution. As in the charged B decays, the
P wave dominates the K∗(892) region and the S wave the K∗0 (1430) one. In both cases the S-P
interference is rather small.
Figure 11 shows our helicity angle distribution fitted to the BaBar experimental data [7] which
results from the integration of the double differential distribution over mKpi from 0.776 to 1.01
GeV. The contributions of the S and P wave and of their interference are similar to those observed
in Figs. 7a and 10a.
3. Branching fractions and CP asymmetries
In Table III, our branching fractions for the B → K∗(892)π decays are compared to the cor-
responding experimental Belle and BaBar values. As already mentioned in Sec. VA these are
obtained from integration on mKpi from 0.82 to 0.97 GeV of the double differential branching frac-
tions of our model and those of the experimental analyzes. The theoretical errors are calculated
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using covariance matrix elements and the corresponding derivatives of the branching fractions over
all fitted parameters. We did not include other uncertainties entering our amplitudes, so our theo-
retical errors are underestimated. Our model branching fractions for B → K∗(892)π decays agree
quite well with the corresponding experimental ones within their errors. Using the pole part of
our P -wave form factor (see Eqs. (62) and (63)) and integrating over the full range, we obtain for
the charged averaged branching fraction 6.95 × 10−6. This value compares quite well with those
of Belle and BaBar given in Table III. Let us stress however, that when the phenomenological
parameters cpi (i = 4, 6 and p = u, c), are set to zero, the theoretical branching fractions are too
small by a factor 4 or 5 (see the last column of Table III). This indicates that QCDF P -wave
amplitudes are too small by a factor of about 2.
In Fig. 12a we present the reduced complex P -wave amplitudes, MredP , which are given by the
expression between the curly brackets in Eqs. (11) and (15) for B− and B¯0 decays, respectively. The
reduced S-wave amplitudes,MredS , for B− and B¯0 decays, shown in Fig. 12b, are defined similarly
from Eqs. (10) and (14). The corresponding B+ and B0 amplitudes can then be obtained through
the conjugation λu → λ∗u, λc → λ∗c . The dashed arrows correspond to the reduced amplitudes
before the fit (cpi = 0) while the solid ones to the result of the fit. In Fig. 12a, the B
− and B+
reduced amplitudes without phenomenological parameters are degenerate due to the dominance of
the almost real λc term over the λu one. Moreover, the fact that the B¯
0 and B0 reduced amplitudes
for cpi = 0 have almost opposite imaginary parts, comes from the presence of the tree term λu a1
with a large real part of the a1 coefficient close to 1 (see Table I).
TABLE IV: Direct CP asymmetries averaged over charge conjugate reactions. The values of the model,
calculated over the mKpi range from 0.82 to 0.97 GeV for the Kπ P -wave and from 1.0 to 1.76 GeV for
the S-wave, are compared to the Belle and BaBar results. Concerning the errors of the model and the last
column, see the caption in Table III.
Decay mode exp. (%) Ref. model (%) model (%) [cpi ≡ 0]
B− → [K¯∗0(892)→ K−π+] π− −14.9± 6.8 [6] −2.5± 1.3 1.4
3.2± 5.4 [11]
B− → [K¯∗0 (1430)→ K−π+] π− 7.6± 4.6 [6]
B− → (K−π+)S π− 3.2± 4.6 [11] 5.4±1.0 0.2
B¯0 → [K¯∗0(892)→ K¯0π−] π+ −14± 12 [12] −19.6± 3.0 6.1
B¯0 → (K¯0π−)S π+ 17± 26 [12] −0.2± 1.3 −1.7
Our direct CP violating asymmetries are compared with the experimental ones in Table IV.
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FIG. 12: Complex plane representation of the parts of the amplitudes depending on the CKM matrix
elements, on the effective QCD coefficients api and on the fitted penguin parameters c
p
i . a) P wave, b) S
wave at mKpi= 1.414 GeV (K
∗
0 (1430) mass). Dashed lines: amplitudes with c
p
i =0, solid lines: results of
the fit. See text for the exact definition of these reduced amplitudes.
Their errors are calculated in the same way as for the branching fractions. For B− → K¯∗0(892)π−
decays our asymmetries lie between those of Belle and BaBar. The results for B− → (K−π+)S π−
and for B¯0 → (K¯0π−)S π+ decays agree with the experimental values of both collaborations. For
the S-wave, the variation with the range of integration is within the experimental errors. For
instance, if one calculates the asymmetries over the mKpi range from threshold (0.64 GeV) to
1.76 GeV, our result for the charged B decays varies from (5.4±1.0)% to (9.8±1.1)% and for the
neutral ones from (-0.2±1.3)% to (2.7±1.3)% . There is no variation for the P wave.
C. Discussion
In the case of the K∗0 (1430) resonance, it is difficult to extract the quasi-two body branching
fraction from experimental data due to the presence of a significant background which can mainly be
attributed to the broad K∗0 (800) resonance. Contrary to the P -wave amplitude, entirely dominated
by the K∗(892) resonance below 1 GeV, the S wave is more complex. This is exemplified in Fig. 2
by the comparison of the pole part of the scalar form factor to the complete form factor. We remind
that our S-wave amplitudes are proportional to this form factor as readily seen, for instance, in
Eqs. (10) and (14). This S-wave complexity results in different parameterizations in Belle and
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TABLE V: Branching fractions averaged over charge conjugate reactions B → (Kπ)Sπ in units of 10−6. The
second column gives the experimental results. The predictions of our model, calculated by the integration of
the mKpi distribution over mKpi from threshold (0.64 GeV) to 1.76 GeV, are compared to the corresponding
Belle and BaBar results given in the fourth column. In the first two lines, the Belle branching fractions [6, 9],
calculated with a Breit-Wigner amplitude, are compared to our predictions obtained from the K∗0 (1430)
pole part of the scalar form factor (see Sec. IVB 2). In the last two lines we show the BaBar branching
fractions [11, 12] for B → (Kπ)S π calculated, in their parametrization, with the part of the decay amplitude
proportional to the Kπ S-wave T -matrix. This is compared to the results of our model, where the B →
(Kπ)Sπ amplitude corresponds to the part proportional to the scalar form factor (see Sec. IVB 1). See
caption of Table III for the factor of 2/3 in the first column, for the errors of the model and for the last
column.
Decay mode Bexp Ref. Bexp(0.64, 1.76) model model [cpi ≡ 0]
B− → [K¯∗00 (1430)→ K−π+] π− 32.0± 3.0 [6] 27.0± 2.5 11.6± 0.6 6.1
B¯0 → [K¯∗−0 (1430)→ K¯0π−] π+ 30.8± 4.0 [9] 26.0± 3.4 11.1± 0.5 5.7
B− → (K−π+)S π− 24.5± 5.0 [11] 22.5± 4.6 16.5± 0.8 7.5
B¯0 → (K¯0π−)S π+ 2
3
(28.2± 7.5) [12] 17.3± 4.6 15.8± 0.7 7.1
BaBar analyzes. The Belle group uses a Breit-Wigner amplitude to represent the Kπ S-wave
interaction. They have furthermore a large contribution from a nonresonant part. The BaBar
Collaboration has introduced a term proportional to the Kπ S-wave T -matrix, and used the LASS
parametrization of the latter. It consists of an effective range nonresonant component plus a
K∗0 (1430) Breit-Wigner term. Since this parametrization is fitted to experimental Kπ scattering
data (in the range 0.8 6 mKpi 6 1.53 GeV), this method provides an improved treatment of the
final state interaction as compared to the Belle parametrization (see e.g. Ref. [57]). However,
factorization implies that the B decay amplitude should involve the scalar form factor rather than
simply the T -matrix. Note that the T -matrix and the associated form factor have the same phase
in the elastic region (mKpi <∼ 1.45 GeV), but not the same modulus. Above the Kπ elastic region
both the phase and the modulus are different.
Our model, based on factorization, allows us to calculate, in an unambiguous way, the branching
fractions making use of either the complete Kπ S-wave contribution or of the K∗0 (1430) resonance
only, described here as the pole position of the scalar form factor on the second Riemann sheet (cf.
Sec. IVB2). Our predictions, using the mKpi range from threshold (0.64 GeV) to 1.76 GeV, are
shown in the fifth column of Table V. In the two first lines we use the pole-part contribution of the
scalar form factor whereas in the last two lines the full scalar form factor contributes. Our values
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have to be compared with those of the fourth column calculated by us using the experimental
parameterizations with our range of integration. The values of the experimental analyzes are given
in the second column. They correspond to integration over the full mKpi range. In our model, if
one integrates also over the full range using the pole part of the scalar form factor (see Eqs. (45),
(46) and (47)), the averaged charge branching ratio for the B± decays is 12.7× 10−6.
For both charged and neutral B → K∗0 (1430)π decays, the predictions of our model are smaller
than the corresponding Belle results [6, 9] by a factor of 2.3. It is worthwhile to mention that
the Belle Collaboration has found two solutions in their Dalitz-plot analyzes. For example, in
the Table IV of the second paper of Ref. [6], the value of the solution 2 is smaller by a factor
of about 5 than that of the retained solution 1. In the case of their solution 1, there is a strong
negative interference between the resonant K∗0 (1430) contribution and the nonresonant term. In
their B0(B¯0)→ K±π∓π0 analysis [12] the Babar Collaboration has found four degenerate solutions
and the quoted errors of the final result (see their Tables IV and V) include the spread of these
four solutions.
In Fig. 13, we compare the mKpi distributions of the averaged B
± → (K±π∓)S π± decays
corresponding to our model and to the BaBar parametrization calculated with the central values of
their parameters. As mentioned above, our B → (Kπ)S π amplitude is proportional to the strange
Kπ scalar form factor (see Eqs. (10), (12) and (13)) but in BaBar’s case it is the part proportional
to theKπ S-wave T -matrix. In Fig. 13a, we show the resonantK∗0 (1430) contribution (dashed line)
of our model together with the background part (dotted line) and the interference term (dashed-
dotted line) between the resonant and background contributions. In Fig. 13b, the corresponding
three components for the BaBar parametrization [11] are shown, their effective range term (dashed-
dotted) line playing the role of the background. In our case the interference term is positive, its
contribution being close to 19%, that of the resonance about 70% and that of the background part
around 11 %. This can be compared with the BaBar parametrization which, for the range mKpi
between 0.64 and 1.76 GeV, gives −25 % for their negative interference contribution, 78 % for
their resonance part and 47 % for the nonresonant effective range term. These numbers are very
close to the corresponding values, −26 %, 81 % and 45 % given in Ref. [11] obtained integrating
over the full range of mKpi. Although these effective mass spectra are significantly different, our
integrated value for the B− → (K−π+)S π− branching fraction (16.5 ± 0.8) × 10−6 is within one
standard deviation with respect to the experimental BaBar result (22.5 ± 4.6) × 10−6. For the
neutral B decays the comparison is even better: we obtain (15.8 ± 0.7) × 10−6 and the BaBar
result, recalculated for the mKpi range from 0.64 to 1.76 GeV, is (17.3 ± 4.6) × 10−6 (see last line
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of Table V). We then suggest below [see Eq. (68)] a parameterization (based on our amplitude)
proportional to the Kπ scalar form factor and which could be used, instead of a parameterization
proportional to the Kπ S-wave T -matrix, in experimental analyzes of B → Kππ decays.
Our theoretical QCDF predictions (cpi = 0), shown in the last column of Table V, give too
low branching fractions for all B decays into (Kπ)S π or K
∗
0 (1430) π by a factor close to 2.
Figure 12b illustrates the influence of the phenomenological parameters on the theoretical reduced
S-wave amplitudes. The modulus of the amplitudes increases by a factor of about
√
2 and there
is also an important phase change. The fact that, at the Kπ mass equal to the K∗0 (1430) mass,
the magnitudes and phases of all reduced S-wave amplitudes (without and with cpi ) are similar,
comes from the dominance of the q2 term proportional to λc and from the smallness of the a
u,c
8 (S)
coefficients (see, for instance, Eqs. (14) and Table I).
FIG. 13: Comparison of the different components of the averaged mKpi distributions of the B
± →
(K±π∓)Sπ
± decays: a) our model, b) BaBar’s LASS parametrization [11]. In this calculation our amplitude
is proportional to the scalar Kπ form factor but that of BaBar is the part proportional to the S-wave Kπ
T -matrix. The dashed lines correspond to the resonant K∗0 (1430) contributions, the dotted-dashed lines to
the background, dotted lines to the interference and the solid lines to their sum.
As was discussed in Sec. IVB1 and shown Fig. 1, the S-wave form factor depends on the value
of the fK/fpi ratio. We found that the form factors corresponding to fK/fpi = 1.193 (form factor of
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the present work) and 1.183 lead to fits of comparable good quality, with however a slightly better
χ2 for the form factor calculated with fK/fpi=1.183. Use of the form factor with a ratio equal to
1.203 gives a poorer fit.
Effective mass and helicity distributions together with branching ratio data allow to determine
mainly the moduli of the decay amplitudes. Their phases can be constrained by measurements of
direct CP asymmetries and by time dependent Dalitz-plot analyzes. In our fit, besides asymmetries,
we use the preliminary value, obtained by the BaBar group [10], of the phase difference ∆Φ0
between the B0 and B¯0 decay amplitudes to K∗(892)π. Had we not imposed this constraint, we
would obtain four different solutions with equivalent χ2 and with almost unchanged moduli for S-
and P -wave amplitudes but with different phases. In a just published analysis of B0 → K0Sπ+π−
decays the Belle Collaboration [58] has proposed values for ∆Φ0. We have checked that we can,
reasonably well, reproduce the value of their solution 2, viz. (14.6+19.4−20.3 ± 11± 17.6)◦ with a global
fit of the same quality as the present one. Comparing the results of the two fits, we found indeed
that the S- and P -wave amplitudes had basically unchanged moduli but modified phases. Note
the large difference between the preliminary result of Ref. [10] ,∆Φ0 = (−164± 24± 12± 15)◦ and
the above value of Belle. Our ACP value for B¯
0 → (K¯0π−)P π+ given in Table IV, (−19.6±3.0)%,
agrees well with that of the solution 2 of this Belle analysis, (−20± 11± 5± 5)%.
As just mentioned above and as found in their previous analysis [6, 9], the Belle Collaboration,
in this latest time-dependent analysis [58], has retained 2 solutions which is consequence of the
interplay between the quite broad K∗0 (1430) resonance and their phenomenological nonresonant
background. Their solution 1 has a large K∗0 (1430)π fit fraction with a sizable negative resonant-
nonresonant interference term while their solution 2 is characterized by a fit fraction smaller by
a factor of 3.5 and a small interference term, as we found in our model. Using the K0Sπ
+π−
charmless total branching fraction (47.5± 2.4± 3.7)× 10−6, as given in Table III of their previous
publication [9], one obtains a branching fraction of 8.3 ×10−6 for their solution 2, value close to
our result cited in Table V.
VI. SUMMARY AND CONCLUDING REMARKS
With this analysis of S- and P -wave pion-kaon interactions in B → Kππ decays, we have
extended and completed previous studies on final-state interactions in these three-body de-
cays [17, 19]. We have concentrated on the scalarK∗0 (1430) and vectorK
∗(892) resonances following
the logic of these previous works that treated the ππ interactions in S- and P -waves as well as their
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interferences. In Sec. II the weak decay amplitudes were again derived in the QCD factorization
approach [13, 32], which express them as a product of two currents multiplied by a sum of effective
coefficients which includes non-factorizable contributions. These coefficients, representing pertur-
bative QCD leading order amplitudes and next-to-leading order vertex and penguin corrections,
were studied and given in Sec. III. The contribution of these higher order terms is not sufficient
to obtain a good description of data. Therefore, we have introduced phenomenological parameters
which can simulate on one hand long-distance charming penguin amplitudes [30] and on the other
hand hard-spectator scattering and weak annihilation contributions [13]. These phenomenological
amplitudes could receive also, through b to s quark transitions involved here, some new-physics
contributions.
The different models for the matrix element of the first current, expressing the B to π transition
in terms of the scalar and vector transition form factors have been briefly reviewed in Sec. IVA.
The creation of a pion-kaon pair in an S- or P -wave from vacuum is mediated by the second
current, and accordingly described by a Kπ scalar and a vector form factor. These control the
dependence of the decay amplitude as a function of the Kπ invariant mass, because the Bπ form
factors are nearly constant in the region considered. In Sec. IVB 1 the scalar Kπ form factor was
calculated along similar lines as in Ref. [26] and the extension to the case of a vector form factor
was developed in Sec. IVB3.
We treat both the S- and P -wave on the same footing, namely relating the form factors using
their analyticity and unitarity relations to pion-kaon scattering properties known from experiments.
A simplified, but realistic treatment of inelasticity is also implemented. In the determination of
these form factors we also use chiral symmetry and QCD constraints at low and high energies
respectively. As a byproduct of the scalar form factor study we predict for the modulus of the
K∗0 (1430) decay constant a value of 32 ± 5 MeV. Our theoretical amplitudes go beyond the usual
two-body approach applied to decays such as B → K∗π and correctly accounts for the Kπ final-
state interaction both on and away from resonance peaks. A nonresonant background can be
isolated from the resonant one in our model as illustrated in Sec. IVB2, and compared to those
introduced by Belle as well as BaBar collaborations in their amplitude parametrization [6, 9, 11, 12].
A comparison between our resonant, nonresonant and interference term splitting and that of BaBar
was presented in Sec. VC.
Furthermore, our model correctly reproduces the enhancement of the decay distributions in the
low-mass region as observed in Figs. 5, 6, 8 and 9. This enhancement may be attributed to the
broad K∗0 (800) resonance which is present in the T -matrix that we use. As can be seen from Figs. 2
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and 13 the K∗0 (800) is responsible, in our model, for the behavior of our S-wave amplitude for mKpi
from threshold to about 1.2 GeV.
Our theoretical QCDF amplitude predicts branching fractions for the B → K∗(892) π and
B → K∗0 (1439) π decays too small by factors of about 5 and 2, respectively. The inclusion of
four complex phenomenological penguin parameters allows us to have a realistic model. These
parameters, common for B+, B−, B0 and B¯0 decays, have been fitted to numerous experimental
data, which includes 308 data for the Kπ effective mass and helicity angle distributions, four
B → K∗(892) π branching fractions, six direct CP violating asymmetries and the phase difference
between the B0 and B¯0 decay amplitudes to K∗(892) π. Our model reproduces rather well these
319 data with total χ2 of 551.5 corresponding to a χ2 per degree of freedom equal to 1.77. This
good reproduction of the data makes it possible to predict the B → (Kπ)S π and B → K∗0 (1430) π
branching fractions. We can obtain, without ambiguities, the pole contribution of the K∗0 (1430)
resonance. This contribution is smaller than the experimental determination by Belle (see Table V)
and BaBar [12] by factors of 2.3 and 1.4, respectively. The determination of these branching
fractions, within the isobar model is problematic since the resonance K∗0 (1430) is wide and the
nonresonant part difficult to assess. The non-uniqueness of the parametrization of the nonresonant
contribution leads to a large systematic uncertainty of the B → K∗0 (1430)π branching fraction as
seen in the Particle Data Tables [52]. In our approach, with a scalar form factor well constrained
by theory and experiments other than B-decays studies, we can describe the data over the mKpi
range from threshold to 1.8 GeV.
Therefore, to diminish ambiguities in data analyzes, we propose to use the following S-wave
amplitude parametrization for B → (Kπ)Sπ decays:
MS (mKpi) = fKpi0
(
m2Kpi
) ( c0
m2Kpi
+ c1
)
, (68)
which follows from Eq. (10). Here, c0 and c1 are constant complex parameters to be determined
through the Dalitz-plot analysis of a given B-meson decay. Upon request, we can provide a numer-
ical table for the scalar form factor fKpi0
(
m2Kpi
)
. To calculate the K∗0 (1430) resonance contribution,
one can replace, once the c0 and c1 parameters have been determined, f
Kpi
0
(
m2Kpi
)
by its pole part
fpole0
(
m2Kpi
)
given in Eqs. (45), (46) and (47).
The direct CP violating asymmetries and the time dependent CP asymmetries are related to
the not very well determined angle γ of the unitary triangle. Our amplitudes are sensitive to γ via
their dependence on λu (see Eqs. (10), (11), (14) and (15)). Precise measurements of the Dalitz
plot distributions could allow to constrain γ using our model.
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APPENDIX A: VERTEX AND PENGUIN CORRECTIONS FOR PS AND PV FINAL
STATES
Here we show how we calculate the next-to-leading order vertex and penguin corrections entering
the effective QCD amplitudes api (µ) of Eq. (31). We compute their values for PS and PV final
states, namely K∗0 (1430)π and K
∗(892)π. Let us first quote some general results from Ref. [13] for
the vertex correction terms Vi(M):
Vi(M) =
∫ 1
0
ΦM (x)
[
12 ln
mb
µ
− 18 + g(x)
]
dx (A1)
for i = 1, 4, 10 and
Vi(M) =
∫ 1
0
Φm(x) [−6 + h(x)] dx (A2)
if i = 6, 8, where ΦM and Φm are the leading-twist and twist-3 distribution amplitudes, respectively,
of the emitted meson. The integration is over the longitudinal meson-momentum fraction x. As in
Sec. III, M stands for the emitted meson that does not include the spectator quark. The functions
g(x) and h(x) are given in Eq. (38) of Ref. [13].
Light cone distribution amplitudes (LCDA) for scalar mesons were derived making use of QCD
sum rules [33]. We use these distributions to calculate vertex corrections for the case where M is
a K∗0 (1430). The leading twist Gegenbauer expansion for scalar mesons is given by [33]
ΦS(x) = 6x(1− x)
[
αS0 +
∞∑
n=1
αSn(µ)C
3/2
n (2x− 1)
]
, (A3)
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while the scalar twist-3 amplitude is Φs(x) = 1. Here, the α
S
n(µ) are related to the scalar Gegen-
bauer moments Bn(µ) by virtue of
αSn(µ) = µSB
S
n (µ) , µS =
mS
m2(µ)−m1(µ) , (A4)
with the quark masses m1 6= m2, as in the case of the K∗0 (1430), and where mS is the scalar
meson mass. The normalization condition
∫ 1
0 ΦS(x)dx = 1 yields B
S
0 = µ
−1
S and thus α
S
0 = 1 if the
small even Gegenbauer moments are neglected. With this, the vertex corrections to order αS3 for
a K∗0 (1430)π final state with M = K
∗
0 are given, for i = 1, 4, 10, by the Eq. (4.3) of Ref. [33] and
by Vi(K
∗
0 ) = −6 for i = 6, 8.
The leading twist LCDA for a vector meson M = V reads
ΦV (x) = 6x(1− x)
[
1 +
∞∑
n=1
αVn (µ)C
3/2
n (2x− 1)
]
, (A5)
which is given by the same expansion in Gegebauer polynomials C
3/2
n (2x− 1) as the one for pseu-
doscalar mesons ΦP (x) but with different moments α
V
n (µ). Thus, the vertex corrections Eq. (A1)
for a K∗(892)π final state where M = K∗, are given by the Eqs. (47) and (48) of Ref. [32] for
i = 1, 4, 10. Taking into account the twist-3 LCDA, Pn(x) being the usual Legendre polynomials,
Φv(x) = 3
∞∑
n=0
αVn⊥(µ)Pn+1(2x− 1), (A6)
we obtain the i = 6, 8 corrections as
Vi(K
∗) = (9− 6iπ)αK∗1⊥ +
(
19
6
− iπ
)
αK
∗
2⊥ , (A7)
where we have made use of the property
∫ 1
0 Φv(x)dx = 0.
At order αs, corrections from penguin contractions with the various operators Oi(µ) exist for
i = 4, 6 for QCD penguins and i = 8, 10 for electroweak penguins but not for i = 1. The expressions
for these contributions can be found in integral form in Ref. [13] for the B → PV decay in Eqs. (39)
to (46). We apply them using the latest results on Gegenbauer moments for the K∗(892) [59]. The
PS penguin corrections have the same expressions as those for PP final states [32] but one must
employ the LCDA introduced in Eq. (A3). Nonetheless, since even Gegenbauer moments are
suppressed, we take into account corrections up to α
K∗
0
3 (µ) as for the vertex corrections.
Finally, the input parameters entering our computation of the au,ci (µ) include the u-, s-, c- and
b-quark masses, the strong coupling constant αs and the Gegenbauer moments of the leading twist
and twist-three light cone distribution amplitudes for the scalar K∗0 (1430) and vector K
∗(892)
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TABLE VI: Next-to-leading order vertex and penguin corrections entering api (mb) [see Eq. (31)] for B →
K∗0 (1430)π and B → K∗(892)π decays. Note that there are no penguin corrections for i = 1.
B → K∗0 (1430)π B → K∗(892)π
Vertex Penguin Vertex Penguin
a1 0.011 + i 0.063 0.0 0.028 + i 0.014 0.0
au4 −0.001− i 0.005 −0.029− i 0.019 −0.002− i 0.001 0.004− i 0.014
ac4 −0.001− i 0.005 −0.037 + i 0.061 −0.002− i 0.001 −0.002− i 0.004
au6 −0.0004+ i 0 −0.003− i 0.014 0.001− i 0.001 −0.007− i 0.001
ac6 −0.0004+ i 0 −0.006− i 0.004 0.001− i 0.001 0.001 + i 0.011
au8 0.0 + i 0.0 0.0− i 0.0001 −0.00001+ i 0.00001 −0.0 + i 0.0
ac8 0.0 + i 0.0 0.0− i 0.0 −0.00001+ i 0.00001 −0.0 + i 0.0001
au10 0.0006 + i 0.0032 −0.0006− i 0.0001 0.0014 + i 0.0007 0.0002− i 0.0001
ac10 0.0006 + i 0.0032 −0.0007+ i 0.0003 0.0014 + i 0.0007 0.0002− i 0.0
mesons. We use the scale µ = mb with αs(mb) = 0.223. The corresponding values of the quark
masses have been given below Eq. (13). In order to calculate the Gegenbauer moments associated
with the LCDA of the scalar meson, we start from the values at µ = mb/2 from Table X of Ref. [33].
For the vector meson we use the recently determined moments αK
∗
i and α
K∗
i⊥ at µ = 1 GeV [59].
After evolution to the scale µ = mb, one obtains the following values: α1(K
∗
0 ) = 5.26, α3(K
∗
0 ) =
−8.24 for the scalar meson K∗0 (1430) and α1(K∗) = 0.018, α2(K∗) = 0.065, α1⊥(K∗) = 0.026,
α2⊥(K
∗) = 0.065 for the vector meson K∗(892). In Table VI, we give our results for the next-to-
leading order vertex and penguin corrections of Eq. (31) and from which are calculated the api (mb)
listed in Table I.
APPENDIX B: DETERMINATION OF THE S-WAVE T -MATRIX ELEMENTS
Below, we describe the determination of the S-wave T -matrix elements T11, T12 and T22, the
channel Kπ being labeled as 1 and Kη′ as 2.
1. Fit above the inelastic threshold
Precise experimental data on Kπ scattering is available [23, 44] and cover approximately the
range 0.9 <∼ mKpi <∼ 2.5 GeV. Experiment shows that inelasticity effectively sets in at the η′K
threshold and we make the assumption that it is saturated by the η′K channel. Above the inelastic
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threshold, the three components of the T -matrix, T11, T12 and T22 are needed in the unitarity
equations. A two-channel S-matrix which is unitary and satisfies time reversal invariance can
be parametrized, in terms of three observable quantities: two phase-shifts (δKpi, δKη′) and one
inelasticity parameter (ηKpi),
S =

 ηKpie2iδKpi √1− (ηKpi)2ei(δKpi+δKη′ )√
1− (ηKpi)2ei(δKpi+δKη′ ) ηKpie2iδKη′

 . (B1)
The relation between the partial-wave T and S matrices is
Smn = δmn + 4i
(
qm(s)qn(s)
s
) 1
2
Tmn, m, n = 1, 2 with s = (pK + ppi)
2 ≡ m2Kpi, (B2)
and where qi(s) is the center-of-mass momentum for channel i. A simple way to enforce unitarity is
to use a K-matrix type representation of the T -matrix. We take here the following representation
T−1 = K−1 − diag(J¯1(s), J¯2(s)), (B3)
where K must be real and symmetric and the functions J¯i(s), i = 1, 2 read:
J¯i(s) =
s
π
∫ ∞
si
ds′
s′(s′ − s)
2qi(s
′)√
s′
, (B4)
with s1 = (mK +mpi)
2 and s2 = (mK + mη′)
2. Following the approach of Ref. [26], we use the
following parametrization for the K-matrix:
Kij(s) =
gigj
M21 − s
+
hihj
M22 − s
+
aij + bijs
1 + (s/c)2
, (B5)
which includes two resonances and a background term. We determine the parameters by performing
a fit over an energy range, 1.25 ≤ mKpi ≤ 2.5 GeV. We used the experimental data of LASS [23],
who measured the phase and the modulus of the charged amplitude K+π− → K+π− combined
with the earlier measurements of Estabrooks et al. [44] of the isospin 3/2 component. The central
values of the parameters determined from the fit are as follows:
M1 = 1.454, g1 = 0.505, g2 = 1.651,
M2 = 1.988, h1 = 0.784, h2 = 1.144,
a11 = 2.371, a12 = 10.060, a22 = −43.946,
b11 = −1.345, b12 = −2.051, b22 = 14.538.
(B6)
All the above parameters are in units of GeV except for aij which are dimensionless and bij which
are in units of GeV−2. The energy cutoff parameter c is not fitted, it is set to c = 1 GeV2. The
number of data points is 70, the total χ2 is 205 and the number of parameters in this fit is 12.
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Figure 14 shows the comparison of the fit result with the experimental data of Ref. [23]. Using these
results, when t→∞, the phases and inelasticity parameters of the S-matrix satisfy: δKpi(∞) = 2π,
δKη′(∞) = 0 and ηKpi(∞) = 1.
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FIG. 14: Results of the K-matrix fit for the modulus, |a0|, and the phase, φ0, of the K+π− → K+π−
amplitude.
2. Below the inelastic threshold
a. Chiral symmetry constraints on T12
Chiral symmetry constrains scattering amplitudes which involve the η′ meson at low energy if
one combines chiral symmetry with the large Nc expansion [60]. We will use here a systematic
expansion scheme based on counting 1/Nc on the same footing as a chiral factor p
2 [47, 48]
δ ≡ p2 ∼ 1
Nc
. (B7)
At order δ of this expansion the Lagrangian contains three independent terms
Lδ = F
2
0
4
{
tr (DµUD
µU †) + tr (χ†U + U †χ)
}
− 1
2
M20 φ
2
0, (B8)
where U is a unitary matrix which contains a nonet of pseudoscalar meson fields φ0,...,φ8. At this
order, η − η′ mixing involves one angle θ and its value may be determined such that the physical
η mass is reproduced. This gives θ = −5.6◦ and the prediction for the mass of the η′ meson is too
large [61] (Mη′ ≃ 1.6 GeV). This problem is cured by going to the next order of this expansion.
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The Lagrangian at order δ2 contains eight independent terms
Lδ2 = L2tr (DµU †DνUDµU †DνU) + (L3 + 2L2)tr (DµU †DµUDνU †DνU)
+L5tr (DµU
†DµU(χ†U + U †χ)) + L8tr (χ
†Uχ†U + χU †χU †)
−iL9tr (FRµνDµUDνU † + FLµνDµU †DνU) + L10tr (U †FRµνUFµν L)
+k1Dµφ0D
µφ0 + ik2
F0√
6
φ0 tr (χ
†U − U †χ). (B9)
This Lagrangian involves the subset of the Gasser-Leutwyler [49] coupling constants Li which are of
leading order in Nc (the scale dependence shows up here at order δ
3) plus two additional couplings,
k1 and k2. At order δ
2, η − η′ mixing involves two angles θ0 and θ8,
φ8 =
1
λ8
(φη cos θ8 + φη′ sin θ8),
φ0 =
1
λ0
(−φη sin θ0 + φη′ cos θ0). (B10)
The factors λ0 and λ8 can be expressed in terms of L5, and the angles θ0, θ8 can be expressed
in terms of the chiral couplings L5, L8 and the physical meson masses mη, mη′ [47]. Using the
Lagrangian’s (B8) and (B9) a small calculation yields the scattering amplitude Kπ → Kη′. It can
be written in the following form:
TKpi,Kη′(s, t, u) = sin θ8 T8(s, t, u) + cos θ0 T0(s, t, u) + sin θ Ts(s, t, u) + cos θ Tc(s, t, u), (B11)
with
T8(s, t, u) = −
√
3
36f2pi
(−9t+ 8m2K +m2pi + 3m2η′),
T0(s, t, u) =
√
6
18f2pi
(2m2K +m
2
pi), (B12)
and
Ts(s, t, u) = L3
−1√
3f4pi
[−2(t− 2m2K)(t−m2η′ −m2pi)
+(s−m2pi −m2K)(s −m2η′ −m2K) + (u−m2pi −m2K)(u−m2η′ −m2K) ]
+L5
4
√
3
27f4pi
(m2K −m2pi)(8m2K +m2pi − 3m2η′)
+L8
−16√3
9f4pi
(m2K −m2pi)(2m2K +m2pi), (B13)
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Tc(s, t, u) = (L3 + 2L2)
2
√
6
3f4pi
[ (t− 2m2K)(t−m2η′ −m2pi)
+(s−m2pi −m2K)(s−m2η′ −m2K) + (u−m2pi −m2K)(u−m2η′ −m2K)]
+L5
−2√6
27f4pi
[ 9t(m2K −m2pi) + 31m2Km2pi + 3m2Km2η′ + 4m4K + 6m2η′m2pi − 8m4pi]
+L8
8
√
6
9f4pi
(8m2Km
2
pi + 2m
4
K −m4pi) + k˜2
√
6(2m2K +m
2
pi)
9f2pi
, (B14)
with k˜2 = k2 − k1/2. Projecting eq. (B11) on its l = 0 partial wave gives T12(s). Its value in
numerical form at the Kπ threshold s1 is at order (δ + δ
2):
T12(s1) = 0.32 sin θ8 + 0.28 cos θ0 + L2 (−470.5 cos θ)
+L3 (−156.8 cos θ + 14.5 sin θ) + L5 (−229.1 cos θ − 21.5 sin θ)
+L8 (161.4 cos θ − 169.3 sin θ) + k˜2 (0.56 cos θ). (B15)
The values of the couplings L5, L8 can be determined from the ratio of the decay constants fK/fpi
and the ratio of the quark masses 2ms/(mu +md) using the δ expansion up to order δ
2. Using,
for instance, the central values obtained from lattice QCD by the MILC collaboration [62] yields:
L5 ≃ 1.97 × 10−3 and L8 ≃ 0.87 × 10−3, while for the mixing angles one obtains θ0 ≃ −18.9◦ and
θ8 ≃ −3.03◦. Fitting the η and η′ masses in the δ expansion gives k˜2 ≃ 0.12 [47]. Finally, we need
the values of L2 and L3. In the ordinary chiral expansion, L
r
2(µ), L
r
3(µ) can be obtained either
from sum rules based on ππ scattering [49] or based on Kπ scattering [63, 64] or from data on Kl4
decay form factors [65, 66]. For illustration, let us adopt the values from [64] and identify L2, L3
with Lr2(µ), L
r
3(µ) at µ = mρ. This gives: L2 ≃ 1.3 × 10−3 and L3 ≃ −4.4 × 10−3 . We can now
deduce the value of the transition matrix element T12. At leading order one finds: T12(s1) ≃ 0.25,
while including next-to-leading order corrections one obtains: T12(s1) ≃ 0.15. Clearly, convergence
is not very fast but we can expect the order of magnitude to be reasonable. This result will serve
us in the construction of T12(s) in the unphysical region s ≤ (mK +mη′)2.
Finally, it is instructive to calculate the predictions for the values of the scalar form factor
components F1(0), F2(0) in this approach. A small calculation using the δ
2 Lagrangian gives
F1(0) = 1, F2(0) =
m2K −m2η′
m2K −m2pi
(
sin θ8 − 8
√
2(m2K −m2pi)
3f2pi
L5 cos θ0
)
≃ 0.71. (B16)
The deviation of F1(0) from 1 is proportional to (ms − mˆ)2 according to the Ademollo-Gatto
theorem [67]. In the δ expansion approach, the deviation shows up at order δ3 because it is
subleading in Nc. The value which we obtain for F2(0) at order δ
2 turns out to be very similar to
the one obtained in Ref. [26] in a somewhat different approach. The corrections to F2(0) of order
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δ3, however, have no reason to be particularly small. In fact, the value of F2(0) which we obtain
from the solutions of the Muskhelishvili-Omne`s equations solutions, using chiral constraints on the
component F1(t), is somewhat smaller than in Eq. (B16): F2(0) ≃ 0.52. An analogous result was
obtained in Ref. [26].
b. Determination of T11 and T12
Below the inelastic threshold, the two components T11 and T12 are needed in the unitarity
equations for the scalar form factors. At first, let us look at T11. At low energies, mKpi <∼ 0.9
GeV, Kπ → Kπ scattering (analogously to ππ → ππ scattering) is constrained by Roy-Steiner
equations [68] which result from combining dispersion relations and crossing symmetry with elastic
unitarity. We will use the results obtained from a recent re-analysis of such equations [64]. In the
energy range 0.9 ≤ mKpi ≤ 1.25 GeV we also use the fit performed in that reference of the Kπ
elastic phase shift.
There remains to discuss the Kπ → Kη′ transition matrix element T12 in the unphysical region.
For this purpose, we may use a simple method which exploits the fact that the phase, δ12, of T12 is
known for all values of the energy. Indeed, it is identical with the elastic phase below the inelastic
threshold by Watson’s theorem and equal to δKpi + δKη′ above because of two-channel unitarity.
One can then compute the Omne`s function:
Ω12(s) = exp
[
s
π
∫ ∞
s1
ds′
s′(s′ − s) δ12(s
′)
]
, (B17)
and study ψ(s) = Ω−112 (s)T12(s). The function ψ(s) has no right-hand cut since Imψ(s) vanishes
in the range (mK +mpi)
2 ≤ s ≤ ∞. Therefore, over a finite interval, we can approximate ψ(s) by
a polynomial. In practice, we use a polynomial of degree two and deduce the three parameters of
the polynomial from the known values of ψ(s) at three points, s = s1, s2 and s3 = (1.8)
2 GeV2.
The value at the Kπ threshold s1 is (approximately) known from the discussion above using the
δ expansion, while the values at s2 and s3 are known from the K-matrix fit. The result obtained
in this manner for the modulus of T12 is displayed in Fig. 15. This completes the determination of
the three matrix elements Tij(s) in the energy region where they are needed in Eqs. (35) and (36).
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FIG. 15: Absolute value of the T -matrix element T12(s). In the region s ≥ (mK +mη′) it is obtained from
the K-matrix fit, and in the region s ≤ (mK +mη′) it is computed by a polynomial approximation using
the Omne`s function as discussed in the text.
APPENDIX C: DETERMINATION OF THE DECAY CONSTANTS fK∗
0
AND fK∗ IN
THE COMPLEX POLE APPROACH
In this appendix, we quote the results for the decay constants fK∗
0
and fK∗ which are asso-
ciated with matrix elements involving the scalar meson K∗0 (1430) and the vector meson K
∗(892)
respectively, in the complex pole approach. For the decay constant fK∗
0
, let us use the definition
proposed by Maltman [69]:
〈0|Jsu(x)|K∗0 (p)〉 = fK∗0 m2K∗0 exp(−ipx) (C1)
with Jsu(x) = ∂µs¯(x)γ
µu(x). We introduce the two-point correlation function associated with this
current:
Πus(t) = i
∫
d4x exp(ipx)〈0|T [Jsu(x)(Jsu)†(0)]|0〉. (C2)
Using (C1), the contribution of the K∗0 (1430) to this correlation function, if it were a stable state,
would be:
Πus(t)|K∗
0
(1430) =
m4K∗
0
f2K∗
0
m2K∗
0
− t . (C3)
In reality, the K∗0 (1430) is a resonance and it shows up as a pole of Π
us(t) on the second Riemann
sheet. By analogy with Eq. (C3), we can identify the decay constant fK∗0 from the residue of the
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pole (which implies that it is a complex number). As before, in order to define the extension to
the second sheet we consider the discontinuity of the function Πus(t) along the real axis:
Πsu(t+ iǫ)−Πsu(t− iǫ) = − 3
16π
(m2K −m2pi)2σKpi(s+ iǫ)f0(s+ iǫ)f0(s− iǫ) (C4)
for t real and lying in the range between the Kπ and the Kη′ thresholds. The factor 3 comes from
summing over the two possible charge states of the Kπ system. From Eq. (C4), one deduces that
the extension to the second sheet must be defined as follows:
ΠsuII (t) = Π
su(t) +
3σKpi(t)(m
2
K −m2pi)2 (f0(t))2
16π(1 − 2σKpi(t)T S11(t))
. (C5)
We recognize again here the denominator function D(t) which has a zero at t = t0. We can identify
the residue of the pole at t = t0 with Eq. (C3), replacing m
2
K∗
0
by (t0)
2. The following expression
for fK∗
0
results:
(fK∗
0
)2 = −3(m
2
K −m2pi)2
16π(t0)2α
σKpi(t0)(f0(t0))
2. (C6)
Numerically, using the preceding results Eqs. (46) and (47) we obtain for the fK/fpi = 1.193,
fK∗0 = (31.3 + i 7.6) MeV. (C7)
The result is quasi real and comparable with the value obtained by Maltman [69], fK∗
0
= 42.2 MeV.
Varying fK/fpi one obtains:
fK∗0 = (36.7 + i 7.5) MeV if
fK
fpi
= 1.203 and
fK∗
0
= (25.8 + i 9.9) MeV if
fK
fpi
= 1.183. (C8)
Let us now present the analogous results for the vector form factor fKpi1 (t) and the K
∗(892)
resonance. We want now to identify the decay constant fK∗ associated with the vector meson
K∗(892), which may be defined as
〈0|jsuµ (x)|K∗+(p)〉 = fK∗ exp(−ipx) (C9)
with jsuµ (x) = s¯(x)γµu(x). For this purpose, we investigate the correlation function
Πµν(q) = i
∫
d4xeiqx〈0|T (jsuµ (x)jusν (0))|0〉 = (qµqν − q2gµν)Π1(q2) + qµqνΠ0(q2). (C10)
The discontinuity along the Kπ elastic cut of Π1(q
2) reads:
Π1(t+ iǫ)−Π1(t− iǫ) = − 1
4πt
σKpi(t+ iǫ)q
2
Kpi(t+ iǫ)f
Kpi
1 (t+ iǫ)f
Kpi
1 (t− iǫ), (C11)
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which allows, as before, to obtain the definition on the second sheet
(Π1(t))
II = Π1(t) +
σKpi(t)
(
qKpi(t)f
Kpi
1 (t)
)2
4πt(1 − 2σKpi(t)q2Kpi(t)TP11(t))
. (C12)
One then identifies the pole in this expression with the one generated by a stable K∗ using (C9),
which, finally, gives fK∗ in terms of the vector form factor f
Kpi
1
f2K∗ = −
σKpi(t
pole
1 )
(
qKpi(t
pole
1 )f
Kpi
1 (t
pole
1 )
)2
4πtpole1 β
. (C13)
Numerically, inserting the values for tpole1 , f
Kpi
1 (t
pole
1 ) and β (see Eqs. (63)) gives
fK∗ ≈ (213.9 − i 13.6) MeV. (C14)
The modulus of this decay decay constant, 214.3, is close to the value fV = 218 MeV we use in
the P -wave amplitudes (see Eqs. (10) and (15)).
APPENDIX D: EFFECTIVE DECAY CONSTANTS AND TWO-BODY AMPLITUDES
B− → K¯∗0
0
(1430)pi− AND B− → K¯∗0(892)pi−
We shall discuss below the case of B− → K¯∗00 (1430)π− decays. It can be easily generalized to
decays of other B mesons. For the two body B− → K¯∗00 (1430)π− decay mode the branching B2S
can be written in terms of the two body amplitude M−2S ,
B2S = |M−2S |2
|pK¯∗
0
|
8πM2BΓB−
, (D1)
where |pK¯∗
0
| is the modulus of the K¯∗0 (1430) momentum in the B− rest frame:
|pK¯∗
0
| = 1
2MB−
√[
M2B −
(
mK¯∗
0
+mpi
)2] [
M2B −
(
mK¯∗
0
−mpi
)2]
, (D2)
mK¯∗
0
being the K¯∗0 (1430) mass. In the vicinity of mK−pi+ = mK¯∗0 the two body amplitude M
−
2S is
related to the three-body one M−S [Eq. (10)],
M−S =M−2S ΓSK¯∗0
0
→K−pi+(mK−pi+). (D3)
The vertex function ΓS can be expressed in terms of the scalar form factor fK
−pi+
0 (m
2
K−pi+) defined
in Eq. (7):
ΓSK¯∗0
0
→K−pi+(mK−pi+) =
1
fK¯∗
0
(1430)
m2K −m2pi
m2
K−pi+
fK
−pi+
0 (m
2
K−pi+). (D4)
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In this equation fK¯∗
0
(1430) represents the not very well known K¯
∗
0 (1430) decay constant (see Ap-
pendix C and also Ref. [33]). If themK−pi+ effective mass is far from the resonance massmK¯∗0 then,
as one can see from Eq. (10), the relations (D3) and (D4) cannot be used anymore, in particular,
close to the Kπ threshold and for mKpi ≫ mK¯∗
0
(1430).
Integration of
dB−
dmK−pi+
[Eq. (24)] over the mK−pi+ range from mmin to mmax, where the
K¯∗0 (1430) dominates, gives for the process B
− → (K−π+)Sπ− the branching fraction
B3S =
∫ mmax
mmin
dB−S
dmK−pi+
dmK−pi+ =
|M−2S |2
4(2π)3M3BΓ
−
B
∫ mmax
mmin
dmK−pi+ mK−pi+ |ppi+ | |ppi− | |ΓSK¯∗0
0
→K−pi+(mK−pi+)|2. (D5)
The branching ratios B2S and B3S are simply related by
B3S = bB2S (D6)
where b =
2
3
0.93 is the secondary branching fraction for the decay K¯∗0 (1430) → K−π+ [52]. Using
Eqs. (D1), (D4) and (D5), one obtains for the modulus square of the effective decay constant
f eff
K¯∗
0
(1430)
,
|f eff
K¯∗
0
(1430)
|2 =
(
m2K −m2pi
)2
b(2π)2MB |pK¯∗
0
|
∫ mmax
mmin
dmK−pi+m
−3
K−pi+
|ppi+ | |ppi− ||fK
−pi+
0 (m
2
K−pi+)|2. (D7)
The knowledge of the scalar form factor allows one to calculate this effective decay constant.
Integration over the range mmin 6 mKpi 6 mmax with mmin = 1 GeV and mmax = 1.76 GeV gives
|f eff
K¯∗
0
(1430)
| = 31 MeV. This value is close to that of the decay constant calculated using the pole
part of the scalar form factor, |fK¯∗
0
(1430)| = 32 MeV [see Eq. (C7)]. This agreement is expected as,
in the mKpi range (1, 1.76) GeV, the K¯
∗
0 (1430) pole part dominates (see e.g. Fig. 13).
The two-body B− → K¯∗0(892)π− decay amplitude, M−2P , can be expressed in terms of the
three-body one M−P [Eq. (11)],
M−P = 2 M−2P ΓPK∗→K−pi+(mK−pi+). (D8)
The vertex function ΓP is related to the vector form factor fK
−pi+
1 (m
2
K−pi+) defined in Eq. (7):
ΓPK∗→K−pi+(mK−pi+) =
1
mK∗fK∗
fK
−pi+
1 (m
2
K−pi+), (D9)
wheremK∗ and fK∗ are K
∗(892) mass and the decay constant, respectively. The two-body branch-
ing fraction for the B− → K¯∗0(892)π− decay is
B2P = |M−2P |2
|pK∗ |3
8πm2K∗ΓB−
, (D10)
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where |pK∗| is the modulus of the K∗(892) momentum in the B− rest frame. It can be cal-
culated from Eq. (D2) replacing mK¯∗
0
by mK∗. The three-body branching fraction B3P for
B− → K¯∗0(892)π−, K¯∗0 → K−π+ is obtained by integration of the P -wave part of the effec-
tive mass distribution [see Eq. (24)] from mPmin to m
P
max, covering the range where the K
∗(892)
resonance dominates,
B3P =
∫ mPmax
mP
min
dB−P
dmK−pi+
dmK−pi+ =
|M−2P |2
3(2π)3M3BΓ
−
B
∫ mPmax
mP
min
dmK−pi+ mK−pi+ |ppi+ |3 |ppi− |3 |ΓPK∗→K−pi+(mK−pi+)|2. (D11)
Now B3P = (2/3)B2P , where the factor 2/3 is the secondary branching fraction for the decay
K¯∗0(982) → K−π+. As previously for the case of the K∗0 (1430), taking into account the limited
range of mKpi between m
P
min and m
P
max and using Eqs. (D9), (D10) and (D11), one obtains the
modulus square of the effective decay constant f effK∗
|f effK∗ |2 =
1
2π2 M3B |pK∗ |3
∫ mPmax
mP
min
dmK−pi+ mK−pi+|ppi+ |3 |ppi− |3|fK
−pi+
1 (m
2
K−pi+)|2. (D12)
Integration from 0.82 to 0.97 GeV, range where the K∗(892) dominates, gives |f effK∗ | = 194 MeV.
This value compares well with the decay constant calculated from the pole part of the vector form
factor, |fK∗| = 214 MeV [see Eq. (C14]. A larger range of integration will improve the agreement.
In the limit of infinite MB mass and of zero width K
∗(892), the effective decay constant equals
fK∗.
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