We deduce exact formulas for polynomials representing the Lucas logarithm and prove lower bounds on the degree of interpolation polynomials of the Lucas logarithm for subsets of given data.
Introduction
Computationally difficult number theoretic problems as the discrete logarithm problem or the integer factoring problem play a fundamental role in public key cryptography. The Diffie-Hellman key exchange depends on the intractability of the discrete logarithm problem and the RSA cryptosystem is based on the hardness of the integer factoring problem (see e.g. [23, Chapter 3] ). Smith and Skinner [32] proposed an analog of the Diffie-Hellman key exchange called Lucdif which uses Lucas sequences modulo a prime and depends on the intractability of the Lucas problem defined below.
H. Aly, A. Winterhof / Finite Fields and Their Applications ( ) -

ARTICLE IN PRESS
In the monograph [30] (or its predecessor [29] ) and the series of papers [4,5,7-9, 11-14,17-22,26-28,33-35] several results on discrete logarithm problem and DiffieHellman problem supporting the assumption of their hardness were proven. In particular, in [26] an exact polynomial representation of the discrete logarithm in a finite field was deduced (see also [27] for a short proof) and in [4, 28, 34] it was shown that there are no low degree interpolation polynomials of the discrete logarithm for a large set of given data. Similar results on interpolation polynomials of functions related to integer factoring problem and RSA were obtained in [1] . In the present paper, we prove analog results for the Lucas logarithm defined as follows.
Let p be an odd prime and F p the finite field of order p. For a fixed element m ∈ F p we consider the following second-order linear recurrence relation over F p :
The sequence (V t (m)), t = 0, 1, . . . , is called Lucas sequence generated by m and the mapping t → V t (m), t 0, is called Lucas function. It can be easily verified that
where and −1 are the roots of the characteristic polynomial f (X) = X 2 − mX + 1 of (1) (see [10, 15] ). The roots and −1 are given by
In addition, and −1 are both in F p if m 2 − 4 is a quadratic residue modulo p or zero and in F p 2 \ F p otherwise. Given any m ∈ F p and z = V t (m) with unknown integer t, the problem of finding t is called the Lucas (logarithm) problem to the base m (see [2, 16, 24, 25, 31] 
In Section 3, we determine the coefficients of the unique polynomial P (X) ∈ F p [X] of degree at most p − 1 with P (x) = Luc(x) for all x ∈ F p . In particular, we show that P (X) has the largest possible degree p − 1 and at least (p + 1)/2 − (3(p − 1)/2) 2/3 /2 nonzero coefficients. In Section 4, we prove lower bounds on the degree of polynomials P (X) with P (x) = Luc(x) for all x ∈ S of a proper subset S of F p .
In [2, 10] it was shown that the Lucas problem and the discrete logarithm problem in F p 2 are computationally equivalent. Hence, the investigations of this paper are not only interesting in view of cryptosystems depending on the Lucas problem but also in view of cryptosystems depending on the discrete logarithm problem in finite fields.
Preliminary results
The definition of Luc is based on the following lemma.
Lemma 1. For
i = 0, 1, . . . , p − 1 let x i be defined by (2). Then we have x i = x j for 0 i < j p − 1.
Proof. Note that x i = 0 if and only if either
For fixed h ∈ F * p the quadratic equation g 2 − (h + h −1 )g + 1 = 0 has exactly the solutions g = h and h −1 . Hence, for any two elements h, g ∈ F * p we have g + g −1 = h + h −1 if and only if either g = h or h −1 .
First assume
Similarly, we see that
Finally,
In particular, j has to be divisible by (p + 1)/2 in contradiction to 1 j (p − 1)/2.
Next we prove a well-known result on power sums needed in Section 3.
Lemma 2.
With the convention 0 0 = 1 we have 
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Proof. For k = 0 the result is trivial and for k ≡ 0 mod p − 1, it follows by
which completes the proof.
The following lemma is needed in Section 4.
Lemma 3.
For z ∈ F p we have either
and the result follows. 
Polynomial representations
Now our objective is to find the unique polynomial P (X) ∈ F p [X] of degree at most p − 1 which satisfies Luc(x i ) = P (x i ) for 0 i p − 1.
Put P (X) = a 0 + a 1 X + · · · + a p−1 X p−1 with a i ∈ F p for 0 i p − 1.
Proposition 4. The coefficients of P (X) are given by
where j = 1 if j = 0 and j = 0 if j = 0. In particular, we have
and
Proof. By Lemma 2 the inverse V −1 of the matrix V = (x i j ) ij , 0 i, j p − 1, is
Then we have and p ≡ −1 mod 4 and since
we get the formula for a 0 . Moreover, we get immediately
and the formula for a p−1 follows.
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Now we simplify the formulas.
Theorem 5. Let j be any integer with
if j is even, and
Proof. For j = 0 we have
where
We have
and Then we get
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Note that the cases j + 2l ≡ 0 mod (p − 1) and j + 2l 
if j is even and For example the theorem implies after simple calculations
In both cases when j is odd and when j is even some coefficients a j can be zero. For example for p = 5 we may choose b = 2 and = − , where is a zero of the polynomial X 2 + X + 1. Then we can easily determine
In particular, we have a 3 = 0. Moreover, for p = 13 we have a 8 = 0. However, we can show that almost all a j with even j are nonzero.
Corollary 6.
The number of even integers j with a j = 0, 0 j p − 1, is at least
Proof. The condition a j = 0 with even 2 j p − 3 is equivalent to
From [6, Lemma 5] the number of solutions of this congruence is at most
and the result follows since a 0 and a p−1 are not zero.
Interpolation
Now we consider interpolation polynomials describing Luc only for subsets of F p . 
Proof. Since otherwise the result is trivial we may assume that |S| 3 and thus f is not constant. Let R be the set of all x ∈ F p with
Then |R| p − 2s. By Lemma 3 one of the polynomials 
Final remarks
For each positive integer t and a ∈ F p the Dickson polynomial V t (x, a) is defined by For the case a = 0 (the discrete logarithm case) we know that all coefficients of the polynomial representing the discrete logarithm are nonzero. Moreover, we have a lower bound on the number of nonzero coefficients even for interpolation polynomials. We consider finding lower bounds on this number in the case a = 1 to be an interesting research problem. 
