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Abstract
Human-Robot Interaction (HRI) is defined as the study of interactions between
humans and robots: it involves several different disciplines like computer science,
engineering, social sciences and psychology. For HRI, the perceptual challenges
are particularly complex, because of the need to perceive, understand, and re-
act to human activity in real-time. The main key aspects of the perception are
multimodality and attention. Multimodality allows humans to move seamlessly
between different modes of interaction, from visual to voice to touch, according
to changes in context or user preference, while attention is the cognitive process
of selectively concentrating on one aspect of the environment while ignoring other
things.
Multimodality and attention play a fundamental role in HRI also. Multimodality
allows robot to interpret and react to various humans’ stimuli (e.g. gesture, speech,
eye gaze) while, on the other hand, implementing attentional models in robot
control behavior allows robot to save computational resources and react in real
time by selectively processing the salient perceived stimuli.
The intention of this thesis is to present novel methods for human gestures recog-
nition including pointing gestures, that are fundamental when interacting with
mobile robots, and a robot attentional regulation mechanism that is speech driven.
In the context of continuous gesture recognition the aim is to provide a system
that can be trained online with few samples and can cope with intra user variabil-
ity during the gesture execution. The proposed approach relies on the generation
of an ad-hoc Hidden Markov Model (HMM) for each gesture exploiting a direct
estimation of the parameters. Each model represents the best prototype candidate
from the associated gesture training set. The generated models are then employed
within a continuous recognition process that provides the probability of each ges-
ture at each step. A pointing gesture recognition computational method is also
presented, such model is based on the combined approach a geometrical solution
and a machine learning solution.
Once the gesture recognition models are described, a human-robot interaction
system that exploits emotion and attention to regulate and adapt the robotic in-
teractive behavior is proposed. In particular, the system is focused on the relation
between arousal, predictability, and attentional allocation considering as a case
study a robotic manipulator interacting with a human operator.
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Chapter 1
Introduction
1.1 Motivation
Human-robot interaction (HRI) is the interdisciplinary study of interaction dy-
namics between humans and robots. Researchers and practitioners specializing in
HRI come from a variety of fields, including engineering (electrical, mechanical,
industrial, and design), computer science (human-computer interaction, artificial
intelligence, robotics, natural language understanding, and computer vision), so-
cial sciences (psychology, cognitive science, communications, anthropology, and
human factors), and humanities (ethics and philosophy).
As stated in [1], robots are poised to fill a growing number of roles in today’s
society, from factory automation to service applications to medical care and en-
tertainment. While robots were initially used in repetitive tasks where all human
direction is given a priori, they are becoming involved in increasingly more com-
plex and less structured tasks and activities, including interaction with people
required to complete those tasks. This complexity has prompted the entirely new
endeavor of Human-Robot Interaction (HRI), the study of how humans interact
with robots, and how best to design and implement robot systems capable of
accomplishing interactive tasks in human environments. The fundamental goal
of HRI is to develop the principles and algorithms for robot systems that make
1
2them capable of direct, safe and effective interaction with humans. Many facets
of HRI research relate to and draw from insights and principles from psychology,
communication, anthropology, philosophy, and ethics, making HRI an inherently
interdisciplinary endeavor.
The study of HRI contains a wide variety of challenges, some of them of basic
research nature, exploring concepts general to HRI, and others of domain-specific
nature, dealing with direct uses of robot systems that interact with humans in
particular contexts. Real-time perception and dealing with uncertainty in sensing
are some of the most enduring challenges of robotics. For HRI, the perceptual
challenges are particularly complex, because of the need to perceive, understand,
and react to human activity in real-time. The main key aspects of the perception
are multimodality and attention. Multimodality allows humans to move seamlessly
between different modes of interaction, from visual to voice to touch, according
to changes in context or user preference, while attention is the cognitive process
of selectively concentrating on one aspect of the environment while ignoring other
things.
Multimodality and attention play a fundamental role in HRI also. Multimodality
allows robot to interpret and react to various humans’ stimuli (e.g. gesture, speech,
eye gaze) while, on the other hand, implementing attentional models in robot
control behavior allows robot to save computational resources and react in real
time by selectively processing the salient perceived stimuli.
The main motivation for this thesis is the refinement of Human-Robot interaction
mechanisms by empowering them to take into account gestures performed by the
human in a flexible, fast and natural way and by the means of an attentional
control architecture that enables the robot to quickly react to the users’ stimuli.
31.2 The SAPHARI European Project
This thesis takes place in the context of the European project SAPHARI.
Recent progress in physical Human-Robot Interaction (pHRI) research showed
in principle that human and robots can actively and safely share a common
workspace. The fundamental breakthrough that enabled these results was the
human-centered design of robot mechanics and control. This made it possible to
limit potential injuries due to unintentional contacts. Previous projects, in partic-
ular the PHRIENDS project in which a part of the consortium has been involved,
provided remarkable results in these directions, constituting the background foun-
dation for this proposal.
Inspired by these results, SAPHARI will perform a fundamental paradigm shift in
robot development in the sense that the human is placed at the centre of the entire
design. The project will take a big step further along the human-centered roadmap
by addressing all essential aspects of safe, intuitive physical interaction between
humans and complex, human-like robotic systems in a strongly interconnected
manner.
While encompassing safety issues based on biomechanical analysis, human-friendly
hardware design, and interaction control strategies, the project will develop and
validate key perceptive and cognitive components that enable robots to track, un-
derstand and predict human motions in a weakly structured dynamic environment
in real-time.
SAPHARI will equip robots with the capabilities to react to human actions or
even take the initiative to interact in a situation-dependent manner relying on
sensor based decisions and background knowledge.
Apart from developing the necessary capabilities for interactive autonomy, the goal
is also to tightly incorporate the human safety also at the cognitive level. This
4will enable the robots to react or physically interact with humans in a safe and
autonomous way. Keeping in mind the paradigm to "design for safety and control
for performance", research developments will be pursued in several areas, starting
with the fundamental injury mechanisms of humans cooperating with robots. The
analysis will be first carried out for stiff robots and then extended to variable stiff-
ness actuation systems in terms of safety, energy, and load sustainability. Biome-
chanical knowledge and biologically motivated variable compliance actuators will
be used to design bimanual manipulation systems that have design characteristics
and performance properties close to humans. Real-time task and motion planning
of such complex systems requires new concepts including tight coupling of control
and planning that lead to new reactive action generation behaviours.
Safe operation will be enforced in mobile manipulation scenarios with large workspaces
by smart fusion of proprioceptive and exteroceptive sensory information, sensor-
based task planning, human gestures and motion recognition and learning, and
task-oriented programming, including configuration and programming of safety
measures.
Finally, self explaining interaction and communication frameworks will be devel-
oped to enhance the system usability and make the multimodal communication
between human and robot seamless.
The project focuses on two industrial use cases that explicitly contain deliberate
physical interaction between a human and a robot co-worker, as well as on profes-
sional service scenarios in hospitals, in which medical staff and an assisting robot
interact closely during daily work. These prototypical applications will pave the
way towards new and emerging markets, not only in industry and professional
services, but possibly also in household robots, advanced prostheses and rehabili-
tation devices, teleoperation, and robotic surgery. Generally, results of this project
are expected to strongly impact all applications where interactive robots can assist
humans and release them from dangerous or routine tasks.
5Figure 1.1: SAPHARI Project goals.
1.3 Thesis Scope and Objectives
The main focus of this work is on studying human communication to derive ac-
curate models for gesture recognition, which ultimately inform the robot on how
to react to human intentions. In addition, a second focus is on the robot atten-
tional regulation through gestures and speech. Accordingly, this work affects many
research areas. The original contribution of this thesis is a description of fast, sim-
ple and reliable method for human gesture recognition and interpretation through
attentional regulation. Following this research program, the following challenges
have been identified:
1. Fast and reliable models for human gesture recognition.
2. Accurate model for human pointing
63. Computationally light methods for attentional robot control through ges-
tures and speech.
The four main contributions of this thesis are detailed in the following sections.
Gesture recognition
This thesis aims at developing models for fast and reliable human continuous
gestures recognition that can be easily adapted to the user with a very limited
training session. For this, a model for continuous dynamic gesture recognition is
constructed and implemented. Dynamic gestures recognition aims to solve the
problem of what is the user trying to describe.
Human pointing
Considering that pointing gestures recognition requires a completely different ap-
proach from classical gesture recognition, a separated model for such gestures is
provided. Pointing gestures recognition deals with the problem of finding where
the user’s attention directed to.
Robot attentional control
Once that the user’s intentions are recognized a method for robot’s response based
on attentional and adaptive behavior regulation is proposed. That method has
the capability of adapting robot’s behaviors to the rate of change of both the
environment and its internal states reducing the computational costs of input
processing.
71.4 Thesis Structure
Human-Robot interaction through gestures has been observed and modeled by
several scientific disciplines and thus the Chapter 2 summarizes and interdisci-
plinary review in the field and some technical aspects.
Chapter 3 addresses the problem of the gesture recognition as a classification
problem. This chapter describes and extensive study on a flexible gesture recogni-
tion approach capable of providing a continuous recognition with a good accuracy
and a small training set. For the analysis and recognition of gestures an ad-hoc
created Hidden Markov Model is described. The results are validated through
three case studies: a letter recognition case study, a case study conducted on a
MRSC-12 dataset and a robotic case study.
Deictic gesture is investigated in Chapter 4. A computational model for deictic
gesture recognition is described. Such model is based on two solutions: a geo-
metrical solution and a regression analysis solution. In the end of the chapter an
integration mechanism for multimodality in deixis is described.
Chapter 5 explores the interplay between attentional and emotional regulation
in human-robot interaction. More specifically, an architecture is defined where
attention allocation and emotional processes can influence the robotic interactive
behavior adapting it to the human emotions, intentions, and expectations.

Chapter 2
Interdisciplinary Background
This chapter covers the main topics related to HRI as stated in the literature: the
first part of this chapter provides an overview of the non-verbal communication
focusing on gestures. The following parts describe linked topic like, social deixis,
manual pointing, gaze pointing and speech relation and the main technologies
available. The last part of the chapter concentrates on social robotics, robot
behavior and attentional regulation.
2.1 Non verbal communication
According to [2] more than 65% of human communication is non-verbal. In our
everyday life we respond to several non-verbal cues and behaviors like postures,
eye gaze, facial expression and tone of voice.
The first scientific research on nonverbal communication and behavior starts with
The Expression of the Emotions in Man and Animals of Charles Darwin and
nowadays there are an abundance of research on the types, effects and expression
of unspoken communication and behavior.
9
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As stated in [3] research has identified several different types of nonverbal com-
munication:
• Facial expression.
Facial expressions are responsible for a huge proportion of nonverbal commu-
nication. While nonverbal communication and behavior can vary dramati-
cally between cultures, the facial expressions for happiness, sadness, anger
and fear are similar throughout the world.
• Gestures.
Deliberate movements and signals are an important way to communicate
meaning without words. Common gestures include waving, pointing, and
using fingers to indicate numeric amounts. Other gestures are arbitrary and
related to culture.
• Paralinguistic.
Paralinguistics refers to vocal communication that is separate from actual
language. This includes factors such as tone of voice, loudness, inflection
and pitch. The tone of voice can have powerful effect on the meaning of
a sentence. When said in a strong tone of voice, listeners might interpret
approval and enthusiasm. The same words said in a hesitant tone of voice
might convey disapproval and a lack of interest.
• Body language and posture.
Posture and movement can also convey a great deal on information. Research
on body language has grown significantly since the 1970’s, but popular media
have focused on the over-interpretation of defensive postures, arm-crossing,
and leg-crossing, especially after the publication of Julius Fast’s book Body
Language. While these nonverbal behaviors can indicate feelings and at-
titudes, research suggests that body language is far more subtle and less
definitive that previously believed.
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• Proxemics.
People often refer to their need for personal space, which is also an important
type of nonverbal communication. The amount of distance we need and the
amount of space we perceive as belonging to us is influenced by a number of
factors including social norms, situational factors, personality characteristics
and level of familiarity.
• Eye gaze.
Looking, staring and blinking can also be important nonverbal behaviors.
When people encounter people or things that they like, the rate of blinking
increases and pupils dilate. Looking at another person can indicate a range
of emotions, including hostility, interest and attraction.
• Haptics.
Communicating through touch is another important nonverbal behavior.
There has been a substantial amount of research on the importance of
touch in infancy and early childhood. Harry Harlow’s classic monkey study
demonstrated how the deprivation of touch and contact impedes develop-
ment. Touch can be used to communicate affection, familiarity, sympathy
and other emotions.
• Appearance.
Our choice of color, clothing, hairstyles and other factors affecting appear-
ance are also considered a means of nonverbal communication. Research on
color psychology has demonstrated that different colors can evoke different
moods. Appearance can also alter physiological reactions, judgments and
interpretations. Just think of all the subtle judgments you quickly make
about someone based on his or her appearance. These first impressions are
important, which is why experts suggest that job seekers dress appropriately
for interviews with potential employers.
12
2.2 Gestures in Human Communication
As reported in the Oxford Concise dictionary a gesture is a movement of a limb or
the body as an expression of thought or feeling. Nevertheless not every movement
is gesture. It’s important to distinguish what movements probably are gestures,
and which probably are not.
In [4] Kendon conducted a study to find out "...whether or not people did consis-
tently recognize only certain aspects of action as belong to gesture." The following
summarizes his main observations:
Kendon’s [4] sees the following types of actions:
• Limb movements: where the limb lifted sharply from the body, and sub-
sequently returned to the same position from which it started;
• Head movements: such as rotations or up-down movements if rapid or
repeated, and if not leading the head to be held to a new position, and if
not done in coordination with eye movements;
• Movements of the whole body: regarded as gesture if it was seen as re-
turning to the position from which it began, and not resulting in a sustained
change in spatial location or bodily posture.
• Movement involving the manipulation of an object: manipulations
such as changing the position of an object were never seen (by subjects) as
expression.
Kendon’s definition of gesture: "The word ’gesture’ serves as a label for that
domain of visible action that participants routinely separate out and treat as
governed by an openly acknowledged communicative intent." [5].
13
2.3 Gestures Taxonomy
Gestures can be classified according to their function. In [6] functions are used to
group gestures into three types:
• semiotic: those used to communicate meaningful information.
• ergotic: those used to manipulate the physical world and create artifacts
• epistemic: those used to learn from the environment through tactile or
haptic exploration
In this thesis we are primarily interested in how gestures can be used to commu-
nicate with a robot so we will be mostly concerned with semiotic gestures. These
can further be categorized according to their functionality. A useful taxonomy of
gestural types is one offered by [7] (see Figure 2.1):
• Symbolic gestures: These are gestures that, within each culture, have come
to have a single meaning. An Emblem such as the "OK" gesture is one
such example, however American Sign Language gestures also fall into this
category.
• Deictic gestures: These are the types of gestures most generally seen in HRI
and are the gestures of pointing, or otherwise directing the listeners attention
to specific events or objects in the environment. They are the gestures made
when someone says "Move over there".
• Iconic gestures: As the name suggests, these gestures are used to convey
information about the size, shape or orientation of the object of discourse.
They are the gestures made when someone says "the two car was parked like
this", while aligning their hand like the position of the car in the parking .
14
• Pantomimic gestures: These are the gestures typically used in showing the
use of movement of some invisible tool or object in the speaker’s hand.
Figure 2.1: Human gesture taxonomy.
The very first consideration that can be made from the gesture taxonomy men-
tioned above is that while symbolic and pantomimic gestures can be treated, in the
gesture recognition context, as a classification problem iconic and deictic gestures
must be treated as a regression problem due to the fact that these gestures refer
to a quantity that have to be estimated (the position of the object pointed by
the gesture). In this thesis we are interested in symbolic gestures for continuous
recognition (classification) and in deictic gestures for manual pointing (regression).
15
2.4 Social Deixis
Levinson in [8] stated that social deixis concerns with the aspects of sentences
which reflect the social situation in which the speech event occurs. He points out
that there are two basic kinds of social deixis information that seems to be encoded
in all the languages: relational social deixis and absolute social deixis. Relational
social deixis is a deictic reference to some social characteristic of referent apart
from any relative ranking of referents or deictic reference to a social relationship
between the speaker and addressee. Absolute social deixis is a deictic reference
usually expressed in certain forms of address which will include no comparison of
the ranking of the speaker and addresse.
Summarizing, social deixis can be mainly classified in:
• Person Deixis: Person deixis concerns with the encoding of the role of
participants in the speech (e.g. "me", "you").
• Place Deixis: often referred as spatial deixis, where the relative location of
objects is being indicated. (e.g. "that", "these", "here", "there").
• Time Deixis: refers to relative or absolute time in the utterances (e.g.
"now", "tomorrow", "later", "at 4:00pm").
In this work we focus onmanual deixis: a specialization of place deixis (e.g. manual
pointing to an object or place)
2.5 Manual Deixis
The first consideration about manual deixis concerns the structure of pointing. As
reported in [9] there is evidence that pointing with the whole hand serves a different
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function for young humans from pointing with the index finger. Butterworth (e.g.,
[10]) suggested that pointing with the whole hand serves to request objects or
actions on objects, whereas pointing with the index finger serves to "comment"
upon something in the world. In a cross-sectional study, Franco and Butterworth
[10] found that whole-handed gestures did not change in relative frequency from
12 to 18 months of age, whereas the incidence of index-finger pointing increased
dramatically over the same age range. Taken together, these findings suggest that
the form of pointing in humans is sensitive to contextual manipulations. Thus
some humans exhibit an overwhelming reliance on the index finger for pointing and
others seem to prefer to indicate distant objects with their whole hands extended
[11]. In this thesis we rely on the whole arm position for estimating the pointing
direction.
2.6 Gaze Pointing
Eye gaze is a very important source of communication between humans. The eyes
operate as an input channel to someone who is observing, and as an output channel
to others who may witness the activity of the observer’s eyes.
Many researchers in human-computer interaction (HCI) regard the eyes potentially
as a pointer to material on display: the user looks (gaze) at some item or area,
and either by blinking or sustaining the gaze for some time-out period, the item
or area is selected, the whole process not unlike clinking on a mouse.
As described in [11] the eye is, in fact, an excellent "pointer" in that one can fixate
some spot, look away, and come back right on target. And, I would agree that
if the only output modality available to the user is line-of-sight, as with someone
severely disabled, then such use makes much sense.
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An interesting consideration with respect to hand pointing is that Information
coming from eye and hand may at times confict each other (e.g. the user could
say "Move near that object" (looking to a specific object) while pointing to a
different location with hand).
As a general rule, pointing by hand is more a significant and deliberate than
looking; on that basis, a reasonable strategy is to refer to the area where the user
is pointing.
In instances wherein the placement of the item is critical and the circumstances of
the entire operation are of such a nature as to not tolerate errors, then the system
might well insist that the user be both looking and pointing at same spot at the
same time [12].
2.7 Speech and gestures
Speech and gesture relation is well summarized in [13] where is stated that use
of gesture is most powerful when combined with other input modalities, espe-
cially voice. Allowing combined voice and gestural input has several tangible
advantages. The first is purely practical: ease of expression. Typical computer
interaction modalities are characterized by an ease versus expressiveness trade-off
[14]. Ease corresponds to the efficiency with which commands can be remembered,
and expressiveness the size of the command vocabulary. Common interaction de-
vices range from the mouse that maximizes ease, to the keyboard that maximizes
expressiveness. Multimodal input overcomes this trade-off; combined speech and
gestural commands are easy to execute whilst retaining a large command vocabu-
lary. Voice and gesture complement each other and when used together, creating
an interface more powerful that either modality alone. In [15] Cohen shows how
natural language interaction is suited for descriptive techniques, while gestural in-
teraction is ideal for direct manipulation of objects. For example, unlike gestural
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or mouse input, voice is not tied to a spatial metaphor [16]. This means that
voice can interact with objects regardless of degree of visual exposure, particu-
larly valuable in a virtual environment where objects may be hidden inside each
other or occluded by other objects. Some tasks are inherently graphical, others
are verbal and yet others require both vocal and gestural input to be completed
[17]. So allowing both types of input maximizes the usefulness of an interface by
broadening the range of tasks that can be done in an intuitive manner.
2.8 Gesture tracking technologies
A fundamental question while working on gesture recognition models is what kind
of sensor use. In this section are reported the main tracking technologies for
gestures.
Basically two main approaches exist:
• Vision based approach: involves one or more video cameras.
• Non-vision-based approach: device like gloves, accelerometers or joy-
sticks.
In the following the two technologies are discussed.
2.8.1 Non-vision based sensors
There are many non-vision sensors: the most used are accelerometers, touchscreens
and gloves. We can list five categories of contact sensors:
1. Mechanical: a typical sensor that detects movement in the space (e.g.
gyroscopes).
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2. Inertial: a sensor that measures acceleration of an object (e.g. accelerome-
ters).
3. Haptic: a typical sensor that detects physical contact with an object.
4. Magnetic: detects changes in magnetic field. There are several health issues
to be considered with these kind of sensors.
5. Ultrasonic: sonar like sensors useful to detect distances between objects
(range finder).
Figure 2.2: A data-glove sensor for hand movement detection
Figure 2.2 shows a typical hand movement sensor with accelerometer, gyroscopes
and contact sensors used for fingers orientation detection.
2.8.2 Vision based technologies
Vision based approaches rely on one or more cameras to detect and analyze body
movement from the video sequences.
There are different camera sensors:
• Infrared camera: can detect movement with no light condition.
• Monocular camera: is the most popular and cheap camera. Typically
monocular cameras are used with sensor markers. Markers can be passive if
don’t emit light or active otherwise.
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Table 2.1: Vision based VS Non-vision based sensors.
Criteria Non-vision based Vision based
Invasive Yes No
Precision Yes No
Configuration flexibility Yes No
Flexible use No Yes
Occlusion problems No Yes
Health issues Yes No
• Stereocameras: stereovision can detect 3D model of the objects from the
scene allowing object movement detection in three dimensions.
• PTZ cameras: pan-tilt-zoom camera embodies a robotic movement engine
that enables the movement along three axis.
2.8.3 Advantages and disadvantages of detection technolo-
gies
Both technologies for gesture detection have advantages and disadvantages. For
example, contact sensors must be necessarily worn by the user during the interac-
tion period, while camera sensors suffer of occlusion problems.
The Table 2.1 summarizes both advantages and disadvantages.
The sensor used in the work described in this thesis is the Microsoft Kinect.
2.8.3.1 Microsoft Kinect sensor
Microsoft Kinect is a motion sensing input devices by Microsoft for Xbox 360 and
Xbox One video game consoles and Windows PCs. Based around a webcam-style
add-on peripheral, it enables users to control and interact with their console/-
computer without the need for a game controller, through a natural user interface
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using gestures. The first-generation Kinect was first introduced in November 2010.
Kinect allows skeletal tracking of people and follow their actions. Using the in-
frared (IR) camera, Kinect can recognize up to six users in the field of view of the
sensor. Of these, up to two users can be tracked in detail. An application can
locate the joints of the tracked users in space and track their movements over time
(see Figure 2.3.
Figure 2.3: Skeleton tracking of multiple users performed by Kinect sensor
Microsoft has also provided a software development kit for Kinect through which
the low-level data streams from the Kinect video, microphone, and depth sensors
can be accessed. This SDK provided by Microsoft is capable of tracking skeletal
data, too. It can track the skeleton image of one or two people moving within the
Kinects field of view. We use this feature for recognizing different human postures.
2.9 Social Robotics
Socially intelligent robotics is the pursuit of creating robots capable of exhibiting
natural-appearing social qualities. Beyond the basic capabilities of moving and
acting autonomously, the field has focused on the use of the robot’s physical em-
bodiment to communicate and interact with users in a social and engaging manner.
One of its components, socially assistive robotics, focuses on helping human users
through social rather than physical interaction [18]. The study of human-robot
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interaction (HRI) for socially assistive robotics applications is a new, interdisci-
plinary and increasingly popular research area that brings together a broad spec-
trum of research including robotics, medicine, social and cognitive sciences, and
neuroscience, among others. Assistive robotics in general and socially assistive
robotics in particular have the potential to enhance the quality of life for broad
populations of users: the elderly, individuals with physical impairments and those
in rehabilitation therapy, and individuals with cognitive disabilities and develop-
mental and social disorders.
2.10 Robot behaviors
Brooks [19] stated the importance of grounding robot architectures in real-world
tasks as well as stressed that a complex system (in this case, a robot) can ex-
ecute correct behavior, even without an identifiable reason for that behavior.
Following that philosophy, the notion of behavior-based control (BBC) and ar-
chitectures for BBC [20] was conceived. The control code of a robot is divided
into task-achieving modules called behaviors. These behaviors run in parallel.
Behavior-based architectures form the basis for much of modern- day architecture
development, including the architecture presented in this report. As reported in
[21], with behavior-based architectures, the fact that many behaviors are running
in parallel can be troubling in that two or more behaviors may give conflicting
outputs. One way to arbitrate control is through sub-sumption [20]. Behaviors
are arranged in order from lowest- to highest-level. Lower-level behavior will be
suppressed by higher-level behavior. When strict ordering of the behavior hi-
erarchy is not possible a priori, there must be a means to arbitrate conflicting
instructions. In the DAMN architecture [22], behaviors cooperatively determine
the robot’s trajectory by voting on possible options, relying on a command ar-
biter to fuse the instructions. Maes and Brooks [23] developed an architecture
where behaviors learn when and when not to activate through feedback. Michaud
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and Audet [24] developed a system that uses artificial emotions to arbitrate con-
flicting goals. Plans, and the handling of plans, are of particular importance for
robot control architectures. Some architectures eliminate plans altogether in favor
of a completely reactive system [20], which relies on emergence to form complex
behavior. Hybrid architectures have been developed that combine deliberative
planning with a reactive system. These systems can be used for motion-planning
[25–27], combining a reactive obstacle-avoidance system with a deliberative plan-
ner for goal-oriented navigation. Agre and Chapman [28] discusses the two uses
of plans. First, plans can be used for execution, carrying out the instructions of
the plan. Second, plans can be used for communication, relaying its intentions
to another agent. Considering plans in this framework can be helpful for archi-
tecture design. Initially, robot architectures were concerned with movement [29],
map-making [30], and path planning [31]. These systems did not emphasize per-
ception, dialog, or human-robot interaction. Some architectures are implemented
with tele-operated human control in mind. Fong et al. [32] implemented an ar-
chitecture that allowed a robot to perform as a member of a team, facilitating
user control through a hand-held interface. The field of HRI has been working on
several fronts to better understand how humans interact with robots. To that end,
several architecture innovations have been developed that facilitate better human-
robot interaction. The next three sections describe such innovations relating to
sensing and perception, developmental robotics, and robots designed to assist with
behavior interventions.
2.11 Attentional Regulation
Attentional mechanisms applied to autonomous robotic systems have been pro-
posed in [33, 34], mainly for vision-based robotics. In our work, we are interested
in artificial attentional processes suitable for the executive control. In particular,
our aim is to provide a kind of supervisory attentional system [35, 36] capable
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of monitoring and regulating multiple concur- rent behaviors at different level of
abstraction. The notion of divided attention [37] suggests that a limited amount
of attention is allocated to tasks, with the resources involved in multi-task perfor-
mances, and can be available in graded quantity. In an artificial setting, this can be
obtained by introducing suitable scheduling mechanisms. In this work, we present
a behavior-based control architecture endowed with attentional mechanisms which
are based on periodic releasing mechanisms of activations [38]. In this context,
each behavior is equipped with an adaptive internal clock that regulates the sensing
rate and the resulting action activations. The process of changing the frequency
of sensory readings is interpreted as an increase or decrease of attention towards
relevant behaviors and particular aspects of the external environment: the higher
is the frequency, the higher is the resolution at which a process is monitored and
controlled. Here, we present our framework providing several case studies where
we discuss the effectiveness of the approach considering its scalability and the
adaptivity with respect to different environments and tasks.
Chapter 3
Continuous Gestures Recognition
3.1 Introduction
The human communication strongly relies on gestures for sharing a variety of
feelings and thoughts, often together with body language in addition to speech.
Consequently, a gesture can be considered to be a communicative human move-
ment. From its beginnings, the driving vision of robotics has been to create systems
which are capable of understanding human intentions without having us to learn
dedicated user interfaces like a computer keyboard or a control stick. As a result
of this vision the current research effort is primarily based on developing commu-
nicative systems, where the human’s way of interacting governs interface design
making the robots adapt to humans, not the other way round.
Today, many gesture recognition applications involve hard and hand coded strate-
gies to recognize gestures. A more promising approach is that suggested by tra-
ditional pattern recognition techniques, where a number of example gestures are
collected and subsequently summarized automatically by a process which fits a
compact model to the collection of training signals. Later, when the application is
running, the models are matched to the input signal. When a model matches the
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signal well, the application may conclude that the gesture corresponding to the
model occurred. Hidden Markov models are one such framework for the automatic
learning of gestures for later recognition.
The main lack of this methods is that cannot easily be adapted to new user and
new gestures for such robot interaction tasks where the human operator needs to
quickly train the robot in order to face unforeseen needs.
In this chapter, we present a novel approach to real-time and continuous gesture
recognition that allows a flexible, natural, and robust human-robot interaction
(HRI). The proposed system should support the social interaction between the
human and the robot by enabling a continuous process of evaluation and inter-
pretation of the reciprocal movements. Furthermore, the proposed methodology
should permit an incremental development of the HRI system through simple
training and modular insertion of new gestures.
3.2 Related Work
In literature, we find several approaches to gesture recognition. Most of the them
are based on statistical modeling, such as Principal Component Analysis (PCA),
multi-dimensional Hidden Markov Models (HMM) [39–42], Kalman filtering, and
condensations algorithms. On the other side, Finite State Machines (FSM) has
been effectively used in modeling human gestures [43, 44]. Connectionist ap-
proaches involving neural networks have been also explored, such as time-delay
neural network (TDNN) [45]. In HMM approaches the models are employed to rep-
resent the gestures and their parameters are learned from the training data. Based
on the most likely performance criterion the gestures can be recognized through
evaluating the trained HMMs [40],[41] and [42]. FSM methods for gesture recog-
nition have been proposed [43]. As reported in [44], following this approach, the
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structure of the model is first manually decided based on the observation of the spa-
tial topology of the data. The model is then iteratively refined in two stages: data
segmentation and model training. The recognition phase is typically accomplished
using some string matching algorithm like the Knuth-Morris-Pratt [46]. As for the
connectionist approaches, in [45] a time-delay neural network (TDNN) for contin-
uous gesture recognition is used. TDNN is a multi-layer feedforward network that
uses delays between all layers to represent temporal relationships between events
in time. TDNN is learned in order to recognize motion patterns because gesture
are spatio-temporal sequences of feature vectors defined along motion trajectories.
All the methods described above have advantages and disadvantages: HMMs re-
quire the data to be temporally well aligned during the recognition phase, hence
the problem of the gesture delimiter arises, TDNNs address the latter problem
by exploiting temporal dependencies among the sequences, but the number of the
involved parameters is typically high, while FSMs need a manual modeling of the
pattern (e.g., a grammar). In addition, the connectionist approaches require a very
large training set to train the corresponding gesture models (e.g., using gradient
descent algorithm). In contrast with these methods, we focus on a novel method
capable of quickly generalize a gesture model starting from a very small training
set and perform continuous gesture recognition with a very high accuracy. This
method integrates different techniques: clustering algorithm for gesture quanti-
zation, Levenshtein distance for gesture prototype election, and Hidden Markov
Model for continuous gesture recognition. Ad-hoc Hidden Markov Models are then
generated for each gesture exploiting a direct estimation of the parameters. Each
model represents the best candidate prototype from the associated gesture train-
ing set. The generated models are then employed within a continuous recognition
process that provides the probability of each gesture at each step. In particular,
the proposed approach is based on the generation of an ad-hoc Hidden Markov
Model (HMM) for each gesture exploiting a direct estimation of the parameters.
Each model represents the best candidate prototype from the associated gesture
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training set. The generated models are then employed within a continuous recog-
nition process that provides the probability of each gesture at each step. This
method integrates different techniques: clustering algorithm for gesture quanti-
zation, Levenshtein distance for gesture prototype election, and Hidden Markov
Model for continuous gesture recognition. In order to assess the proposed system
we tested it considering two benchmarks: a hand-performed letters recognizer and
a natural gesture recognizer. The collected empirical results show the potential of
the approach with respect to other methodologies in literature. Finally, we show
the proposed recognition system at work in a typical human-robot interaction
scenario.
Figure 3.1: Building a Markov Model from a user gesture instance
3.3 System Overview
In this section, we detail the gesture recognition process. It consists of two phases:
1) a training phase, where the user shows few samples of a given set of gestures,
and 2) a recognition phase, where the system recognizes the gesture performed by
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the user. The gesture acquisition process consists of the following steps (see Fig-
ure 3.2): Data acquisition (from Kinect device at the sampling period of 100ms);
Noise filtering (with a Monte Carlo particle filter estimator); Feature vector extrac-
tion; Vector quantization with K-means clustering; Hidden Markov Model (HMM)
parameters generation, and HMM evaluation for gestures recognition.
Figure 3.2: System architecture.
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3.3.1 Gesture definition
We start defining the gesture dataset. Suppose that our gesture vocabulary
consists of t gestures classes in the T gestures dataset. Our dataset is T =
{T1,T2, ...,Tt} where every gesture class set Tj contains nj instances so that Tj =
{G1j , G2j , ...,Gnj} and nj denotes the number of repetitions for each gesture of
the given class j. Each gesture Gcj is defined as Gcj = {(x1cj ,y1cj ),(x2cj ,y2cj ), ...,
(xmcj ,ymcj )} where mcj denotes the number of coordinates belonging to the cen-
ter of mass of the hand trajectory for the c-th repetition of the gesture belonging
to the class j and (xkcj ,ykcj ) represents the k-th coordinate for the c-th gesture
repetition for the class j.
3.3.2 Joints position estimation
Due to the noise of the perceptive system (Kinect), the hand coordinates need
to be smoothed over the time for each gesture. For this purpose (and to make
the tracking system robust to occlusions) we deploy an importance sampling
algorithm (see Algorithm 1). The state of the hand position at the current
time-step k is obtained from the initial state and all the collected measurements
Zk = {zi, i = 1..k} once we solve the Bayesian filtering problem. That is, we
need the posterior density p(xk|Zk) of the current state conditioned on all the
measurements. As usual, the computation of p(xk|Zk) requires the definition of
two phases associated respectively with prediction and update. In the first phase
(prediction), we evaluate p(xk|Zk−1), where the control uk vector is defined as
uk = [vxk ,vyk ] = [x˙k, y˙k] = [
∂xk
∂k ,
∂yk
∂k ] is the velocity model (speed vector) of the
hand in terms of speed among the two axes computed as the numerical deriva-
tive of two successive spatial position. In the second phase (update) we use a
measurement model to incorporate information from the sensor to obtain the pos-
terior probability density function p(xk|Zk) under the assumption of conditional
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independence of earlier measurements Zk−1 given xk. The measurement model is
given in terms of a likelihood p(zk|xk) of the hand to be at location xk given that
zk was observed. The posterior density p(xk|Zk) over xk is obtained using the
Bayes’ Theorem.
Algorithm 1 OcclusionsAndNoiseFiltering(χk−1, uk, zk)
1: χ¯t← χt←∅
2: for m← 1 to M do
3: x[m]k ←N (x[m]k−1,α0‖uk‖2) +βuk
4: w[m]k ← η0(‖x[m]k −z[m]k ‖)−1
5: χ¯t← χ¯k + 〈x[m]k ,w[m]k 〉
6: end for
7: m← 1
8: while m<M do
9: q← η1w[m]k M
10: for j← 1 to q do
11: x[m]k ←N (x[m]k ,α1(1−w[m]k )
2
)
12: χk← χk ∪{x[m]k }
13: m←m+ 1
14: end for
15: end while
16: return χk
Given x[m]k and w
[m]
k computed as in the Algorithm 1, we get the approximation of
the Equation (3.1) through the expected value of the distribution as reported in
Algorithm 3.1. Algorithm 1 implements a Monte Carlo particle filter for position
estimation. From the line 2 to 6 new particles with the associated importance
weight are generated using the control and measurement vectors uk and zk. The
lines 8-14 update the particle using the importance weight previously computed.
xˆk = E[p(xk|zk,uk)]≈
M∑
m=1
x[m]k w
[m]
k (3.1)
Assuming that xˆkcj = xˆkcj yˆkcj is the corresponding estimation of the k-th hand
position coordinate for the c-th gesture repetition for the class j computed by the
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Figure 3.3: Example of Monte Carlo method applied to ball tracking. When
the red ball goes behind the white paper (occlusion) the Monte Carlo method
provides an accurate estimation of the ball position.
Equation (3.1) we get the approximation robust with respect to raft and occlusions
(see Figure 3.3).Gcj = {(xˆ1cj , yˆ1cj ),(xˆ2cj , yˆ2cj ), ...,(xˆmcj , yˆmcj )}.
3.3.3 Gesture quantization
For the sake of simplicity, we temporarily replace the notation Gcj = {(x1cj ,y1cj ),
(x2cj ,y2cj ), ..., (xmcj ,ymcj )} with G = {(x1,y1),(x2,y2), ...,(xm,ym)} and assume
xi = [xi yi], i ∈ [1,m]. In this way, a gesture instance G is quantized as Q(G) =
{q1, q2, ..., qm} : qi = argmink∈[1,K]‖xi−Ck‖, i∈ [1,m], where qi ∈ [1,K], C = {(C1x ,C1y),
(C2x ,C2y), ..., (CKx ,CKy)} is the set of the K centroids generated with a K-means
algorithm over the whole dataset G (argmin defined with respect to the euclidean
distance), and Ci = [CixCiy ], i ∈ [1,K].
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3.3.4 Generalized mean distance
For each class of the original dataset, we define the distance d of two strings on
the alphabet A = {1,2, ...,K}, where d is defined as d :A∗×A∗→ R 1. Suppose
A = {s1, s2, ...sn} : si ∈ A∗, i ∈ [1,n] is a set of n strings defined on the alphabet
A, the problem of finding the string with minimal distance from all the others is
known as the Generalized Mean distance String (GMS). The distance metric we
use is the Levenshtein distance metric algorithm reported in (3.2),
leva,b(i, j) =

max(i,j) if min(i, j) = 0
min

leva,b(i−1, j)+1 else
leva,b(i, j−1)+1
leva,b(i−1, j−1)+ [ai 6= bj ]
(3.2)
where, a and b are sequences and i and j are their indexes. Regardless the partic-
ular distance chosen, in [47] the authors demonstrated that the problem of finding
the GMS is NP-Hard under Levenshtein distance for bounded and even binary
alphabets. A more reasonable solution is to find the string, belonging to the set,
that minimizes the sum of the distances above all the strings of a given class. This
string is known as Set Median String.
SMSj = argmina
nj∑
i=1
leva,Q(Gij )(|a|,mij ) : a ∈Q(Tj) (3.3)
3.3.5 Hidden Markov Model
In this section, we describe how the HMM model of the gestures is generated.
1A∗ denotes the sets of strings with zero or more repetitions of the elements belonging to the
set A (Kleene operator)
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A hidden Markov model (HMM) is a five-tuple (S,Σ,A,B,pi), where {S} is a set
of states including the initial state S1 and a final state SF , Σ is the alphabet of
the observation symbols, A is the transition probability matrix, A = {ai,j}, ai,j
is the transition probability from state i to state j, B is the output probability
matrix, B = {bj(Ok)} (Ok stands for a discrete observation symbol) and pi is the
starting probability for each state.
Let λ= (A,B,pi) denote the parameters for a given HMM with fixed S and Σ, the
key idea of our HMM-based gesture recognition is to use multi-dimensional HMM
representing each defined gestures class c as a λc HMM model.
Therefore, a gesture is described by a set of N distinct hidden states and r-
dimensional K distinct observable symbols.
The number of states of the HMM of the j-th gesture class is chosen to be equal
to the SMSj length as defined in 3.3.
Assuming SMSc =Q(Gci) = {q1ci , q2ci , ..., qmci}, we have the following HMMmodel
λc = (Ac,Bc,pic) for the c gesture class:
aci,j =

ptrans if j=i+1
1−ptrans else
, i ∈ [1,mci ], j ∈ [1,mci ] (3.4)
Bc = {bcj(ok)}, j ∈ [1,mci ],ok ∈ [1,K] (3.5)
bcj(ok) =

pemit if ok = qjci
1−pemit
K−1 else
(3.6)
where Ac is the m by m matrix of the transition probabilities, pic is the starting
transition probability, Sc are the model states, ptrans and pemit are, respectively,
the transition and emit probability of the HMM.
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3.3.6 Gesture recognition
Given an observation sequence 2 Q(Gobs) = {q1obsi , q2obsi , ..., qmobsi} the best class is
determined by C(Q(Gobs)) = argmaxc p(λc|Q(Gobs)). We compute P (λc|Q(Gobs))
by applying the Bayes Theorem. Assuming P (λc) and P (Q(Gobs)) constant, we
can compute: P (λc|Q(Gobs)) ∝ P (Q(Gobs)|λc). P (Q(Gobs)|λc) can be computed
through the Forward-Backward algorithm.
3.3.7 Continuous gesture recognition
Continuous gesture recognition is much more complex than isolated gesture recog-
nition, this is due to the difficulty in detecting boundaries among different gestures
[48]. Here, we use a temporal sliding method as illustrated in Figure 3.4.
Figure 3.4: An example of a temporal sliding for the gesture match.
For each new observation symbol the most likely belonging class is estimated. The
algorithm is reported in 2, where for each class c the observation probabilities are
computed through the Viterbi algorithm and the best match is returned.
2For simplicity we denote sequences as sets with implicit indexing for each element. It will
be clear from the context if we are referring to sets or sequences.
36
Algorithm 2 ContinuousRecognition(obs1...n)
1: for i← 1 to C do
2: Let q be the sequence of the last ||Si|| observation symbols where Si is the
set of the states of λi.
3: pi← P (q|λi)
4: end for
5: return argmaxipi, i ∈ [1,C]
3.4 Case Study
In order to assess the system performance, two standard case studies have been
considered: a letter recognizer and a natural gesture recognizer. The former is
based on a subset of the English alphabet (A,B,C,D,E) while the latter is based on
the Microsoft Research Cambridge-12 (MSRC-12) Gesture Dataset. Furthermore,
in a final case study we illustrate the system at work in a HRI scenario.
Letter case study
In the letter case study, we aim at validating the intra user variability robustness.
We choose the first 5 upper case letter of the alphabet: A,B,C,D and E. The
Figure 3.5(a) shows how the user hand trajectory describes the five letters. During
the training phase the user performed only 3 samples of the 5 letters. During the
recognition process the user is asked to freely move and to perform 20 continuous
gestures per each of the 5 letters (for a total of 100 gestures). In this setting we
assume that a gesture c is successfully recognized if the likelihood of the c-HMM
letter model overcomes a given threshold (set to 65% after empirical testing), it
is rejected otherwise. In the training phase the gestures are showed and labeled
to the system (supervised training) while in the recognition phase no explicit
segmentation is required and the recognition takes place in a continuous gesture
stream.
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(a) Letters Trajectories
(b) Frame 2 (c) Frame 100
Figure 3.5: Examples of letter trajectories performed by the user hand and
Frames of human skeleton.
MSRC-12 case study
The MSRC-12 gesture dataset consists of sequences of human skeletal body part
movements (represented as body part locations) and the associated tags that
should be recognized by the system. The dataset comprises 594 sequences, 719359
frames collected from 30 people performing 12 gestures. In total, there are 6244
gesture instances [49]. The gestures can be categorized into two abstract cate-
gories: iconic gestures - those that imbue a correspondence between the gesture
and the reference (e.g. G2 - Crouch or hide (duck)), G6 - Shoot a pistol), and
metaphoric gestures - those that represent an abstract concept (e.g. G1 - Start
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Music/Raise Volume, G3 - Navigate to next menu). The Figure 3.5(b)(c) shows a
body skeleton taken at two successive time instants. In the experiment the 20% of
the dataset was used as training set and the remaining 80% was used as test set.
In particular, for each person performing a gesture the data set contains about
10 repetitions: the first 2 or 3 were used to train the model and the other 7 or 8
were used to test the results. The ground truth data is contained in separate files
of the data set package - for each gesture performed there is a time stamp and a
label for it. The evaluation was performed comparing the time stamp contained in
the ground truth files and the time stamp provided by the proposed classification
algorithm. A gesture is considered recognized if the label is the same of the ground
truth and if the time stamp difference is not greater than 1 second.
Human-Robot interaction case study
In this case study, we introduce a HRI setting where the task of the robot is to
interpret and to execute the intentions of the human using only gestures. We
considered the following simple task: a robotic arm is posed in front of a set of
objects and is to decide which one to reach (see Figure 5.5); while executing the
task the robot continuously monitors the human gestures to understand whether
the current operative state is adherent with the human intention or not.
Initially, the robot slowly scans the possible targets moving the end-effector in
different directions waiting for some stimulus from the human, who encourages
the robot to move towards one of the targets. Once the manipulator starts to
move towards one of the targets, depending on the recognized gesture probability,
the robot can hesitate or move with confidence in the direction of the selected
object. In this context, the robotic arm speed should depend on the confidence of
the recognized gesture. When the human interaction starts to become uncertain
or something unexpected happens, the robot can decide to stop the motion and
switch towards another target. For the task three gestures are considered: "GO
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Figure 3.6: Human-Robot Interaction case study: interaction task.
ON", "SLOW DOWN" and "SWITCH". The "GO ON" gesture is intended to
suggest the robot to keep going on the current target (rotating the right arm in
circle), the "SLOW DOWN" gesture makes the robot to decrease the approaching
speed (moving right hand up and down) and "SWITCH" causes the robot to switch
to the next target (moving right hand to left and then to right).
3.4.1 Experimental Results
Letter case study results
In the Figure 3.7(a) the confusion matrix of the letters recognition task is reported.
Here the letters A,B,C,D and E are replaced by the index 1 to 5. The high values
on the diagonal show that the recognition process is very effective in recognizing
all the letters (successful recognition 89%). Moreover, in the Figure 3.7(b), we
report the false negatives, false positives, true positives and true negatives rates
for each letter. Also in this case, we can observe rare false positives and false
negatives, the good performance of the classifier in this case study shows that the
system is very effective on intra user variability with a very small training set.
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(a) Confusion matrix.
Letter FN-rate FP-rate TP-rate TN-rate
1’A’ 0.0123 0.0000 1.0000 0.9877
2’B’ 0.0247 0.0526 0.9474 0.9753
3’C’ 0.0256 0.1818 0.8182 0.9744
4’D’ 0.0370 0.1053 0.8947 0.9630
5’E’ 0.0380 0.1905 0.8095 0.9620
(b) Classification results.
Figure 3.7: Results for letters recognition case study.
MSRC-12 case study results
As for the second case study, in Figures 3.8(a) and 3.8(b) we report the output
log-probability for two gestures sequences, the G3 - Push right and G4 - Googles,
respectively. The vertical (red) lines are the ground truth (e.g., when the gesture
is considered performed by the user). The (blue) curve plot is the output log-
probability for the given model (e.g., the confidence of a gesture to be recognized).
When the probability reaches a peak and goes above a given threshold, the gesture
is considered as recognized (see the green circles on top of the peaks). Here, we
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Table 3.1: Results for the MSRC-12 case study
Gesture Accuracy Precision Recall
G1 lift outst. arms 0.7518 0.9285 0.7506
G2 Duck 0.7800 0.9545 0.7767
G3 Push right 0.8672 0.9759 0.8664
G4 Goggles 0.8015 0.9653 0.7993
G5 Wind it up 0.8534 0.9693 0.8656
G6 Shoot 0.7582 0.9591 0.7627
G7 Bow 0.8250 0.9675 0.8332
G8 Throw 0.8739 0.9705 0.8804
G9 Had enough 0.7937 0.9491 0.7824
G10 Change weapon 0.8273 0.9831 0.8174
G11 Beat both 0.6781 0.9280 0.6398
G12 Kick 0.7893 0.9642 0.8064
Average 0.8000 0.9596 0.7984
can observe that the peek is very close to the ground truth, therefore the gesture
can be considered as successfully recognized for each gesture instance.
The Table I reports the results for the MSRC-12 case study in terms of accuracy,
precision, and recall.
The precision is obtained as the ratio between TP classification (true positives,
i.e. correct results) and the sum of TP and FP (false positives, i.e. unexpected
results). On the other way recall is obtained measuring the ratio between TP
and the sum of TP and FN (false negatives, i.e. missing results) classification.
Accuracy is then computed as the ratio of the sum of TP and TN over the sum of
TP, TN (true negatives, i.e. correct absence of results) FP and FN.
Also in this case, the results seem to confirm a good performance of the proposed
method in this case study. This result is comparable to other results obtained
with standard techniques in literature [50].
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Human-Robot interaction case study results
Finally, we tested the system at work in a human-robot interaction context. Our
experimental trials consist of a robotic manipulator cooperating with a human op-
erator in simple tasks. In our setting, the robotic manipulator is close to a small
table, on which three differently colored cups are placed; the red cup represents
the target. The test we proposed is a game in which the participant has to drive
the robotic arm towards the target object (a red cup) as many times as possible
in a predefined amount of time (2 minutes). The selected testers have been ex-
plained which gestures they could use to interact with the robotic arm. 10 subjects
participated in this experiment: 5 students and 5 PhD students, 6 males and 4
females. We evaluated the system considering both quantitative and qualitative
performance. The quantitative measures are related to effectiveness and efficiency
of the interactive system.
As far as qualitative performance are concerned, our aim was to evaluate the
naturalness of the interaction from the operator’s point of view. For this purpose,
we defined a questionnaire to be filled by the tester after the overall session of
tests. The questionnaire is inspired by the HRI questionnaire adopted in [51]. Its
aim is to gain information about subjects perception when interacting with the
robotic arm. All questions presented may be answered with a grade from 1 to 5.
In particular, we consider two main sections for the users qualitative evaluation
1) a Specific Information section, where questions concern respectively a) user
competences; and the feeling of easy of use; b) a General Feelings section, asking
for naturalness, satisfaction and easy of learning feelings of the interaction [52]. In
Figure 3.9, we report both quantitative and qualitative results. As for quantitative
results, we measured the number of successes/failures collected by each tester
reporting the average values, standard deviation, min, and max. Although the
majority of the subjects was not used to interact with robotic systems, they could
accomplish the proposed task after few attempts (Figure 3.9(a)). This is also
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confirmed by the qualitative results (Figure 3.9(b)-Q1), indeed the users considered
both the naturalness (Figure 3.9(b)-Q3) and the ease of use to be satisfactory
(Figure 3.9(b)-Q4). Learning how to use the system was also reported to be easy
for the subjects (Figure 3.9(b)-Q5). Regarding the ease of use of the system the
subjects reported a satisfaction level above the average (Figure 3.9(b)-Q4). This
result is consistent with the difference the mean number of successes and the mean
number of failures (Figure 3.9(a)). The realized system has been globally judged
to be intuitive and satisfactory from the users’ point of view.
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(a) Output log-probability for a G3 Push right.
(b) Output log-probability for a G4 Goggles.
Figure 3.8: Log-probability for the MSRC-12 case study. On the horizontal
axis is reported the time, while on the vertical axis is reported the log-probability
of the recognition process. The vertical red lines represent the ground truth
(when the gesture is performed by the user) while the blue line shows the log-
probability of the recognition at a given time interval. Each green circle repre-
sents the local maxima of the log-probability. When the green circle is high it
means that the confidence of the gesture recognition is high.
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Mean STD Min Max
Failures 1.60 1.20 0 4
Successes 8.11 0.99 7 10
(a) Quantitative analysis.
Mean STD Min Max
Q1. (Competence) 1.80 0.87 1 4
Q2. (Ease of use) 3.40 0.66 2 4
Q3. (Naturalness) 3.50 0.92 2 5
Q4. (Satisfaction) 2.90 0.94 1 4
Q5. (Learning) 2.60 0.66 2 4
(b) Qualitative analysis.
Figure 3.9: Experimental results for the HRI case study.

Chapter 4
Deictic Gestures Recognition
4.1 Introduction
Non-verbal communication is one of the main component of human-human inter-
action. Humans use non-verbal cues to accentuate or substitute spoken language.
In the context of HRI many approaches focus on speech recognition and well de-
signed dialogues, although the interpretation of non-verbal cues such as body pose,
facial expressions, and gestures may either help to disambiguate spoken informa-
tion or further complement communication [53–55]. An important non-verbal cue
in human communication is pointing. Pointing gestures are a common and intu-
itive way to draw somebody’s attention to a certain object (joint attention). While
robot gestures can be designed in a way that makes them easily understandable by
humans [56], the perception and analysis of human behavior using robot sensors
is more challenging. In this chapter, we propose a method for perceiving pointing
gestures using a Microsoft Kinect camera. To determine the intended pointing
target, frequently the line between a person’s eyes and hand is assumed to be the
pointing direction. However, since sometimes people tend to perform pointing ges-
tures with line of sight free, this simple geometrical approximation is not enough
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accurate. In order to improve the estimation of the pointing gesture, we combine
the hand-head line with a regression model by extracting a set of body features
from the Kinect skeleton and train a model of pointing directions using Kernel
Recursive Least Square Regression. We evaluate the accuracy of the estimated
pointing direction in a quantitative study. The results show that our combined
model achieves better accuracy than simple geometrical criteria used alone.
Accordingly, the adopted approach for deixis gesture recognition is based on the
fusion of two models: a geometrical model and a probabilistic model. In the
geometrical model a direct estimation of the target position is computed while in
the probabilistic model a machine learning approach is used.
The remainder of this chapter is organized as follows: after a review of related
work, we detail our approach for recognizing pointing gestures. Finally, we evalu-
ate the accuracy of the estimated pointing directions.
4.2 Related Work
As also reported in [11] and [70], gesture recognition has been investigated by
many research groups belonging to different areas. A recent survey has been com-
piled by Mitra and Acharya [57]. Most existing approaches are based on video
sequences (e.g., [58–60]). These approaches are sensitive to lighting conditions.
In contrast, we utilize a Kinect camera which provides depth information of the
human operator in the field of view. In [65] is described a task of pointing to
object on a table in close range by the use of a multi-layer perceptron classifier to
localize hand and finger tips in stereo images and estimate the pointing direction
from the finger direction. Loper [66] recognize two gestures for commanding a
robot to halt or to enter a room. They use a depth camera similar to the sensor in
our approach. The supported gestures do not include any further parameters like
a pointing direction that have to be estimated. In [67] neural networks on Gabor
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filter responses are trained. Their approach starts from face detection and deter-
mines two regions of interest, where they extract filter responses after background
subtraction. Sumioka [68] used motion cues to establish joint attention. Luber et
al. [59] use a stereo vision system which is actively controlled by a behavior-based
gaze controller. They track body features in proximity spaces and determine the
pointing direction from the shoulder-hand line. Their system detects pointing ges-
tures by the relative angle between forearm and upper arm. In their experimental
setup, two different persons pointed to eight marked positions on the floor. In
the approach proposed by Nickel et al. [60], skin color information is combined
with stereo-depth for tracking 3D skin color clusters. In order to be independent
of lighting conditions, the authors initialize the skin color using pixels of detected
faces. The use of multiple modalities to complement and disambiguate individual
communication channels has been investigated by by Fransen et al. in [69]. They
integrate information from visually perceived pointing gestures, audio, and spoken
language for a robot that performs an object retrieval task. The robot has to dis-
ambiguate the speaker and the desired object in the conversation. Furthermore,
a Gaussian Regression Process approach is used in [70] where the body skeleton
lines are used separately for evaluation purpose. In our approach, we use depth
from a Kinect camera and learn the correct interpretation of the pointing direction
from human observation.
4.3 Pointing Gesture Recognition
The approach used to the perception of pointing gestures is based on Microsoft
Kinect device skeleton model. This allows to percieve the 3D direction in which
the operator is pointing. We estimate the pointing direction with the fusion of
two different models: the first is based on a geometrical solution and the second
is based on regression analysis. The determined pointing direction is then fused
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with other modalities like eye-gaze and speech through in order to improve the
estimation.
4.3.1 Geometrical solution
The simplest approach in gesture deixis recognition consists in the analysis of the
geometrical pointing direction provided by the head, shoulder, hand and elbow
positions of the user skeleton. In contrast with [70] all the features of the body
skeleton are used together and then combined with a machine learning approach.
In order to extract the direction intended by the user the following three directions
(lines) are considered (see Figure 4.1).
• Head-Hand line
• Shoulder-Hand line
• Elbow-Hand line
In particular, letH = (Hx,Hy,Hz), s= (sx, sy, sz), e= (ex, ey, ez) and h= (hx,hy,hz)
be, respectively, the head, shoulder, elbow and hand position of the human oper-
ator in the 3D space (estimated by the Kinect sensor). The three direction cosine
vectors of the head-hand (vHh), shoulder-hand (vsh) and elbow-hand (veh) lines
are then computed as reported in Equations 4.1, 4.2 and 4.3 respectively.
vHh =

hx−Hx
hy−Hy
hz−Hz
 (4.1)
vsh =

hx− sx
hy− sy
hz− sz
 (4.2)
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Figure 4.1: The three lines of interest in human pointing gestures: head-
hand (red, dashed) line, shoulder-hand (green, 2 dots 3 dashes line) line and
elbow-hand (blue, 2 dots 1 dash) line.
veh =

hx− ex
hy− ey
hz− ez
 (4.3)
Given the the elbow-hand (veh) and shoulder-hand (vsh) direction cosine vectors,
two conditions must be considered:
1. Case 1: veh and vsh are different enough to be considered unaligned.
2. Case 2: veh and vsh are close enough to be considered aligned.
In the following sections the two cases are detailed.
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Case 1
If veh and vsh are not aligned the estimated pointing direction vdir is computed
as the direction cosine of the line passing through the hand h and the center c of
the circular base of the cone described by vHh, vsh and veh (see Figure 4.2).
Figure 4.2
Let P1 = (P1x ,P1y ,P1z), P2 = (P2x,P2y ,P2z), P3 = (P3x ,P3y ,P3z) be three points
chosen at the same distance from h in the directions vHh, vsh and veh respectively
as Figure 4.2 shows, then the center c is computed with the following steps:
1. Find the plane pi : a(x−Px1) + b(y−Py1) + c(z−P1z) = 0 passing through
P1, P2 and P3. Where a, b and c are coefficient computed respectively as:
a=
∣∣∣∣∣∣∣
P2y −P1y P2z −P1z
P3y −P1y P3z −P1z
∣∣∣∣∣∣∣
b=−
∣∣∣∣∣∣∣
P2x−P1x P2z −P1z
P3x−P1x P3z −P1z
∣∣∣∣∣∣∣
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c=
∣∣∣∣∣∣∣
P2x−P1x P2y −P1y
P3x−P1x P3x−P1x
∣∣∣∣∣∣∣
2. Find the line perpendicular to the plane pi and passing through h:
Ppi =

x= hx+ ta
y = hy + tb
z = hz + tc
3. Compute c as the intersection between the line Ppi and the plane pi as follows:
c= (cx, cy, cz) = (hx+ ta,hy + tb,hz + tc),
where t= −ahx+aP1x−bhy+bP1y−chz+cP1z(a2+b2+c2)
4. Find the angle α of the cone using the radius r of the cone circle base and
the distance between c and h:
r = ‖P1− c‖
d= ‖h− c‖
α0 = tan−1( rd)
α = 2α0
5. Find the pointing direction vdir as the direction cosine of the line passing
through c and h:
v =

cx−hx
cy−hy
cz−hz

As a result of the computations described in the above steps, the vector vdir
represents the estimated pointing direction while α is the angle of the "uncertainty"
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of the measure (as α increase the size of the pointed area increases, while on the
other hand, when α is small the pointed area also is small).
Figure 4.3: A pointing gesture with stretched arm.
Case 2
When the arm is completely stretched the elbow-hand line and the shoulder-hand
line may overlap, in other words veh and vsh are equal (see Figure 4.3). In that
scenario the angle α is simply computed as the inner product of the two direction
cosine vectors vHh and vsh:
α = cos−1( vHh·vsh‖vHh‖‖vsh‖)
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While vdir is computed as the average of the two directions vHh and vsh as follows:
vdir =

vHhx+vshx
2
vHhy+vshy
2
vHhy+vshy
2

4.3.2 Regression Analysis solution
When the angle α is too wide (e.g. over 45 degrees) the geometrical solution is
not able to provide an accurate estimation of the pointing direction (the area cone
is too wide). In order to keep the accuracy high for such pointing gestures that
cannot be handled with the first solution a supervised learning approach is used.
In this section we describe how to learn a model of pointing directions directly
from the observation of humans.
4.3.2.1 Skeleton invariant representation
Before applying any supervised learning method to the problem an invariant rep-
resentation of rigid body, which is invariant to translation, rotation and scaling
factors is needed. Without an invariant representation the same skeleton pose
could lead to different numerical representations after a change in scale (distance)
or rotation. In other words the same skeleton pose, acquired from different camera
orientation, could lead to different features vector and then to different estimation.
For that purpose we propose an invariant skeleton representation based on the
angles measured on the skeleton.
We know that position of any vector can be uniquely identified by calculating two
angles. We apply this to find out the position and orientation of the vectors built
from the right arm joint points.
56
Figure 4.4: Scale and rotation invariant representation angles of the Kinect
skeleton arm
Once set the y-axis parallel to the line passing through the shoulders, the z-axis
parallel to the torso line and the x axis orthogonal to both, to uniquely identify a
vector, two angles are measured for the elbow-hand vector (veh) and the shoulder-
elbow vector (vse) (see Figure 4.4):
θXYeh = the angle between the projection of the vector veh on the XY plane.
θZeh = the angle between the veh vector and the positive z axis.
θXYse = the angle between the projection of the vector vse on the XY plane.
θZse = the angle between the vse vector and the positive z axis.
The resulting invariant feature vector is x = (θXYeh , θZeh, θXYse , θZse). It is trivial to
prove that the above feature vector x is invariant with respect to rotation and
scale variations (see Figure 4.5).
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(a) 0 degrees rotation (b) 30 degrees rotation (c) 45 degrees rotation
(d) 90 degrees rotation (e) 120 degrees rotation (f) 180 degrees rotation
Figure 4.5: Various Kinect skeleton rotations around the vertical axis.
4.3.2.2 Kernel Recursive Least Square Regression
In this section we propose to learn a model of pointing directions directly from
the observation of humans for such configurations where α is too wide.
We apply the Kernel Recursive Least Square algorithm (KRLS) [71] to train a
function approximator that maps extracted arm features x to a pointing direction
vˆdir.
As reported in [71], kernel methods are a relatively new class of learning algorithms
utilizing Mercer kernels in order to produce nonlinear versions of conventional
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linear supervised and unsupervised learning algorithms (for recent reviews, see
[72] and [73]). Support vector machines (SVMs), which use kernel methods as
a core ingredient, are state-of-the-art in many classification and regression tasks
today [72]. The basic idea behind kernel methods is that a Mercer kernel function
(see definition below), which is applied to pairs of input vectors, can be interpreted
as an inner product in a high-dimensional Hilbert space (often called the feature
space), thus allowing inner products in the feature space to be computed without
making direct reference to feature vectors. This idea, which is commonly known
as the "kernel trick," has been used extensively in recent years, most notably in
classification and regression e.g. [72]-[74]. Standard approaches to the prediction
problem usually assume a simple parametric form. In the standard least squares
approach, one then attempts to find the value of that minimizes the squared error.
Given a new sample, the number of computations performed by RLS to derive
a new minimum least-squares estimate of is independent of the number of the
samples. This is an essential requirement from an online algorithm - the amount
of computations required per new sample must not increase (and preferably be
small) as the number of samples increases.
Assuming access to a recorded sequence of input and output samples:
Zt = {(x1,y1),(x2,y2), ...,(xt,yt)}
where xi is the i-th feature vector containing the angles extracted as shown in the
previous section and yi is the known corresponding pointing direction for the i-th
feature vector, the resulting estimator has the form reported in Equation 4.4
fˆ(x) =
t∑
i=1
αik(xi,x) (4.4)
where αi is the regularization parameter for the i-th training sample and k is the
learned function.
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The key advantage of the KRLS method is that each new training sample can be
learned online, this is very important in Human-Robot interaction tasks.
4.4 Experimental Results
We evaluated the accuracy of the deixis gesture recognition system in an indoor
scenario. We asked 8 people (6 male, 2 female) to perform 20 separate, natural
pointing gestures to 5 fixed targets. The targets have been placed in the scene
at different and fixed positions on the floor. The experiment consisted in two
phases: the learning phase and the evaluation phase. In the learning phase the
first half (50%) of the 800 pointing gestures performed by the users, along with
the target positions, have been used as training set for the regression model. In
the evaluation phase the second half of the gesture corpus have been used as test
set.
For every pointing gesture, we computed the euclidean distance between the in-
tersection of the estimated pointing line with the floor and the target position 4.6.
The table 4.1 reports the mean µp and the standard deviation δp (in meters) of the
distance from the desired target on the floor (error) using the geometrical solution
only, the regression solution only and the combined approach.
µp δp
Geometrical solution only 0.34 0.21
Regression solution only 0.75 0.46
Combined approach 0.22 0.32
Table 4.1: Experimental results for deixis estimation: quantitative analisys
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Figure 4.6: Deixis gesture demo snapshots
Chapter 5
Robot Attentional Regulation
5.1 Introduction
In this chapter, we explore the interplay between attentional and emotional regula-
tion in human-robot interaction. More specifically, we aim at defining an architec-
ture where attention allocation and emotional processes can influence the robotic
interactive behavior adapting it to the human emotions, intentions, and expec-
tations. In biological systems, attentional and emotional processes are strictly
integrated and play a central role in cognitive control [75]. These processes are in-
volved in initiation, selection, regulation, switching, and coordination of behaviors.
Moreover, emotion and attention have a fundamental role in social interaction.
The importance of these processes is also recognized by the social robotics and
human-robot interaction literature. Emotional processes and affective computing
methods are usually deployed to improve the empathic attitude of the human with
respect to the robot as well as the effectiveness and naturalness of the interaction
[76, 77]. On the other hand, attentional control and joint attentional mechanisms
have been proposed [78, 79] to allow implicit communication and coordination
during the execution of interactive tasks. Less effort has been provided in defining
61
62
a cognitive control system where affective and attentional mechanisms are tightly
integrated (e.g. [76, 80]). In this work, we investigate this issue by proposing a
simple human-robot interaction system endowed with a supervisory attentional
system and regulated by the estimation of the human affective state. The robotic
attentional system is modeled as a behavior-based system where each behavior is
endowed with a simple attention allocation mechanism [81, 82] regulating sensors’
sampling rates and actions’ activations. The human estimated emotional state is
represented in a four dimensional map [83], but we consider only the arousal and
predictability values which are strictly related with attentional control. Indeed,
high arousal is usually associated with cognitive effort and attentional processes
[75], while high unpredictability and surprise are usually related to attentional
shifts [84].
We tested our system in a minimal setting considering a simple robotic manipula-
tor whose behavior and attentional state are influenced by the emotional content
extracted from the voice of the human operator. To estimate human emotions,
we rely on speech recognition techniques (which are considered as robust methods
[85] when compared with humans’ success rate at identifying emotions). In this
settings, the prosodic features extracted from the human voice produce attentional
bursts or inhibitions which can be used by the operator to guide the execution of a
simple manipulation task. We assessed the system performance considering both
qualitative and quantitative analysis. The collected results, show that emotional
interaction combined with the attentional modulation provides an effective and
natural human-robot interactive behavior.
5.2 Background and Models
In this section, we present a background on emotions and attentive systems [75]
along with our proposal to connect vocal stimuli to attentive bursts by the use of
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arousal and predictability.
5.2.1 Multi-dimensional model for emotions
In the literature, several attempts to define a dimensional space to map emotions
can be found. This is because a dimensional, continuous model for emotions is
nowadays considered more flexible and powerful, from a descriptive point of view,
with respect to discrete models. Usually, dimensional models consider three axes:
valence, potency, and arousal, with valence and arousal being the most inves-
tigated ones in technological applications. In [83], however, a four-dimensional
model of emotions was derived from a cross-cultural study. Data presented in
[83] highlighted that a better separation of emotional words in a multidimensional
space could be obtained by introducing an unpredictability axis together with the
three classic ones.
In the present chapter, we include the four dimensional model of emotions in our
architecture. We believe it represents a good start point to build an interactive
robotic architecture taking into account emotions. In next sections, we will concen-
trate on the exploration of human-robot interaction possibilities using a very low
level of communication based on prosodic features extracted from human voice.
While our present intent is to correlate prosodic features to the emotional axes to
control a robot’s behavior, it should be noted that, being emotions multimodal in
nature, vocal features are differently correlated with these axes. Features coming
from other channels, like facial expressions and gestures, account for emotional
information that cannot be easily detected from voice only. Valence, for exam-
ple, is known to be hard to evaluate from vocal features while these have been
reported to be strongly correlated with dominance and arousal. Our intention, in
this case, is to investigate the lowest levels of interaction in order to evaluate the
impact prosodic features alone have in a task oriented scenario. At the same time,
we want to retain the possibility of easily extending the framework to gradually
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introduce, in the future, other levels, both parallel and higher, to evaluate the role
each one covers in natural human-robot interaction. This is why it is important
to integrate the most generic emotional model available, to our knowledge, in the
architecture at this stage.
5.2.2 Frequency-based model for attention allocation
Our attentional system is obtained as a reactive behavior-based system where
each behavior is endowed with an attentional mechanism represented by an inter-
nal adaptive clock [82, 86]. In Figure 5.1 we show a schema theory representation
Figure 5.1: Schema theory representation of an attentional behavior.
of an attentional behavior. This is characterized by a Perceptual Schema (PS),
which elaborates sensor data, a Motor Schema (MS), producing the pattern of
motor actions, and an attentive control mechanism, called Adaptive Innate Re-
leasing Mechanism (AIRM), based on a combination of a clock and a releaser.
The releasing mechanism works as a trigger for the MS activation, while the clock
regulates sensors’ sampling rate and behaviors’ activations. The clock regulation
mechanism is our frequency-based attentional mechanism: it regulates the reso-
lution at which a behavior is monitored and controlled, moreover, it provides a
simple prioritization criteria. This attentional mechanism is characterized by:
• A period p ranging in an interval [pbmin, pbmax],
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• An updating function fa,d(σ(t),pt−1b ) : Rn → R adjusting the current clock
period ptb, according to both internal states and environmental changes.
• A trigger function ρ(t,ptb), which enables/disables the data flow σr(t) from
sensors to PS at each pt time unit.
• Finally, a normalization function φ(fa,d(σ(t),pt−1b )) : R→ N that maps the
values returned by fa,d(x) into the allowed range [pbmin, pbmax].
The clock period at time t is regulated as follows:
ptb = ρ(t,pt−1b )×φ(fa,d(σ(t),pt−1b )+(1−ρ(t,pt−1b ))×pt−1b (5.1)
That is, if the behavior is disabled, the clock period remains unchanged, i.e. pt−1b .
Otherwise, when the trigger function is 1, the behavior is activated and, the clock
period changes according to the φ(x).
5.2.3 Vocal signal, Arousal and Predictability
In an interactive framework, it has been noted that a subject’s arousal level is
efficiently conveyed by the portrayed vocal intensity. This is because, being in-
fluenced by subglottal pressure and vocal fold adduction, the arousal is directly
linked with the tension of the phonatory apparatus [87]. In this work, we will
concentrate on estimating the user’s arousal level from speech energy in order to
control an attentional robotic system. While the energy of the speech signal is
a relatively simple feature to extract from human voice, a certain degree of re-
finement is necessary in order to obtain real-time reactions to vocal stimuli. In
general, the main problem in the extraction of prosodic features from speech lies
in the overlapping of two different components of the message: the semantic and
the intonational ones. During speech activity, these two intertwined levels of com-
munication are transmitted at the same time on the same channel. While it is
66
only natural for the human mind to separate first and then recombine the two in
order to make sense out of the sentence with all the nuances coming with it, the
task is much more difficult to describe in a technological setup. The energy profile
is severely influenced by the segmental level of an utterance: energy fluctuations
are, in fact, strictly related to the occurrence of basic speech units, like syllables
[88].
Figure 5.2: The waveform of a speech signal along with its energy profile. On
the third tier automatically detected syllable nuclei incipits (I) and offsets (O)
are reported.
Specific classes of phones, like fricatives and occlusives, cause the energy profile
to drop before rising again in coincidence with the occurrence of the next vowel,
usually representing the syllabic nucleus. Therefore, the control system we present
here is based on the extraction of voiced local maxima to produce attentional bursts
or inhibitions and to guide the execution of the task. In the system used for our
tests, the sampling rate of the microphone was set at 8000 Hz and the analysis
window length was set to 40 ms. First, we apply a bandpass filter (75−4000 Hz),
then the energy of the frame is computed as follows:
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Et = 10× log10(
maxf∑
f=1
af ), (5.2)
where maxf is the maximum frequency taken from the Fourier transform of the
frame and af is the amplitude of the f − th frequency in the spectrum. The
voiced/unvoiced decision is performed by considering both the autocorrelation
function of the frame and the zero-crossing rate yielding pitch values between 75
Hz and 300 Hz.
If a voiced energy peak is detected, given the energy level normalized in the interval
[0, 1], the final effect on the arousal axis is mapped in the interval [-0.5, 0.5] as
follows:
It = (−sin((3×x×pi)/2))/2 (5.3)
The final arousal value is computed as the numerical integral of the energy profile
E as described by the sequence of peaks occurred in the analysis windowW , which
was set to 1 second. By using this method, in absence of energy peaks, the arousal
level tends to go back to zero.
At =
t∑
i=t−W
ηEi (5.4)
The effect of this mapping is that low energy peaks inhibit arousal, mid-level
stimuli do not alter it, as the user’s intentions are less clear, while high energy
peaks cause an excitation.
Other than the raw energy value, we take into account the frequency of occurrence
of the energy peaks F , with reference to the analysis window, and the entropy of
the signal energy H is computed as follows
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Ht(∆f (j)i ) =−
|Y (j)|∑
k=1
p(y(j)k )ln(p(y
(j)
k )) (5.5)
Energy peaks frequency and signal entropy are related to the predictability axis of
the emotional model. The final instantanoeus predictability value was computed
as follows
Pt = β(1−Ht) + (1−β)Ft (5.6)
With this formula, the predictability value is linked with a inversely proportional
law to the H parameter, while it is related with F by means of a direct propor-
tionality law.
5.3 Case Study
Following [89], we assume attention and arousal as multi-dimensional psychological
processes closely interacting with one another and we use this assumption as the
basis for designing the architecture of our interactive system.
The idea is to develop a control system endowed with attentional mechanisms
influenced by emotions and suitable for human-robot interaction and communica-
tion. In this work, we are concerned with an interactive setting where the task
of the robot is to interpret and execute the intentions of the human using only
the emotional feedback. As a case study, we consider the following simple task:
a robotic arm is posed in front of a set of objects and is to decide which one to
reach; while executing the task the robot continuously monitors the human emo-
tional state to understand whether the current operative state is adherent with
the human intention or not. Initially, the robot slowly scans the possible targets
moving the end-effector in different directions waiting for some stimulus from the
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Figure 5.3: Attentional and Emotional Behavior-based Architecture.
human that encourages the robot to move towards one of the target. Once the
manipulator starts to move towards one of the target, depending on the emotional
content extracted from the human speech, the robot can hesitate or move with
confidence in the direction of the selected object. When the human interaction
starts to become uncertain or something unexpected happens, the robot can decide
to stop the motion and switch towards another target. In this context, the robotic
attentional and emotional states should depend on the emotional state estimated
from the human voice: if the human arousal is high, the robotic behavior should
be attentive; when the human predictability is high, this means that the robot
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is doing well, hence the robotic valence is positive and the confidence is high;
otherwise, when predictability is low, then the uncertainty in the human voice
is interpreted as an unclear signal that affects the robotic confidence provoking
hesitation and/or task switching.
Figure 5.4: Speed and Behavior Activation trend as a function of Arousal and
Predictability levels over time. (a) Vocal Energy, (b) Arousal Level, (c) Pre-
dictability Level, (d) end-effector speed and (e) SWITCH Behavior Activations.
In the following we illustrate how the attentional and emotional behavior is im-
plemented as an attentional behavior-based architecture. We introduce four be-
haviors: (a) SCAN, (b) MOVE_TO, (c) SWITCH, and (d) AVOID, representing,
respectively, (a) the robot default behavior while it is waiting for stimuli, (b) the
robot motion towards a selected target, (c) the selection of an alternative target,
(d) the obstacle avoidance behavior. Each behavior is endowed with an atten-
tional mechanism influenced by the emotional state. The attentional mechanisms
is represented by an adaptive clock whose frequency is regulated by the interaction
with the human (emotional content of the human speech) and the environment
(obstacles). The robot behaviors are influenced by the arousal and predictability
levels as follows:
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SCAN is the default behavior of the robots in the absence of stimuli. It contin-
uously moves the robot end effector along a circular trajectory scanning all the
possible targets keeping a slow and constant speed. Here, the clock period is not
adaptive and regulated to a constant frequency, i.e. pts = ks.
MOVE_TO moves the end effector towards a target position (i.e. one of the target
objects on the table). In this case, the adaptive clock period ptm depends on a
linear combination of the the arousal and predictability extracted from the speech
signal, i.e. σ(t) = γm1 At+γm2 Pt. Here, the idea is that both high arousal and high
unpredictability values are associated with high attention, hence high frequency for
the clock period, however, the main contribution to the period update comes from
the arousal. Given the composed arousal and predictability σ(t) value extracted
from the human voice, the clock period is updated in a proportionally manner,
i.e.:
fm(σ(t),pt−1m ) = γm3 ×σ(t).
The velocity is associated with the estimated arousal and predictability, but in a
different manner, i.e. it is proportional to the predictability when the arousal is
low, i.e. vm(t) = γm4 ×Pt for At < Tm1 , otherwise, when both predictability and
arousal are low, it is associated with both, i.e. vm(t) = γm5 ×σ(t) for At < Tm2 and
Pt < T
m
3 . In all the other cases, the velocity remains unchanged.
AVOID prevents the robot collision with the objects and manages the halting
behavior due to abrupt changes. Indeed, it slows down the robot motions with the
target proximity implementing a version of the Fitts’ law, but it can also react to
alarms detected in the user speech. In our setting, the robotic system detects an
alarm when the arousal is high and predictability is low, given suitable thresholds,
i.e. alarm(t) = 1 if f(At,Pt)> T a1 and alarm(t) = 0 otherwise. When the alarm is
not generated, the clock period is proportional to the distance of the obstacle, i.e.
faa (dist(t),pt−1a ) = γa1 ×dist(t), otherwise, faa (dist(t),pt−1a ) = pmina . As for velocity,
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it slows down proportionally the the period, i.e. vat = γa2 ×pta, and stops when the
alarm is raised.
SWITCH allows the robot to change the current target depending on the emotional
interaction. It is activated when both arousal and unpredictability are high. In
this behavior, the clock period pts is directly associated with the arousal value, i.e.
the higher the arousal the smaller the period
pts =
pmax−γs1×At
pmax
.
As for the velocity, it is associated with the unpredictability, that is, the higher
the unpredictability the lower the velocity:
vts = γs2×
Pmax−Pt
Pt
.
Figure 5.4 illustrates the effect of the users’ vocal energy (a) on arousal (b), pre-
dictability (c), end-effector speed (d) and activations of the SWITCH behavior
(e) with respect to machine cycles (mc) (the duration of each cycle is around 60
ms). As we can see the arousal level trend 5.4-(b) is directly related to energy one
5.4-(a): as a matter of fact the former is an integrated version of the latter. Figure
5.4-(c) shows the predictability estimation over time accordingly to the variation
of the arousal profile in the last 100 mc. As expected the predictability increases
in the interval [0, . . . ,100] due to the periodicity of the energy profile in such range
while it decreases around 150 mc caused by the change in the energy trend (no
more positive peaks). In Figure 5.4-(d) is shown how the change in the arousal
signal affects the speed of the robotic arm over time. Specifically, as arousal de-
creases, speed increases (i.e. the robot feels more self-confident) and vice versa. In
this way the robotic arm immediately reacts to the human speech stimulus. We
can observe some delays (about 500 ms) due to the system software framework.
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In 5.4-(e) the clock activation signal of the SWITCH behavior is illustrated. In the
first interval [0, . . . ,50] the period is larger because arousal is low and, accordingly
to the underlying model, the probability of switching to another target is low too
(i.e. the robot is self-confident). Conversely as the arousal increases the period
decreases (the probability of a switch increases).
5.4 Experimental Results
Our experimental trials consist of a robotic manipulator cooperating with a human
operator in simple tasks.
5.4.1 Platform
We adopt a 7DOF robotic arm (Cyton Arm: payload 300g, hight 60 cm, reach 48
cm, joint speed 60 rpm), endowed with a gripper (3.25 cm) as end-effector. The
robot is controlled by the Player/Stage tool [90].
5.4.2 Environment
In our setting, the robotic manipulator is close to a small table, on which three
differently colored cups are placed; the red cup represents the target. The test we
propose is a game in which the participant has to drive the robotic arm towards
the target object as many times as possible in a predefined amount of time (2
minutes). The human operator must, therefore, try to adapt the trajectory of the
robotic arm in order to keep it close to the red object. The selected testers have
not been explained how to interact with the robotic arm. They only knew that
semantics would not have affected the robots behavior, while the tone of their
voice would.
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(a) (b)
Figure 5.5: (a) A snapshot of the human-robot interactive environment. (b)
A snapshot of the robot field of view.
5.4.3 Experiment Trials
10 subjects participated in this experiment: 6 students and 4 PhD students, 7
males and 3 females. The experiment took an average of 10 minutes per subject,
and answering a specific HRI questionnaire took an average of 1 minute per subject.
5.4.4 Results Evaluation
We evaluated the system considering both quantitative (Table 5.1) and qualitative
performance (Table 5.2). The quantitative measures are related to effectiveness
and efficiency of the interactive system.
As far as qualitative performance are concerned, our aim was to evaluate the
naturalness of the interaction from the operator’s point of view. For this purpose,
we defined a questionnaire (see Table 5.2) to be filled by the tester after the overall
session of tests. The questionnaire is inspired by the HRI questionnaire adopted
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Mean STD Max Min
Failures 1.4 1.17 0 3
Successes 6.3 2.21 3 10
Move Act. 26% 9% 41% 12%
Switch Act. 1% 1% 2% 0%
Avoid Act. 5% 1% 8% 2%
Scan Act. 67% 10% 50% 84%
Table 5.1: Experimental results for the attentional regulation interaction task:
quantitative analysis
in [51]. Its aim is to gain information about subjects perception when interacting
with the robotic arm. All questions presented may be answered with a grade from
1 to 5.
Section Question
Personal Age?
Information Gender?
Q1. How familiarized are you with
robotic applications?
Specific Q2. How easy was it to perform the
task?
Information Q3. Did the robot react accordingly
with your expectations?
General Q4. How natural is this kind of in-
teraction?
Feelings Q5. How satisfying do you find the
interactive system?
Q6. How easy was to learn how to
control the robot?
Table 5.2: HRI questionnaire for attentional regulation performance evalua-
tion
Although the majority of the subjects was not used to interact with robotic systems
(Table 5.3-Q1) the users considered both the naturalness (Table 5.3-Q4) and the
ease of use to be satisfactory (Table 5.3-Q2). Learning to use the system was also
reported to be easy for the subjects (Table 5.3-Q6). This result is validated by
the hits frequency increase as a function of time (Figure 5.6). Namely, in order
to evaluate the learning curve for the use of the proposed system, we discretized
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the experimental time in four subintervals of 30 seconds each. Then, we evaluated
the cumulative function of the number of successes obtained by each subject and
considered this to be and indirect indicator of the learning curve: the higher the
hits frequency, the higher the learning rate. The reported histogram shows that,
after approximately 1.5 minutes of interaction, all the subjects were able to clearly
increase their successes. This indicates that 1 minute and a half is the mean time
needed for a user to learn how to control the robot.
Figure 5.6: Cumulative histogram of the number of hits as a function of time.
Dashed lines state for single subjects while the solid line shows the general trend.
Regarding the ease of use of the system the subjects reported a satisfaction level
above the average (Table 5.3-Q5). This result is consistent with the difference the
mean number of hits and the mean number of failures (first and second raw in Table
5.1). The realized system has been globally judged to be intuitive and satisfactory
from the users’ point of view. The only value under the expected average was
related to the coherence of the robot behavior with respect to intentions. However
this result may have been influenced by the interactors’ inclination to employ
semantics.
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Mean STD Min Max
Q1. (Competence) 2.40 1.17 1 4
Q2. (Ease of use) 3.40 0.84 2 5
Q3. (Coherence) 2.70 1.05 1 4
Q4. (Naturalness) 3.30 1.15 1 5
Q5. (Satisfaction) 3.40 0.69 2 4
Q6. (Learning) 3.40 1.17 2 5
Table 5.3: Experimental results for attentional regulation interaction task:
qualitative analysis

Conclusions
In this thesis, we presented a novel method for continuous gesture recognition that
should support a natural and flexible human-robot social interaction. In addition
we presented a human-robot interaction system based on attentional regulation
modulated by low level emotional speech features.
The proposed approach for gesture recognition presents several advantages both
during the training and the recognition phases. During the first phase, the avail-
able training set can be very small, hence the user can perform a very limited
number of gesture samples to introduce new gestures. As for the second phase,
a continuous recognition process enables the system to keep multiple hypothesis
about the gesture switching from one interpretation to another depending on the
context. This flexible and light process is possible because the bayesian classifier
used in this work requires minimum computational resources and thus multiple
gestures can be tracked in real-time. This continuous gesture recognition process
allows us to face and resolve the ambiguities according to the interactive context
in that enhancing the overall recognition system robustness and naturalness. The
effectiveness of the recognizer has been tested in two standard case studies, while
the flexibility and naturalness of the interaction has been discussed considering a
simple HRI task. As a future work in the gesture recognition problem, we plan
to investigate the system performance in a more sophisticated social interaction
scenario considering full body gesture recognition.
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Conversely in the approach for attentional regulation our aim was to evaluate the
amount of information that can be extracted from speech without introducing high
level analysis, like semantic interpretation. We showed that the expressiveness
degree coming from basic characteristics of the human voice can be exploited
to obtain a sufficiently natural interactive system. As a proof of concept, we
described the approach in a minimal setting, considering the case of a simple
robotic manipulator which interacts with a human considering only the energetic
content of the vocal signal and mapping it on arousal and predictability axes.
We evaluated our interactive system by using both qualitative and quantitative
analysis. The collected results show that although the interactors’ inclination to
employ semantics appears to have affected their judgement, on the other hand
the interaction naturalness was judged to be more than sufficient. Moreover,
although the majority of the subjects reported not to be accustomed to interact
with robotic systems, they reported to have been able to easily complete the
task and learn how to use the system. Objective data support this subjective
impression as the mean number of hits is clearly higher than the mean number
of failures. The realized system clearly shows the advantage of using very simple
speech characteristics, producing a reactive response and a low computational load,
while providing at the same time a good level of expressiveness, at least enough to
make the system intuitive and easy to use also for inexperienced users. Concluding,
the presented results will be used as a baseline in future works in which we will
focus on quantifying the minimum amount of information and computational effort
required as the complexity degree of the tasks increases. The current architecture,
including the 4-dimensional model of emotions, is designed to easily accommodate
further sources of information and interpret them in this generic model. As we
increase the complexity of the tasks, axes other than arousal and predictability
will be included in the system’s evaluations. During this process, our goal will
be to investigate the boundaries at which a purely reactive system needs to be
integrated by high-level content analysis and, lastly, by appraisal processes. As
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future works in the attentional regulation we plan to extend the experimental
setting in order to evaluate the architecture by considering other kind of actions
(i.e. grasping and manipulation).
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