A time-independent method which does not rely on a close-coupling approach has been developed for quantum mechanical reactive/dissociative collisions of collinear atom-diatom systems. The Schrodinger equation represented in hyperspherical coordinates is solved by means of a discrete variable representation. The results for a model H + HD system are compared with those obtained by the time-dependent wave-packet propagation calculation of Leforestier. The present method is powerful for the study of reactive collisions at energies above the dissociation threshold.
I. INTRODUCTION
In atom-diatom reactive collisions, the following processes:
A+BC(V) -+A+BC(u ') inelastic;
+ AB ( v' ) + C exchange;
--t A + B + C dissociative process, compete with each other at energies above the dissociation threshold. Recently, great interest has been concentrated on the accurate quantum mechanical calculation of exchange reaction. However, this is limited mainly to low energy collisions, and only a few efforts have been made to extend the calculation to the energies where the dissociative channel becomes open. So far, there is no accurate quantum mechanical 3D calculation for the dissociative processes. Even if we restrict the problem to a collinear collision, we find only a slight number of quantum mechanical studies. When the dissociative channel is open, a practical trouble arises in the description of the dissociative continuum. This is a serious problem particularly for the collision system that has exchange channels. Furthermore, a lot of high vibrational states must be taken into account for both the inelastic and exchange channels in the high energy collision. These problems make the numerical calculations formidable. However, the study of these problems is stimulating and should provide us with a deep insight of the reaction mechanism. In addition, it is very interesting to see how the dissociative and exchange processes compete with each other, and to see how the dissociation mechanism is different in nature according as the system has the exchange channel or not. Most previous studies have invoked a time-dependent method for the dissociative collision. '-7 In this method, the time evolution of the wave packet is calculated on a grid of points which spans the configuration space. Although this treatment has conceptually no difficulty and is successfully applied to the dissociative process, it requires a memory of large size on a computer and no one has succeeded in deriving a scattering S matrix for the dissociative process in this approach. As a time-independent solution of the Schriidinger equation, a close-coupling approach using hyperspherical coordinates was developed by Manz and Riimelt' and by Kaye and Kuppermann.' The hyperspherical coordinates have the following advantages: All the inelastic, exchange and also dissociative channels are described on an equal footing, and the dissociative continuum is naturally discretized. However, its application is restricted to a model system in which the molecule has merely a few bound states. (A close-coupling method is usually limited only to a small number of coupled channels.) Furthermore, the numerical integration along a hyper-spherical radius has to be continued beyond 50 a.u. in order to suppress the effect of spurious coupling.
The present paper proposes a time-independent method which does not rely on a close-coupling approach. We intend to solve the Schrizidinger equation in a direct manner. As such a solution, Sullivan and Ten&in developed a 3 point finite difference (FD) approach," which was being rather applied to electron scattering." Since the 3pt FD is not so efficient for molecular collisions because of the heavy mass, we improve on their method by combining it with the idea of a discrete variable representation (DVR). The DVR was first introduced by Light et al," and very recently a simple method for constructing the DVR has been examined by Muckerman.13 Since the DVR approach is found to be efficient in describing the high vibrational states of polyatomic molecules,t4 we expect it is also useful for the problem of collisions at energies above the dissociation threshold. The use of DVR's has been made for exchange reaction below the dissociation threshold." Our numerical solution is a propagation method which is different from those of the previous studies. Is The wave function is computed on a grid of points associated with the collinear hypersphexical coordinates. Although the hyperspherical coordinates have the advantages men-A. DVR solution tioned above, we also encountered a problem of spurious coupling. We have proposed an idea (which is presented in Sec. II B) to avoid it.
We define a two-dimensional grid with equally spaced points associated with the hyperspherical coordinates:
II. THEORY
We consider a collision system composed of three atoms lining up in the order of A-B-C with their masses of m.4, mB, and me, respectively. Let rsc (the BC internuclear distance) and RA,BC (the distance of A to the center of mass of BC) be the Jacobi coordinates corresponding to the A+BC arrangement; and let rAn and Rti,, be the Jacobi coordinates to the AB+C arrangement. We define the mass-scaled coordinates by RA=~ARA,B~ 9 rA=a;1rBc9 (2.1) is the characteristic mass of the system, (R,r) is either of (Rk,rL) or (R,,r,,) , V(R,r) is the electronically adiabatic potential energy surface, and E is the total energy measured from the lowest bottom of the diatomic well.
We introduce the hyperspherical coordinates ( p,w) defined by (2.5)
(2.7)
In the collinear system, the hyperspherical angle takes the value between 0 and o-= tan-'( me/p). Representing the wave function in the form Y(P,@) =p-"2q(p,w), 
where we have put $B,j = $( pB ,Wj). Inserting this equation into the differential equation (2.9) and setting (p,o) = ( per ,wi), we have a set of coupled linear equations with respect to $a,i,
(2.14)
with Wa,i= W( pa ,wi). In Eq. (2.14)) the coupling appears only through the second derivatives u" and v" that are independent of the potential energy surface. So far the choice of the DVR basis function has been somewhat arbitrary. If we take a Lagrange polynomial of the third degree as the basis functions and set P=a -l,a,a+l; j=i-l,i,i+l, Eq. (2.14) reduces just to the 3pt-ID formula of Sullivan and Temkin.'o Hence, the DVR framework contains their method as a specific example. As a more efficient, yet simple basis function, the linear combination of Chevyshev polynomials are known to be superior.13 Since the motion along w is bound, Chevyshev polynomials of the second kind is appropriate, and we have for uj(o)13
The summation over j in Eq. (2.14) is taken to be j= l,...,M. It is easily verified that this basis function satisfies the Kronecker delta property (2.12). The motion along p is unbound. In this case, Chevyshev polynomials of the tirst kind are one of the candidates, and a similar form to the above is obtained.13 Then, in the standard way of the DVR method, the linear equations (2.14) are solved by matrix diagonalization. In doing so, however, we must treat a matrix with the very large size of (Mx N) x (M XN) when the collision energy is above the dissociation threshold. This is undesirable for numerical calculations. In the present work, we rather take the simplest 3pt-FD formula for the p coordinate, and avoid the matrix diagonalization. The linear equations that we have to solve are therefore
The linear equations (2.16) can be solved by using the same numerical procedure as that of Sullivan and Temkin. Writing $a,iin a vector form, 2a=(21',,i,$a,2 ,..., $a,M)T and applying their matrix solution, we can have the following iteration scheme:
( 2.17) where the (MX M) matrix A, is given by
In the numerical calculation, first we iterate Eq. (2.17) until cz = N-1. Then, by making &v have a required boundary value, we can construct t& for a < N from Eq. (2.18). In the present case, only the elements of the matrix A, are different from those of Sullivan and Ten&in. This means that the computation time is just the same as theirs for the same numbers of M and N. However, by using the DVR basis function (2.15), we can significantly reduce the number of points M.
B. Asymptotic boundary condition
We impose the boundary condition on ~(plv,Oi) so as to seek a set of independent solutions. Here, we assign the channel "n" by introducing the adiabatic wave function x,,(w;p) which is the solution of Eq. (2.9) (dropped the first term) for fixed p. Also in terms of the adiabatic wave function, we can express the wave function (2.8) in the form ~$(pd =y2 c Xnb;P)fn,u(P). n (2.20)
The meaning of the channel index "u" will be evident in Eq. (2.27) shown later. The radial function f,,,(p) isunknown and is determined from the numerical solution $( p,o> in the following way. We set for $( p,w) at p= pN, $,(pN,@) =Xnb;pN (2.24)
The scattering K-matrix elements in the hyperspherical coordinates can be defined in the asymptotic form of the radial function f&p).
However, the transition probability derived from this K-matrix elements produces an oscillatory behavior as a function of p due to the spurious coupling. I6 To avoid this problem, Kaye and Kuppermann' re-expanded the bound-channel component of the wave function in terms of the eigenfunctions of the isolated molecule BC or AB in the corresponding Jacobi coordinates. Nevertheless, they kept the continuum-channel component as it is in the hyperspherical coordinates. As a result, they still needed to make the integration beyond p > 50 a.u. (in some cases up to 150 a.u.) to suppress the spurious coupling.
In the present work, we try to re-expand also the continuum-channel component in terms of the eigenfunctions in the Jacobi coordinates at p u pN. In a strict sense, it is impossible because in the Jacobi coordinates the continuum eigenfunctions of the BC molecule are not orthogonal to the eigenfunctions of the AB molecule. In order to make them orthogonal, at pEpN we put a boundary along a line o=ob, and assume that the eigenfunctions of one molecule are vanishing beyond the boundary. (See Fig. 1. ) In this way, we can have an orthogonal set for all the bound and continuum channels. This procedure would not cause a serious error if the boundary line is chosen to be sufficiently far from the region where the bound wave functions have finite amplitudes. In the actual calculations, we further assume that the continuum states in the Jacobi coordinates are defined by confining the motion in a box (o,rMAX ) where rMAx= pN sin wb for the BC molecule or rMAX=pN sin(WMAX-Wb) for the AB molecule. This makes the numerical calculation much simpler. This assumption is satisfactory because the re-expansion of the wave function is needed only at p=pN.
We re-expand the wave function Yt( p z pN,m) in the form As a test case, we have applied the present method to the model H+HD system that was extensively studied by LeforestierM who calculated the time evolution of the wave packet for the reactive/dissociative process. In this model system, the London-Eyring-Polanyi-Sato (LEPS) potential energy surface is taken such that the H, and HD molecules have, respectively, six and seven bound states and the dissociation energy is 1.77 eV above the bottom of the diatomic well. The bound energy levels of these molecules are shown in Table I We have chosen M=200 points in the w coordinate. The DVR scheme has been used also for the calculation of the adiabatic wave function x,(w;p).
At E=7 eV (the maximum total energy considered), about one hundred adiabatic channels are open (at p= 15 a.u.). These adiabatic wave functions have been calculated accurately enough with the choice of M= 200. In the p coordinate, we have taken N= 1000-2500 points according to the total energy. For these numbers of M and N, we have obtained the transition probabilities that are always converged to within a few percent. If we use 5-pt or 7-pt FD formula to solve Eq. (2.14) for the p coordinate, the number of points N should have been reduced significantly. We will take the 7-pt FD formula in future work. In calculating the continuum eigenfunction in the Jacobi coordinates, we have assumed without any positive proof
(2.29)
The previous workers, based on the time-dependent method, did not derive the scattering K (or S) matrix elements corresponding to the dissociative process. They first extracted the bound-channel component from the wave packet, and then calculated the bound-to-bound (b-b) transition probabilities. The dissociation probability was given by subtracting the total b-b transition probability from unity. This way would be sufficient if we are interested only in the total dissociation probability. However, Since the change of wb by ten percent has made the transition probabilities different within a few percent, the above choice would be satisfactory. Table I shows the total probabilities for the H + HD ( vn) + H2 + D reaction with V~ = 0 and 6 as a function of pN at which the probabilities are calculated. We compare the results calculated by use of the different coordinate systems fqr the asymptotic boundary condition: The wave function Yt(p,w) is fully re-expanded in the Jacobi coordinates as described in the present paper ("Ja- cob?'); is re-expanded only for the bound channels as done in Kaye and Kuppermann' ("hybrid") ; and is kept unchanged ("hyper") . We see that the probability of the "hyper" method always produces an oscillatory behavior as a function of p. The "hybrid" result for v,=O is sufficiently converged even at these distances. However, it becomes poor for Us= 6 because the coupling with the continuum states is more important. This is the reason why Kaye and Kuppermann have integrated out beyond 50 a.u. On the other hand, the "Jacobi" method always provides us with reasonable results. In all the calculations shown later on, we have set pN= 15 a.u.
In most cases, the unitarity is satisfied within an error of 0.5%. An exception is the transition from un=6 at energies just above the dissociation threshold, for which the total probability summed over all the final channels is about 0.97 as the worst case. As mentioned in Sec. IV, a potential ridge line plays an important role in the dissociation from vi=6 just above the dissociation threshold. In this case, the present way for defining the asymptotic continuum states would not be satisfactory. Therefore, the transition probabilities for V~ = 6 are probably not accurate at energies just above the dissociation threshold. However, the present method is sufficient for understanding an overall feature of the reaction processes.
To further check the accuracy of the present calculation, we compare our results with those given by Leforestier.4 Table II shows the state-to-state inelastic and exchange probabilities at various total energies E. Agreement between the two methods is good for every case, and this fact shows that the two calculations based on the different approaches are accurate enough. It also indicates that the present method is a useful tool for the calculation of the high energy reaction as well as the time-dependent wavepacket propagation approach is.
IV. RESULTS AND DISCUSSION
Figures 2 and 3 show the calculated total exchange and dissociation probabilities for all the initial vibrational states. Leforestier made calculations only for vn=O, 1, and 2.46 These results shown by the symbols of circles and triangles are also included in Fig. 2 . As can be seen from this figure, the two results agree well with each other within sufficient accuracy. For the reactions from the lowest three vibrational states v~=0, 1, and 2, Leforestier also made a comparison with a classical trajectory calculation, and gave a detailed discussion. Therefore, we need not repeat such a comparison and discussion. Here, we present an overall feature of the exchange and dissociation reactions including those from higher vibrational states.
The exchange probabilities are always larger than the dissociation ones except for va=6. This contrasts with the case for the H-t-H, system, in which the dissociation probabilities are larger at high energies. 8'9P'7 The exchange probabilities for all the initial states have a minimum value at an energy (E=E,) below the dissociation threshold. The position of this minimum shifts to a higher energy with increasing vn, and almost coincides with the dissociation energy for vn=6. The dynamical nature for the exchange reaction is quite different below and above this energy. At E > EM (or E > 1.77 eV), the exchange and dissociative processes influence strongly with each other particularly for higher va . At E < EM, on the other hand, the dissociative channel is naturally closed, and the exchange probabilities vary with the energy in a more complicated manner with resonance structures, which are similar to those found in an H + H, system."
The minimum structure in the exchange probability is also seen in the H + H, system, where the minimum locates at an energy above thk dissociation threshold. 8'9 In the classical trajectory calculation, there is no exchange flux in the vicinity of the minimum energy position.6.9*'7 This structure is sometimes characterized in terms of an antithreshold. The minimum or antithreshold structure cannot be always seen for all the reaction systems. Its presence depends on the potential energy surface and probably on the mass combination. For example, the classical trajectory calculation shows that the He+H$ system has no antithreshold for exchange reaction."
The reaction from v,=6 should be distinguished from others. The dissociation probability rises up abruptly from the dissociation threshold, and is larger than the exchange one over the whole energies where the dissociative channel is open. At energies just above the dissociation threshold, since the dissociation fragments have very small kinetic energies, the wave function describing dissociation should have a large amplitude along a potential ridge line. It means that the dissociation takes place mainly along this line. This type of dissociation proceeds remarkably for vn = 6 because its dissociation probability has a large value at energies just above the dissociation threshold. The motion along the ridge line is found also in the classical trajectory calculations: this motion forms a trapped trajectory when the energy is below the dissociation threshold;@19 and at energies above dissociation the trapped trajectory does not exist and it changes the character to a dissociative one. " The escape motion along a ridge line is also the same thing as what we have already known in the Wannier's double electron ionization problem.21 From these considerations, we expect that the reaction dynamics for highlyexcited vibrational states is generally distinct from the one for low-lying vibrational states. Up to about 3 eV of the total energy, the dissociation probabilities increase with V~ (vibrational enhancement). At higher energies, there is no clear trend such as a vibrational enhancement or inhibition, For the dissociation Total Energy E (in eV) FIG. 3 . Probabilities for the exchange (broken lines) and the dissociative (solid lines) reaction for the initial state vA= 3, 4, 5, and 6 as a function of the total energy E.
from VA= 3, 4, and 5 at E > 3 eV, the probabilities have a very weak energy dependence and show a slight oscillation. The oscillatory behavior can be seen also in other systems and is absent in the classical trajectory calculations. 315'22 In conclusion, the present work provides a powerful numerical tool for the high-energy reaction in which the dissociative channel becomes open. The method is naturally applicable also to the exchange reaction of heavy molecules, in which we must take account of a huge number of vibrational states even if the energy is far below the dissociation limit. At very low collision energies, however, the close-coupling method using the hyperspherical adiabatic basis' would be more efficient for the calculation of the exchange reaction because only a few channels are needed to obtain convergent results in that case. A further study of the reactive/dissociative processes is under going for collinear He+H,f collisions in a realistic potential energy surface.
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