Particle Swarm Optimization (PSO) has proved to be a common meta-heuristic algorithm for determining the minimum value among a set of values but it is known to suffer from the local minima problem. In this paper, we propose a novel optimization algorithm called POLARPSO that enhances the behavior of PSO and avoids the local minima problem by using a polar function to search for more points in the search space. The algorithm has been tested on 23 well-known benchmark factions and the results are verified by comparing them with state of the art algorithms: Grey Wolf Optimizer (GWO), Sine Cosine Algorithm (SCA), Multi-Verse Optimizer (MVO) as well as PSO. The paper also considers a solution to the cloud data migration problem where data migrates from highly loaded nodes to less loaded nodes in a process aims at achieving a kind of load balancing. The results prove that the proposed algorithm is applicable to solve this challenging problem in cloud environment and is able to find the best node to migrate to quickly and effectively. Our empirical results show that the proposed algorithm has enhanced the PSO behavior in reaching the best solution and outperformed the other algorithms over the tested benchmarked functions.
Introduction
Meta-heuristic algorithms are used in solving difficult optimization problems in many fields including engineering design, economics, Internet routing and cloud computing: problems such as data migration and resource scheduling. As resources are limited and cost money, an optimal feasible solution is a crucial requirement. Real-world optimization problems vary from nonlinear to multimodal, under different complex constraints. However, finding an optimal solution or even sub-optimal solutions is challenging. Many meta-heuristic algorithms have been proposed (Yang, 2011) .
Swarm-based meta-heuristic algorithms have been considered as powerful optimization techniques that are inspired by animals' social behavior. Particle swarm optimization (PSO) has been known as one of the most popular optimizers and is widely used in optimization of different applications. It provides a set of candidate solutions to the problem which are called particles of a swarm where they move through the search space and guided by the best value found by other particles and by their best performances. PSO is known to suffer from the local minima problem where they found minimum value is not the global minimum one. Our proposed algorithm, the POLARPSO proved to overcome the local minima problem as will be shown in the subsequent sections.
PSO is used to solve real life computer problems including those in a cloud environment. Cloud computing data migration is a difficult task since migration requires searching for the best node to migrate data to among a very large number of nodes where each node has a cost.
Storing data in a very large, scalable and reliable environment is a big challenge to different organizations. Data migration should be determined automatically using an elastic technique to determine the optimal node for data migration. To move data to a new cloud gracefully with minimal time, cost and disruption requires finding smart methods to transport very large volumes of data. Some cloud providers (such as Amazon Web Services) supply tools (such as rsync) that help in performing this task.
In order to reduce data migration rates, the algorithm needs to determine the hot data subject to migrate. For this, the data is divided into partitions at each node of storage; in other words, the data storage nodes are further subdivided into multiple partitions. Migration uses zoning as a basic unit to monitor nodes' load. To achieve load balancing between nodes in cloud environment and based on the normalized loading value (1/n), storage nodes are classified as a collection of either in (<1/n) or out (>1/n) immigration nodes . following this classification process, the data migration will be then applied.
In this paper, we propose an enhanced meta-heuristic algorithm that modifies the behavior of PSO algorithm by following a polar scheme in reaching the optimal solution in the search space, we call the new meta-heuristic POLARPSO. The proposed POLARPSO is then used to find the best way in cloud data migration, in order to choose the best node for data migration Applying the Polar behavior has been widely used to solve many real-life problems and applications and this inspired us to think about applying the polar behavior during the swarm movement in PSO this method enhanced the PSO behavior in finding the global minimum when tested with the benchmark functions and in solving cloud data migration problem.
The rest of this paper is organized as follows: section 2 includes most recent related work, section 3 presents the Polar PSO (POLARPSO) Optimizer, section 4 Evaluating POLARPSO on the CEC2005 Benchmarks, section 5 presents Experiment Description, Results Collection and Analysis, section 6 shows the stability in POLARPSO algorithm, section 7 introduced Cloud Data Migration Case Study, section 8 discusses convergence analysis while the conclusion and future work are drawn in section 9.
Related Work
The PSO idea was first introduced by then improved by them in the same year . Selvan, S. Easter et al. (2003) , proposed a modified PSO algorithm that was implemented in proportionalintegral-derivative (PID) controller tuning by incorporating some special features in the conventional PSO technique; its usefulness was tested in a common control application involving PID controller tuning. The results obtained for different plant transfer functions confirmed the theoretical predictions. Yu, S. et al. (2012) , proposed a new hybrid PSO (HPSO) to solve the problem that PSO often easily falls into local optima; the results have shown that HPSO has a faster convergence rate on those simple unimodal functions and superior global search ability on those multimodal functions compared to other PSO.
Binh, (2013) proposed a new hybrid particle swarm optimization algorithm for solving Multi-Area Economic Dispatch Problem (MAEDP); the results show that their proposed approaches are stable and quite effective with MAEDP. Khanesar et al. (2007) , proposed a new interpretation for the velocity of binary PSO related to the change rate particles' bits. In addition, they were able to solve the problem of choosing a w value (the inertia term) for older versions of binary PSO. Gimmler et al. (2006) proposed a Hybrid Particle Swarm Optimization algorithm (HPSO) that combines a Particle Swarm Optimization (PSO) algorithm with the Nelder-Mead-Simplex-method (NMS) and with Powell's Direction-Set-Method (PDS). Their experimental results indicate that PSO performance can be improved by using iterative improvement algorithms.
According to Handl & Meyer (2007) , algorithms can be categorized into two groups: the first group of algorithms is inspired by nature and animals' behavior such as ants' methods in building colonies and where researchers followed the same strategy; the other group of algorithms uses techniques such as clustering-methods and data mining.
Researchers were inspired by observing wasp nests (Campos et al, 2000) and bee colonies in coming up with a gravitational search algorithm which was named the Bee Colony algorithm by Pham et al., (2005) . This algorithm depends on two kinds of searching for explorative purposes: local and global, and is done through agents with two different types, as can be seen in the bee colony. Bee colonies also inspired the artificial bee colony algorithm by Karaboga in 2005, which is somehow different from the previous one; it consists of employed, onlooker and scout bees: three different kinds of agents which are trying to find food in the surrounding area using varying methods. Mirjalili et al., (2014) proposed a new meta-heuristic called Grey Wolf Optimizer (GWO) inspired by grey wolves (Canis lupus). The GWO algorithm mimics the leadership hierarchy and hunting mechanism of grey wolves in nature. Mirjalili, (2016) proposed a novel population-based optimization algorithm called Sine Cosine mas.ccsenet.org Modern Applied Science Vol. 11, No. 8; 2017 Algorithm (SCA) for solving optimization problems. The SCA created multiple initial random candidate solutions and required them to fluctuate outwards or towards the best solution using a mathematical model based on. Mirjalili et al. (2016) proposed a novel nature-inspired algorithm called Multi-Verse Optimizer (MVO), based on three concepts in cosmology: white hole, black hole, and wormhole. The mathematical models of these three concepts are developed to perform exploration, exploitation, and local search, respectively.
The main meta-heuristics algorithms are summarized in Table 1 
Polar PSO (POLARPSO) Optimizer
In this section we explain the inspiration of the proposed algorithm, the mathematical model and the pseudo code.
The origin of Polar Coordinates was first described by Harvard professor Julian Lowell Coolidge. Grégoire de Saint-Vincent and Bonaventura Cavalieri independently introduced the concepts in the mid-seventeenth century as described by Coolidge, (1952) . Polar coordinates were first used by Cavalieri to solve a problem related to the area within an Archimedean spiral. Blaise Pascal subsequently used polar coordinates to calculate the length of parabolic arcs (Brown, et,. al., 1992) . Also, Sir Isaac Newton examined the transformations between polar coordinates, which he referred to as the "Seventh Manner; For Spirals", and nine other coordinate systems (Boyer, 1949) .
The system of the polar coordinate is a two-dimensional coordinate system where every point on the plane can be determined by an angle from a reference direction and a distance from a reference point. The reference point is called the pole; the polar axis is the ray from the pole in the reference direction. As shown in Figure 1 (a), the pole is 0 and the polar axis is L. We denote to the radial coordinate as an r or ρ and denote to the angular coordinate by θ, ϕ, or t. The radial coordinate or radius is the distance from the pole (0), and the angle is called the angular coordinate. With reference to the figure, the green line's point (3, 60) has a radial coordinate of 3 units and angular coordinate of 60 degrees. The blue line's point (4, 210) has a radial coordinate of 4 units and angular coordinate of 210 degrees.
In a polar coordinate grid, see Figure 1 (b), a series of circles extend out from the pole (or origin in a rectangular coordinate grid) with five different lines passing through the pole to represent the angles at which the exact values are known for the trigonometric functions. Polar coordinates have been widely used to solve many real-life problems, with applications such as collision avoidance between ships and other obstructions, calculating groundwater flow in radial symmetric wells, guiding industrial robots in various production applications, audio pickup patterns for cardioid microphones and in calculations involving aircraft navigation. All these applications for polar coordinates inspire us to think about employing this method to enhance the PSO behavior in finding global minimum and applying it to cloud data migration.
The behaviors of the polar function; as represented by equation (1); forms a rose graph curve; see Figure 1 (b). θ = 0:0.01:2*pi; r = a*sin(n*θ) * cos(n*θ),
where a≠0 and n is an integer > 1 The formed graph is called a rose curve because the loops that are formed resemble petals. The number of petals that are presented depends on the value of n. The value of a determines the length of the petal; see Figure 1 To improve the PSO search ability we improved the search ability of the PSO at each iteration by employing the polar ability and we added it to PSO ability as described in equation (2) written in Matlab, this hybrid combination has extended the search ability in PSO to include more points and polar direction to the particle movement which increased the possibility to find the global minima and avoid the local minima problem, rather than getting stuck at one local minima point the polar behavior bypass this obstacle.
New participle position=sin(2*pBest*pi*.01).*cos(2*pBest*pi*.01)*rand()*.01
Where pBest is the local best value found at each iteration of PSO Pi = 3.1415 mas.ccsenet.org
Modern Applied Science Vol. 11, No. 8; 2017 rand(): is a random function that generate numbers between 0 and 1 POLARPSO increases the ability of exploitation and exploration by providing a co-rotating frame during a particle's motion. To define a co-rotating frame, an origin is selected first from the distance r(t) to the particle ahead. An axis of rotation is set up that is perpendicular to the plane of motion of the particle that passes through the origin. Then, at the selected moment t; the PSO particle is moved to new position in a rotation movement that explores many points P1 through P8 ahead and explores more areas; see Figure 3 .
Figure 3. POLARPSO behavior at each iteration
The pseudo code for POLARPSO is shown in Figure 3 . This algorithm enhanced the original standard PSO algorithm that was provided by Clerc, M. (2012) as shown in Figure 3 by adding the lines 17 to 21. 1-for each particle i = 1, ..., S do 2-Initialize the particle's position with a uniformly distributed random vector: xi ~ U(blo, bup) 3-Initialize the particle's best known position to its initial position: pi ← xi 4-if f(pi) < f(g) then 5-update the swarm's best known position: g ← pi 6-Initialize the particle's velocity: vi ~ U(-|bup-blo|, |bup-blo|) 7-while a termination criterion is not met do: 8-for each particle i = 1, ..., S do 9-for each dimension d = 1, ..., n do 10-Pick random numbers: rp, rg ~ U(0,1) 11-Update the particle's velocity:
) 12-Update the particle's position: xi ← xi + vi 13-if f(xi) < f(pi) then 14-Update the particle's best known position: pi ← xi 15-if f(pi) < f(g) then 16-Update the swarm's best known position: g ← pi 17-Update the particle's position according to equation (2) 18-if f(xi) < f(pi) then 19-Update the particle's best known position: pi ← xi 20-if f(pi) < f(g) then 21-Update the swarm's best known position: g ← pi 
Experiment Description and Results Collection and Analysis
We performed our evaluation on the 23 CEC2005 benchmark functions. The maximum number of iterations performed was 1000. The number of runs per problem was 30, and the average performance and standard deviation of these runs were collected for evaluation purposes. See Table 6 which describes the Experimental parameters of the function. To evaluate the effectiveness of any meta-heuristic algorithm in finding global minima, three major comparison features should be focused on: Exploitation Feature, Exploration Feature and Avoiding Local Minima. CEC2005 benchmark functions test set has functions that cover these three types, regarding the Exploitation Feature. It can be seen from the results in Table 3 that the POLARPSO algorithm has shown very competitive results in functions F1, F2, F3, F4 and F5 with all other algorithms (GWO, SCA, PSO, and MFO). Since the unimodal functions are suitable for benchmarking exploitation, therefore, the results illustrated that POLARPSO is better than the compared algorithms in terms of optimum exploitation.
Regarding the Exploration Feature, since the multimodal functions F8 to F23 have many local optima with the number increasing exponentially with dimension, then these functions are suitable to test the exploration behavior of the algorithm. The results of Table 12 to 17 of the compared algorithms showed very strong results for the POLARPSO over other algorithms for the basic and the expanded multimodal benchmark functions and excellent results for the Hybrid Composition benchmark functions. Thus it can be inferred that POLARPSO has a very good exploration feature.
Regarding Avoidance Local Minima, the Hybrid Composition benchmark functions F15 to F23 are classified as very challenging for any meta-heuristic algorithm because they have a large number of local optima values that have to be avoided. A good algorithm has to avoid them all to reach the global minima, the results showed that the POLARPSO exhibits a very competitive result in local minima avoidance, and exploitation features in the Hybrid Composition benchmark functions.
We compared the algorithms and the obtained results for the unimodal benchmark functions F1 to F7 are classified in Table 10 , multimodal expanded benchmark functions F8 to F12 are classified in Table 12 , on multimodal Basic benchmark functions F13 to F14 are classified in Table 14 , Hybrid Composition benchmark functions F15 to F23 are classified in table 16. If POLARPSO optimal value better or equal to the compared algorithms the word "yes" is written and if the compared algorithm is better the word "No" is written
To have a fair comparison, we conducted the student t test nonparametric statistical test over these 30 runs in order to draw a statistically meaningful conclusion. This statistical test must be done due to the stochastic nature of meta-heuristics; results are in tables 11, 13, 15, and 17. Table 10 . Also, the results were almost significant for all of the functions as shown in table 11.
The results of Table 10 show that the proposed algorithm is able to provide very competitive results on the unimodal test functions. The p values in Table 11 also prove that the competitive results are significant in the majority of the results. This testifies that the proposed algorithm has high exploitation ability. After discussing the Exploration feature in the Multimodal Functions we will discuss local optima avoidance. In fact, stagnation in local solutions can be resolved by promoting exploration. In addition to the discussion provided in the preceding paragraphs, local optima avoidance of POLARPSO is also competitive as seen in the results of the hybrid Composite test functions that provide a balance between exploration and exploitation features, due to the difficulty of this set of test functions. The results of POLARPSO algorithm were very competitive in this set of functions as seen in table 16.
Stability of the POLARPSO
The standard deviation values for all functions from F1 to F23 shown in Table 18 . Except for F8 are all near the zero and this means that POLARPSO is stable for the 30 experiments that were performed, the reason for the high standard deviation value of F8 is due to the very large values in the search space; see Figure 4 . 
Cloud Data Migration Case Study
In cloud environments, data migrate between nodes is a process meant to achieve a kind of system load mas.ccsenet.org
Modern Applied Science Vol. 11, No. 8; 2017 balancing. For this and based on the number of nodes compared to the overall cloud load, storage nodes are grouped as either "in_set" or "out_set". Data is moved out from heavy loaded nodes "move-out-nodes" into other less loaded nodes "move-in-nodes" to achieve an overall balanced load; this process is called Cloud Data Migration; (Yushui et al., 2016) .
Finding the optimal nodes that are eligible to migrate, and their corresponding destination is not an easy task in a cloud since it is a dynamic environment that needs a clever algorithm to help, hence the POLARPSO.
To solve cloud data migration, we assumed that each data node represents a particle that needs to migrate. Each node has a position and a cost. We initialized the n data nodes (N1 to Nn) with random values and these values represent the positions of the node, we calculated the fitness value for each node based on equation (3) using the proposed PLOARPSO algorithm (see Figure 3) . Figure 5 illustrates how data migrates, Figure 5 (a) shows nodes before migration and Figure 5 (b) shows nodes during migration. The fitness function for a migration node i is given in equation (3): ( , , ) = + + (3) Where x 1 represents the throughput rate of network (the amount of data transmission on the network per unit of time), x 2 represents the accommodation in the process of the moving nodes, x 3 represents the distance between partition of migration, While particles move in their migration space following their target, they go toward the node with the minimal cost (the node with the smallest fitness value). The fitness value of each particle is compared with Pbest, if the current position is better; it becomes the new best position Pbest. The node with the best fitness value will become the targeted node that the data will migrate to. Particles move according to the POLARPSO algorithm and each time they go toward the minimum cost node.
We compared the results of POLARPSO in solving the cloud data migration problem with PSO, GWO, SCA, and MVO algorithms. POLARPSO showed better results over the four algorithms, the convergence graph (see Table 19 ) showed that POLARPSO outperformed the other four algorithms. Significantly it is the fastest to find the migration node as the speed is a very important factor in cloud data migration. 
Convergence Analysis
The POLARPSO showed a good solution for finding a good solution for the cloud data migration problem; this is due to fact that it keeps the best global minimum found so far and search for better one ahead. POLARPSO mas.ccsenet.org
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To test the speed of the POLARPSO in finding the optimal solution of the CEC2005 benchmark functions we drew the converge curve of POLARPSO compared to PSO, GWO, SCA and MVO. As shown in table 20. It can be seen from the table that the POLARPSO is very fast in finding the global minima for 20 functions out of 23 (function F1 through F7, F9 through F11, F15 through F23) when compared to all of PSO, GWO, SCA and MVO. In F12 it was faster than GWO, SCA and MVO. 
Conclusion and Future Work
In this work, we proposed an enhanced optimization technique that is based on the well know PSO algorithm. We called the proposed algorithm POLARPSO. We tested our proposed algorithm on the CEC2005 benchmark set problems of 23 test functions classified in four categories: unimodal, multi-modal (basic and expanded) and the new hybrid composite functions. We compared the results recorded for POLARPSO with four state-of-the-art meta-heuristic optimization algorithms: PSO, GWO, SCA, and MVO. The results showed that POLARPSO outperformed the other meta-heuristic optimization algorithms.
