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O primeiro teorema de interpolação de operadores~ foi obtido por M. Riesz em 1926, 
na forma de uma desigualdade para formas bilineares. Uma versão mais completa desse 
teorema, para operadores, foi da.da por G. O. Thorin, resultando no hoje clássico Teorema 
de I~terpolaçâo de Riesz-Thorin. Um passo essencial depois, foi o teorema de interpolação 
de J. Marcinkiewkz (1939), cuja demonstração foi publicada por A. Zygmund em 1956. 
Varias generalizações foram obtida.F nesse período, príncipalmente por E. M. Stein e G. 
\Veiss, embora, todas elas eram a respeitos de espaços LP ou similares. O desetlvolvimento 
de teoremas de interpolaç.ão para pares de espaços de Banach e Hilbert abstratos começou 
em 1958 em vários pafses. As primeiras publicações são devidas a J. L. Lions (1958-1960), 
E. Gagliardo (1959-1960), A. P. Calderon (1960) e J. Peetre (1960), sendo que os trabalhos 
de Peetre est~ entre os que mais contribuiram para a moderna teoria de interpolação. 
Assim vários métodos foram criados para se obter teoremas de interpolação e muitos tendo 
profur1das interrelacões. 
Resumidamente temos a seguinte colocação: dado um par de Banach { Eo, E1}, um 
espaço E é um espa-ço intermediário em relação a { E0 • E1} se Eo n E1 ~ E '- E0 + E1 
onde._, denota inclusão contínua. Sejam {E0.EJ} e {F0 ,Fl} pares de Banad1 e E e F 
espaços intermediários em relação a {Eo,Et), {F0 ,FJ} respectivamente. Se E e F tém a 
propriedade que, se T é um operador linear, tal que T ; Eo _. Fo , T : E1 ....... F1 • então 
T ; E _. F, dizemos que E e F são espaços de interpolação em relação i aos par { Eo. E1} 
e { F0 , F1 } respectivamente. Assim um método de interpolação é um functor :F, q\1€ a cada Y 
par de Banad-1 {E0. EJ}. associa um espaço E= F{Eo. E1) que € um espaço íntermedlário 
de {E0 ,E,j. 
Os métodos de interpolação mais importantes são os métodos real e complexo. O 
método complexo foi desenvolvido por A. P. Calderon e provém dE> trabalhos de G. O. 
Thoriu. O método real das médias foi introduzido por J. Peetre E' J. L Lions [18]. e- }'Of· 
teriormente fo.i desenvolvido por J. Peetre. 
O m.?todo p de interpolação utilizado neste trabalho. é uma generalização do caso p(t) = t6'. 
conside-rado por J. Pe-etn~. 
l·ma que~tiiu natural r,;, teoria de imerpolaç;:i(,, { a Sflf;ull:1f propriedade~ \'í:Lica~ 
ew um o<::: en1 amhos N·pasos extremo!' rontinuan; \'àlid;:,, para e~paços intr-rpohdo.:='' 
Entre essa:' propríedades está a compacidade de opnadore;; O problf'ma poÓt> ser ce>h 
cadu do seguintt> modo: dados pares df' Banad1 {E0 .EJ} e {FO.F1 }. um op,erador TE 
Li {Eu. EJ}. { FO. h}) e :Ft E0 • El .l . :F( F0 . Fi). ond(· :F é um fumto:: de intHpolação: qu 0 
{'OndiçÕP~ d0vem ::;er pco::ta>- sobre os e~paço:: extH'TI!O~ pan, que T ; F( Et1• E 1) - F ( Fc. F1 ' 
SE'jo. compacto. r ma condição mínima é que T S<'ja com_pa.cto de Eu en; fi_, ou d~' E 1 E'lL F1. 
ma~ sonwnte ísso não se mostrou sufitíente. Vârios re~ultados aparecer<:nn dando res:po~tas 
lU 
parciais a esta questão. Os primeiros foram os Teoremas de Lions-Peetre ([18] e [19]), em 
que Úum caso se tomava Eo = E1 e em outro Fo = F1. Pouco depois apareceu o resultado 
obtido por Persson [21), em que os espaços eram todos distintos~ mas sendo necessária um 
hipótese de aproximação sobre o par { F0 , Fl}, Devemos aqui observar que os Teoremas de 
Llon· Peetre e Persson já apareciam implicitamente em um trabalho de M. A. Kranosel-
ski ~obre espaços LP e cuja generallzação para espaços de Banach gerais foi direta. Em 
1969, aparece o teorema de Hayakawa [14), que não pede hjpótese de aproximação sobre 
os espaços, mas pede que T: E~; ....... F;. seja compacto (k .:;;:- 0,1). Posteriormente, em tra-
balhos como [6], [7] e [9] foram obtidos rtovos resultados, sem hipóteses de aproximação. 
mas que pedem a inclusão de espaços corno F1 ....._. F0 ou E0 ,....... E1 . 
Na década de trinta, K, Kuratowsky definiu a medida de não c.ompaceidade de sub-
conjuntos limitados em espaços normados. Posteriormente se definiu a medida de I1ão 
compacidade de operadores< Essas definições se mostraram extremamente úteis no estudo 
qualitativo de equações diferenciais em espaços de Bana.ch. Também essas medidas se 
tornaram úteis para o estudo de operadores não compactos em espaços interpolailos. 
O objetivo deste trabalho é estudar corno se relaciona a medida d€' não-c.ompacidade 
de um operador, com espaços de interpolação do tipo p, qu€' pode ser posto do seguinte 
modo: obter estimativas para a medida de não-compacidade de operadores nos espaços 
interpolados, conhecendo--se a medida nos espaç.os extrémos. Ou seja, dados pares de 
Banach {E0 , E,), {Fo,F1} e um operador TE L( {E0 . Er}, {F0,F1}), óendo 3(T) a medida 
de não-compacidade de T, queremos obter estimativas do tipo 
• . , B(TJ) 
!J(Tu) S C il(To)Piil(To)) 
onde E= :F(Eo, E1), F= F(Fo, FI) são espaços. interpolados, e :F? um fnnctor do tipo 
p. 
Os dois primeiros Capítulos deste trabalbo se ocupam dJ;> t€"orla de interpolação e teo, 
remas de compacidade< No primeiro Capítulo apresentamos o método p dt> ínterpolação. 
Definimo~ parâmetros funclortais. os métodos Jf e h: r de inlerpolação e functor>?.> de tipc' 
p. Temos também o~ printipaís resultados, como a equlvaléncla dos métodos J ~~ k. o 
lez•rema dt dualidade. o tE·üuma de reiteraçiiC\ e outra5 prcrpriPdades. Ap:re~ent;mws 1w:;, 
varíank do método dE" ínterpolaç.ão de Gu~tavsso!'I-P('PtrP. íntrodunda por J. B. Garci?.. e 
D. L Fernandez. que é um exemplo de funrtor do tipo p. Além disso, definimos os espaço~ 
i} e demonstramos quE' o inte-rpolado entre dois df>SH'S espaços. é Ul'lJ espaçq do mesm(• 
tipo. ;\o sf'gundo Capítulo apresçntamos o::. tE>oremi:l~ df' compacidade que são utílizadu~ 
Iwstf• trabalhos. Temos a demonstração dos doi;:- teoremas de compacidade' de Llon~-Pf'E·,tre 
f' do teor€'ma df' Hayakawa. As demonstraçõeóo estâo generalizada,~ para o método p. 
i v 
O Capítulo 3 trata de medídas de não compacidade de operadores. Primeiro de:fin-
imost as medidas 1f; e ~ para subconjuntos limitados de um espaço de Banach E. A 
deJinição das medidadas {3 e fi para operadores provem do conceito de k~contração, também 
aqui definido. Concluímos o Capítulo com a demonstração de várias propriedades, tanto 
para a medida de não-compacidade de conjuntos limita.dos, como para a medida de não-
compacidade de operadores. Isso se mostrou necessário, pois vários livros e artigos trazem 
as propriedades, mas não&"- sua.s demom;trações. 
Nos Capítulos de 4 à 8 estão os resultados obtidos nestr trabalho, quP são do tipo 
iJ(T ·)<C ;;(T ) p(l/jJ(TE"p") 
E,F _ ~ E,F, l /a(T ) 
tJ Eo,Fo 
A fase inicial do trabalho, foi generalizar para o método p os teoremas contidos no artigo 
de M. F. Teixeira e D. E. Edmunds !21], que são para o método fJ. Tendo sido feita essas 
generalizaçôes 1 tínhamos a seguinte situação: dados pares de Banach {Eo, E1} 1 {F0 , F1 } 
e um operador TE L( {Eo1 Et}, {F0 , F1 } ), obtivemos teoremas para os casos (i) E0 = Et, 
(ii) Fo: F1 e (íii) E0 i E11 Fo :f. F1 com uma hipótese de aproximação sobre {F0 , FI}. 
O próx.ímo passo no trabalho foi variar as condições em (iii) e obter novos resulta-dos. 
Inicialmente estávamos obtendo teoremas que somente davam uma estimativa da medida 
de r1âo compacidade do operador no espaço interpolado, mas através de uma pequena mu-
dança na forma dos resultados, pudemos obter como corolário, teoremas de compacidade. 
como por exemplo o Teorema de Persson. Chamamos a atenção para esse fato, porquf' isso 
permíte uma demonstração para esses teoremas, utílizando técnicas diferentes das usadas 
na:, demonstrações jà conht?cídas. 
i'\ o Capítulo 4 estâo os dois primeiros resultados deste trabalho, que chamamo~- de 
tE'oremas do tipo Lions-Pe-etre. A demonstraçân desses teoremas seguem. com poucas 
modifica.çôes, as que estão em (21]. Esses teoremas dão como corolários os teorema.;,: d;c 
Lions-PE>etre. 
No Capítulo 5o resultado também provém de !21}- mas com mudanças mais profun· 
das .. 1\o Lema 1 deste Capítulo temos a idéla que foi fundamental para obter o~ outro~ 
1€'oremas: o fato de que é nPres:>árlo achar um operador P tal que T P ou PT. df'peridc;,(k, 
do ca::;o. -aprox..íwn" T. ou seja !IT- TPi: :S k. ondP 1: f un1a constantE· q1H' dep'O'l'Hk 
da mrdlda de não compacidade de Te qu~ é dlfereme para cada taso, ~esE-<: C<>pi:ulo 
supomo~ que o par de ~chegada" {Fo.Fd satisfaz uma hipó1esr de aproxirnaçâo. chtl.l;-,ad;. 
H 1 R e.ss<~ hipótese nos f?~ o operador P. Descr'."vendo de modo resumido,. a hip61e~<' 
;wdl:' a e:x.istf,nt)il d~ um oper<s.dor P : F~ - F;; (k :o:: O.l ), tal qut'' no raso k :::: O (' 
operador P é comparto. l'tilízaHdo essa hipótese no Lema .5.2.1 mostramos que e:x.]Flf' 
um orwrador P, nas condições de fh tal que \IT- PTU :5: C. onde C i: função da medida 
de não rompacldade df" T< Ka realidade. a hipótesr df" aproximação H 1 é equin.lPnlí' a 
v 
hipótese do teorema de compaddade de Persson. Ternos como corol{rio o teorema de com· 
pacila.de de Persson. Ainda nesse Capítulo damos um exemplo de espaços que satisfazem 
a hipótese H 1 . 
Apó..o:; o resultado do Capítulo 5, passamos a trabalhar no sentido de obter um resu]. 
tadç do mesmo tipo, mas com a hipótese de aprox.ímaçâo sobre os espaços de "partida" 
{E0 ,E1}. Assim no Capítulo 6 temos a hipótese de aproximaçã-o Hz. Neste caso, pela 
hipótese, temos um operador P tal que P: Ek-+ Ek (k =O, 1 ), mas agora Pé comparto 
para k = O, 1. Utilizando H2 demonstramos o Lema 6.2.1, cujo resultado é semelhante 
ao do Lema 1, mas que tem demonstração muit-o diferente. Apesar da hipótesE' H 2 ser 
diferente da H 1 a proposição 5.1.2 também satlsfaz H 2 • O fato principal desse capitulo é 
que temos como corolário do teorema, um teorema de compacidade semelhante ao teorema 
de Persson, mas sendo um novo teorema de compacidade, pois a hipótese de aproximação 
é sobre os espaços de partida. 
O próximo passo após os teoremas dos Capítulos 5 e 6 foi obter resultados sem 
hipóteses de aprox.lrnação. A sugestão de como proceder foi dada através dos artigos [6] e 
!7], ou seja utilizar os espaços f~ para obter um operador P! como ocorreu anteriormente. 
Além disso o teorema do Capítu1o 7 pede quE> F1 C F0 " Devido a algumas dificuldades< o 
resultado do teorema difere um pouco da forma geral dos outros. Temos como corolário o 
teorema de compacidade de Cobos-Edmunds~Potter. 
No Capítulo 8, de forma semelhante a.o 7, também necessitamos da inclusão de espaços, 
neste caso E0 '-- E1 e utilizamos como auxiliar os espaços C~, mas agora com uma norma 
diferente da utiliz<1da no Capítulo 7. Temos como corolário o teorema de compacidade de 
Cohos- Fernandez. 




Interpolação com Parâmetro 
Funcional 
Neste primeiro capítulo definimos parâmetro funcional e algumas classes especi-
ais de parâmetros fUcndonais. Também definimos os métodos J e K de interpolação 
com parâmetros funcionais e apresentamos os principais resultados, como o teorema de 
equivalência e o teorema de dualidade para esses métodos. Também apresentamos a 
demonstra ção do teorema de interpolação de espaços f~( E j. 
1.1 Parâmetros Funcionais 
1.1.1 Functores de Interpolação. Dois espaços de Banach Eo. E1 formam um par dt 
Banach 1E = (E0 • E 1 } se Eo e E1 estão continuarnent~;> imersos em um espaço topológico 
lin~:>ar de Hausdorff E. Então os conjuntos il1tersecçào E0 n E1 e soma Ec, + E1 estão bem 
definidos: e se demonstra que E0 n E1 e Eo + E1 tornam-se espaços de Banach quando 
munldos com as seguintes normas 
l'm espaço de Banaçh E é um opaço inffrnudúirw em relação .a um par de Bar1arh 
JE ::o \ E0 . E1 ) &P ' 
E0 nE1 '--E'- Eo+ E 1 -
(0 sirnboJo <-.denota inclusão continua.) 
1 
Sejam !E= (Eo,Er) e !F= (Fo,Fr) pares dê Banach. Denotamos por L(JE,JF) o 
conjrtnto de todas as apllcações lineares de Eo + E 1 para Fo + F1 tal que TI E~ é limitada 
de Ek para Fk, k = 0,1. 
Um functor de interpolação :F é um functor que a cada par de Banach 1E :;:: ( Eo, Ed 
ass~cia um espaço intermediario F(E0 , Et) entre E0 and E 1 , tal que temos 
Tl.r(Eo.Ed E L(:F(Eo, E,),T(fo. Fr)) 
para todo TE L(lE,!F). 
Os functores de interpolação que conslderaremos dependem de parametros funcionais. 
1;1.2. Parâmetros Funcionais. Chamamos de parámetro funcional a uma função p, 
continua e positiva em IR+· 
Uma função v: !O, oo]-+ [0, oo] é submultiplicativa se v'!- O ; v :f;. oo e 
v(st) S v(s) v(t) 
para todos, t > O. 
Seja P a classe das funções p : [0, oo) __, [0, oo] que são contínuas e positivas em (0, oo) 
e tais que 
p(s) S max(l,sjt) p(t) 
para todo s. t > O. Para p E P valem as seguint-es propriedades 
(i) p(t) ê não-decrescente 
(ii} p(t}jt é nào-cresc€n1e 
Stja p+-· <t das::.f dos parâmetros fu1tCionah p ta.l que p E P e 
-, , Pi-~tl I .1 . pJ) = sup --::::o maxt . t)l 
$>0 p($) 
Da definição temos que pé uma funçã.o submultipllcati\'a e que p( 1} = 1. 
2 
O parâmetro funcional pg(t) ::= t6 , O :::; e :S 1, pertence a 'P. Ele corresponde ao 
parâínetro usual fJ. Além disso, Pe E p+- se O< fJ < 1, mas po~ p1 f. p+-. 
Para controlar os parámetros funcionais necessitamos dos índices de Boyd (ver Boyd 
[2], [3] e Maligranda [19]). 
. . . 
1.1.3. Os Indices de Boyd. Dado um parâmetro funcional p E P, os Jndices de Boyd 
Otp e ;3p da função submultiplicath·a p são definidos. respectivamente por 
(Ll) log)í(l) ap = sup 1 
l<t<oo log 1 
e 
"- logp(t) 
vp = sup . 
O<t<l log 1 
(1.2) 
Os índices ap e f% são números reais com as seguintes propriedades 
f dt (1.3) O:p >o <=> p(t)- < +oo, 
I t 
e 
( 1.4) 1% <o <=> [ dt p(t)- < +oc. o t . 
Para os parâmetros funcionais Po e p1 mertdonados adrna, temos O:p0 < O e /3p1 > O. 
respectivamente. Para o parâmetro funcional pe{t) = t8 , o< e< 1, temos Op6 = J3P6 =e. 
Pode-se demonstrar que para todo p E T, com l?p > O (ap < O, respectivamente) 
existe um parámetro furtciona] crescente (denescente. respectivamnete) p+ (p_, resp<:r· 
tiYamnete} equivalente a p. Portanto pode-se considerar p E p+- como um parâmetro 
funcional crescente, e p(t)jt como um parâmetro decrescente. além disso, P pode ser 
considerado não decrescente. e P{t)/i não-crescente. Consequentemente. se p E p+- e 
O < q ::; o;:., temos 
1.1.4. Os espaços de Interpolação. Seja IE = (Ec,. E1 l urn par de Banad-1. o~ 
fuJ1cior1ai~ J f! A de Peen· sâo ddlnidos por 




O esp~o (E0 , EJ)p,q,K• p E P e O< q ~+ex;,, consiste de todos os x E E0 + E1 com 
nor:ffia finita 
(1.5) llx!I,.,,K ; li( p(2"t' K(2", x; JE) ).elllii<•IZJ· 
O espaço (E0 , E 1 )p,q;J, consiste de todos os x E E0 + E1 , que possuem uma representação 
(1.6) 
com norma finita ( Un E Eo n E1) e ( u,.) con\'erglndo em E0 + E 1 . 
( 1.7) 
onde o ínfimo é tomado sobre todas as representações (1.6). 
Para p E p+-, os espaços (Eo~ E1 )p.q;J e (Eo, E1 )p,q;K são espaços intermedíaríos entre 
Eo e E 1 . Na demonstraç.ã.o desse fato os índices de Boyd são fundamentais: se p E p+-, 
então f%> O e a-~ < O, onde ((t):::: p(t)jt e consequentemente 1.3 e 1.4 valem. Assim, 
desde que 1 :5 p(t p(l/t) e 
K(t,x) :5 min(J,t) JJx[JE,nE,. 
obtemos 
llxll,,,){ :5 llí'(T") min(1,2n) llt• llxJIE,nE,. 
Por outro lado, desde que 
\!.ti!Ec+E1 ~ min(1,1/t) J(t,:r), 
obtemos 
!lxiiEo+E, :5llp(2") min(l,T")IIe•llxii,,,J. 
para algum q com O< q < oc. As provas das inclusões contínuas E0 n E1 '---' (E0 • [ 1 )p.q;.l 
e ( Eo. E1 Lu;}{ .__, Eo + E1 são imediatas. 
1.1.5. Os teoremas de equivalência. Seja lE = ( E0 . E1 } um par de BauadJ. Pará. 
p E 'P..__ 12 O< q :S +x. vale o teorema de Equivalência entre J~mF-todo e o A"-método: 
t"mo parte da demonnraçâo depe1ldf- do Lrnw Fundarncntn! ]ntnpolaçii(l: H- :r E. 
\ E0.E, )p.xoh• então existE· uma seque!lÓa (u, ),, in E o n E1 qu<2 satisfaz ( 1.6) ~· 
A outra parte da demonstração dE'pende das propriedades do.s índice.-. de Boyd . ronw 
visto ant;;riormente. 
4 
Quando não houver necessidade de especificar o método que gera o espaço de inter-
polaÇão escreveremos simplesmente (Eol EI)p,q· 




1.1.6. O Teorema àa Dualidade. Denotamos por X' o espaç_o dual de um espaço de 
Banach X. Seja IE = (E0 , El) um par de Banach tal que E0 n E 1 é denso em E0 e E1 • 
Então 1E1 = ( Eb, ED é um par de Banach e temos 
(LIJ) (E0 n EJ)' =E~+ E~ e (Eo + EJ)' =E~ n E~. 
e maJs 
(Ll2) J(t, a'; IE') = sup 
aEEonEJ 
!(a', a) I 
' E1 E' J(t 1 ,a;JEf a E o+ l; 
e 
(l.l3) K(t,a';JE') = sup !(a', a)! a'EEb+E;. K(t- 1 ,a:JE)' aEEo+EJ 
Para p E p+- e 1 :S q < +oc, temos o Teorema da Dualídade 
(U4) 
onde p"(t) = Jjp(Jjt) and 1/q+ 1/q' =L 
1.1.7. O Teorema de 
p, Po- /'J E p+- temos 
(1.15) 
Reiteração. Seja lE = (E0 . EI) um par d{' Banach. 
Assuma que O< f%;:; ap <L Então. se O< q. q0, g1 S +x. temos 
(1.16) 
Para 
Para a demonstração obHCT\'tlinOi.- que ~hi, > o !'E' l.j[l < 4-x c~uh<J Po\tl < ..... X ~-( 
q;,:;;:: +x! <?Op1 < 1sE>q1 < +oc (.<:.up121 (i1 (1/tl < +:x: SP!JJ::::: +:x:}quandu ~P:in >0. 
01; par<t tot1diçOe~ obtida$ mudando-se o~- indlrh O e 1 quando o-.-.-. < O. (Essa;; tztndiçên·~ 
/c]/ P\.• 
M.seguram que r; E P""-.) 
1.1.8. Caso E't ·- E1 . !\o ra.::.c; E'l11 quF tem-se a inr1usãc rontínu;;: 
(].] 7) 
para todo p E p+- e O < q ~ oc, temos 
(1.18) 
aJém disso, existe uma sequencia ( u,.),.~o em E0 n E1 (::::: E0 ) tal que 
00 
' (1.19) x = L u.,l ( convergencia in Eo + E1 ( = E1 )) 
n:::O 
e 
(1.20) flxii,,,,K - flxtt;;,,;J = inf ll(p(2'T' J(2", u.,) )nENilt'l"'l' 
onde o ínfimo é tomado sobre toda representação (1.19}. 
Nesse casoj o espaço ( Eo~ E1 )p,q equipado com a no:rma ( 4) é denotado por ( E0 , Edi;.g· 
1.1.9. Caso E1 ......,. E0 . No caso em que tem-se a inclusão contínua 
( 1.21) 
para todo p E p+- e O < q s; oo temos 
( 1.22) 
além disso, existe uma. seq1Jencla ( Un )n?:O em Eo n E1 ( = E1) tal que 
(1.23) (convergenc!a em E0 + E1 (= Eo/). 
e 
( 1.24) 
onde o ínfimo é tomado sobre toda represe11taçã.o (1.23). 
Nesse caso. o espaço (E0 , EI)p.q equipado com a norma é denotado por (Eo. E1 J;,.,. 
Quando p(t) = tf, esse.s casos: especiais sâo tratados por Butzer-·Scberer [-(. As 
a-firmações ( L20) e (1.22) seguem de um câlculo dírl."tú. 
1.1.10. Os espaços de classe- Jr e n.·r· Seja E um pspaço intHmediário em reló.<.;ã(, 
a un1 pdT de Banad1 lE = ( Eü. E1 Í· Dlzemm quE"" E é um E'Spaço internwdíaric df- ciass-;' 
Jr{Eo.EJ) se 
(1.2.5l (Eo.E:)rJ:J ........_E. 
{ 1.26 J 
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Temos que E é de classe Jp( E0 , E 1) se e somente se para todo x E Eo n E 1 , temos 
' 
( 1.27) -( llxllt) llxlls $ Cllxllo P llxllo · 
Diremos simplismente que E é um espaço de interpolação do tipo p se 
E E J,(Eo, E1 ) n Kp(Eo. E,) 
1.1.11. Functores de Interpolação do tipo p. llm functor de interpolação :F e 
chamado do tipo p se existe uma constante C > O tal que 
( 1.28) -(11Tih) IITII.,'(E,,E;)-F(Fo.F>I $ CIITIIo P IITIIo , 
para todo T E 1( JE, JF). 
1.1.12. Proposição. Seja p E p+- e seja F um functor de interpolação do tipo p. Se 
(Eo,El) é um par de Banadt então :F(Eo,El) é de classE' Jp(Eo,El), i.e. temos 
(1.29) (E0 ,E,),,,,J ~ :F(Eo.E,). 
Suponha que 1E = ( Eo. E1 ) é um par de Banach e E0 () E 1 é denso em E0 e E 1 . Então 
:F(E0 .EJ) é de classe Kp(E0 ,E1 ), i.e., temos 
( !.30 I 
Demonstração. Passo 1. Consideremos a aplicação 
TA= Àu, 
onde u é um elemento dado em Eo n E1 e À E (f'. Claramente T : (]' ........ E;; wm norma 
IITII;; = llui!EA· k =O. L Então T :(f- F(E0 • E 1 ) com norma menor que uma constal'i1t' 
multíplicada por liui!Eo P(llui)EJ/liui!Er )~ portanto 
em f'(jUiv::.JeJ1temente 
(LJLi 
Agora. se a= Lu,, E E0 + E1 con: u~, E E0 n E1 • logo ohtemo:S 
!la!:F\E; .. Ell S: cz= p(2''r 1J(2''.v, .. JE) 
'· 
qui:' implica ( 1.29 ). 
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Passo 2. Para cada n E~. seja x~ E (Eo + E1Y tal que-< x~,x >= K(2",x). Então 
x~ : fJj -(f e logo IJx~]IE~ $ 2.1m, k =-O, l. Portanto, x~: F(Eo 1 E1) - ([ e 
K(2",x) 
sup zE.T(Et~,E1 ) !lx!IT(Eo.E!) 
Con'Sequentemente, temos, 
que implica (J.30). 
Assim a demonstração está completa. 
1.1.13. Exemplo. Seja p E p+- e seja (E0 , EI) um par de Banach. Os espaços 
{Eo,E1 )"'º, 1 ~ q :5 oo, pertencem a classe Kp(E0,E1 ) n Jp(E0 ,E1 ). Além disso, o 
functor dl:' interpolação F : ( E0 , E1 ) --. (E0 \ E1 )p,9 é do tipo p. 
1.2 Interpolação de Espaços li(Gn) 
O teorema abaixo será de grande utilidade. como auxiliar nas demonstrações dos 
teoremas dos Capítulos 6 e i. 
1.2.1 Os espaços .e;. Seja G um espaço vetorial e seja (li· Ur.)nEZ uma sequencia de 
normas em G. Para cada n E 7l. denotaremos por Gn o espaço G equipado com a norma 
11 · fi, G, = (G.fi · ff,). 
Seja p qualquer parânwtro funcional e O< q $ x. Denotamos por Lj(G,} o espaço 
vetorial de todas as sequenclas (a .. , ),-,EZ'· in G, ta1 que 
(1.1) ll!(a,.}l)lr,,t = 1!\ar,lnEXI!r~(G,.) = ( Í::lp(2-r'l!lnr.llr.F] 119 < +x. 
r.EZ' 
0 funciona] li! J!i~.ç é claran11?litP uma norm<> em tj,(G,J, 




Demonstração: Passo 1. Seja a= (an)ne.Z E (t:(Gn),l~(G,.,))"!,q· Pela definição 
temds que 
Então 
K(t,a) = inf {llaollo + tiladb) 
a=ao+nJ 
in f {sup 2-n$o l!a ... oll,, + t sup 2-•u1 lla,.J I Ir,} 
n=ao+al n n 
in f {sup(z-''" llanolln + t2-'"' llandln)} 
a=ac+al r. 
> 
Por outro lado, pela definição de A'{t,a), dado E > O, existi" b.,.0 ,bn1 E G ... tal que 
a., = bno + bnl, então 
logo 
+oc > sup{ inf (T"80 1!a.,oJJ,, + 2-'U'Jtjja.,.lJir,)} 
nEX n.,=nno+<lnl 
> sup {2-"'' llb,olln + T"'' tllb,, 11,,- f) 
nEE 
= sup{2-r-.!oJ!bno!ln +Tns1 t1Jbr.lllr.}- E 
nEZ: 
= (llboiltt + tllb,ll,r)-' 
> K(t,a,fQ,l}')- t 
onde bo :::::: (bno)1, e b1 :::::: (br.dn· n E ~. como E > O pode ser tomado arbitrariament~: 
peque-no. conclulmos que 
I 1.4 I 
Consideremos, agora para cada n E 7l um decomposlção a,, = a,-,(<-.;.- a,_ 1 • arbiuâria. EIJtão 
Portanto 
> minr2·-,,,,. t2-'•-': l::a,_,,':,.- ru]r;::r~-~,. t2-''': 1;:u,, 1 ~ 17 • 
· [2-''~f "2-r''' 1: i; 11 [ · ::::: n1m .f lLia,-,c,,,_+ 1 a,,l 1h.l 
> min(r-r,~, .tT''~. li ia,,,+ a,,)!: •. 
= n'int?-Y,$c t·)-~'~1 )['la ' 
' '- • - ! r. i I!, 
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e por (1.4), r.oncluímos que 
sup(min( 2-ruo, t2-rU'l )Jian I In ::5 }{(t, a) 
n 
Tornando t = 2n( .. J-•o) obtemos 2-n~oJ!anlln S: K(2n(,1 -"0 l,a). 
Con,sequentemente p(2-n )llanlln S p(2-r. )2ns~ }( (2"(~J -~o}, a) 
Somat1do os termos e considerando a definição de .. r, obtemos 
ou seja 
lllalll,,, = llanllt: S (L (1(2"i•>-•ol)-'K(2"1••-•ol,a))')'1' 
n€Z Z 
Para concluirmos precisamos ainda dos se,guintes fatos: 
êX 
;;::;: C L, \1(2'·\~:-•:'ii~ild:?';.' -stl_a!\ç 
0 par<. completar obsf'J\'&mos qu~' 
lO 
< 





assim concluirnos que \lanllt~ ~ C !la!ltt~/;<p-.,q o que implica 
( 1.5) 
PASSO 2. Agora seja O< r$ q e a= (an)n E I!~(Gr.,), então 
i1iW 1 K,(t,a))'- = 1oc dt o t 
,, 
(' por outro lado 
]] 
n 
::::: C 2,)if2n{BJ-~o))-l KT(2"(~~-..,c),a))li 
n 
portanto 
llallit' t' 1 ~C ( {oob(t)- 1 h',(t,a))'dt )11' ~C lh(2"1"-'' 1)-1 K,((Zni',-•• 1,o)llt•{Z!:J ~o' ~l '·'~' } 0 t 
e como 
(vt•ja [l,p.122j)~ temos que 
I ia ll(t~\"(G, ) . .(~) (G,-,j)H ~ Cih(2rr,(.'lo-SJ l)-l ~~·T(2m($()-B))' a: t:() { G 1-' ). r:) { G 1-') llltç 
< C L! h { 2rr.(so-s:/ }-1 t Í: ( min(2"so. 2mt ... r.-"d2ns) ))la"! In Y 111r] lllrç 
,, 
C li( 1 (2m(sç.-s;) ;-l l L_(min(2(n+m )so' 2m.{3t, -sJ)2(r,+V>)s; )iia,+m llr.+nJ )l ;~] ),.,.\lf~ 
'• 
< C tI) mini 1. T'·i-•~ -~; 1 )'f( 2"·(~, -s, 1 JJ'] 11" i!P! /"'~'·)) · ! io,,-1--rr. i;,,..,..,,) .. , ii1~ 
'· 
O qm domonstra que 
n 6i 
PASSO 3. Sejo r< fJv-q1 q D<' (1.4j. (l..)) P d;:; monolOnicidad<' tE>rtJO." que 
i 1. 7} c ·[q'íG' • !''!(., ,, r ·[-x'r J !,'IG' 1· \~L' 1,}• .;_; .> 1,,ih.>• '-I_ Si'l .. t,-.. !; ~,,h., 
c l~(G',,) c u:~!Gr.'i.i:)G,, il,.q 
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o que demonstra o teorema. 
1.2.3. Corolario. Temos 
(LS) 
onde -y(t); 1/p(r1 ). 
1.2.4 Observação. É claro que 1.2.2 também vale para os espaços ((ó(G,,.).fj(Gr~J1.q 
e (Cb(Gv .• LCi(Gm);-,9 , onde Gm:::: (G,II.II) with mE 1!\' em -E LZ_ == -1!\·. respectiva-
mente. (Veja 1.1.8 e 1.1.9.) 
lJm resultado semelhante obtemos, se utilizarmos a norma 
(1.9) !ll(a,)lllp,q = ll(an)nEZII'>IG,); [L [p(2")11a.II,J'] 1/q < +oo. 
nEE 
no lugar da norma definida em 1.2.1, para definirmos o espaço f~( C,). então teremos o 
seguinte teorema 
1.2.5. Teorema 2. Assuma que O < q0 . q1 • q $ +:x:. e que s 0 • s 1 E JR. Se s0 i- s 1 • e 
p E p+~ definimos 
(LlO) 
Entiio, se $J < f% :S o:p < s,,, temos 1 E P e 
(1.11) 
A demonstraçã.o segue do mesmo modo que a demonstração do te·orema 1. Para maí~ 
detalhes ver !9]. 
1.3 O Método de Interpolação de Gustavsson-Peetre 
A seguir introduzimos um variar: te do método de ínterpola.çâo dE> GustaYSSOl';·Peetrc. 
que depende de parârnetros funcionai.:< Veremo~ quf' este m~todo gvra e.cpaço.c do tipo p 
e que além dhso o método tem a importó.r;te propl'iE'dadE' de interpo]ar ;;>:;.paço~ U e gcr<>r 
e:=:p<'içm dP OrUcz. 
1 ,3.1 .r'U funções. de Rademacher r, : (0. J ~ - { -1. l}. 1 = O. l. :!. - · sãu ddund<:>'· 
dc· seguintt' wodo, A nrlnwira 1·,, y<:Je l 'flli !(L 1 i2 1 e - 1 em 1 :'2< 1 ~; ;; o;pg-uHd<> r-, vrtl'- ; 
~ • ' l - • '" ' 
PIL ~0. 1 /4) ~· [1 !2. 3_L1 1 R vale ~ l em p .'·L 1 !2 i"'' ;.3 ..J.. 1; e ass m por dia111 t· A p<>rt E da c 
fnt<ÇÔ~l de Radtmadtn. definiwü.' paca n E Z! 




5~' 1l < () 
Assim temos a seguinte definição: 
1.3.2 DEFINIÇÃO. Seja {E0 , E 1 } um par de Banach, o ~spaço < E0 , E1 >p,p é o espaço 
linear de todos os x E E0 + E1 tal que existe uma sequência ( Un)neZ z em E0 n E1 que 
satisfaz 
(L12) 
com convergéncia em Eo + E 1 e tal que a,. :::: b.,_0 + b.,1 • então 
(1.13) 
onde o supremo é tomado sobre todo os subconjuntos finitos de Zl e assumimos que para 
J..: ~O, l a sequênda (Tn(.)2knu,...fp(2"))nEZ z é LP([O, 1]. Ek) somável. Munimos o espaço 
< Eo, E1 > NP com a norma 
. I . 2" I 
ll xli.<E• E.... = mf max sup 1'\' nni-J~u,. 1• ~· l /(" L (2" · >=D.lJj P I 
r,E) LP([O.lj.E . ,J 
Assim tendo definido o método, pode-se demonstrar que ele possui as seguintes impor· 
tant.es propriedades. As demonstraç.ões se encontram em [8] e [10]. ; 
1.3.3 Teorema. Seja {E0 .E1} um par d€' Banach. p E p.+-- e 1 < p < :x. Então 
<Eu. E1 >p.~· é um espaço d€' Banach. 
1.3.4 Teorema. Se {E0 • EI} é um par de Banach. terno~ qut> 
ou seja. < Eo. El >H é um espaço intermediário entre E0 12 E 1 . 
1.3.5 Teorema. Sejam {Eu. EJ). {H" FJ} pare~ de B;:,nach f' 1 S p < x, Eu;:;,., sr· 
TE Li E". F"!· k ::::: O.L t<>wo~ qu~' T;;; L:.< L,,. [ 1 >!'.:. < F(,. Fl >;.,;f· 
'
,.o' Lo '•I - "7·: , ,. , .. k - O 1 
" ' . r:-,; ,,;__( .,. ~I - ' ' 
[ste teorema demonstra que o método<. >H. é um funnor de Íllterpolação do tipo r 
1.3.6 Teorema. Seja {E0 ,EJ} um par de Banach e 1 :5 p:::; oo. Então Eo n E 1 e denso 
em < Eo, E1 > p,p· 
Atravês desse teorema! verifica-se que< E0 ,E1 >p,pC }(P n Jp, ou seja, que o espa1ço 
interpolado e um esp~o do tipo p. 
'Para os espaços LP temos o seguintf' teorema: 
1.3.6 Teorema. Seja {E0 .EJ) um par de Banach de reticulados df' Banach q-cônravos 
para q < oc. Então para todo p, tal que 1 $ p < OC; temos 
< L'(Eo), L'( E,)>,,,= L'(< Eo, E1 >,,,) 
com normas equivalentes. 
1.3.7 Definição: llm função df' Orlicz é uma função c.ontínua 4l: (O,x) _,. (O,oo) com 
<I>( O)= O. 
O método definido acima fornece a seguinte caracterizaçã-O dos espaços de Orlicz. 
1.3.8 Teorema. Seja ~ uma função de Orlicz que junt_amente com sua conjugada sat-
isfaçam a condíção-Ã2 , e E um ret.iculado d'i' Banadl com con(avidade finita. Então 
existem po,PI com 1 < Po-Pl < oc tal que 
com e-quiHdêmia de normaf. onde 1 ~ p $ x e 
' { fi'JP_P(. w-lup?~;) se t >o p(t) = 
Ü Sf'1<Ü 
:\e:;.tf' trabalho. a importancla desl.e teorema é quf' podrmos estender m resultadm pare 
espaços àf' Orlicz. 
1.\ 
Capítulo 2 
Teoremas de Compacidade 
A seguir estão demonstrados os principals teoremas de compacidade de operadores 
em espaços de interpolação. As demonstrações estão generalizadas para o método p" In· 
duimos os dois teoremas de Lions-Peetre, que apesar de sua simplicidade sâo fundamenta.is 
neste trabalho. Ta.mbêm inclulmos a demonstração do Teorema de Hayikawa. 
2.1 Teoremas de Compacidade de Líons-Peetre 
Denotamos por Lc(E. F) o espaço dE• todos o~ operador-c~ lin<.ar-u compactos de 
E em F. 
2.1.1 Teor-ema (Lions~Peetre). Seja F qualquer espaço de Banach e seja (E0 .E1 J uw 
p;,r de B<:~ll<~th. Sf'ja T um operador lin~'hr em Lc( E(,. F) r>l{E1 • F) e a!:'~umimm que E 
f:. de dass12- k,{E0 . El). para algum p E p+-. Então TE Lc{E. F'), 
Demonstração. Seja (a~.) uma sequênda da bola unitária de E- Dado E > O. s.t>ja t um 
número suficiemern<:<nte- gra.nde tal que {;(t) < ri. Assím 12 possível escollH:'T a;: E E(; e 
' L. I 0 ' a~. E -1· ta que a,,= a,,+ ar, f: 
(jDf' 
!ia;:!iE; + 1:!a;,:!E, :S Cj5\f i;ic.,.,;E :S Cp; 1 !_ 
Port<>nto ux;: i P limítath, Pll! Et" Desde que T é mu opni:tcior compi:!.<h• dt •Ec- par;_, F. 
eXÍ;'l{· uni subse-quéncia i o;:,) de ( 11~: J tal que 
··]" o T o I" l! a",- a,,,,!F < ;:. 
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se n', m' são sufucientemente grandes. Agora, desde que 
concluimos que 
' se m\ n' são sufudentemente grandes e isto demonstra a c.ompacidadf' do operador T 
E-F. 
2.1.2 Teorema (Lions-Peetre). Seja E um espaço de Banach qualquer e seja (Fà, Fl) 
um par de Banach. Seja T um operador linear de Lc(E,F0 )n L(E,FJ) e assumimos qu(' 
F é de classe J"(F0 • Fi), para algum p E p+-. Então, T E Lc(E~ F). 
Demonstração. Seja (xT,) uma sequência limitada em E. Desde que T é t,mnpa,cto de E 
para F0 , ex.íste um subsequência (x.,) tal que (Tx.,) é convergente em FQ. Desde que F é 
de classe Jp(F0 ,Ft) e pé submuJtiplicativo, temos que 
< CIIT T 11 -(IITx,.- Tx""IIF,) X.,•- X 1111 Fo p , , IITx"'- Tx,."llfé 
< C-1117'11 I 1'0/I!Tx"• -Tx,,IIF,) p L(E.F,i 11 T I . 1/ Tx,,• ~ x.,,,!Fo 
Portanto {Tx~,) é uma sequÊ'ncia de Cauchy em F. 
2.2 O Teorema de Compacidade de Hayakawa 
2.2.1 Teorema. Sejam (E0 .EJ] e (F0.Fl) pares d'ê Ba1tarh €' seja T um op<erádor ÜM<>r 
de Eo + E1 para Fó + f1. Suponhamos que T E Lc( Ek. F;,), k = 0.1. Então. T ~ tamb.?m 
compacto de (Ev. E1 )p.q em (Fo. F!}p,q· para p E p+- e O< q S: +:x. 
Demonstração, Passo 1. Para cada m E ~, definimos Grr. :;;:; Eo (< 2"' E 1 . i. e. G,.,, 
? o espaçcJ E0 r: E1 equípado com a norma J(2rr,. -,/E J- Aqui c.onsiderGr;:mo~ m espa,;u~ 
f'~(G'.,.,,} com a norma definida em L2.4. 
Seja ( u,.,.),.,, uma seguf>N·ic em Eu n E1 • ma~ sornável~:'m E(.'+ E 1. Ent;o. def;Hindo 
·_-,; 
('I( 1ln,) ::: L 11,.,-.. 
jú>Tf> qualquer T1aránwtro fUJ;riona) p E' Ü < q S -t- X. Por OUHU ]ado. dt'Sd<- qtH· 
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para demonstrar que 
T: (Eo, EI),,, ~ (Fo, F,J,,, 
é compacto, é suficiente mostrar que 
é cómpacto, onde 
T=Tou. 
Passo 2. Com essa afirmação. para cada n E !!\', introd11zlmos o operador cort(' P., eDJ 
fÕ(G'.,.,) + ti(Gm) dado por 
Agora, desde que 
e 
k = O, 1. 
temos a seguínte sequência de aplicacÕ€s co11tÍnua..~ 
RZ(Gm) p]\. tb(,G,.J n thGrrJ '-' tl{Grr,) ,T Fk (k =o. 1 ), 
Agora. pela compacidade de T como operador de Eo para F0 (ou E1 para F1 l implica 
que fp,.._. é compacto de !Õ(Gm) para F0 e consequentemente que o operador T c P,, é 
também compado de !~(Gn,) para Fo. Portar:to, aplicando o teorema cl(' Líons~P!?etre 
2.1.2 . temos quf' 
TPs = foPy, :P~(GnJ ~ (Fo.FdP,q 
é também comparto. _ 
Passo 3 As5iT. para d<:_monstrar a compaddade dE" T, é sufidn,\(: H'T que cdstP uma 
sub:,equénda (TP"·') de (TP",) tal que 
onde q !i 1,.1 denota o operador norma. 
!\~·ressílanw~ de mah dois operadore:, de corte auxillares: 
. '\ ,. 
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Cada um desses operadores é linear e limitado em ll{Gm) com norma igual a 1, k =O, 1. 
Desd-E> que I = P _ t P +, temos 
!I f- fPn•ll,,, $ C [ii(f- f P,)P-11,,, + ll(f- f PnJP+I[,,,] · 
Assipt somente necessitamos mostrar quE' para alguma subsequência (f Pn') 
max[ll<f- fP.·)P-11,.,. ll(f- fP,,.)P+II,,,] - O. 
11 i ...... zy: 
Mas. desdE' que 
(2. I) 
obtemos 
ll(f- f P ·)P-1' < c -rll(f- f P, lP-11 ) i'( 1/ll_!llo) 
" "''- P " ' 1/IITIIo 
ll(f-fp.)P 11 <C -iiiTII) i'll/ll~-fp,.JP+IIo 
'' + '·'- P ' 1/IIIT-TP,·lP+Ilo 
ConsequentementE'. sabendo que (J(t) = o(mln( 1. t) ). é sufkientE' demonstrar quE' para 
alguma subsequencla (n 1 ) temos 
(2.2) ,lim ll!f- Tf',,JP-Ih ~o, 
~,-+:X 
' (23) lim l!CT -· T P.,, iP+ H o:::: o. 
,,'-+oc 
Passo 4. Vamo~ demonstrar (2.2J e {2.3;. Desde qtw 
12.4 I - - -I'·T r·F• 'P " . 'IJ··· )\ - •.. 1 -ill::! iil• 
existE' uma subs<'quénda dT,.,; df' i f P.,,! tal qur• i :'d- :f Fr.' )\: 1 ),,· conwrge. SE'ja À S('D 
lim;te. PodHno~ iid-:ar i.r,>)C fj·G,_l t<..~ qu-" ::.r,_,i 1 ,(~ .. , :::;- J f' 
' ·• 
- - -I[Ttl- PY<' JX,,·!iF1 o=. )i\1'- T P,, lxr.·!!r, .:\ 
r.'-:x 
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Desde que f: ti(Gm) ~---> F1 é compacto, logo existe uma subsequéncia (Yn'') of (y7,,) taJ 
que Ci'Yn") converge para algum b E FJ. Em particular l!bllFl = À and (TYn") também 
converge para b in Fo + Ft. 
Por outro lado , se k ~ n", e y~(k+l) é o -( k + 1) compon~nte de yn'', segue que 
e que 
Portanto 
J(z-lk+l). y"" ) 
' -(k+l) 
:::: 2-(k+l)2k+1J('2-(k+l).y"" ) 
. -(k+l) 
< 2-(k+l)lliPk+l- P<)Yn"llfJ(G'm) 
< T(k+lliiYn"llej(Gm) $ 2-(k+lJ 
< IITIIo L z-i>+JI 
k?:n" 
e desde que o últimv termo cor1verge para zero quando n 11 ~ oc, conduimos qu<:' b = O. e 
então),== O. 
Passo 5. Devemos mostrar que í3) é válido. Seja (;r,,} a subM'quência obtida tiO passo 2. 
Dewmo~. mostrar que exÍS.\E' uma subsequêncía (x,,' J tal que 
(2.5) 
Devemos repetir os argumNJtos do passo. Desde qut-• 
exl.cie uma su h,;pquÉ'JJcla ( T F,.'·) d>:' (f P, .. ) tal qur (i I\ T - f P, • )P_ ! i o),' COlANg:r S~->j;, 
Sf'D límlte. Podn:no' nchar ':r,,JC i(1!.Gn,)talque ,'J',,'!k1 :5 l f' 
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Desde que f: lÕ(Gm)- F0 é compacto1 existe uma subsequência (Yv") of (y..,•) tal que (fy; .. ) converge para algum b E Fo. Em particular llb!IFo = "} and (f'Yv") também converge 
parabin Fo+F1 • 
QUf.' 
Por outro lado1 se k 2: r/11 segue de 
II(Pk+l- Pk)P+Yv"lltj(Gm) = 2-(k+l)J(2k+1;Yk:l) 
< T(k+lllttPk+l- Pk)y,,,lit~(G,.,l 
< 2-(k+l)I·I·Y li < 2-(k+l) v" fÕ(Gm) - ' 
Portanto 
< 11T1h L 2-k+l. 
k?>··" 
e desde que o último termo tOilverge para zero quando 1111 - x. concluimos que b = O, e 
então 1 = O. 
Assim a demonstração está completa. 
21 
Capítulo 3 
Medidas de Não-Compacidade 
A definição de medida de não compacidade de subconjuntos limitados em espaços 
norma.dos foi introduzido por K. Kuratowsky na década de 30. Posteriormente, na década 
de 50, essa definição voltou a ser utilizada, devido aos avanços na teoria de equações 
diferencia.ls e m espaç-as de Banach abstratos, na qual medidadas de não compacidade 
se mostraram de grande utilidade. Além disso, o estudo de teoremas de ponto fixo para 
operadores lineares e teoria espectral, fez aparecer o conceito de medida de não compaci-
dade de um operador. A seguir definimos essas medldas e demoiJStramo,; suas principais 
propriedades. 
3.1 Medidas de Não Compacidade 
Sejam E e F espaços de Banach. B um sub-conjunto limitado de E e r > O. Urna cobertura 
{'~}de B é uma ::..cobertura se diam(l-~):::; E para todo i. A m€dida dl? nâo-compacídade 
de B é definida por: 
'lj;E(BI = inf{r. >O: existe uma t· cobertura finha de B} 
l'mii cobertura {B1} d~, B por bolas dt> raio$ E chamamü:> de um;;. .:-cob('riura TE·· 
strita dE> B. Assim a medida res1rita de não-compacidade é definida por: 
t,-·E(B} = ;r:f{ó >O: existe ur:n<> r.-wbntura restrita fixJita ck B} 
Sfj<: l(E. Fi a familia dl.' todai' as aplicaçÕPS lineares limitada~ de E em F. f' sejc 
kEifi.k?O. 
rm<; aplicaç&.ü TE Li E. F) é chamada uma k-controção SE' 
para todo conjUJ1l0 l.imilado B C E. 
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A medida de não compacidade {3(T) de T é definida por 
' /3(T) = min{k: T é uma k-contraçiw} 
Da mesma maneira definimos k~controção restrita e a medida de não compacidade restrJta 
/:J de T usando as medidas restritas de não-compaddade .J,E e ,jyp. 
3.2 Propriedades 
As proposições a seguir apresentam várias propriedades das medidas de não compací-
dade que serão utilizadas nos próximos capítulos: 
3.2.1 Proposição. Sejam A e B subconjuntos limitados de um espaço de Banach E, então: 
(i) tPE(A)::::: O se e somente se A é compacto, onde A é o fecho de A. 
(ii) \&E( A)= \&e( A). 
(v) 1/'E( A + B) :0 >PE( A)+ ti• E( B). 
(vil) Se E é um espaço de Banach de dimensão infinita, então 
t;-'E(l'E) = 1, ondt;> FE é a bola unitária de E. 
As propriedades (i)-(v) também valem para a medida 'I.,~E· 
Demonstração: Demonstraremos (üi). (v) e (vii}, poi~ as outra..- seguem da." definiçôes 
\iii) Seja [>O ;,o seja 5 1.···.Sn C E tal que diam(S,) :S. t'T(A) +r e A C u,S,. Ernão 
>..4 C u,()S,). ,\E IR. Desde que dwm(>..S,J = l),!diom(S,}. temm que eéÀA! ::;_ 
)À,ift'E(A)-+ Ej. Isso pnn·a que VE(ÀA} ~ IÀit.'E(Aj. poi~ E> O é arbítrârio. Agora ~e 
>..::f O, f'l1lào \''EiAJ = q·-1.-!-iAa)) s; P:1t'E(ÀA). portanto iÃIJ.''E(A) :5. ·t-'E(..\Aj. p-rovando 
(jji l 
('" j Sej;_, :: > 0- Lnt ht• ex.ii't em conjuntm S1 •. · ·• S,, e 1].- · . 1~, de E. tais qu<:> dw m ( S, l s; 
·vr-tA! + ::/2. dwn<\1~) :5 ·~·E(B)-+ r/2. A c u,S, e B C u;T). Porta11to :1 + B c 
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' 
diam(S, + T5) $ diam(S,) + diam(Tj) $ V•E(A) + .PE(B) + < 
obtemos que .PE(A + B) :S .PE(A) + .PE(B) +E, o que prova (v). 
' (vii) Como UE C O+ lllE. segue que t/•E(VE) < 1. Então 
VE c u{x; + rllE} 
onde (x;) é uma sequêncía finita de pontos deVE e O< r< 1. Logo 
Assim dado E > O, como O < r < 1 , existe n E IN taJ que rn < t. Portanto aplicando 
recursivamente a cobertura obtemos 
portanto -0E(UE) S r,.,< E, mas como r> O pode ser tomado arbitrariamer1te pequeno, 
concluirnos que J•E( UE) :;:: O, o que implicaria que E é de dimensão finita o qut> contrar1a 
a hipótese, logo ~~E(UE) = 1, o que prova (vii). 
3.2.2 Proposição. Sejam E. F espaços de Banach e T, 1}, T1 E L( E, F), então: 
(i) 1' é compacto se e somente se 8(7) =O. 
(ii) 3(1) s !111! 
(iii) 6(11 + 1,) s ;3(T1 ) + il(T2 ). 
Demonstração· fll Suponhawo~ quF T: E- F f> un1 opf:rador compact..::__e ~eja A E E 
un, subrünjun"Ul Hn,it;;.do< nniiC< T\A) é rf'lativament!:' comparto ou st'ja TL4) é compacto. 
logo 
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o que implica t/!p(T(A)) =O e por (i) da proposição 1 temos que T(A) é compacto. Como 
A é tlm subconjunto limitado quaJquer de E, conclulmos que T é um operador compacto. 
(ii) Seja A C E tal que diam(A) = 1 e seja V1,···,l<':,. C E tal que A c uiv;-, então 
T(A) c u,T(vi), assim 
' 
V'F(T(A)) S diam(T(V,)) ~ sup IITx- TyliF 
.:r,yEF, 
< sup IITIILtE F)llx- YIIE 
:r,yEV, ' 
~ IITIILIE,F) sup llx- YIIE 
.:r,-yEl', 
IITIILtEF) diam(li) 
e como os (1i~) é uma cobertura qualquer finita qualquer de A, concluimos que l})F{T(A))::; 
117'11 V'E(A), portanto fJ(T) S 117'11. 
{üi) Seja A C E limítaclo, então 
!I•F((Tr + T,)(A)) ,Pp((Tr(A)) + (7',(.4))) 
< !/•p(T,(A)) + ~'F(T,(A)) 
< fJ(Tr)I'•E(A)+ 8(T,}>i'E(.4) 
~ (fJ(T\) + iJ(T,)) V'E(A) 
( iY i D;:, propriedade (\'li} da proposição 1 temos que ~iE{ ['E) = 1. Seja B C E tal que 
t-·ElBJ;::::: 1: da d~finlçãc.. temo~ que {•F(T(B)) S ,~{T)'í.7E(B], entâo ,;"F(T(B)) :5 J(T}. 
portanto podemos definir L1(T} do seguinte modo 
Dado E> O. como t'.E(l"E);::::: 1, e VE{B) =L existe o;equenôa :finita (:r;) de pontos df:' B 
tal que 
portanto BC :..._.{.r..,.+(]-+ .:]l".E}, 
Comu T é limitil(k•. tf'lllW' qn<:· T{CE\ está contido na bola dt> centro em O traio !'T~<. 
ponanl0 f':'-::)!'\f' Ul11ii ;;equér.cih finí"l<i. (.::-,1 dt' T(i"E) tal que T(CE) cu,{.::,~ rl";:} Jláfil. 
iodo r 2': t•riT:l..Eli. a~_;;:in, segue que 
TiB: C U1 {y1,+(l+c)T(I"EI) 
c u,{y_, + (l+ t){U,{z, + rCF)) 
C U.l,,{IY;-i--z,}+(l+.:)rl'F} 
2.J 
ondP Y; = T( x; ), Como r ;::: '47,F(T( [:E)) tomamos r = JF(T( (i E)) + c assim 
>frF(T(B)) :5 raio((J + E)rUF) = (J + E)r = (J +E)( ;,E(T(UE)) +E) 
como E > O pode ser tomado arbitrariamente pequeno, concluímos que '1/!F(T(B)) < 
;fp(T(UE)) para todo B nas condíções acima. portanto /J(T) = t7p(T(FE))-
Capítulo 4 
Teoremas do Tipo Lions-Peetre 
O título de!ite capítulo s12 deve ao fato que os enunciados dos dois teoremas apre· 
sentados são semelhantes ao~- dois teoremas de compacidade de Lions-Pf'etre. Em ambos 
teoremas pede-se apenas que o espaço h1termediário em consideração pertença à uma das 
classes J ou K, não se especificando qualquer mélodo particular de interpolação para se 
obter o espaço interpolado. 
4.1 Resultados Principais 
4.1.1 TEOREMA Sejam E um espaço dE' Banach, {FQ.F1 } um par de ínterpo]açã.o e F 
um espaço intermeàiãrlo dE> dasse J{p. F0 . F1 ). onde p é um parâmetro fundonal. Então 
Sf' TE L{{E.E}.{F0 .F1 }1, iemm que: 
( 4 .l i 
Trfll ~ U r, r: F, 
i=l 
De-finimos H .1'1 = ut n \ í para i = l' > .• 'n e l = 1' . > >' m € então terno-" q Uf' 
r(nJ ~ (Qvi)n(~u.) 
Ü((Qv,)nu.) 
\::0) ]='1 
Ü( U (v, n1.)) 
':;;} J=l 
uu;, n v,) 
~ uw., C F 
'·' 
Como F E J(p, F0 • Ft), ternos que 
( 4.2) llb- b'il <C llb- b'll -( ilb- b'IIF;) 
'·- F, P IJb- b'!IF, 
para todo b.b' E F. portanto. 
DE' { 1 ) e ( 2} tiramos que 
4.1.2 TEORE,\lA Sf•Ji' ·li+ I;} UIL p;,n df ÚJ!PJj)Uj;,çàr_,, o-lo•_ii; r UlL f'!'f•C:ÇC ,]{ 1-L,r,ad, 
• ~;;p(•J.h;, qu• [_ i- un; ''~Pi-1((> iu;entled;;.írio de' tipü Ftp. L(" E 1 1. úm'le f',~ un; pa:-i,rrw:;(• 
fLlC!C•Lid f.r,<i:<>~·· J C:f•{J:,.1. 1 }.{f.Fj,te.mo~qlu_ 
' l T ') 
,_1i _ E J' i S 2( .11 • [ .F i{' - .. -. -. 1 ,-.-.T , ('-i E1 I.l 
-''.1L.r!; 
Demonstração: Seja n um sub-conjunto limitado de E e wja t > O. Como E E 
H(p; Eo, El ), dado X E n existf' Xo E Eo e Xj E El tal que :r = X o+ Xj f; 
( 4.2) llxo!IE, 5 C p(t)!lxiiE 
e 
( 4 .3') 
Para i= o, L seja n, o COlljunto do~ J", obtidos como acima deixalldo a percorrer n. Então. 
temos por (2) e (3) que 
e 
agora como n c no + nl segue que: 
Logo para todo f > O 
B(TE .Fl 
i3(hfr_r) temo~ qu12 
4.2 Consequências dos Teoren1as 
4"2,1 Corolário.íTeorema de Lion~-Penr<:.; Se_i<; E un; espaço de B<:t,a(b. {F(,, F,! urL 
p;:,r dP Bàl'idfh f' F um f'SJii:l~f· iLto:>rmediárJ(, d•: classf:' }( p. Fc.. Fll. Oiid( {'f UTL r•«T<imHTi'• 
fuudcma). SeTE L{{E.E}.{h.F1}l. tal que T: E- F1 i! comp;,rto. entào T: E- F 
É ron;r1ano 
• 
(• ((<;: ( T (' ((JlL'p;,rt(, Q; r {'jj, Fl- tni;U:· •. -LTI F "" (l 1-' U>Ill'.• {i!Ú' -· (I ub~f'ltJI•.· 
1, I E " , · (! • .ifJp:<· T ,; cc'n')'''. te d1 L •"IL F. 
4.2.2 Corolário.(Teorema d!O' Lions-Pet>tre) Seja {E0 .E1} um par de interpolação, SE'ja F 
um espaço de Banach e suponha que E é um espaço intermediário do tipo .K(p, E0 • E1 ). 
onde pé um parâmetro funcionaL Então seTE L( {E0 , El}, {F. F)) tal que T: E1 -F 
é compacto, ternos que T: E- F també, é compacto. 
Demonstração: Pelo Teorema 4.1 .2 sabemos que 
( 4.5 I B T I< 2C' "(7 I (8(1f:,.FI) 
,' { E,F - jJ EoY p B(TEu,Pl 
Como T: E 1 - F é compacto, segue que J3(TE1 .F) = O, E' como p(O) = O. temos que 
B(TE,F'l ~O, portanto J3(Try) =O. logo T; E~ F é compacto. 
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Capítulo 5 
Teorema do Tipo Persson I 
A questão natural que se levanta após os teoremas do capítulo anterior é o quf' se 
podE' obter quando Eo ;f E 1 e Fo i F1 , Neste capítulo e nos próximos apresentamo~ 
soluções para esta questão. Para a demonstraçâo do teorema deste capítulo necessitamos 
de uma hipótese de aproximação, que f! a mesma hipótest:> do teorema de compacidadl;" de 
Persson. O teorema a seguir é uma generalização para o mêtodo p do Teorema 2 do anígo 
de Tt>ixeira-Edmunds (21]. 
5.1 A Hipótese de Aproximação 
5.1.1 HIPÓTESE DE APROXIMAÇÃO H1. S.;;ja {1(1. F 1} um par de BaT1arli. 
Exhtew COI!!'li:lntes posítiYas c1 . c2 tal que dado c > O e co-r<juHtos fmítos A. 0 C F0 F 
Al C F1. f'Xi~H: un, operndor P E L{ {Fu, FJ}. {F0. F1} :1 tai quf': 
(nJ P\F,) C F0 r: F1 para l = 0.1 
! 1 í i ~ l:J- P:<L·r F" <r, e ii:r- P.rlir <;;:f 
" '' ~ '. ') - ' " ' --· 
todo :r E A., f i = O, 1\. onde I é a aplic-açáo id<Cntid<tde. 
5.1.2 PROPOSIÇAO. S.:•_:o. X uw esp;::.ço Jorahnf'IIt\: comp<:.<tc,, wu,Jdç, co::-r: UUiCi 1l•'·· 
did<, pz•::ÍtÍ\'i\ i'· f-·-~<?_1<> l-'•-•·l'l E lJ.x·! Euf;o {U';tX./I:.l:·i.';.p;} i· UlL p;;Í dr- H;,L;HL 
:n 
Demonstração: Seja r> O dado e sejam F0 ,F1 ronjunto>. finitos em [Pn e L'Pl respecti, 
vamente. Desde que o conjuntoS de todas as funções mensuráveis limitadas com suport~? 
compacto é denso em LPC e em LP1 , podemos assumir que F0, F 1 C S. Agora seja K C X 
compacto, tal que sup f C K para todo f E F; (i =- 0,1 ). 
Seja (Kn) uma partição finita de K consistindo de um conjunto .h'o com J.L(A'o) =- O e 
conjpntos K11 ... , ]{N tal que ,u( J(j) > O para j =- 1, ... , N e 
sup lf(x)- /(y)l <'i 
x,yE}.:1 
para J =- 1, .. ., .f\' e para todo f E F, (i ::::: 011 ), 011de TI max( 1, ,u(l\)) < E. Agora sP.ja 
<Pn =- À!\",., e defmimos 
para todo f E L:oJX,p). 
Então temos que P(L11•) C LP~ n LPl (i= 0,1) e como em [10], l!P!!L(LP•):;:; 1, portanto 
l!l - PI!L(LP,) ~ 2 (i : 0,1 ). Como P : LP• -+ LP• é de posto finito, conduirnos que é 
compacto. 
5.2 Resultados Principais 
5.2.1 LEMA. Sejam !E:::::: {E0 .EI}, 1F = {F0 .Fl} pares de interpolação. Suponhamos 
que IF satisfaça a hipótesf.> de aproxima.ção H1 . Então dado E > O, existf' P E L( !F) quf• 
satlsfaz{i)e(iíjeta1que.parai=0.1: _ {L' llc,,r 4./Ç~ 1 !,!1 Í ~~fJJ•-~,•,/'· •I 
HT- PT]IL(E,,F,J S c,:3(TE,.F,) +E 
Demonstração: Seja € > O. Existem conjuntos finitos. .40 C F0 e .4 1 C F1 tal que JHHél 
wdo x E E, com IJx!IE. S 1 temos: 
(5. 1) 
De fa1o. St:Ja i" E, a bola unitária em E, para 1 ::: O, l. enl ãc> cümo C r, é linntada 
tt:'l!iOS que 1..-'[,\l'E, \E' t-'J,(T\í"L, i'). são fiH\to~. 
'· 
Td.E,) C U(Y:· + r,Cr,) 
.1"" 1 
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Então Ai é finito e para :r E FE, temos Tx E Y; + r1UF, para algum j o que implica 
' 





min IITx- Yll S Í3(h,F:) + 1/2a:' 
yEA, 
para todo x E E;, llxi!E, S l. 
PeJa_ hipótese de aprox.imaç.ão H1 , seja P E L(JE,JF) satisfazendo (i) f? (ii) e taJ que 
( 5.3) 
e 
( 5.4) llx- PxiiF, S t/Z 
para t-odo x E A; (i;: O, 1). 
De (2), (3) e (4) obtemos 
11(1- PJ(TxJiiF. = lil(TxJ- P(TxJIIF, = 
= IIJ(Tx)- P(Tx) + I(y,) -J(y,) + P(y,)- P(y,)IÍF, 
= liiJ(Tx)- y,- P(Tx) + P(yJ))+ (J(y,- P(yJIIIF. 
< II(I(Tx- y,)- P(Tx- y,JIIF. + 1111- P)y,I!F, 
para i::= O, L logo I!T- PT1iL(E.I1 ; :S c,3(TEJ,) +f. 
5.2.2 TEOREMA. Sejam {E0 .EJ} e {Fo.P,J pares dE' Banach. e :suponhamo~ qm' 
{ Fc.. Fl} satisfaça a hipótes.t> de aproximação H1 e St:>jarn E. F espaço~ de interpolação 
dt• típup.rmd(opE p+- f:'[ >Üd;,do. I:r,tâost:>T€ Li{Ev.E1 }.{F!1.F;}l. !.NrtOó qur 
011de r 0. c1 :siir• a:· meswa.s ç(ll;.qaJtlf.'Z do Lema 1. 
Demonstração: DoJc,: >O. s<:jo P E Li{Ji._,.F1 }.{F0 .F1 } corno no Lf'ma S.2.1. Evtá(, 
pelo íE'OH'l'll.a do gráfico fechádc< o operador P: Fk- lü r; F 1 , (k ::::: tU) 4 lirnítadc•. Pelct 
dE'finição F0 n F 1 c....... F, €'ntâ\l PT: Ek - F e como P: F(' - F(, é compacto. tewos qu'.' 
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PT : E0 - F compacto e PT : E 1 - F limitado, portanto pelo Teorema de Lions- Pet'ttr 
2.1.1' obtemos que PT : E - F é compacto. Assim se considerarmos a dewmposlção 
T::::: PT + (T- PT) temos para qualquer sub-conjunto limitado O de E que 
V'F(T(!l)) :S ~p(PT(!l)) + ~F((T- PT)(!l)) 
= ~F((T- PT)(fl)) 
< IIT- PTIIL(E.FJ ~·s(íl) 
onde a última desigualdade segue porque T- PT é uma IIT ~ PT!IL(E,F) contração restrita. 
Corno E e F sã.o espaços de interpolação do tipo p, temos que: 
( 5.5) (
IIT- PTIIL(E· F,)) 
IIT- PTIIL(E,F) :S C IIT- PTIIL(E0 ,F0 ) P IIT _ PTII " 
L(Eo,Fo) 
assim pelo Lema 5.2.1, da submultiplicatívidade de p(t) e do fato que ~é não cresce11te 
segue que 
~r(T(!l)) < IIT- PTIILIE.Fi tÍ•E(H) 
( I'T PT" ) < C!IT-PT!Iol' I;T=PT;;: ,j.E(HJ:S 
< C 111- PTIIoíl(iiT- PTihJI'c1 _
1
PT(IJ V'E(H) 
'- ·- . ' P( l!T-~Tiio) - ' 
= C Pii11- PTrid 1 c·s(n, 
!/1' PTik 
- _ _ p(cu3(1,;;:.Fo)+r) 
< Cp(c 13íTE1I))+E) 1 t::F{H) 
c0JfTL;:.-.Ft )+! 
assim obtemos o te-orema. 
5.3 Consequências 
5.3.1 COROLt\RIO clt'r_,rellii> de Comporidadc d{' Pe-rs;:.m,', Sf·_;<·IIL {E::,.EJ}. {h.1.F;} 
parb de Banc.cL f' sejaH, E <' F espaço~ dF interpolação do tipo p. ondE-, p E fH-. 
Supor,han;o~ quE" o par {F(1.Fl} ~atisfaz a hipótE'sr dE' aproximação If1. Então seTE 
L( {Eu. EJ}. {F8. FI} 'i ~a] qm' T: Ell ~ J(, f com pano tE'mo~ qm' T: E~ F € mmpar1<'-
Demonstração: Pelo tE>or<cma S.2 temo~ que 
iJ(T ) <C _p(c {3(T ) +E) p(l/(co~(TE,,F,) +E)) 
E,F _ 1 E,.F, /( "(T ) ) 1 co~ Eo,Fo + t 
e como T: Eo-+ F0 I? compacto, pela propriedade 1 do Capítulo 3 segue que {3(TEo,F~) = O. 
ent[o 
onde a desigualdade vale para todo E > O. Como liro 1 ..... =P(1)/t =- O, tomando E > O 
arbitrariamente pequeno, 1/E torna-se grande, logo obtemos que iJ(TE,F) = O portanto 




Teorema do Tipo Persson 11 
Neste capítulo fazemos um estudo semelhante ao feito no Capítulo 5~ mas agora com 
uma hipótese de aproxima-ção sobre os espaços de partida {E0 • E1}. O teorema a seguir 
tem como corolário um teorema de compacidade de operadores, que é inédito na literatura 
ou pelo menos não conseguimos qualquer referência. 
6.1 A Hipótese de Aproximação 
6.1.1 HIPÓTESE DE APROXIMACÃO H 2 . Dadc•; >O qualquer e conjuntos finitos 
$o C Eo, </>1 C E1, exlste um operador P E L( { Eo. E1 }. { Eo. E1} ). tal qu(': 
(i) P; E~;~ E~;_ é compacto. (k.:::;:: 011) 
(>i i F( E,) C Eon EJ!k = O.l) 
(iii) !IP!iL(EbE~J 51 e liPx- xliE~ ~r para todo :r E O". k = 0.1 
A proposição 5.L2 do capítulo a11terior, que nos dá um exemplo d0 uw espaço que 
satisfaz a hipótese de aproximação H1 • também satisfaz H> 
6.2 Resultados Principais 
6 . .2.1 LEh1A. SPja TE L:'{Eu.EJ}.{JQ.FJ}J. Suponh<>nw~ que o p&r d.;· interpolaçãc' 
{Et~< E 1 } satisfaça a hipótf'f'.~· de aprvxlwaçã.u H2• Enti;o dadc1 E >O. exi:.t•· 
P E L({Eo.El}.{Eo.EJ}). que sati~faz (i) e (íi) tal qur, 
para k = O, 1, 
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Demonstração: 
x E ll E~ temos 
Para todo é > O, existem conjuntos finitos t/Jk C Ek tal que para todo 
mín JITx- Ty!!F, :S 2 P(TE,.F,) 
11E4t., -
De fato, como UE" é limitado, então tbsk(Ue~<) e if;p~<(T(UE11 )) são finitos. Pelas pro-
priedades das proposições 3.1 e 3.2 temos que 
' 
~'F,(T(VE,) 5 >fp,(T(UE,) S 2{i,p,(1'(liE,) 
portanto 1JlFk(T(UEk) ~ 2 S(Tt), onde usamos f](Tk) no lugar de {3(TE~<>Fk) para facilitar 
a notação. 
Pela definição de 1/'F;. (T(U Eb)) existe uma cobertura (Vi,k)i~ 1 de T( U E;.) tal que T( [: Ek) C 





€ também temos que T(T- 1(l'i,k)) C V;-,.~:. logo diam(T(T- 1(V1,k))) S diam(\·~.k)· 
Agora seja (B,);~ 1 um conjunto de bolas, onde cada bola B, é: uma bola maximal em 
T- 1 (\~J:Í Í\ rE~c· ou seja B, é a maior bola totalme-rlte contida €ID r- 1(\·,_,.}n r-· E·· Seja 
y, n centro dt>ssa bola. então 
sup 1\Tx- Ty,I\F~ < sup l!T:r- Ty,-IJr~ 
;t:eT-l (V,,k)nf' &k xET-l{V,,~) 
< sup IIT x- TyiiF, 
z,yET- 1 ("1-".) 
portallto 
parct 1 o do :r E T- 1 ( \ ·,} n l"E,. Denotemos. ag:,ora por Ôk o conjunto formado pelo~ centro~ 
rl<>'- bolas B,. Cmm• C't é fird1o temos 
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para todo x E UE~ < 
ConSídere a sequência (Bi) de bolas maximais dada acima. Ternos que y1 é o centro de 
B, e st:>ja ri o seu raio. Como {E0,EJ} satisfaz H1 , seja P E L(EJ>nEk, satisfazendo {i), 
(li), I IPI I $ 1 e tal que IIPy- Yll $ ,, para todo y E q,,. onde c' $ min{ 'f,···, 'f, lJhil. 
Assim corno !IPI I :::; 1, temos que P( V E) C U E, e considera!\ do os conjuntos dados acima, 
T(P(FE)) C T(I'E) CU 1;,; 
l=l 
implica que 
u E cu p~'IT~'(l',Jil 
•=l 
Aflf1namos qm• P- 1(T- 1{1',)) -:j.. Comideremm (B,). Seja :r E B, tal que llx- y;I!E~ < 
r,/2. Então P::r E B,, pois 
IIPx- y,IIE, IIPx- Py; + Py;- y;IIE, 
< IIPx- Py,IIE, + IIPy,- y,IIE, 
< IIPIILJE,.E.JIIx- y,IIE, + !IPy,- y,[(E, 
< r,/2-+ r,/2:::: r 
portanto P:r E B, c T- 1 \l:.~:l, implicando :r E r- 1 (7- 1 (\',_i;)) o qu(' prova a afirmação. 
Assim 
sup I!TPz- TPy,!!Fk < !iup IITP.:r- TPy,llr. 
,-:_:p-· iT-lf>, 'i>i.·J., :rEf'<IT-l\1",.;,\l 
< sup liT P:r -· TPy!!F, 
:r.y;;;}·-;;]-"{l, di 
~ .. 
e existe P E L(E,, E,) satisfazendo (í) e (ii) de H,, IIPy,- YiliE, $E'$ </IITII e 
• 
Entã.o 
II(T- TP)x!IF, = IITx- TPxiiF, 
= IITx- TPx- Ty, + Ty,- TPy, + TPy,ll;> 
< IITx- Ty,IIF> + IITy,- TPy,IIF> + IITPy,- T Pxlih 
< 2/Í(1/.) + IITII, IIY.- Py,!IE, + 2 iJ(T,) 
' [ 
< 4 ~(T;J + IITII, IITII• 
< 4/Í(J';)+E 
O quE> conclui a demonstra{ão. 
6.2.2 TEOREMA. Sejam {Eo,Ed~ {F0 ,Fl} pares de Banach e suponha que {E0 ,E1 } 
satisfaz a hipótese de aproximação H2. Sejam E::::: (E01 EJ)p,q e F=- (F0 , Fdp,q onde pé 
uma parâmetro funcional e q E [1, oc·). Então se T E L( { E0 , E 1}, { F0 • F1}) temos 
Í3(T I< C -r4{Í(T) + t) p(l/(4B(To) +E)) 
, E,F - p, 1 1/(4 /3(T0 ) +E)) 
Demonstração. Dado E > O, seja P E L( { Eo. E1 }. { E0 • E1}) dado como no Lema 6.2.1 . 
então TP E L({E0 .E,).{F0 .F,)) e 
~:·· compacto. pona.r1to pelo IE'orerna de Hayakawa temos que 
TPoE- F 
é compacto. 
Consideremos a decomposiçào T =: T P -t· (T ~ TP) e seja B um conjunto Umltado df· L 
a.~."lllJ 
t·TfT(B)l = t'Fi\TP+ (1- TPniB)\ 
< {TiT P{ 8,1'\ + ;;_T(íT- T P)(B 1 i 
~ tTi<T- TF)Ifil· 
< ilT- TP!iL(E.Fi{·nB) 
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e pelo Lema 6.2. 1 
assim temos 
IIT- TPII, :<; 4 !i(T,) H (k =o, 1) 
ii>r(T( B)) $ !IT- T P!IL(E,FI íi>E( B) 
-(IIT-TPih)-
< C IIT- TPIIo p IIT _ TP!Io V'EIB) 
_ p(1f!IT- TPIIol -
< Cp(IIT-TPih) 1/IIT-TP!Io VE(B) 
< C _(4 Jl(T) +t) p(1/4iJ(T0 ) +t) J• (B) 
P ' 1/4il(To)+c) E 
o que demonstra o teorema. 
6.3 Consequências 
/ 
6.3.1 COROLARIO Seíam {E0 ,E,), {Fo.F,J pares de Banach e seíam E= (E0 , E,J,.,. 
F :;;;: (Fo,Fdp,q onde p E p+- e q E p,oo), Suponhamos que {E0 .E1 } satisfaça a 
Hipótese de Aproximação H2 • DadoT E L({Eo,Et},{F0 .F1 }) tal que ou T: E0 _. F0 ou 
T : E1 - F1 seja compacto. então T : E .....,. F é compacto. 
Demonstração: Consideremos primeiro que T: Eo - Fo é compacto. Então ffi(1Ec,Fo) ::;:; 
O, e peJo teorema acíma temos que 
JiT ..• <C -,4 B(T I+') i"ll/14 ê'l(Tol+ c)) 
E.f>_ P. ' 1/(4Jl(7(,J+c) (1) 
parn todo E > O. Como ;3(T0 };;;:: O obtemos 
tornando· se E> O arbitrariamente pequeno, 1/E torna-se grat1de e como lim 1_"" (j(t)/t:::: O 
seg:u(' quf' .:3iTE_rl S O logu .'](TEJ' \ = O o qtlf ímplírc qn!'· T: E- F# rmnp;v·ro. 
AI;1J_!Tí:;_ Sf' T . El -- rl 4 fODlpaflü, então Ji Tl 1::::: o e por (li temo~ que 
J~r '-::-r-~' Ptl/i-43\.Tv\+[)j 
, E.F!.::: ·- P{~J 1'(4 .l'J-'' ~· 
I ~ \ a! ' • ! 
fOme• f >O pod>' sn 1owado arbitrariamente pequi>r:o e lim 1-o7i'-t) = O Sf'g-tJe COihO no 




Teorema do Tipo 
Cobos-Edmunds-Potter 
Neste capitulo apresentamos um teorema de não-compacidade de operadores que 
não necessita de_ uma hlpótese de aproximação, mas pedimos a inclusão dos espaços de 
chegada, ou seja F1 <-+ Fo. A esse teorema segue como corolário o teorema de compacidade 
d€' Cohos-Edmunds-Potter. 
7.1 Preliminares 
Sejam {Eo.EI}. {Fo.FJ} pare~ de Banach. Para cada mE p.,·, definimos 
ou seja. consideramos JO + F1 muilldo com a norma K ( ·, 2-n-.. { F0 • F1 }) e consideremos 
os espaços tc;-tX,.,J das sequfmdas {bm) em h'rr, confornw foi definido na Sessão 1.2 do 
Capítulo 1. Supcmhamos agora que F1 '- Fo. Assim para todo b E Fo e -t· E F1 temos 
( 7.1 J 
e logo 
i7.2 i 




Agora se b E F0 n F1 °, (fecho em F0 ), existe urna sequênda (v;) em F0 n H tal que Vi ......., b 
em Fo, quando i _. oo. Então temos que 
< 
litn K(Tm,b) ; lim lim K(z-m,v;) 
m ~ 00 ftl-HX! ,_,.:;.:, 
< lim ,Um z-rn ((v;((r; 
m-oo ,_.oc, 
lim lim Tm!!w!IF. =O 
t->C><:·m-C><:. 
Jogo limm-oc- K(2-m,b) =O para todo b E Fo n F1 • 
Seja j a aplicação que a cada elemento b E Fo + F1 = F0 asso-cia a sequênda COllStante 
igual a b, ou seja 
j:b-(b)=(b,b, .. ·) 
Da desigualdade ( 3) vemos que 
j: h .-l'f(Km) k =O, 1 
ond~;;> l'f'( K m) tem a norma 
!l(a,,)(!t;c(nm) = sup 2'"'.h'(T"',a,,). k =O, 1 
m€I\ 
Portanto llJ!lL(F~Jf'l =L 
Agora ternos que 
Assim sej<> i! E l(;'(l<-n.)íi{r 'cn:.,.) = tif·{Am}, então existe umá. sequencia {f) E 
CftU\.mf = t(f(A·r.-.! nfjlJ\.,.,.J tal que Y~- y, logo 
lim h'(Tm.,i/1 ) = {'! '' + z-m'l I' l i y,_o,,F~ ; Yt.l IF1 
rn-x Ç,=!,.o+lf,_l lim inf m~e>: 
< lim (\!OI!Ft. + T"'fiY,IiF)) 
rr.-:x 
o 
or;dF J,l;_{' E q; I A--, 1 "' !/: E r; í A'"'- l e tornamo~ y, :::;; o..,.. !/,' logu 
lin; Atr"·,if,) =O 
li tu h"\ r·"·' y i 
n.-c;, 
llm lim K(T-rr·.i),l 
-r,-,-c~ ,_,_ 




portanto Cotlduimos que 
lim J\(Tm,fí)~O 
m-~ 
7,2 Resultados Principais 
7.2,) LEMA. Sejam IE ~ {Eo, EJ), /F = {Fo, F,) IL = {C0 (J\m),{J''(J\m)} pares d<· 
BatJach e suponhamos que F1 '-- F0 • Da,do T E L(IE. !F) e E > O, existe T E L(JE. IL) e 
F,; E L(IL, IL) tal que 
Demonstração: 
:r E FE~. temos 
Para k = O, 1 existem conjuntos finitos 4>k C Fk tal que para todo 
(I) 
onde esses conjuntos são construidos corno no Lema 5.2.1. Agora definimos 
<[,, = j(ók) C F,(l\m) (k = 0,1) 
f= j oT 
Assim os elementos de;;, são sequéncia.s constantes de f'[(Hm ). Pelas definições de T f' 
j temos que i: Et _, lk·(Km).Iogo i E L(JE.JF} 
Seja :r E L'Ek· entãü (1) vale. Para y E </li: .• temos j(y) E Qk.logo 




= mln. )i'f:r-j(y)llt:C 
yE;-l (C', I 
<" min !(Tx- j(y)l!e 
yE<Pi " 





nün IIJ(T:r- Yliit"" 
yEe<o « 
" li I !!1- " 
mm i:Ji!L(,F,.Gdil I- Yi:F, 
yEc, 
ndr,: Lr -· '!J.:J, 
!IE"·• 
JiTE F' i+ Ei'l 
, j-• ,, , I 
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A desigualdade* se demonstra observando que <Pk c r 1(J,k)· 
Dadó ( X11 ) E ik'{ h' m) , seja PN o operador 
PN((xn)) = (xo, x,,,,, ,•N-h O, O,, .. ) 
Jogo PN: f'k(Kml- f;;"(ll'm) 
ConÍo limm-oc' K(2-m, :i/)= O para Y E lõ', temos: 
lim K(T"' ,j(y)) =O 
m-:x 
onde y E </Jo e j(y) E ~0 . Assim exJst€ N 1 tal que 
(2) IIJ(y)- pN,(j(y)))t; < E/2 
para todo j(y) E if>o C Go. 
Agora dado x E VE0 , por (I) existe '!io E ~o tal que !l'i'.x- Yol!tr 5 c/2 portanto 
IITx- }',yTx)lq" = ))l(Tx)- PNTx))t;x 
logo 1ernof quE' 
= ))l(Tx)- PN(Tx) + 1(1j; Í- 1(1j, I+ PN(!h I - PN(Y< lllt~ 
= ))J(Tx - yk)- PN(Tx) + PN(Y<) + I(1ik- PJdffd)l)i:; 
< IIJ(tx- Ykl- Pp;(fx- Ydllt;;: + ll:if;;- PI"-nhiltgo 
~ !li- P"·!\L(lg<,lg"Jilfx- Y.ditgo + llY~<- PsY•:IItç 
< J(TE~.Fk)+E/2+E/2 
!lfx- PA.f:r!ltt S â(TE( .Fç)-+ E 
para todo x E l'L,. portanto 
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' 
Demonstração: Sejam Te Ps operadores dados como no L-ema 7.2.1. Para todo N, 
PNT é compacto de Et. para l'r(l{m)· Pelo Teorema dt> Hayakawa, o operador 
é também compacto e -y(t) = 1/p{r1 ). Tomando a decomposição 
e tomando BC E limitado, obtemos 
< ;j,,,(PNT(B)) + ;j,,,((t- F\rT)(B)) 
< !IT- PNTIIL)Et'),Z,E(B) 
pois PNT é compa<to e f~ P11:T é uma ]]f- PNT!I h-contração. Como E e t~( K,.,.) são 
espaços de interpolaç.ão do tipo p temos que 
e pelo Lema 7.2.1 
!lf- Pl\·f]\L(Eo.!Q):::; f;(TEo,Fo) +E 
onde f > O arbitrário. Assim 
o leorf'Illi:l sf:'gue. 
7.3 Consequências 
7.3.1 COROLÁRIO (Teorema de Cobos-Edmunds-Potter) Sejam {Eo, F0 ), {F0 , F,) 
pares de Banach e suponhamos que F1 .._. Fo. Seja E=- (E0 ,E1 )p,p e F= (Fo,F1 )p,p' 
onde p E p+- e p E (O,oo]. Então seTE L({E,,E,j,{F0 ,FJ} tal que T: Eo ~ F0 é 
compacto temos quf' T : E -+ F é também compacto. 
' 
Demonstração: Como T; Eo--. Fo é compacto, temos que ,B(TEo.Fo) = O e pelo teorema 
7.2.2 temos que 
/3-(T ) < C'(IITII) p(lf(?(TE,.F,)+c)) E.F - p 1 1/("(T ) ) 1-' Eo.Fo +E 
para todo E > O. Como J(To) = O então obtemos 
/i(TE.F) :S C p(IITihl Pw:) 
tomando-se f > O arbhrariamentR pequeno, 1 /E torna-se grande e c.omo lim1-..o:- p(t)/t = O 
segue que L~(TE,F) ~O o que implica S(TE.F) =O, portanto T: E_, F é compacto. 
Capítulo 8 
Teorema do Tipo 
Cobos-Fernandez 
O teorema aqui apresentado, de modo semelhante ao teorema do capítulo anterior, 
pede a inclusão de espaços, mas agora dos espaços de saída, ou seja Eo .__, E1 • Um fato a 
ser notado é que apesar de obter um resultado semelhante, a tecnlca de demonstração é 
muito diferente da usada no teorema do Capítulo 7. Segue como corol<Írio o teorema de 
compacidade de Cobos-Fernandez. 
8.1 Preliminares 
S€'jam {Ec,.E1 } e {F0 .F1 } pares de Banach e suponhamo.:, que Eo ;_. E1. Defmimos 
G.,, = Ec1 n 2"' El e ronsJderR'mos os eSJ)aços lÕ( G.,,) e !J ( Gn. ), 011de (:r~,) E f~( G'-rr, l se 
1/(x,Jiit!IG,..} =L 2-MJ{2'.'.x~.J < x (k =O. ]J 
\. .- .o.r •... ' r.· (;]!;(>' f'Ticii{' {J_1.V O •,, -Li 
{!, l ; pm 
n=O 
X 
' ' ' ~\,X,-,,1 =L ::r,. 
?,;:o] 
~' U?Ulüi' que qp_y!'L\i;tr"'· !(, __ .,! ::::_ 1. 
lhd(, T E Li 1 E v, l 1}. { !,,. Fl '_!i ~('j;-: f' u ó-V!!GÍLI•· r'}l<'·l'<:~dn 
8.2 Resultados Principais 
• 
8.2.1 LEMA. Sejam {E0 ,E1 ), {Fo, F,) e {lÔ(Gm),ll(Gm)) pares de Banach. Dados 
TE L({E,,E,),{Fo,Fi) e E> O, seja TE L({IJ(Gm),ll(Gm)},{Fo.Fi}) como definido 
acima. Então ex.íste N E IN tal que ~"' c...-:::> f 1-
IIT- T PN IIL(fl(Gm),F,) ~ 4 ti(Tk) +f 
para k ::::: O, L 
Demonstração: Seja X E UtL(G..,)' portanto Í =(:r,,) com x, E Eo n 2"Et e 
00 
lllxn)lltl(Gm) = L:;r"'J(2'',xn) ~ l 
n=l 
Pr-imeiro consideremos X E UtJ(Gm)· Então a(X) E Eo e 
00 
llo(xJIIE, = li L:;xniiEo 
n=1 
oc 
< L:;max{lix •. IIE,. 2''iix,.IIE,} 
oc 
= L: J(2" .x •. ) 
< 
~ 
iia(;il:E: = !i"l:zy,lir, 
oc 
< L ll:r,,llE: 
'"·"") 





~Sejam Vk e V11 as bolas unitárias em Ek e lk{Gm) respectivame11te. Como a : 
• tHGm) ........ E~c e l!ul\k < ] temos que u(U11) C DE"· Conforme foi feito fi() lema 6.2.2, 
• temos que 
e pela definição de '1/J, existe uma cobertura finita (V;) de T(UE.,) tal que T( UE~) C UJ::, 1 Vi 
e diam(Vi) 52 6(T~;). Então, como 
vamos ter 
o que lmplica 
e obsen~mo.~ que 
Seja {É1 ) uma sequenda de bola..s. tal que É, é uma bola m&x.in,al \-% tT- 1 (T- 1 i\-,)!~ 
T 1: e :;;eja i/, o seu renuo. Como Ê, c a- 1 (T- 1 (1 ~ l\ então 
' 
sup I! fi - f fi, i • F, S dirntd f( f--\\ , , · 
rtr-:; T-' f\,, nT> 
' 
f' ponatill) ::f:r- fy, ::r, ~ 2 J!TK j para todo r E rr- 1: T-l \\''.--r[, Sfj<: (;,., (l (C<It.\llldC 
flroitc fon~:a pdo~ fj, Er,tito 
nm iif:T- fY!ir, :; 2 .1\ h) 
yEç, 
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para todo X E Ut1. 
' . 
Agora seja Y E if;k C ll{Gm)· Assim I!Ylltl{Gm) < oo ou seja 
~· 2:: 2-nk J(2", Yn) < 00 
n=l 
onde k = O. 1 f' Y = (y.,., ). Como para todo E > O, existe N E f\' tal que 
2:: T"' J(2",yn) <E' 
n=l\' 
considerando ope-rador de cortt> P,,. temo~;. 
< llfliL(li(Gm).F~o) E 
Por outro lado. como 9k C ll(G'rr. 1 é finito {k =O, 1), dado E 1 > O existo?_,. tal que 
para todo Y E ''" 
Se :r E r,: Ir' )• •:xl~tt. pe>r [f'.} L Y: E Ók tal que' ~ _,,_ . 
"7-.- r-- 2 ' r :: :r- J(;i~i(,",.,,) ;:; .• 11_ ;,1 
:\05:<-.f· pont''· dE'veni'J.' obsnva1 que de. m;;-sn;ú modt< qu(· hd fE'Ítc l;lJ Lnt.« 6.2 ·.:. J-iOÔ~·J:J(_;, 
escoli1E'T p,- s.atidaz~Cl;do (~.2) e 
·,:fp, J- Íl' Í< . 
_, r. ,'fl :F. 
pa•·a o x lmdv acln" 
Tort-arHlc ;:'::::::. ;-: ·; T, e P_-.: o opr'r;,.du: n<rtL van:o:' te 
' i j 
.')(1 
o que demonstra o lema. 
8.2j TEOREMA. Sejam {E0 .EI}, {F0 ,FI} pare& de Banach e suponhamos E0 ,_ E 1 . 
Sejam E= (Eo,Edp,p• F= (FolFI)p,p 1 onde p E p+- e p E- [l,oo). Entã para todo 
TE L({E0 ,E!), {F0 ,F,j) temos 
iJ(Tu) $ C p(4 iJ(T,) +E) p(l /(4 B(Tol +E)) 
1/(4 ~(T0 ) + t) 
Demonstração: Sejam Px : ll{G,..) - el, (1 : ll{G,.,J ~ Ek (k := 0.1) e f = (J C• T. 
operadore!' defmidos como no Lema 8.2.1 e E > O dado. Para todo ]\', PJI; é compacto 
de tl(G.,.) para fi{G,.,L logo fp"', também é compacto de tk para Fk. Pelo TE'orema dr 
Hayakawa, o operador 
é tarnbérn compa.cto e observamo::- que ( lÕ( Gm ), lU Gm) lr.r = f~( On<) ondp; {t) = 1 f p(t- 1 ). 
Considerando a decomposição 
e toma:ndo B C f~ limitado. temos 
~~r(f(BJ) = J,p{'Í'Ps+Cf-fPs)l 




'T 'TP " ·p ,, - . s::L(f\.F': t·r:. i - ' 
Cowu C, e F são espaços d;:- iutnpolaçâo do tipo p tE'nws que 
~~-3) - - - , (i T - TI\ '17- Th.;i;L t' F <c 117 -· yp\.;IL/; ~~-, __ , I . "·l ~- ) - l . ' ;;y TP -'-
, - '-. ' 
< 
_(;:r-· Tf's 1 1 (' 7- yp,,,,p,--~-,-, .. j 
\ i!T- JP,y;:c-
' 
o resultado adma vale para todo B c t;(G..-.) limitado. Toma1ldo B = Ue obtemos 
' 
~ cflh )) <C >(4 iÍ(TJ) H) p(1/(4 PITo)+ E }I 
F t, - I 1/(4 3(7o) +E) 
pois tfit~(U1~) $ L Para finalizar o teorema afirmamos quf' 
de fato, se i= {::r,_) E U.e~· en1ão 
~ 
IIXII,~ = ii;i112-"i J(2",x,l)'l'i' < 1, 
ll=Ü 
< 
~. (L ( ;íT"'') J(2''. :r,,\ l1'i11 P 
< 1 
o qu>.· df'Ilic-nnra 0 \eordHa 
8.3 Consequências 
' 
8.3.1 COROLARIO. (Teorema de Cobos·Fernandez). Sejam {Eo, E1}, {F0 ,F1 } pam 
de Banach e suponhamos que Eo......,. E1 . Seja E== (Eo,E1)p,p, F= (Fo,FJ)p,p onde 
p E p+-, O< p $ oo e seja TE L({Eo,E1},{F0 ,F1}) tal quE' T: E0 - F0 é comparto. 
Então 
T :~E___, F é compacto. 
Demonstração: Do Teorema 8.2.2 sabPmos qui" 
BIT )<C-(4~(T +E)p(l/(4J!To)+t)) 
. E.F - p 1 1/(4 8(1o) +E)) 
para todo E> O. Corno T: Eü ...... F0 é compacto temos que .8(T0 ) =O logo 
tomando E> O arbitrariamente pequeno. temos que 1/E torna·se- grand€' e como 
o corolario segue. 
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