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INHALTSVERZEICHNIS 
1. Einleitung, Fragestellung 




Zusammenfassung. Zur mathematischen Beschreibung eines Halbleiterinjektions-
lasers wird ein System partieller Differentialgleichungen vorgeschlagen, das aus 
den Maxwellschen Gleichungen und der Ladungsträgerbilanz in der aktiven Zone 
besteht. Es zeigt sich, daß man für dieses System ein vernünftig gestelltes Rand-
Anfangswertproblem formulieren kann. 
Summary. A semiconductor injection laser is described by basic equations which 
consist of the Maxwell equations and charge carrier conservation law in the active 
zone. lt is shown that the corresponding initial boundary value problem for this 
system is well posed. 
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1. EINLEITUNG, FRAGESTELLUNG 
Wir betrachten ein beschränktes einfach zusammenhängendes räumliches Gebiet 
n, in dem sich ein halbleitendes Material befindet. n habe den Rand S und werde 
aufgefaßt als Vereinigung von Teilgebieten n1 , n2 , Q3 (siehe Skizze). 
Der Rand von n 1 werde mit r 1 = r 12 -....... r 13 bezeichnet, wobei r 12 zum Rand von 
n2 und r 13 zum Rand von Q3 gehört. Einzelne Punkte sollen uns dabei nicht inter-
essieren, weil wir Integralbeziehungen benutzen und Beziehungen nur fast überall 
erfüllt zu sein brauchen. r 2 bezeichne den Rand von Q3 , soweit Q3 an n2 stößt. 
Es wird ein skalares Feld N und zwei Vektorfelder E und H gesucht; N sei auf n1 
definiert, E und H auf n. Es sollen die Grundgleichungen 
8N 1 




eat - rot H + (a - g(N))E = J, (2) 
µ 
88~ + rot E = 0, div µH = 0 (3) 
gelten. g(N), J, r, D, e, a und µ seien als Funktionen bzw. Konstanten gegeben. g 
sei nicht negativ, monoton wachsend und beschränkt, es existiere ein N1 > 0, so daß 
g(N) für N < N1 verschwindet. g sei lipschitzstetig. e und a können ortsabhängig 
sein, insbesondere dürfen sie in flt, !12 , !13 verschiedene positive Werte haben. In-
teressant wäre auch der Fall, daß e in !11 von N abhängt; dieser Fall soll aber hier 
nicht betrachtet werden. Die obere Grenze g0 von g( N) soll größer als a sein. Da in 
unmagnetischen Halbleiternµ gewöhnlich sehr wenig von der Permeabilität 1 des 
Vakuums verschieden ist (vgl. [1], Seite 539), soll durchwegµ= 1 gesetzt werden. 
Im übrigen hängen die eingehenden Konstanten (auch rund D) von der atomaren 
Struktur des Halbleitermaterials ab; darauf gehen wir nicht ein und verweisen auf 
die einschlägige physikalische Literatur. Die Stromdichte J hängt letzten Endes 
von der elektrischen Potentialverteilung ab; dazu benötigt man weitere Gleichun-
gen, die hier nicht betrachtet werden sollen. Wir stellen uns auf den Standpunkt, 
J sei bekannt oder über J lassen sich plausible Annahmen machen (vgl. [5], [6]). 
n2 und n3 seien ladungsfrei, dort gelte also 
diveE = 0. (4) 
Zur Zeit t = 0 sollen N, E und H bekannte Anfangswertverteilungen N0 , Eo und 






zu erfüllen, dabei soll die Normale n längs r 1 in das äußere von fh zeigen. Da 
die Stoffkonstanten, insbesondere e und u in n2 und 0 3 unterschiedliche Werte 
haben, sind E und H auf den Rändern der Teilgebiete den für die Maxwellschen 
Gleichungen üblichen Übergangsbedingungen zu unterwerfen 
(6) 
(7) 
EC3> Ir = EC2> Ir H<3> Ir = HC2> Ir H(3 ) Ir = HC2> Ir T 2 T 2> n 2 n 2> T 2 T 2' (8) 
Dabei bezeichnet der obere Index (i) an der Feldgröße das Gebiet ni, aus dem man 
sich dem betreffenden Randstück nähert; n und r bezeichnen die Normal- und Tan-
gentialkomponente des betreffenden Feldes. Auf dem Rande S von n sind E und 
H an das elektrische und magnetische Feld außerhalb von n anzuschließen. Dabei 
ist davon auszugehen, daß Teile von S (Kontakte) aus ideal leitendem Material 
bestehen, andere Teile von S relativ starke Felder (einfallendes und ausgestrahl-
tes Licht) tragen und auf den Rest von S ein möglicherweise vernachlässigbares 
Hintergrundfeld trifft. 
Die in einer äußeren Umgebung von n definierten Vektorfelder E und Hund der 
Rand s von n seien so beschaffen, daß sich E und H auf einen Randstreifen ns c n 
der Dicke 5 > 0 so fortsetzen lassen, daß dort (3) und ( 4) gelten, die Beziehungen 
(9) 
bestehen, auf dem Restgebiet n-no die fortgesetzten Felder E und H verschwinden 
und E, H E Wi'1( QT) sind. Auf Grenzen zwischen den ni, die in ns liegen, seien 
die in der Form (9) geschriebenen Beziehungen (8) erfüllt. Sind nun E und H die 
als Lösungen von (1) - (3) gesuchten Felder, die außerhalb von n in E und H 
übergeben, dann setzen wir 
E=E+E, H=H+H 
und schreiben (2) und (3) in der Form 
(10) 
aE = ~ aE · - -
eßt - rot H + (u - g(N))E = J - eat +rot H - (u - g(N))E, (11) 
8H ::: 8H - -
µ Bt +rot E = -µ ßt - rot E, div µH = 0. (12) 
Aus .(1) wird dann 
8N 1 ::: 





Die für E und H anstelle von E und H geschriebenen Beziehungen (6), (7), (8) 
bezeichnen wir mit (14), (15), (16) und an die Stelle von ( 4) kommt 
div eE = 0. (17) 
Physikalisch geht es bei der aufgeworfenen mathematischen Fragestellung um fol-
gendes. Wenn elektromagnetische Wellen, z.B. Licht, auf einen materiellen Körper 
treffen, werden sie erfahrungsgemäß teilweise oder vollständig absorbiert und teil-
weise hindurchgelassen. Dies trifft allgemein für alle Körper auch für Halbleiter 
zu. Unter speziellen Voraussetzungen (Laser) wird Licht beim Durchgang durch 
Materie verstärkt. Derartige Voraussetzungen lassen sich u.a. auch bei Halblei-
tern realisieren. In der Bändertheorie der Halbleiterkristalle wird gezeigt, daß eine 
Verstärkung des Lichts (für einen bestimmten Wellenlängenbereich) daran geknüpft 
ist, daß eine sogenannte Besetzungsinversion vorliegt, daß es sich uni ein aktives 
Medium handelt. Notwendig dazu ist, daß für jedes Paar von Zuständen E>.. (aus 
dem Valenzband) und E>.' (aus dem Leitungsband) 
Fn - Fp > E'),.' - E'),. = hv 
gilt, wobei Fn und Fp die Quasi-Fermi-Niveaus von Elektronen und Löchern be-
zeichnen, v die Frequenz des einfallenden Lichts und h die Plancksche Konstante 
ist. Dieser Fall kann nur eintreten, wenn 
Fn - Fp > Eg 
mit Eg als Breite der verbotenen Zone ist; man sagt Elektronen- und Löcher-
gas müssen entartet sein. Eine derartige Entartung kann in einem Teilgebiet des 
Halbleitermaterials erreicht werden, wenn man durch einen elektrischen Strom La-
dungsträger (z.B. Elektronen) zuführt und s0 eine höhere Ladungsträgerkonzentra-
tion als in der Umgebung herstellt. Dabei entsteht das Problem, der natürlichen 
Tendenz der Konzentration sich u.a. infolge von Diffusion auszugleichen, entge-
genzuwirken. Um dies zu erreichen, kann man einerseits für ständigen Nachschub 
sorgen und andererseits versuchen, den Abfluß zu verhindern. Dem ständigen star-
ken Zustrom von Ladungsträgern sind insofern Grenzen gesetzt als ein elektrischer 
Strom durch die Joulesche Wärme zur Temperaturerhöhung beiträgt: dies ist aus 
Gründen, die nicht weiter erörtert werden sollen, unerwünscht. Die Verhinderung 
des Abflusses sucht man zu erreichen, indem man das Gebiet mit Besetzungsinver-
sion in eine Umgebung einbettet, die für die Ladungsträger weniger aufnahmefähig 
ist. Man spricht in diesem Fall von einer Heterostruktur des Halbleiters, z.B. wird 
GaAs eingebettet in eine Umgebung von GaAlAs. Mit dem Gebrauch von Hete-
rostrukturen wird noch ein weiteres Ziel verfolgt. Man möchte erreichen, daß die 
elektromagnetische Energie möglichst konzentriert in das Gebiet der Besetzungsin-
version gelangt und danach verstärkt den Halbleiter wieder verläßt. Dazu ist eine 
ortsabhängige Verteilung des Brechungsindex und damit der Dielektrizitätskon-
stanten e geeignet. In engem Zusammenhang mit der materiellen Struktur des Ge-
bietes n stehen die Grundgleichungen. (2) und (3) sind die Maxwellschen Gleichun- . 
gen der Elektrodynamik. Aus der elektromagnetischen Theorie des Lichtes weiß 
man, daß in (2) der Summand a E im Falle a > 0 für die Absorption verantwortlich 
3 
ist. Soll diese aufgehoben oder in Verstärkung verwandelt werden, so muß die elek-
trische Feldstärke E mit einem nichtpositiven bzw. negativen Faktor multipliziert 
werden. Dazu wird die als gain bezeichnete Funktion g( N) eingeführt_, die oberhalb 
eines Sehwellwertes N = Ni der Ladungsträgerkonzentration die durch a beschrie-
benen Verluste kompensiert und bei weiterem Anwachsen von N in Verstärkung 
verwandelt. Durch die Beschränktheitsforderung an g(N) wird ausgedrückt, daß 
die Intensität des Lichtes bei Erhöhung der Ladungssträgerkonzentration nicht un-
begrenzt wächst. In der Bilanzgleichung (1) für die Ladungsträgerkonzentration 
N beschreibt IJI die Quellen, -~N die spontane Emission von Licht, Dl:lN die 
Ladungsträgerdiffusion und -g(N)IEI die stimulierte Lichtemission. Die Randbe-
dingung ~1:i = 0 verhindert den Abfluß der Ladungsträger. 
Wenn e~ u_::s gelin~t nachzuweisen,~aß das Rand-Anfang.swertproblem (11) - (17) 
für N, E, H mit Eo = E0 - E0 , H0 = Ho - H vernünftig gestellt ist, d.h. un-
ter geeigneten analytischen Voraussetzungen eine eindeutig bestimmte Lösung be-
sitzt, so setzen wir uns damit in die Lage, unter Verwendung von (10) N, E und 
H und daraus abgeleitete Größen wie z.B. die Joulesche Wärme im Innern des 
Halbleiter-Lasers zu bestimmen. Der Fortschritt gegenüber bisherigen mathema-
tischen Modellierungen derartiger Laser dürfte darin bestehen, daß man an die 
Stoffgrößen keine Bedingungen stellen muß, die den Übergang von den Maxwell-
schen Gleichungen zur Wellengleichung rechtfertigen und erst recht nicht solche, 
die deren Separation in einen transversalen und einen longitudinalen Anteil gestat-
ten. Neuere Entwicklungen in der Halbleiterlasertechnik, insbesondere in bezug 
auf die räumlichen Abmessungen lassen dies wünschenswert erscheinen (vgl. [2]). 
Schließlich ist das Modell ausbaufähig: n kann auch in mehr als drei Teilbereiche 
zerlegt werden und man kann Einflüsse berücksichtigen, denen die Koeffizienten 
im einzelnen unterliegen. Man kann versuchen (1) - (3) mit den Grundgleichungen 
des Ladungsträgertransports zu verknüpfen: dann wäre die Stromdichte J keine 
gegebene Größe mehr. 
2. LÖSUNGSBEGRIFF' NÄHERUNGSLÖSUNG 
Unter einer Lösung des Rand-Anfangswertproblems (11) - (17) verstehen wir ein 
:::. ::::::. 11 (1) (1) 
skalares_ Feld N und zwei Vektorfelder E' H' falls N E W2, ( Q T ) ' Q T = n1 X 
- - 01 [O, T]; E, HE W2' ( QT ), QT = n x [O, T] den Integralrelationen 
T (8N 1 - ) j j Bt <}} + D grad N grad <}} + ;N<l! + g(N) IEI <}} - IJI <}} dx dt = 0,(18) 
0 01 
J
TJ( 8E - . -
e at '111 - Hrot '111 + (a - g(N))E'111 -
0 0 (19) 
Jif!1 + (W + (a - g(N))E)w1) dx dt = 0, 
4 
(20) 
mit w = c~~ -rot H, V= µ8a~ +rot E für alle <PE Wi'0(Q~>), W1 E M.,.(QT), W2 E 
Mn( QT) genügen. Dabei sind M.,.( QT) und Mn( QT) Unterräume von 1 2 ( QT ), die 
den Übergangsbedingungen an den Zwischenrändern Rechnung tragen. Um klar zu 
machen wie M.,.( QT) und Mn( QT) aussehen, gehen wir von den bekannten Zerle-
gungen 
0 0 
1 2 (n) = I(n) E9 G(n), 1 2 (n) = J(n) E9 G(n) 
aus. Dabei ist G(n) de~ Unterraum aller u = grad cp, cp E W21(f2) und j(n) die Ab-
schließung der Menge J(f2) aller beliebig oft differenzierbaren quellenfreien Felder 
0 0 
mit kompaktem Träger; G(n) besteht aus allen u = grad cp, cp E Wi(f2) und in 
J(n) bilden die stetig differenzierbaren quellenfreien Felder mit auf dem Rand ver-· 
schwindender Tangentialkomponente eine dichte Menge. Es seien n• ein beschränk-
tes Gebiet, f2i und f22 Teilgebiete von n• und r• der gemeinsame Rand von f2i und 
f22, d.h. n• = f2i Ur• U n2. Es gelte div µi'I!t = 0 in n;, 'I!t E W{(ni), i = 1, 2 
und 
Wird 
\J!* = { wr in f2i gesetzt, so bezeichne H(f2*) w; in n; 
den Hilbertraum mit dem Skalarprodukt 
(w· ~·) = (w• ~·) ci> + (w• ~·) (1). ' H(O*) l> i o; 2> 2 o; 
0 
Mit Hn(f2*) bezeichnen wir den Unterraum von H(f2*), dessen Elemente eine auf 
dem Rande von n• verschwindende Normalkomponente haben, während für die Ele-
o 
mente von H.,.(f2*) die Tangentialkomponente auf dem Rande von n• verschwindet. 
Ist Q;, = n· X [O,T],Q~)* = n: X [O,T],i = 1,2, dann seien Hn(Q;,) bzw. H.,.(Q;,) 
die Teilräume von 1 2 ( Q;, ), deren Elemente 
w = { Wi m nr erste Ortsableitungen in 1 2 (Q~>•) , i = 1, 2 
W2 m f22 
0 0 
besitzen und für fast alle t E [O, T] zu Hn(f2*) bzw. H.,.(f2*) gehören. Mit Mn (Q;.) 
bzw. M.,. (Qr) bezeichnen wir die Teilräume von 1 2 (Qr), deren Projektionen auf 
0 0 0 
J(Qr) bzw. J(Qr) zu Hn(Qr) bzw. H.,.(Qr) gehören. Diese Definitionen mögen 
sinngemäß auf n angewendet werden; dann haben wir es mit mehr als zwei Teilge-
bieten zu tun (vgl. [4]). 
Es gilt der Satz: Das Rand-Anfangswertproblem (11) - (17) ist im Sinne der 
gegebenen Definition lös bar. 
5 
Zum Beweis ermitteln wir eine Folge von Näherungen; über Beschränktheitsaussa-
gen kommen wir zu einer konvergenten Teilfolge. Von den Grenzfunktionen dieser 
Teilfolge ist zu zeigen, daß sie das Problem lösen. Zll;r Konstrukt~on von Nähe-
rungslösungen verwenden wir das Galerkin-Verfahren. Es sei {cpk}~1 ein Ortho-
normalsystem in L2(fh). Bezeichnet Mn(n) die Teilmenge von L2(f2) deren Projek-
o 0 
tion auf J(n) in Hn(n) liegt und M-r(n) die Teilmenge von L2(f2) deren Projektion 
0 
auf J(n) in H-r(n) liegt, so seien {7/7A:}~1 bzw. {wk}~1 Orthonormalsysteme in 
M-r(n) bzw. Mn(f2); d.h. es gelte 
J e(x)7/1k(x)7f'z(x) dx = Szk, J µ Wk Wz dx = skl· 
0 0 
Die Näherungen setzen wir in der Form 
n - n ..- n 
Nn(x, t) = L ck(t)cpk(x ), En(x, t) = L ek(t)7/1k(x), Hn(x, t) = L hk(t)wk(x) 
k=1 k=1 k=1 
an, wo bei die Funktionen 
Ck(t) = (Nn, '{Jk), ek(t) = (eEn, ,Pk) , hk(t) = (µHn, Wk) , k = 1, ... , n 
aus den Bedingungen 
mit 
und 
f (8Nn 1 7ft'Pk + D grad Nngrad 'Pk + -:;.Nn'Pk 
01 
+ g(Nn) [En[ 'Pk - IJI 'Pk) dx = o, 
J ( a.E ::::::=. -=-e at7f'k - Hnrot 'l/Jk + (u - g(Nn))En'l/Jk - J7f'k 
0 
+ ( W + (u - g(Nn))E ),µk) dx = O, 










Die Bedingungen (21), (22), (23) stellen ein System gewöhnlicher Differentialglei-
chungen dar, das sich wie folgt schreiben läßt 
dcdk(t) = -D t azkcz(t) 
t l=l 
1 




---;J;t = 2:ßzkhz(t)-Fk(c1(t), ... ,en(t);e1(t), ... ,en(t)) 
l=l (26) 
- Gk(c1(t), ... , en(t)) + sk(t) - uk(t), 
k = 1, ... ,n. (27) 
Dabei ist 
a1k = (gradrp1,gradrpk),fk(c1 1 ••• ,c,.;e1, ... ,en) = (g(Nn) \Enl 1 'Pk). 
rk(t) = (IJl,cpk),ßzk = (wz,rot,,Pk),Fk(c1, ... ,c1;e1, ... ,en) 
= ( ( a - g(Nn))En, 1/Jk), 
Gk( C1, ... , c,.) = ( ( a - g( Nn))E, .Pk), sk(t) = ( J, 1/Jk), uk( t) = (W, 1/Jk), 
llk = ( 1/Jz, rot wk), vk( t) = (V, wk)· 
Das Differentialgleichungssystem (25), (26), (27) mit den Anfangswertbedingungen 
(24) ist für beliebiges t E (0, T] eindeutig lösbar. Um dies einzusehen, reicht es_ wegen 
der analytischen Eigenschaften der rechten Seite aus nachzuweisen, daß Nn, En und 
Hn endliche Normen haben. Für diesen Nachweis multiplizieren wir (21) mit ck(t), 
(22) mit ek(t) und (23) mit hk(t) und summieren über k jeweils von 1 bis n. Wir 
erhalten 
!( aß - - - -2 -c: ßtn En - Hnrot En + (a - g(Nn))En - JEn 
0 





dann ergibt die Addition von (28), (29) und (30) 
(31) 
Dabei ist 
Qn(t)= JGN~+g(Nn)/En/Nn-IJINn) dx 
01 
+ j (-Hnrot En + (a - g(Nn))E: - JEn 
o 
+ (w - (a - g(Nn))E) En) dx 
+j(EnrotHn+VHn) dx. 
o 
Da für beliebiges u E MT(n), v E Mn(n) gilt 
j v rot u dx = j u rot v dx 
o o 
(vgl. [4], Seite 185), ist 
j -Hnrot En dx + j Enrot Hn dx = O. 
o o 
Es gelten folgende Abschätzungen 
J IJINn dx s ~ (1/J//~ + /INn/I~,) J 
01 
j (a - g(Nn))E: S (go - a) l/Enl/:, 
01 
8 
j wEn dx s ~ (11w11~ + llEnW), 
0 
j(a - g(Nn)Eßn dx S ~(go - a) (llEll~ + llEnW) , 
0 
f VHn dx S ~ (11Vll~ + llHn11:) · 
Dann folgt aus (31) 
ld2 2 1 2 1 2 
2 dt (n + DRn +; llNnllo1 ~ 2(go + 1) llNnll 
+ G (go - a) + ~90+1)11q: + ~ llHnw +M2 
mit M 2 = llJll~ + t (llWll~ + llVll~). 
Mit einer geeignet wählbaren Konstanten K ergibt sich aus (32) 
Nach Integration über t folgt daraus mit einer weiteren Konstanten C 
t 
(~(t) + D j R! dt ~ C ((~(O) + M2] • 
0 
Wegen 
(~(O) = llNn(x, 0)11~, + llv'eßn(x, 0)11: + 11.foHn(x, 0)11: 
n 2 n 
2 
112 = (; ck(O)rpk + Vif; ek(O),Pk + .fo'f hk(O)wk 
s llNoll2 +llveEoW+11.foHoW 
(32) 
(33) 
besitzt die linke Se~te von (33) eine von n unabhängige Schranke; d.h. die Nähe-
rungslösungen Nn, En und Hn haben für beliebiges t E [O, T] endliche Normen. 
Es ergibt sich, daß die Folge der Näherungslösungen eine Teilfolge besitzt, die in 
L2 schwach konvergiert. Dies trifft auch für die Folge der ersten Ortsableitungen 
von Nn(x, t) zu. Wegen der schw~chen Vollständigkeit des Raumes existieren Grenz-
funktionen, die wir mit N(x, t), E(x, t) und H(x, t) bezeichnen. Es bleibt zu zeigen, 
daß sie eine Lösung unseres Rand-Anfangswertproblems liefern. 
Pk(t), qk(t), rk(t) seien beliebige Funktionen aus Wi(O, T), die den Bedingungen 
Pk(T) = qk(T) = rk(T) = 0 genügen. Wenn wir (21) mit Pk(t), (22) mit q1c(t) und 
9 
(23) mit rk(t) multiplizieren, über k jeweils von 1 bis n summieren und anschließend 
von 0 bis T über t integrieren, erhalten wir 
JT J ( ßefp' / 1 / 1::::. 1 / . ') -Nn t + D grad Nn grad </>n + -:; Nnef>n + g(Nn) En cpn - IJI </Jn dx dt 
0 01 
- j Nn(x,O)</Jn'(x,O) dx = 0, (34) 
01 
(35) 
JT j ( :::::. arn' · ::::. , ') - µH n ---af: + En rot in + VTn dx dt 
0 0 




n' n n 
<Pn' = LPk(t)cpk(x), wn' = Lqk(t)1/Jk(x), rn' == L:rk(t)wk(x). (37) 
k=l k=l k=l 
In (34), (35), (36) gehen wir bei festgehaltenem cpn', wn', in' in den Näherungslö-
- ___.. - ,,,,,...,._, „ 
sungen Nn, En, Hn zur Grenze N, E, H über, indem wir n die oben erwähnte 
Teilfolge durchlaufen lassen; dieser Grenzübergang läßt sich bei allen Raum-Zeit-
Integralen unter dem Integralzeichen vollziehen. In den reinen Raumintegra!en kann 
::=an ebenfalls unter dem Integral zur Grenze übergehen, we~l Nn(~ 0), En(x, 0), 
Hn(x,O) für n-> oo stark gegen die Anfangswerte N0 (x),E0 (x),H0(x) konver-
gieren. Die Menge der Funktionen cpn', wn', Tn', die in der Form (37) darstellbar 
sind, liegt dicht in der Menge der Funktionen die bei t = T verschwinden und zu 
Wi'1( Q~>), W~'1 ( QT) n Mr( QT ), W~'1 ( QT) n Mn( QT) gehören. 
Daher darf in (34), (35), (36) an Stelle von cpn', wn', in' ein beliebiges Element 
</J, W, T ~u~ den genannten Mengen stehen. Um zu zei~en, daß die Grenzfunktio-
nen N, E, H unter der Voraussetzung N0 E Wi(fh), Eo E M-r(!l), Ho E Mn(!l) 
den Beziehungen (18), (19), (20) genügen, beweisen wir zunächst, daß N, W, H 
quadratisch integrable Zeitableitungen haben. Dazu wählen wir in den Fundamen-
talsystemen {cpk}, {1/lk}, {wk} die ersten Funktionen in der Form 
Eo Ho 





Die Anfangsbedingungen (24) lauten dann 
ck(O) == 0, ek(O) == 0, hk(O) == 0, k == 2, 3, ... 
und es gilt 
- -
Nn(x,O) == No(x), En(x,0) == Eo(x), Hn(x,O) == Ho(x). 
(21 ), (22), (23) lassen sich für t = 0 in der Form 
mit 
j 8~n'Pk dxl _ = j [n.6.N0 - ~No - g(No) !Eo!+ /l/] 'Pk dx, (38) 
01 f-O 01 
je 8!n,µk dxl == j [rot Ho - (a - g(No))Eo + J 
0 · t=O 0 (39) 
8H -
Vö == µ ßt + rot E 
t=O 
- (Wo+ (a - g(No))Eo) ],µk dx, 
a.E -
Wo== e- - rotH 
8t t=O 
schreiben. Mulipliziert man (38) mit de~?) 1 und summiert über k von 1 bis n, so 
t=O 
ergibt sich 
J 8Nn. t dck 'Pk dx == 8Nn 11
2 
== 
01 ßt k=l dt t=O ßt 01 f=O 
J [ 1 1-:::::.1 ] 8Nn 01 D.6.No - -:;:No - g(No) Eo + /1/ Tt t=O dx 
und daraus 
/ /Nnt( x, 0)/1 01 ::=:; C (11No/lw,1(0,) + l!Eol lo + /11/10) · ( 41) 
Verfährt man entsprechend bei (39) und ( 40), so ergibt sich 
11 
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Also besitzen Nnt(x, 0), Ent(x, 0) und Hnt(x, 0) von n unabhängig S~hranken. Dar-
aus folgt, daß auch 
unabhängig von n beschränkt sind (vg~ [4_h Lemma 2). Man darf daher in L2J1 
(22), (23) die Näherungsausdrücke Nn, En, Hn durch die Grenzfunktionen N, E, H 
ersetzen. Damit ist gezeigt, daß diese im Sinne unserer Definition eine Lösung 
des Rand-Anfangswertproblems liefern. Über weitergehende Differenzierbarkeits-
eigenschaften der Lösung gilt der folgende Satz. Wenn die Ränder in n zweimal 
stetig di~erenzierbar sind, die Anfangswertverteilungen den Bedingungen N0 E 
- - 01 - -Wi(f21), Eo E M'T(n), H0 E Mn(fl) genügen, J E W2 ' (n) gilt und E, H entspre-
chende Eigenschaften haben, so können wir ze2gen, daß N über Q~) quadratisch 
integrable zweite Ortsableitungen besitzt und E E M'T( QT ), H E Mn( QT) sind. Es 
gilt dann eine a priori Abschätzung der Form 
T 
j llNll2w;cnd dt + jjßjj 2 + jjHjj 2 s 
O Mr(QT) Mn(QT) 
Co (llNoll~2(ni) + llEoll + llHoll 2 Mr(O) Mn(O) (43) 
+ llVoll~ + llWoll~ + llJll~~~~2 ) • 
Zum Beweis dieser Behauptungen setzen wir in (19) .'111(x,t) = f(t)'if;1(x),f E 
L2 (0, T), dann folgt für fast alle t E (0, T]: 
/{ 
a.E :::. -} eßt+ (a - g(N))E - J + W + (a - g(N))E 'if;1 dx 
n 
= j Hrot'if;1 dx. 
n 
(44) 
Der Ausdruck w unter dem linken Integral in der geschweiften Klammer ist für fast 
0 
alle t über n quadratisch summierbar, für beliebiges 'if;1 E G(fl) folgt daher aus 
( 44), daß für alle t E (0, T] gilt w E J(fl). Folglich läßt sich dieses w in der Form 
0 
w =rot H1, H1 E Hn(fl) 
darstellen und es gilt H1 E H(QT) (vgl. [4], S. 201). Wegen 
j H1 rot'if;1 dx = j H rot'if;1 dx 
n n 
12 
Ergibt sich dan H = Hi + grad cp, cp E WJ(n) für fast alle t. Ähnlich ergibt sich 
- 0 0 
E = Ei + grad cp, Ei E H-r(n), cp E W~(n) für fast alle t. Die Aussage über N 
erhält man aus den entsprechenden Sätzen über elliptische Differentialoperatoren 
(vgl. z.B. [6], S. 220 f) und es folgt ( 43). 
3. EINZIGKEITSSATZ 
Es gilt der Satz: Unter den gleichen Voraussetzungen wie im letzten Satz hat 
das Rand-Anfangswertproblem (11) - (17) im Sinne der Definition höchstens eine 
Lösung. 
Beweis. Für zwei Lösungen Ni, Ei, Hi und N2 , E2 , H2 ist ihre Differenz N' = 
Ni - N2 E wi·i(Q~>),E' =Ei - E2 E w~·i(QT),H' =Hi - H2 E w~·i(QT) 
und genügt den Integ~aloperator~ (11), (12), (13) für J = 0, V = 0, W = O; die 
Anfangswerte N'lt=o, E'lt=O und H'lt=O verschwinden. 
Nun setzen wir für c/>, Wi, W2 in (18), (19), (20) 
,1.. = {N' fürt E [O,h) w = {E' fürt E [O,h) w -{H' fürt E [O,h) 
'f' 0 für t E [h, T] ' i 0 für t E [h, T] ' 2 - 0 für t E [h, T] 
und haben dann 
h [8N' 1 j j 8t N' + D grad N'_grad N' + -;. N'2 + 
0 01 - (45) 
(g(N1) - g(N2)) IE1I N' + g(N2) (IE1l- JE2I )N'] dx dt = 0 
Jh j [ a.E
1 
- - - { - - }-c Bt E' - H' rot E' + (a - g(Ni))E' - (g(Ni) - g(N2 ))E2 E' 
o n (46) 
-(g(N1) - g(N2))EE1] dx dt = o, 




Wir addieren (45), (46), (47) und berücksichtigen, daß sich die Glieder -H'rot E' 
13 
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und E' rot H' gegenseitig aufheben. Das liefert 
h ~ llN'(x, h)ll~, + ~ llVeE1(x, h)11: + ~ lly'µH'(x, h)11: + D j llgrad N'll~ dt 
0 
h 
V= - j j { ~N'2 + (g(N1)- g(N2)) IE1I N' + g(N2) (IE1l- IE2I) N'} dx dt 
0 01 (48) 
h 
- j { ( a - g(N1))ß12 - (g(N1) - g(N2))E2E1 - (g(N1) - g(N2))EE1} dx dt. 
0 
Die mit S( h) bezeichnete rechte Seite von ( 48) läßt sich wie folgt abschätzen 
h ' 
IS(h)I::; j { ~ llN'll~, + 2go 1n1 llE1ll
0 
llN'll~, + ~go(llE'll: + llN'll~) 
0 
+(go - a) llE'll: + 290 l!ll (llE2ll
0 
+ llElln) llE'll:} dt. 
- -
Wenn der für E1 und E2 gültigen a priori Abschätzungen folgt damit aus ( 48) ein 
Ungleichung der Form 
llN'(x, h)ll~, + llveE'(x, h)ll: + lly'µH'( x, h)l I: 
h (49) 
::; c J { llN'( x, t)ll~, + llveE1(x, t)11: + lly'µH'(x, t)IO dt, 
0 
die für beliebiges h E [ü, T] richtig ist. Unter Berücksichtigung der Tatsache, daß 
N', E', H' für t = 0 vers~hwinden, ergibt sich aus ( 49) die behauptete Einzigkeits-
aussage. 
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