Abstract. We study the theta decomposition of Jacobi forms of nonintegral lattice index for a representation that arises in the theory of Weil representations associated to even lattices, and suggest possible applications.
Introduction
This note is concerned with modular forms for the (dual) Weil representation ρ * attached to an even lattice Λ with quadratic form Q. Letting A = Λ /Λ denote the discriminant group of Λ, this is a representation of the metaplectic group M p 2 (Z) on C [A] . Weil representations are a family of representations with better-than-usual arithmetic properties; for one thing, there are bases of modular forms in every weight with integral coefficients [14] . (Inducing the trivial representation from noncongruence subgroups to SL 2 (Z) gives plenty of examples of representations for which this fails.) These representations are important in the context of theta lifts such as [1] .
When Λ is positive-definite it is well-known that modular forms for ρ are essentially the same as Jacobi forms of lattice index Λ. This is a higher-dimensional version of the theta decomposition of chapter 5 of [8] . One immediate advantage of Jacobi forms is their natural algebraic structure; multiplying Jacobi forms corresponds to an unintuitive operation on vector-valued modular forms.
In the vector-valued setting, many objects that are usually indexed by integers n ∈ Z have to be replaced by pairs (n, γ) with γ ∈ A and n ∈ Z − Q(γ) (as in the final paragraph of the introduction of [2] .) In particular we might consider Jacobi forms of index (m, β) where β ∈ A and m ∈ Z − Q(β) is not generally integral. Such Jacobi forms of rational index have appeared in [18] .
The general theory of Jacobi forms indexed by a rational, symmetric matrix was worked out by Raum [16] . Nonintegral indices force the Heisenberg group to act through a nontrivial representation. The irreducible representations that can arise were classified in [16] , where theta decompositions that reduce all such Jacobi forms to vector-valued modular forms also appear.
In the first half of this note we define a family of (generally not irreducible) representations σ * B of the Heisenberg group that appear when one considers the Fourier-Jacobi expansion of Siegel theta functions. For these Jacobi forms the theta decomposition is particularly explicit and has a simpler proof; it is little more than applying an index-raising Hecke operator to reduce to the theta decomposition of integral-index Jacobi forms.
In the second half of this note we suggest some applications. We remark that Eisenstein series and Poincaré series match up under this isomorphism (proposition 8) so computing bases of rather general Jacobi forms reduces to Bruinier's formulas ( [2] , section 1.2). We point out that setting z = 0 in the resulting Jacobi forms leads to some isomorphisms between modular forms for lattices of unrelated discriminants and work out an amusing example (example 11). Finally we give another interpretation of quasi-pullbacks of Borcherds products (as in [13] ) and construct some Borcherds products of small weight on lattices of signature (2, 4).
Jacobi forms of lattice index
For simplicity we will work with fixed Gram matrices, rather than abstract discriminant forms or even lattices. Therefore let S be a Gram matrix (that is, a nondegenerate, symmetric integer matrix with even diagonal) of size e ∈ N and let ρ * = ρ * S denote the (dual) Weil representation of the lattice Z e with quadratic form Q(x) = 1 2 x T Sx and bilinear form x, y = Q(x + y) − Q(x) − Q(y) (as in [1] , [2] ). If A = A(S) denotes the discriminant group S −1 Z e /Z e and e γ , γ ∈ A denotes the natural basis of the group ring C[A] then on the usual generators
Here e(τ ) = e 2πiτ and sig(S) = b
− are the numbers of positive and negative eigenvalues of S.
For N ∈ N, let H N denote the Heisenberg group of degree N :
with group operation
). For any matrix B ∈ Q e×N for which SB is integral, we can define a unitary representation σ *
and this depends only on B mod Z e×N . (When N = 1 this reduces to the representations σ * β of [18] .) These representations are compatible with ρ * in the sense that
so they combine to a representation ρ * B of the degree N Jacobi group:
and is bounded in ∞. The space of modular forms of weight k will be denoted M k (S).
Any modular form can be expanded as a Fourier series f (τ ) = γ∈A(S) n∈Z−Q(γ) c(n, γ)q n e γ where c(n, γ) = 0 unless n ≥ 0. It follows from the functional equation under Z = (−I, i) that M k (S) = 0 unless k + sig(S)/2 is an integer. Moreover the coefficients c(n, γ) satisfy
so we refer to k as a symmetric or antisymmetric weight as k+sig(S)/2 is even or odd, respectively. 
for all (λ, µ, t) in the Heisenberg group (in particular, the left side of the above equation should be independent of t) and for which the usual vanishing condition on Fourier coefficients holds (see below). We denote the space of Jacobi forms as above by J k,M,B (S).
This transformation law is often expressed through the slash operator | k,M,B :
and
Jacobi forms have Fourier expansions in both variables; we write this out as
where q n = e 2πinτ and ζ r = e Moreover, the familiar restriction on weights holds: J k,M,B (S) = 0 unless k + sig(S)/2 is integral, in which case c(n, −r, −γ) = (−1) k+sig(S)/2 c(n, r, γ) for all Jacobi forms c(n, r, γ)q n ζ r e γ .
Remark 3. Vector-valued modular forms and Jacobi forms for a fixed Gram matrix S do not have natural ring structures although they are modules over the ring of scalar-valued modular forms M * in a natural way. However we will make reference to the operation of tensoring at several points. If S 1 and S 2 are two Gram matrices (possibly of different sizes) then tensoring their Weil representations gives
0 S 2 and therefore the tensor product defines a bilinear map
for all valid weights k 1 , k 2 . Similarly if (M 1 , B 1 ) and (M 2 , B 2 ) are valid indices for Jacobi forms with the same number of elliptic variables (i.e. the same N ) then it follows from
that the tensor product defines a bilinear map
Remark 4. We recover the familiar definition of Jacobi forms of lattice index (e.g. [9] ) by restricting to the case that B = 0 and det(S) = 1 and by letting 2M be the Gram matrix of the index lattice with respect to any basis.
Hecke U -operators
The Hecke operators U , ∈ N of Eichler and Zagier [8] generalize immediately to Jacobi forms of lattice index: we define
The map U is injective and M * -linear and its image of U consists of those Jacobi forms whose Fourier coefficients c(n, r, γ) vanish unless
There is a corresponding operator U that acts on modular forms for the Weil representation attached to a (not necessarily direct) sum of two quadratic forms. Let S 1 ∈ Z e×e , S 2 ∈ Z N ×N be Gram matrices and let U ∈ Z e×N . We define
where p is a projection map that amounts to multiplying the second block component by . 
Letting e = N = 1, its image under the Hecke map U 2 is
which is a weight three modular form for the Weil representation attached to the Gram matrix 2 2 2 8 .
Then U respects the Petersson slash operator in the sense that
A similar statement holds for the operator U on modular forms.
Theta decomposition
Let S 1 and S 2 be Gram matrices of sizes e, N where S 2 is positive-definite and set M = 1 2 S 2 . There is an isomorphism of modules
over the ring M * of scalar modular forms which is essentially given by tensoring with the theta function Θ S2 (τ, z) of S 2 and applying a trace map (see the next section for more details) and which identifies the modular form
with the Jacobi form
In this section we record a simple generalization of this. Let S be a Gram matrix of size e and let B ∈ Q e×N be a matrix for which SB is integral. Also let M ∈ Q N ×N be a symmetric matrix for which 2M + B T SB is a Gram matrix, i.e. integral with even diagonal, and set
There is an isomorphism of M * -modules
that sends a modular form
c(n, γ)q n e γ to the Jacobi form
Proof. First we should clarify that if γ ∈ S −1 Z e and r ∈ Z N − B T Sγ, then
and therefore
moreover this is a well-defined element of A(S) when γ is interpreted as an element of A(S).
In terms of Fourier expansions this sends F (τ ) = (γ1,γ2)∈A(S) n c(n, (γ 1 , γ 2 ))q n e (γ1,γ2) first to the modular form
and then to the Jacobi form
These coefficients vanish unless
is integral, or equivalently −1 r ∈ Z N − B T Sγ, which is the condition for Φ to be in the range of
Therefore we define the theta decomposition by requiring the diagram
to commute. Its inverse can be constructed in the same way: starting with a Jacobi form, apply U and the usual theta decomposition, then identify the result in the image of U on modular forms. That this is independent of can be seen from the coefficient formula for Φ in the claim.
Eisenstein and Poincaré series
Some of the simplest Jacobi forms that can be constructed are the Poincaré series:
where (λ, 0, 0, M ) runs through cosets of the Jacobi group J N by the subgroup generated by all (0, µ, t) ∈ H N and by T = ( 1 1 0 1 , 1) and Z = (−I, i) from M p 2 (Z). The series P n,r,γ (τ ) is welldefined as long as n ∈ Z − Q(γ) and r ∈ Z N − B T Sγ and k > 2 + N/2 and it always transforms like a Jacobi form by construction. The vanishing condition on Fourier coefficients is satisfied when 4n − r T M −1 r ≥ 0. If n = r = 0 then we call E k,M,γ (τ ) = P k,M,0,0,γ (τ ) the Eisenstein series. See also [15] which considers the scalar-valued case in more detail.
The point of this section is to show that the Jacobi Eisenstein and Poincaré series as above correspond to the usual Eisenstein and Poincaré series as in chapter 1 of [2] :
i.e. any coefficient formula for Jacobi Eisenstein and Poincaré series even in the generality considered here (which includes the author's computations in [18] ) will reduce to theorem 1.3 of [2] . Proposition 8. In the notation of the previous section, the theta decomposition satisfies
Poincaré series extract Fourier coefficients with respect to an appropriately defined Petersson scalar product so this correspondence is suggested by the formula in proposition 7; one could give a proof along these lines but we use a more direct argument here.
Proof. Suppose first that B = 0 so the theta decomposition maps
and where π is the linear map
Here Θ is a Jacobi form of weight N/2 and index M for the (non-dual) Weil representation ρ 2M by Poisson summation. One can check that π satisfies π
is the Jacobi form corresponding to F . When φ(τ ) = q n e γ ⊗ e (2M) −1 r for some γ ∈ A(S) then
For the general case of theta decomposition in the Gram matrixS = S SB B T S 2M + B T SB we need to check that the images of P k−N/2,n,(γ−
2 M −1 r) and P k,(M,B),(n+r T M −1 r/4,r,γ) match up correctly under U . On Jacobi forms we find
while on modular forms, abbreviatingγ = (γ − 
which correspond as they are expected to.
Kohnen plus space
Since Jacobi forms of very small index tend to be determined completely by their value at z = 0, applying the theta decomposition and setting z = 0 in the resulting Jacobi forms gives isomorphisms between modular forms of apparently unrelated levels. The simplest example is an identification of the Kohnen plus spaces of half-integral weight modular forms of level 4 with modular forms of level 3 and odd integral weight.
Let k ∈ N 0 . The Kohnen plus space of weight k + 1/2 is the subspace M + k+1/2 (Γ 0 (4)) of modular forms of level Γ 0 (4) in which the Fourier coefficient a n is zero unless (−1) k n ≡ 0, 1 mod 4. This was introduced by Kohnen in [11] (also for more general levels) as a natural setting for the Shimura correspondence: in particular there are Hecke-equivariant isomorphisms M + k+1/2 ∼ = M 2k to classical modular forms of integral weight and level 1.
Proposition 9. For every odd integer k, there is an isomorphism
Here χ is the nontrivial Nebentypus modulo 3. More precisely, there are isomorphisms (3), χ) is the subspace of forms whose coefficients a n vanish when n ≡ 2 mod 3; and M − k (Γ 0 (3), χ) is the subspace of forms whose coefficients vanish when n ≡ 1 mod 3. These isomorphisms are not Hecke-equivariant but they are simple to express in terms of the coefficients, and more generally they are isomorphisms of graded modules over the ring M * of classical modular forms of level one; see the remark below.
Proof. Using a more general result of Bruinier and Bundschuh [3] , all of the spaces here can be interpreted as spaces of vector-valued modular forms: (2)), since all of the Gram matrices above have prime determinant. These identifications are essentially given by summing all components; such that for example the weight three Eisenstein series correspond to the scalar modular forms
respectively. The theta decomposition gives identifications (2)) and
and setting z = 0 in the resulting Jacobi forms gives the maps
in the claim. Both maps are injective: one can use theorem 1.2 of [8] to see that any Jacobi form Φ of index strictly less than one half for which Φ(τ, 0) vanishes, or of index less than one for which Φ(τ, 0) and
Φ(τ, z) both vanish, must be identically zero. (In the second case,
is a modular form of antisymmetric weight for the Gram matrix (2) so it vanishes identically regardless of Φ.) Theorem 1.2 of [8] considers only integer-index Jacobi forms but we can reduce to that case by tensoring Φ with itself enough times to produce something of integer index.
To see that these are isomorphisms we compare the dimensions of both sides. One way to show that the dimensions are the same is to check the first few weights and then use the fact that for k ≥ 3, the dimensions in all four cases increase by 2 when we replace k by k + 12 (since 2 is the number of elements γ in each discriminant group up to equivalence γ ∼ −γ).
Remark 10. Unraveling this argument in terms of scalar-valued modular forms, the isomorphisms above are
where ϑ(τ ) = 1 + 2q + 2q 4 + 2q 9 + ... One could probably prove directly that these are well-defined isomorphisms but using the argument above this is more or less automatic.
Example 11. The first part of remark 10 means that to compute the Kohnen plus form corresponding to f (τ ) = n a n q n ∈ M − k (Γ 1 (3)), we divide all coefficients a n , n ≡ 0 (3) by two, change variables q → q 4/3 , multiply by ϑ(τ /3), and restrict to integer exponents. The second part of remark 10 means that to compute the level three form corresponding to a Kohnen plus form f (τ ), we multiply f (3τ /4) by ϑ(τ /4) and restrict to integer exponents. For example, the Cohen Eisenstein series of weight 5/2 is 
We could also point out that the theta function ϑ(τ ) = 1 + 2q + 2q 4 + 2q 9 + ... ∈ M + 1/2 (Γ 0 (4)) itself corresponds to the theta function θ(τ ) = 1 + 6q + 6q 3 + 6q
under this isomorphism.
Hermitian modular products of small weight
Recall that the Borcherds lift takes vector-valued modular forms for the (non-dual) Weil representation attached to a lattice of signature (b + , 2) with singularities at cusps to orthogonal modular forms with product expansions and known divisors ( [1] , [2] ). Given such an automorphic product one can produce automorphic forms on subgrassmannians essentially by restriction, with a renormalization process to deal with a possible zero or pole there. This operation is called the quasi-pullback (see [13] , section 3) and it can be used to construct infinite families of Borcherds products. For example, Gritsenko and Nikulin constructed a paramodular form of weight 12 in every level t except t = 1 using this kind of argument for the lift of ∆ −1 to the Grassmannian of II 26,2 ([10], remark 4.4). It is also possible to find automorphic forms on subgrassmannians by tensoring the original input form by various theta functions and taking the Borcherds lift of this. Ma showed in [13] that these processes lead to the same result, at least when Koecher's principle applies.
Theta decompositions allow one to identify the nearly-holomorphic input functions with weak Jacobi forms, and in the case of integral index, setting z = 0 in those Jacobi forms has the same effect as tensoring with theta functions as in the last paragraph. Taking theta decompositions into Jacobi forms of nonintegral index and setting z = 0 gives a similar interpretation of the Θ-contraction of [13] .
We give an example here by showing that for even discriminants there always exist Hermitian modular products of small weight. These are essentially the same as orthogonal modular forms on Grassmannians of signature (4, 2) lattices of the form Λ K = O K ⊕ II 2,2 , where O K denotes the ring of integers in an imaginary-quadratic number field K together with its norm-form N K/Q (see [5] for details). This is based on an observation of A. Krieg who suggested this application to me (see [12] ). The cases m = 1, 2 are well-known and were important in finding the structure of the rings of Hermitian modular forms for K = Q(i) and K = Q( √ −2) in [6] , [7] . One can also find the cases m = 5, 6 in the tables of appendix B of [19] . Those tables also show that no such statement is possible for odd discriminants; for example, the holomorphic products for Q( √ −3) and Q( √ −7) of smallest weight have weight 9 and 7, respectively. Note that (i) and (ii) can both occur for a single m, e.g. m = 17 = 1 2 + 4 2 = 2 2 + 2 2 + 3 2 , where we get holomorphic products of both weights.
Proof. The products in the claim arise as quasi-pullbacks of a singular-weight product on a Grassmannian of type O(6, 2); we will show how these arise as Borcherds lifts using the theta decomposition. Example 13. Using proposition 7, the principal parts of these input functions can be read off the principal part of 
