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Abstract
The crown O2t is a height-2 poset whose Hasse diagram is a cycle
of length 2t. A family F of subsets of [n] := {1, 2 . . . , n} is O2t-
free if O2t is not a weak subposet of (F ,⊆). Let La(n,O2t) be the
largest size of O2t-free families of subsets of [n]. De Bonis-Katona-
Swanepoel proved La(n,O4) =
( n
⌊n
2
⌋
)
+
( n
⌈n
2
⌉
)
. Griggs and Lu proved
that La(n,O2t) = (1 + o(1))
( n
⌊n
2
⌋
)
for all even t ≥ 4. In this paper, we
prove La(n,O2t) = (1 + o(1))
( n
⌊n
2
⌋
)
for all odd t ≥ 7.
1 Introduction
We are interested in estimating the maximum size of family of subsets of the
n-set [n] := {1, . . . , n} avoiding a given (weak) subposet P . The starting
point of this kind of problem is Sperner’s Theorem from 1928 [18], which
determined that the maximum size of an antichain in the Boolean lattice
Bn := (2[n],⊆) is
(
n
⌊n
2
⌋
)
.
For posets P = (P,≤) and P ′ = (P ′,≤′), we say P ′ is a weak subposet of
P if there exists an injection f : P ′ → P that preserves the partial ordering,
meaning that whenever u ≤′ v in P ′, we have f(u) ≤ f(v) in P (see [19]).
Throughout the paper, when we say subposet, we mean weak subposet. The
height h(P ) of poset P is the maximum size of any chain in P .
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A family F of subsets of [n] can be viewed as a subposet of Bn. If F
contains no subposet P , we say F is P -free. We are interested in determining
the largest size of a P -free family of subsets of [n], denoted La(n, P ).
In this notation, Sperner’s Theorem [18] gives that La(n,P2) =
(
n
⌊n
2
⌋
)
,
where Pk denotes the path poset on k points, usually called a chain of
size k. Let B(n, k) be the middle k levels in the Boolean lattice Bn and
Σ(n, k) := |B(n, k)|. Erdo˝s [9] proved that La(n,Pk) = Σ(n, k). Griggs-
Li-Lu [14] showed that the similar results hold for a wide class of posets
including diamonds Dk (A < B1, . . . , Bk < C, for k = 3, 4, 7, 8, 9, 15, 16, . . .),
harps H(l1, l2, . . . , lk) (consisting of chains P1, . . . ,Pk with their top elements
identified and their bottom elements identified, for l1 > l2 > · · · > lk).
For any poset P , we define e(P ) to be the maximum m such that for
all n, the union of the m middle levels B(n,m) does not contain P as a
subposet. For any F ⊂ 2[n], define its Lubell value hn(F) :=
∑
F∈F 1/
(
n
|F |
)
.
Let λn(P ) = max{hn(F) : F ⊂ 2[n], P -free}. A poset P is called uniform-
L-bounded if λn(P ) ≤ e(P ) for all n. Griggs-Li [13] proved La(n, P ) =
Σ(n, e(P )) if P is uniform-L-bounded. The uniform-L-bounded posets in-
clude Pk (for any k ≥ 1), diamonds Dk (for k ∈ [2m−1 − 1, 2m −
(
m
⌊m
2
⌋
) − 1]
where m := ⌈log2(k+2)⌉), and harps H(l1, l2, . . . , lk) (for l1 > l2 > · · · > lk),
and other posets.
For any poset P , Griggs-Lu [15] conjectured the limit π(P ) := limn→∞
La(n,P )
( n⌊n
2
⌋)
exists and is an integer. This conjecture is based on various known cases. For
example, an r-fork poset Vr, which has elements A < B1, . . . , Br, r ≥ 2. Ka-
tona and Tarja´n [16] obtained bounds on La(n,V2) that he and DeBonis [7]
extended in 2007 to general Vr, r ≥ 2, proving that(
1 +
r − 1
n
+ Ω
(
1
n2
))(
n
⌊n
2
⌋
)
≤ La(n,Vr) ≤
(
1 + 2
r − 1
n
+O
(
1
n2
))(
n
⌊n
2
⌋
)
.
While the lower bound is strictly greater than
(
n
⌊n
2
⌋
)
, we see that La(n,Vr) ∼(
n
⌊n
2
⌋
)
. Earlier, Thanh [20] had investigated the more general class of broom-
like posets. Griggs and Lu [15] studied the even more general class of baton
posets. These are tree posets (meaning that their Hasse diagrams are trees.)
Griggs and Lu [15] proved that π(T ) = 1 for any tree poset T of height 2.
Bukh [4] proved that π(T ) = e(T ) for any general tree poset T .
The most notable unsolved case is the diamond poset D2. Griggs and Lu
first observed π(D2) ∈ [2, 2.296]. Axenovich, Manske, and Martin [3] came
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up with a new approach which improves the upper bound to 2.283. Griggs,
Li, and Lu [14] further improves the upper bound to 2.273˙ = 2 3
11
. Very
recently, Kramer-Martin-Young [17] recently proved π(D2) ≤ 2.25.
The crown O2t is another family of posets, which are neither trees nor
uniform-L-bounded. For k ≥ 2, the crown O2t is a height-2 poset whose
Hasse diagram is a cycle of length 2t. For t = 2, O4 is also known as the
butterfly poset; De Boinis-Katona-Swanepoel [8] proved La(n,O4) = Σ(n, 2).
Griggs and Lu [15] proved that La(n,O2t) = (1+o(1))
(
n
⌊n
2
⌋
)
for all even t ≥ 4.
For odd t ≥ 3, Griggs and Lu showed that La(n,O2t)/
(
n
⌊n
2
⌋
)
is asymptotically
at most 1 + 1√
2
, which is less than 2. In this paper, we determine all π(O2t)
except for O6 and O10.
Theorem 1.1 For odd t ≥ 7, we have La(n,O2t) = (1 + o(1))
(
n
⌊n
2
⌋
)
.
The proof of this theorem uses the concept of a k-partite representation,
which was originally introduced by Conlon [6] to prove a similar Tura´n-type
result on hypercubes. (Conlon’s result will be stated in Section 2.)
Definition 1.2 A poset P of height 2 has a k-partite representation if there
exist two integers k, l, and a family P ⊆ ( [l]
k−1
) ∪ ([l]
k
)
such that
• The poset (P,⊆) contains P as a subposet.
• And G := G(P), a k-uniform hypergraph with V (G) = [l] and E(G) =
P ∩ ([l]
k
)
is k-partite.
Here is our main result.
Theorem 1.3 Suppose that a poset P of height 2 has a k-partitie represen-
tation for some k ≥ 2. Then La(n, P ) = (1 + o(1))( n⌊n
2
⌋
)
.
Conlon [6] proved that for all crowns O2t except for t = 2, 3, 5 have k-
partitie representations for some k. For example, O4t (for t ≥ 2) has a
2-partitie representation P such that G(P) is the even-cycle C2t. Similarly,
O2kt (for t ≥ 2) has a k-partitie representation P such that G(P) is the
tight k-uniform cycle Ckkt. The first non-trivial case is O14. The following
3-representation of O14 is given by Conlon [6]:
3
{1,2}
{1,2,3}
{2,3}
{2,3,4}
{2,4}
{2,4,5}
{2,5}
{1,2,5}
{1,5}
{1,5,6}
{1,6}
{1,6,7}
{1,7}
{1,2,7}
Here k = 3, l = 7, and
P = {{1, 2}, {2, 3}, {2, 4}, {2, 5}, {1, 5}, {1, 6}, {1, 7},
{1, 2, 3}, {2, 3, 4}, {2, 4, 5}, {1, 2, 5}, {1, 5, 6}, {1, 6, 7}, {1, 2, 7}}.
It is easy to check that all the 3-edges {1, 2, 3}, {2, 3, 4}, {2, 4, 5}, {1, 2, 5},
{1, 5, 6}, {1, 6, 7}, {1, 2, 7} form a 3-partite 3-uniform hypergraph. Thus, P
is a 3-partite representation of O14.
For t ≥ 4 and t 6= 5, O2t has a k-partite representation for some k (see
[6]). It implies La(n,O2t) = (1 + o(1))
(
n
⌊n
2
⌋
)
. Theorem 1.1 is a corollary
of Theorem 1.3. We also give an alternative proof for Griggs-Lu’s result
La(n,O4t) = (1 + o(1))
(
n
⌊n
2
⌋
)
for t ≥ 2.
The rest of the paper is organized as follows. In section 2, we will first re-
view Conlon’s theorem on Tura´n problems on hypercubes; then we will prove
an interesting Tua´n-Ramsey result for k-partite k-uniform hypergraphs. Fi-
nally Theorem 1.3 will be proved in section 3.
2 Trua´n problems on hypergraphs
2.1 Tura´n problem on hypercubes
The problem of determining La(n,O2t) is closely related to the Tura´n problem
on the hypercube Qn, i.e., the Hasse diagram of the Boolean lattice Bn. Erdo˝s
[10] first posed the problem of determine the size of maximum subgraph of hy-
percube Qn forbidding a cycle C2k. Let Ex(H,Qn) be the maximum size of a
subgraph ofQn forbidding a given graphH . Let π(H,Qn) = limn→∞
Ex(H,Qn)
|E(Qn)| .
This limit always exists. Chung [5] proved that π(C4k, Qn) = 0 for all k ≥ 2.
Alon et al. [1, 2] gave a characterization of all subgraphs H of the hypercube
which are Ramsey, that is, such that every k-edge-colouring of a sufficiently
large Qn contains a monochromatic copy of H ; in particular, C4k+2 (for
4
k ≥ 2) are Ramsey. Fu¨redi and O¨zkahya [11, 12] showed that, for t > 3,
π(C4t+2, Qn) = 0. Conlon [6] proved the following theorem, which covers all
known bipartite graphs H with π(H,Qn) = 0.
Theorem 2.1 (Conlon’s Theorem [6]) Suppose that H is the Hasse di-
agram of a height-2 poset, which admits a k-partite representation. Then
π(H,Qn) = 0.
In [6], the k-partite representation is defined over bipartite graphs. His defini-
tion is equivalent to ours. Conlon [6] observed C2t (for t ≥ 4 and t 6= 5) admits
a k-partite representation for some k; thus, his result implies π(C2t, Qn) = 0
for all t ≥ 4 except for t = 5.
2.2 A Lemma on k-partitite k-uniform hypergraph
Conlon [6] used the following classical result of Erdo˝s [10] regarding the
extremal number of complete k-partite k-uniform hypergraphs.
Lemma 2.2 Let K
(k)
k (s1, . . . , sk) be the complete k-partite k-uniform hyper-
graph with partite sets of size s1, . . . , sk. Then any K
(k)
k (s1, . . . , sk)-free r-
uniform hypergraph can have at most O(nk−δ) edges, where δ =
(∏k−1
i=1 si
)−1
.
In the scenario of the Boolean lattice, for any poset P having k-partite
representation, we need prove that any family F of size (1 + ǫ)( n⌊n
2
⌋
)
con-
tains P . Note that F is much sparser comparing to the full Boolean lattice
2[n]. Lemma 2.2 is not strong enough for our purpose. We need the fol-
lowing lemma for Ramsey-Tura´n problems on hypergraphs, which may have
independent interest.
Lemma 2.3 For any positive integers k, s1, . . . , sk, and r, consider a col-
lection H := {Hi}i∈I (with an index set I) of k-uniform hypergraphs over
a common vertex set [n]. Suppose that for each i ∈ I, Hi does not contain
K
(k)
k (s1, . . . , sk) as a sub-hypergraph, and for each S ⊂
(
[n]
k−1
)
there are at
most r hypergraphs Hi having edges containing S. Then, the total number of
edges in this family is at most O(nk−δ), where δ =
(∏k−1
i=1 si
)−1
.
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Remark: Since every hypergraph Hi contains no K
(k)
k (s1, . . . , sk), then
|E(Hi)| = O(nk−δ) by Lemma 2.2. This lemma says if the family of hyper-
graphs cover each (k− 1)-set at most r times then the total number of edges
is still O(nk−δ), where the hidden constant in O(·) depends on k, s1, . . . , sk,
and r, but not on n.
Our proof extensively uses the following convexity inequality, (also see
Lemma 2.3 of [15].) Suppose thatX is a random variable taking non-negative
integer values. If for any positive integer s, E(X) > s− 1, then
E
(
X
s
)
≥
(
EX
s
)
. (1)
Proof of Lemma 2.3: Let H be the hypergraph on the vertex set [n] with
E(H) = ∪i∈IE(Hi). Observe that each edge in H can appear in at most r
Hi’s. Thus, ∑
i∈I
|E(Hi)| ≤ r|E(H)|.
Since r is a constant, it suffices to prove |E(H)| = O(nk−δ). Deleting over-
lapped edges will not affect the magnitude of |E(H)|. Without loss of gen-
erality, we can assume that edges of different Hi are distinct. If an edge F
of H is in Hi, then we say this edge has color i. By hypothesis, H has no
monochromatic copies of K
(k)
k (s1, . . . , sk).
Without loss of generality, we assume n is divisible by k and write n = km.
Consider a random k-partition of [n] = V1 ∪ V2 ∪ · · · ∪ Vk where each part
has the equal size m. We say an edge F is crossing (to this partition), if F
intersects every Vi with exactly once. The probability of an edge F being
crossing is
Pr(F is crossing) =
(
n
k
)k(
n
k
) > k!
kk
.
There exists a partition so that the number of crossing edges in H at least
k!
kk
|E(H)|.
Now we fix this partition [n] = V1 ∪ · · ·Vk. Let H ′ be the subgraph
consisting of all crossing edges in H and H ′i be the subgraph consisting of all
crossing edges in Hi for i ∈ I. It is sufficient to show |E(H ′)| = O(mk−δ),
since n = km and k is a constant.
Set |E(H ′)| ≈ Cmk−δ (with a big constant C chosen later). For ti ∈
{1, si} with i = 1, 2 . . . , k, we would like to estimate the number of monochro-
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matic (ordered) copies, denoted by f(t1, t2, . . . , tk), of K
(k)
k (t1, . . . , tk) with
the first t1 vertices in V1, the second t2 vertices in V2, and so on.
Claim a: For 0 ≤ l ≤ k − 1, we have
f(s1, . . . , sl, 1, . . . , 1) ≥ (1 + o(1))
(
C
mδ
)∏l
j=1 sj∏l
j=1 (sj !r
sj−1)
∏l
u=j+1 su
mk−l+
∑l
j=1 sj .
We prove claim (a) by induction on l. For the initial case l = 0, the claim
is trivial since f(1, 1, . . . , 1) = |E(H ′)| ≈ Cmk−δ.
We assume Claim (a) holds for l. Now consider the case l + 1. For any
S ∈ (V1
s1
)× · · · × (Vl
sl
)× Vl+2 × · · · × Vk, let diS be the number of vertices v in
Vl+1 such that all edges in the induced subgraph of H
′ on S×{v} have color
i. Let dS =
∑
i∈I d
i
S. We have
f(s1, . . . , sl, 1, 1, . . . , 1) =
∑
S
∑
i∈I
diS; (2)
f(s1, . . . , sl, sl+1, 1, . . . , 1) =
∑
S
∑
i∈I
(
diS
sl+1
)
. (3)
Note that S contains at least k − 1 vertices. By hypothesis, for a fixed
S, at most r of those dis are non-zero; say d
i1
S , . . . , d
ir
S . Applying the convex
inequality (1), we have
∑
i∈I
(
diS
sl+1
)
=
r∑
j=1
(
d
ij
S
sl+1
)
≥ r
(
dS/r
sl+1
)
,
provided dS > r(sl+1 − 1).
Let d¯l be the average of dS. By equation (2) and inductive hypothesis,
we have
d¯l ≥
∑
S
∑
i∈I d
i
S
mk−l−1+
∑l
j=1 sj
≥ (1 + o(1)) m
(
C
mδ
)∏l
j=1 sj∏l
j=1 (sj!r
sj−1)
∏l
u=j+1 su
. (4)
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Let S be the set of S satisfying dS > r(sl+1 − 1). Let d¯∗ be the average
of dS over S ∈ S. Clearly, d¯∗l ≥ d¯l since d¯l ≫ r(sl+1 − 1) Thus,
f(s1, . . . , sl, sl+1, 1, . . . , 1) ≥
∑
S∈S
∑
i∈I
(
diS
sl+1
)
≥
∑
S∈S
r
(
dS/r
sl+1
)
≥ r|S|
(
d¯∗l /r
sl+1
)
=
|S|d¯∗l
sl+1
(
d∗l /r
sl+1 − 1
)
≥ (d¯l − r(sl+1 − 1))m
k−1+∑lj=1(sj−1)
sl+1
(
d¯l/r
sl+1 − 1
)
=
(
1 +O
(
1
d¯l
))
d¯
sl+1
l
sl+1!rsl+1−1
mk−1+
∑l
j=1(sj−1).
Combining with equation (4), we get
f(s1, . . . , sl, sl+1, 1, . . . , 1) ≥ (1 + o(1))
(
C
mδ
)∏l+1
j=1 sj∏l+1
j=1 (sj!r
sj−1)
∏l+1
u=j+1 su
mk−l−1+
∑l+1
j=1 sj .
The inductive proof is finished.
Applying Claim (a) with l = k − 1, we get
f(s1, s2, . . . , sk−1, 1) ≥ (1 + o(1))
(
C
mδ
)∏k−1
j=1 sj∏k−1
j=1 (sj!r
sj−1)
∏k−1
u=j+1 su
m1+
∑k−1
j=1 sj
= (1 + o(1))
C
∏k−1
j=1 sjm
∑k−1
j=1 sj∏k−1
j=1 (sj !r
sj−1)
∏k−1
u=j+1 su
. (5)
For any S ∈ (V1
s1
)×· · ·×(Vk−1
sk−1
)
, let dS be the number of vertices v in Vl+1 such
that the edges in the induced subgraph of H ′ on S×{v} are monochromatic.
Since H ′ contains no monochromatic copy of K(k)k (s1, . . . , sk), we have dS ≤
rsk. It implies
f(s1, s2, . . . , sk−1, 1) =
∑
S
dS ≤ rskm
∑k−1
j=1 sj . (6)
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Choosing C > 2(rsk)
1
∏k
u=1
su · ∏k−1j=1 (sj !rsj−1) 1∏ju=1 su , equations (5) and (6)
contradict each other. Hence, |E(H ′)| < Cmk−δ. It implies ∑i∈I |E(Hi)| =
O(mk−δ) = O(nk−δ). The proof of the lemma is finished. 
3 Proof of main Theorem
We need the following two lemmas on binomial coefficients.
Lemma 3.1 (see Lemma 2.1 of [15]) For any positive integer n, we have
1
2n
∑
|i−n
2
|>2
√
n lnn
(
n
i
)
<
2
n2
. (7)
Lemma 3.2 For any i, j ∈ (n
2
−2√n lnn, n
2
+2
√
n lnn), if |i−j| = o
( √
n√
lnn
)
,
then (
n
i
)(
n
j
) = 1 + o(1). (8)
Proof: Without loss of generality, we can assume j > i ≥ n
2
. We have
(
n
i
)(
n
j
) = j−i∏
l=1
(
n
i+l−1
)
(
n
i+l
)
=
j−i∏
l=1
i+ l
n− i− l + 1
=
j−i∏
l=1
(
1 +
2(i+ l)− n− 1
n− i− l + 1
)
.
Since i+ l ∈ (n
2
− 2√n lnn, n
2
+ 2
√
n lnn), we have
|2(i+ l)− n− 1|
n− i− l + 1 ≤
4
√
n lnn + 1
n
2
− 2√n lnn = (1 + o(1))
8
√
lnn√
n
.
Thus, we get (
n
i
)(
n
j
) ≤
(
1 + (1 + o(1))
8
√
lnn√
n
)j−i
= 1 + o(1).
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The proof of the lemma is finished. 
To prove Theorem 1.3, we need to show that for any ǫ > 0 any family
F ⊂ 2[n] of size (1 + ǫ)( n⌊n
2
⌋
)
must contain the subposet P . Without loss of
generality, we can assume that F only contains subsets of sizes in the interval
(n
2
− 2√n lnn, n
2
+ 2
√
n lnn). This is because the number of subsets of size
not in I (see Lemma 3.1) is at most
∑
|l−n
2
|>2√n lnn
(
n
l
)
≤ 2
n+1
n2
= O
(( n
⌊n
2
⌋
)
n3/2
)
,
which is negligible compared to ǫ
(
n
⌊n
2
⌋
)
.
Taking a random permutation σ of the set [n], a (random) full chain is
the chain
∅ ⊂ {σ(1)} ⊂ {σ(1), σ(2)} ⊂ · · · ⊂ [n].
Let X be the number of subsets in both F and a random full chain. The
expected value of X is exactly the Lubell value of F :
E(X) = hn(F) =
∑
F∈F
1(
n
|F |
) . (9)
It is clear that
E(X) ≥ |F|( n
⌊n
2
⌋
) = 1 + ǫ. (10)
Combining equation (10) and the convexity inequality (1) with s = 2, we
have
E
(
X
2
)
≥
(
E(X)
2
)
≥ ǫ
2
E(X). (11)
For any two subsets A ⊆ B, the probability that a random full chain hits
both A and B is |A|!(|B|−|A|)!(n−|B|)!
n!
. By linearity, we get
E
(
X
2
)
=
∑
A,B∈F
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
. (12)
The following Lemma was implicitly proved when Griggs and Lu [15]
proved La(T ) = (1+o(1))
(
n
⌊n
2
⌋
)
for any tree poset of height 2. The statement
works for any poset of height 2, not just those having k-partite representation.
We state it here as a lemma for the future references, and also provide a proof
for completeness.
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Lemma 3.3 Let P be a finite poset of height 2 and F be a P -free F family
of subsets of [n] with the Lubell value hn(F) ≥ 1 + ǫ. Suppose that every
subset in F has size in the interval (n
2
− 2√n lnn, n
2
+ 2
√
n lnn). Then, we
have
∑
A,B∈F,|B|−|A|=1
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
≥ (1 + o(1))ǫhn(F). (13)
Proof: Let Y be the random variable counting a triple (A, S,B) (on the
random full chain) satisfying
A ⊂ S ⊂ B A,B ∈ F .
We have
E(Y ) =
∑
A,B∈F,S
A⊂S⊂B
|A|!(|S| − |A|)!(|B| − |S|)!(n− |B|)!
n!
=
∑
A,B∈F
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
∑
S : A⊂S⊂B
1(|B|−|A|
|S|−|A|
)
=
∑
A,B∈F
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
(|B| − |A| − 1)
≥
∑
A,B∈F
A⊂B,|B|−|A|>1
|A|!(|B| − |A|)!(n− |B|)!
n!
. (14)
Any poset P of height 2 is a subposet ofKr,r (the complete height-2-poset)
for some r. Since F is P -free, there are no 2r subsets A1, A2, . . . , Ar, B1, . . . , Br ∈
F satisfying Ai ⊂ S ⊂ Bj for 1 ≤ i ≤ r and 1 ≤ j ≤ r.
For any fixed subset S, either “at most r − 1 subsets in F are supersets
of S” or “at most r − 1 subsets in F are subsets of S”. Define
G1 = {S | |S| ∈ (n
2
−2
√
n lnn,
n
2
+2
√
n lnn), S has at most r − 1 subsets in F}.
G2 = {S | |S| ∈ (n
2
−2
√
n lnn,
n
2
+2
√
n lnn), S has at most r − 1 supersets in F}.
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The union G1∪G2 covers all subsets with sizes in (n2−2
√
n lnn, n
2
+2
√
n lnn).
Rewrite E(Y ) as
E(Y ) =
∑
S : ||S|−n
2
|<2√n lnn
1(
n
|S|
) ∑
A∈F
A⊂S
1(|S|
|A|
) ∑
B∈F
S⊂B
1(
n−|S|
n−|B|
) . (15)
For S ∈ G1, we have∑
B∈F ,S⊂B
1(
n−|S|
n−|B|
) ≤ r − 1
n
2
− 2√n lnn = O(
1
n
). (16)
It implies
∑
S∈G1
1(
n
|S|
) ∑
A∈F
A⊂S
1(|S|
|A|
) ∑
B∈F
S⊂B
1(
n−|S|
n−|B|
) ≤ ∑
S∈G1
1(
n
|S|
) ∑
A∈F
A⊂S
1(|S|
|A|
)O( 1
n
)
.
Recall E(X) = hn(F) =
∑
A∈F
A⊂S
1
(|S||A|)
and
∑
S∈G1
1
( n|S|)
≤ 4√n lnn. We have
∑
S∈G1
1(
n
|S|
) ∑
A∈F
A⊂S
1(|S|
|A|
) ∑
B∈F
S⊂B
1(
n−|S|
n−|B|
) ≤ O
(√
lnn√
n
E(X)
)
.
Similarly, we have
∑
S∈G2
1(
n
|S|
) ∑
A∈F
A⊂S
1(|S|
|A|
) ∑
B∈F
S⊂B
1(
n−|S|
n−|B|
) = O
(√
lnn√
n
E(X)
)
.
Thus, we have
E(Y ) = O
(√
lnn√
n
E(X)
)
= o(ǫE(X)). (17)
Combining inequalities (11), (14), (17), with equation (12), we have
∑
A,B∈F,|B|−|A|=1
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
= E
(
X
2
)
−E(Y ) ≥ (1− o(1))ǫE(X).
(18)
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The proof of Lemma is finished. 
Proof of Theorem 1.3: Now we assume that P has a k-partite repre-
sentation and F is a P -free F family of subsets of [n] with the Lubell value
hn(F) = 1 + ǫ. We further assume that every subset in F has size in the
interval (n
2
− 2√n lnn, n
2
+2
√
n lnn). Let X be the random variable couting
the number of subsets of F hit by a random full chain. Note E(X) = hn(F).
By Lemma 3.3, we have
∑
A,B∈F,|B|−|A|=1
A⊂B
|A|!(|B| − |A|)!(n− |B|)!
n!
≥ (1− o(1))ǫE(X). (19)
We define N(B) = {A ∈ F | A ⊂ B, |A| = |B| − 1} and d(B) = |N(B)|. We
have ∑
B∈F
1(
n
B
) d(B)|B| =
∑
A,B∈F
A⊂B,|B|−|A|=1
|A|!(|B| − |A|)!(n− |B|)!
n!
. (20)
Let d¯ := 1
E(X)
∑
B∈F
d(B)
(nB)
be the weighted average of d(B). Since |B| =
(1 + o(1))n
2
for any B ∈ F , by equation (20) and inequality (19), we have
d¯ =
1
E(X)
∑
B∈F
d(B)(
n
B
)
= (1 + o(1))
n
2E(X)
∑
B∈F
d(B)(
n
B
)|B|
= (1 + o(1))
n
2E(X)
∑
A,B∈F
A⊂B,|B|−|A|=1
|A|!(|B| − |A|)!(n− |B|)!
n!
≥ (1 + o(1))ǫn
2
.
A pair of sets (S,B) is said to form a k-configuration if
1. S ⊂ B, |S| = |B| − k, and B ∈ F ;
2. for any x ∈ B \ S, B \ {x} ∈ F .
Since ||B|− n
2
| ≤ 2√n lnn, |S| belongs to the interval J := (n
2
−2√n lnn−
k, n
2
+ 2
√
n lnn − k). Set S := ∪s∈J
(
[n]
s
)
. For any S ∈ S, let L(S) be the
13
number of such configurations over a fixed set S. We have
∑
S∈S
L(S)(
n
|S|
) = (1 + o(1))∑
S∈S
L(S)(
n
|S|+k
)
= (1 + o(1))
∑
B∈F
1(
n
|B|
)(d(B)
k
)
≥ (1 + o(1))E(X)
(
d¯
k
)
by the convexity inequality (1)
≥ (1 + o(1)) ǫ
k
2kk!
nkE(X)
≥ ǫ
k
2kk!
nk.
Partition J into small sub-intervals {Jλ}λ∈Λ with equal length
√
n
lnn
. There are
4 ln3/2 n of such sub-intervals. Setting Sλ := ∪s∈Jλ
(
[n]
s
)
, we have S = ∪λ∈ΛSλ.
By an average argument, there is a λ0 ∈ Λ so that
∑
S∈Sλ0
L(S)(
n
|S|
) ≥ 1
4 ln3/2 n
∑
S∈S
L(S)(
n
|S|
) ≥ ǫk
2k+2k!
nk
ln3/2 n
. (21)
Suppose that
(
n
s
)
for s ∈ Jλ0 reaches the maximum at s = s0. Note that
|s− s0| ≤
√
n
lnn
. By Lemma 3.2, we have(
n
s
)
= (1− o(1))
(
n
s0
)
. (22)
Combining equations (21) and (22), we get
∑
S∈Sλ0
L(S) ≥ (1− o(1)) ǫ
k
2k+2k!
nk
ln3/2 n
(
n
s0
)
. (23)
Observe that there is a chain decomposition of Sλ0 into
(
n
s0
)
chains. There
exists one chain C satisfying
∑
S∈C
L(S) ≥ 1(n
s0
) ∑
S∈Sλ0
L(S) ≥ (1− o(1)) ǫ
k
2k+2k!
nk
ln3/2 n
. (24)
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For any S ∈ C, we define a k-uniform hypergraph HS on the vertex set [n]
as follows: a k-set F is an edge of HS if S ∩ F = ∅ and (S, S ∪ F ) forms a
k-configuration.
Let P ⊂ ( [l]
k−1
) ∪ ([l]
k
)
be the k-representation of P and G(P) be the k-
uniform hypergraph associated with P. Since G(P) is k-partite, there is a
k-partition
[l] = V1 ∪ V2 · · · ∪ Vk
such that all edges of G(P) are crossing. For 1 ≤ i ≤ k, set si := |Vi|.
Clearly, we have G(P) ⊂ K(k)k (s1, . . . , sk).
Claim b: The hypergraph HS contains no copies of K
(k)
k (s1, . . . , sk) as
a sub-hypergraph. Otherwise, HS contains G(P) as a subgraph. By the
definition ofHS, {S∪F}F∈P ⊂ F . As a poset, {S∪F}F∈P ⊂ F is isomorphic
to P. Thus, F contains a subposet P .
Claim c: For any (k − 1)-set T , the number of edges of HS (for S ∈ C)
containing T is at most r. Otherwise, there exists a chain
S1 ⊂ S2 ⊂ · · · ⊂ Sr
such that T ∈ E(HSi) for all 1 ≤ i ≤ r. By the definition of HSi, we have
T ∪ Si ∈ F . Thus, (S1 ∪ T ), (S2 ∪ T ), · · · , (Sr ∪ T ) forms an r-chain in F .
This chain contains the subposet P . Contradiction.
By Claims (b) and (c), the collection H := {HS}S∈C satisfies the con-
ditions of Lemma 2.3. Hence, the total number of edges in H is O(nk−δ),
where δ =
(∏k−1
i=1 si
)−1
is a positive constant. Note that an edge in HS is
1-1 corresponding to a k-configuration (S,B). Thus, we have∑
S∈C
L(S) = O(nk−δ). (25)
Combining equations (24) with (25), we get
ǫk = O
(
ln3/2 n
nδ
)
= o(1).
This contradicts the assumption that ǫ is a constant. The proof of the theo-
rem is finished. 
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