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Re´sume´ – Le proble`me traite´ est le suivant : e´tant donne´s une matrice A de dimension (n, m) avec m > n et un
vecteur b = Axo avec xo ayant q < n composantes non nulles, sous quelles conditions sur A et q est il possible de
retrouver xo en re´solvant un programme line´aire? Nous conside´rons les cas ou` A est une matrice de Vandermonde ou
une matrice de Fourier re´elle et les composantes de xo sont positives ou nulles et obtenons des conditions suffisantes
moins fortes que celles connues pour des matrices A quelconques.
Abstract – We consider the following problem : given a n×m matrix A with m > n and a vector b = Axo with xo
having q < n nonzero components, under which conditions on A and q is it possible to recover xo by solving a linear
program ? We consider the cases where A is a Vandermonde matrix or a real Fourier matrix and the components of xo
are known to be ≥ 0 and get sufficient conditions that are weaker than those known for abitrary A matrices.
1 Introduction
Dans de nombreuses applications, on est amene´ a` re-
chercher la de´composition la plus parcimonieuse d’un si-
gnal sur les e´le´ments d’un jeu largement redondant de vec-
teurs de bases. On peut alors distinguer principalement
trois types de proble`mes ou de´finir la solution optimale
de trois fac¸ons diffe´rentes :  trouver la de´composition
exacte utilisant le plus petit nombre de vecteurs,  trou-
ver la de´composition de complexite´ donne´e qui minimise
l’erreur de reconstruction, ou  trouver la de´composition
la plus parcimonieuse ayant une erreur de reconstruction
infe´rieure a` un certain seuil [1]. Nous avions conside´re´ ce
type de proble`me de`s le Gretsi 1997 [6] mais sa complexite´
dans le cas ge´ne´ral ne permet d’obtenir que des re´sultats
peu exploitables.
Ce n’est que tre`s re´cemment en conside´rant un cas par-
ticulier et simple du premier de ces proble`mes que des
re´sultats concrets ont e´te´ obtenus [2], [3]. En utilisant les
re´sultats plus ge´ne´raux de [6] nous avons pu ame´liorer ces
premiers re´sultats [5] et nous nous proposons ici de pour-
suivre dans le cas de deux types de bases ou dictionnaires
fre´quemment utilise´s.
2 Formulation du proble`me
Soient m vecteurs aj de dimension n et A la matrice de
dimension (n,m) associe´e, toute combinaison line´aire b de
ces m vecteur-colonnes s’e´crit alors b = Ax avec x un vec-
teur a` m composantes. Si b est construit a` partir d’un petit
nombre de colonnes de A, il est possible qu’il n’existe pas
d’autre de´composition aussi ou plus parcimonieuse. Mais
comme retrouver la de´composition la plus parcimonieuse
a` partir de la seule connaissance de b est une taˆche d’une
complexite´ prohibitive, on s’inte´resse dans [2]-[5] au cas ou`
cela est possible en re´solvant le proble`me d’optimisation
suivant :
min
x
‖x‖1 sous : Ax = b (PL1)
ou` ‖x‖1 =
∑
|xi| de´signe la norme `1 de x. Car on espe`re
que choisir parmi toutes les solutions d’un syste`me line´aire
sous de´termine´s, celle de norme `1 minimale donne une
solution ayant peu (le moins possible) de composantes
non nulles. Ce proble`me d’optimisation se transforme sans
difficulte´ en un programme line´aire dont l’optimum est
simple a` obtenir [7]. On associe a` la variable xi deux va-
riables x+i et x
−
i positives ou nulles repre´sentant la par-
tie positive et ne´gative de xi et on remplace alors xi par
x+i −x
−
i et |xi| par x
+
i +x
−
i . En posant z
T = [ x+Ti x
−T
i ],
(PL1) s’e´crit :
min
z
1
T z sous : [A −A] z = b, z ≥ 0
On sait que pour ce programme line´aire l’optimum est tou-
jours atteint en un point ayant au plus n composantes non
nulles mais, en supposant qu’il existe au moins un point
admissible bien plus parcimonieux, on veut que l’optimum
soit en un tel point que l’on appelle alors de´ge´ne´re´.
En notant ‖x‖0 le nombre de composantes non nulles
de x et en supposant que les colonnes aj de A sont de
norme euclidienne e´gale a` un, on peut montrer que si une
solution x de Ax = b ve´rifie :
‖x‖0 ≤
1
2
(1 +
1
M
) avec : M = sup
1≤i 6=j≤m
|aTi aj | (1)
alors c’est aussi l’unique point solution de (PL1). Comme
(PL1) est un proble`me d’optimisation convexe, il n’admet
pas d’autre optimum et il n’existe donc pas de solution
plus parcimonieuse car elle ve´rifierait (1) et on aurait une
contradiction. On a donc e´tabli que si une solution x sa-
tisfait (1), c’est la solution la plus parcimonieuse, elle est
unique et solution de (PL1).
Les articles publie´s a` ce jour [2], [3] e´tablissent ce re´sultat
dans le cas ou` m = 2n et A est la concate´nation de deux
matrices orthogonales. Il est montre´ dans [4], [5] qu’il reste
vrai pour une matrice A quelconque dont les colonnes sont
de norme euclidienne e´gale a` un. Bien entendu quand le
nombre m de colonnes augmente, M dans (1) augmente
et le seuil sur ‖x‖0 diminue.
Dans la suite nous allons obtenir un re´sultat plus fort
dans le cas de deux matrices A bien particulie`res et de
ponde´rations positives ou nulles. Le fait de supposer que
les ponde´rations sont positives ou nulles change la nature
de la question et, contrairement a` (1), le re´sultat que nous
obtenons ne fait plus intervenir le nombre de colonnes.
Nous conside´rons d’une part la matrice de Vandermonde
dont les colonnes sont de la forme :
v(α) = [1 α α2 ... αk ... αn−1]T (2)
et d’autre part la matrice de Fourier re´elle dont les co-
lonnes sont de la forme :
s(ω) =
1
2
(v(eiω) + v(e−iω)) (3)
= [1 cosω cos 2ω ... cos kω ... cos(n− 1)ω]T .
Comme dans [5] nous exploitons les conditions ne´cessaires
et suffisantes satisfaites en un optimum de (PL1) et celles
garantissant l’unicite´ de cet optimum.
3 Conditions d’optimalite´ d’un PL
Soit le programme line´aire, note´ (PL) :
min
x
1
T x sous : Ax = b et x ≥ 0 (PL)
ou` 1 est un vecteur colonne dont toutes les composantes
valent un. (PL) correspond a` (PL1) quand les composantes
de x sont positives ou nulles, le dual de (PL) est [7] :
max
d
bT d sous : AT d ≤ 1 (PLD)
Pour b donne´, soit xo ≥ 0 un point admissible de (PL)
nous notons x¯o > 0 le vecteur de dimension re´duite des
composantes non nulles de xo et A¯o la matrice des colonnes
de A associe´es a` x¯o, on a alors Axo = A¯ox¯o = b. Le point
xo est alors un optimum de (PL) si et seulement si on peut
lui associer un point do ve´rifiant A
T do≤1 et 1
T xo=b
T do,
qui est alors l’optimum du dual. De plus xo est l’unique
optimum de (PL) si aucune des contraintes du dual n’est
de´ge´ne´re´e en d0 : a
T
j do < 1 ∀aj /∈ A¯o.
En re´sume´, l’optimum de (PL) est unique et e´gal a` xo si :
∃do 3 A¯
T
o do = 1 et a
T
j do < 1, ∀aj /∈ A¯o (4)
Ce n’est qu’une condition suffisante (d’unicite´), mais
comme on s’inte´resse a` un proble`me primal dont l’op-
timum x0 est de´ge´ne´re´, c.a.d. dont l’optimum satisfait
‖xo‖0 < n, on ne peut s’attendre a` mieux. Quand l’opti-
mum du primal est de´ge´ne´re´, celui du dual do est inde´termine´
et cela signifie aussi que de´s que l’on perturbe b, le primal
admet diffe´rents optimums non parcimonieux.
Dans la suite nous donnons une condition sur ‖x‖o ga-
rantissant l’existence d’un vecteur d satisfaisant (4) dans
deux cas bien particuliers de matrice A.
4 Le cas de la matrice de Vander-
monde
Les vecteurs colonnes de A sont de la forme v(α) (2)
avec α prenant par exemple ses valeurs αi en m points
sur une grille re´gulie`re dans (-1, +1). Nous cherchons sous
quelles conditions, a priori sur A et ‖xo‖o, la re´solution
de (PL) avec b = Axo permet de retrouver xo dont les
composantes sont suppose´es positives ou nulles.
Nous allons montrer que c’est le cas si :
‖x0‖0 ≤ b
n− 1
2
c (5)
ou` bzc de´signe la partie entie`re de z ≥ 0, en indiquant
comment obtenir un vecteur do ve´rifiant (4) dans ce cas.
On peut noter que contrairement a` (1), cette condition
suffisante ne de´pend pas de m par le biais de M et ne
requiert pas une normalisation a` un des colonnes de A.
L’ide´e est de construire un polynoˆme qui s’annule au
point αi des colonnes de A¯o a` pre´server et qui est stricte-
ment positif ailleurs. On de´duit alors de ce polynoˆme un
vecteur d satisfaisant (4).
A v(α), on associe le polynoˆme : Pα(z) = −α + z dont
le carre´ : P 2α(z) = α
2 − 2αz + z2 ve´rifie P 2α(α) = 0 et
P 2α(β) > 0, ∀β 6= α. Au polynoˆme P
2
α(z), on associe
ensuite le vecteur fT = [ α2 − 2α 1 0 0 ... 0 ] qui
ve´rifie fT v(α) = 0 et fT v(β) > 0, ∀β 6= α et enfin le
vecteur dT = [ 1 0 0 0 ... 0 ]− fT :
dT = [ 1-α2 2α − 1 0 0 ... 0 ]
qui ve´rifie (4). S’il s’agit d’isoler deux colonnes de pa-
rame`tres α et β, on proce`de de le meˆme fac¸on pour construire
le vecteur associe´ au produit des polynoˆmes : P 2α(z)P
2
β (z).
Comme pour isoler, de cette fac¸on, q colonnes il faut un
polynoˆme de degre´ 2q, les vecteurs f et d associe´s ont 2q+1
composantes non nulles d’ou` la borne (5) sur q = ‖xo‖o,
le nombre maximum de colonnes identifiables.
Ce re´sultat et cette borne n’ont rien de surprenant et
peuvent se de´duire e´galement de la the´orie de la re´alisation
de´veloppe´e en automatique [8] pour trouver un mode`le
d’un syste`me line´aire dynamique invariant d’ordre fini a`
partir de sa re´ponse impulsionnelle. Un syste`me discret
d’ordre un, posse´dant un poˆle en α, a une re´ponse impul-
sionnelle partielle proportionnelle a` v(α) et la matrice a`
structure de Hankel carre´e construite a` l’aide des n compo-
santes disponible de la re´ponse impulsionnelle partielle est
d’ordre bn+1
2
c et de rang 1. De la meˆme fac¸on la matrice de
Hankel construite a` l’aide des composantes du vecteur co-
lonne b = Axo qui contient les n premiers e´chantillons de
la re´ponse impulsionnelle d’un syste`me line´aire constitue´
de la mise en paralle`le de ‖x0‖0 syste`me d’ordre un est
de rang : min(‖x0‖0, b
n+1
2
c). Si ‖x0‖0 < b
n+1
2
c ou encore
‖x0‖0 ≤ b
n−1
2
c, elle est donc de rang de´ficiente et il est
facile de montrer que les polynoˆmes associe´s au vecteur
de son noyau ont pour racines communes les α, β, .. des
colonnes v(α) de A¯o utilise´es pour construire b.
Nous avons suppose´ : αi ∈ (−1, +1), mais dans la
de´monstration cette hypothe`se n’est pas utilise´ et peut
donc eˆtre leve´e. Du cote´, the´orie de la re´alisation l’hy-
pothe`se sur le signe des composantes de x n’est pas re-
quise, dans notre contexte elle est essentielle si on veut
passer d’une condition du style (1) a` la condition (5).
5 Le cas de la matrice de Fourier
re´elle
Les vecteurs colonnes de A sont de la forme s(ω) (3)
avec ω prenant m valeurs dans (0, pi), par exemple sur
une grille re´gulie`re. La condition suffisante que nous allons
obtenir est la meˆme (5) que dans le cas de la matrice de
Vandermonde.
On proce`de d’ailleurs de fac¸on similaire. Le polynoˆme
Pω(z) qui s’annule quand z = e
±iω est Pω(z) = (z −
eiω)(z − e−iω) = z2 − 2 cosωz + 1. Mais il faut main-
tenant prendre le module au carre´ de ce polynoˆme pour
qu’il soit positif ou nul en e±iω
′
car si on l’e´le`ve au carre´
ce polynoˆme a` coefficients re´els cela n’entraine pas que
P 2ω(e
iω′) est re´el et positif. Sur le cercle unite´ on obtient
alors le polynoˆme re´ciproque :
|Pω(z)|
2 = Pω(z)Pω(z
−1)
= 2 + 4 cos2 ω − 4 cosω(z + z−1) + (z2 + z−2)
auquel il faut associer le vecteur :
fTω = [1+2 cos
2 ω − 4 cosω 1 0 0 ... 0 ]
pour avoir : fTω s(ω) = 0 et f
T
ω s(ω
′) > 0 ∀ω′ 6= ω et donc
le vecteur :
dTω = [−2 cos
2 ω 4 cosω − 1 0 0 ... 0]
qui ve´rifie (4) dans le cas ou` ‖xo‖0 = 1. S’il s’agit d’isoler
deux ou davantage de colonnes, on proce`de de le meˆme
fac¸on pour construire d’abord le polynoˆme re´ciproque de
degre´ double, puis le vecteur fω et enfin le vecteur dω as-
socie´. Le nombre maximal de colonnes que l’on peut ainsi
isoler est a` nouveau bn−1
2
c.
Ce re´sultat e´galement n’est pas surprenant et se de´duit
d’un the´ore`me de Caratheodory [9] qui dit que si on se
donne n-1 nombres complexes {b1, b2, ..., bn−1}, non tous
nuls, alors il existe une de´composition unique :
bj =
P∑
1
αp e
ijωp , j = 1, ..., n− 1
avec αp > 0, ωp 6= ωk ∈]− pi, pi] et P ≤ n− 1.
En particularisant ce the´ore`me au cas ou` les bj sont
re´els, on observe qu‘a` ωp 6= 0 ou pi, est alors associe´
un ωp′ = −ωp avec αp′ = αp. Dans notre contexte, ce
the´ore`me e´tablit donc que si : b =
∑q
1
x`sω` avec les ω`
sur la grille de discre´tisation et q ≤ bn−1
2
c alors cette
de´composition est unique. Nous revenons sur cette obser-
vation dans le paragraphe suivant.
La the´orie de la re´alisation s’applique aussi a` ce cas mais
on obtient un seuil sur ‖xo‖o deux fois plus bas car chaque
sinuso¨ıde induit une rang 2 dans la matrice de Hankel. Par
contre le signe des ponde´rations xi n’est pas contraint dans
le cadre de cette the´orie.
6 Remarque sur l’unicite´ de la so-
lution
On peut observer que la premie`re ligne de la matrice
A dans (PL) vaut 1T aussi bien dans le cas des colonnes
v(α) que des colonnes s(ω). Cela entraine que la premie`re
ligne de Ax = b s’e´crit 1T x = b(1), pour tout x admissible.
Mais comme le crite`re de (PL) est pre´cise´ment 1T x cela
signifie que tous les points admissibles ont le meˆme couˆt
qui est donc aussi le couˆt minimal.
Cela signifie aussi que la condition d’unicite´ (5) de l’op-
timum est en fait une condition d’unicite´ des points ad-
missibles : sous la condition (5) l’ensemble des points ad-
missibles de (PL) se re´duit a` un seul point, le point xo.
Si le point xo est le seul point admissible de (PL) le
crite`re d’optimisation ne joue aucun roˆle, il est optimal
non seulement s’il s’agit de minimiser la norme `1 mais
e´galement pour tout autre crite`re line´aire de la forme cT x.
Comme normaliser les colonnes de la matrice A revient
a` transformer le crite`re 1T x en un crite`re line´aire de la
forme cT x, on a de´montre´ que le meˆme re´sultat est valide
si on remplace (PL) par :
min
x
1
T x sous : ∆x = b et x ≥ 0 (PLn)
ou` ∆ est la matrice A dont les vecteurs colonne ont e´te´
normalise´es.
En re´sume´, la de´monstration de l’unicite´ de l’optimum
de (PL) obtenue en construisant un vecteur d ve´rifiant
(4) et l’observation que pour le programme line´aire initial
conside´re´ tous les points admissibles ont le meˆme couˆt,
impliquent l’unicite´ du point admissible ce qui reste va-
lide si on passe de (PL) a` (Pln).
On peut arriver a` la meˆme conclusion en observant que
le vecteur f que nous avons introduit dans les paragraphes
pre´ce´dents ve´rifie le the´ore`me suivant :
The´ore`me : La solution xo du syste`me : Ax = b, x ≥
0, est unique si :
∃f 3 A¯T0 f = 0 et a
T
j f > 0 ∀aj /∈ A¯0 (6)
ou` A¯0 est la matrice a` nombre de colonnes minimal ve´rifiant
Ax0 = A¯0x¯0 = b. 4
Ce the´ore`me, qui ne s’applique que si la solution x0
est de´ge´ne´re´e (car sinon f = 0), est une conse´quence
imme´diate du lemme suivant que nous allons de´montrer :
Lemme : La variable xj est nulle en tout point de l’en-
semble, suppose´ non vide, des solutions du syste`me : {Ax =
b, x ≥ 0} si et seulement si ∃f 3 bT f = 0, AT f ≥
0, aTj f > 0.
De´monstration du lemme: Pour de´montrer que la condi-
tion est ne´cessaire, on introduit le programme line´aire :
maxxj = min−e
T
j x sous Ax = b, x ≥ 0 dont le dual
s’e´crit : max bT d sous AT d ≤ −ej .
Par hypothe`se, le primal admet un optimum x0 avec
x0, j = 0, le dual admet alors un optimum d0 qui ve´rifie
bT d0 = 0 et A
T d0 ≤ 0 et a
T
j d0 ≤ −1 et il suffit de prendre
f = −d0 pour e´tablir le re´sultat.
La condition est suffisante car elle entraine que fT Ax =
fT b = 0. Mais fT Ax = 0 avec fT A ≥ 0, x ≥ 0 implique
que xj = 0 de`s que f
T aj > 0. 4.
On peut rapprocher ce re´sultat du lemme de Farkas qui
dit que le syste`me :
Ax = b, x ≥ 0, a une solution si et seulement si bT d ≤ 0
pour tout d satisfaisant AT d ≤ 0.
Du cote´ du programme line´aire dual (PLD), on peut
de fac¸on similaire observer que d∗ = e1, la premie`re co-
lonne de la matrice identite´, est toujours une solution op-
timale du dual (PLD) : c’est un point admissible du dual
qui re´alise le meˆme couˆt que le primal puisque bT e1 =
b(1) = 1T x.
Que d∗ = e1 soit un optimum du dual qui en a d’autres,
signifie que seule une modification de b(1) influence le couˆt
optimal primal et que la modification d’une autre compo-
sante de b changera la solution mais pas son couˆt.
7 Commentaire
Il ne semble pas possible d’e´tendre ces re´sultats au cas
ou` la matrice A est obtenue par concate´nation des deux
matrices conside´re´es ici. Il n’existe pas de polynoˆme qui
soit positif ou nul sur toutes les colonnes et ne s’annulent
que sur la se´lection de´sire´e.
Cette limitation n’existe pas du tout du cote´ the´orie de
la re´alisation car il est parfaitement possible de “re´aliser”
une re´ponse impulsionnelle associe´e a` un syste`me line´aire
dynamique constitue´ par la mise en paralle`le d’une part de
syste`mes du premier ordre (les colonnes de la matrice de
Vandermonde) et d’autre part d’oscillateurs (les colonnes
de la matrice de Fourier re´elle). Le seuil sur le nombre
maximal est cependant moins favorable car pour la ma-
trice de Hankel un oscillateur est de rang deux.
8 Conclusions
Comme nous l’avons indique´, retrouver la de´composition
minimale dont on sait qu’elle existe dans les deux cas
conside´re´s est une ope´ration que l’on savait faire soit en
passant par la the´orie de la re´alisation et en construisant
une matrice de Hankel dans le cas de la matrice de Vander-
monde, soit en passant par un the´ore`me de Carathe´odory
et en construisant une matrice de Toeplitz dans le cas
de la matrice de Fourier re´elle, l’originalite´ ici est d’avoir
montre´ que cela e´tait e´galement possible en re´solvant un
programme line´aire. Les ope´rations re´alise´es dans les cas
“Toeplitz” ou “Hankel” : de´composition en valeurs et vec-
teurs propres, recherche de racines d’un polynoˆme, sont
e´videmment de nature plus complexes que celles requises
dans la re´solution d’un programme line´aire. Cela explique
la diffe´rence de performances : restriction des signes et im-
possibilite´ de concate´ner les deux bases. Sans parler du fait
que pour les autres algorithmes il n’est pas ne´cessaire de
discre´tiser le parame`tre d’inte´reˆt pour se ramener a` un
nombre fini m de vecteurs de base.
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