We propose an extension of Newton's Method for unconstrained multiobjective optimization (multicriteria optimization). The method does not scalarize the original vector optimization problem, i.e. we do not make use of any of the classical techniques that transform a multiobjective problem into a family of standard optimization problems. Neither ordering information nor weighting factors for the different objective functions need to be known. The objective functions are assumed to be twice continuously differentiable. Under these hypotheses, the method, as in the classical case, is locally superlinear convergent to optimal points. Again as in the scalar case, if the second derivatives are Lipschitz continuous, the rate of convergence is quadratic. This is the first time that a method for an optimization problem with an objective function with a partially ordered vector space as a codomain is considered and convergence results of this order are provided.
1. Introduction. In multicriteria optimization, several objective functions have to be minimized simultaneously. Usually, no single point will minimize all given objective functions at once, and so the concept of optimality has to be replaced by the concept of Pareto-optimality or efficiency. A point is called Pareto-optimal or efficient, if there does not exist a different point with the same or smaller objective function values, such that there is a decrease in at least one objective function value. Applications for this type of problem can be found in engineering [14, 28] (especially truss optimization [8, 29, 40] , design [27, 20, 38] , space exploration [34, 41] ), statistics [5] , management science [15, 2, 22, 35, 42, 1] , environmental analysis [31, 16, 17] , cancer treatment planning [25] , etc.
One of the main solution strategies for multicriteria optimization problems is the scalarization approach, first introduced by Geoffrion [21] . Here, one or several parameterized single-objective (i. e., classical) optimization problems are solved, resulting in a corresponding number of Pareto-optimal points. The disadvantage of this approach is that the choice of the parameters is not known in advance, leaving the modeler and the decision-maker with the burden of choosing them. Only recently, adaptive scalarization techniques, where scalarization parameters are chosen automatically during the course of the algorithm such that a certain quality of approximation is maintained have been proposed [6, 23, 13, 18] . Still other techniques, working only in the bicriteria case, can be viewed as choosing a fixed grid in a particular parameter space [7, 8] Multicriteria optimization algorithms that do not scalarize have recently been developed (see, e. g., [4, 3] for an overview on the subject). Some of these techniques are extensions of scalar optimization algorithms (notably the steepest descent algorithm [19, 37, 11, 12] with at most linear convergence), while others borrow heavily from ideas developed in heuristic optimization [30, 33] . For the latter, no convergence proofs are known, and empirical results show that convergence generally is, as in the scalar case, quite slow [43] . Other parameter-free multicriteria optimization techniques use an ordering of the different criteria, i. e., an ordering of importance of the components of the objective function vector. In this case, the ordering has to be prespecified. Moreover, the corresponding optimization process is usually augmented by an interactive procedure [32] , adding an additional burden to the task of the decision maker.
In this paper, we propose a parameter-free optimization method for computing a point satisfying a certain (natural) first-order necessary condition for multicriteria optimization. Neither ordering information nor weighting factors for the different objective functions is assumed to be known. The rate of convergence is at least superlinear for twice continuously differentiable functions and quadratic in case the second derivatives are Lipschitz continuous. In this respect, Newton's method for the scalar case is exactly mimicked.
The outline of this paper is as follows. Section 2 establishes the problem considered and the necessary notation. Section 3 introduces a first-order optimality condition for multiobjective optimization and derives a direction search program based on this. Such program is equivalent to an optimization problem with linear objective and convex quadratic constraints. In Section 3, we establish the algorithm under consideration, Sections 5 and 6 contain the convergence results: superlinear convergence is discussed in Section 5, while quadratic convergence is discussed in Section 6. Numerical results presented in Section 7 show the applicability of our method.
Notation.
Denote by R the set of real numbers, by R + the set of non-negative real numbers, and by R ++ the set of strictly positive real numbers. Assume that U ⊂ R
n is an open set and
is a given function. The problem is to find an efficient point or Pareto optimum of F , i. e., a point x * ∈ U such that
where the inequality sign ≤ between vectors is to be understood in a componentwise sense. In effect, we are employing the partial order induced by R m + = R + × · · · × R + (the non-negative orthant or Paretian cone of R m ) defined by
and we are searching for minimal points induced by such partial order. A point x * is weakly efficient or weak Pareto optimum if
where the vector strict inequality F (y) < F (x * ) is to be understood componentwise too. This relation is induced by R A point x * ∈ U is locally efficient (respectively locally weakly efficient) if there is a neighborhood V ⊆ U of x * such that the point x * is efficient (respectively weakly efficient) for F restricted to V .
Locally efficient points are also called local Pareto optimal, and locally weakly efficient points are also called local weak Pareto optimal. Note that if U is convex and F is R m + -convex (i. e., if F is componentwise-convex), then each local Pareto optimal point is globally Pareto optimal. Clearly, every locally efficient point is locally weakly efficient.
Throughout the paper, unless explicitly mentioned, we will assume that
i. e., F is twice continuously differentiable on U . For x ∈ U , denote by DF (x) ∈ R m×n the Jacobian of the function F at x, by ∇F j (x) ∈ R n the gradient of the function F j at x and by ∇ 2 F j (x) ∈ R n×n the Hessian of F j at x. The range, or image space, of a matrix M ∈ R m×n will be denoted by R(M ) and I ∈ R n×n will denote the unit matrix. For two matrices A, B ∈ R n×n , B ≤ A (B < A) will mean A − B positive semidefinite (definite). Unless explicitly mentioned, we will also assume that
which means that ∇ 2 F j (x) is positive definite for all x ∈ U and j = 1, . . . , m. Under this assumption, F is R m -convex on each convex subset of U . In what follows, the Euclidean norm in R n will be denoted by · , and B[x, r] denotes the ball of radius r with center x ∈ R n . We will use the same notation · for the induced operator norms on the corresponding matrix spaces.
3. The Newton Method. We start by introducing a necessary (but in general not sufficient) condition for Pareto optimality. We say that a pointx ∈ U is critical (or stationary) for F if
This notion of criticality has already been used in [19] to define a parameter-free steepest descent algorithm for multiobjective optimization. Clearly, ifx is critical for F , then for all s ∈ R n there exists j 0 = j 0 (s) ∈ {1, . . . , m} such that
Note that if x ∈ U is noncritical, then there exists s ∈ R m such that ∇F j (x) T s < 0 for all j = 1, . . . , m. As F is continuously differentiable,
So s is a descent direction for F at x, i. e., there exists t 0 > 0 such that
Finally, observe that for m = 1 (scalar optimization), (3.1) reduces to the classical "gradient-equal-zero" condition. Efficiency and criticality are related as follows. Theorem 3.1. Assume that F ∈ C 1 (U, R m ).
1. Ifx is locally weak Pareto-optimal, thenx is a critical point for F .
. . , m} and all x ∈ U , and ifx ∈ U is critical for F, thenx is Pareto-optimal. Proof. Assume thatx is weakly efficient. Ifx is non-stationary, then (3.1) does not hold and so there exist t 0 > 0 and s ∈ R n for which (3.3) holds, in contradiction with the weak efficiency ofx. So item 1 is true.
To prove item 2, take any x ∈ U . Sincex is critical, (3.2) holds for s = x −x and some j 0 . Using now the convexity of F j0 , we have
and so,x is weakly efficient for F . To prove item 3, take again any x ∈ U . Since we are assuming thatx is critical, by the same reasoning of item 2, there exists some j 0 for which (3.4) holds. Note that F j0 is strictly convex. Therefore, if x =x, the first inequality in (3.4) is strict and sō x is efficient.
Note that even when F is R m + -convex (as in item 2), criticality does not imply Pareto optimality. Consider, for instance, the case n = 1, m = 2, U = R and F (t) = (1, t). In this example, every t ∈ R is critical but there are no Pareto optima for F . Only under some assumption of strict convexity, as in item 3, the set of Pareto optima coincides with the set of stationary points.
We now proceed by defining he Newton direction for the multiobjective problem under consideration. As in the classical one-criterion case, the Newton direction will be a solution to a suitably defined problem involving quadratic approximations of the objective functions F j . Moreover, again as in the scalar case, in a critical point, the Newton step will be 0 ∈ R n . For x ∈ U , we define s(x), the Newton direction at x, as the optimal solution of
First of all, observe that problem (3.5) has always a unique minimizer, since the functions
s are strongly convex for j = 1, . . . , m. Also note that for m = 1, the direction s(x) is the "classical" Newton direction for scalar optimization.
The optimal value of problem (3.5) will be denoted by θ(x). Hence,
and
Here, we are approximating max j=1,...,m
by the maximum of the local quadratic models at x of each F j . Although (3.5) is a non-smooth problem, it can be framed as a convex quadratic optimization problem and so, it can be effectively solved. Indeed, (3.5) is equivalent to
The Lagrangian of this problem is
Direct calculation of the Karush-Kuhn-Tucker conditions yields
Problem (3.8) has a unique solution, (θ(x), s(x)). As this is a convex problem and has a Slater point (e.g., (1, 0)), there exists a KKT multiplier λ = λ(x), which, together with s = s(x) and t = θ(x), satisfies conditions (3.10)-(3.14). In particular, from (3.11) we obtain
So the Newton direction defined in this paper is a Newton direction for a standard scalar optimization problem, implicitly induced by weighting the given objective functions by the (non-negative) a priori unknown KKT multipliers. As a consequence, the standard weighting factors [21] , well known in multiobjective programming, do show up in our approach, albeit a posteriori and implicitly. In particular, it is not necessary to fix such weights in advance; every point x ∈ U defines such weights by way of the KKT multipliers in the corresponding direction search program.
Existence of the KKT multipliers for the convex problem (3.8) implies that there is no duality gap, and so
Let us now study some properties of function θ and analyze its relation with s(x) and stationarity of x.
Lemma 3.2. Under our general assumptions, we have:
Let us now prove the equivalences of item 2. First, assume that (a) holds; that is to say, R(DF (x)) ∩ (−R m ++ ) = ∅, which in turn means that there existss ∈ R n such that ∇F j (x)
Ts < 0 for all j = 1, . . . , m. So, using (3.6), for all t > 0, we have
Therefore, for t > 0 small enough the right hand side of the above inequality is negative and (b) holds.
To prove that (b) implies (c), recall that θ(x) is the optimal value of problem (3.5) and so, being negative, the solution of that problem cannot be s(x) = 0.
Finally, let us see that (c) implies (a). Since all ∇ 2 F j (x) are positive definite matrices, by virtue of (3.6)-(3.7), for all j ∈ {1, . . . , m}, we have that
where the last inequality is a consequence of item 1. Hence, DF (x)s(x) ∈ (−R m ++ ), and x is noncritical, i.e., (a) holds.
We now prove item 3. It suffices to show continuity of θ in a fixed but arbitrary compact set W ⊂ U . First observe that, in view of item 1, for any y ∈ U , we have
Since F is twice continuously differentiable and all Hessians are positive definite everywhere, its' eigenvalues are uniformly bounded away from zero on W , so there exists
So, combining (3.17) with the two above equations and using Cauchy-Schwartz inequality, we conclude that
for all y ∈ W and all j ∈ {1, . . . , m}. Therefore
i. e., s(y), the Newton directions are uniformly bounded on W . For x ∈ W and j ∈ {1, . . . , m}, define
The family {ϕ x,j } x∈W,j=1,...,m is equicontinuous. Therefore, the family
is also equicontinuous. Take ε > 0; there exists δ > 0 such that
Hence, for y − z < δ,
i. e., θ(z)−θ(y) < ε. Interchanging the roles of z and y, we conclude that |θ(z)−θ(y)| < ε.
For the scalar case (m = 1) F : U → R, at a non-stationary point x ∈ U , the classical Armijo-rule for the Newton search direction s(x) is
with β ∈ (0, 1). To accept a full Newton step close to a local optimum where ∇ 2 F > 0, one must choose β ∈ (0, 1/2), see [10] . Note that in this setting (m = 1),
So, we can rewrite the Armijo rule as
with the choice σ = 2β ∈ (0, 1) allowing full Newton steps to be accepted close to a local optimum where ∇ 2 F > 0. The above inequality, interpreted componentwise, will be our criterion for accepting a step in the multiobjective Newton direction. Corollary 3.3. If x ∈ U is a noncritical point for F , then for any 0 < σ < 1 there existst ∈ (0, 1] such that
hold for all t ∈ [0,t] and j ∈ {1, . . . , m}.
Proof. Since U is an open set and x ∈ U , there exists 0 < t 1 ≤ 1 such that
Now observe that, since x is noncritical, θ(x) < 0 (Lemma 3.2, item 2) and so, for t ∈ [0, t 1 ] small enough, the last term at the right hand side of the above equations in non-positive. Now we sketch the Newton Algorithm for Multicriteria. At each step, at a nonstationary point, we minimize the maximum of all local models as in (3.5) to obtain the Newton step (3.7), which is a descent direction. After that, the step length is determined by means of an Armijo-like rule (see Corollary 3.3) coupled with a backtracking procedure. Under suitable local assumptions, full Newton steps are always accepted and the generated sequence converges superlinear (or quadratically) to a local solution.
Formally, the algorithm for finding a Pareto point is the following.
Newton Algorithm for Multicriteria 1. (Initialization) Choose x 0 ∈ U , 0 < σ < 1, set k := 0 and define J = {1/2 n | n = 0, 1, 2, . . . }.
(Main loop)
(a) Solve the direction search program (3.5) to obtain s(x k ) and θ(x k ) as in (3.7) and (3.6). (b) If θ(x k ) = 0, then stop. Else, proceed to the line search, step 2. (c). (c) (Line Search) Choose t k as the largest t ∈ J such that
and set k := k + 1. Go to step 2. (a). Welldefinedness of the algorithm follows directly from Corollary 3.3. Note that this is an R m -decreasing method, i. e., the objective values always keep on going downhill in the componentwise partial order. Indeed, for x k nonstationary for F , due to item 2 of Lemma 3.2, we have that θ(x k ) < 0, so from (c)-(d) of the main loop we see that F (x k+1 ) < F (x k ).
Auxiliary Technical Results.
In order to analyze convergence properties of the Newton Method for Multiobjective Optimization, we need some technical results, which are presented in the sequel.
A basic feature of the Newton Method for scalar minimization and equations is to use respectively quadratic and linear approximations. In the next lemma we give estimations on the error of approximating F , ∇F j by its quadratic and respectively linear local models. Its proof is provided for the sake of completeness.
Lemma 4.1. Suppose that V ⊂ U is a convex set. Let ε > 0 and δ > 0 be such that for any x, y ∈ V , with y − x < δ, then
follows. Under this assumption, for any x, y ∈ V such that y − x < δ we have that
Therefore, since x + t(y − x) − x < tδ for 0 < t < 1,
that is to say (4.2) is true. Note that, under the Lipschitz continuity assumption, the integrand in (4.5) is bounded by tL y − x 2 and so (4.4) is true. Now we prove (4.3). We know that there exists ζ ∈ (0, 1) such that
on both sides of (4.6), using Cauchy-Schwartz inequality and the fact that x + ζ(y − x) − x < δ, we get
and the proof is complete.
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The following auxiliary results provide estimates on the length of the Newton direction s(x) and on θ(x), the optimal value of the direction search program (3.5).
Lemma 4.2. Take x ∈ U and let a, b ∈ R be such that 0 < a ≤ b. If
Proof. Recall that λ j (x) is the Lagrange multiplier for constraint j of problem (3.8) (j = 1, . . . , m), fulfilling (3.10)-(3.15), and define
From the assumptions and (3.15), we have
Combining (4.7) and (4.8), the conclusion follows, since, by item 1 of Lemma 3.2,
because s → w T s + 1 2 a s 2 is a strongly convex function, so its minimum is achieved at the unique point where its gradient vanishes, i. e., at s such that w + as = 0. The conclusion follows from (4.10), since, by item 1 of Lemma 3.2, θ(x) ≤ 0.
5. Superlinear Convergence. The main theoretical results of this paper are presented in this section. First we give sufficient conditions for local superlinear convergence.
Theorem 5.1. Denote by {x k } k a sequence generated by the algorithm proposed in Section 3. Suppose that V ⊂ U , 0 < σ < 1, a, b, r, δ, ε > 0 and
Then, for all k, we have that:
Moreover, the sequence {x k } k converges to some locally Pareto-optimal pointx ∈ R n with
The convergence rate of {x k } k is superlinear. Proof. First we show that if items 1 and 2 hold for some k, then items 3 and 4 also hold for that k.
From the triangle inequality, item 1 and item 2, we have
Hence, from assumptions (e) and (c), we get
Using now assumption (b) and Lemma 4.1 we conclude that, for j = 1, · · · , m,
Since, from Lemma 3.2, θ(x k ) ≤ 0, using assumption (a) and Lemma 4.2 we obtain
where the last equality follows from assumption (c). Combining the above inequalities we conclude that the Armijo-like rule (condition (c) of the iterative step of the method) holds with no need of a single backtracking, i. e., item 3 holds:
Therefore, from (5.3) we get
Using (3.10), (3.13) and Lemma 4.3, we have
To estimate ṽ k+1 , define for
where λ j (x k ) are the KKT multipliers from (3.5) for x = x k . Observe that
Direct calculation yields
so, according to (3.15),
Note that by assumption (b),
which allows us to apply Lemma 4.1. With this, the estimate
10)
The combination of (5.10) with (5.6) leads us to
and so, from assumption (a) and an application of Lemma 4.2, we arrive at
Therefore,
and item 4 also holds. Now we will prove by induction that items 1 and 2 hold for all k. For k = 0, using assumption (c), we see that they hold trivially. If item 1 and 2 hold for some k, then, as we already saw, items 3 and 4 also hold for such k and this implies that x k+1 = x k +s(x k ), so item 1 for k +1 is true, by virtue of (5.2). Item 2 for k +1 follows from item 4, which, as we have already seen, is true under our inductive hypotheses.
As items 1 and 2 hold for all k, items 3 and 4 also hold for all k. In particular, (5.4) holds for all k. So, for all k and j with k > j,
Whence, from item 2,
From assumption (c), ε/a ∈ (0, 1). Thus, {x k } is a Cauchy sequence, and there exists x ∈ R n , such that
Moreover, { s(x k ) } converges to 0, so, from assumption (a) and Lemma 4.2, θ(x k ) → 0 for k → ∞. Therefore, combining (5.11) with the continuity of θ (item 3 of Lemma 3.2), we see that θ(x) = 0. So, from item 2 of Lemma 3.2,x is stationary for F and, in view of item 3 of Theorem 3.1, we conclude thatx is locally Pareto-optimal. To prove superlinear convergence, define
Using the triangle inequality, item 1, assumptions (e) and (d), we conclude that
Take any τ > 0 and defineε := min a τ 1 + 2τ
, ε .
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For k large enough
Hence, assumptions (a)-(e) are satisfied forε,r = r k ,δ = δ k andx 0 = x k . Indeed, (a) and (c) follow from the fact that (a) and (c) hold for ε, a and σ; (b) and (d) are just (5.13) and (5.12) and (e) follows from the definitions ofδ,r andε. Observe that, from item 1 with j,x 0 andε instead of k, x 0 and ε, respectively, we get
So, letting j → ∞, we have 14) where the last inequality follows from item 4, withε instead of ε.
Using the triangle inequality, the definition of x k+1 and (5.14), we get
In view of the definition ofε, we have 1 − 2ε/a > 0, and from (5.15) and (5.14) we arrive at
which, combined with the definition ofε yields
As τ > 0 is arbitrary, we conclude that {x k } converges q-superlinear tox.
Some comments are in order. Theorem 5.1 makes no assumption on the existence of Pareto optima for F . Instead, it shows that under some regularity conditions there exists at least a locally efficient point in a vicinity of the starting point, i. e. in a B[x 0 , r]. Moreover, it shows that the whole sequence remains in that vicinity and converges superlinearly to that solution. Note also that, under these regularity assumptions, in general the limit point is not an isolated local optimum.
In standard local analysis of classical Newton's Method, close enough to a solution, all starting points produce sequences which remain in a vicinity of this solution and converge to it. In opposition to the scalar case, in Multicriteria Newton's Method, just some of these features are preserved: close enough to a solution, all starting points generate sequences which remain in a neighborhood of this optimum and converge to some Pareto optimal solution in that vicinity. Now observe that, under our general assumptions (continuity and positive definiteness of all Hessians everywhere in U , etc.), if we know that there exists a locally Pareto optimal pointx, then, by item 1 of Theorem 3.1,x is critical for F , so, in view of item 2 of Lemma 3.2, θ(x) = 0. On the other hand, if V is a compact vicinity of x, we have aI ≤ ∇ 2 F j (x) ≤ bI for all j ∈ {1, . . . , m} and all x ∈ V (here, 0 < a = min j=1,...,m, x∈V,
Since θ is continuous (Lemma 3.2, item 3) and θ(x) = 0, there exists r > 0 such that |θ(x)| is small enough for all x ∈ B[x, r], so that, by virtue of Lemma 4.2, s(x) will also be small in that ball. In other words, assumptions (a)-(e) will hold in this situation. Therefore, we have the following result.
Corollary 5.2. Ifx is a locally Pareto-optimal point for F , then there exists r > 0 such that, for any x 0 ∈ B[x, r] ⊂ U , the algorithm generates a sequence which converges superlinearly to some locally efficient pointx.
Suppose that F has a compact level set Γ z = {x ∈ U :
m -decreasing, the whole sequence {x k } will remain in this compact level set. Furthermore, boundedness of the sequence {F (x k )} combined with step 2. (c) of the algorithm enforces
Letx be the limit of a subsequence of {x k }. A uniform version of Corollary 3.3 around x shows that the corresponding subsequence of {θ(x k )} must converge to 0. So, in view of Lemma 3.2,x is a local optimum. Now, using Corollary 5.2, we conclude that the whole sequence converges to an optimum. We therefore have the following corollary.
Corollary 5.3. If x 0 ∈ U is taken in a compact level set of F , then the algorithm generates from x 0 a sequence which converges superlinear to some locally efficient pointx.
6. Quadratic Convergence. The additional assumption of Lipschitz continuity of the Hessians ∇ 2 F j (j = 1, ldots, m) guarantees a q-quadratic converge rate of the algorithm, as we will now prove.
Theorem 6.1. Suppose that, in addition to all assumptions of Theorem 5.1, we have that ∇ 2 F j is Lipschitz continuous on V with Lipschitz constant L (j = 1, . . . , m). Take ζ ∈ (0, 1/2). Then, there exists k 0 such that for all k ≥ k 0 it holds that τ k := (L/a) s(x k ) < ζ and
wherex is the Pareto-optimal limit of {x k }.
The sequence {x k } k converges q-quadratically tox. Proof. Due to item 2 of Theorem 5.1, it is clear that τ k = (L/a) s(x k ) < ζ, for k large enough, say k ≥ k 0 . We follow the proof of Theorem 5.1 by defining vectorsṽ k+1 as in (5.5) and functions G k as in (5.7). As all ∇ 2 F j are Lipschitz continuous, ∇ 2 G k is also Lipschitz continuous. Therefore, using Lemma 4.1, we can refine (5.10) by way of (5.9) to
and (5.6) leads to
Hence, from Lemma 4.2, we get the inequality
which, in turn, gives us
Then, from the triangle inequality and the fact that we are taking full Newton steps, we get
So, letting i → ∞ and using the convergence result of Theorem 5.1, we obtain
Whence, combining (6.2) and (6.3) and using that τ k := (L/a) s(x k ) < 1/2, we get
Hence, from the triangle inequality, we get 5) where the last equality is a consequence of the definition of τ k . Now, from (6.4) and (6.5) we obtain
The last inequality of (6.1) follows trivially. Under the Lipschitz assumption on all Hessians, we have the following q-quadratic versions of Corollaries 5.2 and 5.3.
Corollary 6.2. If all ∇
2 F j are Lipschitz continuous andx is Pareto optimal, then there exists an r > 0 such that, for all x 0 ∈ B[x, r] ⊂ U , the algorithm generates a sequence which converges quadratically to some efficient pointx.
Corollary 6.3. If x 0 ∈ U is taken in a compact level set of F on which all ∇ 2 F j are Lipschitz continuous, then the algorithm generates from x 0 a sequence which converges q-quadratically to some Pareto optimal pointx. 7. Numerical Results. A Matlab prototype implementation of the method described in the last sections was tested on various problems from the literature. All tests where executed within Matlab V7.2.0 (R2006a). The implementation uses the stopping criterion θ(x k ) > −δ for some prespecified parameter δ > 0 in order to stop at the point x k . Box constraints of the form L ≤ x ≤ U for the original multiobjective problem at hand are handled by augmenting the direction search program (3.8) that is being solved in each step of our implementation by an additional box constraint of the form
Note that values of L i = −∞ or S i = +∞ can be used in our implementation.
For all test cases considered, we used the value of δ = 5×eps 1/2 for the stopping criterion. Here, eps denotes the machine precision given. For the line search, σ = 0.1 was used. The maximum number of iterations was set to 500. Table 7 .1 specifies the main characteristics of the problems investigated. We use a three-letter abbreviation of author names to indicate the origin of a problem instance, followed by a number to indicate the number of the problem in the corresponding reference (i. e. "JOS1" for problem no. 1 from Jin, Olhofer, and Sendhoff [26] , "ZDT6" for problem no. 6 from Zitzler, Deb, and Thiele [43] , etc.). Many problems from the literature (i.e. JOS1, JOS4, ZDT1-ZDT6) are constructed in such a way that the dimension n of the variable space can be chosen by the user. We have done so and considered various choices of n in our experiments; the corresponding problem names are augmented by letters a-h (i.e. "JOS1a" to "JOS1h"), see Table 7 .1 for details. Moreover, we vary lower and upper bounds to investigate the effect of different starting points on the number of iterations and function evaluations (problem instances DD1a-DD1d and JOS1e-JOSh).
Note that all cases except the last three problem types, LTDZ, TR1, and FDS, are bicriteria problems, i. e. m = 2 holds. The latter three problems are three-criteria. We do not consider problem no. 5 from [43] (ZDT5), since this problem is a discrete multiobjective optimization problem. While we have F ∈ C ∞ in the interior of the box constraints for each problem considered, only the problems JOS1a-JOS1h, ZDT1a, ZDT1b, and FDS are convex, so we are mainly concerned with the amount of work (iterations, function evaluations) it takes in finding local Pareto points by using our local search method.
All problems where solved 200 times using starting points from a uniform random distribution between a lower bound U ∈ R n and an upper bound L ∈ R n as specified in Table 7 .1, column 3 and 4. These bounds also define the box constraints for each problem considered. Average number of iterations and average number of function evaluations are reported in the two right-most columns of Table 7 .1.
We proceed by discussing our findings some further by taking a detailed look at some of the test problems and the corresponding results. Problem JOS1 is a simple convex quadratic test problem used by various authors to benchmark algorithms. As it can be seen, this problem, solved for various dimensions n, poses no challenges to the method proposed here, and the number of function evaluations shows that the simple Armijo-like step size rule employed here is successful either immediately or after one backtracking step. The same holds for the nonquadratic problems JOS4, ZDT1-ZDT4, and TR1. Extending the feasible re- gion (see JOS1e-JOSh and DD1a-DD1d) seems to indicate, quite naturally, that the method is robust with respect to the choice of the starting point for convex problems, but not necessarily so for nonconvex problems.
Problem Hil is a non-convex, albeit smooth multicriteria problem. As it can be seen from Figure 7 .2, our method is able to generate a rough outline of the set of efficient points (cmp. [24] ), but, as it has to be expected, it also gets stuck in locally efficient points. Similar results hold for the other nonconvex problems considered.
Likewise, Figure 7 .3 shows clearly that, given a reasonable number of starting points, the method is able to identify the set of local, nonglobal Pareto points as well as the set of global Pareto points for problem PNR.
On the other hand, it is clear that our method does not perform well on problems SD and ZDT6 as on the other problems considered. Here, either the simple linesearch of Armijo-type employed fails due to the strong curvature of the problems under consideration [39, 43] , or the nonconvexity of the problem leads to nonconvex direction search programs (3.8) , and the local optimization routine employed to solve such programs cannot cope.
Results for a three-criteria problem, problem LTDZ, are visualized in Figure 7 .4. Note that for this problem, the image of the set of efficient points is on the boundary of a convex set in R 3 , albeit the problem in itself is not convex. Finally, the algorithm was tested on problem FDS, a problem of variable dimen- sion n defined by These objectives have been designed as a convex problem with three criteria whose numerical difficulty is sharply increasing in the dimension n. A visualization of the image of the set of efficient points, together with a Delaunay triangulation of the corresponding image points in R 3 can be found in Figure 7 .5. As it can be seen in Table 7 .1, the implementation works well if the dimension of the problem is not too high. However, for problem FDSc resp. FDSd, 166 resp. 126 of the 200 starting points considered resulted in an iteration history that reached the maximum number of iterations allowed. Fig. 7 .4. Delaunay triangulation of the approximation of the set of efficient points in value space for Problem LTDZ, as generated by Newton's Method. 200 random starting points have been used to generate a pointwise approximation to the set of efficient points, from which the Delaunay triangulation as shown has been constructed. due to the rather simple linesearch mechanism employed here. This, as well as an adaptation of Newton's method for constrained multiobjective problems is subject of further research.
