Introduction
In the past two decades, the ultrashort ͑typically Ͻ10 ps͒ laser heating of metals and its nonequilibrium energy transport have been very active research topics ͓1-12͔. Nonequilibrium between electrons and phonons is already significant on the picoscecond time order, in which the electron temperature can be much higher than that of the lattice ͓1,5,7͔. The energy transport process in ultrafast laser heating of thin films consists of two stages ͓1,5-9͔. The first stage is the absorption of the laser energy through photon-electron interactions within the ultrashort pulse duration. It takes a few femtoseconds for electrons to reestablish the Fermi distribution. This characteristic time scale, the mean time for electrons to restore their states, is called the electron relaxation time. In spite of nonequilibrium states of the electrons within this characteristic time, the temperature of the electrons is still numerically valid in the limit when the pulse duration is much longer than the electron relaxation time, which is proved by a model using the full Boltzmann transport theory ͓1͔. Within the duration of a single ultrashort pulse, the change of lattice temperature is generally negligible.
The second stage is the energy distribution to the lattice through electron-phonon interactions, typically on the order of tens of picoseconds. Although the electron-phonon collision time may be comparable to the electron-electron collision time, it takes much longer to transfer energy from free electrons to phonons, because the phonon mass is much greater than the electron mass. The characteristic time for the free electrons and the lattice to reach thermal equilibrium is called the thermalization time. In this process, a phonon temperature is used to characterize the Bose distribution.
This two-temperature concept described above was validated by many experiments ͓3,7,10-14͔. Accordingly, the twotemperature model is widely used for the ultrashort laser processing of metals ͓5-9,15,16͔. Especially, Qiu and Tien ͓5-7͔ and Qiu et al. ͓8͔ group has made excellent theoretical and experimental contributions in this area. However, in the existing twotemperature model, the estimations of the following important properties are limited to temperatures that are much lower than the Fermi temperature T F that is measured to be 5.9ϫ 10 4 K for gold ͓5-8͔
• Electron heat capacity C e = ␥T e ͓7͔ where T e is the electron temperature and ␥ is the electron heat capacity constant. This estimation is limited to 0 Ͻ T e Ͻ 0.1 T F ͓17͔.
• Electron relaxation time e =3m e / ͑ 2 n e k B 2 T e ͒ / k͑T e ͒ where m e is the nonrelativistic mass of a free electron; n e is the density of the free electron, which is 5.9ϫ 10 22 cm −3 for gold; and k B is the Boltzmann constant ͓7͔. This estimation is based on C e = ␥T e and therefore limited to 0 Ͻ T e Ͻ 0.1 T F ͓5,17,18͔.
• Electron heat conductivity k e = ͑T e / T l ͒k eq ͑T l ͒ where k eq is the electron heat conductivity when the electrons and phonons are in thermal equilibrium; and T l is the lattice temperature ͓7͔. This estimation can be derived and is limited to T D Ͻ T e Ͻ 0.1 T F where T D is the Debye temperature of the phonon ͓17͔.
• Reflectivity ⌬T e / ͑⌬T e ͒ max Х ⌬R / ͑⌬R͒ max ͓8͔ where R is the reflectivity. This estimation is limited to 300 K Ͻ T e Ͻ 700 K ͓8͔. Further, ͑⌬T e ͒ max and ͑⌬R͒ max are unknown before the estimation.
The aforementioned estimations are limited to low temperatures relative to the Fermi temperature ͓17͔. However, at a fluence near or above the threshold fluence, the electron temperature in metals heated by an ultrashort laser pulse can be comparable to the Fermi temperature. Hence, the two-temperature model is suitable only for low fluences and cannot be used to correctly predict the damage threshold in which the electron temperatures are much higher than 0.1 T F . This paper extends the existing estimations of optical and thermal properties to high electron temperatures by the following improvements: ͑1͒ using the Fermi distribution, the heat capacity of free electrons is calculated; ͑2͒ the free electron relaxation time and electron conductivity are determined by using a quantum model derived from the Boltzmann transport equation for dense plasma; and ͑3͒ the free electron heating and interband transition are both taken into account using a modified Drude model with quantum adjustments to calculate the reflectivity and the absorption coefficient. The proposed two-temperature model is employed to calculate the heating process of thin gold films until melting occurs, which is assumed to be the initiation of damage. The predicted damage threshold fluences for 200 nm gold film using the proposed model are in good agreement with published experimental data. The damage threshold fluence as a function of pulse duration is also studied.
Theory
2.1 Two-Temperature Model. This paper considers the laser pulse duration in 140 fs-100 ps that are much longer than the electron relaxation time ͑a few femtoseconds͒. Hence, the electron temperature, characterized by the Fermi distribution, can be employed ͓1͔. In this study, the laser beam diameter ͑tens to hundreds of micrometers͒ is much greater than the optical penetration depth ͑tens to hundreds of nanometers͒ and electron penetration depth ͑tens to hundreds of nanometers͒ in the nanoscale-thickness thin films and, hence, a one-dimensional model is accurate enough to describe the physical phenomena. The two-temperature model is given below
where S represents the laser source term, C l is the lattice heat capacity, and G is the electron-lattice coupling factor estimated by ͓5͔
where c s is the speed of sound in bulk material calculated by
where B is the bulk modulus and m is the density.
Free Electron Heat Capacity.
In a wide range of electron temperatures, the full-run quantum treatment should be used to calculate the free electron heat capacity. The average number of electrons ͗n k ͘ in energy state k obeys the following Fermi distribution:
where ␤͑T e ͒ =1/k B T e ͑t , z͒ and is the chemical potential. For free electron gas, the chemical potential can be calculated by ͓17͔
where the higher order terms are neglected, z is the depth from the thin film surface, and F is the Fermi energy. Strictly speaking, Eq. ͑6͒ is valid for free electrons in equilibrium states only. The free electrons could be disturbed from the Fermi-Dirac distribution by a femtosecond laser pulse. However, when the pulse duration is much longer than the free electron relaxation time, Eq. ͑6͒ is still a good approximation, which is similar to the treatment for the electron temperature in this condition ͓1͔. The Fermi energy is determined by ͓17͔
where c is the speed of light in vacuum. The average kinetic energy per electron in J, ͗͘, is calculated by
where is the kinetic energy of a free electron, N e is the total number of free electrons, and ͑͒ is the density of states given by
where h is the Planck constant. The heat capacity can be determined by
where V is the volume. In 0 Ͻ T e Ͻ 0.1 T F , Eqs. ͑5͒-͑10͒ can be simplified to the following expression ͓17͔:
where ␥ is the electron heat capacity constant. Equation ͑11͒ has been widely employed in the two-temperature model ͓5-9͔. For comparison purpose, the average kinetic energy and specific heat of an ideal electron gas are given below
2.3 Free Electron Heat Conductivity and Relaxation Time. The free electron heat conductivity is expressed by the following Drude theory of metals ͓17͔:
where e 2 is the mean square of electron speed. In this study, e 2 and C e are determined directly by the Fermi distribution based on Eqs. ͑5͒-͑10͒. In Eq. ͑13͒, the scattering effects are indirectly considered through the calculation of the free electron relaxation time. In T D Ͻ T e Ͻ 0.1 T F and using the values of e 2 and C e for an ideal gas, Eq. ͑13͒ can be simplified to e =3m e / ͑ 2 n e k B 2 T e ͒k͑T e ͒ ͓17͔ that is used in Ref. ͓7͔. In this study, by considering metals as dense plasma ͓1,17,19,21-23͔, the free electron relaxation time is calculated as follows by a quantum treatment derived from the Boltzmann transport equation ͓20,21͔: 
͑14͒
where e is the electron charge, Z * is the ionization state and is one for gold, F 1/2 is the Fermi integral, and ln ⌳ is the Coulomb logarithm determined by
where the maximum ͑b max ͒ and minimum ͑b min ͒ collision parameters are given by
where ប = h /2 is the reduced Planck constant, is the laser frequency, and p is the plasma frequency defined by
where ⑀ 0 is the electrical permittivity of free space.
Optical Properties.
A critical task is to determine the laser source term in Eq. ͑1͒. A general expression for laser intensity ͑W/cm 2 ͒ I inside the bulk material for both nonlinear and linear absorptions is ͓21,22͔
where J is the laser fluence in J / cm 2 , t p is the pulse duration, R is the reflectivity, and ␣͑t , z͒ is the absorption coefficient. If the absorption coefficient is assumed to be a constant, using the definition that optical penetration depth ␦ =1/␣ the laser source term ͑W/cm −3 ͒ is simplified to the following expression commonly used in the existing model ͓5-8͔:
Rethfeld et al. have demonstrated that the ultrashort laser-metal interaction can be well described by laser-plasma interactions ͓1͔. According to the Drude model for free electrons ⑀ the electrical permittivity ͑dielectric function͒ of metals modeled as a plasma, is expressed as ͓23͔ c͑t,z͒ = ⑀ 1 ͑t,z͒ + i⑀ 2 ͑t,z͒ = 1 + ͩ shows how the plasma frequency in Eq. ͑17͒ is defined.
The relationship between the complex refractive index f and the complex electrical permittivity is given by
where c is the velocity of light in vacuum, v is the velocity of light in the material, f 1 is the normal refractive index, and f 2 is the extinction coefficient. Thus, the f 1 and f 2 functions can be derived as
The reflectivity and the absorption coefficient of the metal are determined by the following Fresnel expression:
where is the wavelength of the laser. However, the Drude model for metals, Eq. ͑20͒, does not consider the interband transition and the Fermi distribution. For gold, the d-band transition plays a critical role in the optical properties ͓4,14͔. In d-band transition, electrons jump from the top of the d band to the unoccupied states near the Fermi level in the conduction band ͑p band͒. For noble metals like gold, the contribution of interband absorption to optical properties can be directly added to the Drude model, Eq. ͑20͒, for electrical permittivity ͓25͔. Experiments have shown that the transient reflectivity of gold films is directly related to the change in the occupation number of electrons near the Fermi energy ͓14͔. The change in occupied state distributions near the Fermi level caused by electron heating is called the Fermi distribution smearing ͓14͔. Eesley estimated the distribution of occupied electronic states near the Fermi energy by ͓14͔
where is the laser frequency; ͑ F − d ͒ = 2.38 eV for gold ͓4͔ is the difference between the Fermi energy and the d-band energy d . It is seen the absorption of photon energy h is directly affected by the d-band transition. The smearing of the electron distribution is given by
which is linearly proportional to the imaginary component of the electrical permittivity in Eq. ͑20͒ ͓4͔
where T 0 is the room temperature ͓4͔. After adding ⌬⑀ 2 to ⑀ 2 in Eq. ͑20͒, the reflectivity and the absorption coefficient with the consideration of d-band transition can be determined by Eq. ͑23͒.
Phonon Heat Capacity.
The above discussion addresses the temperature dependent properties of electrons. Similarly, the phonon heat capacity in Eq. ͑2͒ is also temperature dependent which can be calculated by the well-known quantum treatment, the Debye model ͓24͔ in which the average kinetic energy of phonons ͗ p ͘ is calculated by ͓24͔
where n a is the phonon number density and max is the maximum frequency of phonons calculated by
where a is the average interatomic spacing, a = ͑V / N͒ 1/3 = ͑n a ͒ −1/3 . The molar heat capacity of phonons can be calculated by
where N A is the Avogadro constant. The factor of 2 appears in Eq. ͑29͒ is used to account for both the kinetic energy and potential energy that are statistically equal in an ideal-lattice metal. The two equations Eqs. ͑1͒ and ͑2͒ are solved by a fully implicit schedule with iterations at each time step for temperaturedependent thermal properties until convergence is achieved. Different grid sizes and time step sizes are employed to assure the final results are consistent. ment and classical approach are 3.3 and 0.039 eV, respectively, and they are different by about two orders of magnitude. It is seen only at temperatures much higher than the Fermi temperature ͑5.9ϫ 10 4 K for gold͒, the classical approach of Eq. ͑12͒ is valid. Figure 1͑b͒ shows the significant differences between the ideal gas approach using Eq. ͑12͒, the approximation using Eq. ͑11͒, and the quantum treatment using Eqs. ͑5͒-͑10͒ for electron specific heat per mole. Equation ͑11͒ for T e Ӷ T F and Eq. ͑12͒ for T e ӷ T F have been discussed for femtosecond laser ablation of metals ͓26͔ and yet the full-run quantum using Eq. ͑5͒-͑10͒ was not used in their work. At temperatures much lower than the Fermi temperature, the results by quantum treatment overlap with the approximations using Eq. ͑11͒ that is widely employed in the twotemperature model ͓5-8͔. This implies when T e Ӷ T F , Eqs. ͑5͒-͑10͒ can be simplified to Eq. ͑11͒. Figure 1 clearly shows the necessity of quantum treatment for free electrons in the ultrashort laser-metal interaction.
On the other hand, the variation of gold phonon heat capacity in ͓300 K, 1337.33 K͔ calculated by the Debye model is insignificant, as shown in Fig. 2 . In ͓300 K, 1337.33 K͔ for gold phonons, the molar phonon heat capacity predicted by the quantum treatment ͑the Debye model͒ is similar to that predicted by the classical estimation ͑the Law of Dulong and Petit͒ that states the molar heat capacity of metals is about 3R u , where R u is the universal gas constant ͓24͔. In fact, this is expected as the Debye temperature ͑the quantum characteristic temperature of phonons͒ of gold is 165 K that is low as compared to the phonon temperature. Hence, the lattice heat capacity of gold in the calculation can be reasonably considered as a constant. Note the gold heat capacity is the sum of the free electron heat capacity and phonon heat capacity. Figure 3 shows the smearing of electron distributions as a function of temperature at Transactions of the ASME different laser wavelengths in which T 0 is assumed to be 300 K. When the photon energy for a given wavelength, for example, 1.18 eV ͑1053 nm͒, is smaller than the difference between the Fermi energy and the d-band energy, ͑ F − d ͒ = 2.38 eV for gold, Fig. 3͑a͒ . This is true for all lasers with wavelengths above about 522 nm. On the other hand, when the photon energy, for example, 3.18 eV ͑390 nm͒, is higher than ͑ F − d ͒, the Fermi distribution of occupied states increases in the heating process, which in turn increases the electron-phonon coupling. For both cases, as the electron temperature increases, the Fermi distribution of occupied states approaches a constant 0.5. Figure 3͑b͒ shows the change in electronic occupancy as a function of laser wavelength. The merge of different curves near the 2.38 eV photon energy confirms the discussion given above.
Fermi Distribution Smearing.

Damage Threshold
Fluence. This study calculates a 140 fs, 1053 nm laser heating of 200 nm gold film by using both the existing two-temperature model ͓5-8͔ and our proposed model. For this condition, the experimental threshold fluence is 0.43± 0.04 J / cm 2 ͓27͔. By assuming the damage starts when the maximum lattice temperature reaches the melting temperature, 1337.33 K for gold, our model gives 0.45 J / cm 2 for the threshold fluence, while the existing two-temperature model gives 0.75 J / cm 2 . At 0.45 J / cm 2 , the temperature distributions of the electrons and the lattice predicted by the proposed model are shown in Fig.  4 . As shown in the figure, the electron temperature can reach as high as 2.12ϫ 10 4 K which is well beyond the electron temperature range ͑0 Ͻ T e Ͻ 0.1 T F ͒. Thus, in the existing model ͓5-8͔, the simplified estimations of electron heat capacity, electron heat conductivity, electron relaxation time, and reflectivity, as mentioned earlier, may not be adequate. Fig. 5 . It is seen the highest electron temperature 3347 K predicted by the proposed model, is within the low electron temperature range for free electrons. In low fluences, the similarities between results from the existing model and the proposed models are expected, because the full-run quantum treatment can be simplified to the existing model for low electron temperatures. The slight difference between the predictions of the two models is mainly caused by the different treatments in reflectivity. In the existing model, reflectivity estimation ⌬T e / ͑⌬T e ͒ max Х ⌬R / ͑⌬R͒ max is limited to 300 K Ͻ T e Ͻ 700 K that is much lower than the highest electron temperature 3347 K, under 0.05 J / cm 2 . On the other hand, at 0.2 J / cm 2 , a fluence comparable to the threshold fluence, significant differences between the two models are observed in Fig. 6 . This confirms the need to estimate the thermal and optical properties with quantum treatments for the ultrashort laser heating of metals at fluences comparable to the threshold fluence.
Comparisons Between the Existing
3.5 Effect of Pulse Duration. This study also investigates the effect of pulse duration on the damage threshold. As shown in Fig.  7 , the proposed model significantly increases the prediction accuracy of the damage thresholds compared with the existing model. At the wavelength of 1053 nm, the damage thresholds of 200 nm film predicted by the proposed model are almost independent of the pulse duration in 140 fs-100 ps, which is confirmed by the experimental data ͓27͔. As shown in Fig. 7 , the predicted trend of the damage thresholds by our proposed model can be roughly divided into two ranges: 140 fs-10 ps and 10 ps-100 ps with the turning point around 10 ps. It is expected for the threshold fluence to increase with the increase of the pulse duration in 10 ps-100 ps. However, the properties of the 200 nm thin film are quite different with its bulk material when the thin film thickness is comparable to the optical penetration depth. In 140 fs-10 ps, for the 200 nm thin film, the shorter pulse duration leads to͑1͒ the higher electron temperature and hence higher heat conductivity, causing a more uniform temperature distribution in the thin film after the thermalization time at which the maximum lattice temperature is expected. This factor tends to increase the threshold fluence; and ͑2͒ the stronger transient changes in the reflectivity of gold film during the 1053 nm pulse irradiation that tends to decrease threshold fluence ͓16͔. Hence, roughly speaking, these two factors balance each other, which makes the threshold fluence in 140 fs-10 ps almost independent of pulse duration.
Conclusions
This study introduces full-run quantum treatments to the twotemperature model for several critical optical and thermal properties, including the electron heat capacity, electron relaxation time, electron conductivity, reflectivity and absorption coefficient. The proposed model releases the low temperature limitation of the existing estimations on optical and thermal properties and effectively extends the application range to high laser fluences. On the other hand, at low temperature ranges, the proposed full-run quan- tum treatments can be simplified to those employed by the existing two-temperature model, which is proved by either mathematical derivations or simulation results. The proposed model is employed to calculate the heating process of thin gold films until melting occurs, which is assumed to be the initiation of damage. The predicted damage threshold fluences for 200 nm gold film by the proposed model are in good agreement with published experimental data. The predicted damage thresholds of thin films are almost independent of pulse duration in the ultrashort ͑Ͻ10 ps pulse range, as confirmed by experiments. Nomenclature a ϭ average interatomic spacing B ϭ bulk modulus b max ϭ maximum collision parameter in Eq. ͑15͒ b min ϭ minimum collision parameter in Eq. ͑15͒ c ϭ speed of light in vacuum c ϭ velocity of light in vacuum C e ϭ electron heat capacity C l ϭ lattice heat capacity c s ϭ speed of sound e ϭ electron charge 
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