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Abstract
An algorithm for computing the moduli space of pointed Gorenstein curves with Weierstrass gap
sequence 1,2, . . . , g − 2, λ,2g − 3, where 3g − 5 < 2λ < 4g − 8 and g  6, is given. This algorithm
consists in deforming a nonreduced reducible canonical curve by the method of Stöhr.
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1. Introduction
In [4] Mumford proposes to use Petri’s analysis of the canonical ideal to obtain the
moduli space of the smooth projective curves. Adapting Munford’s idea, Stöhr [10]
developed a method to construct the moduli space of pointed Gorenstein curves with
a prescribed Weierstrass gap sequence. The Stöhr’s method consists in deforming a
canonically embedded curve in the (g−1)-dimensional projective space and using Gröbner
basis techniques for describing explicitly the moduli space. Applying his method, Stöhr
[10] gave a rather explicit construction of the moduli space of pointed curves with a given
symmetric Weierstrass semigroup (that is, the largest gap is equal to 2g − 1) by deforming
an reduced irreducible singular curve. Later, Oliveira and Stöhr [6] constructed the moduli
space of pointed Gorenstein curves with a quasi-symmetric Weierstrass semigroup (that
is, the largest gap is equal to 2g − 2) by deforming a reduced reducible singular curve.
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pointed Gorenstein curves with Weierstrass gap sequence 1,2, . . . , g − 2, λ,2g− 3, where
3g − 5 < 2λ < 4g − 8 and g  6, by deforming a nonreduced reducible Gorenstein curve.
In Section 2 we obtain monomial bases for the vector spaces of higher order differentials
on such curves. In Section 3 we study the nonreduced reducible curve that is deformed for
obtaining the moduli space. In Sections 4 and 5 we explicitly construct the moduli space.
Furthermore, in Section 5 we present an algorithm for computing the moduli space and
exemplify it by working out the case of the gap sequence 1,2,3,4,7,9.
2. Monomial bases for the spaces of higher order differentials
Let C be a regular, complete, irreducible, nonhyperelliptic curve of genus g defined
over an algebraically closed field k, and let P be a point of C with Weierstrass gap
sequence l1, l2, . . . , lg . By the Riemann–Roch theorem there exist regular differentials
ωl1,ωl2, . . . ,ωlg on C whose orders at P are l1 − 1, l2 − 1, . . . , lg − 1, respectively.
Because we assumed that C is nonhyperelliptic, we can identify it with its image under
the canonical embedding
(ωl1 : ωl2 : · · · : ωlg ) : C ↪→ Pg−1k .
Thus C becomes a projective, nondegenerate curve of genus g and degree 2g − 2 in Pg−1k .
Let ΩnC(0) be the vector space of regular differentials of order n on C. In order to apply
the Stöhr’s construction, we present a monomial basis for ΩnC(0).
Proposition 2.1. Let 1,2, . . . , g − 2, λ,2g − 3 be the Weierstrass gap sequence of C at P ,
where 3g−5 < 2λ < 4g−8 and g  6. There exists a monomial basis for the vector space
ΩnC(0), for each n 2, given by the expressions
(1) ωil1ωasωbsω
n−2−i
2g−3 (0  i  n − 2, 2  s  lg), with as and bs fixed, as + bs = s,
as  bs , and as, bs ∈ {1,2, . . . , g − 2, λ,2g − 3}.
(2) ωliωn−1lg (i = 1, . . . , g).
(3) ωlg−λωn−j−1λ ωjlg (j = 0,1, . . . , n − 3).
(4) ωn−jλ ωjlg (j = 0,1, . . . , n− 2).
Proof. Observing that 2λ− lg is not in {1,2, . . . , g− 2, λ,2g− 3}, the result follows from
[8, Theorem 2.1]. 
3. A canonical nonreduced reducible curve
Let L = {1,2, . . . , g − 2, λ,2g − 3}, where 3g − 5 < 2λ < 4g − 8 and g  6. Easily
we verify that N − L is an additive subsemigroup of N, i.e., L is the gap sequence of
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4g − 6} of all sums of two gaps. For each s ∈ L2 we consider all the partitions of s as sums
of two gaps
s = asi + bsi (i = 0, . . . , νs),
where asi  bsi and asi, bsi ∈ L. We put as = as0 and bs = bs0, where bs0 is the biggest
among the bsi’s. We want to study the subscheme C0 of Pg−1k defined by the homogeneous
ideal I 0 of k[Wl1, . . . ,Wlg ] generated by the 12 (g − 2)(g − 3) quadratic forms
F
(0)
si = WasiWbsi −WasWbs (s ∈ L2, i = 1, . . . , νs). (1)
We shall denote by k[Wl1, . . . ,Wlg ]n the vector space of all forms of degree n in
Wl1, . . . ,Wlg , by I 0n the vector space of the forms of degree n in I 0, and by Λn ⊂
k[Wl1, . . . ,Wlg ]n the vector space generated by the lifting of the basis of Ωn(0) obtained
in Proposition 2.1.
To apply some Gröbner basis techniques, we define a total ordering on the additive
semigroup Ng of the exponents of the monomials in Wl1 , . . . ,Wlg as follows.
Definition 3.1. We put (i1, . . . , ig) (j1, . . . , jg) ⇔ the first non-zero entry of the vector
(
∑g
k=1(jk − ik),
∑g
k=1 lk(ik − jk), ig − jg, ig−1 − jg−1, . . . , i1 − j1) is positive.
Related to the second term appearing on the definition given above, we define the
following.
Definition 3.2. Given a monomial M = Wi1l1 . . .W
ig
lg
∈ k[Wl1, . . . ,Wlg ], we define the
weight of M as
∑g
k=1 lkik .
Now we are ready to prove the following technical result.
Proposition 3.3.
(i) The monomials in Wl1, . . . ,Wlg of degree n that are not divisible by the products
WasiWbsi (s ∈ L2, i = 1, . . . , νs) and do not belong to Λn are
W1W
2
λ ,W2W
2
λ , . . . ,W2g−4−λW 2λ
multiplied by the monomials in W1,Wλ,Wlg of degree n− 3.
(ii) If M is a monomial listed in item (i), then there exists a monomial M ′ ∈ Λn of the
same degree and the same weight but of smaller exponent satisfying a homogeneous
(and isobaric) equation
M −M ′ =
∑
si
H
(M)
si F
(0)
si .
(iii) For each n 2 it is true that I 0n ∩Λn = 0.
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1, . . . , νs). It is easily seen that M is not divisible by W 2l if l is different from 1, λ, and
2g − 3. Let M = N.Wa1 WbλWc2g−3 with N free of squares and not divisible by W1,Wλ,
and W2g−3. Obviously N has degree smaller than 3. If b = 0, then M belongs to Λn. If
b > 0, it follows that the possible divisors of N are W2, . . . ,W2g−4−λ and N has degree 1.
If b = 1, then M is in Λn. Finally, if b = 2, we have the cases
W1W
2
λ ,W2W
2
λ , . . . ,W2g−4−λW 2λ
and they can be multiplied by monomials in W1,Wλ,Wlg of degree n− 3.
(ii) If 1 j  2g − 4 − λ, we have
WjW
2
λ ≡ Wj+λ−(g−2)Wg−2Wλ
(
mod I 03
)
≡ Wj+λ−(g−2)Wλ+(g−2)−(2g−3)W2g−3
(
mod I 03
)
≡ WasWbsW2g−3
(
mod I 03
)
,
where s = j + 2λ− (2g − 3).
(iii) A necessary condition to I 0n ∩ Λn = 0 is that there exist monomials in Λn with
the same weight. Thus we should only consider the monomials Wlg−λW
n−j−1
λ W
j
lg
and
W
n−j
λ W
j
lg
with j = 0,1, . . . , n−3. But there is no monomial in Λn congruent to Wn−jλ Wjlg
modulo I 0n , except for W
n−j
λ W
j
lg
itself. Furthermore, the monomials that are congruent to
Wlg−λW
n−j−1
λ W
j
lg
modulo I 0n are the monomials W(i+1)(lg−λ)W
n−j−1+i
λ W
j−i
lg
, with i  j
and (i + 1)(lg − λ) g − 2. The only one in Λn is Wlg−λWn−j−1λ Wjlg . 
We will now obtain information about the scheme C0. The following proposition tells
us what are the isolated components of C0.
Proposition 3.4. The set Z(I 0) of zeros of the ideal I 0 = 〈F (0)si | s ∈ L2 and i = 1, . . . , νs〉,
where the forms F (0)si were defined in (1), consists in the union of the monomial curve
D = {(alg−l1bl1−1 : alg−l2bl2−1 : · · · : alg−lg blg−1) ∣∣ (a : b) ∈ P1k
}
with the projective line
E = {(0 : · · · : 0 : a : b) ∣∣ (a : b) ∈ P1k
}
.
Proof. It is obvious that D ⊂ Z(I 0). On the other hand, the numbers λ + λ, λ + lg ,
and lg + lg cannot be written, in a different way, as sums of two gaps. So the line
(0 : · · · : 0 : a : b) with (a : b) ∈ P1k is contained in Z(I 0).
Conversely, let P = (w1 : · · · : wlg ) ∈ Z(I 0). If w1 = 0 we put w1 = 1, w2 = t and solve
recursively the system F (0) = 0. Easily we find that wli = t li−1 for every i . If w1 = 0, then,si
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i  g − 2 and we conclude that Z(I 0) ⊂ D ∪E. 
The Proposition 3.4 shows that the scheme C0 is a connected curve. A question that
arises naturally is whether C0 has embedded points. The next proposition answers this
question.
Proposition 3.5. The curve C0 is arithmetically Cohen–Macaulay, that is, its homogeneous
coordinate ring is Cohen–Macaulay. In particular, the curve C0 has only irreducible
components of dimension one.
Proof. We have to prove that the homogeneous ring
R = k[Wl1, . . . ,Wlg ]
I 0
is Cohen–Macaulay. We know from the Proposition 3.4 that the Krull dimension of R
is 2. Thus it is sufficient showing that Wlg ,Wl1 − Wλ form a R-sequence. At first we
observe that the class of Wlg in R is not a zero divisor. In fact, let WlgP ∈ I 0n . By
Proposition 3.3(ii), we can write P = Q + T with Q ∈ I 0n−1 and T ∈ Λn−1. It follows
that WlgT ∈ I 0n ∩ Λn because WlgΛn−1 ⊂ Λn. Thus WlgT = 0 which implies that T = 0
and P ∈ I 0n−1. Now we suppose that (Wl1 − Wλ)P ∈ I 0 + (Wlg ). By Proposition 3.3(ii),
we can write P =∑s csWn−3l1 WasWbs + dWlg−λWn−2λ + eWn−1λ . Obviously the weights
of the monomials Wn−3l1 WasWbs are pairwise different. They are also different from the
weights of the other monomials in (Wl1 − Wλ)P , so it follows that cs = 0 for each s. The
terms dWlg−λWn−2λ and eW
n−1
λ have different weights and are not in I 0 + (Wlg ). It follows
that d = e = 0 and therefore Wl1 − Wλ is not a zero divisor in R/(Wlg ). We proved that
Wlg ,Wl1 − Wλ form a R-sequence. In particular, the scheme C0 is of pure dimension one
(cf. [1, Corollary 18.11]). 
As we will see in the next paragraph, in order to obtain an effective method for the
construction of the moduli space of pointed curves with Weierstrass semigroup having the
set of gaps L = {1, . . . , g − 2, λ,2g − 3} it is necessary that the curve C0 be a canonical
curve (see Theorem 4.1). Following Schreyer (cf. [9, p. 85]), we define what we mean by
a canonical curve.
Definition 3.6. A nondegenerated subscheme C ⊂ Pg−1k of pure dimension 1 is a canonical
curve of genus g if
OC(1) ∼= ωC, the dualizing sheaf,
and
dimk H 0(C,OC) = 1 and dimk H 0(C,ωC) = g, the genus of the curve.
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Theorem 3.7. The curve C0 is a canonical curve.
Proof. We know by Proposition 3.5 that C0 has pure dimension 1. It is also true
by Proposition 3.3(ii) and (iii) that I 0n ⊕ Λn = k[Wl1, . . . ,Wlg ]n and that the Hilbert’s
polinomial of the curve C0 is 2(g − 1)n + 1 − g for each n  2. Thus the curve C0 has
degree 2g − 2 and genus g. On the other hand, putting I˜ 0 for the sheaf of ideals associated
to I 0 in Pg−1k , it follows from the fact that the homogeneous coordinate ring of C0 is
Cohen–Macaulay that H 1(Pg−1k , I˜ 0) = 0. From the exact sequence of sheaves
0 −→ I˜ 0 −→O
P
g−1
k
−→OC0 −→ 0
we obtain that
0 −→ H 0(Pg−1k , I˜ 0
)−→ H 0(Pg−1k ,OPg−1k
)−→ H 0(Pg−1k ,OC0
)−→ 0
is exact. Thus it follows from H 0(Pg−1k ,OPg−1k ) = k that H
0(Pg−1k ,OC0) = k. Now, it is
sufficient to prove that the homogeneous coordinate ring R of C0 is a Gorenstein ring. In
fact, in this case the canonical module of R is R(n) for some n (cf. [1, p. 545]). Because
ωC0
∼= R˜(n) it follows from the duality theorem of Grothendieck that H 1(C0,OC0) ∼=
H 0(C0,ωC0) and consequently dimk H 0(C0, R˜(n)) = dimk H 1(C0,OC0) = g, thus n = 1.
We have just proved that ωC0 ∼= OC0(1) and therefore C0 is a canonical curve. For
proving that the homogeneous coordinate ring of C0 is Gorenstein we proceed as follows.
Because Wlg , Wl1 − Wλ is a R-sequence, it follows that R is Gorenstein if and only if
A = R/(Wl1 −Wλ,Wlg ) is a Gorenstein ring. We know that dimk R0 = 1, dimk R1 = g,
and dimk Rn = (2n− 1)(g − 1), for n 2, and therefore the Hilbert series of R is
F(R, t) = 1 + (g − 2)t + (g − 2)t
2 + t3
(1 − t)2 .
Thus, the Hilbert series of A is F(A, t) = 1+ (g−2)t + (g−2)t2 + t3 and hence A can be
written as the sum of vector spaces A = A0⊕A1 ⊕A2 ⊕A3, where dimk A0 = dimk A3 = 1
and dimk A1 = dimk A2 = g − 2. But A has dimension zero, so it is a Gorenstein ring if
and only if A3 is the annihilator of the maximal ideal of A (cf. [1, Proposition 21.5]). It is
straightforward verifying that the following elements form a k-basis for the Ai ’s:
A0 1;
A1 Wl1,Wl2, . . . ,Wlg−2 ;
A2 W 2l1,Wl1Wl2 , . . . ,Wl1Wlg−λ,Wl2Wlg−2,Wl3Wlg−2, . . . ,Wλ−(g−2)Wlg−2 ;
A3 W 2Wlg−λ.l1
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the maximal ideal of A. Obviously M0 = 0. Writing M1 = a1Wl1 + · · · + ag−2Wlg−2 , it
follows from Wl1M1 = 0 that a1 = · · · = alg−λ = 0. In the same way, it follows from
WlM1 = 0, with l successively equals to l2 + lg−2 − (lg − λ + 1), l3 + lg−2 − (lg − λ),
etc., that alg−λ+1, . . . , alg−2 = 0. Now, writing M2 = b1W 2l1 + · · · + bg−2Wλ−(g−2)Wlg−2
and successively multiplying M2 by Wlg−λ,Wlg−λ−1, . . . ,Wl1 , we obtain that b1 = · · · =
blg−λ = 0. Next, successively multiplying M2 by Wlg−2,Wlg−3, . . . ,Wlg−λ+1, we conclude
that blg−λ+1 = · · · = bg−2 = 0. Obviously W 2l1Wlg−λ is in the annihilator of the maximal
ideal of A and consequently this annihilator is A3. So, the ring A is Gorenstein. 
Remark 3.8. By Proposition 3.4 and Theorem 3.7 we conclude that the component E
appears in the scheme C0 with multiplicity 2.
4. Deforming the curve C0 by the method of Stöhr
In this section we apply the method of Stöhr in order to obtain the moduli space of
pointed nonsingular canonical curves (C,P ) where P is a point of C with gap sequence
1,2, . . . , g − 2, λ,2g − 3, where 3g − 5 < 2λ < 4g − 8 and g  6. At first, for the reader
convenience, we explain the method. The interested reader can obtain more informations
in [5,6,10].
Let C be a nonsingular, irreducible, nonhyperelliptic curve of genus g, canonically
embedded in Pg−1k and let I (C) be its ideal. Thus I (C) is the set of polynomials f in the
indeterminates Wl1, . . . ,Wlg satisfying f (ωl1, . . . ,ωlg ) = 0, where ωl1, . . . ,ωlg form a P -
Hermitian basis of Ω1C(0) that gives the canonical embedding. So I (C) is the homogeneous
ideal
⊕∞
i=2 In(C), with In(C) is the vector space of n-forms that vanish identically on C.
By Proposition 2.1, the homomorphism
k[Wl1, . . . ,Wlg ] −→ Ω1C(0)
induced by the liftings Wli → ωli , for i = 1, . . . , g, is onto for each n (that is, it is true
the theorem of Nöether) and the canonically embedded curve C ⊂ Pg−1k is arithmetically
Cohen–Macaulay. Then we have that
dimk
k[Wl1, . . . ,Wlg ]n
In(C)
= (2n− 1)(g − 1)
or, equivalently dimk In(C) =
(
n+g−1
n
)− (2n− 1)(g − 1) for each n 2. In particular, the
vector space I2(C) of quadratic relations has dimension ((g − 2)(g − 3))/2. The 3g − 3
quadratic differentials ωasωbs , s ∈ L2, appearing in Theorem 2.1 form a P -Hermitian
basis of Ω2C(0). After normalization, we obtain for each s ∈ L2 and each i = 1, . . . , νs
an equation
ωasi ωbsi = ωasωbs +
∑
csirωar ωbr ,r>s
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All the ((g − 2)(g − 3))/2 forms
Fsi = WasiWbsi −WasWbs −
∑
r>s
csirWarWbr (2)
vanish identically on C and are linearly independent. Thus, they form a k-basis for
the vector space of the quadratic relations I2(C). We also observe that setting Λn ⊂
k[Wl1, . . . ,Wlg ]n for the vector space generated by the substitutions ωli → Wli , for i =
1, . . . , g, in the basis given on Theorem 2.1, it follows that Λn ∩In(C) = 0 and by counting
the dimensions, we obtain
k[Wl1, . . . ,Wlg ]n = Λn ⊕ In(C), for each positive integer n.
The method of Stöhr consists in inverting the considerations done above. We assume that
there are given ((g − 2)(g − 3))/2 quadratic forms Fsi , similar to those in (2), whose
coefficients csir ’s belong to the field k, where r varies in the set of elements in L2 that
are larger than s and the integers as, bs, asi, bsi , and νs are defined as in the outset of
Section 3. We impose conditions on the coefficients csir in order to the intersections of the
quadrics Fsi in Pg−1k be a canonical curve C having a nonsingular point P = (1 : 0 : · · · : 0)
where the intersection multiplicities of C with the osculating spaces of C at P are
l1 − 1, l2 − 1, . . . , lg − 1.
In relation to the total ordering we have defined in Section 3, the initial monomial of
Fsi is WasiWbsi . When M is any of the cubic monomials listed in Proposition 3.3(ii), we
introduce the form
FM =
∑
si
H
(M)
si Fsi
and writing FM as sum of non-zero isobaric forms of pairwise different weights, the
isobaric form of lowest weight in FM is equal to F (0)M = M − M ′, and thus the initial
monomial in FM is M . Now, we write the forms Fsi and FM as a finite sequence
G1,G2, . . . ,Gt in such a way that the exponents of its initial monomial form a increasing
sequence in the total ordering of Ng .
Theorem 4.1 [6, Theorem 2.2 and Corollaries]. Let I be the ideal generated by the
((g − 2)(g − 3))/2 quadratic forms Fsi , s ∈ L2, i = 1, . . . , νs . Then
k[Wl1, . . . ,Wlg ]n = Λn + In, for each n,
and the following statements are equivalent:
(i) the quadratic forms Fsi define a non-degenerated curve C, of arithmetic genus g and
degree 2g − 2 in Pg−1k ;
(ii) for each n it is true that In ∩Λn = 0;
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(iv) for each homogeneous isobaric syzygy of I 0 of degree n, say ∑si AsiF (0)si = 0, the
remainder of ∑si AsiFsi divided by G1,G2, . . . ,Gt is zero;
(v) each homogeneous isobaric syzygy of degree n between the isobaric forms Fsi is
induced by a homogeneous syzygy of degree n between the forms F (0)si ;
(vi) for n = 3 it is true that I3 ∩Λ3 = 0;
(vii) for each linear syzygy of I 0, say ∑lsi hlsiWlF (0)si = 0 where the coefficients hlsi are
constants, the remainder of ∑lsi hlsiWlFsi divided by G1,G2, . . . ,Gt is zero.
In addition, the curve C of item (i) has a unique component passing through the non-
singular point P = (1 : 0 : · · · : 0) whose contact orders with the hyperplanes defined by
the equations Wl = 0 are the integers l − 1 with l ∈ L = {1,2, . . . , g − 2, λ,2g − 3}.
Proof. Since dimk Λn = (2g − 2)n + 1 − g, we conclude that (i) is equivalent to the
existence of a integer n0 such that for each n  n0 its true that In ∩ Λn = 0. Thus, it
follows from Wmlg Λn ⊆ Λn+m that (i) and (ii) are equivalent.
Now, let F be a homogeneous polynomial in Wl1, . . . ,Wlg of degree n. Applying the
division algorithm, we get the decomposition F = G + R where G ∈ In and R is the
remainder of F divided by G1,G2, . . . ,Gt which, by Proposition 3.3 belongs to Λn. If
F ∈ Λn, then F = R, and if furthermore F ∈ In, then F = 0 provided that G1,G2, . . . ,Gt
form a Gröbner basis of I . If F ∈ In, then R = F − G ∈ In and therefore R = 0 provided
that In ∩Λn = 0. This proves that (ii) and (iii) are equivalents.
Denoting by R the remainder in (iv), it is obvious that R ∈ In ∩ Λn, thus (iv) is a
consequence of (ii). Let ∑si AsiF (0)si = 0 be an isobaric syzygy of degree n and weight w
where Asi for each pair (s,w) is either zero or an isobaric form of degree n−2 and weight
w−s. Observing that F =∑si AsiFsi is a sum of monomials of degree n and weight larger
than w, and denoting by R its remainder divided by G1,G2, . . . ,Gt , we can write F =∑
si BsiFsi +R where Bsi for each pair (s, i) is the sum of monomials of degree n−2 and
weight larger than w−s. Thus R =∑si(Asi−Bsi)Fsi and Asi −Bsi is for each pair (s, i) a
sum of isobaric forms of degree n−2 and weight not smaller than w− s whose component
of weight w − s is Asi . Therefore when R = 0 we obtain the desired syzygy of I . We have
proved that (v) is a consequence of (iv). Obviously (vi) is a consequence of (ii). We know
from Theorem 3.7 that C0 is a canonical curve, thus it follows from [9, Proposition 3.2]
and from the Petri’s original argument (cf. [6, Proposition 1.6]) that the syzygy of I 0 are
generated by the linear syzygies and the trivial ones. So (iv) is implied by (vii).
To finish our proof we will prove that (v) implies (ii). We argument by way of
contradiction. Assume that there is an equation H =∑si AsiFsi where 0 = H ∈ Λn and
each Asi is a form of degree n− 2. Let w be the smallest weight occurring in H . Denoting
by Hw , respectively Asir , the isobaric component of H , respectively Asi , of weight w,
respectively of weight w − s, we obtain the equation Hw =∑si Asi(w−s)F (0)si . Since C0
is a canonical curve, in particular, we have that In ∩Λn = 0 and we conclude that Hw = 0,
an absurd.
Finally, by dehomogenizing Wl1 → 1 we can see that the hypersurfaces given by
the polynomials Fs1 where s = 1 + lj (j = 3, . . . , g) intersect transversally at the point
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is nonsingular at P with tangent line given by t → (1 : t : 0 : · · · : 0). If (xl1 : xl2 :· · · : xlg ), where xl1 = 1, xl2 = t , and xlj ∈ t2kt (j = 3, . . . , g), is a parameterization
of this component at P , its coefficients can be computed recursively from the equations
F1+l (1, t, xl3, . . . , xlg ) = −xl +· · · = 0. We obtain xlj = t l−1 + sum of higher order terms.
Thus the intersection multiplicity of the curve C and the hyperplanes Wl = 0 at P is equal
to l − 1 for each l ∈ L. 
5. The moduli space and an algorithm for computing it
Now we search for the moduli space of projective, nonsingular, irreducible, pointed
curves (C,P ) where P is a point of C with the prescribed gap sequence 1,2, . . . , g − 2,
λ,2g−3, where 3g−5 < 2λ < 4g−8 and g  6. In order to do this, we repeat the Stöhr’s
construction, applying it to our case. Our use of this method is justified by the following
result.
Theorem 5.1 [6, Theorem 3.2]. The isomorphism classes of the projective, nonsingular,
irreducible, pointed curves with Weierstrass gap sequence 1,2, . . . , g−2, λ,2g−3, where
3g − 5 < 2λ < 4g − 8 and g  6 correspond bijectively to the orbits of the equivariant
Gm(k)-action (z, csir ) → zr−scsir on the algebraic set of the vectors of constants csir
normalized by [10, Proposition 3.1], and satisfying the isobaric polynomial equations (vii)
of Theorem 4.1 and the Jacobian criterion.
In the case that our semigroup is a Weierstrass semigroup we obtain the following
corollary.
Corollary 5.2 [6, Corollary 3.3]. The isomorphism of the normalized, nonsingular,
irreducible, pointed curves (C,P ) are exactly of the form
(zl1 : · · · : zlg ) →
(
zl1zl1 : · · · : zlgzlg
)
,
where z ∈ Gm(k) with zr−s = 1 wherever csir = 0 for some i .
We do not have any proof that our semigroups are Weierstrass semigroups for all g
and λ or, in other words, that the open subset of the smooth curves in the moduli space
of Theorem 5.1 is not empty for some g and λ. As it is apparent, our procedure for
calculating these moduli spaces does not control the smoothness of the deformations and,
in our method, the Jacobian criterion is ineffective for a priori reasonings. However, it is
worth noting that the explicit description of the moduli space that the method gives to us is
a very effective tool for obtaining smooth curves that realize the semigroups as Weierstrass
semigroups, in the case they exist. In fact, because the nonsingular curves correspond to an
open subset in the moduli variety, if we choose an “aleatory point” in the moduli it should
correspond to a nonsingular curve for “almost every” choice. In the forthcoming paper [7],
G. Oliveira and the author follow these ideas to show that some numerical semigroups are
Weierstrass semigroups.
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Input: The parameters g and λ, where 3g − 5 < 2λ < 4g − 8.
Output: A finite set of equations for the coefficients csir .
(1) Compute the linear syzygies of I 0.
(2) Normalize g(g − 1)/2 coefficients of the Fsi .
(3) For each linear syzygy of I 0 obtained in (1), say ∑lsi hlsiWlF (0)si = 0, divide∑
lsi hlsiWlFsi by G1,G2, . . . ,Gt and output the remainders.
Comments: Imposing that the coefficients of the output are zero, we obtain the
set of equations describing the moduli space. The correctness follows from
Theorem 4.1(vii) and [10, Proposition 3.1]. There are several algorithms for doing
steps 1 and 3. It is worth noting that the choices made in step 2 affect the output.
To conclude our work we illustrate the method with an example. We choose L = {1,2,
3,4,7,9}, where g = 6 and λ = 7. The ideal I (C) is generated by ((g − 2)(g − 3))/2 = 6
quadratic forms Fs = Fs1 where s ∈ {4,5,6,8,10,11}. Using Theorem 5.1, we normalise
the following (g(g − 1))/2 = 15 coefficients: the coefficient c11,1,14 in F11, the coefficients
c10,1,11 and c10,1,12 in F10, the coefficients c8,1,9 and c8,1,14 in F8, the coefficients
c5,1,6, c5,1,7, c5,1,8, c5,1,9, c5,1,10, c5,1,11, c5,1,12, and c5,1,13 in F5, and the coefficients
c4,1,6 and c4,1,9 in F4. By the item (vii) of Theorem 4.1, the remainders of
W3F11,1 −W4F10,1 +W9F5,1, W2F11,1 −W3F10,1 +W7F6,1 +W9F4,1,
W1F11,1 −W2F10,1 +W7F5,1, W2F6,1 −W3F5,1 +W4F4,1,
W1F6,1 −W2F5,1 +W3F4,1
divided by the Gröbner basis composed by the Fs ’s and the FM ’s are zero. After some
computations we can translate these conditions by saying that the forms Fs depend on 12
constants a1, a4, a6, a7, a10, a12, b2, b3, b4, b5, b8 and b10, in the following way:
F4,1 = W 22 −W1W3 − a1W1W4 − a4W1W7 − a6W1W9 − a7W2W9 − a10W 27
− a12W7W9,
F5,1 = W2W3 −W1W4,
F6,1 = W 23 −W2W4 + a1W3W4 + a4W1W9 + a6W3W9 + a7W4W9 + a10W7W9
+ a12W 29 ,
F8,1 = W 24 −W1W7 − b2W1W9 − b3W2W9 − b4W3W9 − b5W4W9 − b8W7W9
− b10W 29 ,
F10,1 = W3W7 −W1W9,
F11,1 = W4W7 −W2W9.
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sequence 1,2,3,4,7,9 is an open subvariety, given by the Jacobian criterion, of the
projective space of dimension 11. Since g = 6, our numerical semigroup is represented
as a Weierstrass semigroup of a nonsingular curve (cf. [3]). Therefore, the open subvariety
is not empty and consequently has dimension 11. It is worth recalling that the expected
dimension in this case is (3g − 2) − weight of the semigroup = 16 − 5 = 11, and the
semigroup N =N−{1,2,3,4,7,9} is dimensionally proper (cf. [2, p. 496]). It is apparent
that what we constructed was a compactification of the moduli variety. An interesting
question is knowing whether in the procedure of compactifying the moduli space of pointed
nonsingular irreducible curves we introduced points that do not correspond to canonical
curves. In [6] it is given a criterion to decide this question in the case of quasi-symmetric
semigroups (the existence of certain cubic). In our case we can apply the methods used in
Section 3 to study the curve C0. After some calculations we can verify that all the curves
defined by the equations Fs ’s are canonical curves. We can say that we obtained the moduli
space of pointed canonical curves (C,P ) with P a nonsingular point of C whose osculating
spaces of C at P pass through P with intersection multiplicity equal to 0,1,2,3,6,8 and
finite automorphism group. Observe that this construction excludes the curve C0 (improper
point in the moduli variety) that has Gm(k) as its group of automorphisms.
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