Finding a feasible solution for a bi-dimensional Orthogonal Packing Problem (OPP-2) consists in deciding whether a set of rectangular boxes (items) can be packed in a "big" rectangular container without overlapping. The rotation of items is not allowed. In this paper we present a new algorithm for solving OPP-2, based on the characterization of solutions using interval graphs proposed by Fekete and Schepers. The algorithm uses MP Q-trees -combinatorial structures introduced by Korte and Möhring.
Let V be a set of D-dimensional rectangular shapes. For d ∈ {1, ..., D} and v ∈ V , w d (v) ∈ Q + describes the length of v in the dimension d. The same notation is used for the container C.
The D-dimensional orthogonal packing problem (OPP-D) is to decide if V fits into the container C without overlapping (V is a feasible set). Formally speaking, we want to find out whether ∀d ∈ {1, ..., D} there exists a function
Let p v ∈ Q + be the value associated to an item
In this paper, we consider the bi-dimensional case, which has been the most studied so far [11, 9, 6, 12, 7, 3, 5, 8, 1] .
Fekete & Schepers' model
For each dimension d, let us consider the projections of items on every axis
be the interval graph, with vertex set V and edge set E d , such that ij is an edge if and only if the projections of items i and j intersect (see Fig. 1 ). 
Fekete, Schepers and van der Veen gave an efficient algorithm for solving OKP-D by solving its subproblem OPP-D [12] . Their algorithm is based upon the enumeration of the tuples of graphs satisfying the properties of theorem 1.1. Despite its efficiency, their algorithm may enumerate symmetrical solutions. Our aim is to handle those symmetry issues more efficiently.
Our approach
Our algorithm is based upon the characterization of interval graphs involving MP Q-trees, introduced by Korte and Möhring [13] . An MP Q-tree is an extension of the notion of P Q-tree defined by Booth and Lueker [4] . It allows the encoding of an interval graph by exploiting the property of consecutiveness of its maximal cliques. The main idea of our approach is to generate couples of MP Q-trees in order to obtain a couple of interval graphs which satisfies the conditions of theorem 1.1. Contrary to Fekete and Schepers, by generating MP Q-trees, we are able to assert that the search space stays within the set of interval graphs. Let G be an interval graph and T its associated MP Q-tree. Each branch of T represents a maximal clique of G. The internal nodes of T are of type P or Q. All the nodes (internal or leaves) are labeled by sets of vertices of G (potentially empty) as follows:
• a P node is labeled by a set of vertices of G which are only contained in all cliques represented by the subtree of T rooted in this node.
• a leaf is labeled by a set of vertices of G contained only in the clique represented by this leaf.
• a Q node, with An interval graph is obtained from its (M )P Q-tree by reading its leaves from left to right. Hence, different (M )P Q-trees may encode the same interval graph. To avoid treating the same interval graph, the notion of equivalence of P Q-trees was introduced by Booth and Lueker [4] . This notion is conserved for MP Q-trees. Two MP Q-trees are equivalent if one can be obtained from the other by carrying out the following operations a finite number of times:
(i) Arbitrarily permute the sons of a node P (ii) Reverse the order of sons of a node Q One of the advantages of using MP Q-trees is that they allow us to easily represent a valid packing configuration. Figure 3 shows a possible solution with respect to the tree from figure 2 (the cliques correspond to the intersections of projections of items on the vertical axis): Using the properties of MP Q-trees described above, we designed an algorithm to generate an MP Q-tree for each dimension in order to check if a set of items is feasible. The algorithm tries to construct the tree recursively by adding vertices one by one, using the templates defined in [13] . The execution is continued as long as the properties P2 and P3 from Theorem 1.1 are satisfied. If for each dimension a valid MP Q-tree is constructed, then the given set of vertices is feasible.
In order to predict unfeasible solutions earlier, we introduced some optimizations using similar ideas from [9, 8] . Since we have some information about the relative position of the items already inserted in the MP Q-tree, we are able to estimate unused spaces, and cut the enumeration procedure rapidly if the remaining area is too small to contain the remaining items.
Computational results
We report the performance of our algorithm on 37 classical benchmarks for OKP-2 from [3, 2, 7, 12] . To solve OKP-2 we used a basic branch-and-bound procedure to select the items to test. Once the items have been selected, the algorithm generating the MP Q-trees checks their feasibility.
The program was implemented in Java 6 and was tested on a PC (Pentium 4, 3GHz), which is comparable to the one used by Fekete and Schepers [12] . Table 1 shows the running times of our algorithm along with the ones existing in the literature, as reported in [12] . The first column (JPV) gives our runtimes. The columns FS and BB correspond respectively to the algorithms of Fekete, Schepers & van der Veen [12] , and Baldacci & Boschetti [1] . The columns A0, A1, A2 and A3 correspond to the algorithms of Caprara and Monaci, as depicted in [5] .
Conclusions
The running times of our algorithm are of interest since it is one of the two algorithms to solve all benchmarks within the time limit of 1800 seconds (with the exception of the instance gcut13 which is still an open benchmark, the optimal value being unknown). Our running times are significantly better for 6 instances (cgcut2, gcut3, gcut8, gcut11, gcut12 and okp1), though Fekete & Schepers' algorithm outperforms ours for the 2 instances okp2 and okp5. 
