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We study the orbital stability and instability of single-spike bound
states of semi-classical nonlinear Schrödinger (NLS) equations with
critical exponent, linear and nonlinear optical lattices (OLs). These
equations may model two-dimensional Bose–Einstein condensates
in linear and nonlinear OLs. When linear OLs are switched off,
we derive the asymptotic expansion formulas and obtain necessary
conditions for the orbital stability and instability of single-spike
bound states, respectively. When linear OLs are turned on, we
consider three different conditions of linear and nonlinear OLs to
develop mathematical theorems which are most general on the
orbital stability problem.
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1. Introduction
Recently, optical lattices have created many interesting phenomena in Bose–Einstein condensates
(BECs) and attracted a great deal of attention. Two types of optical lattices are considered: a linear
optical lattice (OL) (cf. [28]) and a nonlinear OL (cf. [1] and [36]). A linear OL is a series of potential
wells having a periodic (in space) intensity pattern which may conﬁne atoms of BECs in the potential
minima. A nonlinear OL can be obtained by inducing a periodic spatial variation of the atomic scatter-
ing length, leading to a periodic space modulation of the nonlinear coeﬃcient in the Gross–Pitaevskii
equation (GPE) governing the dynamics of BECs. The GPE is a nonlinear Schrödinger (NLS) equation
in the presence of the Kerr nonlinearity describing a BEC in a linear and a nonlinear OL given by
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∂t
= Dψ − Vtrapψ − g|ψ |2ψ, (1.1)
for x ∈ RN , N  3 and t > 0. Here ψ = ψ(x, t) ∈ C is the wavefunction, D is the diffraction (or disper-
sion) coeﬃcient, and Vtrap is the potential of the linear lattice. Besides, g = μm(x) ∼ a characterizes
the nonlinear lattice, where a denotes the spatially modulated scattering length, μ is a nonzero
constant and m(x) = m(x1, . . . , xN ) > 0 is a function depending on spatial variables (transverse co-
ordinates) x1, . . . , xN (cf. [3,7,27,34]).
The underlying dynamics of (1.1) is dominated by the interplay between adjacent potential wells
of linear OLs and nonlinearity of nonlinear OLs. When the nonlinearity is self-focusing, i.e. D > 0 and
μ < 0, a balance between these two effects may resist collapse or decay and result in bright solitons.
Experimentally, bright solitons can be observed in linear and nonlinear OLs, respectively. One may ﬁnd
stable bright solitons in three-dimensional linear OLs (cf. [8]). On the other hand, two-dimensional
bright solitons can also be investigated in two-dimensional nonlinear OLs (cf. [14]). Consequently,
under the inﬂuence of linear and nonlinear OLs, two-dimensional bright solitons must have suitable
stability for experimental observations. However, most theoretical results (e.g. [11] and [12]) focus on
the orbital (dynamical) stability of only one-dimensional single-spike bound states which are steady
state bright solitons in one-dimensional nonlinear OLs without the effect of linear OLs. To see how
linear and nonlinear OLs affect the stability of two-dimensional single-spike bound states, we develop
mathematical theorems for the orbital stability and instability of two-dimensional single-spike bound
states of (1.1) under different conditions of linear and nonlinear OLs.
To get two-dimensional single-spike bound states of (1.1), we may assume N = 2, D > 0 and the
scattering length a, i.e., μ is negative and large due to the Feshbach resonance (cf. [10]). Setting
h2 = D/(−μ), V (x) = Vtrap(x)/(−μ) and suitable time scale, Eq. (1.1) with negative and large μ can
be equivalent to a semi-classical nonlinear Schrödinger equation (NLS) given by
−ih ∂ψ
∂t
= h2ψ − Vψ +m|ψ |2ψ, x ∈ R2, t > 0, (1.2)
where 0 < h  1 is a small parameter, V = V (x) is a smooth nonnegative function and m = m(x) is
a smooth positive function. For the spatial dimension N  1, we may generalize Eq. (1.2) to an NLS
having the following form
−ih ∂ψ
∂t
= h2ψ − Vψ +m|ψ |p−1ψ, x ∈ RN , t > 0, (1.3)
with critical exponent
p = 1+ 4
N
, N  1. (1.4)
In particular, when N = 2, Eq. (1.3) with (1.4) is exactly the same as (1.2).
Single-spike bound states of (1.3) are of the form ψ(x, t) = eiλt/hu(x), where λ is a positive constant
and u = u(x) is a positive solution of the following nonlinear elliptic equation
h2u − (V + λ)u +mup = 0, u ∈ H1(RN), (1.5)
with zero Dirichlet boundary condition, i.e., u(x) → 0 as |x| → ∞. When V ≡ 0 and m ≡ 1, prob-
lem (1.5) admits a unique radially symmetric ground state which is stable for any λ > 0 if p < 1+ 4N ,
and unstable for any λ > 0 if p  1 + 4N (cf. [5,9,37,44,45]). For V 	≡ 0 or m 	≡ 1, there exists uh
a single-spike solution of (1.5), provided both V and m are bounded and satisfy another condi-
tions, for example, conditions in the following Theorems 1.1–1.4 (cf. [22]). For general nonlinearity
in the possibly degenerate setting, see [4,15,21,32,33,38,40–42] and reference therein. Hereafter, we
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of (1.5).
In this paper, we want to study the orbital stability of the bound state ψh for Eq. (1.3) with critical
exponent (1.4). One may regard the bound state ψh as an orbit of (1.3). From [19], the orbital stability
of ψh is deﬁned as follows: For all  > 0, there exists δ > 0 such that if ‖ψ0 − uh‖H1 < δ and ψ is a
solution of (1.3) in some interval [0, t0) with ψ |t=0 = ψ0, then ψ(·, t) can be extended to a solution
in 0 t < ∞ and sup0<t<∞ infs∈R ‖ψ(·, t) − ψh(·, s)‖H1 <  . Otherwise, the orbit ψh is called orbital
unstable.
The functions V = V (x) and m =m(x) may play a crucial role on the orbital stability of ψh . When
m ≡ 1 and V is of class (V )a and fulﬁlls other conditions in [29,30], the orbital stability and insta-
bility of ψh for Eq. (1.3) was established by Lin and Wei [26] if V has non-degenerate critical points.
Under different conditions, e.g., h = 1 and λ is large, results of the orbital stability problem can be
found in [16]. One may also remark that the orbital stability problem of NLS with inhomogeneous
nonlinearity has been investigated in [6] but only for the subcritical case, i.e., 1 < p < 1+ 4N .
To state our main results, we need to introduce some notations. It is well known that the positive
solution of {
w − w + wp = 0 in RN ,
w(0) = max
y∈RN
w(y), w(y) → 0 as |y| → +∞, (1.6)
is radial [17] and unique [25]. We denote the solution and its linearized operator as w = w(r) and
L0 :=  − 1+ pwp−1, (1.7)
respectively. For the orbital stability of ψh , we set
Lh := h2 − (V + λ) +mpup−1h (1.8)
as the linearized operator of (1.5) with respect to uh and
d(λ) =
∫
RN
[
h2
2
|∇uh|2 + 12 (V + λ)u
2
h −
1
p + 1mu
p+1
h
]
dx, (1.9)
as the energy of uh . Observe that uh may depend on the variable λ. Assume that d(λ) is non-
degenerate, i.e., d′′(λ) 	= 0. Let p(d′′) = 1 if d′′ > 0; p(d′′) = 0 if d′′ < 0, and n(Lh) be the number
of positive eigenvalues of Lh . According to general theory of orbital stability of bound states (cf. [19,
20]), ψh is orbital stable if n(Lh) = p(d′′), and orbital unstable if n(Lh) − p(d′′) is odd (see p. 309
of [20]). It is remarkable that if both V and m are constant and p = 1 + 4N , then d′′(λ) = 0. Conse-
quently, from now on, we consider the critical exponent p = 1 + 4N and assume the point x0 as a
non-degenerate critical point of the function G deﬁned by (cf. [22,40])
G(x) := [V (x) + λ]m−N/2(x), ∀x ∈ RN , (1.10)
provided V 	≡ 0 and m > 0 in RN . When V ≡ 0 in RN , x0 is set as a non-degenerate critical point of
the function m.
For simplicity, we ﬁrstly switch off the potential V and obtain the following result.
Theorem 1.1. Let N  3 be a positive integer, p = 1 + 4N and the potential V ≡ 0. Assume the function
m =m(x) satisﬁes
m ∈ C4(RN); 0 <m0 m(x)m1 < ∞; ∣∣m(i)(x)∣∣ C exp(γ |x|), i = 1,2,3,4, (1.11)
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x0 be a non-degenerate critical point of m(x) (x0 is independent of λ). Let ψh(x, t) := eiλt/huh(x) be a bound
state of (1.3), where uh is a single-spike solution of (1.5) concentrating at x0 . Assume also
m(x0)
2m(x0) < CN,1
∣∣m(x0)∣∣2 + CN,2[N∥∥∇2m(x0)∥∥22 − ∣∣m(x0)∣∣2]
+ CN,3m(x0)∇(m)(x0) ·
[∇2m(x0)]−1∇(m)(x0), (1.12)
where
CN,1 = 2(N + 2)
2
∫∞
0 r
N+1wpL−10 (r2wp)dr
N2
∫∞
0 r
N+3wp+1 dr
, (1.13)
CN,2 = 4(N + 2)
∫∞
0 r
N+1wpΦ0 dr
N2
∫∞
0 r
N+3wp+1 dr
, (1.14)
CN,3 = (N + 2)(
∫∞
0 r
N+1wp+1 dr)2
N
∫∞
0 r
N−1wp+1 dr
∫∞
0 r
N+3wp+1 dr
(1.15)
are constants depending only on N. Here Φ0 = Φ0(r) satisﬁes⎧⎨
⎩Φ
′′
0 +
N − 1
r
Φ ′0 − Φ0 + pwp−1Φ0 −
2N
r2
Φ0 − r2wp = 0, r = |x| ∈ (0,∞),
Φ0(0) = Φ ′0(0) = 0,
(1.16)
where L0 is deﬁned in (1.7). Then for any λ > 0, ψh is orbitally stable if h is suﬃciently small and x0 is a non-
degenerate local maximum point of the function m. Furthermore, for any λ > 0, ψh is orbitally unstable if h is
suﬃciently small and the number of positive eigenvalues of the Hessian matrix ∇2m(x0) is odd.
Remark 1. When N = 1, x0 = 0 and the function m satisﬁes m′′′(x0) = 0 (see (C.2) of [11]), the con-
dition (1.12) of Theorem 1.1 is exactly the same as the condition (4.14) of [11]. For N  2, G. Fibich
and X.P. Wang (cf. [13]) considered the function m with radial symmetry, i.e., m = m(r), r = |x| and
m′′′(0) = 0, and studied the orbital stability problem only for radial perturbations. Here we may in-
clude the case that the function m is not radially symmetric and the third order derivatives of the
function m at x0 can be nonzero. Moreover, we study the orbital stability problem for general per-
turbations including the non-radial perturbations. Consequently, Theorem 1.1 can be regarded as the
most general theorem on the orbital stability problem of semi-classical NLS equations with critical
exponent and nonlinear OLs.
When the potential V is turned on, we may generalize the argument of Theorem 1.1 to obtain
three theorems as follows:
Theorem1.2. Let N  3 be a positive integer, p = 1+ 4N . Assume both the potential V = V (x) and the function
m =m(x) satisfy the following conditions: there exist positive constants V0 , V1 , m0 , m1 , γ and C such that
V ∈ C2(RN); 0 < V0  V (x) V1 < ∞; ∣∣V (i)(x)∣∣ C exp(γ |x|), i = 1,2, (1.17)
and
m ∈ C2(RN); 0 <m0 m(x)m1 < ∞; ∣∣m(i)(x)∣∣ C exp(γ |x|), i = 1,2, (1.18)
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non-degenerate critical point of the function G deﬁned in (1.10). Let ψh(x, t) := eiλt/huh(x) be a bound state
of (1.3), where uh is a single-spike solution of (1.5) concentrating at x0 . Then ψh is orbitally unstable if h is
suﬃciently small and x0 is a non-degenerate local minimum point of G such that ∇V (x0) 	= 0.
Theorem 1.3. Under the same hypotheses of Theorem 1.2, assume ∇V (x0) = 0 and V (x0) 	= 0. Let n be the
number of negative eigenvalues of the matrix ∇2G(x0). Then ψh is orbitally stable if h is suﬃciently small and
x0 is a non-degenerate local minimum point of G with V (x0) > 0. Furthermore, ψh is orbitally unstable if h
is suﬃciently small and n − 12 (1+ V (x0)|V (x0)| ) is even.
Theorem 1.4. Under the same hypotheses of Theorem 1.2, assume ∇V (x0) = 0, V (x0) = 0 and (1.11) holds
for both V and m. Let n be the number of negative eigenvalues of the matrix ∇2G(x0). Suppose also that
H(x0) > 0, where H(x0) deﬁned in (4.33) involves the ith derivatives (for 0 i  4) of V andm at x0 . Thenψh
is orbitally stable if h is suﬃciently small and x0 is a non-degenerate local minimum point of G. Furthermore,
ψh is orbitally unstable if n is odd.
Remark 2. Theorems 1.2–1.4 may include all the cases of values ∇V (x0) and V (x0) for the orbital
stability problem of (1.3) with critical exponent (1.4). Theorem 1.3 may generalize the main result
of [26] to the case that the function m is a positive and nonconstant function. As V ≡ 0, Theorem 1.4
coincides with Theorem 1.1 because of
∇2G(x0) =m(x0)− N2 −1
[
m(x0)∇2V (x0) − N
2
[
V (x0) + λ
]∇2m(x0)
]
.
Remark 3. Here we give examples for the potentials V and m which satisfy the assumptions of The-
orems 1.2–1.4. As N = 2, we may set
V (x, y) = a0 +
4∑
i=1
ai Xi(x) +
4∑
i=1
bi Xi(y), (1.19)
and
m(x, y) = c0 +
4∑
i=1
ci Xi(x) +
4∑
i=1
di Xi(y), (1.20)
where ai ’s, bi ’s, ci ’s, di ’s are constants and Xi ’s are deﬁned by
X1(x) = sin x+ 1
6
sin3 x = 9
8
sin x− 1
24
sin(3x),
X2(x) = 2(1− cos x) + 1
3
(1− cos x)2 = 5
2
− 8
3
cos x+ 1
6
cos(2x),
X3(x) = sin3 x = 3
4
sin x− 1
4
sin(3x),
X4(x) = 4(1− cos x)2 = 6− 8cos x+ 2cos(2x),
for x ∈ R. One may ﬁnd the similar form of (1.19) and (1.20) to describe 2-D linear and nonlinear
optical lattices in [31] and [2], respectively. To fulﬁll the assumption of Theorems 1.2–1.4, we set
x0 = (0,0) and give conditions of ai ’s, bi ’s, ci ’s, di ’s as follows:
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ci = di = 0, i = 3,4.
(2) For Theorem 1.3, let a0 = c0 = a2 = b2 = 1, c2 = d2 = −3/64 and ai = bi = ci = di = 0, i = 1,3,4
for orbital stability, and let a0 = c0 = a2 = d2 = 7, b2 = c2 = −1 and ai = bi = ci = di = 0, i =
1,3,4 for orbital instability.
(3) For Theorem 1.4, let
a0 > 0, c0 > −48
3
c2 > 0, c0 > −48
3
d2 > 0, c0 > −48c4 > 0, |c2|, |d2| small,
and c1 = c3 = d1 = d3 = d4 = ai = bi = 0 for i = 1,2,3,4,
for orbital stability, and
a0 > 0, c0 > −32
3
c2 > 0, d2 > 0, c0 > −32c4 > 0, |c2|, |d2| small,
and c1 = c3 = d1 = d3 = d4 = ai = bi = 0 for i = 1,2,3,4,
for orbital instability.
Similarly, one may obtain examples for the case of N = 1,3.
The rest of this paper is organized as follows: In Section 2, we show the properties of uh . Then we
state the proof of Theorem 1.1 in Section 3. Theorems 1.2–1.4 are proved in Section 4.
2. Preliminaries
In this section, we study the properties of uh a single-spike bound state of (1.5) concentrated at
a non-degenerate critical point of G(x) := [V (x) + λ]m−N/2(x) (cf. [22,40]). Let xh be the unique local
maximum point of uh . So xh → x0 as h → 0.
Let vh(y) := uh(hy + xh) for all y ∈ RN . Then by (1.5), vh is a positive solution of
v − [V (hy + xh) + λ]v +m(hy + xh)vp = 0. (2.1)
For notation convenience, we still denote
Lh :=  −
[
V (hy + xh) + λ
]+m(hy + xh)pvp−1h (2.2)
as the linearized operator of Eq. (2.1) with respect to the solution vh . As the result of [40], vh can be
written as vh = wxh + φh , where wxh is the unique positive solution of⎧⎨
⎩
w − [V (xh) + λ]w +m(xh)wp = 0 in RN ,
w(0) = max
y∈RN
w(y), w(y) → 0 as |y| → +∞, (2.3)
and
‖φh‖∞ → 0 as h → 0. (2.4)
Moreover,
vh(y) C |y| 1−N2 exp
(−V 1/2|y|), ∀y ∈ RN , (2.5)
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wxh (y) =
[
V (xh) + λ
] 1
p−1m(xh)
− 1p−1 w
(√
V (xh) + λy
)
, (2.6)
where w is the positive solution of (1.6).
For the single-spike solution of (1.5), we recall the following result from [39] and [40]:
Lemma 2.1. Assume that there are positive constants γ and C such that
∣∣∇V (x)∣∣, ∣∣∇m(x)∣∣ C exp(γ |x|), ∀x ∈ RN . (2.7)
Then
∫
RN
[
1
p + 1∇m(hy + xh)v
p+1
h −
1
2
∇V (hy + xh)v2h
]
dy = 0 (2.8)
for 0 < h < h0 , where h0 is a positive constant depending on γ and λ.
In the rest of this section, for simplicity, we switch off the potential V , i.e., set V ≡ 0. Then by
Lemma 2.1, we obtain the uniqueness of uh as follows:
Lemma 2.2. Suppose (2.7) holds, V ≡ 0 and x0 is a non-degenerate critical point of m. Then uh is unique.
Proof. Suppose uh,1 and uh,2 are different single-spike solutions of (1.5) concentrating at the same
point x0. Let v1(y) := uh,1(hy + x0) and v2(y) := uh,2(hy + x0). Then both v1 and v2 satisfy
v − λv +m(hy + x0)vp = 0, for y ∈ RN ,
and v1, v2 → wx0 uniformly on RN as h → 0. Due to v1 	≡ v2, we may set
v˜h := v1 − v2‖v1 − v2‖∞
,
and then v˜h satisﬁes
v˜h − λv˜h +m(x0)pwp−1x0 v˜h +
[
m(hy + x0) −m(x0)
]
pwp−1x0 v˜h + N(v˜h) = 0, (2.9)
where N(v˜h) = m(hy + x0)[vp1 − vp2 − pwp−1x0 (v1 − v2)]/‖v1 − v2‖∞ . Hence by the standard elliptic
PDE theorems on Eq. (2.9), we may take a subsequence v˜h → v˜0, where v˜0 solves
v˜0 − λv˜0 +m(x0)pwp−1x0 v˜0 = 0.
Consequently, there exist constants c j ’s such that
v˜0 =
N∑
j=1
c j∂ j wx0 . (2.10)
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Maximum Principle, we have |yh| C . On the other hand, as (2.8), we may obtain∫
RN
∇m(hy + x0)vp+11 dy = 0=
∫
RN
∇m(hy + x0)vp+12 dy.
Thus
∫
RN
∇m(hy + x0)
(
vp+11 − vp+12
v1 − v2
)
v˜h dy = 0. (2.11)
Note that for all i = 1, . . . ,N , as h → 0,
∂im(hy + x0) = h
N∑
k=1
∂ikm(x0)yk + o(h), and v
p+1
1 − vp+12
v1 − v2 = (p + 1)w
p
x0 + o(1).
Hence from (2.10) and (2.11), we may obtain
0=
∫
RN
[
h
N∑
k=1
∂ikm(x0)yk
]
(p + 1)wpx0
(
N∑
j=1
c j∂ j wx0
)
dy + o(h)
= −h
N∑
j=1
∂i jm(x0)c j
∫
RN
wp+1x0 dy + o(h).
Hence by the assumption that ∇2m(x0) is non-degenerate, c j = 0 for j = 1, . . . ,N , i.e., v˜0 ≡ 0. This
may contradict to the fact that 1 = v˜h(yh) → v˜0(y0) for some y0 ∈ RN . Therefore, we may complete
the proof of Lemma 2.2. 
By Lemma 2.1, we may simplify the proof of [23] and get a shorter proof of the asymptotic behav-
ior of xh ’s as follows:
Lemma 2.3. Under the same hypotheses of Lemma 2.2,
xh = x0 + o(h) as h → 0. (2.12)
Proof. Fix i ∈ {1, . . . ,N} arbitrarily. By Taylor’s expansion of ∂im(x) and ∇m(x0) = 0, we obtain
∂im(hy + xh) =
N∑
j=1
∂i jm(x0)(hy j + xh, j − x0, j) + o(h) + o
(|xh − x0|).
Hence by Lemma 2.1 and vh = wx0 + o(1), we have
0 =
∫
N
∂im(hy + xh)vp+1h dy =
N∑
j=1
∂i jm(x0)(xh, j − x0, j)
∫
N
wp+1x0 dy + o(h) + o
(|xh − x0|).R R
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∫
RN
y jw
p+1
x0 dy = 0 for j = 1, . . . ,N . Using the assumption that
∇2m(x0) is non-degenerate, we obtain (2.12). 
Following the idea of [26], we may use Lemma 2.3 to show the asymptotic behavior of vh as
follows:
Lemma 2.4. Under the same hypotheses of Lemma 2.2,
vh = wxh + h2φ2 + o
(
h2
)
, as h → 0, (2.13)
where φ2 satisﬁes
φ2 − λφ2 +m(xh)pwp−1xh φ2 +
1
2
N∑
i, j=1
∂i jm(x0)yi y jw
p
xh = 0, and ∇φ2(0) = 0. (2.14)
Proof. Let φh = vh − wxh . Then it is easy to check that |φh| → 0 uniformly, and φh satisﬁes
φh − λφh +m(hy + xh)pwp−1xh φh + N(φh) + R(φh) = 0, and ∇φh(0) = 0, (2.15)
where
N(φh) =m(hy + xh)
[
(wxh + φh)p − wpxh − pwp−1xh φh
]
,
and
R(φh) =
[
m(hy + xh) −m(xh)
]
wpxh .
Note that by Lemma 2.3 and ∇m(x0) = 0,
m(hy + xh) −m(xh) = hy · ∇m(xh) + h
2
2
N∑
i, j=1
∂i jm(xh)yi y j + o
(
h2
)
= h
2
2
N∑
i, j=1
∂i jm(x0)yi y j + o
(
h2
)
. (2.16)
Now we claim that |φh| ch2 by contradiction. Suppose that h−2‖φh‖∞ → ∞. Let φ˜h = φh/‖φh‖∞ .
Then φ˜h satisﬁes
φ˜h − λφ˜h +m(hy + xh)pwp−1xh φ˜h +
N(φh)
‖φh‖∞ +
R(φh)
‖φh‖∞ = 0. (2.17)
Note that by (2.16),
R(φh)
‖φh‖∞  C
h2
‖φh‖∞ . (2.18)
Let yh be such that φ˜h(yh) = ‖φ˜h‖∞ = 1 (the same proof applies if φ˜h(yh) = −1). Then by (2.17)–
(2.18) and the Maximum Principle, we have |yh|  C . On the other hand, by the usual elliptic
regularity theory, we may take a subsequence φ˜h → φ˜0, where φ˜0 satisﬁes
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Hence φ˜0 ≡ 0. This may contradict to the fact that 1 = φ˜h(yh) → φ˜0(y0) for some y0. Therefore, we
may complete the claim that |φh| ch2.
Now we set φh,2 = φh − h2φ2. Then φh,2 = O(h2) and satisﬁes
φh,2 − λφh,2 +m(hy + xh)pwp−1xh φh,2 + N(φh,2) + R(φh,2) = 0, and ∇φh,2(0) = 0
where
N(φh,2) =m(hy + xh)
[(
wxh + h2φ2 + φh,2
)p − wpxh − pwp−1xh (h2φ2 + φh,2)],
and
R(φh,2) =
[
m(hy + xh) −m(xh) − h
2
2
N∑
i, j=1
∂i jm(x0)yi y j
]
wpxh
+ h2[m(hy + xh) −m(xh)]pwp−1xh φ2.
Thus as for previous argument, we may have φh,2 = o(h2) and complete the proof of Lemma 2.4. 
As for Proposition 3.1 of [24], one may get two lemmas as follows:
Lemma 2.5. For h small enough, the maps
Lxhφ := φ −
[
V (xh) + λ
]
φ +m(xh)pwp−1xh φ
are uniformly invertible from K⊥xh to C
⊥
xh
, where
K⊥xh =
{
φ ∈ H2(RN) ∣∣∣ ∫
RN
φ∂ j wxh dy = 0, j = 1, . . . ,N
}
⊂ H2(RN),
C⊥xh =
{
φ ∈ L2(RN) ∣∣∣ ∫
RN
φ∂ j wxh dy = 0, j = 1, . . . ,N
}
⊂ L2(RN).
Lemma 2.6. The map
Lx0φ := φ −
[
V (x0) + λ
]
φ +m(x0)pwp−1x0 φ
has eigenvalues μ j, j = 1, . . . ,N + 2, satisfying
μ1 > 0= μ2 = · · · = μN+1 > μN+2  · · · ,
where the kernel of Lx0 is spanned by ∂ j wx0 , j = 1, . . . ,N, and μ1 is simple.
In this section, our main result is the small eigenvalue estimates of Lh given by
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problem
Lhϕh = μhϕh (2.19)
has exactly N eigenvalues μ jh, j = 1, . . . ,N, in the interval [ 12μ1, 12μN+2], which satisfy
μ
j
h
h2
→ c0ν j (up to a subsequence) as h → 0, for j = 1, . . . ,N, (2.20)
where μ1 and μN+2 are deﬁned in Lemma 2.6, ν j ’s are the eigenvalues of the Hessian matrix ∇2m(x0) and
c0 = N2m(x0) is a positive constant. Furthermore, the corresponding eigenfunctions ϕ
j
h ’s satisfy
ϕ
j
h =
N∑
i=1
[
aij + o(1)
]
∂i wxh + O
(
h2
)
, j = 1, . . . ,N, (2.21)
where a j = (a1 j, . . . ,aNj)T is the eigenvector associated with ν j , namely,
∇2m(x0)a j = ν ja j . (2.22)
Here o(1) is a small quantity tending to zero and O(1) is a bounded quantity as h goes to zero.
Remark 4. Since Lh converges to Lx0 as h goes to zero, then Lh has inﬁnitely many eigenvalues
{μkh}∞k=0 such that each μkh tends to μk+1 for k  0 as h goes to zero. Hence by Lemma 2.6, as h
suﬃciently small, μ0h is a positive simple eigenvalue of Lh and μ
k
h < 0 for k N + 1. From (2.20), the
sign of μkh , k = 1, . . . ,N , is the same as the sign of eigenvalues of ∇2m(x0). Suppose ∇2m(x0) has
n positive eigenvalues. Then the number of positive eigenvalues of Lh is n + 1, i.e. n(Lh) = n + 1. In
particular, if n = 0, i.e. ∇2m(x0) is negative deﬁnite, then n(Lh) = 1.
Proof of Theorem 2.7. We may follow the arguments given in Section 5 of [43]. Assume that
‖ϕh‖L2 = 1. Since Lh converges to Lx0 as h goes to zero, then Lh has inﬁnitely many eigenval-
ues {μkh}∞k=0 such that each μkh tends to μk+1 for k  0 as h goes to zero. Due to μk = 0 for
k = 2, . . . ,N + 1 (see Lemma 2.6), it is easy to see that μh → 0 as h → 0, where μh ∈ {μ1h, . . . ,μNh }.
Then the corresponding eigenfunctions ϕh ’s can be written as
ϕh =
N∑
j=1
a jh∂ j wxh + ϕ⊥h , (2.23)
where ϕ⊥h ∈ K⊥xh . Hence by (2.19) and (2.23), ϕ⊥h satisﬁes
ϕ⊥h − λϕ⊥h +m(xh)pwp−1xh ϕ⊥h + R
(
ϕ⊥h
)+ N∑
j=1
a jhLh∂ j wxh
= μh
(
N∑
j=1
a jh∂ j wxh + ϕ⊥h
)
, (2.24)
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R
(
ϕ⊥h
)=m(hy + xh)p(vp−1h − wp−1xh )ϕ⊥h + [m(hy + xh) −m(xh)]pwp−1xh ϕ⊥h .
Using (2.16) and Lemma 2.4, we have
Lh∂ j wxh =m(hy + xh)p
(
vp−1h − wp−1xh
)
∂ j wxh +
[
m(hy + xh) −m(xh)
]
pwp−1xh ∂ j wxh
= O(h2), (2.25)
and
R
(
ϕ⊥h
)= O (h2)ϕ⊥h . (2.26)
Here we have used the fact that p−1 = 4N > 1. From Lemma 2.5, the map Lxh = −λ+m(xh)pwp−1xh
is uniformly invertible in the space K⊥xh . Thus by (2.25), (2.26) and μh → 0, we have
∥∥ϕ⊥h ∥∥H2  c(h2 + |μh|)
N∑
j=1
∣∣a jh∣∣. (2.27)
To estimate μh and a
j
h ’s, multiplying (2.24) by ∂kwxh and integrating over R
N , we may obtain
∫
RN
(
Lhϕ
⊥
h
)
∂kwxh dy +
N∑
j=1
a jh
∫
RN
(Lh∂ j wxh )∂kwxh dy = μh
N∑
j=1
a jh
∫
RN
∂ j wxh∂kwxh dy. (2.28)
Here we have used the fact that ϕ⊥h ∈ K⊥xh . Note that since Lhϕ⊥h = Lxhϕ⊥h + R(ϕ⊥h ), then (2.24) can be
written as
Lhϕ
⊥
h +
N∑
j=1
a jhLh∂ j wxh = μh
(
N∑
j=1
a jh∂ j wxh + ϕ⊥h
)
.
Using (2.25), (2.27), μh = o(1) and integration by parts, we obtain∫
RN
(
Lhϕ
⊥
h
)
∂kwxh dy =
∫
RN
ϕ⊥h Lh∂kwxh dy = o
(
h2
)
, (2.29)
and
∫
RN
(Lh∂ j wxh )∂kwxh dy =
h2
p + 1
∫
RN
wp+1xh dy ∂ jkm(x0) + o
(
h2
)
, (2.30)
which we have proved in Appendix A. Substituting (2.29) and (2.30) into (2.28), we may obtain
1
p + 1
∫
N
wp+1xh dy
N∑
j=1
∂ jkm(x0)a
j
h =
μh
h2
akh
∫
N
(∂kwxh )
2 dy + o(1).R R
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converge to 0. Thus
μ
j
h
h2
→ c0ν j for j = 1, . . . ,N and ah → a j , where
c0 = N
∫
RN
wp+1x0 dy
(p + 1) ∫
RN
|∇wx0 |2 dy
= N
2m(x0)
,
and a j is the eigenvector corresponding to ν j . Here we have used the fact that
∫
RN
|∇wx0 |2 dy =
N
N + 2m(x0)
∫
RN
wp+1x0 dy,
which can be proved by Pohozaev identity. The rest of the proof follows from a perturbation result,
similar to pp. 1473–1474 of [43]. We may omit the details here. 
3. Proof of Theorem 1.1
In this section, we ﬁrstly study the asymptotic expansion of d′′(λ) as h → 0, and then complete
the proof of Theorem 1.1. To drive the O(h4) order terms of d′′(λ)/hN , we need the following lemma:
Lemma 3.1. Under the same hypotheses of Lemma 2.2,
xh = x0 + h2x1 +O
(
h3
)
, as h → 0, (3.1)
where x1 ∈ RN satisﬁes
∇2m(x0)x1 = −
∫
RN
|y|2wp+1 dy
2Nλ
∫
RN
wp+1 dy
∇(m)(x0). (3.2)
Proof. By Lemma 2.3 and ∇m(x0) = 0, for all i = 1, . . . ,N , we have
∂im(hy + xh) =
N∑
j=1
∂i jm(x0)(hy j + xh, j − x0, j) + O
(
h2
)
. (3.3)
Then by (2.8), (3.3) and Lemma 2.4, we have
0=
∫
RN
∂im(hy + xh)vp+1h dy
=
N∑
j=1
∂i jm(x0)
∫
RN
(hy j + xh, j − x0, j)
[
wp+1xh +O(h)
]
dy +O(h2)
=
N∑
j=1
∂i jm(x0)(xh, j − x0, j)
∫
RN
wp+1x0 dy + O
(
h2
)
.
Here we have used the fact that
∫
RN
y jw
p+1
xh dy = 0 for j = 1, . . . ,N . Thus xh = x0 + O(h2). Conse-
quently, we may set xh = x0 + h2 x¯h . Then x¯h = O(1) and by Taylor’s formula of ∂im(x), we have
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N∑
j=1
∂i jm(x0)
(
hy j + h2x¯h
)+ h2
2
N∑
j,k=1
∂i jkm(x0)y j yk + O
(
h3
)
. (3.4)
Hence by (2.8), (3.4) and Lemma 2.4, we may obtain
0 = h2
N∑
j=1
∂i jm(x0)x¯h, j
∫
RN
wp+1xh dy +
h2
2
N∑
j,k=1
∂i jkm(x0)
∫
RN
y j ykw
p+1
xh dy + O
(
h3
)
= h2
N∑
j=1
∂i jm(x0)x¯h, j
∫
RN
wp+1x0 dy +
h2
2N
N∑
k=1
∂ikkm(x0)
∫
RN
|y|2wp+1x0 dy +O
(
h3
)
.
Here we have used the fact that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
RN
y jw
p+1
x0 dy = 0, ∀ j = 1, . . . ,N,
∫
RN
y j ykw
p+1
x0 =
δ jk
N
∫
RN
|y|2wp+1x0 dy, ∀ j,k = 1, . . . ,N.
Therefore, we may complete the proof because
wx0(y) = λN/4m(x0)−N/4w(
√
λy). 
From Lemmas 2.4 and 3.1, we may deduce that
Theorem 3.2. Under the same hypotheses of Lemma 2.2, for h small enough, uh is smooth on λ. Let Rh :=
∂uh
∂λ
(hy + xh). Then
LhRh − vh = 0 (3.5)
and
Rh = R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h , (3.6)
where R0 = λ−1( 1p−1 vh + 12 y · ∇vh), c jh = O(h), R⊥h = O(h3) and R1 satisﬁes
R1 − λR1 +m(xh)pwp−1xh R1 −
1
2λ
N∑
i, j=1
∂i jm(x0)yi y jw
p
xh = 0. (3.7)
Furthermore,
∇2m(x0)
(
h−1ch
)→ −
∫
RN
|y|2wp+1 dy
2Nλ2
∫
RN
wp+1 dy
∇(m)(x0), as h → 0, (3.8)
where ch := (c1h, . . . , cNh )T .
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on λ and Rh satisﬁes (3.5). Now we decompose Rh as
Rh = R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h ,
where R⊥h ∈ K⊥xh . Then R⊥h satisﬁes
LhR
⊥
h +
[
LhR0 + h2LhR1 − vh
]+ N∑
j=1
c jhLh∂ j wxh = 0. (3.9)
As for the proof of Theorem 2.7, we have
∥∥R⊥h ∥∥H2  c
(∥∥LhR0 + h2LhR1 − vh∥∥L2 +
N∑
j=1
∣∣c jh∣∣h2
)
. (3.10)
It is easy to check
LhR0 = vh − h2λ y · ∇m(hy + xh)v
p
h . (3.11)
Hence by Lemmas 2.4, 3.1, (3.7) and (3.11), we obtain
LhR0 + h2LhR1 − vh = − h
3
2λ
[
N∑
i, j=1
∂i jm(x0)x1,i y j + 12
∑
i, j,k=1
∂i jkm(x0)yi y j yk
]
wpxh + O
(
h4
)
.
(3.12)
Consequently, by (3.10),
∥∥R⊥h ∥∥H2  c
(
h3 +
N∑
j=1
∣∣c jh∣∣h2
)
. (3.13)
To estimate c jh ’s, we may multiply (3.9) by ∂kwxh and integrate over R
N . Then
∫
RN
(
LhR
⊥
h
)
∂kwxh dy +
∫
RN
[
LhR0 + h2LhR1 − vh
]
∂kwxh dy +
N∑
j=1
c jh
∫
RN
(Lh∂ j wxh )∂kwxh dy = 0.
(3.14)
Hence by (2.30), (3.14) may imply
∣∣c jh∣∣ Ch2
[∣∣∣∣
∫
RN
(
LhR
⊥
h
)
∂kwxh dy
∣∣∣∣+
∣∣∣∣
∫
RN
[
LhR0 + h2LhR1 − vh
]
∂kwxh dy
∣∣∣∣
]
. (3.15)
Using integration by parts and (2.25), we have
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(
LhR
⊥
h
)
∂kwxh dy =
∫
RN
R⊥h Lh∂kwxh dy =
∥∥R⊥h ∥∥L2O(h2). (3.16)
Therefore, by (3.12), (3.13), (3.15) and (3.16), we may obtain |c jh| = O(h). Consequently, by (3.13),
R⊥h = O(h3). Thus by (3.16), ∫
RN
(
LhR
⊥
h
)
∂kwxh dy = O
(
h5
)
. (3.17)
Hence by (2.30), (3.12) and (3.17), (3.14) gives
1
p + 1
∫
RN
wp+1x0 dy
N∑
j=1
∂ jkm(x0)
(
h−1c jh
)
= 1
2λ
∫
RN
[
N∑
i, j=1
∂i jm(x0)x1,i y j + 12
N∑
i, j,l=1
∂i jlm(x0)yi y j yl
]
wpxh∂kwxh dy + o(1). (3.18)
Using integration by parts, we obtain
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
RN
y jw
p
xh∂kwxh dy = −
δ jk
p + 1
∫
RN
wp+1xh dy,
∫
RN
yi y j ylw
p
xh∂kwxh dy = −
δikδ jl + δ jkδil + δlkδi j
N(p + 1)
∫
RN
|y|2wp+1xh dy,
where δ is the Kronecker symbol. Hence by (3.18), |c jh| = O(h) for j = 1, . . . ,N . Moreover, by (3.2), we
obtain (3.8) and complete the proof. 
Let us now compute d′′(λ). From (1.9), it is easy to get
d′(λ) = 1
2
∫
RN
u2h dx
and hence
d′′(λ) =
∫
RN
uh
∂uh
∂λ
dx = hN
∫
RN
vhRh dy. (3.19)
Using integration by parts and (3.5), we have
∫
RN
vhR0 dy =
∫
RN
vhλ
−1
(
1
p − 1 vh +
1
2
y · ∇vh
)
dy = λ−1
(
1
p − 1 −
N
4
)∫
RN
v2h dy = 0, (3.20)
since p = 1+ 4N . Hence, by (3.19) and Theorem 3.2, we have
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hN
=
∫
RN
vh
[
R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h
]
dy
=
∫
RN
vh
[
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h
]
dy
(
because
∫
RN
vhR0 dy = 0
)
=
∫
RN
Rh
[
N∑
j=1
c jhLh∂ j wxh + h2LhR1 + LhR⊥h
]
dy (because LhRh = vh)
=
∫
RN
[
R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h
][
N∑
j=1
c jhLh∂ j wxh + h2LhR1 + LhR⊥h
]
dy.
Therefore, by (2.25), (3.9) and c jh = O(h),
d′′(λ)
hN
=
∫
RN
R0[vh − LhR0]dy +
N∑
j,k=1
c jhc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy
+ h4
∫
RN
R1(LhR1)dy + O
(
h5
)
. (3.21)
For the integral
∫
RN
R0[vh − LhR0]dy, by (3.11) and using integration by parts, we have
∫
RN
R0[vh − LhR0]dy =
∫
RN
λ−1
(
1
p − 1 vh +
1
2
y · ∇vh
)[
h
2λ
y · ∇m(hy + xh)vph
]
dy
= 1
2λ2
∫
RN
N
4(N + 2)
[
hy · ∇m(hy + xh) − h2
N∑
i, j=1
∂i jm(hy + xh)yi y j
]
vp+1h dy.
Note that by Lemmas 2.4, 3.1 and Theorem 3.2, we have
hy · ∇m(hy + xh) − h2
N∑
i, j=1
∂i jm(hy + xh)yi y j
= hy · ∇m(xh) − h
3
2
N∑
i, j,k=1
∂i jkm(xh)yi y j yk − h
4
3
N∑
i, j,k,l=1
∂i jklm(xh)yi y j yk yl + o
(
h4
)
,
and
vph = wpxh + h2pwp−1xh φ2 + O
(
h3
)
. (3.22)
Hence
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R0[vh − LhR0]dy = N8(N + 2)λ
−2
∫
RN
[
−h
4
3
N∑
i, j,k,l=1
∂i jklm(xh)yi y j yk yl
]
wp+1xh dy + o
(
h4
)
= − h
4
8(N + 2)2 λ
−2
∫
RN
|y|4wp+1xh dy2m(x0) + o
(
h4
)
= − h
4
8(N + 2)2 λ
−3m(x0)−
N
2 −1
∫
RN
|y|4wp+1 dy2m(x0) + o
(
h4
)
. (3.23)
Here we have used the following identities:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
RN
yiw
p+1
xh dy =
∫
RN
yi y j ykw
p+1
xh dy = 0, for all i, j,k = 1, . . . ,N;
∫
RN
yi y j yk ylw
p+1
xh dy = 0, if yi y j yk yl is an odd function on one of its variate;
∫
RN
y4i w
p+1
xh dy =
3
N(N + 2)
∫
RN
|y|4wp+1xh dy, for all i = 1, . . . ,N;
∫
RN
y2i y
2
j w
p+1
xh dy =
1
N(N + 2)
∫
RN
|y|4wp+1xh dy, for all i 	= j,
which can be proved by polar coordinates.
For the sum
∑N
j,k=1 c
j
hc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy, we may use (2.30) and (3.8) to get
N∑
j,k=1
c jhc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy
= h
4
p + 1
∫
RN
wp+1xh dy
N∑
j,k=1
(
h−1c jh
)(
h−1ckh
)
∂ jkm(x0) + o
(
h4
)
= h
4
8N(N + 2)λ
−3m(x0)−
N
2 −1 (
∫
RN
|y|2wp+1 dy)2∫
RN
wp+1 dy
∇(m)(x0) ·
[∇2m(x0)]−1∇(m)(x0)
+ o(h4). (3.24)
For the integral h4
∫
RN
R1(LhR1)dy, by (3.7), it is obvious that R1(λ
− 12 y) satisﬁes
R − R + pwp−1R − 1
2
λ
N
4 −2m(xh)−
N
4 −1
N∑
i, j=1
∂i jm(x0)yi y jw
p = 0. (3.25)
Hence
h4
∫
N
R1(LhR1)dy = h4
∫
N
R1(Lxh R1)dy +O
(
h6
)R R
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4
4
λ−3m(x0)−
N
2 −2
N∑
i, j,k,l=1
∂i jm(x0)∂klm(x0)
∫
RN
yi yiw
pL−10
(
yk ylw
p)dy
+ O(h6)
= h
4
4N2
λ−3m(x0)−
N
2 −2
∣∣m(x0)∣∣2
∫
RN
r2wpL−10
(
r2wp
)
dy
+ h
4
2N(N + 2)λ
−3m(x0)−
N
2 −2
∥∥∇2m(x0)∥∥22
∫
RN
r2wpΦ0(r)dy
− h
4
2N2(N + 2)λ
−3m(x0)−
N
2 −2
∣∣m(x0)∣∣2
∫
RN
r2wpΦ0(r)dy
+ O(h6). (3.26)
Here ‖∇2m(x0)‖22 =
∑N
i, j=1m2i j(x0) and we have used the following identities:
∫
RN
y2Nw
pL−10
(
y2Nw
p)dy = 1
N2
∫
RN
r2wpL−10
(
r2wp
)
dy + 2(N − 1)
N2(N + 2)
∫
RN
r2wpΦ0(r)dy, (3.27)
∫
RN
y2N−1wpL
−1
0
(
y2Nw
p)dy = 1
N2
∫
RN
r2wpL−10
(
r2wp
)
dy − 2
N2(N + 2)
∫
RN
r2wpΦ0(r)dy, (3.28)
∫
RN
yN−1 yNwpL−10
(
yN−1 yNwp
)
dy = 1
N(N + 2)
∫
RN
r2wpΦ0(r)dy, (3.29)
where Φ0 satisﬁes (1.16), which we have proved in Appendix B.
Therefore, combining (3.21), (3.23), (3.24) and (3.26), we obtain
d′′(λ)
hN
+ o(h4)= − h4
8(N + 2)2 λ
−3m(x0)−
N
2 −1
∫
RN
|y|4wp+1 dy2m(x0)
+ h
4
8N(N + 2)λ
−3m(x0)−
N
2 −1 (
∫
RN
|y|2wp+1 dy)2∫
RN
wp+1 dy
∇(m)(x0)
· [∇2m(x0)]−1∇(m)(x0)
+ h
4
4N2
λ−3m(x0)−
N
2 −2
∣∣m(x0)∣∣2
∫
RN
|y|2wpL−10
(|y|2wp)dy
+ h
4
2N2(N + 2)λ
−3m(x0)−
N
2 −2[N∥∥∇2m(x0)∥∥22
− ∣∣m(x0)∣∣2]
∫
RN
|y|2wpΦ0
(|y|)dy.
Consequently,
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hN+4
∫
RN
|y|4wp+1 dy d
′′(λ) = CN,1
∣∣m(x0)∣∣2 + CN,2(N∥∥∇2m(x0)∥∥22 − ∣∣m(x0)∣∣2)
+ CN,3m(x0)
[∇(m)(x0) · [∇2m(x0)]−1∇(m)(x0)]
−m(x0)2m(x0) + o(1),
where CN,1,CN,2,CN,3 are constants given by (1.13), (1.14), (1.15), respectively.
Now we may prove Theorem 1.1 as follows: Suppose that x0 is a non-degenerate local maximum
point of the function m(x), then the Hessian matrix ∇2m(x0) of m at x0 is negative deﬁnite. By
Theorem 2.7, we have n(Lh) = 1. On the other hand, we have p(d′′) = 1. Thus ψh is orbital stable
by the orbital stability criteria of [19,20]. For orbital instability, we denote the number of positive
eigenvalues of the Hessian matrix ∇2m(x0) by n. Then by Theorem 2.7, we obtain n(Lh) = n + 1. On
the other hand, we have p(d′′) = 1. Thus by the instability criteria of [20], we conclude that ψh is
orbitally unstable if n is odd. This may complete the proof of Theorem 1.1.
4. Proof of Theorems 1.2–1.4
In this section, we may generalize the argument of Sections 2 and 3 to prove Theorems 1.2–1.4. Let
vh(y) := uh(hy + xh), where uh is a single-spike bound state of (1.5) with a unique local maximum
point at xh . Then vh satisﬁes
vh −
[
V (hy + xh) + λ
]
vh +m(hy + xh)vph = 0 in RN . (4.1)
Suppose (2.7) hold. By (2.8) and [40], we have
m(x0)∇V (x0) = N
2
[
V (x0) + λ
]∇m(x0), (4.2)
so x0 may depend on λ. Note that by (4.2), ∇m(x0) = 0 if and only if ∇V (x0) = 0. By direct compu-
tation on the function G ,
∂i jG(x0) =m(x0)− N2 −1
[
m(x0)∂i j V (x0) +
(
1− N
2
)
∂i V (x0)∂ jm(x0) − N2
[
V (x0) + λ
]
∂i jm(x0)
]
.
In particular, if ∇m(x0) = 0, then
∇2G(x0) =m(x0)− N2 −1
[
m(x0)∇2V (x0) − N
2
[
V (x0) + λ
]∇2m(x0)
]
.
Using the identity (2.8), one may follow the arguments of Lemmas 2.2–2.4 to get the uniqueness
of uh and
xh = x0 + o(h); (4.3)
vh = wxh + hφ1 + h2φ2 + o
(
h2
)
, (4.4)
where φ1 and φ2 satisfy ∇φ1(0) = ∇φ2(0) = 0,
φ1 −
[
V (x0) + λ
]
φ1 +m(x0)pwp−1x0 φ1 − y · ∇V (x0)wx0 + y · ∇m(x0)wpx0 = 0, (4.5)
and
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[
V (xh) + λ
]
φ2 +m(xh)pwp−1xh φ2 − y · ∇V (x0)φ1 −
1
2
N∑
i, j=1
∂i j V (x0)yi y jwxh
+ y · ∇m(x0)pwp−1xh φ1 +
1
2
N∑
i, j=1
∂i jm(x0)yi y jw
p
xh +
1
2
m(x0)p(p − 1)wp−2xh φ21 = 0. (4.6)
Here we have used the hypothesis that x0 is a non-degenerate point of the function G . And the only
difference in the proof is that we need to estimate the term
1
p + 1∇m(x0)
∫
RN
vp+1h dy −
1
2
∇V (x0)
∫
RN
v2h dy,
to estimate which one may use the following Pohozaev identity (cf. [35])
∫
RN
[
2
N + 2m(hy + xh) +
h
p + 1 y · ∇m(hy + xh)
]
vp+1h dy
=
∫
RN
[
V (hy + xh) + λ + h2 y · ∇V (hy + xh)
]
v2h dy.
For the small eigenvalue estimates of Lh , one may generalize the idea of Theorem 2.7 to get
Theorem 4.1. For h small enough, the eigenvalue problem
Lhϕh = μhϕh (4.7)
has exactly N eigenvalues μ jh, j = 1, . . . ,N, in the interval [ 12μ1, 12μN+2], which satisfy
μ
j
h
h2
→ c0ν j, as h → 0, for j = 1, . . . ,N, (4.8)
whereμ1 and μN+2 are deﬁned Lemma 2.6, ν j ’s are the eigenvalues of the Hessian matrix ∇2G(x0), and c0 =
−m(x0)N/2V (x0)+λ = −G(x0)−1 is a negative constant. Furthermore, the corresponding eigenfunctions ϕ
j
h ’s satisfy
ϕ
j
h =
N∑
i=1
[
aij + o(1)
]
(∂i wxh + hψi) + O
(
h2
)
, j = 1, . . . ,N, (4.9)
where each ψi is the solution of
ψi −
[
V (xh) + λ
]
ψi +m(xh)pwp−1xh ψi
+ [−y · ∇V (xh) + y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1]∂i wxh = 0, (4.10)
and a j = (a1 j, . . . ,aNj)T is the eigenvector corresponding to ν j , namely,
∇2G(x0)a j = ν ja j . (4.11)
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(1) As for Remark 4, Lh has inﬁnitely many eigenvalues {μkh}∞k=0 such that each μkh tends to μk+1
for k  0 as h goes to zero. Hence by Lemma 2.6, as h suﬃciently small, μ0h is a positive simple
eigenvalue of Lh and μkh < 0 for k  N + 1. From (4.8), the sign of μkh,k = 1, . . . ,N , is the same
as the sign of eigenvalues of −∇2G(x0). Suppose ∇2G(x0) has n negative eigenvalues. Then the
number of positive eigenvalues of Lh is n+1, i.e. n(Lh) = n+1. In particular, if n = 0, i.e. ∇2G(x0)
is positive deﬁnite, then n(Lh) = 1.
(2) As for the argument at p. 190 of [19], the linearized operator Hω can be written as Hω =
−Re(Lh) − i Im(Sh), where Sh =  − (V + λ) + mup−1h . Note that Sh is a self-adjoint operator.
Let Shv1 = λ1v1, where λ1 is the maximum eigenvalue of Sh . By the variational principle of
eigenvalues, λ1 is simple and v1 is a positive function (cf. Theorem 8.38 of [18]). Suppose λ1 	= 0.
Then due to Shuh = 0, uh and v1 have to be orthogonal, i.e.
∫
RN
uhv1 = 0. However, this may be
impossible since both uh and v1 are positive functions. Therefore, λ1 = 0 and Sh is non-positive
deﬁnite.
(3) To prove Theorem 4.1, one may follow the arguments in the proof of Theorem 2.7 and use the
following identity
∫
RN
∂kwxh Lh(∂ j wxh + hψ j)dy = −
h2
N + 2
∫
RN
wp+1 dy ∂ jkG(x0) + o
(
h2
)
, (4.12)
to replace (2.30) (see Appendix C). The main difference between Theorems 2.7 and 4.1 is that
(4.9) has the solution ψi of (4.10) which comes from
Lh∂i wxh = h
[−y · ∇V (x0) + y · ∇m(x0)pwp−1xh
+m(x0)p(p − 1)wp−2xh φ1
]
∂i wxh + O
(
h2
)
. (4.13)
Therefore, we may omit the detailed proof of Theorem 4.1 here.
Since the potential function V is nonzero, then x0 may depend on λ and the asymptotic expansion
of d′′(λ) becomes more complicated. Indeed, when m ≡ 1 and V (x0) 	= 0, the result in [26] shows
that the effect of potential function V on d′′(λ) is O(h2). On the other hand, when V ≡ 0 and condi-
tion (1.12) holds, the effect of m on d′′(λ) is O(h4) (see Section 3). Generally, when both m and V are
not constant, we may show
(I) the effect of V and m on d′′(λ) is O(1) if ∇V (x0) 	= 0 (see Theorem 1.2);
(II) the effect of V and m on d′′(λ) is O(h2) if ∇V (x0) = 0 and V (x0) 	= 0 (see Theorem 1.3);
(III) the effect of V and m on d′′(λ) is O(h4) if ∇V (x0) = 0,V (x0) = 0 and one local condition holds
(see Theorem 1.4).
Now we divide three cases to prove these results.
Case I. ∇V (x0) 	= 0.
Let Rh := ∂uh∂λ (hy + xh). Then (3.5) and (3.20) hold. Hence one may apply the idea of Theorem 3.2
to get
Rh =
N∑
cih(∂i wxh + hψi) + R0 + R⊥h , (4.14)
i=1
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∇2G(x0)(hch) → −N2m(x0)
− N2 −1∇m(x0), (4.15)
and
R0 =
[
V (xh) + λ
]−1( 1
p − 1 vh +
1
2
y · ∇vh
)
, R⊥h = O(h). (4.16)
Thus
d′′(λ)
hN
=
∫
RN
vhRh dy =
∫
RN
vh
[
N∑
i=1
cih(∂i wxh + hψi) + R0 + R⊥h
]
dy
=
∫
RN
vh
N∑
i=1
cih(∂i wxh + hψi)dy + O(h)
(
because
∫
RN
vhR0 dy = 0
)
=
∫
RN
Rh
N∑
i=1
cihLh(∂i wxh + hψi)dy +O(h) (because LhRh = vh)
=
∫
RN
[
N∑
k=1
ckh(∂kwxh + hψk) + R0 + R⊥h
]
N∑
i=1
cihLh(∂i wxh + hψi)dy + O(h).
Therefore, by (4.10), (4.13), (4.12), (4.15) and (4.16), we obtain
d′′(λ)
hN
= − N
2
4(N + 2)m(x0)
−N−2
∫
RN
wp+1 dy∇m(x0)
· [∇2G(x0)]−1∇m(x0) + O(h). (4.17)
Consequently, if x0 is a non-degenerate local minimum point of G , then the Hessian matrix ∇2G(x0) is
positive deﬁnite. By Theorem 4.1, we have n(Lh) = 1. On the other hand, by (4.17), we have p(d′′) = 0.
Thus we complete the proof of Theorem 1.2 by the orbital instability criteria of [19,20].
Case II. ∇V (x0) = 0 and V (x0) 	= 0.
Firstly, note that in this case, φ1 ≡ 0 and ψi ≡ 0. Then one may apply the idea of Lemma 3.1 and
Theorem 3.2 to obtain
xh = x0 + h2x1 +O
(
h3
); (4.18)
Rh = R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h , (4.19)
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∇2G(x0)x1 = −N + 2
4N
[
V (x0) + λ
]−1
m(x0)
− N2
(∫
RN
|y|2w2 dy∫
RN
wp+1 dy
)
∇(V )(x0)
+ 1
4
m(x0)
− N2 −1
(∫
RN
|y|2wp+1 dy∫
RN
wp+1 dy
)
∇(m)(x0), (4.20)
R1 satisﬁes
R1 −
[
V (xh) + λ
]
R1 +m(xh)pwp−1xh R1
+ [V (xh) + λ]−1
[
N∑
i, j=1
∂i j V (x0)yi y jwxh −
1
2
N∑
i, j=1
∂i jm(x0)yi y jw
p
xh
]
= 0, (4.21)
R⊥h = O(h3) and c jh = O(h) for j = 1, . . . ,N . Moreover, ch := (c1h, . . . , cNh ) satisﬁes
∇2G(x0)
(
h−1ch
)= c0 + o(1), (4.22)
where
c0 = −
[
V (x0) + λ
]−1
m(x0)
− N2 ∇2V (x0)x1
− N + 2
2N
[
V (x0) + λ
]−2
m(x0)
− N2
(∫
RN
|y|2w2 dy∫
RN
wp+1 dy
)
∇(V )(x0)
+ 1
4
[
V (x0) + λ
]−1
m(x0)
− N2 −1
(∫
RN
|y|2wp+1 dy∫
RN
wp+1 dy
)
∇(m)(x0). (4.23)
Hence
d′′(λ)
hN
=
∫
RN
vhRh dy =
∫
RN
vh
[
R0 +
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h
]
dy
=
∫
RN
vh
[
N∑
j=1
c jh∂ j wxh + h2R1 + R⊥h
]
dy
(
because
∫
RN
vhR0 dy = 0
)
=
∫
RN
Rh
[
N∑
j=1
c jhLh∂ j wxh + h2LhR1 + LhR⊥h
]
dy (because LhRh = vh)
=
∫
RN
[
R0 +
N∑
k=1
ckh∂kwxh + h2R1 + R⊥h
][
N∑
j=1
c jhLh∂ j wxh + h2LhR1 + LhR⊥h
]
dy.
Therefore, by (4.10), (4.13) and (4.19), we obtain
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hN
=
∫
RN
R0[vh − LhR0]dy +
N∑
j,k=1
c jhc
k
h
∫
RN
∂kwxh Lh(∂ j wxh )dy
+ h4
∫
RN
R1(LhR1)dy + O
(
h5
)
. (4.24)
For the integral
∫
RN
R0[vh − LhR0]dy, by direct computation, we have
vh − LhR0 = −
[
V (xh) + λ
]−1[
V (hy + xh) − V (xh) + h2 y · ∇V (hy + xh)
]
vh
+ h
2
[
V (xh) + λ
]−1
y · ∇m(hy + xh)vph . (4.25)
Thus by (4.4), (4.18) and (2.6), we obtain
∫
RN
R0[vh − LhR0]dy = h
2
2N
[
V (x0) + λ
]−3
m(x0)
− N2
∫
RN
|y|2w2 dyV (x0) + O
(
h4
)
. (4.26)
For the sum
∑N
j,k=1 c
j
hc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy, by (4.10), (4.13) and c
j
h = O(h) for j = 1, . . . ,N ,
we have
N∑
j,k=1
c jhc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy = O
(
h4
)
. (4.27)
Combining (4.26), (4.27) and (4.24), we obtain
d′′(λ)
hN
= h
2
2N
[
V (x0) + λ
]−3
m(x0)
− N2
∫
RN
|y|2w2 dyV (x0) + O
(
h4
)
. (4.28)
Consequently, by (4.28), we have p(d′′) = 12 (1 + V (x0)|V (x0)| ). On the other hand, by Theorem 4.1, we
have n(Lh) = n+ 1. Thus we complete the proof of Theorem 1.3 by the orbital stability and instability
criteria of [19,20].
Case III. ∇V (x0) = 0,V (x0) = 0.
In this case, we shall use (4.23), (4.20) and (4.24) to compute the O(h4) term of d′′(λ)/hN .
For the integral
∫
RN
R0[vh − LhR0]dy, by (4.25) and integration by parts, we obtain
∫
RN
R0[vh − LhR0]dy
= −[V (xh) + λ]−2
∫
RN
(
1
p − 1 vh +
1
2
y · ∇vh
)[
V (hy + xh) − V (xh) + h2 y · ∇V (hy + xh)
]
vh dy
+ [V (xh) + λ]−2
∫
N
(
1
p − 1 vh +
1
2
y · ∇vh
)
h
2
y · ∇m(hy + xh)vph dyR
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[
V (xh) + λ
]−2 ∫
RN
[
3hy · ∇V (hy + xh) + h2
N∑
i, j=1
∂i j V (hy + xh)yi y j
]
v2h dy
+ N
8(N + 2)
[
V (xh) + λ
]−2 ∫
RN
[
hy · ∇m(hy + xh) − h2
N∑
i, j=1
∂i jm(hy + xh)yi y j
]
vp+1h dy.
Hence by (4.18), (4.19) and Taylor’s formulas of V and m, we have
∫
RN
R0[vh − LhR0]dy = 18
[
V (xh) + λ
]−2 ∫
RN
[
4h2
N∑
i, j=1
∂i j V (x0)yi y jw
2
xh
+ 8h4
N∑
i, j=1
∂i j V (x0)yi y jwxhφ2 + 4h4
N∑
i, j,k=1
∂i jkV (x0)x1,i y j ykw
2
xh
+ h4
N∑
i, j,k,l=1
∂i jklV (x0)yi y j yk ylw
2
xh
]
dy
+ N
8(N + 2)
[
V (xh) + λ
]−2 ∫
RN
[
−h
4
3
N∑
i, j,k,l=1
∂i jklm(x0)yi y j yk yl
]
wp+1xh dy
+ o(h4). (4.29)
For the sum
∑N
j,k=1 c
j
hc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy, by (4.12) and (4.22), we obtain
N∑
j,k=1
c jhc
k
h
∫
RN
∂kwxh (Lh∂ j wxh )dy = −
h4
N + 2
∫
RN
wp+1 dy∇2G(x0)c0 · c0 + o
(
h4
)
. (4.30)
For the integral
∫
RN
R1(LhR1)dy, by (4.21), R1(
y√
V (xh)+λ ) satisﬁes
R − R + pwp−1R + [V (xh) + λ] N4 −3m(xh)− N4 N∑
i, j=1
∂i j V (x0)yi y jw
− 1
2
[
V (xh) + λ
] N
4 −2m(xh)−
N
4 −1
N∑
i, j=1
∂i jm(x0)yi y jw
p = 0. (4.31)
Hence
∫
RN
R1(LhR1)dy =
∫
RN
R1(Lxh R1)dy +O
(
h2
)
= [V (xh) + λ]−5m(xh)− N2 N∑
i, j,k,l=1
∂i j V (x0)∂klV (x0)
∫
N
yi y jwL
−1
0 (yk ylw)dyR
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i, j,k,l=1
∂i j V (x0)∂klm(x0)
∫
RN
yi y jwL
−1
0
(
yk ylw
p)dy
+ 1
4
[
V (xh) + λ
]−3
m(xh)
− N2 −2
N∑
i, j,k,l=1
∂i jm(x0)∂klm(x0)
·
∫
RN
yi y jw
pL−10
(
yk ylw
p)dy + O(h2). (4.32)
As in Section 3, we have used the following identities:
N∑
i, j=1
∂i j V (x0)
∫
RN
yi y jw
2
xh
dy = 1
N
∫
RN
|y|2w2xh dyV (x0) = 0,
N∑
i, j=1
∂i j V (x0)
∫
RN
yi y jwxhφ2 dy
= 1
2
[
V (xh) + λ
]−3
m(xh)
− N2
N∑
i, j,k,l=1
∂i j V (x0)∂klV (x0)
∫
RN
yi y jwL
−1
0 (yk ylw)dy
− 1
2
[
V (xh) + λ
]−2
m(xh)
− N2 −1
N∑
i, j,k,l=1
∂i j V (x0)∂klm(x0)
∫
RN
yi y jwL
−1
0
(
yk ylw
p)dy,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N∑
i, j,k=1
∂i jkV (x0)x1,i
∫
RN
y j ykw
2
xh
dy = 1
N
∫
RN
|y|2w2xh dy∇(V )(x0) · x1,
N∑
i, j,k,l=1
∂i jklV (x0)
∫
RN
yi y j yk ylw
2
xh
= 3
N(N + 2)
∫
RN
|y|4w2xh dy2V (x0),
N∑
i, j,k,l=1
∂i jklm(x0)
∫
RN
yi y j yk ylw
p+1
xh =
3
N(N + 2)
∫
RN
|y|4wp+1xh dy2m(x0),
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
RN
y2NwL
−1
0
(
y2Nw
)
dy = 1
N2
∫
RN
r2wL−10
(
r2w
)
dy + 2(N − 1)
N2(N + 2)
∫
RN
r2wΦ1(r)dy,
∫
RN
y2N−1wL
−1
0
(
y2Nw
)
dy = 1
N2
∫
RN
r2wL−10
(
r2w
)
dy − 2
N2(N + 2)
∫
RN
r2wΦ1(r)dy,
∫
N
yN−1 yNwL−10 (yN−1 yNw)dy =
1
N(N + 2)
∫
N
r2wΦ1(r)dy,R R
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
RN
y2NwL
−1
0
(
y2Nw
p)dy = 1
N2
∫
RN
r2wL−10
(
r2wp
)
dy + 2(N − 1)
N2(N + 2)
∫
RN
r2wΦ0(r)dy,
∫
RN
y2N−1wL
−1
0
(
y2Nw
p)dy = 1
N2
∫
RN
r2wL−10
(
r2wp
)
dy − 2
N2(N + 2)
∫
RN
r2wΦ0(r)dy,
∫
RN
yN−1 yNwL−10
(
yN−1 yNwp
)
dy = 1
N(N + 2)
∫
RN
r2wΦ0(r)dy,
where Φ0,Φ1 satisfy⎧⎨
⎩Φ
′′
0 +
N − 1
r
Φ ′0 − Φ0 + pwp−1Φ0 −
2N
r2
Φ0 − r2wp = 0, r ∈ (0,∞),
Φ0(0) = Φ ′0(0) = 0,
and ⎧⎨
⎩Φ
′′
1 +
N − 1
r
Φ ′1 − Φ0 + pwp−1Φ1 −
2N
r2
Φ1 − r2w = 0, r ∈ (0,∞),
Φ1(0) = Φ ′1(0) = 0,
which can be proved as in Appendix B.
Therefore, combining (4.24), (4.29), (4.30) and (4.32), we obtain
d′′(λ)
hN+4
+ o(1) = H2(x0) + H3(x0) + H4(x0) ≡ H(x0), (4.33)
where
H2(x0) = 3
N(N + 2)
[
V (x0) + λ
]−5
m(x0)
− N2
∫
RN
|y|2wΦ1
(|y|)dy ∥∥∇2V (x0)∥∥22
− 3
N(N + 2)
[
V (x0) + λ
]−4
m(x0)
− N2 −1
∫
RN
|y|2wΦ0
(|y|)dy∇2V (x0) · ∇2m(x0)
+ 1
4N2
[
V (x0) + λ
]−3
m(x0)
− N2 −2
∫
RN
|y|2wpL−10
(|y|2wp)dy ∣∣m(x0)∣∣2
+ 1
2N(N + 2)
[
V (x0) + λ
]−3
m(x0)
− N2 −2
∫
RN
|y|2wpΦ0
(|y|)dy ∥∥∇2m(x0)∥∥22
− 1
2N2(N + 2)
[
V (x0) + λ
]−3
m(x0)
− N2 −2
∫
RN
|y|2wpΦ0
(|y|)dy ∣∣m(x0)∣∣2, (4.34)
H3(x0) = 1
2N
[
V (x0) + λ
]−3
m(x0)
− N2
∫
RN
|y|2w2 dy∇(m)(x0) · x1
− 1
N + 2
∫
N
wp+1 dy c0 ·
[∇2G(x0)]−1c0, (4.35)R
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8N(N + 2)
[
V (x0) + λ
]−4
m(x0)
− N2
∫
RN
|y|4w2 dy2V (x0)
− 1
8(N + 2)2
[
V (x0) + λ
]−3
m(x0)
− N2 −1
∫
RN
|y|4wp+1 dy2m(x0). (4.36)
Consequently, p(d′′) = 1 if H(x0) > 0, where H(x0) deﬁned in (4.33) involves the ith derivatives (for
0  i  4) of V and m at x0. On the other hand, by Theorem 4.1, we have n(Lh) = n + 1. Thus we
complete the proof of Theorem 1.4 by the orbital stability and instability criteria of [19,20].
Appendix A
In this section, we want to prove (2.30) of Section 2, i.e.
∫
RN
(Lh∂ j wxh )∂kwxh dy =
h2
p + 1
∫
RN
wp+1xh dy ∂ jkm(x0) + o
(
h2
)
. (A.1)
Proof. Note that by Lemmas 2.3 and 2.4, we obtain
Lh∂ j wxh =
[
m(hy + xh) −m(xh)
]
pwp−1xh ∂ j wxh +m(hy + xh)p
(
vp−1h − wp−1xh
)
∂ j wxh
= h
2
2
N∑
i,l=1
∂ilm(x0)yi yl pw
p−1
xh ∂ j wxh + h2m(xh)p(p − 1)wp−2xh φ2∂ j wxh + o
(
h2
)
.
Hence we may write the integral
∫
RN
(Lh∂ j wxh )∂kwxh dy as follows:
∫
RN
(Lh∂ j wxh )∂kwxh dy = I1 + I2 + o
(
h2
)
, (A.2)
where
I1 = h
2
2
N∑
i,l=1
∂ilm(x0)
∫
RN
yi yl pw
p−1
xh ∂ j wxh∂kwxh dy, (A.3)
I2 = h2
∫
RN
m(xh)p(p − 1)wp−2xh φ2∂ j wxh∂kwxh dy. (A.4)
Note that from (2.3), we have
[
 − λ +m(xh)pwp−1xh
]
∂ jkwxh +m(xh)p(p − 1)wp−2xh ∂ j wxh∂kwxh = 0. (A.5)
Hence by (2.14), (A.4) and (A.5), we may use integration by parts to get
I2 = −h2
∫
N
φ2
[
 − λ +m(xh)pwp−1xh
]
∂ jkwxh dyR
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∫
RN
∂ jkwxh
[
 − λ +m(xh)pwp−1xh
]
φ2 dy
= h
2
2
N∑
i,l=1
∂ilm(x0)
∫
RN
yi ylw
p
xh∂ jkwxh dy
= −h
2
2
N∑
i,l=1
∂ilm(x0)
∫
RN
∂(yi ylw
p
xh )
∂ y j
∂kwxh dy
= −h
2
2
N∑
i,l=1
∂ilm(x0)
∫
RN
yi yl pw
p−1
xh ∂ j wxh∂kwxh dy − h2∂ jkm(x0)
∫
RN
ykw
p
xh∂kwxh dy
= −h
2
2
N∑
i,l=1
∂ilm(x0)
∫
RN
yi yl pw
p−1
xh ∂ j wxh∂kwxh dy +
h2
p + 1∂ jkm(x0)
∫
RN
wp+1xh dy. (A.6)
Combining (A.2), (A.3) and (A.6), we obtain (A.1). 
Appendix B
In this section, we prove (3.27), (3.28) and (3.29) of Section 3, i.e.
∫
RN
y2Nw
pL−10
(
y2Nw
p)dy = 1
N2
∫
RN
r2wpL−10
(
r2wp
)
dy + 2(N − 1)
N2(N + 2)
∫
RN
r2wpΦ0(r)dy, (B.1)
∫
RN
y2N−1wpL
−1
0
(
y2Nw
p)dy = 1
N2
∫
RN
r2wpL−10
(
r2wp
)
dy − 2
N2(N + 2)
∫
RN
r2wpΦ0(r)dy, (B.2)
∫
RN
yN−1 yNwpL−10
(
yN−1 yNwp
)
dy = 1
N(N + 2)
∫
RN
r2wpΦ0(r)dy, (B.3)
where r := |y| and Φ0 satisﬁes
⎧⎨
⎩Φ
′′
0 +
N − 1
r
Φ ′0 − Φ0 + pwp−1Φ0 −
2N
r2
Φ0 − r2wp = 0, r ∈ (0,∞),
Φ0(0) = Φ ′0(0) = 0.
(B.4)
Proof. From (B.4), it is easy to check that
L0
[
Φ0
y2N
r2
+ 1
N
L−10
(
r2wp
)− 1
N
Φ0
]
= y2Nwp, and L0
[
Φ0
yN−1 yN
r2
]
= yN−1 yNwp . (B.5)
Then using the polar coordinate, we obtain
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RN
y2Nw
pL−10
(
y2Nw
p)dy
=
∫
RN
y2Nw
p
x0
[
Φ0(r)
y2N
r2
− 1
N
Φ0(r) + 1
N
L−10
(
r2wp
)]
dy
=
∫
RN
r2 cos2 θN−1wp
[
Φ0(r)
r2 cos2 θN−1
r2
− 1
N
Φ0(r) + 1
N
L−10
(
r2wp
)]
dy
=
∫ π
0 cos
4 θN−1 sinN−2 θN−1 dθN−1∫ π
0 sin
N−2 θN−1 dθN−1
∫
RN
r2wpΦ0(r)dy
+
∫ π
0 cos
2 θN−1 sinN−2 θN−1 dθN−1∫ π
0 sin
N−2 θN−1 dθN−1
∫
RN
r2wpx0
[
− 1
N
Φ0(r) + 1
N
L−10
(
r2wp0
)]
dy
= 3
N(N + 2)
∫
RN
r2wpΦ0(r)dy + 1
N
∫
RN
r2wp
[
− 1
N
Φ0(r) + 1
N
L−10
(
r2wp
)]
dy
= 1
N2
∫
RN
r2wpL−10
(
r2wp
)
dy + 2(N − 1)
N2(N + 2)
∫
RN
r2wpΦ0(r)dy.
This completes the proof of (B.1). Similarly, one may obtain (B.2) and (B.3), respectively. 
Appendix C
In this section, we prove (4.12) of Section 4, i.e.
∫
RN
∂kwxh Lh(∂ j wxh + hψ j)dy = −
h2
N + 2
∫
RN
wp+1 dy ∂ jkG(x0) + o
(
h2
)
. (C.1)
Proof. Note that by (4.3), (4.4) and (4.10), we obtain
Lh∂ j wxh = Lxh∂ j wxh +
[
m(hy + xh) −m(xh)
]
pwp−1xh ∂ j wxh
+m(hy + xh)p
(
vp−1h − wp−1xh
)
∂ j wxh −
[
V (hy + xh) − V (xh)
]
∂ j wxh
= h[y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)]∂ j wxh
+ h2
[
1
2
N∑
i,l
∂ilm(xh)yi yl pw
p−1
xh + y · ∇m(xh)p(p − 1)wp−2xh φ1
+m(xh)p(p − 1)wp−2xh φ2 +
1
2
m(xh)p(p − 1)(p − 2)wp−3xh φ21
− 1
2
N∑
i,l
∂il V (xh)yi yl
]
∂ j wxh + o
(
h2
)
,
and
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[
m(hy + xh) −m(xh)
]
pwp−1xh ψ j
+m(hy + xh)p
(
vp−1h − wp−1xh
)
ψ j −
[
V (hy + xh) − V (xh)
]
ψ j
= −[y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)]∂ j wxh
+ h[y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)]ψ j + O(h2).
Hence we may write the integral
∫
RN
∂kwxh Lh(∂ j wxh + hψ j)dy as follows:∫
RN
∂kwxh Lh(∂ j wxh + hψ j)dy = I0 + I1 + I2 + o
(
h2
)
, (C.2)
where
I0 = h2
∫
RN
[
y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)
]
ψ j∂kwxh dy, (C.3)
I1 = h2
∫
RN
[
1
2
N∑
i,l
∂ilm(xh)yi yl pw
p−1
xh + y · ∇m(xh)p(p − 1)wp−2xh φ1
+ 1
2
m(xh)p(p − 1)(p − 2)wp−3xh φ21 −
1
2
N∑
i,l
∂il V (xh)yi yl
]
∂ j wxh∂kwxh dy, (C.4)
I2 = h2
∫
RN
m(xh)p(p − 1)wp−2xh φ2∂ j wxh∂kwxh dy. (C.5)
Note that from (2.3), we have
[
 − (V (xh) + λ)+m(xh)pwp−1xh ]∂ jkwxh +m(xh)p(p − 1)wp−2xh ∂ j wxh∂kwxh = 0. (C.6)
Hence by (4.6), (C.4) and (C.5), we may use integration by parts to get
I2 = −h2
∫
RN
φ2
[
 − (V (xh) + λ)+m(xh)pwp−1xh ]∂ jkwxh dy
= −h2
∫
RN
∂ jkwxh
[
 − (V (xh) + λ)+m(xh)pwp−1xh ]φ2 dy
= h2
∫
RN
[
−y · ∇V (xh)φ1 − 12
N∑
i,l=1
∂il V (xh)yi ylwxh + y · ∇m(xh)pwp−1xh φ1
+ 1
2
N∑
i,l=1
∂ilm(xh)yi ylw
p
xh +
1
2
m(xh)p(p − 1)wp−2xh φ21
]
∂ jkwxh dy
= h2
∫
N
[
∂ j V (xh)φ1 + y · ∇V (xh)∂ jφ1 + 12
N∑
i,l=1
∂il V (xh)yi yl∂ j wxh + ∂ jkV (xh)ykwxh
R
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− 1
2
N∑
i,l=1
∂ilm(xh)yi yl pw
p−1
xh ∂ j wxh − ∂ jkm(xh)ykwpxh
− 1
2
m(xh)p(p − 1)(p − 2)wp−3xh φ21∂ j wxh −m(xh)p(p − 1)wp−2xh φ1∂ jφ1
]
∂kwxh dy
= −I1 − h2
∫
RN
[
y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)
]
∂ jφ1∂kwxh dy
+ h2
∫
RN
[
∂ j V (xh)φ1 + ∂ jkV (xh)ykwxh − ∂ jm(xh)pwp−1xh φ1 − ∂ jkm(xh)ykwpxh
]
∂kwxh dy.
(C.7)
Note that from (4.5), we have
(∂ jφ1) −
[
V (x0) + λ
]
∂ jφ1 +m(x0)pwp−1x0 ∂ jφ1 +m(x0)p(p − 1)wp−2x0 φ1∂ j wx0
− y · ∇V (x0)∂ j wx0 − ∂ j V (x0)wx0 + y · ∇m(x0)pwp−1x0 ∂ j wx0 + ∂ jm(x0)wpx0 = 0, (C.8)
and by direct computation,
⎧⎪⎨
⎪⎩
Lx0wx0 = (p − 1)m(x0)wpx0 ,
Lx0
(
1
p − 1wx0 +
1
2
y · ∇wx0
)
= [V (x0) + λ]wx0 . (C.9)
Thus we may use (C.3)–(C.9) and integration by parts to get
I0 + I1 + I2
= h2
∫
RN
[
y · ∇m(xh)pwp−1xh +m(xh)p(p − 1)wp−2xh φ1 − y · ∇V (xh)
]
(ψ j − ∂ jφ1)∂kwxh dy
+ h2
∫
RN
[
∂ j V (xh)φ1 + ∂ jkV (xh)ykwxh − ∂ jm(xh)pwp−1xh φ1 − ∂ jkm(xh)ykwpxh
]
∂kwxh dy
= −h2
∫
RN
(ψ j − ∂ jφ1)Lxhψk dy + h2
∫
RN
[
∂ j V (xh) − ∂ jm(xh)pwp−1xh
]
φ1∂kwxh dy
+ h2
∫
RN
[
∂ jkV (xh)ykwxh − ∂ jkm(xh)ykwpxh
]
∂kwxh dy
= h2
∫
RN
[
∂ j V (x0)wx0 − ∂ jm(x0)wpx0
]
ψk dy − h2
∫
RN
[
∂ j V (xh)wxh − ∂ jm(xh)wpxh
]
∂kφ1 dy
− h2
∫
N
[
1
2
∂ jkV (xh)w
2
xh
− 1
p + 1∂ jkm(xh)w
p+1
xh
]
dy + o(h2)R
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∫
RN
[
∂ j V (x0)
(
V (x0) + λ
)−1( 1
p − 1wx0 +
1
2
y · ∇wx0
)
− 1
p − 1m(x0)
−1∂ jm(x0)wx0
]
Lx0(ψk − ∂kφ1)dy
− h2
∫
RN
[
1
2
∂ jkV (x0)w
2
x0 −
1
p + 1∂ jkm(x0)w
p+1
x0
]
dy + o(h2)
= −h2
∫
RN
[
∂ j V (x0)
(
V (x0) + λ
)−1( 1
p − 1wx0 +
1
2
y · ∇wx0
)
− 1
p − 1m(x0)
−1∂ jm(x0)wx0
][
∂kV (x0)wx0 − ∂km(x0)wpx0
]
dy
− h2
∫
RN
[
1
2
∂ jkV (x0)w
2
x0 −
1
p + 1∂ jkm(x0)w
p+1
x0
]
dy + o(h2)
= −h2
[(
1
p − 1 −
N
4
)[
V (x0) + λ
]−1
∂ j V (x0)∂kV (x0)
− 1
p − 1m(x0)
−1∂ jm(x0)∂kV (x0)
] ∫
RN
w2x0 dy
+ h2
[(
1
p − 1 −
1
2
N
p + 1
)[
V (x0) + λ
]−1
∂ j V (x0)∂km(x0)
− 1
p − 1m(x0)
−1∂ jm(x0)∂km(x0)
] ∫
RN
wp+1x0 dy
− h2
∫
RN
[
1
2
∂ jkV (x0)w
2
x0 −
1
p + 1∂ jkm(x0)w
p+1
x0
]
dy + o(h2). (C.10)
Recall that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
wx0(y) =
[
V (x0) + λ
] 1
p−1m(x0)
− 1p−1 w
(√
V (x0) + λy
)
,
m(x0)∇V (x0) = N
2
[
V (x0) + λ
]∇m(x0),
∂i jG(x0) =m(x0)− N2 −1
[
m(x0)∂i j V (x0) +
(
1− N
2
)
∂i V (x0)∂ jm(x0) − N2
[
V (x0) + λ
]
∂i jm(x0)
]
,
and the integral identity
[
V (x0) + λ
] ∫
RN
w2x0 dy =
2
N + 2m(x0)
∫
RN
wp+1x0 dy.
Combining (C.2) and (C.10), we obtain (C.1). 
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