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In Sys(KN)-the category associated with N-tuples of linear transformations-an 
internal horn and internal tensor product and their derived functors are construc- 
ted. Various relationships between them are established, the main one being that 
horn and the internal tensor product are adjoints. The computation of these 
functors at finite-dimensional indecomposable modules in Sys(K*) is outlined. A 
polynomial is attached to each Cnite-dimensional module in Sys(KN). This 
polynomial is an isomorphism invariant. A completeness criterion on subsets of 
isomorphism classes of finite-dimensional indecomposable modules in Sys(K”) is 
established. A corollary of this criterion is Kronecker’s theorem on canonical 
pencils of matrices. Ii: 1988 Academic Press, lot 
INTRODUCTION 
All rings in this paper have a one and all modules are unital. Let E be a 
module over a commutative ring A. An E-system V is an ordered pair 
(V,, V2) of A-modules together with an A-bilinear map 0: E x V, -+ V,. 
When A is a field K and E = KN one gets a special case of the bilinear 
systems tudied in [2] and when N = 2 one gets the systems tudied in [ 11. 
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A, E, V,, VZ, 0 are called respectively the coefficient ring, operator module, 
source or domain mod&e, target or range module, and system operation of 
V. The value of the system operation at the pair (e, v) of E x V, will usually 
be denoted by ev if no ambiguity results. A homomorphism (E-morphism) 
4 of an E-system V= (V,, V2) into an E-system U= (U,, U,) is a pair 
(dl, &) E Hom( V,, U,) x Hom( V,, U,) such that 
eq5,v=#,ev for all eE E, VE V,. (1) 
Homomorphisms are composed componentwise. We denote the category 
thus defined by Sys(E). 
PROPOSITION 0.1. The category Sys(E) is equivalent to the category 
Mod-f(E) of all right modules over the ring f(E) of all matrices of the form 
a e 
L 1 0 B’ (2) 
where c(, /3 E A, e E E, and 0 is the zero element of A. 
Proof If V= (V,, V,) is an E-system we let M(V) be the right T(E)- 
module with the underlying group that of V, @ V, and scalar mul- 
tiplication given by (v, , vz)[;, ;] = ( ctv,,ev,+~v2).If~=(~,,~,):V+Uis 
an E-morphism we let M(4) = d,@ dz: V, @ V, + U, 63 U,. In the other 
direction, let Y be a right r(E)-module. Let V, = %‘-[A z] and V, = 
Y[z y]. Wemake V, and V, A-modulesviaau, =v,[$ ~]and~v,=v,[~ j] 
for CI, /3 in A, V,E V,, VIE V,. We make S(Y)=(V,, V,) an E-system by 
ev, = v,[z 61. If @: Iv^ + 92 is a r(E)-homomorphism, S(Y) = ( V, , VZ), 
S(%) = (U, , U,), put S(D) = (di, &), where 4, and d2 are the restrictions 
of CD to maps of V, into U, and V, into U2. The functors S and M are 
inverses, or more precisely quasi-inverses, of each other. 1 
The right r(E)-module T(E) decomposes into a direct sum of right 
ideals y,T(E) and y,T(E), where Y,~ and Y, are the idempotents used in the 
respective descriptions of V, and V, in Proposition 0.1. It is immediate that 
Sb,r(E)) z (0, A) and S(y,sZJE)) z (A, E). We shall denote the 
isomorphism types of (0, A) and (A, E) by 9, and Y2, respectively. By 
properties of projective modules we have 
PROPOSITION 0.2. An E-system is projective if and only if it is a direct 
summand of a direct sum of systems of type 9, or .9$. 
In the case E = KN, the indecomposable projective systems can be read 
off from any number of places; see, e.g., [4]. 
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1. INTERNAL horn AND INTERNAL TENSOR PRODUCT 
Both the internal horn and the internal tensor product were defined in 
[7] for Sys(CN), @ the complex numbers. Here we make the effortless 
transition to Sys(E). Given E-systems I/= (I/, , V,) and U= (U,, U,) we 
define an E-system horn (V, U) = (Hom( V, U), Hom( I/, , U,)) with the 
system operation given by 
for all e E E, (d,, d2) E Hom( V, U). The first Horn is in Sys(E) and the 
second is in the category of A-modules. Let p: W -+ V and 0: U--t Z 
be E-morphisms. We define hom(p, a): hom( V, U) -+ hom( W, Z) by 
(~l~~2)~(~l~~2)(~1~~2)(~lr~2) and ~~~~~~~~ where (CL d2k 
Hom( V, U) and o E Hom( V,, U,). We call the resulting functor the internal 
Horn-functor of Sys(E), denoted horn. That this is a good definition is 
attested for by the next proposition, which is proved in the same way as 
the analogous proposition for modules over commutative rings. 
PROPOSITION 1. I. There exists a natural isomorphism between 1 sysCt‘, and 
hom((.4 E), - ), dwre lSyscE, is the identity jiinctor on Sys(E). 
Given E-systems X = (X, , X,) and V = (VI, V,), consider the A-module 
X, @ V, @A’, @ V,, where the tensor products are those of A-modules. We 
follow the convention that tensor products are performed before direct 
sums. Define the module of tensor relations R(X, V) to be the A-submodule 
of X2 @ V, @A’, @ V, generated by 
{(ex@u, -xOeu):eEE,xEX,, UE V,}. (4) 
If no confusion is possible, we abbreviate R(X, V) to R. Define the internal 
tensor product XC+ V to be the pair 
with the system operation determined by the requirements that 
e(x@u)=(ex@u,O)+R=(O,x@eu)+R (5) 
for all PEE, VEX,, UE V,. The last equality in (5) follows from the 
definition of R in (4). One verities that (5) makes X@ V an E-system. 
Moreover, X@ Vr V@ X. The functors horn and 0 are adjoints, as we 
now show. 
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PROPOSITION 1.2. For every pair of E-systems X, V there exists a natural 
isomorphism 
pXv: hom(X@ V, - ) z hom(X, hom( V, - )), 
Proof: Given the E-systems X, V we have to define E-isomorphisms 
pXv,,: hom(X@ V, U) r hom(X, hom( V, U)) (6) 
natural in the E-system U. If q5 = (c$,, q&) is an E-morphism it will be 
convenient to denote q5, by s(4)-the source map-and c$~ by t(d)-the 
target map. Put pXvu = p = (p, , pz). We first define a map 
p,: Hom(X@ V, U) + Hom(X, hom( V, 17)) (7) 
between the source modules in (6) as follows. Given q5 = (qSr, #Z)~ 
Hom(X@ V, U), we want 
p,& A’--+ hom( V, Cl), (8) 
i.e., 
and 
4~~4): J’, -, HWV, U) (9) 
t(p,d):X,+Hom(V,, U,). (10) 
For every x E X, we have to define 
s(p,4)(x): V+ u 
i.e., 
(11) 
s(s(p, 4)(x)): V, + u, (12) 
and 
t(s(p,d)(x)): V, + u*. (13) 
For every y E X, we have to detine 
t(p,d)(y): V, + u2. 




t(s(p, b)(x))(w) = &((O, x0 w) + R)E u*, 
(15) 
(16) 
t(p, #)(y)(v) = M(y0 v, 0) + R) E u,, (17) 
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where R= R(X, V), UE V,, WE V,. The maps (1 l), (12), (13) just defined 
are compositions of A-linear maps, hence A-linear. Moreover, we have, 
using (151, (11, (5), and (16), 
Thus e4Gld)(x)) = G(P~~)( 1) x e and the pair of maps (12), (13) con- 
stitutes an E-morphism (11). As the right-hand members of (15), (16) (17) 
are A-linear in x and y, we have defined the A-linear maps (9), (10). We 
now check that p14= (.Gp,d), Qpld)) is an E-morphism, i.e., that for all 
e E E, x E X, es(p, 4)(x) = t(p, d)(ex). Evaluating at u E P’, , we obtain, using 
(3), (16), (4), and (17), 
(4p1 d)(x))(u) = ~(~(p,dN-~)Neu) 
=~,((O,xOeu)+R)=q$((exOu,O)+R) 
= (f(pl d)(ex))(u), (18) 
as required. Thus (8) is well-defined. Since the right-hand members of (15) 
( 16), (17) are A-linear in 4, so is the map (7) defined by (8). 
For a module homomorphism 
p2: Hom(X, 0 V,, U2) + Hom(X,, Hom( V,, U,)) (19) 
between the target modules in (6) we take the usual natural isomorphism 
defined by the requirement that 
(P2V)(X)(U) = Y(XO 0) (20) 
for all y E Hom(X, @ I’,, U,), x E X, , u E V, . Using in succession (3) (18) 
(5), (3), and PO), we get 
(~PI d))(x)(u) = (4plb))(x)(u) = d2((e-xC3u, 0) + RI 
= he(xO 0) = 4x63 u) = (p2(ed)Kx)(u). 
It follows that ep, = p2e and p = (p,, p2) is the required E-morphism (6). 
It is well known that pz has an inverse rs2 defined by the requirement 
that 
(026)(x@ 0) = m)(u) (21) 
for all 6 E Hom(X,, Hom( I’,, U,)), x E X, , u E Vi. Hence to show that p is 
an isomorphism, it suffices to show that p, is an isomorphism. We do so by 
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constructing the inverse e, of p,. Given x = (x,, xz) E Hom(X, hom( V, U)), 
we define 
0,x= (40,x), 40,x)): xc3 v+ u (22) 
by requiring that 
4@,X)(XO 0) = ~(Xl(X))(~) E u, (23) 
and 
t(o,X)((yO 0, x0 WI + RI =x2(y)(u) + a,(x))(w) E u2 (24) 
for all xEX,, yE&, DE V,, WE V,. Condition (23) yields a well-defined 
A-linear transformation ~(a, x): X0 V+ U because the map (x, u) H 
$(x,(x))(u) is A-bilinear. To see that (24) defines a module homomorphism 






x,0 v, 7 (X263 VI ox, 0 v,)lR 








[2(x@w)=(0,x@~)+ R. (29) 
The existence of E, , s2 follows easily from the fact that the system 
operations of X and V are A-bilinear. Now let K, and ~~ be the 
linearizations of the A-bilinear maps (y, u) H x2(y)(u) and (x, w) H 
Q,(x))(w), respectively. Then using (26), the definition of K,, (1) (3) the 
definition of rc2, and (27), we have K,c,(e@x@u)=K,(ex@u)= 
~z(ex)(u)=eX,(x)(u)=t(~,(x))(eu)=~Z(xOeu)=K2&Z(eOxOu). Sincethe 
elements e @ x @ u generate E @ x@ V, we have K, E, = ?cZ Ed. The existence 
of a homomorphism ?(a,~) satisfying (24) now follows from the couniver- 
sal property of (25). For the generator x 0 u of A’, 0 V, we have, by 
(23), (3), (24), and (51, es(a,x)(xOu)=es(X,(x))(u)=t(X,(x))(eu)= 
t(a,~)((O, x@eu) + R) = t(a,x)(e(x@u)). Therefore, 0,~ is an E-morphism. 
Moreover, one sees that 0, is the inverse of p, . Equations (15), (16), and 
(17) and the technique of breaking morphisms into source and target 
components as in (9) to (14) can be used to verify the naturality of p. 1 
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We conclude this section by pointing out that the internal functors horn 
and @ defined here can be shown to have all the properties necessary to 
make Sys(E) a symmetric monoidal closed category as defined in [5]. 
2. INTERNAL DUALITY 
If V, is an A-module, we denote its algebraic dual Hom( I/, , A) by VT. 
For the value of u* E VT at u E V, we put (v, u* ). We define the algebraic 
dual E-system V* = (V,, V,)* of an E-system V = (V, , V,) to be the pair 
(V:, VT) with the system operation given by 
(v, ew*> = (ev, Ma*) (30) 
for all eE E, u’* E V:, u E Vi. Thus, for every eE E, eOyr is the transpose of 
ccl cx. If 4 = (4,) d2) is an E-morphism, we define its dual c$* = (4,) 4*)* to 
be the pair (@, 4:) of transposes. The assignment d-d* completes the 
construction of duals of E-systems to a contravariant functor of Sys(E) into 
itself. We call it the dualityfimctor of Sys(E) and denote it by *. We have 
the following dual of Proposition 1 .l. 
PROPOSITION 2.1. There exists a natural isomorphism d from 
hom( -, (A, E)*) to the duality functor of Sys(E). 
Proof Let V= ( V,, V,) be an E-system. As in the proof of 
Proposition 1.2, s(d) and t(d) will denote the source map 4, and range 
map c,& of an E-morphism CJ = (#,, &). Define d,: hom( V, (A, E)*) --) V* 
as the pair of maps 
s(d,): Hom((V,, Vz), (E*, A*))+ V: 
t(d,): Hom( V,, A*) -+ VT 
such that 
(MI, s(d,)(d)) = (1, t(d)(w)> (31) 
(~3 t(d,)(o)) = (1,4~)) (32) 
for all #EHom(V, (E*,A*)), oEHom(V,,A*), WE V,, UE V,, where 1 in 
(31) and (32) is the identity element of the ring A. It is immediate that 
s(dy) and t(d,) are A-linear maps between the indicated modules. From 
(3) and (30) it follows that dy= (s(d,), t(dv)) is an E-morphism. For an 
E-morphism p: V+ X we have d, horn@, (A, E)*) = p*d,, i.e., the 
assignment d: VH d, is natural. That the maps s(dy), t(d,), hence d,, are 
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isomorphisms is seen as follows. Given w* E Vz, the pair of A-linear maps 
d,(w*): V, --t E* and qSz(w*): V, --f A* defined by 
f$,(w*)(u)=eH (eo, w*> (33) 
and 
&(w*)( w) = c( H (cw, w* ) (34) 
constitute an E-morphism &w*): V+ (E*, A*). The map w* H #(w*) is 
the inverse of s(d,). Given u* E VF, define w(u*) E Hom( V,, A*) by 
w(u*)(u) = c1 H (cw, v*>. (35) 
Then the map u* H w(v*) is the inverse of r(d,). 1 
Let X and V be E-systems. We have the following isomorphisms: 
hom(X, V*) -+ hom(X, hom( V, (A, E)*) + hom(X@ V, (A, E)*) -+ 
(X0 V)*. The maps are hom(X, d,) ’ PX,$~,~,* and d,@ “. An E-system V 
is reflexive if the canonical map from V to Y** is an isomorphism. The 
next proposition will ease the task of computing our functors in Section 4. 
Its proof uses the above maps. 
PROPOSITION 2.2. IfX@ V is a rtlflrxive E-system, in particular, if X and 
V are finite-dimensional KN-systems, then X@ V g hom( X, V*)*. 
If h4 is an A-module then (0, M) and (M, 0) are E-systems with the only 
possible system operations. We now obtain a relationship between projec- 
tive (injective) A-modules and projective (injective) E-systems. 
PROPOSITION 2.3. Let X= (X,, X,) he a projectiue E-system. Then 
(a) X= (0, M) 4 (X,, EX,), where M and X, are projective 
A-modules, 
(b) there is an isomorphism ( 1 x, v): (X,, E@X,)z(X,, EX,), where 
the system operation of (X, , E@ X, ) is the tensor map (e, x) H e @ x and 
v(e@x)=exfor alletE, XEX,, and 
(c) ,for every E-epimorphism 4, hom(X, 0) is epimorphic. 
Conuersely, for A-modules M, X, we have 
(d) (0, M) is projective if (and oniy if h4 is projective; 
(e) (X, , E@ X, ) is projective if (and only if, X, is projectiue. 
Proof: (a) The assumption that X is projective means that for every 
epimorphism of E-systems 4: V+ U, Hom(X, 4) is surjective. Given any 
epimorphism 4,: V, + X, of A-modules we have an epimorphism (b,, 0): 
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( V, , 0) + (U,, 0) of E-systems. Hence Hom(X, (4,) 0)) is surjective. Hence 
Hom(X, , bl) is surjective, i.e., X, is projective. 
We now claim that X,/EX, is projective. Let &: V, + U2 be an 
epimorphism of A-modules and $: X,/EX, + U, an A-linear map. Then the 
solid arrows in 
(36) 
where w: X2 + X,/EX, is the canonical epimorphism, are E-morphisms. 
Since X= (X,, X,) is projective and (0, d2) is epic, there exists an 
E-morphism (0, t2) that completes (36) to a commuting square. For e E E 
and x E X, we have ibex = e 0 x = 0. Hence t2 vanishes on EX, and induces 
an A-linear map t: X,/EX, --+ V2 satisfying TV = t2. We have &rw = 
$2r2 = $w. Since w is epic, we get 42t = $; which proves our claim. It 
follows that we have a decomposition X, = A4 i EX,, with Mr X,/EX, 
projective. Statement (a) is thereby verified. 
(b) Clearly, (l,,v): (X,, E@X,)+(X,, EX,) is an E-epimorphism. 
By (a), (X,, EX,) is a projective E-system. Hence there exists an 
E-morphism (ran, 02): (X,, EX,)+ (X,, EOX,) such that (lx,, v)(~i, (T*) 
= (lx,, 1 EX,). This implies that (T, = 1 x,. Since (gi, c2) is an E-morphism 
we have, from (l), for all eEE and XEX,, a,ex=e@o,x=e@x. As the 
elements e 0 x generate E@ X,, it follows that G is surjective. This and 
vo2 = 1 EX, imply that v is injective. Thus (1 x,, v) is an isomorphism. 
(c) This follows from the projectivity of X and X,. 
The parenthetical statements in (d) and (e) follow from (a) applied to 
(0, M) and (X,, E@ X,), respectively. 
(d) If M is projective and (4,) #2): V-+ U is an epimorphism and 
(0, 9): (0, M) + U is an E-morphism, then there exists a morphism 
t: M+ V, such that &r = $. It follows that (0, 5): (0, M) + V is an 
E-morphism satisfying (4,) &)(O, t) = (0, II/). Thus (0, M) is projective. 
(e) Let X, be projective, (4,) dz): V+ U an E-epimorphism, and 
(pLI, p2): (X,, E@X,) + U an E-morphism. There exists a morphism 
o,:X,+V, such that 41a,=p,. The map (e,x)+ea,x is A-bilinear. Let 
cr2: EOX, + V, be its linearization. Since o2 satisfies a,(e@x) = ea,x for 
all eE E, XEX~, the pair (a,, c2) is an E-morphism. Moreover, 
~Za,(e@x)=~,e~,x=e~,a,x=e~L,x=~2(e@x). Since the elements 
eOx generate EOX,, it follows that &o,=p2. Thus (d,, &)((rl, 02)= 
(pl, p2) and (X,, EOX,) is projective. 1 
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For an E-system X= (X,, X,) put Ker(X) = {x E Xi: ex = 0 for all e E E}. 
This is clearly a submodule of X,. The next proposition can be established 
by arguments dual to those used to prove Proposition 2.3. If all the 
E-systems involved are reflexive one would obtain Proposition 2.4 from 
Proposition 2.3 by applying the duality functor. 
PROPOSITION 2.4. Let X= (X,, X,) be an injective E-system. Then: 
(a) Ker(X) and X, are injective A-modules and we have a decom- 
position 
X= (Ker(X), 0) i (M, X,); 
(b) for every decomposition as in (a) we have an isomorphism (u, lx2): 
(A4, X,) g (Hom(E, X,), X,), where the system operation of the latter system 
is the map (e, K) H tc(e) and u(x)(e) = ex for all x E M, e E E; 
(c) for every E-monomorphism 4, hom(q5, X) is epic. 
Conversely, for A-modules L, X, we have 
(d) (L, 0) is injective if (and only if) L is injective; 
(e) (Hom(E, X,), X,) is injectiue if (and only if) X, is injectioe. 
It follows from Proposition 2.4 that in case A is injective then the E- 
systems (A, 0) and (E*, A*) are injective. We denote the isomorphism 
types of these systems by xi, ,a;, respectively. 
3. THE DERIVED FUNCTORS 
Since the source and target components of horn are the Horn-functors of 
Sys(E) and A-Mod respectively, horn inherits the preservation of exactness 
properties of Horn in a category of modules. Thus horn is feft exact. By 
Propositions 2.3(c) and 2.4(c) for P projective and I injective, hom(P, - ) 
and hom( -, I) are exact functors, i.e., in the terminology of Cartan and 
Eilenberg, [3], horn is right balanced. 
LEMMA 3.1. The internal tensor product in Sys(E) is right exact and left 
balanced. 
Proo$ That @ is right exact follows from Proposition 1.2 and the left 
exactness of horn. Suppose p: X -+ U is manic. Then so is ~0 1 y, if V is 
projective, as we now show. If V= (0, A), the claim follows from the 
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natural isomorphism of - @A and 1 A-mod. If V= (A, E), the result follows 
from the natural isomorphism rx: X@ (A, E) 2 X via 
s(rX)(x@a)=axEX, 
and t(r,)(w@a,x@e)+R(X,,A)=aw+exEX,. 
Since - 0 I/ preserves direct sums, the result holds for V a direct sum of 
systems of the types pi and $ ; namely, for an arbitrary projective V. Since 
V@ Xg X@ V, similar statements are valid for the functor X&. Hence 
the internal tensor product @ is left balanced. 1 
Lemma 3.1 and the remarks preceding it enable us to imitate Chapter 5 
of [3]. We define the internal Ext-functors ext’ and the internal Tor 
functors tot-, of Sys(E) as the right derived functors of horn and the left 
derived functors of the internal 0, respectively. 
PROPOSITION 3.2. Let U = ( U1, U,) and V = (V,, Vz) be E-systems and 
let 
. . -+P,+P,,-,+ .‘* -+P,-*V-+O (37) 
be a projective resolution of V, where P, = (P,, , P,z) and the map from P, 
to the next system is x,, = (xnlr x,~). Then ext”( V, U)= (Ext”( V, U), 
Ext;( V,, U,)), where Ext” and Ext”, are the nth right derived functors of 
Horn of Sys(E) and of A-Mod respectively, both Horn’s having values in 
A-Mod. The system operation is given by e(d,, 4z)+Im(Hom(~,, U))= 
cod, +Im(Hom(~,,, U,)) for all eEE, 
(4,, 4z)EKerk+I, W (38) 
Proof In the light of earlier remarks, the proof is patterned after 
Chapter 5 of [3]. 1 
While s(tor,( U, V)) = Tor,(U,, V,), there does not seem to be an 
expression for t(tor,( U, V)) in terms of standard functors. Nevertheless, we 
have: 
PROPOSITION 3.3. Let X, U, V be E-systems with U injective. Then for all 
n = 0, 1 , 2 ,..., 
ext”(X, hom( V, U)) 2 hom(tor,(X, V), U) (39) 
Proof Put ext(X, hom( V, U)) and hom(tor(X, V), U), for the families 
of E-systems ext”(X, hom( V, U)) and hom(tor,(X, V), U). We regard 
these families as graded modules. We have to show that there exists a 
homomorphism of degree 0, 
0 = (a,): ext(X, horn! V, U)) + hom(tor(X, V), U) (40) 
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with on an isomorphism for all n b 0. The argument establishing 
Proposition 5l(vi) of [3] works here. In detail: By Proposition 1.2 we 
have a natural isomorphism p&,: hom(X, hom( V, U)) z hom(X@ V, U). 
Let P be a projective resolution of X. Then 
ext(X, hom( l’, U)) E H(Hom(P, hom( V, U))) z H(hom(P@ V, U)), (41) 
where H is the homology functor. Now hom( -, U) is an exact 
contravariant functor. Propositions 6l(iv)(a) and 7.2(iv) of [3] applied to 
the complex PO U therefore imply the existence of an isomorphism of 
degree 0, 
u’: H(hom(P@ V, U)) z hom(H(P@ V, U)) = hom(tor(X, V), U). 
Composing (41) with LX’, we get the required isomorphism 0 of (40). 1 
4. SYSTEMS OF LINEAR TRANSFORMATIONS 
We shall now specialize our results to T(KN). To that end let K be a field 
and let &, , . . . . && be a finite sequence of linear transformations of a K-vec- 
tor space V, into a K-vector space V2. The sequence above is said to be 
equivalent to the sequence g,, . . . . aN: U, + U2 in case there exist linear 
transformations 4,: V, z U, and &: VZ z U, such that S$#i = &s$ for j = 
1 9 ..., N. For reasons already given in [ 11, it is convenient o associate to the 
N-tuple &r, . . . . s$N: V, --) V, the KN-system (V,, V2) with the system 
operation given by (cI,, . . . . c(,)o u = (Q”= 1 o(~JOU, (LX,),“=, E KN, u E I’, . 
Conversely, to a KN-system ( V1, V,) we attach the N-tuple of linear 
transformations UH (0, . . . . 1, 0, . . . . 0)~. Note, however, that the system 
operation is determined by the action of any basis of KN, the description of 
which may be simpler than the action of the standard basis. From (1) we 
see that isomorphism between KN-systems corresponds to equivalence 
between the attached N-tuples of linear transformations. 
The next proposition can also be derived from [8]. gl dim and rt gl dim 
stand respectively for global dimension and right global dimension. 
PROPOSITION 4.1. Let n = gl dim A. Then rt gl dim r(E) < 2n + 1. 
ProoJ: Let V= (V,, V2) be an E-system. If X, and X, are projective 
A-modules mapping onto V, and V, respectively then (0, X2)@ 
(X,, EOX,) is a projective E-system by Proposition 2.3(e), and can be 
mapped onto V by d,, = (do,, &), say. After n steps, Ker 4, ~ ,,, would be 
projective. Proposition 2.3(d) then takes over to yield a projective 
resolution of V of length < 2n + 1. 1 
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COROLLARY 4.2. f(KN) is hereditury, i.e., submodules of projective 
modules are projective. 
If V= (V, , V2) is a KN-system of type 9, then V, = 0 and V, is a one- 
dimensional vector space. If I/ is of type PI then V, = [Iv], a one-dimen- 
sional vector space with basis v, and k’, is an n-dimensional vector space 
whose basis may be taken as {A, v, . . . . A,v}, where {A 1, . . . . AN} is a basis 
of KN. With these facts, Corollary 4.2 can also be deduced from 
Proposition 0.2. 
If M is a module or the isomorphism type of a module, let nM stand for 
a direct sum of n copies of M. 
PROPOSITION 4.3. Let V = ( V, , V2) he a KN-system: 
(a) V hus u projective resolution qf the form 
O-+(0, L)-+(P,,Pz)-+ v-+0; (42) 
(b) if V is finite-dimensional, i.e., both V, and V, are ,finite-dimen- 
sional K-vector spuces, then u projective cover of V is qf type 
(dim V, -dim K”V,) $ @(dim V,) Yzpz, (43) 
where KN V, is the s&space of V, spanned hq’ (ev: e E KN, v E V, }, and dim is 
dimension us a K-vector space. 
ProoJ Both parts of the proposition follow from the fact that a 
homomorphism ($,, d2) from ,Yz to another system is determined by 4,(v), 
as is readily deduced from (1). m 
It follows from Corollary 4.2 that ext’ and tor, in Sys(KN) are trivial for 
n 3 2. Moreover, the second component of ext’ and the first component of 
tor, are also trivial. We shall denote the vector spaces ext’(X, V) and 
tor,(X, V) by Ext(X, V) and Tor(X, V). If we let U=(K, KN)* in 
Proposition 3.3, we get from Proposition 2.1 that 
dim Ext(X, V*) = dim Tor(X, V)*. (44) 
We shall now get a formula for dim Ext from the long exact sequence 
obtained from (42). Let A’= (X,, A’,) be a KN-system. We have 0 -+ 
Hom((V,, VA (Xl, X2)) + Hom((f’,, PA (Xl, X2)) -, Hom((O, L), 
(A’,, X,)) -+ Ext( V, A’) -+ 0. Therefore when X and V are finite-dimensional 
we get 
dim Ext( V, X)=dim Hom((0, L), (X,, A’,))-dim Hom((P,, PI), (X,, X,)) 
+ dim Hom(( V,, Vz), (A’,, X2)). (45) 
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From (42) we get that dim L = dim P, - dim V,. From (43), dim P, = 
dim V, - dim KNV, + N dim V, . So dim L = N dim V, -dim KN V, Hence, 
dim Hom((O, L), (X,, X2)) 
=dimLdimX,=(Ndim V,-dimKNV,)dimX,. (46) 
From (43) and the remark on homomorphisms of Y* in the proof of 
Proposition 4.3, we get that 
dim Hom((P,, P2), (A’, , A’,)) 
= (dim VI -dim KN V, ) dim X2 + dim V, dim A’,. 
Substituting (46) and (47) in (45) yields that 
dim Ext( V, X) = dim hom( V, X)-dim V, dim A’, 
- dim V, dim X, + N dim V, dim X,. 
(47) 
(48) 
Remarks 4.4. The table in [6] for dim Ext( V, X) when V and X are 
finite-dimensional indecomposable K*-systems was obtained from (48). 
Formula (48) can also be found in [lo] in the setting of K-species. We 
could not resist giving a proof because it follows so readily from (42) 
and (43). 
The duals and Horn’s of finite-dimensional indecomposable K*-systems 
have been essentially computed in Section 6 of Cl]. So from (44) 
Proposition 2.2, and the definition of horn one can obtain the values of the 
functors, defined in this paper, at finite-dimensional indecomposable 
K*-systems. Kronecker’s theorem on canonical pencils of matrices, see, for 
example, Theorem 4.3 of [l], gives the structures of finite-dimensional 
indecomposable K2-systems. For that reason, K2-systems are sometimes 
called Kronecker modules. 
We now show how to attach a polynomial to each finite-dimensional 
KN-system. Let 1, > 22, “., AN be indeterminates. Let K[3,] = 
KCA,, 22, . . . . A,] be the polynomial ring in A,, . . . . AN. We consider B = K[A] 
as a graded K-module graded by total degree. Let K[A], be the 
homogeneous part of B consisting of all polynomials of total degree n. If 
{e ,, e2, . . . . eN} is a fixed basis of KN and V= (V,, V2) is a KN-system, we 
may think of the e,‘s as indeterminates acting on V, The KN-system V may 
then be considered as a K[i],-system. Let 9(V)= A’= (A’,, X,) = 
(B OK V,, (B OK V,)/Q), where Q is the K[E,]-submodule of B@ V, 
generated by {c,“=, b,O e,v: xy= , e,b, = 0). The system operation in X is 
given by e(b @ u) = b @ ev. If V, is a finite-dimensional K-vector space then 
so is X2,, = (K[;L],@ V2 + Q)/Q. Denote the dimension of the latter by 
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H(V),,. It follows from [9, p. 651 or Theorem 41 of [ 11, p. 2321 that for 
sufftciently large n, there is a polynomial, f,,(x), in one variable, of degree 
< N - 1, with H( V), = fV( n) for n > n,. Call fY( x) the Hilbert polynomial of 
V. In computing H(V),, one uses (42) and (43) together with the fact that FJ 
is a right exact functor that preserves direct sums. If V is of type 9, then 
<g(V) = (0, K[E,]), while g(V) = (K[E.], (A)), if V is of type gz, where (A) is 
the ideal of K[n] generated by {A,, . . . . EkN}. 
Two KN-systems V and V’ are said to be semi-isomorphic by ((p, , pr), a) 
if 0 is a K-linear automorphism of KN and p,: V, + V’, , pL2: V, + V’ are 
K-linear isomorphisms uch that for all e E KN, u E V,, 
de) P,(U) = p2eo. (49) 
PROPOSITION 4.5. If V and V’ are semi-isomorphic KN-systems by 
((p, , p2), cr) then H(V), = H( V’), ,for n = 0, 1, 2, . . . . In particular, 
isomorphic KN-systems have the same Hilbert polynomial. 
Proqf: K[A] = K[e,, e,, . . . . e,] = K[o(e,), a(e,), . . . . o(e,)]. Hence 
there exists a unique K-automorphism r? of the ring K[J] such that 
(T(e,) = c(e,). Both 6 and its inverse preserve degree. The map 5 @ p2 is a 
K-isomorphism of K[A] @ V, onto K[A] 0 V2. In order to show that there 
is a K-isomorphism of X2 = (K[A] @ V2)/Q onto X1 = (K[A] @ V;)/Q’ that 
maps X2,t onto X2,, and hence preserves Hilbert functions, it is enough to 
show that $0~~ induces an isomorphism of Q onto Q’. Let r = 
C,“_, b,@(e,u) with C,“=, bje,=O. Then (a@p2)(r)=~,N=, 6(bj)@ 
p2(e,u) = C,“_, 6(bj)@a(ej) op,(v). The latter belongs to Q’ because 0 = 
a(CfC, b,e,) = C,!=, 6(b,) a(ei). By using 0 ‘, ~2’ in place of 6, p2 we get 
that Cr@ p2 restricted to Q is an isomorphism onto Q’ as required. 1 
EXAMPLE 4.6. Proposition 4.5 can be used to show that the following 
K’-systems, suggested by A. V. Geramita, are not semi-isomorphic. Let 
{A,, L,, 1,) be a basis of K3. Let V,, V’, and V,, V2 have respective bases 
iv ,, u2, 03j and {w,, ~~~~ iv3, +v4, We}. The system operation in V= 
(V,, V,) is given by 
A, u , = w , ) I,, u2 = ~2, i., u3 = w3, 
A,zl, = WI, izv2=w3, ~2v3=w4, 
R,v, = wj, 3.3v2 = w4, A3v3 = w5, 
while that in v’ is given by 
lL,fJ,=w,, A,v2=w*, 2, vj = wj, 
E.,v, = w3, A202 = w5, I,v, = w4> 
A,v, = w2, A,v, = w4, l,v, = w,. 
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Both V and V’ can be shown to be torsion-free (i.e., PU =0 for eE KN if 
and only if e=O or u =0) and indecomposable. In contrast, two Iinite- 
dimensional torsion-free indecomposable K2-systems V and v’ with the 
ordered pairs (dim V’, , dim VI), (dim Vi, dim V2) equal are isomorphic, 
as is readily deduced from Kronecker’s theorem [ 1, Theorem 4.3 3. 
A preorder on a set is a transitive reflexive binary relation on the set. 
PROPOSITION 4.7 (Completeness Criterion). Suppose < is a preorder on 
some xrhset T qf the isomorphism types qf’ inderomposahk KN-systems Mith 
the following properties: 
(a) 9, und 9, ure in T. 
(b) Every nonempty subset S qj’ T of hounded dimension contains u 
smullest type. 
(c) Jf U = (U,, U,) is a nonsplit extension qf’u system of type II, in T 
by u qstrm of type II2 in T then U contains a subsystem of type II, in T 
such that II, k Il,. 
Then every finite-dimensional KN-system is a direct sum of subsystems 
whose isomorphism types are in T. 
Proof: Let V= (Y, , Y2) be a finite-dimensional KN-system. We shall 
prove by induction on dim V = dim V, + dim V2 that I/ is a direct sum of 
subsystems whose types are in T. If dim V= 0 then (V,, V,) = (0, 0), which 
is equal to the empty direct sum. Let V be nonzero. If V, # 0 then V con- 
tains a subsystem of type 9,. If V, = 0 then V, # 0 and V contains a sub- 
system of type 9,. By (a), the set S = { type(K,, K,): Kc V} n T is not 
empty. Since S is of bounded dimension <dim V, there exists n, E S such 
that n, < Il for all fly S, by (b). Let X be a subsystem of I/ of type n,. If 
X= V, there is nothing more to prove. So we may assume that X is a non- 
zero proper subsystem of V. Therefore dim( V/X) is strictly less than dim V. 
By the induction hypothesis, 
v/x= c . U’lX 
/EJ 
(50) 
with type U//X= p, E T. Suppose X is not a direct summand of U’. Then 
U’ is a nonsplit extension of X by U//X. In that case, (c)tells us that Uj 
contains a subsystem K (say) of type Z7, E T and I7, k n3. Since K is a 
subsystem of V, n, E S. This contradicts the choice of n, . Therefore, X is a 
direct summand of U, for each ,j~ J. This implies, using (50), that X is a 
direct summand of V. Applying the induction hypothesis to a direct com- 
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plement of X in V gives that V is a direct sum of subsystems whose types 
are in T. 1 
Remark 4.8. Proposition 4.7 and formula (48) can be used to give 
another proof of Kronecker’s theorem on canonical pencils of matrices. 
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