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a b s t r a c t
This paper is devoted to construction interpolatory multiscaling functions with a general
dilation factor a ≥ 3. We first show two-scale matrix symbol associated with
interpolatorymultiscaling functions is reduced to a special form. Also, a characterization on
approximation order for themultiscaling functions is described in terms of elements of this
special two-scalematrix symbol. Then, an algorithm is provided for constructing compactly
supported interpolating multiscaling functions with dilation factor a = 3 and higher
approximation order. Finally, the associated several families exampleswith one-parameter
or two-parameters are explicitly presented. The optimal parameter values which make
multiscaling functions provide the highest regularity are also computed.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, multiwavelets generated by a finite collection of scaling functions have been the focus of considerable
research, and have produced promising results in construction and applications [1–15]. One of the main motivation for
this studying is that they can provide more flexibility than classic scalar-wavelets, due to the capability of expressing
and analysing a signal using a family of wavelet functions. In one sense, increased degrees of freedom make it possible
to design multiwavelets possess with desirable properties in application. The GHM multiwavelets by Geronimo et al.
using fractal interpolation [1,2] and Chui–Lian multiwavelets by Chui and Lian using imposing Hermite interpolation
conditions [3] are just two well known models among constructed examples. However, the increased degrees of freedom
and noncommutativity of matrix coefficients associated with multiwavelets make it challenging to design multiwavelets
with useful properties, especially for multiwavelets associated with a larger dilation factor a ≥ 3.
Usually, the construction of multiwavelets is based on a muliresolution analysis (MRA) generated by a refinable function
vector Φ(x) = (φ0(x), φ1(x), . . . , φr−1(x))T called multiscaling function. Moreover, almost all interesting properties of
multiwavelets, such as regularity are determinedby its corresponding characteristics ofmultiscaling function. Consequently,
the first step in the construction of a multiwavelets with specific properties is to find a suitable multiscaling function.
Regularity, stability, smooth, linear independence, orthogonality and other properties on multiscaling functions were
investigated in [16–25]. It is well known that compact support, approximation order and interpolating are all very desirable
properties of a wavelet system. For example, by using interpolating scaling functions and wavelets, it becomes particularly
simple to compute the coefficients of an associated wavelet expansion. For practical reasons, compactly supported and
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sufficiently smooth multiscaling are usually desirable. Several examples of multiscaling functions with dilator factor 2
satisfying these requirements have been constructed in [10–12]. For example, a one-parameter family of interpolating
orthogonal multiscaling, with high approximation order was constructed, based on the Plonka factorization by koch
in [10]. Also a similar method was described independently described for orthogonal and biorthogonal setting in [11,12]
respectively. Following the idea presented in [10–12], in this paper, we are devoted to constructing compactly supported
interpolatingmultiscaling functionswith arbitrary high approximation order for amore general dilation factor a ≥ 3 setting.
The rest of this paper is organized as follows. In Section 2, we will review some basic concepts on multiscaling functions
with a general dilation factor a. In Section 3, we will first show two-scale matrix symbol associated with interpolatory
multiscaling functions is reduced to a special form, and then we will establish a characterization on approximation order
for the multiscaling functions in terms of elements of this special two-scale matrix symbol. Based on the discussion in the
previously section, in Section 4, a construction algorithm for constructingmultiscaling functionswith special properties will
be provided, and the associated several families examples with dilation factor a = 3 are explicitly computed.
2. Preliminary on multiscaling functions
In this section, we will review some basic concepts that will be used later in this paper on multiscaling function with a
general dialtion factor a. Recall that a distribution
Φ(x) = (φ0(x), φ1(x), . . . , φr−1(x)), φj ∈ L2(R), j = 0, 1, . . . , r − 1
is said to be refinable function vector with dilation factor a if it is a solution of the following matrix refinement equation
Φ(x) =
∑
k∈Z
PkΦ(ax− k),
where P = {Pk}k∈Z is a r × r real matrix sequence called the refinement mask. Furthermore, letting
Vj = ClosL2(R)〈φ`;j,k : 0 ≤ ` ≤ r − 1, k ∈ Z〉.
Definition 1. A refinable function vectorΦ(x) generates a multiresolution analysis (MRA) of multiplicity r if
(i) Vj ⊂ Vj+1,∀j ∈ Z;
(ii)
⋃
j∈Z Vj = L2(R);
(iii)
⋂
j∈Z Vj = {0};
(iv) f (·) ∈ Vj ⇔ f (a·) ∈ Vj+1;
(v) The family {φ`(·−k) : 0 ≤ ` ≤ r−1, k ∈ Z} is a Riesz basis of V0, i.e., there exist two constants A and B, 0 ≤ A < B <∞,
such that
A
r−1∑
`=0
∑
k∈Z
|c`,k|2 ≤
∥∥∥∥∥ r−1∑
`=0
∑
k∈Z
c`,kφ`(· − k)
∥∥∥∥∥
2
L2(R)
≤ B
r−1∑
`=0
∑
k∈Z
|c`,k|2
holds for every sequence c = {ck}k∈Z with c`,k ∈ l2(Z), ` = 0, . . . , r − 1.
Definition 2. A refinable function vector Φ(x) is called a multiscaling function if it generates a multiresolution analysis
(MRA).
In this paper, we only consider compactly supported multiscaling function Φ(x) = (φ0(x), φ1(x), . . . , φa−1(x))T. In this
case,Φ(x) satisfies
Φ(x) =
k=k1∑
k=k0
PkΦ(ax− k), Pk0 , Pk1 6= 0, (1)
where a is called dilation factor, P = {Pk}k∈Z is an a × a real matrix, and only finitely many of Pk non-zero. The length of P
is defined by
l(P) = {min |k0 − k1| + 1 : {k : Pk 6= 0} ⊂ [k0, k1]}.
The Fourier transform Φˆ(ω) ofΦ satisfies
Φˆ(ω) = 1
a
P
(
e−i
ω
a
)
Φˆ
(ω
a
)
. (2)
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Here P(z) =∑k∈Z Pkzk(z = e−iω, ω ∈ R) is called the two-scale matrix symbol corresponding to Φ(x). Noting that P(z) is
a matrix trigonometric polynomial with matrix coefficients. By repeated applications of (2), we have
Φˆ(ω) =
∞∏
j=1
1
aj
P
(
e−i
ω
aj
)
Φˆ(0).
If the infinite product above converges, then the Φˆ is well-defined and we will say that Φ is generated by P(z). Many
fundamental properties of the multiscaling function Φ can be characterized in terms of the symbol P(z) and many
remarkable results have been presented, in particular, for dilation factor a = 2 case [4,6]. It is natural to extend these
results to the case of general a.
Lemma 1. The matrix refinement equation (1) has a compactly supported distributional solution Φ if and only if, P(1) has an
eigenvalue of the form an, n ∈ N \ {0}.
Lemma 2. If Φ is a compactly supported multiscaling function generated by its symbol P(z), then a must be a simple eigenvalue
of the matrix P(1), and all other eigenvalue λ of P(1)must have |λ| < a.
3. Interpolatory multiscaling functions
Themain goal of this paper is to construct interpolatory multiscaling functions with compact support. In this section, we
will first show two-scale matrix symbol associated with interpolatory multiscaling functions is reduced to a special form,
and than we will establish a characterization on approximation order for the multiscaling functions, in terms of elements of
this special two-scale matrix symbol.
3.1. Two-scale matrix symbol associated with interpolatory multiscaling functions
A multiscaling functions Φ satisfying (1) is called interpolatory if φj, j = 0, 1, . . . , a − 1 are continuous and satisfy for
k ∈ Z, l ∈ 0, 1, . . . , a− 1,
φj
(
k+ l
a
)
= δk,0δj,l, j = 0, 1, . . . , a− 1. (3)
The interpolatory condition (3) imply the following
φi
(
k+ i
a
)
= δk,0, k ∈ Z, i = 0, . . . , a− 1.
The following propositionwill show that the two-scalematrix symbol for interpolatorymultiscaling functions is reduced
to a special form.
Lemma 3. Let Φ defined by (1) be an interpolatory multiscaling functions. Then, the two-scaling matrix symbol P(z) of Φ has
to be the following special form
P(z) =

1 p1(z) · · · pa−1(z)
z q1,1(z) · · · qa−1,1(z)
...
...
. . .
...
za−1 q1,a−1(z) · · · qa−1,a−1(z)
 , (4)
where pi(z), qi,j(z), j = 1, 2, . . . , a − 1, i = 1, 2, . . . , a − 1, are Laurent polynomials defined by pi(z) = ∑ pikzk, qi,j(z) =∑
qjikz
k.
Proof. let e1 = (1, 0, . . . , 0)T, e2 = (0, 1, . . . , 0)T, . . . , ea = (0, 0, . . . , 1)T, then, (3) is equivalent to the following
Φ
(
k+ i
a
)
= δk,0ei+1, i = 0, . . . , a− 1. (5)
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Applying (1) and (5), we obtain
Φ
(
k+ j
a
)
= δk,0ej+1 =
∑
k∈Z
P`Φ(ak+ j− `) = Pak+je1, j = 0, 1, . . . , a− 1. (6)
Then, (6) yields the first columns of matrices Pk,
P(z)e1 =
[
a−1∑
j=0
∑
k
Pak+je1zak+j
]
=
[
a−1∑
j=0
ej+1z j
]
= [1, z, z2, . . . , za−1]T. (7)
From (7), we obtain (4). 
3.2. Approximation order for interpolation multiscaling functions
Aproperty of amultiscaling function of great practical interest is the approximation order. In this section,we characterize
the approximation order of a stable multiscaling function Φ with the two-scale matrix symbol given in (4). Φ has
approximation order p ≥ 1 if all powers of x up to p−1 can be locally written as linear combination of its integer translates.
That is, there exist vectors yjk ∈ Rr , such that for j = 0, 1, . . . , p,
xj =
∑
k
yj∗k Φ(x− k).
The follow result, which is a direct generalization of a result in [17–19] for the case a = 2 will be used in our later
development.
Lemma 4. Let Φ be a compactly supported interpolatingmultiscaling function with two-scale matrix symbol P(z) as in (4). Then,
Φ provides an approximation order p if and only if, the symbol P(z) of Φ satisfies the following conditions:
n∑
k=0
(n
k
)
(yk)T(ai)k−n(Dn−kP)
(
e−
2sipi
a
)
= δ0,sa1−n(yn)T, s = 0, 1, . . . , a− 1, n = 0, 1, . . . , p− 1 (8)
holds. where 0 denotes the zero vector, Dn−kP(z) denotes the (n− k)th derivative of P(z) with respect to z.
Lemma 5. Let zl = e−iωl , l = 1, 2, . . . , a, is the a roots of equation za − 1 = 0, we can obtain
e
−ik(ω+
a∑
l=1
ωl) = 0, k = 1, 2, . . . , a− 1. (9)
Let P(z) as in (4) be a two-scale matrix symbol associated with a compactly supported interpolating multiscaling
functionΦ . For n ≥ 0, j ∈ {1, 2, . . . , a− 1}, i ∈ {1, 2, . . . , a− 1}, we define the function
p(n)i (z) =
pi(z) n = 0,∑
k6=0
knpikz
k else,
q(n)i,j (z) =
qi,j(z) n = 0,∑
k6=0
knqjikz
k else,
where p(n)i (z) denotes the nth derivative of pi(z) with respect to z, and q
(n)
i,j (z) denotes the nth derivative of qi,j(z) with
respect to z.
Now, we describe a characterization on approximation order for the multiscaling functions with the symbol in (4) in
terms of elements of this special two-scale matrix symbol.
Theorem 1. Let Φ be a compactly supported interpolating multiscaling function with two-scale matrix symbol P(z) as in (4).
Then, Φ provides approximation order p if and only if, the symbol P(z) of Φ satisfies the following conditions: there are vector
yk ∈ Rr , y0 6= 0, k = 0, . . . p− 1 such that for n = 0, . . . , p− 1, j = 0, . . . , a− 1,m = 1, . . . , a− 1,
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p(n)m
(
e−
2ijpi
a
)
(−1)n +
n∑
k=0
(n
k
)
(−1)n−k
a−1∑
l=1
lkq(n−k)m,l
(
e−
2ijpi
a
)
= a1−nmnδ0,j
where pi(z), qi,j(z), j = 1, 2, . . . , a− 1, i = 1, 2, . . . , a− 1, are Laurent polynomials.
Proof. From (4), DnP(z) have the following form
DnP(z) =

0 (−i)np(n)1 (z) · · · (−i)np(n)a−1(z)
(−i)nz (−i)nq(n)1,1(z) · · · (−i)nq(n)a−1,1(z)
...
...
...
...
(−(a− 1)i)nza−1 (−i)nq(n)1,a−1(z) · · · (−i)nq(n)a−1,a−1(z)
 .
Let yn = (β1n, β2n, . . . , βan)T, the Eq. (8) yield for the first column of DnP(z)
β1n +
n∑
k=0
(n
k
)
(a)k−n
a∑
l=2
(1− l)n−kβlke− 2i(l−1)jpia = a1−nβ1nδ0,j, j = 0, . . . , a− 1.
By Lemma 4, we can obtain
yn = β10
(
δ0n,
1
an
, . . . ,
(a− 1)n
an
)T
with β10 6= 0. (10)
Them (m = 2, . . . , a) column of DnA(z) yield
n∑
k=0
(n
k
)
(ai)k−n(−i)n−k
(
β1kp
(n−k)
m−1 (1)+
a∑
l=2
βlkq
(n−k)
m−1,l−1
(
e−
2ijpi
a
))
= a1−nβmnδ0,j, j = 0, . . . , a− 1.
Applying (11) and Lemma 5, we obtain (10). 
4. Algorithm and examples
In this section, we will describe construction algorithm based on the above discussion. For simplicity, the dilation
factors are restricted to a = 3 in the following. From Lemma 3, the two-scale matrix symbol P(z) associated interpolation
multiscalingΦ with dilation factor a = 3, has to be the following form defined by (4).
P(z) =
 1 q1,0(z) q2,0(z)z q1,1(z) q2,1(z)
z2 q1,2(z) q2,2(z)
 . (11)
Let In denote 3× 3 identity matrices, λ is eigenvalue of P(z), then it is necessary to have
det(λIn − P(z)) =
[1− λ q1,0(1) q2,0(1)
1 q1,1(1)− λ q2,1(1)
1 q1,2(1) q2,2(1)− λ
]
= 0. (12)
From (13), we obtain
(λ− 1)(λ− q1,1(1))(λ− q2,2(1))− (λq1,0(1))− λq2,0(1)− λq1,2(1)q2,1(1).
= q1,0(1)q2,1(1)+ q2,0(1)q1,2(1)− q1,0(1)q2,2(1)− q2,0(1)q1,1(1)− q1,2(1)q2,1(1). (13)
In order to meet Lemmas 1 and 2 on the requirements of P(z) with simple eigenvalue 3, set λ = 3 in (14), then the
component of P(z) has to firstly satisfy{
q1,0(1)+ q1,1(1)+ q1,2(1) = 3,
q1,0(1)+ q2,1(1)+ q2,2(1) = 3, (14)
which corresponds to (10) with n = 0.
If we choose qi,j(1) = 1, i = 0, 1, 2, j = 0, 1, 2, then the eigenvalue conditions (14), which corresponds to another two
eigenvalues 0, 0 of P(1).
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Table 1
Symbol coefficients of the multiscaling function when p = 3.
z−1 1 z z2
q1,0(z) −α + 59 59 − 19 α
q1,1(z) 2α − 13 59 89 −2α − 19
q1,2(z) −α + 19 − 19 29 α + 79
q2,0(z) −α + 89 29 − 19 α
q2,1(z) 2α − 13 89 59 −2α − 19
q2,2(z) −α + 19 − 19 59 α + 49
Fig. 1. Sobolev exponents of 3Φα .
Based on the discussion above, we suggest the following similar construction algorithm to that provided in [10].
Algorithm. Step 1. Start with a two-scale matrix symbol P(z)with the symbol component defined by the following form
qi,j(z) =
k=v+p∑
k=v
qjikz
k, i = 0, 1, 2, j = 0, 1, 2, v ∈ Z, (15)
where l(P) = l(qi,j) = p+ 1, i = 0, 1, 2, j = 0, 1, 2, v ∈ Z . So there are 6(p+ 1) unknown coefficients. It seems to provide
the highest regularity by choosing v = −[ p2 ].
Step 2. In order to get the coefficients, apply approximation order conditions (10) for n = 0, 1, . . . , p−1 and the eigenvalue
conditions (14) and (15) to the symbol, especially we choose qi,j(1) = 1(i = 0, 1, 2, j = 0, 1, 2) which corresponds to the
eigenvalues 3, 0, 0 of P(1).
Step 3. Combine all constraint equations obtained by step 2 together. Multiscaling function with one or two degrees of
freedom can be obtained by solving the equation system. These free variables will be denoted by α or α1.
Step 4. Applying aMATLAB routine written by Jiang in [26], the optimal α or α1 value whichmakesΦ(x) provide the highest
regularity can be attained. The regularity of the constructed multiscaling function was estimated.
Now, we shall present several examples of multiscaling functions using the construction algorithm in the above.
Example 1. The case p = 3. From (12) and (15) the symbol 3Pα(z) has the form in Table 1.
The larger the Sobolev exponent, the smoother the scaling function. In order to select filters, we use the Sobolev exponent.
Based on the above discussion we know that a parameter value corresponding to a group of filters, and filters corresponds
to a Sobolev exponent. So we should find the optimal parameter value which can provide a larger Sobolev exponent. First,
setting the parameter’s range, then narrowing the parameter’s range gradually, finally up to a parameter’s value of two
decimal points, we obtain the optimal parameters which can provide a larger Sobolev exponent. Andwe give corresponding
filters and draw the graphs of smooth scaling shown in Fig. 1.
As shown in Fig. 2, the maximum Sobolev exponent s = 1.8155 of 3Φα for α = 118 , and α = 0 the Sobolev exponent
s = 1.6845.
Example 2. The case p = 4. From (12) and (15) the symbol 4Pα(z) has the form in Table 2.
The maximum Sobolev exponent s = 0.7754 of 4Φα for α = 0.52, α1 = −0.09 (see Fig. 3).
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Fig. 2. φ0 , φ1 and φ2 of 3Φα with α = 118 .
Fig. 3. φ0 , φ1 and φ2 of 4Φα with α = 0.52, α1 = −0.09.
Example 3. The case p = 5. From (12) and (15) the symbol 5Pα(z) has the form in Table 3. The maximum Sobolev exponent
s = 0.8126 of 5Φαfor .α = 0.31, α1 = 0 (see Fig. 4).
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Table 2
Symbol coefficients of the multiscaling function when p = 4.
q1,0(z) q1,1(z)
z−2 α1 −α1 + 12α − 47108
z−1 −α1 + 16 α1 − 12α + 512
1 56
5
27
z 15α1 − 310α + 137540 − 12α1 + α − 1108
z2 − 15α1 + 310α − 137540 91108 + 12α1 − α
q1,2(z) q2,0(z)
z−2 310α1 − 15α + 31180 α1
z−1 − 310α1 + 15α − 31180 −α1 + 518
1 − 154 1318
z −α + 5554 15α1 − 310α + 119540
z2 α − 15α1 + 310α − 119540
q2,1(z) q2,2(z)
z−2 −α1 + 12α − 41108 310α1 − 15α + 320
z−1 α1 − 12α + 1336 − 310α1 + 15α − 320
1 827 − 154
z − 12α1 + α − 1108 −α + 5554
z2 79108 + 12α1 − α α
Table 3
Symbol coefficients of the multiscaling function when p = 5.
q1,0(z) q1,1(z)
z−2 α1 − 12α1 − 1243
z−1 α + 23243 − α1 − 12α + 12α1 + 1162
1 −α + 215243 12α + 55486
z − 110α1 + 8405 12α1 + 211243
z2 − 110α + 110α1 + 72430 12α − 12α1 + 1162
z3 110α − 1486 − 12α + 5486
q1,2(z) q2,0(z)
z−2 110α1 + 11215 α1
z−1 110α − 110α1 − 72430 α − α1 + 107486
1 − 110α − 1162 −α + 371486
z −α1 + 28243 − 110α1 + 5324
z2 −α + α1 + 217243 − 110α + 110α1 + 134860
z3 α 110α − 21215
q2,1(z) q2,2(z)
z−2 − 12α1 − 5972 110α1 + 1972
z−1 − 12α + 12α1 + 1324 110α − 110α1 − 134860
1 12α + 58243 − 110α − 7810
z 12α1 + 731972 −α1 + 115486
z2 12α − 12α1 + 1324 −α + α1 + 188243
z3 − 12α + 2243 α
Appendix
function drawWave (t0, t1,H, a1, b1, c1)
for i = 1 : t1− t0+ 1h(:, :, i) = H(:, 3 ∗ i− 2 : 3 ∗ i); end
lt = 512; dt = 1/lt; k0 = t0; k1 = t1; lk = lt; a = zeros(3, (t1− t0) ∗ lk+ 1);
a(1, 1 : (t1− t0) ∗ lk+ 1) = a1; a(2, 1 : (t1− t0) ∗ lk+ 1) = b1; a(3, 1 : (t1− t0) ∗ lk+ 1) = c1;
for step = 1 : 50 aa = zeros(3, (t1− t0) ∗ lk+ 1);
for t = t0 : dt : t1 for k = k0 : 1 : k1 if 3 ∗ t − k ≥ t0 and 3 ∗ t − k ≤ t1
tj = (t − t0) ∗ lt; kj = (k− k0) ∗ lk;
aa(:, tj+ 1) = aa(:, tj+ 1)+ h(:, :, k− k0+ 1) ∗ a(:, 3 ∗ tj− kj+ t0 ∗ lt + 1);
end end end a = aa; end
figure, subplot(221), plot(t0 : dt : t1, aa(:, :)); gridon;
subplot(222), plot(t0 : dt : t1, aa(1, :)); gridon;
subplot(223), plot(t0 : dt : t1, aa(2, :)); gridon;
subplot(224), plot(t0 : dt : t1, aa(3, :)); gridon;
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Fig. 4. φ0 , φ1 and φ2 of 5Φα with α = 0.31, α1 = 0.
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