Introduction \Algebraic families" of modules and algebras play an important role in several questions of representation theory. It is often especially useful to know that some \dis-crete invariants" are constant or, at least, are semi{continuous in such families, that is they can change only in \exceptional points" which form a family of smaller dimension. Perhaps the best known results in this direction are those of Gabriel Gab] and Kn orrer Kn]. Gabriel proved that nite representation type is an open condition for nite dimensional algebras (\fat points"), while Kn orrer showed that the number of parameters for modules of prescribed rank is semi{continuous in families of commutative Cohen{Macaulay rings of Krull dimension 1 (\curve singularities"). In DG 2] Kn orrer's theorem was used to show that the unimodal singularities of type T pq are of tame Cohen{Macaulay type. Unfortunately, the arguments of Kn] do not work in the non{commutative case. The aim of this paper is to re ne them in such a way that they could be applied to non{commutative Cohen{Macaulay algebras, too. For this purpose we introduce the notion of \dense subrings" which seems rather technical but, nevertheless, useful. It enables the construction of \almost versal" families of modules for a given algebra (cf. Theorem 3.5) and the de nition of the \number of parameters". Just as in the commutative case, it is important that the bases of these \almost versal" families are projective varieties. Once having this, we are able to prove an analogue of Kn orrer's theorem (cf. Theorem 4.9) and a certain variant (cf. Theorem 4.11) which turns out to be useful, for instance, to extend the tameness criterion for commutative algebras DG 2] to the case of characteristic 2. The semicontinuity implies, in particular, that the set of so{called \wild algebras" in any family is a countable union of closed subsets. A very exciting problem is whether it is actually closed, hence whether the set of tame algebras is open. However, Theorem 4.9, together with the results of DG 2], imply that tame is indeed an open property for curve singularities (commutative one-dimensional Cohen{Macaulay rings). An analogous procedure leads to the semicontinuity of the number of parameters in other cases, like representations of nite dimensional algebras or elements of nite dimensional bimodules. Though we do not consider here the problem of constructing moduli spaces for Cohen-Macaulay modules (cf. GP]), we may rephrase the semicontinuity theorem by saying that the dimension of the moduli space for such modules of prescribed rank varies upper semicontinuosly in at families of Cohen-Macaulay algebras. Likewise, the semicontinuity in other cases ( nite-dimensional algebras or bimodules) may be also understood as semicontinuity of the dimension of the corresponding moduli spaces of representations under deformations of the algebra or bimodule. Unfortunately, our results are, just as all known results till now, not su cient to prove the \tame is open condition"{conjecture. Nevertheless, the semicontinuity theorem as well as the construction of \almost versal" families of modules are not restricted to tame algebras. They have a potentially broader eld of applications to classi cation problems in representation theory. They are a particularly powerful tool if, for a given algebra, the deformation theory of this algebra is su ciently known and the classi cation problem for the deformed algebras is easier to solve or even known. The great success of this approach in the commutative case is, of course, also due to the fact that the deformation theory of singularities is a highly developed eld. We hope that this paper stimulates further research in the deformation theory for non{commutative Cohen{Macaulay algebras. 
Again, using an automorphism of W, we may suppose that i;d+1 = 0 for i 6 = d + 1. But then rank( X + Y ) d + 1 for some 2 k, which is a contradiction. Hence, d = m. In particular, if m = n, there exists an automorphism of W, such that (X) = I. Thus, our claim is proved for m n. Suppose now that m > n and consider the projection V 0 of V onto W 0 = nU, the rst n components of W (that is the rst n columns of each matrix X 2 W). As we have proved, there exists an automorphism 0 of W 0 such that 0 (V 0 ) 3 I. We can extend 0 to W and thus suppose that V contains a matrix X of the form (IX 0 ). Again using an automorphism, we obtain that X 0 = 0, that is X = E 1 . Now consider the projection V 00 of V onto W 00 = (m ? n)U, the last components of W.
Using induction, we may also suppose that the claim is valid for V 00 , thus V contains the matrices of the form:
( (1) is an algebra over a one{dimensional local, commutative, noetherian ring R, which is a nitely generated and torsion{free R{module. Q{algebra). If ? is a subring of Q , containing and being nitely generated as {module (or, equivalently, as R{module), call it an overring of . Of course, any such overring is also a CM{ algebra. If has no proper overrings, call it a maximal CM{algebra. It is known (cf., e.g., D1]) that, under condition (1), condition (2) is equivalent to the existence of maximal overrings of . More precisely, under conditions (1) and (2), the overrings of satisfy the ascending chain conditions and any two maximal overrings of are conjugate in Q .
Let be a CM{algebra. We call a {module M a {lattice (or a Cohen{ Macaulay {module) provided it is a maximal Cohen{Macaulay R{module. De- note by CM( ) the category of all {lattices. Any such lattice M embeds naturally into the nitely generated Q {module QM = Q R M. So, if ? is an overring of , the ?{module ?M QM is well{de ned. The following assertions are rather well{known (for the case when R is a discrete valuation ring, cf. Rog]; the proofs in the general situation are the same). N is isomorphic to a direct summand of c M, then N is isomorphic to a direct summand of M.
In the next section we shall use the following simple result.
Proposition 2.8 Let P be a projective {module. Then there exists a projective {module P 0 such that P P 0 is free of rank r dim k (P=rad P) where k = R=m.
Proof: Due to Proposition 2.7, we may suppose that R is complete, thus the Krull{Schmidt theorem holds for modules. Let ' s i=1 n i P i , where all P i are indecomposable and pairwise non{isomorphic. Then P ' s i=1 m i P i for some m i . Take r the least integer such that rn i m i for all i. Then r ' P P 0 for P 0 = s i=1 (rn i ? m i )P i . As dim k (P=rad P) = P s i=1 m i dim k (P i =rad P i ) m i , one obtains r dim k (P=rad P), q.e.d.
Remark: Obviously, dim k (P=rad P) `( b P ), so the last number can also serve as an upper bound for r.
Families of Modules
From now on we suppose that our rings are algebras over the eld k = R=m, where R is, as in the preceding paragraph, a Cohen-Macaulay ring.
De nition 3.1 Let X be a k{scheme, O X = O its structure sheaf, a CM{algebra (1{dimensional and analytically reduced) and M a coherent sheaf on X of k O{ modules. Call M a family of Cohen{Macaulay {modules on X if the following conditions hold:
It is easy to see that, under conditions (1) and (2), condition (3) is equivalent to:
(3') For every non{zero divisor a 2 R, the sheaf M=aM is also O{ at.
We are going to construct some \almost universal" families. Let ? be an overring of (cf. x2) and x some positive integers n and d. Put = ?= and consider the Grassmannian Gr = Gr(n ; d), that is the variety of subspaces of codimension d in n . Recall that for every k{scheme X the morphisms X ! Gr are in 1{1 correspondence with O{factormodules of n k O X which are locally free of rank d Mum] . Consider the subvariety B = B(n; d; ; ?) of Gr(n ; d) consisting of all { submodules of n . In other words, the morphisms X ! B are in 1{1 correspondence with k O X {factormodules of n k O X which are locally free over O X of rank d. Evidently it is a closed subscheme of Gr. Denote De nition 3.3 Call the families satisfying the conditions of Proposition 3.2 sandwiched families with respect to ? of rank n and codimension d. In particular, when X = Spec k, we have sandwiched modules (with respect to ?).
From now on we suppose the ground eld k to be algebraically closed. We are going to show that the sandwiched families are, in some sense \almost versal", that is any other families can be stably glued from nitely many sandwiched families. Taking into account Corollary 2.3, this follows from the following result. Considering the elements of nF as the rows of n n matrices, we can identify nV with a subspace in M n (F). Then we obtain the following: Corollary 3.9 Under the conditions of Proposition 3.5, for any closed point x 2 X the set fy 2 X j M(y) ' M(x) k k(y)g is constructible (that is a nite union of locally closed subsets of X) and its dimension is bigger or equal to dimX? par( b (M); ; ?).
In particular, this assertion is true for any family of Cohen{Macaulay {modules if we take for ? an hereditary overring of such that is dense in ? (which always exists, cf. Corollary 2.3).
Corollary 3.10 Let ? be any overring of and a hereditary overring of such that is dense in . Put`0 =`( b ). Then par(n; ?) par(`0n; ) for all n.
Of course, if ? ? 0 are two overrings of and dim k (? 0 =?) = c, then par(n; d; ; ?) par(n; c + d; ; ? 0 ), whence par(n; ; ?) par(n; ; ? 0 ). Put b(n; ) = maxfpar(n; ; ?)g where ? runs through all overrings of (we have actually to look only for maximal ones). Let also p(n; ) denote the maximal value of dim X ? dimfy 2 X j M(y) ' M(x) k k(y)g taken for all families M with all possible bases X and for all closed points x 2 X. Corollary 3.11 Let`0 =`( b ). Then b(n; ) p(n; ) b(n`0; ):
4 Families of algebras Now we formulate and prove the semicontinuity statements in two variants: for \familes of algebras" (Theorems 4.7 and 4.9) and for \families of generators" (Theorem 4.11). Again k denotes an algebraically closed eld.
De nition 4.1 Let C be a reduced algebraic curve over k, a coherent sheaf of O C { algebras, containing no nilpotent ideals and such that for every point p 2 C, p is maximal Cohen{Macaulay O C;p {module. Then we call a sheaf of CM{algebras or just a CM{algebra on C. Given a family of overrings L 0 L, we can de ne the functions on X: par(x; n; d) := par(x; n; d; L;L 0 ) = par(n; d; L(x);L 0 (x)); par(x; n) := par(x; n; L;L 0 ) = par(n; L(x);L 0 (x)): Theorem 4.7 The functions par(x; n; d) and par(x; n) are upper-semicontinuous, that is for each integer i and for any k{scheme X the sets X i (d) = fx 2 Xjpar(x; n; d) ig and X i = fx 2 Xjpar(x; n) ig are closed in X.
Proof: As X i = d X i (d) and since this union is nite, we only need to prove that X i (d) is closed. Moreover, we may suppose that X is a smooth curve. Let N = L 0 =L. Consider the relative Grassmannian Gr(nN; d) ! X and its closed subscheme (over X) B(n;d) consisting of L{submodules. Let J be the biggest two{ sided L 0 {ideal contained in L. Then it is easy to see that L=J is torsion{free over O X , hence, at. Thus, L 0 =J is also at over O X . As in the proof of Proposition 3.7, identify Gr(nN; d) with the closed subscheme of Gr(n L 0 ; d), where L 0 = L 0 =J , and consider the group scheme over X, GL(n; L 0 ) acting on the last Grassmannian. The same observations as in the proof of Proposition 3.7 shows that B j = fv 2 B(n;d) j dim St v jg is closed in B. As B is proper over X, its projection Z j is also closed. But, by de nition X i = j X ij , where X ij = fx 2 Z j j dim B j (x) i+jg are closed, We can now prove the main result of this paper. Recall that b(n; x) := b(n; L(x)) = maxfpar(n; L(x); ?g is the maximum number of independent parameters of isomorphism classes of sandwiched L(x){modules of rank n, which can be thought of as the dimension of the \moduli space" of L(x){CM{modules of rank n.
Theorem 4.9 The function b(n; x) = b(n; L(x)) is upper semi{continuous.
Proof: Again we may suppose that X is a smooth curve. Let g 2 X be the generic point of X and = L(g). Find an overring such that b(n; ) = par(n; ; ).
Using Lemma 4.8, we can construct a family of overrings L 0 L with L 0 (g) = .
As b(x) par(n; L(x);L 0 (x)) for every x 2 X, it follows from Proposition 4.7 that the set fx 2 X j b(x) b(g)g is closed. This, of course, proves the theorem. The proof of this corollary follows from Theorem 4.8 just in the same way as it followed in the commutative case from Kn orrer's theorem (cf. DG 2], Corollary 4.2). Now we consider onother version of the semicontinuity theorem, where algebras are given by parametrized families of generators. Namely, let X be an algebraic k{ scheme, L a family of CM{algebras with the base X and I an ideal of L such that L=I is a locally free O X {module of nite rank, that is it corresponds to a vector bundle : F ! X. The bres F(x) of F are then nite{dimensional k(x){algebras. Suppose given an algebraic X{scheme f : Y ! X and a set of X{morphisms f i : Y ! F j i = 1; 2; : : : ; mg (equivalently Y {sections of f F). For each point y 2 Y denote A(y) the subalgebra of F(f(y)) generated by f 1 (y); 2 (y); : : : ; m (y)g and (y) the preimage of A(y) in L(y) = L O X k(f(y)). Then (y) is a CM{algebra, thus, given a family of overrings L 0 L, we may consider, as above, the functions on Y : p(n; d; y) = par(n; d; (y); L 0 (y)); p(n; y) = par(n; (y); L 0 (y)); b(n; y) = b(n; (y)):
Theorem 4.11 In the above situation, the functions p(n; d; y); p(n; y) and b(n; y) its preimage in L. Note that both conditions \A 0 (x)is a subalgebra of F(x)" and \A 0 (x) A(x)"
are evidently closed and hold on U. Thus they hold on X, that is 0 (x) is a subalgebra of L(x) containing (x). As L= 0 is locally free of nite rank, 0 is really a family of CM{algebras on X. Hence, the functions p 0 (n; d; x); p 0 (n; x) and b 0 (n; x) de ned just as p(n; d; x); p(n; x) and b(n; x) but using 0 (x) instead of (x) are upper semicontinuous. On the other hand we have inequalitites p(n; d; x) p 0 (n; d; x); p(n; x) p 0 (n; x); b(n; x) b 0 (n; x) on X and equality on U. Therefore, p(n; d; x); p(n; x) and b(n; x) are also upper semicontinuous.
To show an application of Theorem 4.11, we extend the criteria of tameness, proved in DG 2] for the case char k 6 = 2, to all characteristics. In order to do this, we must rst de ne the singularities T pq in positive characteristic, which are de ned for char k = 0 as factorrings
). For our purpose it is more convenient to de ne them using their parametrization given by Schappert Sch] . Namely, let be a local commutative CM{algebra, 0 its maximal overring. Then 0 is a direct product of power series rings: (1) is tame.
(2) dominates a plane curve singularity of type T pq for some p; q (that is, is isomorphic to an overring of T pq ). Proof: (1) ) (3) and (3) ) (2) were proved in DG 2] and their proofs did not use the restriction char k 6 = 2. In order to prove (2) ) (1) Consider now a new CM{algebra ( ); 2 k, containing I and generated modulo I by the following 3 elements:
( ; 1)x; (1; )y; xy for p; q both odd; (1; 1; )x; ( ; ; 1)y; xy for p odd, q even; (1; ; 1; )x; ( ; 1; ; 1)y; xy for p; q both even:
If (p; q) 6 2 f(4;4); (3; 6)g, one can easily check that ( ) ' for 6 = 0, while (0) is a singularity of type P pq in the terminology of DG 2], that is generated modulo I by the elements x 0 ; y o such that v(x 0 ),v(y 0 ) are of the form: (2; 1); (1; 2) for p; q both odd;
(1; 1; 1); (1; 1;2) for p odd, q even;
(1; 1; 1;1); (1; 1;1;1) for p; q both even: Again, the calculations for P pq in DG 2] did not use the condition char k 6 = 2. Hence, they are tame and Theorem 4.11 implies that is also tame. The calculation of Dieterich for the remaining case (p; q) = (3; 6) or (p; q) = (4; 4) (cf. Di 1], Di 2]) also did not use any conditions on characteristics. Thus, implication (2) ) (1) is completely proved.
Some analogues
Here we give some examples of \almost versal families" and semicontinuity theorems for other situations in representation theory. As all the proofs are quite similar (and easier) to those of the preceding sections, we omit them and give only the nal formulations of the results analogous to Theorems 3.4, 4.7 and 4.11. Although some of the corresponding semicontinuity theorems are known, we hope that the \uni cation" will be useful for these cases too. At least we give new proofs for them.
Finite-dimensional algebras
Here, let A be a nite{dimensional algebra over an algebraically closed eld k. A family of A-modules parametrized by a k{scheme X is a sheaf M of A k O X { modules, which is coherent and at over O X . To be in the frame of projective varieties, we can consider rst the subvariety B(P; I; d) Gr(P; d), where P is a projective module over a nite{dimensional algebra A, I an ideal of A contained in the radical and B(P; I; d) consists of the A{submodules L IP. Gr(P; d) denotes the Grassmannian of d{codimensional subspaces of P. Then the canonical sheaf Just as for Cohen-Macaulay algebras, these numbers give upper bounds for the number of (independent) parameters of isomorphism classes of A{modules of rank n in any family of A{modules.
Consider now a family of algebras parametrized by a k{scheme X, that is a at coherent sheaf of O X -algebras A. Then we are able to de ne the following functions on X:
par(x; n; d) = par(n; d; A(x)); par(x; n) = par(n; A(x)):
Theorem 5.2 For each family of nite{dimensional k{algebras the functions par(x; n; d) and par(x; n) are upper{semicontinuous.
A version of this theorem was proved by Gei Gei] 2 Y , denote by I(y) the ideal in F(f(y)) generated by the set f j (y)jj = 1; : : : ; rg and by A(y) the subalgebra of F(f(y))=I(y) generated by the classes f i (y) + I(y)ji = 1; : : : ; mg. Then we can de ne the functions on Y : p(y; n; d) = par(n; d; A(y)); p(y; n) = par(n; A(y)):
Theorem 5.3 In the above situation the functions p(y; n; d) and p(y; n) are uppersemicontinuous on Y .
Bimodules
Consider now the categories of elements of nite{dimensional bimodules (in the sense of D2], although we give here a somewhat di erent de nition). Let A be a nite{ dimensional k{algebra, where k is again an algebraically closed eld, and let V be a nite{dimensional A{bimodule. The elements of V are, by de nition, those of the set El(V ) = F P V (P), where P runs through all ( nitely generated) projective A{ modules and V (P) = Hom A (P; V A P). Two elements u 2 V (P) and u 0 2 V (P 0 ) are said to be isomorphic if there exists an isomorphism p : P ! P 0 such that u 0 = (1 p)up ?1 . Indeed, in D2] only so{called disjoint bimodules were considered.
The bimodule V is said to be disjoint if A = A 1 A 2 and V A 1 = A 2 V = 0. In most applications in representations theory one needs only disjoint bimodules, but non{disjoint ones appear in various \reduction processes". To remain in the category of projective varieties, it is convenient to change the problem slightly. Namely, call elements u and u 0 (projectively) equivalent, if u 0 is isomorphic to u for some non{zero 2 k. Obviously, if the bimodule is disjoint, then equivalent elements are isomorphic, but in the non{disjoint case it is not always so.
Let X be a k{scheme and P a at coherent sheaf of A X {modules, where A X = A k O X . Put V (P) = Hom A X (P; V A P). It is a locally free coherent sheaf of O X {modules. Hence, the corresponding projective bundle P P = P X (V (P)) over X is de ned (cf. Ha]). A projective family (or simply family, as we do not consider other families here) of elements of the bimodule V with base X is, by de nition, a section : X ! P P for some P. Note that using projective families we need to consider projective equivalence instead of isomorphism and to exclude zero elements of the bimodule. But this does not essentially di er from the classi cation problem for the elements of bimodules up to isomorphism. The \almost universal" families in this case are more or less evident. Indeed, put, for any projective A{module P, B(P) = P k (V (P)) andP = P k O B(P) . Then PP ' B B, where B = B(P) and the diagonal map P : B ! B B de nes a family of elements of V with the base B. The following result is almost obvious.
Theorem 5.4 Let A be a nite{dimensional k{algebra, V a nite-dimensional A{ bimodule and and : X ! P P a (projective) family of elements of V . Then there exists a descending chain of closed subschemes X = X 0 X 1 X 2 X m = ; and a set of morphisms f' i : Y i ! B(P i )ji = 1; : : : ; mg for some projective A{ modules P i such that P Y i ' P i k O Y i . Hence, the restriction of P P on Y i = X i?1 nX i can be identi ed with Y i B(P i ), and, under this identi cation, Y i = 1 ' i . Moreover, dimP i = rankP for all i. The group G = Aut A P acts on B = B(P) and its orbits are the classes of projective equivalence. Hence, we are again able to de ne the closed subsets B i = fx 2 Bj dim(Gx) ig and the number of parameters: par(P; A; V ) = max i (dimB i ? i);
in particular par(n; A; V ) = par(nA; A; V ):
Now, given a family of algebras A with base X and a family of bimodules, that is a coherent sheaf V of A{bimodules, at over O X , we can de ne the function on X: par(x; n) = par(n; A(x);V(x)): Theorem 5.5 For each family of nite{dimensional k{algebras and bimodules the function par(x; n) is upper{semicontinuous. Of course, one could easily give a version of the last theorem, where the algebras and bimodules are de ned by generators and relations, but we leave this obvious generalization to the reader.
Remark
In particular, in both cases we can see that the set of wild algebras (or bimodules) in some family is again a countable union of closed subsets. It looks very likely that this set is even closed and, hence, that the set of tame algebras (or bimodules) is open. In order to prove it, one only needs to show that the set of tame algebras (bimodules) is really a countable union of constructible sets (cf. Gab]). If we consider families of commutative CM{algebras, then the set of tame algebras is indeed open. This can be derived from DG 2] in two ways. The rst is to apply the classi cation of DG 2] and deformation theory of singularities: the set of singularities which are of nite CM{representation type or which are tame is open in any at family of singularities. The second is to note that the strict respresentations over the free algebra khx; yi constructed in DG 2] are of bounded rank. Hence, we can nd a common constant n such that a commutative CM{algebra is wild if and only if p(n; ) > rn, where r is the rational length of , which coincides in this case with the number of branches. As r is obviously bounded in any family, we have now only to apply Theorem 4.9.
