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Abstrat
We dene the Rii urvature of Markov hains on metri spaes as
a loal ontration oeient of the random walk ating on the spae
of probability measures equipped with a Wasserstein transportation
distane. For Brownian motion on a Riemannian manifold this gives
bak the value of Rii urvature of a tangent vetor. Examples of
positively urved spaes for this denition inlude the disrete ube
and disrete versions of the OrnsteinUhlenbek proess. Moreover
this generalization is onsistent with the BakryÉmery Rii urvature
for Brownian motion with a drift on a Riemannian manifold.
Positive Rii urvature is shown to imply a spetral gap, a Lévy
Gromov-like Gaussian onentration theorem and a kind of modied
logarithmi Sobolev inequality. The bounds obtained are sharp in
several interesting examples.
Introdution
There are numerous generalizations of the notion of a metri spae with
negative setional urvature: manifolds with negative setional urvature,
CAT(0) and CAT(−1) spaes or δ-hyperboli spaes are widely used in var-
ious branhes of mathematis and give rise to numerous theorems. For posi-
tive urvature in Riemannian geometry, the right onept seems to be a lower
bound on Rii urvature (whih is weaker than a lower bound on setional
urvature). The most basi result in this diretion is the BonnetMyers the-
orem bounding the diameter of the spae in funtion of the Rii urvature,
but let us mention Lihnerowiz' theorem for the spetral gap of the Lapla-
ian (Theorem 181 in [Ber03℄), the LévyGromov theorem for isoperimetri
inequalities and onentration of measure [Gro86℄, or Gromov's theorem on
preompatness of the spae of manifolds with given dimension, upper bound
on the diameter and lower bound on the Rii urvature.
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We refer to the nie survey [Lott℄ for a disussion of the geometri interest
of lower bounds on Rii urvature, with further referenes, and the need
for a generalized notion of positive Rii urvature for metri spaes (often
equipped with a measure).
There have been several generalizations of the notion of Rii urvature.
First, the study by Bakry and Émery [BE85℄ of hyperontrativity of diusion
proesses led them to show that, when onsidering the Brownian motion on
a manifold with an additional drift given by a tangent vetor eld F , the
quantity Ric−2∇symF plays the role of a Rii urvature for the proess,
as far as funtional inequalities are onerned. The main example is the
OrnsteinUhlenbek proess on R
N
, whose invariant distribution is Gaussian,
and whih is positively urved in this sense.
Later, simultaneously, Sturm [Stu06℄, Lott and Villani [LV℄, and Ohta [Oht℄
used ideas from optimal transportation theory to dene a notion of lower
bound on the Rii urvature for length spaes equipped with a measure.
Their denition keeps a lot of the properties traditionally assoiated with
positive Rii urvature, and is ompatible with the BakryÉmery extension.
However, it has two main drawbaks. First, it is innitesimal, and in parti-
ular is meaningless for a graph. Seond, the denition is rather involved and
diult to hek on onrete examples. The main lass of spaes for whih
this denition is interesting are GromovHausdor limits of manifolds of a
given dimension.
Here we propose a denition of Rii urvature for metri spaes equipped
with a Markov hain or a diusion proess (whih for a Riemannian manifold
will typially be Brownian motion), whih is hopefully simpler to hek on
examples. The denition is again based on optimal transportation, but in a
less innitesimal way, and an be used to dene a notion of urvature at a
given sale for a metri spae. As a onsequene, we an test it in disrete
spaes suh as graphs. Suh an example is the disrete ube {0, 1}N , whih
from the point of view of onentration of measure behaves very muh like
the sphere SN , and is thus expeted to somehow have positive urvature.
Our denition, when applied to a Riemannian manifold equipped with the
Brownian motion, gives bak the usual value of the Rii urvature of a tan-
gent vetor. It is onsistent with the BakryÉmery extension, and provides a
visual explanation for the ontribution −∇symF of the drift F . We are able
to prove generalizations of the BonnetMyers theorem, of the Lihnerowiz
spetral gap theorem and of the LévyGromov isoperimetry theorem, as well
as a kind of modied logarithmi Sobolev inequality, although with some
(bounded) loss in the onstants. As a by-produt, we get a new proof for
Gaussian onentration and the logarithmi Sobolev inequality in the Lévy
Gromov or BakryÉmery ontext (though the onstants are not sharp).
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Related work. After having written a rst version of this text, we learned
that related ideas appear in several reent papers. Joulin [Jou℄ uses ontra-
tion of the Lipshitz onstant (under the name Wasserstein urvature) to get
a Poisson-type onentration result for ontinuous-time Markov hains on a
ountable spae, at least in the bounded, one-dimensional ase. Oliveira [Oli℄
proves that Ka's random walk on SO(n) has positive Rii urvature in our
sense, whih allows to improve mixing time estimates signiantly. Djellout,
Guillin and Wu [DGW04℄ use ontration of Lipshitz onstants and trans-
portation distanes (without the link with Rii urvature) in the ontext
of dependent sequenes of random variables, to get Gaussian onentration
results. The link with the spetral gap appears in [Sam℄ (p. 94) for the parti-
ular ase of graphs, and is present in the works of Chen (e.g. [CW97, Che98℄).
From the disrete Markov hain point of view, the tehniques presented
here are just a metri version of the usual oupling method. Namely, Rii
urvature an be seen as a rened version of Dobrushin's ergodi oeient
(see [Dob56℄, or e.g. setion 6.7.1 in [Bré99℄) using the metri struture on
the underlying spae.
From the Riemannian point of view, our approah boils down to ontra-
tion of the Lipshitz norm by the heat equation, whih is one of the results
of Bakry and Émery ([BE84, BE85℄, see also [ABCFGMRS00℄ and [RS05℄).
This latter property was suggested in [RS05℄ as a possible denition of a lower
bound on Rii urvature for diusion operators in general spaes, though it
does not provide an expliit value for Rii urvature at a given point.
Aknowledgements. I would like to thank Vinent Beara, Fabrie Deb-
bash, Alessio Figalli, Pierre Pansu, Bruno Sévenne, Romain Tessera and
Cédri Villani for numerous inspiring onversations about oarse geometry
and Rii urvature, as well as Djalil Chafaï, Aldéri Joulin, Shin-ihi Ohta
and Roberto Oliveira for useful remarks on the manusript and bibliograph-
ial referenes. Speial thanks to Pierre Py for the two points x and y.
Notation. In the paper, we use the symbol ≈ to denote equality up to a
multipliative universal onstant (typially 2 or 4); the symbol ∼ denotes
usual asymptoti equivalene. The word distribution is used as a synonym
for probability measure.
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1 Denitions and statements
1.1 Rii urvature
A ommon framework for generalizations of Rii urvature is that of metri
measure spaes [Stu06, LV℄. However, most measures appear as the invariant
distribution of some proess (e.g. Brownian motion on a Riemannian mani-
fold), and it is more onvenient and more general to start with a proess in
a metri spae, as is the ase in BakryÉmery theory. See also Remark 5
below.
Here for simpliity we will mainly onsider the ase of a disrete-time
proess. Similar denitions and results an be given for ontinuous time (see
e.g. Setion 3.3.4).
Definition 1  Let (X, d) be a Polish metri spae, equipped with its
Borel σ-algebra.
A random walk m on X is a family of probability measures mx(·) on
X for eah x ∈ X, satisfying the following two tehnial assumptions: (i)
the measure mx depends measurably on the point x ∈ X; (ii) eah mea-
sure mx has nite rst moment, i.e. for some (hene any) o ∈ X one has∫
d(o, y) dmx(y) <∞.
This denes a Markov hain whose transition probability from x to y in
n steps is
dm∗nx (y) :=
∫
z∈X
dm∗(n−1)x (z) dmz(y)
where of ourse m∗1x := mx.
Reall that a measure ν on X is invariant for this random walk if dν(x) =∫
y
dν(y)dmy(x). It is reversible if moreover, the detailed balane ondition
dν(x)dmx(y) = dν(y)dmy(x) holds.
This allows to dene a notion of urvature as follows. Consider two very
lose points x, y in a Riemannian manifold, dening a tangent vetor (xy).
Let w be another tangent vetor at x; let w′ be the tangent vetor at y
obtained by parallel transport of w from x to y. Now if we follow the two
geodesis issuing from x, w and y, w′, in positive urvature the geodesis will
get loser, and will part away in negative urvature. Rii urvature along
(xy) is this phenomenon, averaged on all diretions w at x.
So in the general ase, we will measure whether following the random
walk issuing from two nearby points x, y results in points that are loser
than x, y were, in whih ase Rii urvature will be positive, or further
apart, in whih ase Rii urvature will be negative. This is made preise
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by the use of transportation distanes between probability measures. We
refer to [Vil03℄ for an introdution to this topi.
Definition 2  Let (X, d) be a metri spae and let ν1, ν2 be two prob-
ability measures on X. The L1 transportation distane between ν1 and ν2
is
T1(ν1, ν2) := inf
ξ∈Π(ν1,ν2)
∫
(x,y)∈X×X
d(x, y) dξ(x, y)
where Π(ν1, ν2) is the set of measures on X ×X projeting to ν1 and ν2.
Intuitively, dξ(x, y) represents the mass that is sent from x to y, hene
the onstraint on the projetions of ξ, ensuring that the initial measure is ν1
and the nal measure is ν2.
The inmum is atually attained (Theorem 1.3 in [Vil03℄), but the optimal
oupling is generally not unique. In what follows, it is enough to hose one
suh oupling.
Definition 3  Let (X, d) be a metri spae with a random walk m. Let
x, y ∈ X be two distint points. The Rii urvature of (X, d,m) in the
diretion (x, y) is
κ(x, y) := 1− T1(mx, my)
d(x, y)
x
d(x, y)
y
mx my
on average
(1− κ)d(x, y)
When (X, d) is a Riemannian manifold, if the random walk onsists in
randomly jumping in a ball of radius ε around x, for small ε and lose enough
x, y this denition aptures the Rii urvature in the diretion xy (up to
some fator depending on ε).
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We will see below (Proposition 19) that in geodesi spaes, it is enough
to know κ(x, y) for lose points x, y.
If a ontinuous-timeMarkov kernel is given, one an also dene a ontinuous-
time version of the Rii urvature by setting
κ(x, y) := − d
dt
T1(mtx, mty)
d(x, y)
when this derivative exists, but for simpliity we will mainly work with the
disrete-time version here. Indeed, for ontinuous-time Markov hains, exis-
tene of the proess is already a non-trivial issue. We will sometimes use our
results on onrete ontinuous-time examples (e.g. M/M/∞ queues in se-
tion 3.3.4), but only when they appear as an obvious limit of a disrete-time
approximation.
One ould use the Lp transportation distane instead of the L1 one in the
denition; however, though this will result in stronger assumptions, I did not
nd any theorem where this would be neessary.
Notation  By analogy with the Riemannian ase, when omputing the
transportation distane between measuresmx andmy, we will think ofX×X
equipped with the oupling measure as a tangent spae, and for z ∈ X ×X
we will write x+z and y+z for the two projetions to X. So in this notation
we have
κ(x, y) = − 1
d(x, y)
∫
(d(x+ z, y + z)− d(x, y)) dz
where impliitly dz is the optimal oupling between mx and my.
1.2 Examples
Example 4 (Z
N
and R
N
)  Let m be the simple random walk on the
graph of the grid Z
N
equipped with its graph metri. Then for any two
points x, y ∈ Zd, the Rii urvature along (xy) is 0.
Indeed, we an transport the measure mx around x to the measure my
by a translation of vetor y − x (and this is optimal), so that the distane
between mx and my is exatly that between x and y.
This example generalizes to the ase of Z
n
or R
N
equipped with any
translation-invariant norm and any random walk given by a translation-
invariant transition kernel (onsistently with [LV℄). For example, the tri-
angular tiling of the plane has 0 urvature.
Remark 5 (Random walk at sale ε)  It is easy to onstrut
random walks on metri measure spaes. If (X, d, µ) is a metri measure
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spae (for example with µ the Hausdor measure) and ε > 0, the random
walk at sale ε onsists in, starting at a point x, randomly jumping in the
ball of radius ε around x, with probability density proportional to µ; namely
dmx(y) := dµ(y)/µ(B(x, ε)) if d(x, y) 6 ε (one an also use other funtions
of the distane, suh as a Gaussian kernel). This allows to onsider the Rii
urvature assoiated with this random walk.
This is what we do now on Riemannian manifolds to get bak the usual
Rii urvature (up to some normalization onstants), hene the terminology.
Proposition 6  Let (X, d) be a smooth omplete Riemannian manifold.
Let v, w be unit tangent vetors at x ∈ X. Let ε, δ > 0. Let y = expx δv and
let w′ be the tangent vetor at y obtained by parallel transport of w along
the geodesi expx tv. Then
d(expx εw, expy εw
′) = δ
(
1− ε
2
2
(K(v, w) +O(δ + ε))
)
as (ε, δ) → 0. Here K(v, w) is the setional urvature in the tangent plane
(v, w).
x
w′w
ε ε
δ(1− ε2K/2)
yv
δ
Example 7 (Riemannian manifold)  Let (X, d) be a smooth om-
plete N-dimensional Riemannian manifold. For some ε > 0, let the Markov
hain mε be dened by
dmεx(y) :=
1
vol(B(x, ε))
d vol(y)
if y ∈ B(x, ε), and 0 otherwise.
Let x ∈ X and let v be a unit tangent vetor at x. Let y be a point on
the geodesi issuing from v, with d(x, y) small enough. Then
κ(x, y) =
ε2
2(N + 2)
(Ric(v, v) +O(ε) +O(d(x, y)))
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Proof  This is essentially the same as Theorem 1.5 (ondition (xii)) in [RS05℄,
exept that therein, the inmum of Rii urvature is used instead of its value
along a tangent vetor. The proof is postponed to Setion 8. Basially, the
value of κ(x, y) is obtained by averaging the proposition above for w in the
unit ball of the tangent spae at x, whih provides an upper bound for κ.
The lower bound requires use of the dual haraterization of transportation
distane (Theorem 1.14 in [Vil03℄). 
Example 8 (Disrete ube)  Let X = {0, 1}N be the disrete ube
equipped with the Hamming metri (eah edge is of length 1). Let m be the
lazy random walk on the graph X, i.e. mx(x) = 1/2 and mx(y) = 1/2N if y
is a neighbor of x.
Let x, y ∈ X be neighbors. Then κ(x, y) = 1/N .
This examples generalizes to arbitrary binomial distributions (see Se-
tion 3.3.3).
Here laziness is neessary to avoid parity problems: If no laziness is in-
trodued, points at odd distane never meet under the random walk; in this
ase one must onsider Rii urvature for points at even distane only.
Atually, sine the disrete ube is a 1-geodesi spae, one has κ(x, y) >
1/N for any pair x, y ∈ X, not only neighbors (see Proposition 19).
Proof  We an suppose that x = 00 . . . 0 and y = 10 . . . 0. For z ∈ X and
1 6 i 6 N , let us denote by zi the neighbor of z in whih the i-th bit is
swithed. An optimal oupling between mx and my is as follows: For i > 2,
move xi to yi (both have mass 1/2N under mx and my respetively). Now
mx(x) = 1/2 and my(x) = 1/2N , and likewise for y. To transport mx to my,
it is enough to move a mass 1/2− 1/2N from x to y. All points are moved
over a distane 1 by this oupling, exept for a mass 1/2N whih remains
at x and a mass 1/2N whih remains at y, and so the Rii urvature is at
least 1/N .
Optimality of this oupling is obtained as follows: Consider the funtion
f : X → {0, 1} whih sends a point of X to its rst bit. This is a 1-Lipshitz
funtion, with f(x) = 0 and f(y) = 1. The expetations of f under mx and
my are 1/2N and 1 − 1/2N respetively, so that 1 − 1/N is a lower bound
on T1(mx, my).
A very short but less visual proof an be obtained through the L1 ten-
sorization property (Proposition 26). 
Example 9 (OrnsteinUhlenbek proess)  Let s > 0, α > 0
and onsider the OrnsteinUhlenbek proess in R
N
given by the stohasti
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dierential equation
dXt = −αXt dt+ s dBt
where Bt is a standard N-dimensional Brownian motion. The invariant dis-
tribution is Gaussian, of variane s2/2α.
Let δt > 0 and let the random walk m be the ow at time δt of the
proess. Expliitly, mx is a Gaussian probability measure entered at e
−αδtx,
of variane s2(1− e−αδt)/α ∼ s2δt for small δt.
Then the Rii urvature κ(x, y) of this random walk is 1− e−αδt , for any
two x, y ∈ RN .
Proof  The transportation distane between two Gaussian distributions
with the same variane is the distane between their enters, so that κ(x, y) =
1− |e
−αδtx−e−αδty|
|x−y| . 
Example 10 (Disrete OrnsteinUhlenbek)  LetX = {−N,−N+
1, . . . , N − 1, N} and let m be the random walk on X given by
mk(k) = 1/2, mk(k + 1) = 1/4− k/4N, mk(k − 1) = 1/4 + k/4N
whih is a lazy random walk with linear drift towards 0. The binomial
distribution
1
22N
(
2N
N+k
)
is reversible for this random walk.
Then, for any two neighbors x, y in X, one has κ(x, y) = 1/2N .
Proof  Exerise. 
Example 11 (BakryÉmery)  Let X be an N-dimensional Rieman-
nian manifold and F be a tangent vetor eld. Consider the dierential
operator
L :=
1
2
∆ + F.∇
assoiated with the stohasti dierential equation
dxt = F dt+ dBt
where Bt is the Brownian motion in X. The Rii urvature (in the Bakry
Émery sense) of this operator is
1
2
Ric−∇symF where ∇symF ij = 1
2
(∇iF j +
∇jF i) is the symmetrized of ∇F .
Consider the Euler approximation sheme at time δt for this stohasti
equation, whih onsists in following the ow of F for a time δt and then
randomly jumping in a ball of radius
√
(N + 2)δt.
Let x ∈ X and let v be a unit tangent vetor at x. Let y be a point on
the geodesi issuing from v, with d(x, y) small enough. Then
κ(x, y) = δt
(
1
2
Ric(v, v)−∇symF (v, v) +O(d(x, y)) +O(
√
δt)
)
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Proof  First let us explain the normalization: Jumping in a ball of radius
ε generates a variane ε2 1
N+2
in a given diretion. On the other hand, the
N-dimensional Brownian motion has, by denition, a variane dt per unit of
time dt in any given diretion, so a proper disretization at time δt requires
jumping in a ball of radius
√
(N + 2)δt. Also, as noted in [BE85℄, the gener-
ator of Brownian motion is
1
2
∆ instead of ∆, hene the 1
2
fator for the Rii
part.
Now the disrete-time proess begins by following the ow F for some
time δt. Starting at points x and y, using elementary Eulidean geometry,
it is easy to see that after this, the distane between the endpoints behaves
like d(x, y)(1 + δt v.∇vF +O(δt2)). Note that v.∇vF = ∇symF (v, v).
Now, just as in Example 7, randomly jumping in a ball of radius ε results
in a gain of d(x, y) ε
2
2(N+2)
Ric(v, v) on transportation distanes. Here ε2 =
(N + 2)δt. So after the two steps, the distane between the endpoints is
d(x, y)
(
1− δt
2
Ric(v, v) + δt∇symF (v, v)
)
as needed, up to higher-order terms. 
Maybe the reason for the additional −∇symF in Rii urvature à la
BakryÉmery is made learer in this ontext: it is simply the quantity by
whih the ow of X modies distanes between two starting points.
It is lear on this example why reversibility is not fundamental in this
theory: the antisymmetri part of the fore F generates an innitesimal
isometri displaement. Combining the Markov hain with an isometry of
the spae has no eet whatsoever on our denition.
Example 12 (Multinomial distribution)  Consider the set X =
{(x0, x1, . . . , xd), xi ∈ N,
∑
xi = N} viewed as the onguration set of N
balls in d+ 1 boxes. Consider the proess whih onsists in taking a ball at
random among the N balls, removing it from its box, and putting it bak at
random in one of the d+ 1 boxes. More preisely, the transition probability
from (x0, . . . , xd) to (x0, . . . , xi − 1, . . . , xj + 1, . . . , xd) (with maybe i = j) is
xi/N(d + 1). The multinomial distribution
N !
(d+1)N
Q
xi!
is reversible for this
Markov hain.
Equip this onguration spae with the metri d((xi), (x
′
i)) :=
1
2
∑ |xi − x′i|
whih is the graph distane w.r.t. the moves above. Then the Rii urvature
of the Markov hain is 1/N .
Proof  Exerise. 
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Example 13 (Geometri distribution)  Let the random walk on
N be dened by the transition probabilities pn,n+1 = 1/3, pn+1,n = 2/3 and
p0,0 = 2/3. This random walk is reversible with respet to the geometri
measure 2−(n+1). It is easy to hek that for n > 1 one has κn,n+1 = 0.
Proof  The transition kernel is translation-invariant exept at 0. 
Setion 5 ontains more material about this latter example and how non-
negative Rii urvature sometimes implies exponential onentration.
Example 14 (Geometri distribution, 2)  Let the random walk
on N be dened by the transition probabilities pn,0 = α and pn,n+1 = 1− α
for some 0 < α < 1. The geometri distribution α(1− α)n is invariant (but
not reversible) for this random walk. The Rii urvature of this random
walk is α.
Example 15 (δ-hyperboli groups)  Let X be the Cayley graph of
a non-elementary δ-hyperboli group with respet to some nite generating
set. Let k be a large enough integer (depending on the group) and onsider
the random walk onsisting in performing k steps of the simple random walk.
Let x, y ∈ X with d(x, y) > 2k. Then κ(x, y) = −2k/d(x, y)+O(1/d(x, y)).
Note that −2k/d(x, y) is the smallest possible value for κ(x, y), knowing
that the steps of the random walk are bounded by k.
Proof  For z in the ball of radius k around x, and z′ in the ball of radius
k around y, elementary δ-hyperboli geometry yields d(z, z′) = d(x, y) +
d(x, z) + d(y, z′) − (y, z)x − (x, z′)y up to some multiple of δ, where (·, ·)
denotes the Gromov produt with respet to some basepoint [GH90℄. Sine
this deomposes as the sum of a term depending on z only and a term
depending on z′ only, to ompute the transportation distane it is enough to
study the expetation of (y, z)x for z in the ball around x, and likewise for
(x, z′)y. Knowing that balls have exponential growth, it is not diult to see
that the expetation of (y, z)x is bounded by a onstant, whatever k, hene
the onlusion.
The same argument applies to trees or disrete δ-hyperboli spaes with
a uniform lower bound on the exponential growth rate of balls. 
Example 16 (Ka's random walk on orthogonal matries,
after [Oli℄)  Consider the following random walk on the set of N ×N
orthogonal matries: at eah step, a pair of indies 1 6 i < j 6 N is seleted
at random, an angle θ ∈ [0; 2π) is piked at random, and a rotation of angle
θ is performed in the oordinate plane i, j. Equip the set of orthogonal
matries with the Riemannian metri on SO(N) indued by the Hilbert
Shmidt inner produt Tr(a∗b) on its tangent spae. It is proven in a preprint
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by Oliveira [Oli℄ that this randomwalk has urvature 1−√1− 2/N(N − 1) ∼
1/N2.
This is onsistent with the fat that SO(N) has, as a Riemannian mani-
fold, a positive Rii urvature in the usual sense. However, from the ompu-
tational point of view, Ka's random walk above is muh nier than either the
Brownian motion or the ε-sale random walk of Example 7. Oliveira uses this
result to prove a new estimate O(N2 lnN) for the mixing time of this random
walk, niely improving on previous estimates O(N4 lnN) by DiaonisSalo-
Coste and O(N2.5 lnN) by PakSidenko (an easy lower bound is Ω(N2)),
see [Oli℄.
Example 17 (Glauber dynamis for the Ising model)  Let
G be a nite graph. Consider the onguration spae is X := {−1, 1}G
together with the energy funtion U(S) := −∑x∼y∈G S(x)S(y)−H∑x S(x)
for S ∈ X, whereH ∈ R is the external magneti eld. For some β > 0, equip
X with the Gibbs distribution µ := e−βU/Z where as usual Z :=
∑
S e
−βU(S)
.
The distane between two states is dened as the number of verties of G at
whih their value dier.
For S ∈ X and x ∈ G, denote by Sx+ and Sx− the states obtained from
S by setting Sx+(x) = +1 and Sx−(x) = −1, respetively. Consider the fol-
lowing random walk on X (known as the Glauber dynamis): at eah step,
a vertex x ∈ G is hosen at random, and a new value for S(x) is piked
aording to loal equilibrium, i.e. S(x) is set to 1 or −1 with probabili-
ties proportional to e−βU(Sx+) and e−βU(Sx−) respetively (note that only the
neighbors of x inuene the ratio of these probabilities). The Gibbs distri-
bution is reversible for this Markov hain.
Then the Rii urvature of this Markov hain is at least
1
|G|
(
1− v
max
eβ − e−β
eβ + e−β
)
where v
max
is the maximal valeny of a vertex of G. In partiular, if
β <
1
2
ln
(
v
max
+ 1
v
max
− 1
)
then urvature is positive. Consequently, the ritial β is at least this quan-
tity.
This estimate for the ritial temperature oinides exatly with the one
derived in [Gri67℄; atually our argument generalizes to non-onstant values
of the oupling Jxy between spins, and the positive urvature ondition ex-
atly amounts to G(β) < 1 in that paper's notation ([Gri67℄, Eq. (19)), or,
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equivalently, to Dobrushin's riterion using a single site. For omparison, the
exat value of the ritial β for the Ising model on the regular innite tree
of valeny v is 1
2
ln
(
v
v−2
)
, whih shows asymptoti optimality.
As shown in the rest of this paper, positive urvature implies several prop-
erties, espeially, exponential onvergene to the equilibrium, onentration
inequalities and a modied logarithmi Sobolev inequality. I do not know
how these results ompare to the literature.
Sine the argument presented below does not rely on exat solutions but
on quantitative estimates, it is obviously not spei to the Ising model: the
only property we used is that the inuene of a vertex on the loal equilibrium
of its neighbors is bounded.
Proof  Using Proposition 19, it is enough to bound Rii urvature for
pairs states at distane 1. Let S, S ′ be two states diering only at x ∈ G.
We an suppose that S(x) = −1 and S ′(x) = 1. Let mS and mS′ be the law
of the step of the random walk issuing from S and S ′ respetively. We have
to prove that the transportation distane between mS and mS′ is at most
1− 1|G|
(
1− v
max
eβ−e−β
eβ+e−β
)
.
The measure mS deomposes as mS =
1
|G|
∑
y∈Gm
y
S, aording to the
vertex y ∈ G whih is modied by the random walk, and likewise for mS′.
To evaluate the transportation distane, we will ompare myS to m
y
S′.
If the step of the random walk onsists in modifying the value of S at
x (whih ours with probability 1/ |G|), then the resulting state has the
same law for S and S ′, i.e. mxS = m
x
S′ . Thus in this ase the transportation
distane is 0 and the ontribution to Rii urvature is 1× 1|G| .
If the step onsists in modifying the value of S at some point y in G not
adjaent to x, then the value at x does not inuene loal equilibrium at y,
and so myS and m
y
S′ are idential exept at x. So in this ase the distane is
1 and the ontribution to Rii urvature is 0.
Now if the step onsists in modifying the value of S at some point y ∈ G
adjaent to x (whih ours with probability vx/ |G| where vx is the valeny
of x), then the value at x does inuene the law of the new value at y, by
some amount whih we now evaluate. The nal distane between the two
laws will be this amount plus 1 (1 aounts for the dierene at x), and the
ontribution to Rii urvature will be negative.
Let us now evaluate this amount more preisely. Let y ∈ G be adjaent to
x. Set a = e−βU(Sy+)/e−βU(Sy−). The step of the random walk onsists in set-
ting S(y) to 1 with probability a
a+1
, and to −1 with probability 1
a+1
. Setting
likewise a′ = e−βU(S
′
y+)/e−βU(S
′
y−)
for S ′, we are left to evaluate the distane
between the distributions on {−1, 1} given by ( a
a+1
; 1
a+1
)
and
(
a′
a′+1
; 1
a′+1
)
. It
is immediate to hek, using the denition of the energy U , that a′ = e4βa.
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Then, a simple omputation shows that the distane between these two dis-
tributions is at most
eβ−e−β
eβ+e−β
. This value is atually ahieved when y has odd
valeny, H = 0 and swithing the value at x hanges the majority around
y. (Our argument is suboptimal here when valeny is evena more preise
estimation yields the absene of a phase transition in dimension 1.)
Combining these dierent ases yields the desired urvature evaluation.
To onvert this into an evaluation of the ritial β, reason as follows: Mag-
netization, dened as
1
|G|
∑
x∈G S(x), is a
1
|G| -Lipshitz funtion of the state.
Now let µ0 be the Gibbs measure without magneti eld, and µh the Gibbs
measure with external magneti eld h. Use the Glauber dynamis with mag-
neti eld h, but starting with an initial state piked under µ0; Cor. 22 yields
that the magnetization under µh is ontrolled by
1
|G| T1(µ0, µ0 ∗m)/κ where
κ is the Rii urvature, and T1(µ0, µ0 ∗ m) is the transportation distane
between the Gibbs measure µ0 and the measure obtained from it after one
step of the Glauber dynamis with magneti eld h; reasoning as above this
transportation distane is easily bounded by
1
|G|
eβh−e−βh
eβh+e−βh
, so that the deriva-
tive of the magnetization w.r.t. h stays bounded when |G| → ∞. (Compare
Eq. (22) in [Gri67℄.) 
More examples an be found in Setions 3.3.3 (binomial and Poisson
distributions), 3.3.4 (M/M/∞ queues and generalizations) and 5 (geometri
distributions on N, exponential distributions on R
N
).
1.3 Overview of the results
Notation for random walks. Before presenting the main results, we need
some more quantites related to the loal behavior of the random walk: the
jump, whih will help ontrol the diameter of the spae, and the spread, whih
is the analogue of a diusion onstant and will help ontrol onentration
properties. Moreover, we dene a notion of loal dimension. The larger the
dimension, the better for onentration of measure.
Definition 18 (Jump, spread, dimension)  Let the jump of the
random walk at x be
J(x) := Emxd(x, ·) = T1(δx, mx)
Let the spread of the random walk at x be
σ(x) :=
(
1
2
∫∫
d(y, z)2 dmx(y) dmx(z)
)1/2
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and, if ν is a invariant distribution, let
σ := ‖σ(x)‖L2(X,ν)
be the average spread.
Let also σ∞(x) := 12 diamSuppmx and σ∞ := sup σ∞(x).
Let the loal dimension at x be
nx :=
σ(x)2
sup{Varmx f, f 1-Lipshitz}
and nally n := infx nx.
About this denition of dimension. Obviously nx > 1. For the disrete-
time Brownian motion on a N-dimensional Riemannian manifold, one has
nx ≈ N (see the end of Setion 8). For the simple random walk on a graph,
nx ≈ 1. This denition of dimension amounts to saying that in a spae of
dimension n, the typial variations of a (1-dimensional) Lipshitz funtion
are 1/
√
n times the typial distane between two points. This is the ase
in the sphere Sn, in the Gaussian measure on Rn, and in the disrete ube
{0, 1}n. So generally one ould dene the statistial dimension of a metri
measure spae (X, d, µ) by this formula i.e.
StatDim(X, d, µ) :=
1
2
∫∫
d(x, y)2 dµ(x)dµ(y)
sup{Varµ f, f 1-Lipshitz}
so that for eah x ∈ X the loal dimension ofX at x is nx = StatDim(X, d,mx).
With this denition, R
N
equipped with a Gaussian measure has statistial
dimension N and loal dimension ≈ N , whereas the disrete ube {0, 1}N
has statistial dimension ≈ N and loal dimension ≈ 1.
We now turn to the desription of the main results of the paper.
Elementary properties. In Setion 2 are gathered some straightforward
results.
First, we prove (Proposition 19) that in an ε-geodesi spae, it is enough
to get a lower bound on κ(x, y) for points x, y with d(x, y) 6 ε, to get a lower
bound on κ for all pairs of points. This is simple yet very useful: indeed in
the various graphs given above as examples, it was enough to ompute the
Rii urvature for neighbors.
Seond, we prove equivalent haraterizations of having Rii urvature
uniformly bounded from below: A spae satises κ(x, y) > κ if and only if
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the random walk operator is (1− κ)-ontrating on the spae of probability
measures equipped with the transportation distane (Proposition 20), and if
and only if the random walk operator ating on Lipshitz funtions ontrats
the Lipshitz norm by (1 − κ) (Proposition 28). An immediate orollary of
the ontrating property for probability measures is the existene of a unique
invariant distribution when κ > 0.
The property of ontration of the Lipshitz norm implies, in the re-
versible ase, that the spetral gap of the Laplaian operator assoiated with
the random walk is at least κ; this an be seen as a generalization of Lih-
nerowiz' theorem, and provides sharp estimates of the spetral gap in several
examples.
In analogy with the BonnetMyers theorem, we prove that if Rii ur-
vature is bounded below by κ > 0, then the diameter of the spae is at most
2 supx J(x)/κ (Proposition 23). In ase J is unbounded, we an evaluate in-
stead the average distane to a given point x0 under the invariant distribution
ν (Proposition 24); namely,
∫
d(x0, y) dν(y) 6 J(x0)/κ. In partiular we have∫
d(x, y) dν(x)dν(y) 6 2 inf J/κ. These are L1 versions of the BonnetMyers
theorem rather than generalizations: from the ase of manifolds one would
expet 1/
√
κ instead of 1/κ. Atually this L1 version is sharp in all our ex-
amples exept Riemannian manifolds; in Setion 7 we investigate additional
onditions for an L2 version of the BonnetMyers theorem to hold.
Let us also mention two elementary onstrutions preserving positive ur-
vature, namely, superposition and L1 tensorization (Propositions 25 and 26).
Conentration results. Basially, if Rii urvature is bounded below by
κ > 0, then the invariant distribution satises onentration results with
variane σ2/nκ (up to some onstant fator). This estimate is often sharp,
as disussed in Setion 3.3 where we revisit some of the examples.
However, the type of onentration (Gaussian, exponential, or 1/t2) de-
pends on further loal assumptions: indeed, just as in the entral limit theo-
rem, positive Rii urvature an only arry at the global sale what is already
true at the loal sale. Without further assumptions, one only gets that the
maximal variane of a 1-Lipshitz funtion is at most σ2/nκ, hene onen-
tration like σ2/nκt2 (Proposition 31). If we make the further assumption
that the support of the measures mx is uniformly bounded (i.e. σ∞ < ∞),
then we get mixed Gaussian-then-exponential onentration, with variane
σ2/nκ (Theorem 32). The width of the Gaussian window depends on σ∞,
and on the rate of variation of the spread σ(x)2.
For the ase of Riemannian manifolds, simply taking smaller and smaller
steps for the random walks makes the width of the Gaussian window tend to
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innity, so that we reover Gaussian onentration as in the LévyGromov or
BakryÉmery ontext. However, for lots of disrete examples, the Gaussian-
then-exponential behavior is genuine. Examples where tails are Poisson-
like (binomial distribution, M/M/∞ queues) or exponential are given in
Setions 3.3.3 to 3.3.5.
We also get onentration results for the nite-time distributions m∗kx
(Remark 33).
Log-Sobolev inequality. Using a suitable non-loal notion of norm of
the gradient, we are able to mimi the proof by Bakry and Émery of a
logarithmi Sobolev inequality for the invariant distribution. The gradient we
use (Denition 37) is (Df)(x) := supy,z
|f(y)−f(z)|
d(y,z)
exp(−λd(x, y)− λd(x, z)).
This is a kind of semi-loal Lipshitz onstant for f . Typially the value of
λ an be taken large at the marosopi level; for Riemannian manifolds,
taking smaller and smaller steps for the random walk allows to take λ→∞
so that we reover the usual gradient for smooth funtions.
The inequality takes the form Ent f 6 C
∫
(Df)2/f dν (Theorem 40). The
main tool of the proof is the ontration relation D(Mf) 6 (1−κ/2)M(Df)
where M is the random walk operator (Proposition 43).
That the gradient is non-loal, with a maximal possible value of λ, is
onsistent with the possible ourrene of non-Gaussian tails.
Exponential onentration and non-negative urvature. The sim-
plest example of a Markov hain with zero Rii urvature is the simple
random walk on N or Z, for whih there is no invariant distribution. How-
ever, we show that if furthermore there is a loally attrating point, then
non-negative Rii urvature implies exponential onentration. The main
examples are the geometri distribution on N, and the exponential distribu-
tion e−|x| on Rn assoiated with the stohasti dierential equation dXt =
dBt − Xt|Xt| dt. In both ases we reover orret orders of magnitude.
GromovHausdor topology. One advantage of our denition is that it
involves only ombinations of the distane funtion, and no derivatives, so
that it is more or less impervious to deformations of the spae. In Setion 6
we show that Rii urvature is ontinuous for GromovHausdor onver-
gene of metri spaes (suitably reinfored, of ourse, so that the random
walk onverges as well), so that having non-negative urvature is a losed
property. We also suggest a loosened denition of Rii urvature, requiring
that T1(mx, my) 6 (1− κ)d(x, y) + δ instead of T1(mx, my) 6 (1− κ)d(x, y).
With this denition, positive urvature beomes an open property, so that a
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spae lose to one with positive urvature has positive urvature. Properties
of this loose version will be investigated in another paper.
2 Elementary properties
2.1 Geodesi spaes
The idea behind urvature is to use loal properties to derive global ones. We
give here a simple proposition expressing that in near-geodesi spaes, suh
as graphs or manifolds, it is enough to hek positivity of Rii urvature for
nearby points.
Proposition 19  Suppose that (X, d) is ε-geodesi in the sense that
for any two points x, y ∈ X, there exists an integer n and a sequene x0 =
x, x1, . . . , xn = y suh that d(xi, xi+1) 6 ε and d(x, y) =
∑
d(xi, xi+1).
Then, if κ(x, y) > κ for any pair of points with d(x, y) 6 ε, then κ(x, y) >
κ for any pair of points x, y ∈ X.
Proof  Sine T1 is a distane, one has T1(mx, my) 6
∑ T1(mxi, mxi+1) 6
(1− κ)∑ d(xi, xi+1). 
2.2 Contration on the spae of probability measures
Let P(X) by the spae of all probability measures µ on X with nite rst
moment, i.e. for some (hene any) o ∈ X, ∫ d(o, x) dµ(x) < ∞. On P(X),
the transportation distane T1 is nite, so that it is atually a distane.
Let µ be a probability measure on X and dene the measure
µ ∗m :=
∫
x∈X
dµ(x)mx
whih is the image of µ by the random walk. (It may or may not belong to
P(X).)
The following proposition also appears in [DGW04℄ (in the proof of Propo-
sition 2.10) and in [Oli℄.
Proposition 20  Let (X, d,m) be a metri spae with a random walk.
Let κ ∈ R. Then the we have κ(x, y) > κ for all x, y ∈ X, if and only if for
any two probability distributions µ, µ′ ∈ P(X) one has
T1(µ ∗m,µ′ ∗m) 6 (1− κ)T1(µ, µ′)
Moreover in this ase, if µ ∈ P(X) then µ ∗m ∈ P(X).
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Proof  First, suppose that onvolution with m is ontrating in T1 dis-
tane. For some x, y ∈ X, let µ = δx and µ′ = δy be the Dira measures
at x and y. Then by denition δx ∗ m = mx and likewise for y, so that
T1(mx, my) 6 (1− κ)T1(δx, δy) = (1− κ)d(x, y) as required.
The onverse is more diult to write than to understand. For eah pair
(x, y) let ξxy be a oupling (i.e. a measure on X × X) between mx and my
witnessing for κ(x, y) > κ. Aording to Corollary 5.22 in [Vil℄, we an hoose
ξxy to depend measurably on the pair (x, y). Let Ξ be a oupling between µ
and µ′ witnessing for T1(µ, µ′). Then
∫
X×X dΞ(x, y) ξxy is a oupling between
µ ∗m and µ′ ∗m and so
T1(µ ∗m,µ′ ∗m) 6
∫
x,y
d(x, y) d
{∫
x′,y′
dΞ(x′, y′) ξx′y′
}
(x, y)
=
∫
x,y,x′,y′
dΞ(x′, y′) dξx′y′(x, y) d(x, y)
6
∫
x′,y′
dΞ(x′, y′) d(x′, y′)(1− κ(x′, y′))
6 (1− κ)T1(µ, µ′)
by the Fubini theorem applied to d(x, y) dΞ(x′, y′) dξx′,y′(x, y).
To see that in this situation P(X) is preserved by the random walk, x
some origin o ∈ X and note that for any µ ∈ P(X), the rst moment of µ∗m
is T1(δo, µ ∗ m) 6 T1(δo, mo) + T1(mo, µ∗m) 6 T1(δo, mo) + (1 − κ)T1(o, µ).
Now T1(o, µ) < ∞ by assumption, and T1(δo, mo) < ∞ by our denition of
random walks (Denition 1). 
As an immediate onsequene of this ontrating property we get:
Corollary 21  Suppose that κ(x, y) > κ > 0 for any two distint x, y ∈
X. Then the random walk has a unique invariant distribution ν ∈ P(X).
Moreover, for any probability measure µ ∈ P(X), the sequene µ ∗m∗n
tends exponentially fast to ν in T1 distane. Namely
T1(µ ∗m∗n, ν) 6 (1− κ)nT1(µ, ν)
and in partiular
T1(m∗nx , ν) 6 (1− κ)nJ(x)/κ
The last assertion follows by taking µ = δx and noting that J(x) =
T1(δx, mx) so that T1(δx, ν) 6 T1(δx, mx)+T1(mx, ν) 6 J(x)+(1−κ)T1(δx, ν),
hene T1(δx, ν) 6 J(x)/κ.
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Another interesting orollary is the following, whih allows to estimate
the average of a Lipshitz funtion under the invariant measure, knowing
some of its values. This is useful in onentration theorems, to get bounds
not only on the deviations from the average, but on what the average atually
is.
Corollary 22  Suppose that κ(x, y) > κ > 0 for any two distint
x, y ∈ X. Let ν be the invariant distribution.
Let f be a 1-Lipshitz funtion. Then, for any distribution µ, one has
|Eνf − Eµf | 6 T1(µ, µ ∗m)/κ.
In partiular, for any x ∈ X one has |f(x)− Eνf | 6 J(x)/κ.
Proof  One has T1(µ ∗ m, ν) 6 (1 − κ)T1(µ, ν). Sine by the triangle
inequality, T1(µ∗m, ν) > T1(µ, ν)−T1(µ, µ∗m), one gets T1(µ, ν) 6 T1(µ, µ∗
m)/κ. Now if f is a 1-Lipshitz funtion, for any two distributions µ,µ′ one
has |Eµf − Eµ′f | 6 T1(µ, µ′) hene the result.
The last assertion is simply the ase when µ is the Dira measure at x.

2.3 L1 BonnetMyers theorems
We now give a weak analogue of the BonnetMyers theorem. This result
shows in partiular that positivity of Rii urvature is a muh stronger
property than some spetral gap bound: there is no Rii urvature analogue
of a family of expanders.
Proposition 23 (L1 BonnetMyers)  Suppose that κ(x, y) > κ >
0 for all x, y ∈ X. Then for any x, y ∈ X one has
d(x, y) 6
J(x) + J(y)
κ(x, y)
and in partiular
diamX 6
2 supx J(x)
κ
Proof  Let d = d(x, y). By assumption we have T1(mx, my) 6 d(1 − κ).
By denition we have T1(mx, δx) = J(x) and T1(my, δy) = J(y). So d 6
J(x) + J(y) + d(1− κ). 
This result is not sharp at all for Brownian motion in Riemannian man-
ifolds (sine J ≈ ε and κ ≈ ε2Ric /N , it fails by a fator 1/ε ompared to
the BonnetMyers theorem!), but is sharp in many other examples.
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For the disrete ube X = {0, 1}N (Example 8 above), one has J = 1/2
and κ = 1/N , so we get diamX 6 N whih is the exat value.
For the disrete OrnsteinUhlenbek proess (Example 10 above) one has
J = 1/2 and κ = 1/2N , so we get diamX 6 2N whih one more is the
exat value.
For the ontinuous OrnsteinUhlenbek proess on R (Example 9 with
N = 1), the diameter is innite, onsistently with the fat that J is un-
bounded. If we restrit the proess to some large interval [−R;R] with
R ≫ s/√α (e.g. by reeting the Brownian part), then sup J ∼ αRδt on
this interval, and κ = (1 − eαδt) ∼ αδt so that the diameter is bounded by
2R, whih is orret.
These examples show that one annot replae J/κ with J/
√
κ in this
result (as ould be expeted from the example of Riemannian manifolds).
In fat, Riemannian manifolds seem to be the only simple example where
there is a diameter bound behaving like 1/
√
κ. In Setion 7 we investigate
onditions under whih an L2 version of the BonnetMyers theorem holds.
In ase J is not bounded, we an estimate instead the average diameter∫
d(x, y) dν(x)dν(y) under the invariant distribution ν. This estimate will
prove very useful in several examples, to get bounds on the average of σ(x)
in ases where σ(x) is unbounded but ontrolled by the distane to some
origin (see e.g. Setions 3.3.4 and 3.3.5).
Proposition 24 (Average L1 BonnetMyers)  Suppose that
κ(x, y) > κ > 0 for any two distint x, y ∈ X. Then for any x ∈ X,∫
X
d(x, y) dν(y) 6
J(x)
κ
and so ∫
X×X
d(x, y) dν(x) dν(y) 6
2 infx J(x)
κ
Proof  The rst assertion follows from Corollary 22 with f = d(x, ·).
For the seond assertion, hoose an x0 suh that J(x0) is arbitrarily lose
to inf J , and write∫
X×X
d(y, z) dν(y) dν(z) 6
∫
X×X
(d(y, x0) + d(x0, z)) dν(y) dν(z)
= 2T1(δx0, ν) 6 2J(x0)/κ
whih ends the proof. 
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2.4 Two onstrutions
Here we desribe two very simple onstrutions whih trivially preserve pos-
itive urvature, namely, superposition and L1 tensorization.
Superposition states that if we are given two random walks on the same
spae and onstrut a new one by, at eah step, tossing a oin and deiding
to follow either one random walk or the other, then the Rii urvatures mix
niely.
Proposition 25 (Superposition)  LetX be a metri spae equipped
with a family (m(i)) of random walks. Suppose that for eah i, the Rii
urvature of m(i) is at least κi. Let (αi) be a family of non-negative real
numbers suh that
∑
αi = 1. Dene a random walk m on X by mx :=∑
αim
(i)
x . Then the Rii urvature of m is at least
∑
αiκi.
Proof  Let x, y ∈ X and for eah i let ξi be a ouplings between m(i)x and
m(i)y. Then
∑
αiξi is a oupling between
∑
αim
(i)
x and
∑
αim
(i)
y , so that
T1(mx, my) 6
∑
αi T1
(
m(i)x , m
(i)
y
)
6
∑
αi(1− κi)d(x, y)
=
(
1−
∑
αiκi
)
d(x, y)
Note that the oupling above, whih onsists in sending eah m
(i)
x to m
(i)
y ,
has no reason to be optimal, so that in general equality does not hold. 
Tensorization states that if we perform a random walk in a produt spae
by deiding at random, at eah step, to move in one or the other omponent,
then positive urvature is preserved.
Proposition 26 (L1 tensorization)  Let (X1, . . . , Xk) be a nite
family of metri spaes equipped with a family of random walks (m(1), . . . , m(k)).
Let X be the produt of the spaes Xi, equipped with the distane
∑
di. Let
(αi) be a family of non-negative real numbers suh that
∑
αi = 1. Consider
the random walk on X dened by
m(xi) :=
∑
αi δx1 ⊗ · · · ⊗mxi ⊗ · · · ⊗ δxk
Suppose that for eah i, the Rii urvature of m(i) is at least κi. Then
the Rii urvature of m is at least inf αiκi.
For example, this allows for a very short proof that the urvature of the
lazy random walk on the disrete ube {0, 1}N is 1/N (Example 8). Indeed,
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it is the N-fold produt of the random walk on {0, 1} whih sends eah point
to the equilibrium distribution (1/2, 1/2), hene is of urvature 1.
The ase when some αi is equal to 0 shows why the Rii urvature is
given by an inmum: indeed, if αi = 0 then the orresponding omponent
never gets mixed, hene urvature annot be positive (unless this omponent
is redued to a single point).
Here the statement is restrited to a nite produt for the following teh-
nial reasons: First, to dene the L1 produt of an innite family, a basepoint
has to be hosen. Seond, in order for the formula above to dene a random
walk with nite rst moment (see Denition 1), some uniform assumption
on the rst moments of the m(i) is needed.
Proof  For x ∈ X let m˜(i)x stand for δx1 ⊗ · · · ⊗mxi ⊗ · · · ⊗ δxk .
Let x = (xi) and y = (yi) be two points in X. Then
T1(mx, my) 6
∑
αi T1
(
m˜(i)x , m˜
(i)
y
)
6
∑
αi
(
T1
(
m(i)x , m
(i)
y
)
+
∑
j 6=i
dj(xj , yj)
)
6
∑
αi
(
(1− κi)di(xi, yi) +
∑
j 6=i
dj(xj , yj)
)
=
∑
αi
(
−κidi(xi, yi) +
∑
dj(xj , yj)
)
=
∑
di(xi, yi)−
∑
αiκidi(xi, yi)
6 (1− inf αiκi) d(x, y)

2.5 Lipshitz funtions and spetral gap
Definition 27 (Averaging operator, Laplaian)  For f ∈
L2(X, ν) let the averaging operator M be
Mf(x) :=
∫
y
f(y) dmx(y)
and let ∆ := M − Id.
(This is the layman's onvention for the sign of the Laplaian, i.e.∆ = d
2
dx2
on R, so that on a Riemannian manifold ∆ is a negative operator.)
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The following proposition also appears in [DGW04℄ (in the proof of Propo-
sition 2.10).
Proposition 28  Let (X, d,m) be a random walk on a metri spae.
Let κ ∈ R.
Then the Rii urvature of X is at least κ, if and only if, for every
k-Lipshitz funtion f : X → R, the funtion Mf is k(1− κ)-Lipshitz.
Proof  First, suppose that the Rii urvature of X is at least κ. Then
we have
Mf(y)−Mf(x) =
∫
z
f(y + z)− f(x+ z)
6 k
∫
z
d(x+ z, y + z)
= kd(x, y)(1− κ(x, y))
Conversely, suppose that whenever f is 1-Lipshitz,Mf is (1−κ)-Lipshitz.
The duality theorem for transportation distane (Theorem 1.14 in [Vil03℄)
states that
T1(mx, my) = sup
f 1-Lipshitz
∫
f d(mx −my)
= sup
f 1-Lipshitz
Mf(x)−Mf(y)
6 (1− κ)d(x, y)

Let ν be an invariant distribution of the random walk. Consider the spae
L2(X, ν)/{onst} equipped with the norm ‖f‖2L2(X,ν)/{onst} :=
∥∥f − ∫ fdν∥∥2
L2(X,ν)
so that
‖f‖2L2(X,ν)/{onst} = Varν f =
1
2
∫
X×X
(f(x)− f(y))2 dν(x) dν(y)
The operators M and ∆ are self-adjoint in L2(X, ν) if and only if ν is re-
versible for the random walk.
It is easy to hek, using assoiativity of varianes, that
Varν f =
∫
Varmx f dν(x) + Varν Mf
so that ‖Mf‖2 6 ‖f‖2. It is also lear that ‖Mf‖∞ 6 ‖f‖∞.
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Usually, spetral gap properties for ∆ are expressed in the spae L2. The
proposition above only implies that the spetral radius of the operator M
ating on Lip(X)/{onst} is at most (1 − κ). In general it is not true that
a bound for the spetral radius of an operator on a dense subspae of a
Hilbert spae implies a bound for the spetral radius on the whole spae.
This holds, however, when the operator is self-adjoint or when the Hilbert
spae is nite-dimensional.
Proposition 29  Let (X, d,m) be metri spae with random walk, with
invariant distribution ν. Suppose that the Rii urvature of X is at least
κ > 0 and that σ <∞. Suppose that ν is reversible, or that X is nite.
Then the spetral radius of the averaging operator ating on L2(X, ν)/{onst}
is at most 1− κ.
Proof  First, if X is nite then Lipshitz funtions oinide with L2 fun-
tions, so that there is nothing to prove. So we suppose that ν is reversible,
i.e. M is self-adjoint.
Let f be a k-Lipshitz funtion. Proposition 31 below implies that Lip-
shitz funtions belong to L2 and that the Lipshitz norm ontrols the L2
norm. (This is where we use that σ <∞.)
Sine M tf is k(1 − κ)t-Lipshitz one gets VarM tf 6 Ck2(1 − κ)2t for
some onstant C so that limt→∞(
√
VarM tf)1/t 6 (1 − κ). Now Lipshitz
funtions are dense in L2(X, ν). Sine M is bounded and self-adjoint, its
spetral radius is at most 1− κ. 
Corollary 30  Let (X, d,m) be an ergodi random walk on a metri
spae, with invariant distribution ν. Suppose that the Rii urvature of X
is at least κ > 0 and that σ <∞. Suppose that ν is reversible.
Then the smallest eigenvalue of −∆ on L2(X, ν)/{onst} is at least κ.
Moreover the following disrete Poinaré inequalities are satised for f ∈
L2(X, ν):
Varν f 6
1
κ(2− κ)
∫
Varmx f dν(x)
and
Varν f 6
1
2κ
∫∫
(f(y)− f(x))2 dν(x) dmx(y)
Proof  These are rewritings of the inequalities Varν Mf 6 (1− κ)2Varν f
and 〈f,Mf〉L2(X,ν)/{onst} 6 (1− κ) Varν f , respetively. 
The quantities Varmx f and
1
2
∫
(f(y) − f(x))2 dmx(y) are two possible
denitions of ‖∇f(x)‖2 in a disrete setting. Though the latter is more
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ommon, the former is preferable when the support of mx an be far away
from x and anels out the drift. Moreover one always has Varmx f 6∫
(f(y)−f(x))2 dmx(y), so that the rst form is generally sharper (note that
sine κ 6 1 one has 1/κ(2− κ) 6 1/κ).
Reversibility is really needed here to turn an estimate of the spetral
radius of M into an inequality between the norms of Mf and f , using that
M is self-adjoint. When the random walk is not reversible, a version of the
Poinaré inequality with a non-loal gradient still holds (Theorem 40).
Let us ompare this result to Lihnerowiz' theorem in the ase of the
random walk at sale ε on an N-dimensional Riemannian manifold with
positive Rii urvature. The operator ∆ assoiated with the random walk
is the dierene between the mean value of a funtion on a ball of radius ε,
and its value at the enter of the ball: when ε → 0 this behaves like ε2
2(N+2)
times the usual Laplaian, by taking the average on the ball of the Taylor
expansion of f . Meanwhile, we saw (Example 7) that κ ∼ ε2
2(N+2)
inf Ric,
where inf Ric is the largest K suh that Ric(v, v) > K for all unit tangent
vetors v. Note that both saling fators are the same. On the other hand
the Lihnerowiz theorem states that the smallest eigenvalue of the usual
Laplaian is
N
N−1 inf Ric. So we miss the
N
N−1 fator, but otherwise get the
orret order of magnitude.
Seond, let us test this orollary for the disrete ube of Example 8. In
this ase the eigenbase of the disrete Laplaian is well-known (haraters, or
Fourier/Walsh transform), and the spetral radius of the lazy random walk
is exatly 1 − 1/N . Sine the Rii urvature κ is 1/N , the value given in
the proposition is sharp.
Third, onsider the OrnsteinUhlenbek proess on R, as in Example 9.
Its innitesimal generator is L = s
2
2
d
dx2
− αx d
dx
, and the eigenfuntions are
known to be Hk(x
√
α/s2) where Hk is the Hermite polynomial Hk(x) :=
(−1)kex2 dk
dxk
e−x
2
. The assoiated eigenvalue of L is −nα, so that the spetral
gap of L is α. Now the random walk we onsider is the ow eδtL at time δt
of the proess (with small δt), whose eigenvalues are e−nαδt . So the spetral
gap of the disrete Laplaian eδtL− Id is 1− e−αδt . Sine the Rii urvature
is 1− e−αδt too, the orollary is sharp again.
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3 Conentration results
3.1 Variane of Lipshitz funtions
We begin with the simplest kind of onentration, namely, an estimation of
the variane of Lipshitz funtions. Contrary to Gaussian or exponential
onentration, the only assumption needed here is that the average spread σ
is nite.
Sine our Gaussian onentration result will yield basially the same vari-
ane σ2/nκ, we disuss sharpness of this estimate in various examples in
Setion 3.3.
Proposition 31  Let (X, d,m) be a random walk on a metri spae, with
Rii urvature at least κ > 0. Let ν be the unique invariant distribution.
Suppose that σ <∞.
Then the variane of a 1-Lipshitz funtion is at most σ
2
nκ(2−κ) 6
σ2
nκ
.
In partiular, this implies that all Lipshitz funtions are in L2/{onst};
espeially,
∫
d(x, y)2dν(x)dν(y) is nite. The fat that the Lipshitz norm
ontrols the L2 norm was used above in the disussion of spetral properties
of the random walk operator.
Proof  Suppose for now that f is bounded by A ∈ R, so that Var f <∞.
We rst prove that VarM tf tends to 0. Let Br be the ball of radius r in X
entered at some basepoint. Using that M tf is (1− κ)t-Lipshitz on Br and
bounded by A on X \Br, we get VarM tf = 12
∫∫
(f(x)− f(y))2 dν(x)dν(y) 6
2(1 − κ)2tr2 + 2A2ν(X \Br). Taking for example r = 1/(1 − κ)t/2 ensures
that VarM tf → 0.
As already mentioned, one has Var f = VarMf +
∫
Varmx f dν(x). Sine
VarM tf → 0, by indution we get
Var f =
∞∑
t=0
∫
Varmx M
tf dν(x)
Now by denition Varmx f 6 σ(x)
2/nx. Sine M
tf is (1 − κ)t-Lipshitz, we
have Varmx M
tf 6 (1−κ)2t σ(x)2/nx so that the sum above is at most σ2nκ(2−κ) .
The ase of unbounded f is treated by a simple limiting argument. 
3.2 Gaussian onentration
As mentioned above, positive Rii urvature implies a Gaussian-then-exponential
onentration theorem. The estimated variane is σ2/nκ as above, so that
this is essentially a more preise version of Proposition 31, with some loss in
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the onstants. We will see in the disussion below (Setion 3.3) that in the
main examples, the order of magnitude is orret.
The fat that onentration is not Gaussian far away from the mean is gen-
uine, as exemplied by the binomial distribution on the ube (Setion 3.3.3)
or M/M/∞ queues (Setion 3.3.4). A purely exponential behavior an be
ahieved in very simple examples if σ∞(x) is not bounded (Example 14) or
if the spread σ(x)2 grows fast enough (Setion 3.3.5). In these examples, the
transition from Gaussian to non-Gaussian regime ours roughly as predited
by the theorem.
In the ase of Riemannianmanifolds, simply letting the step of the random
walk tend to 0 makes the width of the Gaussian window tend to innity, so
that we reover Gaussian onentration as in the LévyGromov or Bakry
Émery theorems.
The width of the Gaussian window is ontrolled by two fators: the quan-
tity σ∞, whih represents the granularity of the proess and an result in
Poisson-like behavior; and the rate of variation of the spread σ(x)2, whih
an result in exponential behavior. The latter phenomenon yields to the
assumption that σ(x)2 is bounded by a Lipshitz funtion.
Theorem 32  Let (X, d,m) be an ergodi random walk on a metri spae
as above, with invariant distribution ν. Suppose that for any two distint
points x, y ∈ X one has κ(x, y) > κ > 0.
Let
D2x :=
σ(x)2
nxκ
and
D2 := EνD
2
x
Suppose that the funtion x 7→ D2x is C-Lipshitz. Set
t
max
:=
2D2
max(2C, 3σ∞)
Then for any 1-Lipshitz funtion f , for any t 6 t
max
we have
ν ({x, f(x) > t+ Eνf}) 6 exp − t
2
6D2
and for t > t
max
ν ({x, f(x) > t+ Eνf}) 6 exp
(
− t
2
max
6D2
− t− tmax
max(2C, 3σ∞)
)
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Remark 33  It is lear from the proof below that σ(x)2/nxκ itself need
not be Lipshitz, only bounded by some Lipshitz funtion. In partiular, if
σ(x)2 is bounded one an always take D2 = supx
σ(x)2
nxκ
and C = 0.
It might seem that, in order to estimate EνD
2
x, one needs to know in
advane onentration properties for the invariant distribution ν; however,
Proposition 24 or Corollary 22 often provides sharp estimates for EνD
2
x, as
we shall see in the examples.
In Seion 3.3.5, we give a simple example where the Lipshitz onstant
of σ(x)2 is large, resulting in exponential rather than Gaussian behavior. In
Setion 3.3.6 we give an example of a proess with quadrati growth of σ(x)2,
and whih exhibits non-exponential tails. Thus the Lipshitz assumption
annot simply be removed.
The assumption that σ∞ is bounded an be replaed with a Gaussian-
type ontrol for the loal measures mx, whih however generally results in
muh poorer estimates of the variane in disrete situations (see Remark 35).
Proof  This proof is a variation on standard martingale methods for on-
entration (see e.g. Lemma 4.1 in [Led01℄).
Let f be a 1-Lipshitz funtion and λ > 0. For any smooth funtion g
and any real-valued random variable Y , a Taylor expansion gives Eg(Y ) 6
g(EY ) + 1
2
(sup g′′) VarY , so that
(Meλf )(x) 6 eλMf(x) +
λ2eλ(Mf(x)+2σ∞)
2
Varmx f
Take λ < 1/3σ∞ so that e2λσ∞ 6 2. By denition, Varmx f 6 ‖f‖2
Lip
σ(x)2/nx,
hene
(Meλf )(x) 6 eλMf(x)
(
1 + λ2
σ(x)2
nx
)
6 e
λ
„
Mf(x)+λσ(x)
2
nx
«
But sine σ(x)2/nxκ is C-Lipshitz by assumption, and sine besides
Mf(x) is (1 − κ)-Lipshitz by Proposition 28, the sum Mf(x) + λσ(x)2
nx
is
(1− κ+ λCκ)-Lipshitz.
From now on we take λ 6 1/2C. We an repeat the argument, setting
f1(x) := Mf(x)+λ
σ(x)2
nx
and using that f1 is (1−κ/2)-Lipshitz. This yields
(M2eλf )(x) 6 (Meλf1)(x) 6 eλMf1(x)+λ
2 σ(x)
2
nx
(1−κ/2)2
Next, Mf1 is (1−κ)(1−κ/2)-Lipshitz, whereas λσ(x)
2
nx
(1−κ/2)2 is κ
2
(1−
κ/2)2-Lipshitz. So f2(x) := Mf1(x)+λ
σ(x)2
nx
(1−κ/2)2 is (at least) (1−κ/2)2-
Lipshitz, hene
(M3eλf )(x) 6 (Meλf2)(x) 6 eλMf2(x)+λ
2 σ(x)
2
nx
(1−κ/2)4
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By indution, we get that fk+1(x) := Mfk(x) + λ
σ(x)2
nx
(1− κ/2)2k is (1−
κ/2)k+1-Lipshitz and that (Mkeλf )(x) 6 eλfk(x).
Now setting g(x) := σ(x)
2
nx
and expanding fk yields
fk(x) = (M
kf)(x) + λ
k∑
i=1
(Mk−ig)(x) (1− κ/2)2(i−1)
so that the limit of fk(x) when k →∞ is
Eνf + λ
∞∑
i=1
Eνg (1− κ/2)2(i−1) 6 Eνf + λEνg 4
3κ
Meanwhile, (Mkeλf )(x) tends to Eνe
λf
, so that
Eνe
λf 6 eλEνf+
4λ2
3κ
Eν
σ(x)2
nx
We an onlude by a standard Chebyshev inequality argument. 
Remark 34  The proof provides a similar onentration result for the
nite-time measures µ∗kx as well, with variane
D2x,k =
k∑
i=1
(1− κ/2)2(i−1)
(
Mk−i
σ(y)2
ny
)
(x)
and the same expression for t
max
.
Remark 35  The ondition that σ∞ is uniformly bounded an be replaed
with a Gaussian-type assumption, namely that for eah measure mx there
exists a number sx suh that Emxe
λf 6 eλ
2s2x/2eλEmx f for any 1-Lipshitz fun-
tion f . Then a similar theorem holds, with σ(x)2 replaed with s2x. (When
s2x is onstant this is Proposition 2.10 in [DGW04℄.) However, this is gener-
ally not well-suited to disrete settings, beause when transition probabili-
ties are small, the best s2x for whih suh an inequality is satised is usually
muh larger than the atual variane σ(x)2: for example, if two points x
and y are at distane 1 and mx(y) = ε, sx must satisfy e
−1/2s2x 6 ε hene
s2x > 1/2 ln(1/ε) ≫ ε. Thus making this assumption will provide extremely
poor estimates of the variane D2 when some transition probabilities are
small (e.g. for binomial distributions on the disrete ube); however, when
this does not our (e.g. for the uniform distribution on the disrete ube),
this assumption allows to get rid of σ∞, and even get genuine Gaussian on-
entration for all t ∈ R in the ase C = 0.
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3.3 Examples revisited
Let us test the sharpness of these estimates in some examples, beginning with
the simplest ones. In eah ase, we gather the relevant quantities in a table.
Reall that ≈ denotes an equality up to a multipliative universal onstant
(typially 6 4), while symbol ∼ denotes usual asymptoti equivalene (with
the orret onstant).
3.3.1 Riemannian manifolds
First, let X be a N -dimensional Riemannian manifold with positive Rii
urvature. Equip this manifold with the random walk at sale ε > 0, as in
Example 7.
Let inf Ric denote the largest K > 0 suh that Ric(v, v) > K for any unit
tangent vetor v. The the relevant quantities for this random walk are as
follows (see Setion 8 for the proofs).
Rii urvature κ ∼ ε2
2(N+2)
inf Ric
Spread σ(x)2 ∼ ε2 N
N+2
∀x
Dimension n ≈ N
Variane (LévyGromov thm.) ≈ 1/ inf Ric
Gaussian variane (Thm. 32) D2 ≈ 1/ inf Ric
Gaussian range t
max
≈ 1/(ε inf Ric) →∞
So, up to some (small) onstants, we reover Gaussian onentration as
in the Lévy-Gromov theorem.
The same applies to diusions with a drift on a Riemannian manifold. To
be onsistent with the notation of Example 11, in the table above ε has to
be replaed with
√
(N + 2)δt, and inf Ric with inf (Ric(v, v)− 2∇symF (v, v))
for v a unit tangent vetor. (In the non-ompat ase, are has to be taken
sine the Brownian motion on the manifold may not exist, and even if it does
its approximation at time δt may not onverge uniformly on the manifold.
In expliit examples suh as the OrnsteinUhlenbek proess, however, this
is not a problem.)
3.3.2 Disrete ube
Bak to the disrete ube {0, 1}N of Example 8, equipped with its graph
distane (Hamming metri) and lazy random walk.
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Rii urvature κ = 1/N
Spread σ(x)2 ≈ 1 ∀x
Dimension n ≈ 1
Gaussian variane (Thm. 32) D2 ≈ N
Atual variane N/4
The following simple remark allows to atually ompute the small numer-
ial onstants implied in the notation ≈, and to hek that Proposition 31
gives a sharp value when N →∞.
Proposition 36  Let m be the lazy simple random walk on a loally
nite graph. Then, for any vertex x one has σ(x)2/nx 6 1/2.
Applying this to the estimate of Proposition 31 for the disrete ube, one
gets σ2/nκ(2−κ) 6 1/2κ(2−κ) whih, for κ = 1/N , yields N/2(2−1/N) ∼
N/4. (One an atually get exatly N/4 by using a ontinuous-time random
walk instead.)
Proof  By denition σ(x)2/nx is the maximal variane, under mx, of a
1-Lipshitz funtion. So let f be a 1-Lipshitz funtion on the graph. Sine
variane is unvariant by adding a onstant, we an assume that f(x) = 0.
Then |f(y)| 6 1 for any neighbor y of x. Sine m is the lazy simple random
walk, we have mx(x) > 1/2 (with equality if there are no loops) and the
mass, under mx, of all neighbors of x is at most 1/2. Hene Varmx f =
Emxf
2 − (Emxf)2 6 Emxf 2 6 1/2.
This value is atually ahieved when x has an even number of neighbors
and when no two distint neighbors of x are neighbors; in this ase one an
take f(x) = 0, f = 1 on half the neighbors of x and f = −1 on the remaining
neighbors of x. 
3.3.3 Binomial distributions
The ourrene of a nite range t
max
for the Gaussian behavior of tails is
genuine, as the following example shows.
Let X = {0, 1}N equipped with its Hamming metri (eah edge is of
length 1). Consider the following Markov hain on X: for some 0 < p < 1,
at eah step, hoose a bit at random among the N bits; if it is equal to 0,
ip it to 1 with probability p; if it is equal to 1, ip it to 0 with probability
1− p. The binomial distribution ν ((xi)) =
∏
pxi(1− p)1−xi is reversible for
this Markov hain. The Rii urvature of this Markov hain is 1/N .
Let k be the number of bits of x ∈ X whih are equal to 1. Then k follows
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a Markov hain on {0, 1, . . . , N}, whose transition probabilities are:
pk,k+1 = p(1− k/N)
pk,k−1 = (1− p)k/N
pk,k = pk/N + (1− p)(1− k/N)
The binomial distribution with parameters N and p, namely
(
N
k
)
pk(1 −
p)N−k, is reversible for this Markov hain. Moreover, the Rii urvature of
this Markov hain is 1/N .
Now, x some λ > 0 and onsider the ase p = λ/N . Let N → ∞. It is
well-known that the invariant distribution tends to the Poisson distribution
e−λλk/k! on N.
Let us see how Theorem 32 performs on this example. The table below
applies either to the full spae {0, 1}N , with k the funtion number of 1's,
or to its projetion on {0, 1, . . . , N}. Note the use of Proposition 24 to
estimate σ2, without having to resort to expliit knowledge of the invariant
distribution. (All onstants implied in the O(1/N) notation are small and
ompletely expliit.)
Rii urvature κ = 1/N
Spread σ(k)2 = (λ+ k)/N +O(1/N2)
Estimated Ek (Prop. 24) Ek 6 J(0)/κ = λ
Atual Ek Ek = λ
Average spread σ2 = Eσ(k)2 = 2λ/N +O(1/N2)
Dimension n > 1
Estimated variane (Prop. 31) σ2/nκ(2− κ) = λ+O(1/N)
Atual variane λ
Gaussian variane (Thm. 32) D2 = 2λ+O(1/N)
Lipshitz onstant of D2x C = 1 +O(1/N)
Gaussian range t
max
= 4λ/3
The Poisson distribution has a roughly Gaussian behavior (with variane
λ) in a range of size approximately λ around the mean; further away, it
dereases like e−k lnk whih is not Gaussian. This is in good aordane with
the theorem, and shows that the Gaussian range annot be extended.
3.3.4 A ontinuous-time example: M/M/∞ queues
Here we show how to apply the theorem above to a ontinuous-time exam-
ple, the M/M/∞ queue. These queues were brought to my attention by
D. Chafaï.
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The M/M/∞ queue onsists in an innite number of servers. Eah
server an be free (0) or busy (1). The state spae onsists in all sequenes
in {0, 1}N with a nite number of 1's. The dynamis is at follows: Fix two
numbers λ > 0 and µ > 0. At a rate λ per unit of time, a lient arrives
and the rst free server beomes busy. At a rate µ per unit of time, eah
busy server nishes its job (independently of the others) and beomes free.
The number k ∈ N of busy servers is a ontinuous-time Markov hain, whose
transition probabilities at small times t are given by
ptk,k+1 = λt+O(t
2)
ptk,k−1 = kµt+O(t
2)
ptk,k = 1− (λ+ kµ)t+O(t2)
If we replae λ with λ/N and µ with 1/N , this Markov hain appears as
the limit of the binomial example above. This is espeially lear in the table
below.
This system is often presented as a disrete analogue of an Ornstein
Uhlenbek proess, sine asymptotially the drift is linear towards the origin.
However, it is not symmetri around the mean, and moreover the invariant
(atually reversible) distribution ν is a Poisson distribution (with parameter
λ/µ), rather than a Gaussian.
In this ontinuous-time setting, the denition are adapted as follows:
κ(x, y) := − d
dt
T1(mtx, mty)/d(x, y) (as mentioned in the introdution) and
σ(x)2 := 1
2
d
dt
∫∫
d(y, z) dmtx(y)dm
t
x(z), where m
t
x is the law at time t of the
proess starting at x. It is immediate to hek that the Rii urvature of this
proess is µ. Proposition 31 (with σ2/2nκ instead of σ2/nκ(2 − κ) beause
both σ2 and κ tend to 0 for the disrete-time approximation) and Theorem 32
still hold.
The relevant quantities are as follows.
Rii urvature κ = µ
Spread σ(k)2 = kµ+ λ
Estimated Ek (Prop. 24) Ek 6 J(0)/κ = λ/µ
Atual Ek Ek = λ/µ
Average spread σ2 = Eσ(k)2 = 2λ
Dimension n > 1
Estimated variane (Prop. 31) σ2/2nκ = λ/µ
Atual variane λ/µ
Gaussian variane (Thm. 32) D2 = 2λ/µ
Lipshitz onstant of D2x C = 1
Gaussian range t
max
= 4λ/3µ
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So one more Theorem 32 is in exellent aordane with the behavior
of the random walk, whose invariant distribution is Poisson with mean and
variane λ/µ.
An advantage of this approah is that is an be generalized to situations
where the rates of the servers are not onstant, but, say, bounded between,
say, µ0/10 and 10µ0. Indeed, the M/M/∞ queue above an be seen as a
Markov hain in the full onguration spae of the servers, namely the spae
of all sequenes over the alphabet {free, busy} ontaining a nite number
of busy. It is easy to hek that the Rii urvature is still equal to µ in
this onguration spae. Now let us onsider the ase of variable rates: in
this situation, the number of busy servers is generally not Markovian, so one
has to work in the onguration spae. If the rate of the i-th server is µi,
the Rii urvature is inf µi in the onguration spae, whereas the spread is
ontrolled by sup µi. So if the rates vary in a bounded range, Rii urvature
still provides a Gaussian-type ontrol, though an expliit desription of the
invariant distribution is not available.
3.3.5 An example of exponential onentration
We give here a very simple example of a Markov hain whih has positive
urvature but for whih onentration is not Gaussian but exponential, due
to large variations of the spread, resulting in a large value of C. An even
simpler example, with exponential onentration due to unbounded σ∞(x),
was given in the introdution (Example 14).
This is a ontinuous-time random walk on N dened as follows. Take
α < β ∈ R. For k ∈ N, the transition rate from k to k + 1 is (k + 1)α,
whereas the transition rate from k + 1 to k is (k + 1)β. It is immediate to
hek that the geometri distribution with deay α/β is reversible for this
Markov hain.
The Rii urvature of this Markov hain is easily seen to be β − α.
We have σ(k)2 = (k + 1)α + kβ, so that σ(k)2 is (α + β)-Lipshitz and
C = (α+ β)/(β − α).
The expetation of k under the invariant distribution an be bounded by
J(0)/κ = α/(β − α) by Proposition 24, whih is atually the exat value.
So the expression above for σ(k)2 yields σ2 = 2αβ/(β − α). Consequently,
the estimated variane σ2/2nκ (obtained by the ontinuous-time version of
Proposition 31) is at most αβ/(β − α)2, whih is the atual value.
Now onsider the ase when β−α is small. If we try to apply Theorem 32
without taking into aount the variations of the spread (witnessed by the
onstant C), we get blatantly false results sine the invariant distribution
is not Gaussian at all. In the regime where β − α → 0, the width of the
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Gaussian window in Theorem 32 is D2/C ≈ α/(β − α). This is ne, as this
is the deay distane of the invariant distribution, and in this interval both
the Gaussian and geometri estimates are lose to 1 anyway. But if the C
fator was not inluded, we would get D2/σ∞ = αβ/(β−α)2, whih is muh
larger; the invariant distribution is learly not Gaussian on this interval.
Moreover, Theorem 32 predits, in the exponential regime, a exp(−t/2C)
behavior for onentration. Here the asymptoti behavior of the invariant
distribution is (α/β)t ∼ (1− 2/C)t ∼ e−2t/C when β − α is small. So we see
that (up to a onstant 4) the exponential deay rate predited by Theorem 32
is genuine.
3.3.6 Heavy tails
It is lear that a variane ontrol alone does not imply any onentration
beyond the Bienaymé-Chebyshev inequality. We now show that this is till the
ase even with the positive urvature assumption. Namely, in Theorem 32,
neither the assumption that σ(x)2 is Lipshitz, nor the assumption that σ∞
is bounded, an be removed (but see Remark 35).
Heavy tails with non-Lipshitz σ(x)2. Our next example shows that if
the spread σ(x)2 is not Lipshitz, then non-exponential tails may our in
spite of positive urvature.
Consider the ontinuous-time random walk on N dened as follows: the
transition rate from k to k + 1 is a(k+ 1)2, whereas the transition rate from
k to k − 1 is a(k + 1)2 + bk for k > 1. Here a, b > 0 are xed.
We have κ = b and σ(k)2 = 2a(k + 1)2 + bk, whih is obviously not
Lipshitz.
This Markov hain has a reversible measure ν, whih satises ν(k)/ν(k−
1) = ak2/(a(k + 1)2 + bk) = 1− 1
k
(2 + b
a
) + O(1/k2). Consequently, asymp-
totially ν(k) behaves like
k∏
i=1
(
1− 1
i
(2 + b
a
)
) ≈ e−(2+b/a)Pki=1 1i ≈ k−(2+b/a)
thus exhibiting heavy, non-exponential tails.
This shows that the Lipshitz assumption for σ(x)2 annot be removed,
even if in this ase σ∞ is bounded by 1. It would seem reasonable to look for
a systemati orrespondane between the asymptoti behavior of σ(x)2 and
the behavior of tails.
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Heavy tails with unbounded σ∞. Consider the following random walk
on N
∗
: a number k goes to 1 with probability 1 − 1/4k2 and to 2k with
probability 1/4k2. One an hek that κ > 1/2. These probabilities are
hosen so that σ(k)2 = (2k−1)2×1/4k2×(1−1/4k2) 6 1, so that the variane
of the invariant distribution is small. However, let us evaluate the probability
that, starting at 1, the rst i steps onsist in doing a multipliation by 2,
so that we end at 2i; this probability is
∏i−1
j=0
1
4.(2j)2
= 4−1−i(i−1)/2. Setting
i = log2 k, we see that the invariant distribution ν satises
ν(k) >
ν(1)
4
2− log2k (log2k−1)
for k a power of 2. This is learly not Gaussian or exponential, though σ(k)2
is bounded.
4 Loal ontrol and logarithmi Sobolev inequal-
ity
The estimates above (e.g. for the spetral gap) were global: we used that
the averaging operator M transforms a 1-Lipshitz funtion into a (1 − κ)-
Lipshitz funtion. Now we turn to some form of ontrol of the gradient
of Mf at some point, in terms of the gradient of f at neighboring points.
This is loser to lassial BakryÉmery theory, and allows to get a kind of
logarithmi Sobolev inequality.
Definition 37  Choose λ > 0 and, for any funtion f : X → R, dene
the λ-range gradient of f by
(Df)(x) := sup
y,y′∈X
|f(y)− f(y′)|
d(y, y′)
e−λd(x,y)−λd(x,y
′)
This is a kind of mesosopi Lipshitz onstant of f around x. Note
that if f is a smooth funtion on a ompat Riemannian manifold, when
λ→∞ this quantity tends to |∇f(x)|.
It is important to note that Df is 2λ-log-Lipshitz.
We will also need a ontrol on negative urvature: In a Riemannian mani-
fold, the Rii urvature might be> ε beause there is a diretion of urvature
1 and a diretion of urvature −1 + ε. The next denition aptures these
variations.
Definition 38 (Unstability)  Let
κ+(x, y) :=
1
d(x, y)
∫
z
(d(x, y)− d(x+ z, y + z))+
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and
κ−(x, y) :=
1
d(x, y)
∫
z
(d(x, y)− d(x+ z, y + z))−
where a+ and a− are the positive and negative part of a ∈ R, so that κ(x, y) =
κ+(x, y)−κ−(x, y). (The integration over z is under a oupling realizing the
value of κ(x, y).)
The unstability U(x, y) is dened as
U(x, y) :=
κ−(x, y)
κ(x, y)
and U := sup
x,y∈X,x 6=y
U(x, y)
Remark 39  If X is ε-geodesi, then an upper bound for U(x, y) with
d(x, y) 6 ε implies the same upper bound for U .
In most disrete examples given in the introdution (Examples 8, 10, 12,
13, 14), unstability is atually 0, meaning that the oupling between mx
and my never inreases distanes (this ould be a possible denition of non-
negative setional urvature for Markov hains). In Riemannian manifolds,
unstability is ontrolled by the largest negative setional urvature, but this
does not inuene the nal results sine one an take arbitrarily small steps
for the random walk. Interestingly, in Example 17 (Glauber dynamis), un-
stability depends on temperature.
Due to the use of the gradient D, the theorem below is interesting only
if a reasonable estimate for Df an be obtained depending on loal data.
This is not the ase when f is not λ-log-Lipshitz. This is onsistent with the
fat mentioned above, that Gaussian onentration of measure only ours
in a nite range, with exponential onentration afterwards, whih implies
that no true logarithmi Sobolev inequality an hold in general.
Theorem 40  Suppose that Rii urvature is at least κ > 0. Let λ 6
1
24σ∞(1+U)
and onsider the λ-range gradient Df . Then for any funtion
f : x→ R suh that Df <∞, one has
Varν f 6
(
sup
x
4σ(x)2
κnx
)∫
(Df)2 dν
and for positive f ,
Entν f 6
(
sup
x
4σ(x)2
κnx
)∫
(Df)2
f
dν
where ν is the invariant distribution.
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If moreover the random walk is reversible with respet to ν, then
Varν f 6
∫
V (x)Df(x)2 dν(x)
and
Entν f 6
∫
V (x)
Df(x)2
f(x)
dν(x)
where
V (x) = 2
∞∑
t=0
(1− κ/2)2tM t+1
(
σ(x)2
nx
)
The form involving V (x) is motivated by the fat that, for reversible dif-
fusions in R
N
with non-onstant diusion oeients, these oeients natu-
rally appear in the formulation of funtional inequalities (see e.g. [AMTU01℄).
The quantity V (x)Df(x)2 is to be thought of as a rude version of the Dirih-
let form assoiated with the random walk. It would be more satisfying to
obtain inequalities involving the latter (ompare Corollary 30), but I ould
not get a version of the ommutation property DM 6 (1−κ/2)MD involving
the Dirihlet form.
Remark 41  If
σ(x)2
nxκ
is C-Lipshitz (as in Theorem 32), then V (x) 6
4
κ
∫ σ(x)2
nx
dν(x) + 2C J(x)
κ
.
Examples. Let us ompare this theorem to lassial results.
In the ase of a Riemannian manifold, for any smooth funtion f we an
hoose a random walk with small enough steps, so that λ an be arbitrarily
large and Df arbitrarily lose to |∇f |. Sine moreover σ(x)2 does not depend
on x for the Brownian motion, this theorem allows to reover the logarithmi
Sobolev inequality in the BakryÉmery framework, with the orret onstant
up to a fator 4.
Now onsider the two-point spae {0, 1}, equipped with the measure
ν(0) = 1− p and ν(1) = p. This is a lassial spae on whih modied log-
arithmi Sobolev inequalities were introdued [BL98℄. We endow this spae
with the Markov hain sending eah point to the invariant distribution. Here
we have σ(x)2 = p(1 − p), nx = 1 and κ = 1, so that we get the inequality
Entν f 6 4p(1−p)
∫ (Df)2
f
dν, idential to the known inequality [BL98℄ exept
for the fator 4.
Tensorizing this result provides a modied logarithmi inequality for
Bernoulli and Poisson measures [BL98℄. If, instead, we diretly apply the
theorem above to the Bernoulli measure on {0, 1}N or the Poisson measure
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on N (see Setions 3.3.3 and 3.3.4), we get slightly worse results. Indeed,
onsider the M/M/∞ queue on N, whih is the limit when N → ∞ of the
projetion on N of the Markov hains on {0, 1}N assoiated with Bernoulli
measures. Keeping the notation of Setion 3.3.4, we get, in the ontinuous-
time version, σ(x)2 = xµ+λ, whih is not onstant. So we have to use V (x);
Remark 41 and the formulas in Setion 3.3.4 yields V (x) 6 8λ/µ+2(λ+xµ)/µ
so that we get the inequality
Entν f 6
λ
µ
∫
Df(x)2
f(x)
(10 + 2xµ/λ) dν(x)
whih is to be ompared to the inequality
Entν f 6
λ
µ
∫
D+f(x)
2
f(x)
dν(x)
obtained in [BL98℄, with D+f(x) = f(x + 1)− f(x). So asymptotially our
version is worse by a fator x. Note however that the Poisson measure satises
xµ/λ dν(x) = dν(x− 1), so one ould say that our general, non-loal notion
of gradient fails to distinguish between a point and an immediate neighbor,
and does not take advantage of the partiular struture of a random walk on
N.
Proof. We now turn to the proof of Theorem 40, whih is essentially a
opy of the BakryÉmery argument. The key property is Proposition 43,
a ommutation property between the gradient and random walk operators
stating that DM 6 (1− κ/2)MD.
Lemma 42  Let A be a funtion on Suppmx, suh that A(z) 6 e
ρA(z′)
for any z, z′ ∈ Suppmx, with ρ 6 12(1+U) . Then for any x, y ∈ X we have∫
z
A(z)
d(x+ z, y + z)
d(x, y)
6 (1− κ(x, y)/2)
∫
z
A(z)
and in partiular ∫
z
A(z)(d(x+ z, y + z)− d(x, y)) 6 0
Proof  Set F = maxz A(z). Then∫
z
A(z)
d(x+ z, y + z)
d(x, y)
=
∫
z
A(z) + F
∫
z
A(z)
F
(
d(x+ z, y + z)
d(x, y)
− 1
)
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and reall that, by denition, κ−(x, y) =
∫
z,d(x+z,y+z)>d(x,y)
(d(x+ z, y + z)/d(x, y)− 1)
and κ+(x, y) =
∫
z,d(x+z,y+z)6d(x,y)
(1− d(x+ z, y + z)/d(x, y)). Using that
A(z) 6 F on one hand and A(z) > e−ρF on the other hand, we get∫
z
A(z)
d(x+ z, y + z)
d(x, y)
6
∫
z
A(z) + F (κ−(x, y)− e−ρκ+(x, y))
Now, reall that by denition of U we have κ−(x, y) 6 Uκ(x, y). It is
not diult to hek that ρ 6 1
2(1+U)
is enough to ensure that e−ρκ+(x, y)−
κ−(x, y) > κ(x, y)/2, hene∫
z
A(z)
d(x+ z, y + z)
d(x, y)
6
∫
z
A(z)− Fκ(x, y)/2
6
∫
z
A(z) (1− κ(x, y)/2)
as needed. 
Proposition 43  Suppose that the Rii urvature is at least κ > 0,
and hoose some λ 6 1
24σ∞(1+U)
. Then for any funtion f : X → R we have
D(Mf)(x) 6 (1− κ/2)M(Df)(x)
Proof  For any y, y′ ∈ X we have
|Mf(y)−Mf(y′)|
d(y, y′)
e−λ(d(x,y)+d(x,y
′))
6
∫
z
|f(y + z)− f(y′ + z)| e
−λ(d(x,y)+d(x,y′))
d(y, y′)
6
∫
z
Df(x+ z)
d(y + z, y′ + z)
e−λ(d(x+z,y+z)+d(x+z,y′+z))
e−λ(d(x,y)+d(x,y
′))
d(y, y′)
=
∫
z
A(z)B(z)
d(y + z, y′ + z)
d(y, y′)
where A(z) = Df(x+ z) and B(z) = eλ(d(x+z,y+z)−d(x,y)+d(x+z,y
′+z)−d(x,y′))
.
For any z we have (1 − κ(x, y))d(x, y) − 4σ∞ 6 d(x + z, y + z) 6 (1 −
κ(x, y))d(x, y)+4σ∞ and likewise for y′, so that B varies by a fator at most
e8λσ∞ . Likewise, sine Df is 2λ-log-Lipshitz, A varies by a fator at most
e4λσ∞ . So the quantity A(z)B(z) varies by at most e12λσ∞ .
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So if λ 6 1
24σ∞(1+U)
, we an apply Lemma 42 and get
∫
z
A(z)B(z)
d(y + z, y′ + z)
d(y, y′)
6 (1− κ/2)
∫
z
A(z)B(z)
Now we have
∫
z
A(z)B(z) =
∫
z
A(z)+
∫
z
A(z)(B(z)−1). Unwinding B(z)
and using that ea − 1 6 aea for any a ∈ R, we get∫
z
A(z)(B(z) − 1) 6
λ
∫
z
A(z)B(z) (d(x+ z, y + z)− d(x, y) + d(x+ z, y′ + z)− d(x, y′))
whih is non-positive by Lemma 42. Hene
∫
z
A(z)B(z) 6
∫
z
A(z), whih
ends the proof. 
Let ν be the invariant distribution. Let f be a positive funtion with∫
f dν = 1. We know that
Ent f =
∫
x
Mf(x)
(
Entmx
f
Mf(x)
)
dν(x) + EntMf
=
∑
t>0
∫
x
M t+1f(x)
(
Entmx
M tf
M t+1f(x)
)
dν(x)
and similarly
Var f =
∑
t>0
∫
x
Varmx M
tf dν(x)
Now for any y, z ∈ Suppmx we have |f(y)− f(z)| 6 Df(y)d(y, z)eλd(y,z).
Sine Df is 2λ-log-Lipshitz, we have Df(y) 6 e4λσ∞M(Df)(x), so that
|f(y)− f(z)| 6 d(y, z)M(Df)(x) e6λσ∞ , i.e. f is M(Df)(x) e6λσ∞ -Lipshitz.
Consequently
Varmx f 6
2(M(Df)(x))2 σ(x)2
nx
and, using that a log a 6 a2− a, we get that Entmx fMf(x) 6 1Mf(x)2 Varmx f so
Entmx
f
Mf(x)
6
2(M(Df)(x))2 σ(x)2
nxMf(x)2
Thus
Var f 6 2
∑
t>0
∫
x
σ(x)2
nx
(M(DM tf)(x))2 dν(x)
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and
Ent f 6 2
∑
t>0
∫
x
σ(x)2
nx
(M(DM tf)(x))2
M t+1f(x)
dν(x)
By Proposition 43, we have (DM tf)(y) 6 (1− κ/2)tM t(Df)(y), so that
Var f 6 2
∑
t>0
∫
x
σ(x)2
nx
(M t+1Df(x))2 (1− κ/2)2t dν(x)
and
Ent f 6 2
∑
t>0
∫
x
σ(x)2
nx
(M t+1Df(x))2
M t+1f(x)
(1− κ/2)2t dν(x)
Now sine the norm of M ating on L2(ν) is at most 1, we have
Var f 6 2 sup
x
σ(x)2
nx
∑
t>0
(1− κ/2)2t
∫
x
(M t+1Df(x))2 dν(x)
6
4
κ
sup
x
σ(x)2
nx
∫
x
(Df(x))2 dν(x)
For the entropy of f , the CauhyShwarz inequality yields
(M t+1Df(x))2 =
(
M t+1
(
Df√
f
.
√
f
)
(x)
)2
6M t+1
(
(Df)2
f
)
(x)M t+1f(x)
so that nally
Ent f 6 2
∑
t>0
∫
x
σ(x)2
nx
M t+1
(
(Df)2
f
)
(x) (1− κ/2)2t dν(x)
6
4
κ
sup
x
σ(x)2
nx
∫
x
(Df(x))2
f(x)
dν(x)
5 Exponential onentration in non-negative ur-
vature
We have seen that positive Rii urvature implies a kind of Gaussian onen-
tration. We now show that non-negative Rii urvature and the existene
of an attrating point imply exponential onentration.
The basi example to keep in mind is the following. Let N be the set of
non-negative integers equipped with its standard distane. Let 0 < p < 1
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and let the nearest-neighbor random walk on N that goes to the left with
probability p; expliitly mk = pδk−1 + (1 − p)δk+1 for k > 1, and m0 =
pδ0 + (1− p)δ1.
Sine for k > 1 the transition kernel is translation-invariant, it is immedi-
ate to hek that κ(k, k+1) = 0. Besides, κ(0, 1) = p. There exists a invariant
distribution if and only if p > 1/2, and it satises exponential onentration
with harateristi deay distane 1/ log(p/(1 − p)). For p = 1/2 + ε with
small ε this behaves like 1/4ε.
Geometrially, what entails exponential onentration in this example is
the fat that, for p > 1/2, the point 0 pulls its neighbor, and the pulling is
transmitted by non-negative Rii urvature. We now formalize this situation
in the following theorem.
Theorem 44  Let (X, d, (mx)) be a metri spae with random walk.
Suppose that for some o ∈ X and r > 0 one has:
• κ(x, y) > 0 for all x, y ∈ X,
• for all x ∈ X with r 6 d(o, x) < 2r, one has T1(mx, δo) < d(x, o),
• X is r-geodesi,
• There exists s > 0 suh that eah measure mx satises the Gaussian-
type Laplae transform inequality∫
eλf dmx 6 e
λ2s2/2eλ
R
fdmx
for any λ > 0 and any 1-Lipshitz funtion f : Suppmx → R.
Set ρ = inf{d(x, o)− T1(mx, δo), r 6 d(o, x) < 2r} and assume ρ > 0.
Then there exists a invariant distribution for the random walk. Moreover,
setting D = s2/ρ and m = r + 2s2/ρ + ρ(1 + J(o)2/4s2), for any invariant
distribution ν we have∫
ed(x,o)/D dν(x) 6 (4 + J(o)2/s2) em/D
and so for any 1-Lipshitz funtion f : X → R and t > 0 we have
Pr (|f − f(o)| > t+m) 6 (8 + 2J(o)2/s2) e−t/D
So we get exponential onentration with arateristi deay distane
s2/ρ.
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Note that the last assumption is satised with s = 2σ∞ thanks to Propo-
sition 1.16 in [Led01℄.
Before proeeding to the proof, let us show how this applies to the geo-
metri distribution above on N. We take of ourse o = 0 and r = 1. We an
take s = 2σ∞ = 2. Now there is only one point x with r 6 d(o, x) < 2r,
whih is x = 1. It satises m1 = pδ0+(1−p)δ2, so that T1(m1, δ0) = 2(1−p),
whih is smaller than d(0, 1) = 1 if and only if p < 1/2 as was to be expeted.
So we an take ρ = 1− 2(1− p) = 2p− 1. We get exponential onentration
with harateristi distane 4/(2p− 1). When p is very lose to 1 this is not
so good (beause the disretization is too oarse), but when p is lose to 1/2
this is within a fator 2 of the optimal value.
Another example is the stohasti dierential equation dXt = S dBt −
α Xt|Xt| dt on R
n
, for whih exp(− |x|α/S2) is a reversible measure. Consider
the Euler sheme at time δt for this stohasti dierential equation. Taking
r = nS2/α yields that ρ > α δt/2 after some simple omputation. Sine
we have s2 = S2δt for Gaussian measures at time δt, we get exponential
onentration with harateristi deay distane 2S2/α, whih is orret up
to a fator 2. The additive onstant in the deviation inequality is m =
r+ρ(1+J(o)2/4s2)+2s2/ρ whih is equal to (n+4)S2/α+O(δt) (note that
J(o)2 ≈ s2), whih is the orret order of magnitude for the average distane
to 0 in dimension n.
If κ > 0 in some large enough ball around o, then the invariant distri-
bution is unique. However, this is not true in general: for example, start
with the random walk on N above with a geometri invariant distribution;
now onsider the disjoint union N∪ (N+ 1
2
) where we keep the same random
walk on N and the same walk translated by
1
2
on N + 1
2
: learly there are
two disjoint invariant distributions, however, urvature is non-negative and
the assumptions of the theorem are satised with r = 1 and o = 0.
Proof of the theorem 
Let us rst prove a lemma whih shows how non-negative urvature trans-
mits the pulling.
Lemma 45  Let x ∈ X with d(x, o) > r. Then T1(mx, o) 6 d(x, o)− ρ.
Proof  If d(o, x) < 2r then this is one of the assumptions. So we suppose
that d(o, x) > 2r.
Sine X is r-geodesi, let o = y0, y1, y2, . . . , yn = x be a sequene of
points with d(yi, yi+1) 6 r and
∑
d(yi, yi+1) = d(o, x). We an assume that
d(o, y2) > r (otherwise, remove y1). Set z = y1 if d(o, y1) = r and z = y2 if
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d(o, y1) < r, so that r 6 d(o, z) < 2r. Now
T1(δo, mx) 6 T1(δo, mz) + T1(mz, mx)
6 d(o, z)− ρ+ d(z, x)
sine κ(z, x) > 0. The onlusion follows from the fat that d(o, x) = d(o, z)+
d(z, x). 
We are now ready to prove the theorem. The idea is to onsider the
funtion eλd(x,o). For points far away from the origin, sine under the random
walk the average distane to the origin dereases by ρ by the previous lemma,
we expet the funtion to be multiplied by e−λρ under the random walk
operator. Close to the origin, the evolution of the funtion is ontrolled by
the variane s2 and the jump J(o) of the origin. Sine the integral of the
funtion is preserved by the random walk operator, and it is multiplied by a
quantity < 1 far away, this shows that the weight of faraway points annot
be too large.
More preisely, we need to tamper a little bit with what happens around
the origin. Let ϕ : R+ → R+ be dened by ϕ(x) = 0 if x < r; ϕ(x) =
(x − r)2/kr if r 6 x < r(k
2
+ 1) and ϕ(x) = x − r − kr/4 if x > r(k
2
+ 1),
for some k > 0 to be hosen later. Note that ϕ is a 1-Lipshitz funtion and
that ϕ′′ 6 2/kr.
If Y is any random variable with values in R+, we have
Eϕ(Y ) 6 ϕ(EY ) +
1
2
Var Y supϕ′′ 6 ϕ(EY ) +
1
kr
VarY
Now hoose some λ > 0 and onsider the funtion f : X → R dened by
f(x) = eλϕ(d(o,x)). Note that ϕ(d(o, x)) is 1-Lipshitz, so that by the Laplae
transform assumption we have
Mf(x) 6 eλ
2s2/2eλMϕ(d(o,x))
The Laplae transform assumption implies that the variane under mx of
any 1-Lipshitz funtion is at most s2. So by the remark above, we have
Mϕ(d(o, x)) 6 ϕ(T1(mx, δo)) + s
2
kr
so that nally
Mf(x) 6 eλ
2s2/2+λs2/kreλT1(mx,δo)
So for any x with d(o, x) > r, we get
Mf(x) 6 eλ
2s2/2+λs2/kreλϕ(d(x,o)−ρ)
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If d(x, o) > r(k
2
+ 1) + ρ then ϕ(d(x, o)− ρ) = ϕ(d(x, o))− ρ so that
Mf(x) 6 eλ
2s2/2+λs2/kr−λρf(x)
If r 6 d(x, o) < r(k
2
+ 1) + ρ, then ϕ(d(x, o)− ρ) 6 ϕ(d(x, o)) so that
Mf(x) 6 eλ
2s2/2+λs2/krf(x)
If, nally, d(x, o) < r, then use non-negative urvature to write T1(mx, δo) 6
T1(mx, mo) + J(o) 6 d(x, o) + J(o) so that ϕ(T1(mx, δo)) 6 ϕ(r + J(o)) =
J(o)2/kr and
Mf(x) 6 eλ
2s2/2+λs2/kr+λJ(o)2/krf(x)
Let ν be a probability measure suh that
∫
f dν < ∞. Let X ′ = {x ∈
X, d(x, o) < r(k
2
+ 1)} and X ′′ = X \X ′. Set A(ν) = ∫
X′
f dν and B(ν) =∫
X′′
f dν. We have shown that∫
f d(ν ∗m) =
∫
Mf dν =
∫
X′
Mf dν +
∫
X′′
Mf dν
6 eλ
2s2/2+λs2/kr+λJ(o)2/kr
∫
X′
f dν + eλ
2s2/2+λs2/kr−λρ
∫
X′′
f dν
so that
A(ν ∗m) +B(ν ∗m) 6 αA(ν) + βB(ν)
with α = eλ
2s2/2+λs2/kr+λJ(o)2/kr
and β = eλ
2s2/2+λs2/kr−λρ
.
Choose λ small enough and k large enough (see below) so that β < 1.
Using that A(ν) 6 eλkr/4 for any measure ν, we get αA(ν) + βB(ν) 6 (α −
β)eλkr/4 + β(A(ν) + B(ν)). In partiular, if A(ν) + B(ν) 6 (α−β)e
λr
1−β , we get
αA(ν) + βB(ν) 6 (α−β)e
λkr/4
1−β . So setting R =
(α−β)eλkr/4
1−β , we have just shown
that the set C of probability measures ν suh that
∫
f dν 6 R is invariant
under the random walk.
Moreover, if A(ν) + B(ν) > R then αA(ν) + βB(ν) < A(ν) + B(ν).
Hene, if ν is a invariant distribution, neessarily ν ∈ C. This, together with
an evaluation of R given below, provides the bound for
∫
f dν stated in the
theorem.
We now turn to existene of a invariant distribution. First, C is obviously
losed and onvex. Moreover, C is tight: indeed if K is a ompat, say
inluded in a ball of radius a around o, then for any ν ∈ C we have ν(X\K) 6
Re−λa. So by Prokhorov's theorem, C is ompat in the weak onvergene
topology. So C is ompat onvex in the topologial vetor spae of all
(signed) Borel measures on X, and is invariant by the random walk operator,
47
whih is an ane map. By the MarkovKakutani theorem (Theorem I.3.3.1
in [GD03℄), it has a xed point.
Let us nally evaluate R. We have
R =
α/β − 1
1/β − 1 e
λkr/4
=
eλJ(o)
2/kr+λρ − 1
eλρ−λs2/kr−λ2s2/2 − 1 e
λkr/4
6
ρ+ J(o)2/kr
ρ− s2/kr − λs2/2 e
λJ(o)2/kr+λρ+λkr/4
using ea − 1 6 aea and ea − 1 > a.
Now take λ = ρ/s2 and k = 4s2/rρ. This yields
R 6 (4 + J(o)2/s2) eλ(s
2/ρ+ρ(1+J(o)2/4s2))
Let ν be some invariant distribution. Sine d(x, o) 6 ϕ(d(x, o) + r(1 +
k/4)) we have
∫
eλd(x,o) dν 6 eλr(1+k/4)
∫
f dν 6 Reλr(1+k/4) hene the result
in the theorem. 
6 Rii urvature and GromovHausdor topol-
ogy
We introdue here a GromovHausdor-like topology for metri spaes equipped
with a random walk. Two spaes are lose in this topology if they are lose in
the GromovHausdor topology and if moreover, the measures issuing from
eah point x are (uniformly) lose in the L1 transportation distane. More
preisely:
Definition 46  Let (X, (mx)x∈X) and (Y, (my)y∈Y ) be two metri spaes
equipped with a random walk. For e > 0, we say that these spaes are
e-lose if there exists a metri spae Z and two isometri embeddings fX :
X →֒ Z, fy : Y →֒ Z suh that the Hausdor distane between fX(X) and
fY (Y ) is at most e, and, moreover, for any x ∈ X, there exists y ∈ Y suh
that dZ(fX(x), fY (y)) 6 e and the L
1
transportation distane between the
pushforward measures fX(mX) and fY (my) is at most 2e, and likewise for
any y ∈ Y .
The Rii urvature is a ontinuous funtion in this topology. Namely, a
limit of spaes with Rii urvature at least κ has Rii urvature at least κ.
Below, we will relax the denition of Rii urvature so as to allow any
variation at small sale; withthis perturbed denition, having Rii urvature
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greater than κ will beome an open property. In partiular, any spae lose
to a spae with positive Rii urvature will have positive Rii urvature in
this perturbed sense.
Proposition 47  Let
(
Xn, (mNx )x∈XN
)
be a sequene of metri spaes
with randomwalk, onverging to a metri spae with random walk (X, (mx)x∈X).
Let x, y be two distint points in X and let (xN , yN) ∈ (XN , Y N) be a se-
quene of pairs of points onverging to (x, y). Then κ(xN , yN)→ κ(x, y).
In partiular, if all spaes XN have Rii urvature at least κ, then so
does X.
In order for positive urvature to be an open property in some topology
à la GromovHausdor, one needs a rougher behavior at small sales. This
is ahieved as follows.
Definition 48  Let (X, d) be a metri spae equipped with a random
walk m. Let δ > 0. The Rii urvature up to δ along x, y ∈ X is
κδ(x, y) := 1− (T1(mx, my)− δ)+
d(x, y)
i.e. it is the largest κ 6 1 for whih one has
T1(mx, my) 6 (1− κ)d(x, y) + δ
With this denition, the following is easy.
Proposition 49  Let (X, (mx)) be a metri spae with random walk
with Rii urvature at least κ up to δ > 0. Let δ′ > 0. Then there exists a
neighborhood VX of X suh that any spae Y ∈ VX has Rii urvature at
least κ up to δ + δ′.
Consequently, the property having urvature at least κ for some δ > 0
is open.
7 L2 BonnetMyers theorems
As seen in Setion 2.3, it is generally not possible to give a bound for the
diameter of a positively urved spae involving the square root of urva-
ture, beause of suh simple ounterexamples as the disrete ube. Here we
desribe additional onditions whih provide suh a bound in two dierent
types of situation.
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We rst give a bound similar to the BonnetMyers one, but on the average
distane between two points rather than the diameter; it holds when there
is an attrative point and is relevant for examples suh as the Ornstein
Uhlenbek proess (Example 9) or its disrete analogue (Example 10).
Next, we give a diret generalization of the genuine BonnetMyers theo-
rem for Riemannian manifolds. Atually, the only example where a Bonnet
Myers theorem holds seems to be the ordinary Brownian motion on a Rieman-
nian manifold. Despite this lak of further examples, we found it interesting
to provide an axiomatization of the BonnetMyers theorem in our language.
This is done by reinforing the positive urvature assumption, whih om-
pares the transportation distane between the measures issuing from two
points x and y at a given time, by requiring a transportation distane in-
equality between the measures issuing from two given points at dierent
times.
7.1 Average L2 BonnetMyers
We now desribe a BonnetMyers-like estimate on the average distane be-
tween two points, provided there is some attrative point. This is rather
similar to Theorem 44 in non-negative urvature.
Proposition 50 (Average L2 BonnetMyers)  Let (X, d, (mx))
be a metri spae with random walk, with Rii urvature at least κ > 0.
Suppose that for some o ∈ X and r > 0, one has∫
d(o, y) dmx(y) 6 d(o, x)
for any x ∈ X with r 6 d(o, x) < 2r, and that moreover X is r-geodesi.
Then ∫
d(o, x) dν(x) 6
√
1
κ
∫
σ(x)2
nx
dν(x) + 5r
where as usual ν is the invariant distribution.
Note that the assumption
∫
d(o, y) dmx(y) 6 d(o, x) annot hold for x in
some ball around o unless o is a xed point. This is why the assumption is
restrited to an annulus.
As in the Gaussian onentration theorem (Theorem 32), in ase σ(x)2 is
Lipshitz, Corollary 22 may provide a useful bound on
∫ σ(x)2
nx
dν(x) in terms
of its value at some point.
As a rst example, onsider the disrete OrnsteinUhlenbek proess of
Example 10, whih is the Markov hain on {−N, . . . , N} given by the tran-
sition probabilities pk,k = 1/2, pk,k+1 = 1/4−k/4N andpk,k−1 = 1/4+k/4N ;
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the Rii urvature is κ = 1/2N , and the invariant distribution is the bino-
mial
(
2N
N+k
)
. This example is interesting beause the diameter is 2N (as is the
bound provided by Proposition 23), whereas the average distane between
two points is ≈ √N . It is immediate to hek 0 is attrative, namely that
o = 0 and r = 1 fulll the assumptions. Sine σ(x)2 ≈ 1 and κ ≈ 1/N ,
the proposition reovers the orret order of magnitude for distane to the
origin.
Our next example is the OrnsteinUhlenbek proess dXt = −αXt dt +
s dBt on R
N
(Example 9). Here it is lear that 0 is attrative in some sense, so
o = 0 is a natural hoie. The invariant distribution is a Gaussian of variane
s2/α; under this distribution the average distane to 0 is ≈
√
Ns2/α.
At small time τ , a point x ∈ RN is sent to a Gaussian entered at (1 −
ατ)x, of variane τs2. The average quadrati distane to the origin under
this Gaussian is (1 − ατ)2d(0, x)2 + Ns2τ + o(τ) by a simple omputation.
If d(0, x)2 > Ns2/2α this is less than d(0, x)2, so that we an take r =√
Ns2/2α. Considering the random walk disretized at time τ we have we
have κ ∼ ατ , σ(x)2 ∼ Ns2τ and nx ≈ N . So in the proposition above, the
rst term is ≈ √s2/α, whereas the seond term is 5r ≈ √Ns2/α, whih is
thus dominant. So the proposition gives the orret order of magnitude; in
this preise ase, the rst term in the proposition reets onentration of
measure (whih is dimension-independent for Gaussians), whereas it is the
seond term 5r whih arries the orret dependeny on dimension for the
average distane to the origin.
Proof  Let ϕ : R → R be the funtion dened by ϕ(x) = 0 if x 6 2r, and
ϕ(x) = (x − 2r)2 otherwise. Note that for any real-valued random variable
Y , we have
Eϕ(Y ) 6 ϕ(EY ) +
1
2
VarY supϕ′′ = ϕ(EY ) + VarY
Now let f : X → R be dened by f(x) = ϕ(d(o, x)). We are going to
show that
Mf(x) 6 (1− κ)2f(x) + σ(x)
2
nx
+ 9r2
for all x ∈ X. Sine ∫ f dν = ∫ Mf dν, we will get ∫ f dν 6 (1−κ)2 ∫ f dν+∫ σ(x)2
nx
dν + 9r2 whih easily implies the result.
First, suppose that r 6 d(o, x) < 2r. We have f(x) = 0. Now
∫
d(o, y) dmx(y)
is at most d(o, y) by assumption. Using the bound above for ϕ, together with
the denition of σ(x)2 and nx, we get
Mf(x) =
∫
ϕ(d(o, y)) dmx(y) 6 ϕ
(∫
d(o, y) dmx(y)
)
+
σ(x)2
nx
=
σ(x)2
nx
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sine
∫
d(o, y) dmx(y) 6 2r by assumption.
Seond, suppose that d(x, o) > 2r. Using that X is r-geodesi, we an
nd a point x′ suh that d(o, x) = d(o, x′) + d(x′, x) and r 6 d(o, x′) < 2r
(take the seond point in a sequene joining o to x). Now we have∫
d(o, y) dmx(y) = T1(δo, mx)
6 T1(δo, mx′) + T1(mx′ , mx)
6 T1(δo, mx′) + (1− κ)d(x′, x)
=
∫
d(o, y) dmx′(y) + (1− κ)d(x′, x)
6 d(o, x′) + (1− κ)d(x′, x) 6 (1− κ)d(o, x) + 2κr
and as above, this implies
Mf(x) 6 ϕ
(∫
d(o, y) dmx(y)
)
+
σ(x)2
nx
6 ((1− κ)d(o, x) + 2κr − 2r)2 + σ(x)
2
nx
= (1− κ)2ϕ(d(o, x)) + σ(x)
2
nx
as needed.
The last ase to onsider is d(o, x) < r. In this ase we have∫
d(o, y) dmx(y) = T1(δo, mx)
6 T1(δo, mo) + T1(mo, mx) = J(o) + T1(mo, mx)
6 J(o) + (1− κ)d(o, x) 6 J(o) + r
So we need to bound J(o). If X is inluded in the ball of radius r around
o, the result trivially holds, so that we an assume that there exists a point
x with d(o, x) > r. Sine X is r-geodesi we an assume that d(o, x) < 2r
as well. Now J(o) = T1(mo, δo) 6 T1(mo, mx) + T1(mx, δo) 6 (1− κ)d(o, x) +
T1(mx, δo) 6 (1− κ)d(o, x) + d(o, x) by assumption, so that J(o) 6 4r.
Plugging this into the above, for d(o, x) < r we get
∫
d(o, y) dmx(y) 6 5r
so that ϕ(
∫
d(o, y) dmx(y)) 6 9r
2
hene Mf(x) 6 9r2 + σ(x)
2
nx
.
Combining the results, we get that whatever x ∈ X
Mf(x) 6 (1− κ)2f(x) + σ(x)
2
nx
+ 9r2
as needed. 
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7.2 Strong L2 BonnetMyers
As mentioned above, positive Rii urvature alone does not imply a 1/
√
κ-
like diameter ontrol, beause of suh simple ounter-examples as the disrete
ube or the OrnsteinUhlenbek proess. We now extrat a property satised
by the ordinary Brownian motion on Riemannian manifolds (without drift),
whih guarantees a genuine BonnetMyers theorem. Of ourse, this is of
limited interest sine the only available example is Riemannianmanifolds, but
nevertheless we found it interesting to nd a suient ondition expressed
in our present language.
Our denition of Rii urvature ontrols the transportation distane be-
tween the measures issuing from two points x and x′ at a given time t. The
ondition we will now use ontrols the transportation distane between the
measures issuing from two points at two dierent times. It is based on what
holds for Gaussian measures in R
N
. For any x, x′ ∈ RN and t, t′ > 0, let
m∗tx and m
∗t′
x′ be the laws of the standard Brownian motion issuing from x at
time t and from x′ at time t′, respetively. It is easy to hek that the L2
transportation distane between these two measures is
T2(m∗tx , m∗t
′
x′ )
2 = d(x, x′)2 +N(
√
t−
√
t′)2
hene
T1(m∗tx , m∗t
′
x′ ) 6 d(x, x
′) +
N(
√
t−√t′)2
2d(x, x′)
The important feature here is that, when t′ tends to t, the seond term
is of seond order in t′ − t. This is no more the ase if we add a drift term
to the diusion.
We now take this inequality as an assumption and use it to mimik the
traditional proof of the BonnetMyers theorem. Here, for simpliity of nota-
tion we suppose that we are given a ontinuous-time Markov hain; however,
the proof uses only a nite number of dierent values of t, so that disretiza-
tion is possible (this is important in Riemannian manifolds, beause the heat
kernel is positive on the whole manifold at any positive time, and there is
no simple ontrol on it far away from the initial point; taking a disrete
approximation with bounded steps solves this problem).
Proposition 51 (Strong L2 BonnetMyers)  Let X be a metri
spae equipped with a ontinuous-time random walk m∗t. Assume that X is
ε-geodesi, and that there exists onstants κ > 0, C > 0 suh that for any
two small enough t, t′, for any x, x′ ∈ X with ε 6 d(x, x′) 6 2ε one has
T1(m∗tx , m∗t
′
x′ ) 6 e
−κ inf(t,t′)d(x, x′) +
C(
√
t−√t′)2
2d(x, x′)
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with κ > 0. Assume moreover that ε 6 1
2
√
C/2κ.
Then
diamX 6 π
√
C
2κ
(
1 +
4ε√
C/2κ
)
When t = t′, the assumption redues to T1(m∗tx , m∗tx′) 6 e−κtd(x, x′), whih
is just the ontinuous-time version of the positive urvature assumption. The
onstant C plays the role of a diusion onstant, and is equal to N for (a
disrete approximation of) Brownian motion on a Riemannian manifold. We
restrit the assumption to d(x, x′) > ε to avoid divergene problems for
C(
√
t−√t′)2
2d(x,x′)
when x′ → x.
For the Brownian motion on an N-dimensional Riemannian manifold, we
an take κ = 1
2
inf Ric by Bakry-Émery theory (the 1
2
is due to the fat that
the innitesimal generator of Brownian motion is
1
2
∆), and C = N as in
R
N
. So we get the usual BonnetMyers theorem, up to a fator
√
N instead
of
√
N − 1 (similarly to our spetral gap estimate in omparison with the
Lihnerowiz theorem), but with the orret onstant π.
Proof  Let x, x′ ∈ X. Sine X is ε-geodesi, we an nd a sequene x =
x0, x1, . . . , xk−1, xk = x′ of points inX with d(xi, xi+1) 6 ε and
∑
d(xi, xi+1) =
d(x0, xk). By taking a subsequene (denoted xi again), we an assume that
ε 6 d(xi, xi+1) 6 2ε instead.
Set ti = η sin
(
pid(x,xi)
d(x,x′)
)2
for some (small) value of η to be hosen later.
Now, sine t0 = tk = 0 we have
d(x, x′) = T1(δx, δx′) 6
∑
T1(m∗tixi , m∗ti+1xi+1 )
6
∑
e−κ inf(ti,ti+1)d(xi, xi+1) +
C(
√
ti+1 −
√
ti)
2
2d(xi, xi+1)
by assumption. Now, for a < b we have sin b − sin a = 2 sin b−a
2
cos a+b
2
6
(b− a) cos a+b
2
so that
C(
√
ti+1 −
√
ti)
2
2d(xi, xi+1)
6
Cηπ2d(xi, xi+1)
2d(x, x′)2
cos2
(
π
d(x, xi) + d(x, xi+1)
2d(x, x′)
)
Besides, if η is small enough, one has e−κ inf(ti,ti+1) = 1 − κ inf(ti, ti+1) +
O(η2). So we get
d(x, x′) 6
∑
d(xi, xi+1)− κ inf(ti, ti+1)d(xi, xi+1)
+
Cηπ2d(xi, xi+1)
2d(x, x′)2
cos2
(
π
d(x, xi) + d(x, xi+1)
2d(x, x′)
)
+O(η2)
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Now the terms
∑
d(xi, xi+1) cos
2
(
π d(x,xi)+d(x,xi+1)
2d(x,x′)
)
and
∑
inf(ti, ti+1)d(xi, xi+1)
are lose to the integrals d(x, x′)
∫ 1
0
cos2(πu) du and d(x, x′)η
∫ 1
0
sin2(πu) du
respetively; the relative error in the Riemann sum is easily bounded by
πε/d(x, x′) so that
d(x, x′) 6 d(x, x′)− κ η d(x, x′)
(
1
2
− πε
d(x, x′)
)
+
Cηπ2
2d(x, x′)2
d(x, x′)
(
1
2
+
πε
d(x, x′)
)
+O(η2)
hene, taking η small enough,
d(x, x′)2 6
Cπ2
2κ
1 + 2πε/d(x, x′)
1− 2πε/d(x, x′)
so that either d(x, x′) 6 π
√
C/2κ, or 2πε/d(x, x′) 6 2πε/π
√
C/2κ 6 1/2 by
the assumption that ε is small, in whih ase we use (1+ a)/(1− a) 6 1+4a
for a 6 1/2, hene the onlusion. 
8 Transportation distane in Riemannian man-
ifolds
Here we give the proofs of Proposition 6 and of the statements of Example 7
and Setion 3.3.1.
We begin with Proposition 6 and evaluation of the Rii urvature of the
random walk at sale ε.
Let X be a smooth N -dimensional Riemannian manifold and let x ∈ X.
Let v, w be unit tangent vetors at x. Let δ, ε > 0 small enough. Let y =
expx(δv). Let x
′ = expx(εw) and y
′ = expy(εw
′) where w′ is the tangent ve-
tor at y obtained by parallel transport of w along the geodesi t 7→ expx(tv).
The rst laim is that d(x′, y′) = δ
(
1− ε2
2
K(v, w) +O(δε2 + ε3)
)
.
We suppose for simpliity that w and w′ are orthogonal to v.
We will work in ylindrial oordinates along the geodesi t 7→ expx(tv).
Let vt =
d
dt
expx(tv) be the speed of this geodesi. Let Et be the orthogonal
of vt in the tangent spae at expx(tv). Eah point z in some neighborhood
of x an be uniquely written as expexpx(τ(z)v)(εζ(z)) for some τ(z) ∈ R and
ζ(z) ∈ Eτ(z).
Consider the funtion f equal to the distane of a point to expx(E0)
(taken in some small enough neighborhood of x), equipped with a − sign if
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the point is not on the same side of E0 as y. Clearly f is 1-Lipshitz, so that
d(x′, y′) > f(y′)− f(x′).
The distane from expx(E0) to y
′
is realized by some geodesi γ starting
at some point of expx(E0) and ending at y. If δ and ε are small enough, this
geodesi is arbitrarily lose to the Eulidean situation so that the oordinate
τ is stritly inreasing along γ. Let us parametrize γ using the oordinate τ ,
so that τ(γ(t)) = t. Let also wt = ζ(γ(t)) ∈ Et. In partiular, wδ = w′.
Now by denition we have γ(t) = expexpx(tv)(εwt). Considering the family
of geodesis s 7→ expexpx(tv)(swt) and applying the Jaobi equation yields∣∣∣∣dγ(t)dt
∣∣∣∣
2
= |vt|2 + 2ε〈vt, w˙t〉+ ε2 |w˙t|2 − ε2 〈R(wt, vt)wt, vt〉+O(ε3)
where w˙t =
D
dt
wt. But sine by denition wt ∈ Et, we have 〈vt, w˙t〉 = 0. Sine
moreover |vt| = 1 we get∣∣∣∣dγ(t)dt
∣∣∣∣ = 1 + ε22 |w˙t|2 − ε
2
2
〈R(wt, vt)wt, vt〉+O(ε3)
whih is always greater than 1− ε2
2
〈R(wt, vt)wt, vt〉+O(ε3). Integrating from
t = 0 to t = δ and using that 〈R(wt, vt)wt, vt〉 = K(w, v) + O(δ) yields that
the length of the geodesi is
δ
(
1− ε
2
2
K(v, w) +O(ε3) +O(ε2δ)
)
so that the distane from x′ to y′ is at least this quantity. But this value is
ahieved for w˙t = 0, in whih ase γ(0) = x
′
by denition, so this is exatly
d(x′, y′). This proves Proposition 6.
Let us now prove the statement of Example 7. Let µ0, µ1 be the uniform
probability measures on the balls of radius ε entered at x and y respetively.
We have to prove that
T1(µ0, µ1) = d(x, y)
(
1− ε
2
2(N + 2)
Ric(v, v)
)
up to higher-order terms.
Let µ′0, µ
′
1 be the images under the exponential map, of the uniform prob-
ability measures on the balls of radius ε in the tangent spaes at x and y′
respetively. So µ′0 is a measure having density 1 + O(ε
2) w.r.t. µ0, and
likewise for µ′1.
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If we average Proposition 6 over w in the ball of radius ε in the tangent
spae at x, we get that
T1(µ′0, µ′1) 6 d(x, y)
(
1− ε
2
2(N + 2)
Ric(v, v)
)
up to higher-order terms, sine the oupling by parallel transport realizes
this value. Indeed, Ric(v, v) is the sum of K(v, w) for w in an orthonormal
basis of the tangent spae at x. Consequently, the average of K(v, w) on the
unit sphere is
1
N
Ric(v, v). Averaging on the ball instead of the sphere yields
an
1
N+2
fator instead.
Now the density of µ′0, µ
′
1 with respet to µ0, µ1 is 1 + O(ε
2). Moreover
the O(ε2) terms deompose as the sum of an O(d(x, y)ε2) term and an O(ε2)
term whih is the same for µ′0 and µ
′
1 (indeed, µ
′
0 and µ
′
1 oinide when x = y).
Plugging this in the estimate above, we get the inequality for T1(µ0, µ1) up
to higher-order terms.
The onverse inequality is proven as follows: if f is any 1-Lipshitz fun-
tion, the L1 transportation distane between measures µ0 and µ1 is at least
the dierene of the integrals of f under µ0 and µ1 (and atually, a lever
hoie of f realizes this transportation distane, see Theorem 1.14 in [Vil03℄).
Arguments similar to the above for integrating under µ0 and µ1, applied to
the funtion f above equal to the distane of a point to the set expx(E0),
yield the desired inequality.
Finally, let us briey sketh the proofs of the other statements of Se-
tion 3.3.1, namely, evaluation of the spread and loal dimension (Deni-
tion 18). Up to a multipliative fator O(1 + ε), these an be omputed in
the Eulidean spae.
A simple omputation shows that the expetation of the square distane
of two points taken at random in a ball of radius ε is ε2 2N
N+2
, hene the value
ε2 N
N+2
for the spread.
To evaluate the loal dimension (Denition 18), we have to bound the
maximal variane of a 1-Lipshitz funtion on a ball of radius ε. We will
prove that the loal dimension nx is omprised between N − 1 and N . A
projetion to a oordinate axis provides a funtion with variane
ε2
N+2
, so that
loal dimension is at most N . For the other bound, let f be a 1-Lipshitz
funtion on the ball and let us ompute an upper bound for its variane. Take
ε = 1 for simpliity. Write the ball of radius 1 as the union of the spheres Sr
of radii r 6 1. Let v(r) be the variane of f restrited to the sphere Sr, and
let a(r) be the average of f on Sr. Then assoiativity of varianes gives
Var f =
∫ 1
r=0
v(r) dµ(r) + Varµ a(r)
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where µ is the measure on the interval [0; 1] given by r
N−1
Z
dr with Z =∫ 1
r=0
rN−1 dr = 1
N
.
Sine the variane of a 1-Lipshitz funtion on the (N − 1)-dimensional
unit sphere is at most
1
N
, we have v(r) 6 r
2
N
so that
∫ 1
r=0
v(r) dµ(r) 6 1
N+2
.
To evaluate the seond term, note that a(r) is again 1-Lipshitz as a funtion
of r, so that Varµ a(r) =
1
2
∫∫
(a(r)− a(r′))2 dµ(r)dµ(r′) is at most 1
2
∫∫
(r −
r′)2 dµ(r)dµ(r′) = N
(N+1)2(N+2)
. So nally
Var f 6
1
N + 2
+
N
(N + 1)2(N + 2)
so that the loal dimension nx is bounded below by
N(N+1)2
N2+3N+1
> N − 1.
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