We introduce a new centrality measure, known as profile closeness, for complex networks. This network attribute originates from the graph-theoretic analysis of consensus problems. We also demonstrate its relevance in inferring the evolution of network communities.
• A terrorist group is planning to attack a large locality.
They need to identify a list of locations to be targeted. If the group has more than one leader, then the preference of each leader should be given a priority. This scenario demands an agreement between the leaders. • A political party is planning on their campaigning agenda.
They need to select a set of locations in which they need strong campaigning. The proposed plan should reflect the opinion of all the prominent leaders in their party. • A public health department is planning targeted vaccination. Here they are trying to find the influential spreaders in a community. If the identified set is very large, then the cost will also be high. So the department needs to identify an optimal set of people to be quarantined.
In the above three planning scenarios, we see that a decision maker is a group of agents. They need to identify a small set of target points in a large network. The preferences of each decision maker should be given due priority. If more than one leader prefers a particular target point, then that point should be given more priority. Let us assume that q out of p leaders prefer a particular point v. Then this point should be given a priority relative to q p . These scenarios are examples of consensus problems in complex networks. Now, let us analyse a consensus problem known as median problem in location theory. When a governing body plans to install a public utility centre in a locality, they investigate the availability of available locations and find an optimum place that addresses the demands of the population. In this case, the total distance from this optimum location to the entire locality should be as small as possible. This situation is an adequate instance of the facility location problem; known as the median problem.
Given a graph G = (V, E), a median vertex is the one which minimises the total distance to all other vertices. Here, the distance between two vertices is given by the length of the shortest path between them. For a vertex v ∈ V , the total distance of v is defined as the sum of the distances from v to all other vertices.
The vertices with minimum total distance are known as the median vertices of G. Median set M (G) is the set of all median vertices of G.
In a realistic world, the customer demand at every location may not be uniform. It can vary. An adequate notion to capture this variation in customer preferences is to construct a customer profile for the network. Locations which are preferred by more than one customer may be considered more than once. A profile is thus a multiset of vertices in which a vertex can occur zero or more times.
Definition 0.1: A profile π on G is a finite sequence π = (x 1 , x 2 , . . . , x k ) of vertices of G. Note that a vertex may occur more than once as element in π. Therefore, π is a multiset. Now the median problem will be a more generalized one to compute median in a graph with respect to a given profile. Given a profile π in graph G, the total distance of a vertex v ∈ V (G) is
Now, we can define the median of G with respect to π as follows:
Definition 0.2: The median of G with respect to π is
A prominent work in the generalized median problem is due to Bandelt and Berthelemy (1984) [1] . They characterised the medians of arbitrary profiles in median graphs. Mulder (1997) [18] applied the majority strategy to find the median set for all profiles in a median graph. Following Mulder, Balakrishnan et.al [2] , [3] applied other consensus strategies like plurality, hill climbing and steepest ascent hill climbing for computation of median sets of profiles in arbitrary graphs. In 2015, Changat et al. [6] devised algorithms for computing the median of profiles in hypercube-embeddable graphs known as 1 -graphs. Now, let us re-analyse the above three scenarios in the context of median problem.
• The location of median point in a network is a highly critical one. Once a threat reaches the median location, it needs only very less time to spread the entire network. Therefore finding the location of median point in a network is a problem of prime interest here. • Median nodes in a network need fewer steps to communicate with others. • Median nodes can act as crucial start nodes for quarantine. The closeness centrality c C , introduced by Freeman [8] , is a related centrality measure. The nodes with higher closeness centrality are the median nodes when the profile under consideration is the entire network.
Based on these observations, we propose a new centrality measure, known as profile closeness centrality.
In the next section, we give the details of the construction of the new measure.
I. COMPUTING PROFILE CLOSENESS
Consider a large network N with n nodes and m links. Since n is very large, we modify the definition of the profile. It is no more defined as a multiset. To improve convenience, we define profile as a weighted subset of nodes.
where u is an arbitrary vertex of N and r(u) is the rank of u in π based on its priority.
N may contain disconnected components. When two nodes are unconnected, the distance between them becomes infinity. We avoid these pairs in our computation. Given a node v, the total distance of v with respect to π is
Note that we consider a distance d(u, v) only when it is not ∞. Now, we define the profile closeness c π (v) as normalized inverse of D π (v).
.
As in the case of normal closeness centrality, nodes with higher c π values are the ones with better access to profile nodes. Median of the network, M π (N ), is the set of nodes with maximum profile closeness.
A. Choosing rank function
Degree (δ) of a node refers to the number of edges incident on it. A high-degree node has a direct influence on a larger part of the network (See Opsahl et al. [20] ). Therefore, it can act as an important decision-maker in the consensus problem. Such nodes should be given higher priority. We can do this by assigning r(u) → δ(u).
However, the choice of the rank function depends on the problem we are dealing with. An excellent candidate for rank function in spreading dynamics, like information (rumour) dissemination or epidemic outbreak, is the node influence. An example of this can be the epidemic impact discussed in [21] .
B. Choosing a profile
The relevance of a profile depends on the fraction of highrank nodes included in it. Suppose, π consists of prominent nodes (say, hubs) from different disconnected components in N . Then c π effectively captures the relative closeness of a node to the key nodes in N . A high c π (v) indicates that v can act as a critical access point to the vital areas of the network. There are many different ways to identify a set of vital nodes in a network. Refer [15] for the state-of-art review of vital node identification.
Detecting a set of vital nodes can help in adopting budgetconstrained methods to enhance the security of a network. But, this does not hold true when the identified set itself is very large. In such a case, we need to find the minimum number of nodes which have easy access to this set. Profile closeness does this job. We can make the set of vital nodes as the profile π, rank these nodes based on their vitality, compute c π and identify nodes with higher c π values. Let k be the maximum number of nodes which can be secured within the given budget. Then k nodes with highest possible c π values are the efficient candidates to be protected.
II. CLOSENESS AND PROFILE CLOSENESS
As we discussed in the introduction, profile closeness of a node v measures its closeness centrality when the profile is the entire node set and rank of nodes is unity. i.e.
In 1979, Freeman [8] introduced the concept of centralization of a graph (or network) to compare the relative importance of its nodes. Centralization is also a way to compare different graphs based on respective centrality scores.
In order to find centralization scores, we need to find the maximum possible value of centrality (c * π ) and the deviation of the centrality of different nodes (c π (v)) from c * π . Then centralization index C cπ is the ratio of this deviation to the maximum possible value for a graph containing the same number of nodes.
Freeman [8] showed that the closeness centrality attains maximum score if and only if the graph is a star. This was proven later by Everett et al. [7] . Also, the minimum value is attained when the graph is a complete graph or a cycle.
The profile closeness c π attains maximum value when π is the entire vertex set of the graph. In this case, c π (v) = c C (v) for any node v. Therefore, the centralization of profile closeness coincides with closeness centrality.
However, we need to compare the performance of c C and c π in the intended applications of c π . Since c C is a global measure whereas c π is highly localised to the profile π; we need to do comparisons locally also. So, we need to do two comparisons; one with the global closeness centrality c C , and the other with a local closeness measure known as cluster closeness, c cluster . Note that the only difference here is that c cluster lacks the priority ranking of group members, which is an essential feature of c π .
We generate some random scale-free networks and identify its clusters. Then we calculate the global closeness c C for each node. We calculate c cluster of a node as its closeness to its parent cluster. Also, we construct a profile with these clusters. Here, the rank of a node v, r(v), is δ cluster (v)(the number of neighbors of v within the cluster). Thus, if a node has a large number of connections within its cluster, then it is considered as having higher priority in the profile. We compute c π with these profiles and compare them with c C and c cluster over all the generated networks. For comparing these measures, we use the correlation between them.
Simulating correlation
We did simulations on random scale-free networks with 50, 100, 500 and 1000 nodes and average degrees 2, 5 and 7.
The results of correlation are shown in tables I and II. The values in each cell are the average correlation between the measures. The range of correlation (max-min) is shown below each value in brackets. Table I shows the correlation between closeness centrality and profile closeness for the generated random networks. Both are positively correlated, and the relationship is fairly good enough. An important pick here is that closeness centrality in large networks is highly correlated with its profile closeness. This seems interesting because the computation of profile closeness is less data-consuming when compared to the computation of closeness centrality. Assume that both measures give the same ranking of nodes in a large network N . Then, we can use the low-computational profile closeness for closeness ranking of nodes in N . However, this part needs more research. We need to simulate the experiment on very large networks in order to ensure this capability of profile closeness. Table II shows the correlation between cluster closeness and profile closeness for the generated random networks. We observed that the average correlations are high, which indicates a strong relationship between c cluster and c π . Another interesting observation is that the average correlation increases steadily with network size, for sparse as well as dense networks.
III. APPLICATION: COMMUNITY CLOSENESS
When the profile under consideration is a community, we call it a community profile. The relative importance of community members differ with their influence on other community members and the network as a whole. Some of the related works in this regard are discussed below. Guimerá and Amaral (2005) [13] studied the pattern of intra-community connections in metabolic networks. They analysed the degree of nodes within the community (withinmodule degree) to understand if it is centralised or decentralised. A community is centralised if its members have a different within-module degree.
Wang et al. (2011) [23] proposed two kinds of important nodes in communities: community cores and bridges. Community cores are the most central nodes within the community whereas bridges act as connectors between communities. Han et al. (2004) [14] has also given a similar characterisation of nodes important in a community as party hubs and date hubs where party hubs are like community cores and date hubs like bridges.
Gupta et al. (2016) [12] proposed a community-based centrality known as Comm Centrality to find influential nodes in a network. Computation of this centrality does not need the entire global information about the network, but only the intra and inter-community links of a node.
The above works give evidence that the communities; especially the relative importance of their members; influence the overall behaviour of the network in a great deal. A community profile captures the relative importance of community members. Here, all the nodes are not considered homogenous. We prioritize nodes like community cores and bridges in a community profile.
The application of community profile is two-fold.
• Prioritize the community cores and bridges in all the communities in a profile. Then, the profile closeness determines the accessibility of these vital nodes from every nook and corner of the network. • Construct community profile from a single community;
with priority given to vital members. Then, the profile closeness predicts the new nodes who may join the community and members who may be on the verge of leaving the community.
The first application gives a way to measure the global accessibility of the network. (We are not going to explore this direction more.) The second one is more about local accessibility to a community. We describe it in more detail in the next section.
A. Constructing community profile
The first step in constructing a community profile is to identify communities in the network. Once we have detected the communities, we need to rank members in each community. The ranking is based on intra-modular degree (δ comm ). We can also use other relevant community-based measures like Comm centrality ( [12] ) for ranking purpose. r(v) denotes the rank of a node v. Now, we define community profile π as
The construction of a community profile is devised in algorithm 1, Gen π.
Algorithm 1 Gen π: Constructing community profile Require: Community comm = (V comm , E comm ) Ensure: 
C. Predicting community members
Given a node u and profile π in N , algorithm 2 correctly computes the node's closeness to the community corresponding to π. A community is stable when every node in a community has comparable closeness values. In other words, the community is unstable when the intra-community closeness of its nodes show drastic variations. Nodes with higher values are likely to continue in the community, whereas those with very low values may leave the community in future. We did experiments on networks with first-hand information on its ground-truth communities. Empirical evidence shows that the above observation is true. Another interesting observation was that the nodes which exhibit large closeness towards an external community tend to join that community in future. Thus profile closeness is an adequate indicator of how communities evolve in a network. The efficiency of this prediction depends on the design of the community profile.
D. Empirical evidence -On networks with ground-truth communities
Research on community detection has been very active for the past two decades. Many community detection techniques were devised. The Girvan-Newman method of community detection [9] , based on edge betweenness, was one novel approach. Later, the same team came up with the modularity concept, a qualitative attribute of a community. See [10] . Modularity is defined as the difference between the fraction of edges in a community and the expected fraction in a random network. Girvan and Newman observed that this attribute for a robust community falls between 0.3 and 0.7. Therefore, modularity optimization can lead to better community detection. However, this is an NP-complete problem [4] . Different approximation techniques based on modularity optimization produce community structures of high quality, that too with very low time requirements (of the order of network size). A very recent survey by Zhao et al. [25] gives a clear picture of the state-of-art.
In our study, we used the Louvain method [5] of modularity optimization for detecting communities. It is an agglomerative technique which starts with each node assigned as a unique community. The algorithm works in multiple passes till best partitions are achieved. Each pass consists of two phases; in phase 1 nodes are moved to its neighbour's community if it can achieve a higher gain in modularity and in phase 2 new network is created from the communities detected in pass 1.
First, we simulated our results on two real-world networks in which community structure is evident. The networks are Zachary's karate club network [24] and American college football network [9] . See table III We did our primary survey on the famous karate club network data, collected and studied by Zachary [24] in 1977. In his study, Zachary closely observed the internal conflicts in a 34-member group (a university-based karate club) over a period of 3 years. The conflicts led to a fission of the club into two groups. See table IV. He modeled the fission process as a network. The nodes of the network represented the club members and edges represented their interactions outside the club. Zachary predicted this fission with greater than 97% accuracy and argues that his observations are applicable to any bounded social groups. Many researchers used this network as a primary testbed for their studies on community formation in complex networks. We used the intra-module degree (δ community ) of nodes for constructing the profile. The nodes in the profile were prioritised based on their δ community value. Nodes having higher value were given higher priority. Then the profile closeness was computed for each community member. See figure 1 . Different colors represent members of different communities. The relative size of the nodes represent their profile closeness with respect to their own community.
The profile closeness of node 9 in its community (cc Community III (9)) is very low. From this, we can interpret that 9 has a higher tendency to leave its community. Also, we compared the profile closeness of all nodes with respect to community I (cc Community I ). See figure 2 . Nodes external to Community I are colored blue. Among them, Node 9 has a higher value for cc Community I . This high value of cc Community I (9) and the low value of cc Community III (9) indicates that 9 has more affinity towards Community I than its own community, Community III.
This observation is relevant since node 9 originally belongs to Community I as noted by Zachary. Furthermore, Zachary had even observed that member 9 is a weak supporter of the second faction (II); but joined the first faction (I) after the fission. Our method also reproduced the same fact.
2) American college football network: The second network chosen for our study was the American college football network, from the dataset collected by Newman [9] . The nodes in this network represent the college football teams in the U.S. and the edges represent the games between them in the year 2000. About 8-12 teams were grouped into a conference. Altogether 12 conferences were identified. Most of the matches were between the teams belonging to the same conference. Therefore the inherent community structure in this network corresponds to these conferences. These ground-truth communities are given in table VI.
In the community detection step, we identified 10 communities (See table VII). Four among them (I, V II, IX and X) correspond to the ground-truth communities (AtlanticCoast, Pac 10, Big 10 and Big 12 respectively.) Community V III is a combination of two actual communities, Mountain West and Sun Belt. We then examined the profile closeness of all nodes to community II. See figure 4 . We observed that Central Florida has a higher closeness to II. This conforms to the ground truth that Central Florida team played with teams like Connecticut in many matches.
3) Dolphins network: Another chosen network with the ground-truth community is the dolphins network, which is from the dataset collected by Lusseau et al., in University of Otago-Marine Mammal Research Group [16] (2003) . Lusseau along with Newman [17] (2004) used this data to study the social network of bottlenose dolphins. In this work, they observed fission in the network to two groups with one individual (SN100) temporarily leaving the place. These communities are shown in table VIII.
We detected 5 communities. See figure 5 . The communities are shown in table IX. We checked the closeness to community V . See figure 6 . It is clearly visible that DN63 and Knit are having higher chances of grouping with community Knit  DN63  PL  SN96  TR77  II  CCL  Double  Oscar  SN100  SN89  Zap  III  Cross  Five  Haecksel  Jonah  MN105  MN60  MN83  Patchback  SMN5  Topless  Trigger  Vau  IV  Fork  Grin  Hook  Kringel  Scabs  Shmuddel  SN4  SN63  SN9  Stripes  Thumper  TR120  TSN103  TSN83  Whitetip  Zipfel  TR99  TR88  V  Beescratch  DN16  DN21  Feather  Gallatin  Jet  MN23  Mus  Notch  Number1  Quasi  Ripplefluke  SN90  TR82  Upbang  Wave Web Zig V . This conforms to the observation made by Lusseau and Newman.
IV. SUMMARY
We proposed the profile closeness centrality which is adequate for solving consensus problems in complex networks. A profile is a set of nodes with assigned priorities (rank). Some of the salient features of profile closeness include:
• Rank assigned to a profile node depends on the extent of influence it has on the network. For example, high degree nodes, which directly influence a large part of the network, are ranked high. • The choice of the rank function depends on the domain of the problem. • Suitable for budget-constrained network problems. • Closely correlates with the global closeness centrality for large networks. Thus, it may help in reducing computation time while determining closeness ranking in a network. • Aid in predicting community evolution. The main takeaway of this work is that the relative importance of the community members plays a key role in attracting new nodes or repelling existing nodes. However, more investigations are needed to find alternative techniques to assign member priorities. Promising future work is the involvement of profile closeness in the temporal evolution of communities. 
