Abstract: This paper presents a general methodology for the offline planning of trajectory of a six axis serial robot along a specified path. The objective of trajectory planning is to minimise a cost function when subjected to joint angles, joint velocities, acceleration, jerks, torques and gripping force constraints by considering dynamic of the robot. A trigonometric spline is used to represent the trajectory. This non-linear constrained optimisation problem consists of 6 objectives, 67 constraints and 48 variables. The cost function is a weighted balance of travelling time, actuator torques, singularity avoidance, joint jerks, joint accelerations and gripping force. The optimisation problem is solved by using two methods, namely sequential quadratic programming and genetic algorithm. The proposed methodology is implemented for trajectory planning of six degree of freedom industrial robot and results obtained with two optimisation techniques are compared.
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Introduction
Industrial robots have been used for decade in place of human workers in automatic production lines due to their great ability of speed and precision and their costeffectiveness in repetitive tasks. However, these powerful machines are hardly autonomous in the sense that they require preliminary actions such as calibration or motion planning to achieve specified tasks. The control of such a machine using computer software makes it both flexible in the way it works and versatile in the variety of tasks it can achieve. However, the full benefits of a robot can be obtained only if the programming phase is well accomplished. In general, the process of programming industrial robots is divided into two major levels: trajectory planning and trajectory control. The first consists of determining the time history of the robot kinodynamic parameters (position, velocity, acceleration and effort) that correspond to the desired task. The second consists of converting these computed parameters into control signals to command the actuators during the execution of the task and to compensate for any deviation.
For successful execution of the task, it is necessary to generate accurate trajectory. Hence, the fundamental problem of robotics, i.e. trajectory planning, may be defined as finding temporal motion law along the given geometric path such that certain constraints set on the trajectory properties are fulfilled. Trajectory planning is devoted to generate the reference inputs for the control system of the manipulator to execute the motion. The algorithm used for trajectory planning considers geometric path, kinematic and dynamic constraints as the input to generate the trajectory of the joints (or the end-effector), expressed as a time sequence of position, velocity and acceleration values. The geometric path is usually defined in the workspace with reference to the end-effector of the robot because task performance and obstacle avoidance can be obviously described in this space. On the other side, trajectory planning is normally carried out in the joint space of the robot, after a kinematic inversion of the given geometric path is obtained. The joint trajectories are then obtained by means of interpolating functions, which meet the imposed kinematic and dynamic constraints. Planning a trajectory in the joint space rather than in the operating space has a major advantage, namely that the control system acts on the manipulator joints rather than on the end-effector, so it would be easier to adjust the trajectory according to the design requirements if working in the joint space.
Moreover, trajectory planning in the joint space would allow avoidance of problems arising with kinematic singularities and manipulator redundancy. The main disadvantage of planning the trajectory in the joint space is that, given the planned trajectory in the joint space, the motion actually performed by the robot end-effector is not easily predictable. This problem arises due to the non-linearities introduced when transforming the trajectories of the joints into the trajectories of the end-effector through direct kinematics.
Apart from the particular strategy adopted, the motion laws generated by the trajectory planner must fulfil the constraints set a priori on the maximum values of the generalised joint torques, and must be such that no mechanical resonance mode is excited. This can be achieved by forcing the trajectory planner to generate smooth trajectories, i.e. trajectories with good continuity features; in particular, continuous joint displacement, velocity, accelerations and jerks, so that the absolute values of these features can be kept bounded.
Almost every technique found in the literature on the trajectory planning problem is based on the optimisation of some parameter or some objective function. The most significant optimality criteria are: 1 minimum execution time 2 minimum energy (actuator efforts) 3 minimum jerk 4 minimum acceleration 5 maximum manipulability.
Minimum execution time
Minimum-time algorithms were the first trajectory planning techniques proposed in the literature because they were tightly linked to the need of increasing the productivity in the industrial sector. The first interesting method of this kind was developed in the positionvelocity phase plane by Bobrow et al. (1985) and Shin and McKay (1985) . The main idea was to use the curvilinear abscissa of the path as a parameter, to express the dynamic equation of the manipulator in a parametric form. An alternative approach was proposed by Balkan (1998) , where he employed dynamic programming technique for optimisation. However, the above-mentioned technique generates trajectories with discontinuous values of accelerations and joint torques, because the dynamic models used for trajectory computation assume the robot members as perfectly rigid and neglect the actuator dynamics. This leads to two undesired effects: firstly, the real actuators of the robot cannot generate discontinuous torques, which cause the joint motion to be always delayed with respect to the reference trajectory. The accuracy in trajectory following is then greatly reduced and the so-called chatter phenomenon may eventually occur, consisting in high frequency vibrations that can damage the manipulator structure. Secondly, the time-optimal control requires saturation of at least one robot actuator at any time instant, so the controller cannot correct the tracking errors arising from disturbances or modelling errors.
To overcome such problems, Constantinescu and Croft (2000) developed alternate approach which imposes some limits on the actuator jerks defined as the variation rates of the joint torques. In this way, the generated trajectory will not be exactly time-optimal, though close to the optimality value; however, the generated trajectories can be effectively implemented and more advanced control strategies can be applied. To generate trajectories with continuous accelerations, a common strategy is to use smooth trajectories, like the spline functions, that have been extensively employed in the literature on both kinematic and dynamic trajectory planning. Lin et al. (1983) gave the first formalisation of the problem of finding the optimal curve interpolating a sequence of nodes in the joint space. It was obtained through kinematic inversion of a discrete set of points representing position and orientation of the reference frame linked to the endeffector of the robot. Wang and Horng (1990) presented same algorithm, but the trajectories were expressed by means of cubic B-splines. Jamhour and Andre (1996) modified the optimisation algorithm proposed by Wang and Horng (1990) , so that it can also deal with dynamic constraints and with objective functions of a more general type; however, the reported simulations still refer to the trajectory planning problem with kinematic constraints. Chen (1991) proposed a method to compute point-to-point minimum-time trajectories using uniform B-splines. The dynamic model of the manipulator was considered, and the problem of semi-infinite constraints resulting from the algorithm was bypassed by sampling a certain number of points. Shiller and Dubowsky (1989) presented a method, which has found the minimumtime motion for a manipulator between given end states, by considering the full nonlinear manipulator's dynamics, actuator saturation characteristics, end-effector and payload constraints. Choi et al. (2000) have discussed the problem of the minimum-time trajectories and the control strategy to drive the robots along the trajectories when the exact dynamics equations of robots were unavailable. In each time interval, the trajectory was optimised by means of the use of evolution strategy so that the total travelling time was minimised under the kinematic constraints.
Minimum-energy trajectory planning
Planning the robot trajectory using energetic criteria provides several advantages. On the one hand, it yields smooth trajectories resulting easier to track and reduce the stresses to the actuators and to the manipulator structure. Moreover, saving energy may be desirable in several applications, like those with a limited capacity of the energy source (e.g. robots for spatial or submarine exploration). Examples of energy optimal trajectory planning are provided by Von stryk and Schelemmer (1994), Field and Stepanenko (1996) , and Martin and Bobrow (1999) .
Von stryk and Schelemmer (1994), and Field and Stepanenko (1996) considered point-to-point trajectories with minimal energy, with upper bounds on the amplitude of the control signals and the joint velocities. Martin and Bobrow (1999) optimised a trajectory with motion constraints set on the end-effector. The cost function was given by the time integral of the squared joint torques, and the trajectories were expressed by means of cubic B-splines. The resulting motion minimises the actuators effort. Other examples of time-energy optimal trajectories are given by Steffen (1998, 2000) . Saramago and Steffen (1998) considered a cubic spline trajectory which was subjected to kinematic constraints on the maximum values of velocity, acceleration and jerk. Saramago and Steffen (2000) considered a point-to-point trajectory parameterised by means of cubic B-splines.
Both the optimal travelling time and the minimum mechanical energy of the actuators were considered as an objective function in some literatures (Chettibi et al., 2004; Saramago and Steffen, 2000; Shiller, 1996) . Shiller (1996) dealt with the time-energy optimal trajectories, i.e. the cost function has a term linked to the execution time and a term expressing the energy spent. The trade-off between the two needs can be adjusted by changing the respective weights. Chettibi et al. (2004) used a sequential quadratic programming (SQP) method for obtaining optimal motion planning for PUMA 560 manipulator. Their objective function was a weighted balance of the transfer time and the mean average of actuator efforts and power. Saramago and Steffen (2000) proposed a method based on SQP to obtain an optimal motion planner for the STANFORD manipulator in the presence of fixed, moving and oscillating obstacles. Their objective function was a weighted balance of transfer time, mechanical energy of the actuators and penalty for collision-free motion. They have taken in to account the physical constraints, such as joint displacements, velocities, accelerations, jerks and torques, and collision avoidance.
Minimum-jerk trajectory planning
Apart from the particular strategy adopted, the motion laws generated by the trajectory planner must fulfil the constraints set a priori on the maximum values of the generalised joint torques, and must be such that no mechanical resonance mode is excited. This can be achieved by forcing the trajectory planner to generate smooth trajectories, i.e. trajectories with good continuity features: in particular, it would be desirable to obtain trajectories with continuous joint accelerations, so that the absolute value of the jerk (i.e. of the derivative of the acceleration) keeps bounded. Limiting the jerk is very important, because high jerk values can wear out the robot structure and heavily excite its resonance frequencies. Vibrations induced by non-smooth trajectories can damage the robot actuators and introduce large errors, while the robot is performing tasks like trajectory tracking. Moreover, low-jerk trajectories can be executed more rapidly and accurately. The importance of generating trajectories that do not require abrupt torque variations have already been remarked. Constantinescu and Croft (2000) generated the trajectories that do not require abrupt torque variations by setting upper bounds on the rate of torque variations, but in this way the third-order dynamics of the manipulator must be computed. An indirect method to get the same results is to set an upper limit on the jerk, defined as the time derivative of the acceleration of the manipulator joints.
The positive effects induced by a jerk minimisation are:
Errors during trajectory tracking are reduced.
Stresses to the actuators and to the structure of the manipulator are reduced.
Excitation of resonance frequencies of the robot is limited.
A very coordinated and natural robot motion is yielded.
The last effect appears very interesting; indeed, some studies (Bobrow et al., 2001; Simon, 1993) show that the movement of a human arm seems to satisfy an optimisation criterion linked to the rate of variation of the joint acceleration. So, it may be inferred that the minimum-jerk trajectories are an example of optimisation according to physical criteria imitating the capacity of natural coordination of a human being. Kyriakopoulos and Saridis (1988) obtained the solutions for two point-to-point minimum-jerk trajectories analytically and the optimisation obtained through the Pontryagin principle considered two objective functions, namely the time integral of the squared jerk and the maximum absolute value of the jerk (minimax approach). Simon and Isik (1991) proposed an interesting approach, where the interpolation was done through trigonometric splines that ensure the continuity of the jerk. The interpolation through trigonometric splines featured a sound neighbourhood property, i.e. if the value of some node in the input sequence is changed, only the two splines having that node as their common point should be computed again, not the whole trajectory. This property can be usefully exploited for instance to bypass an obstacle in real time. Piazzi and Visioli (1998) used interval analysis to develop an algorithm that globally minimises the maximum absolute value of the jerk along a trajectory whose execution time is set a priori; hence, an approach of the type minimax was used. The trajectories were expressed by means of cubic splines and the intervals between the via-points were computed so that the lowest possible jerk peak is produced. However, these techniques consider the execution time as known (and set a priori); moreover, it is not possible to set any kind of kinematic constraints on the trajectory, as they are not taken into account. Zanotto (2007, 2008) presented a method based on SQP for the smooth trajectory planning of robot manipulators. Their objective function was a weighted balance function between the travelling time and the integral of squared joint jerks. They used cubic spline (Gasparetto and Zanotto, 2007) and quintic spline (Gasparetto and Zanotto, 2008 ) for trajectory planning along specified path. However, their method considered only kinematic constraints; it did not consider dynamic constraints like joint torques. Elnagar and Hussein (2000) proposed an approach to generate acceleration-based optimal smooth piecewise trajectories. Given two configurations (position and orientation) in 3D, their algorithm searched for the minimal energy trajectory that minimises the integral of the squared acceleration. A numerical iterative procedure was used for computing the optimal piecewise trajectory as a solution of a constrained boundary value problem. The resulting trajectories were not only smooth but also safe with optimal velocity (acceleration) profiles and, therefore, were suitable for robot motion planning applications. They demonstrated this fact with experimental results.
Minimum acceleration

Maximum manipulability
A measure of manipulability is very useful for manipulator design, task planning and fast recoverability from the escapable singular points for robot manipulators. To obtain a practical trajectory (the robot need not lose any degree of freedom at any stage), the manipulability measure can be used as the design criteria. Lin (2004) , using a perturbation method, experimented on an optimal path planning approach to minimise the cost of moving an MITSUBISHI RVM2 robot (five degrees of freedom) along a specified geometric path subject to angle change constraints. Their objective function included obstacle avoidance and singularity avoidance. Mayorga and Wong (1987) dealt with the importance of the singularity avoidance method for the trajectory planning of redundant and non-redundant robot manipulators. Lloyd and Hayward (2001) presented a robust trajectory generator for a PUMA 560 robot to generate singularity-free trajectories by taking the objective function as time minimisation using a path-time scaling method.
Grasping forces
Grasping can be defined as the capability of a mechanical end-effector to establish a contact between its fingers and object. Grasp configurations are achieved so that a static equilibrium exists between the grasping forces due to the fingers on the object. The grasping forces can be determined based on the characteristics of the object, such as its weight and shape. However, in most manipulator tasks, inertia forces are also considered as depending on the specifications of the motion trajectories. Shiller and Dubowsky (1989) has found the minimum-time motion for a manipulator between given end states, by considering the full non-linear manipulator's dynamics, actuator saturation characteristics, end-effector and payload constraints. Chevallier and Payandeh (1998) have proposed an approach for modelling and computing the grasping force as a function of the external forces (e.g. like inertia actions), which can act on the grasped object. The contact between the fingers and the object has been modelled as a point of contact with friction. Zhao and Bai (1999) have proposed optimal schemes, minimum load method, minimum torque method and multiple criterion method. In the last method, a weighted linear combination of joint torques and component loads is used as an objective function to formulate load distribution and joint trajectory planning. Saravanan and Ramabalan (2008) and Saravanan et al. (2008a) presented optimisation procedure based on evolutionary algorithms for solving trajectory planning problem of five and six degree of freedom robots, respectively. The aim was minimisation of combined objective function with constraints being actuator constraint, joint limits and the obstacle avoidance constraint by considering dynamic equations of motion. They also considered payload constraint (Saravanan et al., 2008b) along with above-mentioned constraints. After extensive literature survey, it was found that 1 None of the literature considered all the important objective functions (minimisation of travelling time, energy, joint jerks, joint accelerations, griping forces and maximisation of manipulability measure) in a combined manner for optimal trajectory planning along the specified path.
Minimum time, energy, acceleration, velocity, maximum manipulability and payload constraints
path, generated a priori by an upper-level path planner presented by Babu (2007, 2009 ) which resolved the obstacle avoidance problem before hand. This geometric path is given in the form of a sequence of via-points in the operating space of the robot, which represents successive positions and orientations of the end-effector of the manipulator. The joint angle configurations at these via-points are obtained using inverse kinematics technique elaborated by Chiddarwar and Babu (2008) . The proposed technique generates an optimal trajectory for the robot, by associating temporal information to the pre-planned geometric path. It makes use of an optimality criterion based on the minimisation of some objective function that will be defined below, and by taking into account any kinematic constraints expressed by means of upper bounds on velocity, acceleration and jerk. The overall strategy adopted by the proposed approach for generation of optimal trajectory along the specified path is given in Figure 1 . In this paper, an attempt is made to determine the appropriate trajectory optimisation technique. Hence, modelling of trajectory is done using trigonometric spline, optimal values of the coefficients of the trajectory are obtained using SQP and genetic algorithm (GA), and results are compared. The vital issues such as formulation of problem and objective function, modelling of the trajectory using trigonometric splines and optimisation technique, which makes use of SQP and GA, are explained in Sections 2 and 3. 
Problem formulation
In case of multiple robot motion planning problem, collision and conflict free path will be given by the coordination strategy. The target of trajectory planner is to find out the optimal trajectory to be followed by end-effector while following the predefined geometric path, while minimising a combined objective function of the robot, and considering the physical constraints and actuator as well as payload limits. Minimisation of travelling time, mechanical energy, joint jerks, joint accelerations, gripping forces and maximum manipulability are considered to build a combined objective function. The singularity avoidance is achieved in the form of manipulability measure. These objectives are considered while framing multi-objective function as minimisation of these aspects has certain inherent advantages. Minimisation of travelling time guarantees increase in productivity by reducing cycle time, whereas trajectory determined with objective of minimum energy yields smooth and easy to track trajectories by reducing stresses in actuators and robot structure. Consideration of minimum jerk objective avoids excitation of resonance frequencies of robots, whereas minimisation of acceleration makes certain that robot moves along the determined trajectory safely with optimal velocity/ acceleration. Maximising the manipulability measure will keep robot away from the singular configurations. Hence, objective function can be written as: 
Computation of time interval between via-points
The optimisation parameter h i must be lower bound, because any interval between a pair of consecutive via-points cannot run at the infinite velocity. Hence, for each interval, the relation 
Computation of generalised forces/torques
The generalised forces are calculated using dynamic equations as follows, which are deduced from Saramago and Steffen (2002) . Coriolis,centripetal force matrix due to velocity at joint and The influence of the payload on the dynamic model of a robot can be considered by adding the mass of grasped object to the mass of the last link. Similarly, the inertial moments of given object can be added to the inertial moments of the last link.
Formulation of gripping forces in the gripper
In this paper, two-finger gripper statics developed by Cuadrado et al. (2002) is used. Usually, industrial robots use two-finger grippers for grasping purpose, hence a twofinger gripper is considered in this work to grasp the object. The force configuration for the two-finger gripper planar grasp is considered as shown in Figure 2 . Grasping can be defined as the capability of a mechanical end-effector to establish contact between its fingers and an object. Grasp configurations are achieved so that a static equilibrium exists between the grasping forces by the fingers and the object. The grasping forces can be determined based on the characteristic of the object such as shape and weight. However, in most manipulator tasks inertial forces are also considered depending upon the specification of motion trajectories. This paper also uses an approach for computing the grasping forces as a function of the inertia forces. Let F 1 and F 2 be the grasping forces exerted by the fingers. Usually these forces are not equal as the contact point A and B are not generally located in same relative position on the two fingers. However, for sake of simplicity and because indeed the difference in position can be very small, the grasping forces can be thought with a common value. Similar observations can be developed for the friction evaluation at the points A and B through the coefficients μ 1 and μ 2 which can be assumed with a common value. The angles 1 and 2 represent the angles of the friction cones at the contact points A and B, respectively, and they are related to the friction coefficients by μ 1 = tan 1 and μ 2 = tan 2 . The grasping configuration of the object with respect to the fingers gives the angles 1 and 2 , which strongly depend on the orientation of the fingers, the position of the contact points and the shape of the object and the fingers. Although the contact points, which define the contact line, can be located in the same relative position on the fingers, the angles 1 and 2 can differ from each other. However, because of symmetry of a two-finger gripper, it can be considered similar. In addition, r A and r B represent the distances of A and B, respectively, from the squeezing line, r G is the distance of G from the contact line and W = m object g is the weight vector of object and it is oriented with an angle w with respect to perpendicular axis to the plane yz, being G xyz a suitable fame fixed on the grasped object as shown in Figure 2 . The static equilibrium of a grasped object can be expressed along the direction of the contact and squeezing lines, as outlined by Saramago and Ceccarelli (2002) , in terms of forces as: 
where the acceleration components a y and a z of the centre point on the manipulator extremity can be computed as given by Saramago and Ceccarelli (2004) :
The distance of the gravity centre of the grasped object is indicated through vector r G with components r Gx, r Gy, r Gz and i o T is the homogenous transformation matrix. The corresponding velocity components of the gravity centre point can be calculated as: 
Modelling of trajectory using trigonometric spline
The trajectory planning task of a robot manipulator is generally specified in terms of the motion of the end-effector in the Cartesian space. To implement a typical motion controller in the joint space, the trajectory in the Cartesian space has to be mapped in the joint space by applying the inverse kinematics. A way to specify a trajectory is to give a sequence of intermediate points in the Cartesian space to be passed through by the endeffector and therefore a corresponding sequence of angles to be assumed by each joint at given time instants. In this context, if it is not strictly necessary that the manipulator assumes exact the desired poses, a simple technique is to connect via-points with linear functions and then add parabolic blend regions around each via-point. Conversely, if it is required that the robot passes exactly through the intermediate points, a suitable solution is to use splines. By choosing an appropriate order of the spline, the user can guarantee the continuity of velocity, acceleration and jerk signals along the whole trajectory.
The use of trigonometric spline is very advantageous because it has continuous derivative up to the third order on interior of the trajectory, which means that continuous velocity, acceleration and jerk can be obtained. Moreover, trigonometric splines have zero jerk at the end points. Hence, it does not present problems such as excessive oscillation and overshoot between any pair of reference points. Trigonometric polynomials are very much smooth because cosine and sine terms form an orthogonal set of functions. One of the main advantages claimed for trigonometric splines is the prevention of large overshoots despite the fact that the continuity of the function can be imposed until a high-order trigonometric spline is used. By using, fourth-order trigonometric spline the continuity of the jerk function is guaranteed and the overshoots are significantly reduced (Visioli, 2000) .
The formal definition of trigonometric spline function y(t) with a total of 2m constraints in each of the n closed arcs [t i 1 ,t i ] (i = 1,…,n) is defined as y(t) = y i (t) t [t i 1 ,t i ] where y(t) is given by: 
The time-scaled trigonometric spline can be defined as:
( ( 1) where m = order of trigonometric spline.
ij = values of t where the y i (t) has a constraint applied.
In the optimisation of the trajectories, the coefficients of the trigonometric spline are considered as optimisation variables.
Numerical procedure for optimal trajectory planning
The steps required for optimisation are as follows:
1 The numeric values of kinematic and dynamic constraints are set for the robot.
2 A suitable initial solution is determined to start the process.
3 The expression of the objective function and the kinematic constraints are input to the optimisation.
4 The solution of the optimisation problem is then obtained using SQP techniques and multi-objective GA.
As for all iterative routines, a crucial point is the choice of a suitable initial solution, because a wrong choice would affect the execution time and even the final result of the algorithm. A suitable initial solution can be found by considering the lower bound of interval h i and maximum values of velocity, acceleration and jerk for every joint and every time interval. Let t be the independent time variable. (t) is the trajectory and ( ) t , ( ) t and ( ) t are derivatives of the trajectory. If a scaled time variable is defined as = sf(t) and the following holds:
A set of coefficients {sf 1 , sf 2 , sf 3 , sf 4 } is determined and maximum of that set is considered as a scaling factor. To compare the obtained results, optimisation is also done using the multi-objective GA. Function gamultiobj of MATLAB is used to solve minimisation problem. The methodology adopted for optimisation process is given in Figure 4 . The multi-objective GA function gamultiobj uses a controlled elitist GA (a variant of non-dominated sorting genetic algorithm-II). An elitist GA always favours individuals with better fitness value (rank), whereas a controlled elitist GA also favours individuals that can help increase the diversity of the population even if they have a lower fitness value. It is very important to maintain the diversity of population for convergence to an optimal Pareto front. This is done by controlling the elite members of the population as the algorithm progresses. Two options 'ParetoFraction' and 'DistanceFcn' are used to control the elitism. The Pareto fraction option limits the number of individuals on the Pareto front (elite members) and the distance function helps to maintain diversity on a front by favouring individuals that are relatively far away on the front. 
Numerical example
A numerical example has been developed by referring to a KUKA-Kr robot ( Figure 5 ) with six revolute joints. The illustrative robot task consists of transporting a payload from an initial point to a final one along a pre-specified path as shown in Figure 6 . This geometric path is generated a priori by an upper-level path planner. Obstacle avoidance problem are already solved by upper-level path planner. Geometric path is given in the form of a sequence of via-points in the operating space of the robot, which represent successive positions and orientations of the end-effector of the manipulator. The joint angle coordinates corresponding to these via-points are computed from suitable inverse kinematics technique and it is given in Table 1 . The Denavit-Hartenberg parameters for the robot are given in Table 2 and the robot dynamic characteristics are given in Tables 3  and 4 as deduced from Verdonck (2004) . The positions of centres of gravity are reported as Cx, Cy and Cz referring to x, y and z coordinates of a centre of gravity in the coordinate frame attached to the corresponding link. Ixx, Iyy and Izz represent the diagonal terms of inertia tensor for each link when the coordinate frames for inertia tensor term is fixed at the centre of gravity. Im gives the motor inertia terms. The limits of each joint actuator in terms of maximum joint angle ( max ), maximum velocity max , maximum acceleration max and maximum torque ( max ) are given in Table 5 as deduced from Verdonck (2004) . The payload constraints are expressed in terms of feasible range for grasping forces given by Fg min = 0 and Fg max = 75 N. The mass of grasped object is 1.0 kg. In this example, the robot is initially at rest and stops at the end of the trajectory. Thus, the initial and final values of velocity, acceleration and jerk are zero. The weightage to be given for objective function depends upon the type of application of the robot. This numerical example considers pick and place operation. The aim is to transfer a part from initial point to final point along a specified path safely by spending minimum energy and also within short period of time. Therefore, the first priority is given for saving energy (reducing total energy involved in the motion). The second priority is given for minimising operation time (minimum travelling time). The next priority is given for safety (reducing vibrations of robot joints by minimising accelerations and jerks). The last but one priority is given to minimisation of gripping forces and lastly to the manipulability measure. So in this problem, values of weight factors are chosen as: 6 Results and discussions Figure 6 shows the path to be followed by end-effector of robot to accomplish the desired task. To realise the task, end-effector should move from start node to goal node by visiting three via-points node1, node2 and node3. The dynamics of the robot is considered while solving the trajectory optimisation along the specified path. The formulated objective function is solved using SQP and GA. The values of optimisation variables obtained after optimisation process using SQP are presented in Table 6 and that of using GA are presented in Table 7 . The objective function and the constraints are expressed in terms of these optimisation variables which are nothing but the coefficients of the trigonometric spline used for the modelling the trajectory. Hence, the values of the kinematic parameters depend upon the values of these variables determined by optimisation process. From data presented in Tables 6 and 7 , it can be observed that the values of optimisation variables obtained from the SQP and GA are varying. The main reason behind this variation is the diverse nature of optimisation procedure followed by SQP and GA. The values of joint angles, joint velocity, joint acceleration, joint jerk, torque and value of gripping force obtained after optimisation process using SQP are given in Figure 7 (a)-(g) and that of GA are given in Figure 8 (a)-(g). The total time required for execution of trajectory is found to be 1.4 sec using SQP, whereas using GA for optimisation this time is found to be 1.1 sec. Some unexpected variations in the velocity, acceleration and jerk can be observed from Figures 7(b)-(d) and 8(b)-(d). They can be considered due to numerical problems in solving manipulator dynamics and natural behaviour of the robot. Numerical problems are due both to the used numerical technique with its errors and additional condition of predefined path constraint. Nevertheless, the obtained solutions meet the prescribed condition of no velocity, acceleration and jerk at the end point, although overshooting problems are observable mainly in acceleration and jerk profiles. 
Figure 7
Results for designed optimal trajectory along the geometric path shown in Figure 5 using SQP in terms of time history of (a) joint angles; (b) joint velocity; (c) joint acceleration; (d) joint jerk; (e) joint torque (Nm) for joints 1-3; (f) joint torque (Nm) for joints 4-6 and (g) gripping force (N) (a) (b) Figure 7 Results for designed optimal trajectory along the geometric path shown in Figure 5 using SQP in terms of time history of (a) joint angles; (b) joint velocity; (c) joint acceleration; (d) joint jerk; (e) joint torque (Nm) for joints 1-3; (f) joint torque (Nm) for joints 4-6 and (g) gripping force (N) (see online version for colours) (continued)
(g) Figure 8 Results for designed optimal trajectory along the geometric path of Figure 5 using genetic algorithm in terms of time history of (a) joint angles; (b) joint velocity; (c) joint acceleration; (d) joint jerk; (e) joint torque (Nm) for joints 1-3; (f) joint torque (Nm) for joints 4-6 and (g) gripping force (N)
(e) (f) Figure 8 Results for designed optimal trajectory along the geometric path of Figure 5 using genetic algorithm in terms of time history of (a) joint angles; (b) joint velocity; (c) joint acceleration; (d) joint jerk; (e) joint torque (Nm) for joints 1-3; (f) joint torque (Nm) for joints 4-6 and (g) gripping force (N) (see online version for colours) (continued)
The grasping force variation with respect to time presented in Figures 7(g) and 8(g) shows that the grasping force must be adapted smoothly to the manipulator dynamics to ensure static equilibrium of the grasping. The mean and maximum values of the kinematics parameters obtained using SQP and GA are shown in Table 8 . The values of these parameters are within the kinematic constraints imposed on the robot. The velocity, acceleration and jerk values obtained using SQP have higher values than those obtained with GA. This may be owing to the nature of SQP, which considers one objective function at a time. Its sequential way of solving optimisation problem leads to introduction of error in the value of optimisation variables. This aspect also plays vital role in computation of the mechanical energy required for accomplishing the task. From the energy values presented in Table 9 , it can be concluded that the minimum of the energy consumption in the joint movement can be ensured by having minimum variations in joint velocities and joint torques. From the velocity and torque profile shown in Figure 8(b) , (e) and (f), it can be observed that these profiles are smooth when compared to the profiles obtained with SQP (Figure 7(b) , (e) and (f)). Hence, the total energy consumed for accomplishing task is less when optimisation is done using GA.
The SQP completes the optimisation process in 8,500 iterations, whereas GA utilises 7,200 iterations to accomplish this task. The trajectory time obtained using GA is lesser than the obtained with SQP. The value of multi-criteria objective function is obtained using SQP is more than obtained with GA as it depends upon the values of the optimisation variables. The manipulability measure is found to be within the acceptable range with both the approaches. Both SQP and GA need almost same time to compute the optimised values of the optimisation variables. For computation purpose, system with P4 processor 256 MB RAM and 2.4 GHz speed was used. The GA shows upper hand in the overall performance over the SQP. The basic reason behind this issue is the dependency of SQP on the accuracy of the initial guess solution unlike GA. Moreover, SQP involves computation of the gradient and the Hessian of the objective function and its constraints, which implies that continuity of second order is to be ensured. The accuracy of the optimisation can be further improved by computing more initial guess values and finding the most suitable one. Though the overall results obtained are comparable, there is scope for improvement in the solutions using SQP optimisation process. Table 8 Values of various kinematic parameters after optimisation using SQP and GA and using trigonometric spline and quintic B-spline 
Conclusions
This paper presented a general methodology based on trigonometric representation of the trajectory for offline tri-dimensional trajectory planning along the specified path of the industrial robot with payload constraints. A multi-objective optimisation function proposed in this work by considering the objective of minimisation of total travelling time, total energy involved in the motion, joint jerks, joint accelerations, maximisation of the manipulability with due consideration to the contribution of the gripping forces in the total energy. Optimisation method has been successfully implemented for KUKA-Kr robot by a numerical example illustration. After formulating trajectory optimisation function and all the related constraints using trigonometric spline, the optimisation process has been carried out using SQP and GA. Optimum solutions obtained SQP and GA are compared and analysed. It is found that GA gives better results than SQP (Table 9 ). In addition, GA converges faster than the SQP. The resulting optimised trajectories from GA and SQP are having joint accelerations and joint jerks within their bounds, minimal travelling time, joint velocities are within their bounds and need only minimum actuator effort. However, the method of weighted objective function used for treating the multi-objectives is based on the utility function method. Thus, the results depend on the weighting coefficient used to formulate the scalar multi-objective optimisation function.
