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ABSTRACT
Natural species often rely on inertial forces for their orientation control.
Lizards, geckos and arboreal animals effectively use their inertial appendages
to control their attitude dynamics. On the other hand, flying species such
as biological bats employ their relatively heavier wings to produce inertial
forces during their flight. Bats, while performing highly agile maneuvers such
as upside-down perching (performed in order to approach roosting position),
employ these inertial forces to reallocate the center of gravity of their bodies.
The study of these natural species, motivates us to consider the effectiveness
of center of gravity reallocation as a mechanism for the attitude control of
robotic systems.
This thesis explores the use of center of gravity reallocation for the control
of robotic systems. In particular we attempt to use the mechanism employed
by biological bats in their landing maneuvers with a micro aerial vehicle
(MAV) called Allice. Allice is capable of adjusting the position of its center
of gravity (CG) with respect to the center of pressure (CP) using nonlinear
closed-loop feedback. In the case of flying machines, CoM reallocation leads
to the change in CG-CP distance of the system. In the case of robots with no
aerodynamic surfaces, CoM reallocation leads to manipulating the torques
produced by numerous forces acting in the system. For the control of robotic
systems, we employ nonlinear control techniques. This nonlinear control law,
which is based on the method of input-output feedback linearization, enables
attitude regulations through CoM reallocation in the system. To design the
model-based nonlinear controller, the Lagrangian dynamics of the system
are considered, in which the aerodynamic coefficients of lift and drag are
obtained experimentally. This work covers the design, system identification
and nonlinear controller design. The performance of the proposed control
architecture is validated by conducting several experiments.
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Nature has always been a source of inspiration for the design and control
of smart machines [1],[2],[3],[4]. The area of bio-inspired robotics has been
actively pursued, both to understand nature as well as to mimic nature’s op-
timal creations. There are numerous examples from nature that could easily
be imitated to have efficient electromechanical systems. Birds for example
exploit thermals, columns of rising air in the atmosphere, to boost their flight
performance. The birds are capable of sensing the airflow across their wings
through different mechanoreceptors present on their feathers [5]. It is thus
possible that soaring birds may use these mechanoreceptors in sensing the
change in pressure distribution, thereby detecting the vertical columns of
rising air. Thus, the use of thermals could enable MAVs to be energy effi-
cient. Tobalske et al. [6] present a comparative study of mechanical power
of various small birds as a function of their flight velocity. As a result of
this comparison Tobalske suggests that MAVs should be designed such that
they cruise like budgerigars and hover like hummingbirds. Such studies thus
motivate us to look into nature for optimal design of robotic systems.
This chapter first presents the biological inspiration of the design and con-
trol methodology used in this thesis. Next the objectives of this work are
discussed and the last section gives an overview of the complete thesis.
1.1 Motivation
Bio-inspired robots have been built to understand the use of inertial ap-
pendages by animals in the control of their locomotion [7]. Among animals,
bats are known to use the inertia of appendages such as arms, legs, and
tails to perform a wide variety of agile maneuvers. They have the most so-
phisticated powered flight mechanism among animals. This flight apparatus
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possesses many joints, which couple the muscles and bones to each other and
make for a versatile dynamic conforming musculoskeletal system that has
40 degrees of freedom (DoFs) [8]. Some of these joints are active and some
are passive. Because of these dynamic wing conformations, bats are able to
perform agile maneuvers such as turning sharply, landing, etc.
Bats demonstrate extraordinary flight agility, reorienting from normal flight
to heels-over-head landing position and recovery from momentary imbalance
with great ease. Attila et al. [9] suggest that bats execute such agile ma-
neuvers primarily using inertial forces. It is reported that for low-speed ma-
neuvers, bats indeed rely on inertial forces rather than aerodynamic forces.
Recent analysis of Rousettus aegyptiacus landing, utilizing on-board inertial
measurement sensors and off-board high-speed imaging techniques [9], sug-
gests that the landing maneuver takes place in the sagittal plane1 and it
involves joint movements at the shoulder, elbow, and wrist. The collective
outcome of such joint movements regulates the pitching moment required for
landing by varying the distance between center of gravity (CG) and center
of pressure (CP). Bats perform these maneuvers by differential modulation
of moment of inertia in wings, thereby maintaining zero angular momentum
while performing high pitch-up landing maneuvers.
In this work, we aim at exploiting the flight mechanics used by bats in
designing a MAV with the aim of enhancing its agility. In particular, we
are motivated by the landing maneuver of Rousettus aegyptiacus . Recent
observations of the landing in Rousettus aegyptiacus suggest that the landing
maneuver involves mainly the longitudinal dynamics. In other words, it
occurs in the sagittal plane of flight. The bat initiates the landing maneuver
by sweeping the wings and regulating a pitch-up movement. Then, once in
proximity of the landing surface, it proceeds by moving the legs ventrally and
grabbing the landing surface as shown in Fig. 1.12. Bats predominantly use
inertial forces to instigate the landing maneuvers and then use aerodynamic
forces from wings in synergy with these inertial forces to execute a rapid 180◦
turn.
1Sagittal plane is an anatomical plane that divides a body into its left and right halves.
2This figure is adapted from an article by Rowland and Moser [10]. In this article, they
cover the work of Finkelstein et al. [11] who have shown how bats sense orientation in 3D
environments.
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Figure 1.1: Landing of a biological bat
1.2 Objectives
Flight dynamics are characterized by the translational and rotational dy-
namics of the aerial vehicle. It is a well-known fact in flight dynamics that
the translational dynamics evolve at a much slower time scale compared
to the rotational dynamics [12]. Therefore the agility of a MAV could be
greatly enhanced by directly manipulating the rotational dynamics instead
of indirect control through translational dynamics. Natural fliers suggest
similar insights when it comes to designing MAVs for high maneuverability
and agility. This fact is predominantly observed in biological bats especially
at low speeds when bats perform the upside-down landing maneuver.
Landing maneuvers in biological bats suggest that the agility among robotic
fliers could be enhanced by actively regulating the CG-CP distance. We have
designed a MAV called Allice which is equipped with a mechanism to modify
its CG on the fly. Allice possesses a light frame and a lump of mass that
moves with respect to the body frame. Since the lump of mass consists a
major part of the total weight of the system, displacing the the mass yields
variations in the CG-CP distance.
Similar to bats, flightless animals such as lizards, geckos and other arboreal
animals rely on the concept of COM reallocation to control their attitude
while falling under the action of gravity. This is again an idea similar to
CG-CP distance variation employed for active control among natural species
for self-righting.
Motivated by the landing maneuver of biological bats and self-righting
maneuvers among animals, this work aims at three objectives:
1. Validating the effectiveness of COM reallocation to achieve attitude
control among robotic systems without aerodynamic surfaces.
2. Validating the effectiveness of CG-CP distance regulations to achieve
3
maneuverable and agile flights, in particular high-angle pitch-up ma-
neuver.
3. Increasing the performance of CG-CP regulations by employing a model-
based nonlinear controller.
In this work we have designed a lightweight (12 grams) MAV Allice that
experimentally validates the role of CG-CP distance in the stability of pitch
dynamics of Allice. Secondly we design a nonlinear control law based on
input-output feedback linearization to achieve the second objective men-
tioned above.
1.3 Overview
This thesis is structured as follows. Chapter 2 covers a comprehensive
overview of biological systems that use inertial appendages for their atti-
tude control. It also highlights recent work from the fields of robotics and
aerospace engineering that employ position control of a lump mass for at-
titude control. Chapter 3 at first gives an overview of Allice hardware and
experimental setup. Additionally it covers the aerodynamic model used in
this work and the system identification procedure adopted to obtain the sys-
tem parameters. Chapter 4 covers the rigid body attitude control as a case
for attitude control for flightless robotic systems. Two variants of Allice are
presented in this thesis. Chapter 5 and 6 cover the modeling, controller de-
sign and trajectory tracking results for the two variants of Allice. Chapter 7




Animals and birds have always inspired humans for design of smart machines.
For the past few years, scientists have focused on animals, birds and insects to
study their locomotion, dynamics and flight control. Numerous designs were
realized based on these studies. Lentink and Biewener [5] have for example
given a concise overview of nature-inspired flight by featuring the biomechan-
ics flight research and bioinspired MAV design. Besides animal flight, plants
such as autorotating seeds have drawn attention and inspired researchers in
the design of MAVs. Lentik et al. [13] have shown that autorotating seeds of
some plants generate stable leading edge vortices along their descent. These
vortices generate higher lift which allows these autorotating seeds to travel
much greater distances. Lentik et al. have shown that these leading-edge
vortices are also found in some insects and birds. Ulrich et al. [14] presented
the first robotic samara nano aerial vehicle, inspired by the flight of samaras
and equipped with the capability of autorotating while it hovers, climbs and
translates. From the wide spectrum of capabilities offered by flight in nature,
this work is focused on the study of inertial appendages as tools for flight
control among animals, birds and insects.
In this chapter, we present a brief account of biological systems that employ
similar strategies for their attitude control and related research in the field
of robotics.
2.1 Attitude Control in Biological Systems
Many animals and insects make use of their inertial appendages for loco-
motion and flight control especially in the context of inertial reorientation.
Highlighting this fact, Lentink and Biewener [5] have given a concise overview
of nature-inspired flight by featuring the biomechanics flight research and
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bioinspired MAV design. The authors cover a few animals and their bio-
inspired counterparts that employ their appendages for orientation control
of their bodies.
Insects often utilize CG adjustments for their attitude control. Ants un-
dergo an aerial descent as a result of falling from elevated surfaces. Yanoviak
et al. [15] have investigated the contribution of hindlegs, midlegs and gaster
towards the gliding flight in arboreal ants. It was observed that ants achieve
robust gliding flight using bilateral asymmetric motion of their hindlegs. The
evolution of powered flight in insects suggests that directed aerial descents
(i.e. gliding and self-righting) may have been an important stage towards
winged flight [16]. It is suggested that insects indeed used inertial appendages
for control authority in directed aerial descents prior to winged flight [17].
Small insects, relying on flapping flight, often perform attitude adjustments
through relative orientation of their body parts (in addition to using their
wings). Early studies on flying locusts [18] have shown that locusts use
their abdomens as rudders in their flight control. Locusts also use lateral
deflections of abdomen in yaw correction [19]. Wind receptor hairs on locusts
control the vertical position of the abdomen in relation to variations of wind
speed while changes in wind direction stimulate yaw corrections. Recent
work [20] has investigated the role of visual-abdominal reflexes in hawkmoth
in regards to the flight control problem. It has been demonstrated that
hawkmoths actively use the angular position of thoracic-abdominal joint in
their hovering flight. Hawkmoths articulate their abdomens to redirect the
lift force generated by their wings to maintain a stable hovering flight. Fruit
flies also change their CG during flight by changing the posture of their
abdomens and the plane of wing oscillation [21]. In fruit flies, the abdomen
behaves as a rudder for rotation control about transverse1 body axis.
The use of inertial appendages for attitude control is not limited to insects;
it is also found in small reptiles like lizards. Lizards use this technique to
adjust their body orientation as tail movements in lizards act like a dynamic
stabilizer for pitch control [22]. Lizards swing their tails in the sagittal plane
so as to redirect angular momentum from their bodies to their tails, leading
to the pitch control of their bodies. In an attempt to understand tail use for
control, a lizard-sized robot has been developed to investigate the effective-
1Transverse body axis is the body pitch axis.
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ness of tails in attitude control [22]. A comparative study of tail effectiveness
in the attitude control for biological lizards and lizard-size tailed robots is
presented in [22, 23]. Utilizing contact forces and zero angular momentum
condition, the lizard-inspired robot uses a proportional-derivative (PD) con-
troller for self-righting in a free fall. The attitude controller for the robot
with 2-DOF tail has been presented in [24].
Arboreal animals also utilize inertial appendages. Often they fall out of
trees as a result of uneven terrain, predator-prey conditions or fighting be-
havior. During their ballistic fall they are capable of self-righting in mid-air,
thereby avoiding injuries, e.g., air righting behavior in flat-tailed house geckos
[25]. Appendage inertia in geckos has a vital role in arboreal acrobatics per-
formance such as climbing, aerial descent, and gliding. By conserving the
angular momentum, geckos can self-right themselves in mid-air (using their
tails) to achieve a gliding posture. While in gliding motion, they can yaw
by further swinging their tails. Posture control in free fall has also been re-
ported in other animals. Rats perform a spiral movement using head-torso
and torso-pelvis rotations for self-righting in mid-air [26]. Righting with the
tail alone has not yet been found in such animals. Cats also perform self-
righting to land on their feet by rotating while maintaining the condition
of zero total angular momentum. Cats change their shape by bending their
bodies in mid-air, forcing their bodies to rotate in the opposite direction
while maintaining the zero angular momentum condition [27].
Mammals such as kangaroos and cheetahs also use their tails for attitude
stability and inertial reorientation. Kangaroos at slow speed use their tails
as an extra leg to provide pitch stability to their bodies [28]. The Kan-
groo’s tail also plays a pivotal role in stabilizing its pitch dynamics while
hopping. Cheetahs also use their tail for attitude control. Cheetahs exhibit
high maneuverability, often at very high speeds while chasing their prey. It
is observed that cheetahs use their tails for stabilization while performing
rapid turning maneuvers. Rapid turns by cheetahs are accompanied by the
swinging of their tails in roll axis, which provides a countertorque to balance
the toppling moment due to the centrifugal force [29]. Patel and Braae have
investigated the role of the tail in high-speed turning in cheetahs [29, 30].
They have designed a high-speed actuated tail robot named Dima to exper-
imentally verify the role of the tail in attitude stabilization at high speeds.
The actuated tail increases acceleration capabilities, improves disturbance
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rejection and stabilizes acceleration and banking maneuvers at high speeds.
2.2 Attitude Control in Robotics Research
The idea of manipulating the system’s CG has been widely employed in
work on biologically inspired robots. For instance, this method has been
extensively explored in the field of atmospheric reentry vessels, underwater
vehicles and aerial robotics. Typically atmospheric re-entry vehicles do not
have aerodynamic surfaces for their control but instead manipulate their
center of mass for attitude control. One such atmospheric re-entry vehicle
is presented in [31]. Its control framework is based on a linearized model
with linear quadratic regulator (LQR) based control law and gain scheduling.
Likewise, Atkins and Queen [32] use internal moving mass actuator for closed
loop Mars entry guidance. They use LQR with altitude dependent gains for
guidance command tracking.
The relative location of CG with respect to CP plays a critical role in the
static stability of systems. For instance in the case of passenger aircrafts, CG-
CP distance is maintained in such a way that a high static stability margin
is ensured. Rogers and Costello [33] have discussed the effects of change
in CG location (induced by moving a lump mass) on the static stability of
projectiles. The higher the static margin, the less maneuverable the system
becomes and thus greater amount of control effort is required to track the
desired trajectory. Thus such a control setup is advantageous for trajectory
tracking as compared to traditional approach of using aerodynamic surfaces.
Menon et al. [34] have used a similar system for target inception.
The concept of CG-CP variation has previously been used in the control
of micro aerial vehicles. The two helicopters, muFR [35] and CoaX [36],
control their attitude by actuating a significant part of their mass and thereby
modifying their CG. muFR moves its battery in a plane to manipulate its CG,
while CoaX moves its battery on a spherical surface to change its CG. PD
controllers are used for the altitude control of CoaX while muFR uses a PID
control law. Inspired by the abdominal flexion of hawkmoths (as mentioned
earlier), Dyhr et al. [37] have designed a control law and investigated the
stability of aerial vehicles using an articulated airframe. They used a quad-
rotor for experimental verification of a bio-inspired control approach for pitch
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stability.
As with aerial robots, moving mass control is extensively utilized in re-
motely operated spherical autonomous underwater vehicles (AUV) [38]. Like
eyeballs, they can reorient using an internal eccentric mass and a proportional
controller with linearized system dynamics for pitch and velocity control of
the underwater vehicle. Similarly, Wang et al. [39] have investigated the con-
trol of an AUV in a vertical plane using a thruster and a point movable mass.
The authors use a back-stepping control policy for tracking desired trajecto-
ries (by moving the point mass and varying the thrust force). Leonard and
Graver [40] have employed linear quadratic regulators for attitude control
of a buoyancy-propelled, fixed-wing glider. This underwater glider employs
internal mass redistribution to achieve gliding. Directly altering the angu-
lar momentum by using internal rotors is similar to the idea of CG change,
which is often used to stabilize AUVs. For instance, [41] designed a Lyapunov
based dissipative feedback control law that stabilizes the system dynamics
by reshaping the kinetic energy of the conservative system dynamics. Ki-
netic energy of the system is actively manipulated by controlling the speed
of internal rotors of the AUV, thereby stabilizing attitude dynamics of the
AUV.
The manipulation of CG location by postural variations is repeatedly ob-
served in amphibious robots (robots capable of navigating both on land and
in water). Krummel et al. [42] have developed a horseshoe-crab-inspired
robot named RoboCrab. It is capable of walking, self-righting and swim-
ming. It relies on the relative position of its abdomen with respect to its
carapace for righting maneuvers. Additionally, it has a 2 DOF tail which is
capable of providing roll and pitch control both on land and in water.
Inspired by a class of insects and animals that overcome obstacles in their
environment by jumping, Zhao et al. [43] have developed a miniature tailed
robot named MSU Tailbot. It uses an actuated tail for control of its pitch
angle in midair and thereby ensures its safe landing on ground. The authors
consider midair dynamics of the system and design a sliding mode controller
for pitch control of MSU Tailbot. The bionic kangaroo is another example
of such robots. Festo’s Bionic Kangroo [44] relies on its tail for stabilization
in the hopping phase. Bionic Kangaroo employs a model based nonlinear
controller for stabilization in hopping phase.
Attitude control in bio-inspired robots is achievable by any form of relative
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internal motion, meaning such robots often use tails, limbs and sometimes
bend their body parts relative to each other for orientation control. Libby
et al. [45] present a comparative framework for the design of robots that
achieve attitude control using actuated inertial appendages. The authors
present a template based approach for comparison of various design and
control approaches for inertial reorientation. Their analysis concludes that
tails have the highest potential for attitude control among such robots.
Locomotion in modular robots is based entirely on the modulation of their
CG. Moll et al. in [46] present a distributed control law for locomotion
of a modular robot on uneven and unknown terrain. Based on the mass
properties of current robot configuration, a distributed algorithm enables
each module to steer its center of mass towards a desired position. A very
similar concept is used by Mellinger et al. [47] for controlling the locomotion
of a wheel. Actively manipulating the shape of the wheel synthesizes a closed
loop control law for locomotion of closed chain modular robots. The authors
consider a low-dimensional continuous model of the discrete modular robot
and synthesize shapes for locomotion of the wheel.
Study of the aforementioned biological and robotic systems inspires us to
look into natural flight for design and control of agile fliers. Nature for ex-
ample provides us with a unique species in the form of bats. In-depth study
of bat flight gives us great insight into the design of highly maneuverable
and agile flight. A bat’s ability to modulate its wing shape, its elastic wing
membrane, and the relatively high mass density of its wings all play impor-
tant roles in its flight. For instance, a significant portion of bat’s total mass
lies in its wings. Heavy wing inertia is typically associated with decreased
maneuverability but instead bats put this to their use by appropriately mod-
ifying their flapping trajectories. By suitably reshaping the wing flapping
trajectories, heavy wings can be used to move the overall location of the
center of gravity of the body. The location of CG with respect to the wing’s
CP plays a significant role in the angular dynamics of the system, especially
at low speed. At low speed, the effect of inertial forces is comparatively
pronounced compared to aerodynamic forces. Bats effectively employ this
idea while performing the high pitch-up landing maneuver. In this work, we
utilize this idea and show the effectiveness of the role of CG-CP distance




The role of inertial forces in the attitude control is observed in both aerody-
namic and non-aerodynamic systems. This work addresses the attitude con-
trol of a non-aerodynamic system—a free-falling rigid body—and an aerody-
namic system—the powered ballistic flight of a fixed-wing MAV. This chap-
ter covers the mechanisms designed for these systems to effectively utilize
inertial forces in their attitude control. Additionally it covers the system
identification of the parameters used later in the modeling of these systems.
Figure 3.1: A Non-aerodynamic body modeled as a rigid bar and a slider
crank mechanism for mass redistribution
3.1 Rigid Body
A free-falling animal such as a cat, gecko or lizard (as mentioned in Chapter
2) can be modeled as a rigid body falling under the action of the gravitational
force. When self-righting in midair, such an animal can be modeled as a rigid
body with active redistribution of mass during free fall as shown in Fig. 3.1.
In this work we consider a free-falling rigid bar under a projectile motion.
The idea of redistribution of the mass in the system is achieved by employing
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a crank-slider mechanism attached to this rigid bar. A lump mass is attached
to the slider that moves along the rigid bar, about its COM. Dynamics and
trajectory tracking of q2(t) are reported in the Chapter 4. Simulation results
of this system are reported in this work.
3.2 Allice
Allice is a miniature fixed-wing MAV that has been modified to adjust its
CG-CP distance. It utilizes variations in CG-CP distance as an effective
control strategy for the attitude control of the overall system. Allice utilizes a
conventional aerodynamic surfaces, a fixed wing and tail. In order to regulate
the aerodynamic moments around CG, instead of displacing a conventional
control surfaces (such as an elevator), the idea of actively redistributing the
mass in the system is considered. Redistribution of mass in a body leads to
manipulating the moment generated by aerodynamic forces with respect to
the overall COM of the system which gives control authority over the pitch
dynamics of the MAV.
This work considers two different methods for realizing the redistribution
of the mass in the system:
1. Linear displacement of lump mass along body x-axis.
2. Angular displacement of lump mass about body y-axis.
In the first type of mechanism (named Allice 1.0), linear displacement of a
lump mass along the fuselage (shown in Fig. 3.2) is considered. This method
employs a linear servo which displaces a lump mass (composed of Allice’s
avionics contributing 56% towards the total mass of Allice) to re-position
the CG of the system with respect to the CP of the aerodynamic surfaces.
Since the lump mass is a major part of the total mass, the adjustments
in CG positions with respect to the airframe yields variations in CG-CP
distance. This version of Allice is equipped with on-board electronics (shown
in Fig. 3.3) including: (1) a 32 bit ARM Cortex M4 microprocessor having a
64K RAM equipped with serial communication capabilities including inter-
integrated circuit (I2C) and serial peripheral interface (SPI), (2) a 9-axis








Figure 3.2: Allice (ver.1) with a lump mass displaced by a linear servo along
its fuselage
Figure 3.3: Allice’s avionics and actuation mechanism
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accelerometer and a 3-axis digital compass, and is also equipped with an
on-board digital motion processor, (3) a microSD card reader/writer, (4) a
900MHz RC receiver for controlling the MAV’s propeller speed, and (5) a
micro linear servo capable of moving the lump of mass in either direction.
The inertial measurements are read at 60 Hz, and nonlinear control is also
executed in real-time at 60 Hz; data recording on the SD-Card occurs at 30
Hz. IMU is interfaced with the microprocessor using I2C communication
interface while the SPI communication protocol is used for data storage on
the SD-card.
Chapter 5 covers the dynamics, control and trajectory tracking results for
this version of Allice.
In the second type of mechanism (named Allice 2.0), angular displacement
of a lump mass using a pendulum which is rotated about the body y-axis
of the MAV is considered (shown in Fig. 3.4). Radial position change of
the lump mass results in the change in the location of CG of the system in
the xz-plane. A miniature rotary servo is used to manipulate the angular
position of the mass. Since the lump mass is a significant part of the total
mass, the adjustments in CG positions with respect to the air frame yields
variations in CG-CP distance.
Figure 3.4: Allice with a lump mass attached to a pendulum (controlled by
a rotary servo) about the body y-axis
14
Allice 2.0 is equipped with on-board sensing and communication electron-
ics including: (1) 780nm wavelength LEDs which act as active markers for
VICON motion capture system (2) a 2.4 GHz RC receiver with 5 channel
servos outputs that is used for the position control of servo and speed control
of MAV’s propeller, and (3) a micro rotary servo capable of moving the lump
of mass in either direction.
Figure 3.5: Experimental setup
The experiments reported in this work for Allice 2.0 used a motion cap-
ture system for sensing the position and orientation of Allice. VICON motion
capture system at Intelligent Robotics Lab (IRL), UIUC, was utilized for per-
forming experiments. The control law is implemented in Matlab. The control
commands were transmitted to Allice through an RC-transmitter, which is
interfaced with Matlab using PCTx interface device. Figure 3.5 depicts the
experimental setup employed in this work. The physical parameters of Allice
are listed in Table 3.1.
Chapter 6 covers the dynamics, control and trajectory tracking results for
the pendulum based version of Allice. Both versions of Allice use the same
aerodynamic model. Next we present the aerodynamic model used for Allice
in this work.
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Table 3.1: Physical parameters of Allice
Parameter Value
Aircraft Mass: m0 7.90 g
Mass of pendulum: mp 4.75 g
Length of Pendulum: l 16.5 cm
Wing span 19.5 cm
Wing chord 7.7 cm
Ixx 11.95× 10−5 kg m
Iyy 1.32× 10−4 kg m
Izz 3.91× 10−5 kg m
Ixz 5.25× 10−5 kg m
Incidence angle of wing:δw 9.85
◦
Incidence angle of tail: δt −33.0◦
3.2.1 Aerodynamic Model
There are numerous aerodynamic methods used in simulation and control
of MAVs and aircraft. The most notable are the strip theory method, the
stability derivatives, quasi-steady vortex lattice methods and unsteady panel
methods. In this work strip theory is used to compute the aerodynamic
forces. Strip theory is general enough that it covers a large variety of geome-
tries used as aircraft wings, tail, stabilizer surfaces and even rotary blades.
It is accurate and computationally less expensive in calculating the aerody-
namic forces and moments acting on the aircraft’s CG.
The aerodynamic forces are computed using strip theory [48]. Strip theory
suggests that the aerodynamic surface of the wing and tail can be divided into
small chord-wise strips, and the collective sum of the forces and moments that
act on each strip would reflect the overall force and moment. The force and
moment acting on each strip can be computed using a suitable aerodynamic
model [49]. In this paper, it is assumed that the lift FL—orthogonal to the
local velocity—and drag FD—parallel with the local velocity—forces act on
the wing or tail CP, which is located quarter-chord behind the leading edge


















where n is the total number of strips, FwLi and F
w
Di are the lift and drag forces
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on the ith strip of the wing and αwi is the angle of attack of the i
th strip of
the wing. Rbw = Ry(δw) is the rotation matrix which maps quantities from
wing frame to body frame.


















where Rbt = Ry(δt) is the rotation matrix which maps quantities from tail to
body reference frame. The angle of attack αi measured in the local frame
(wing or tail frame) is given by:
αi = tan
−1 ([0 0 1] • vcp, [1 0 0] • vcp) (3.3)
where vcp is the local velocity of CP of the i
th strip of wing or tail.





where A represents the surface area of the aerodynamic surface; CL and CD




dynamic pressure, where and ρ is air density. Here, the aerodynamic force
and moment on fuselage are not considered as the fuselage is made of slender
carbon-fiber rods, which have negligible aerodynamic resistance. Coefficient
of lift and drag are functions of the local angle of attack. These are discussed
in detail in Section 3.3.3.
3.3 System Identification
The stability of a system is critically dependent on the parameters in the
system model. It is therefore of great importance that the true parameters
of the system are known before a controller is designed for the system. For
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an aircraft, system parameters are affected by various natural factors and
are a function of state variables. The best estimate of these parameters is
obtained experimentally. The unknown parameters, such as propeller thrust
coefficient, the inertia tensor I (see Table 3.1) and the aerodynamic coeffi-
cients, were obtained experimentally.
3.3.1 Empirical Estimation: Propeller Thrust Characteristics
Propeller thrust is one of the control inputs used in the model. The propeller
system is designed using an off-the-shelf micro DC motor whose internal
specifications are unavailable to us. Therefore we rely on a data table and
local linear fitting to determine a relation between the input voltage of the
DC motor and the thrust of the propeller. We have employed a load cell to
measure the thrust produced by the propeller at numerous input voltages to
the DC motor. Input voltage to the DC motor, angular speed of the propeller
measured using a tachometer, and the thrust measured by the load cell were
recorded at numerous operating points. Figure 3.6 shows the thrust produced
by the propeller as a function of input voltage. Thrust data collected from
the load cell is reported in Appendix B.

























Figure 3.6: Propeller thrust vs. input voltage to micro DC motor
A data table is used to determine the input voltage corresponding to the
required thrust determined by the control law. A linear model is fitted to
get a local interpolation of the voltage-thrust relation.
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3.3.2 Empirical Estimation: Inertia Tensor
The inertia tensor of a MAV is experimentally determined with a swing
test [51]. A swing test is based on the pendulum theory. The moment of
inertia of Allice about its three body axes and the xz-axis was determined
by this method. A swing test for each axis is carried out by swinging the
body about individual axes like a pendulum. The MAV was mounted on a
swinging gear. The axis of the MAV for which inertia needs to be measured is
made coincident with the axis of rotation of the pendulum and the system’s
CG must be known in advance. The symmetric nature of Allice about its
xz-plane reduces the search for CG location to a plane. In order to locate
its CG in xz-plane, Allice was suspended at two distinct points in the xz-
plane with nose-up and nose-down configuration. The intersection of the two
vertical lines is the CG location in xz-plane. With known location of CG, a
compound pendulum setup is used for determining Ixx, Iyy and Ixz while a
bifilar pendulum configuration is used for determining the inertia about yaw
axis Izz.
The moment of inertia of a MAV about an axis through its CG is given
by the inertia of the entire pendulum minus inertia of swinging gear minus
the additional inertia due to displacement of CG (determined by the parallel
axis theorem). Therefore the inertia using the compound pendulum setup
for Ixx is given by Eq. 3.5. Similarly the inertia Iyy and Ixz obtained by


















. W1, W2 and W3 are the total weight of Allice and
swinging gear, the weight of swinging gear and the weight of Allice respec-
tively. T1 is the time period of the complete setup and T2 is the time period of
swinging gear alone. L1, L2 and L3 are the distances from axis of rotation to
CG of complete system, CG of swinging gear and CG of Allice respectively.
The inertia about z-axis Izz is determined using the bifilar pendulum
setup. The z-axis of Allice and swinging gear are made coincident with














where L is the vertical length of the pendulum and A is the horizontal dis-
tance between the two fibers of bifilar pendulum.
3.3.3 Empirical Estimation: Aerodynamic coefficients
Besides inertia tensor I, the aerodynamic coefficients are also estimated ex-
perimentally. Wind tunnel based experiment is conducted to measure forces
acting on MAV as a result of aerodynamic phenomena. Similar to a wind
tunnel setup, MAV was installed on a load cell and a wind source was placed
in front to generate the free air stream. Air speed was measured using
an anemometer, and forces acting on the MAV as a result of the free air
stream were measured using the load cell. A wide range of angle of attack
α (−55◦ < α < 70◦) is covered by placing the MAV at numerous pitch angles.
Airspeed vcp and load cell forces
IF = (Fx Fz)
T were recorded along with
the pitch angle for each case.
Load cell forces were measured for zero free stream velocity and subse-
quently subtracted to remove the effect of inertial forces. This leads to mea-
suring the forces due to aerodynamics only. Next coefficients of lift and drag
are determined as follows:
Fx0
Fz















where ρ is the air density, A is the surface area of the wing, L̂ and D̂ are the
unit vectors along the direction of the generated lift and drag forces.
Solution of this system of equations given in Eq. 3.8 gives us the coeffi-
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cients of lift and drag for the selected angle of attack. Load cell data was
recorded for 15 seconds and then averaged to determine the aerodynamic
force. For each angle of attack, load cell data was recorded and then aver-
aged over five readings of the free stream velocity. Figures 3.7 and 3.8 show
the mean values of lift and drag coefficients, given by the red line. Shaded
region containing the red line gives the maximum and minimum values of
the coefficients recorded for each trial.


















Figure 3.7: Lift coefficient estimation for wing from load cell data
















Figure 3.8: Drag coefficient estimation for wing from load cell data
Given the data for aerodynamic coefficients at numerous angles of attack,







(CL(Θ)− CL)2 + (CD(Θ)− CD)2 (3.9)
where Θ = {CL0, CLα, CDα} are the optimization variables. The following
functions are used to approximate the characteristics of lift and drag coeffi-
cients:
CL = CL0 + CLα sinα cosα
CD = CDα sin
2 α
(3.10)
The optimization problem given in Eq. 3.9 was solved using unconstrained
optimization routine and the values of the optimized aerodynamic coefficients
for wing comes out to be Θ∗w = {0.4709 3.0484 2.4829}. The lift and drag
coefficients for optimized parameters are presented in Figs. 3.7 and Fig. 3.8
respectively. The blue lines in these figures show lift and drag coefficients
with optimized parameters while red lines show the coefficients obtained from
load cell data. The optimized coefficients are quite close to the one obtained
from load cell data. The two curves could potentially be brought closer,
and the error between the optimized and experimentally obtained values of
coefficients further decreased, by introducing more optimization parameter.
However, this would result in a more complex expression for lift and drag
coefficients.
The geometries of the wing and the tail are similar. Both the aerodynamic
surfaces are elliptical. Therefore the aerodynamic forces on these surfaces are
scaled by their respective areas. Scaling of the load cell forces of the wing for
the tail surface area gives us the aerodynamic forces for the tail. A similar
optimization routine leads to the optimal aerodynamic constants for the tail
as Θ∗t = {0.2144 1.3877 1.1303}.
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CHAPTER 4
RIGID BODY: MODELING AND
ATTITUDE CONTROL
There are numerous examples of animals (as reported in Chapter 2) that
employ their limbs and other body parts to re-position the CoM of their
bodies. It is typical for these animals (especially ones without aerodynamic
surfaces) to correct their orientation using inertial appendages. Inspired by
these natural species, this work investigates the effectiveness of CoM re-
positioning in the case of a free-falling rigid body.
Figure 4.1: Free body diagram of the rigid body with movable mass
A free-falling or a projectile flight (instigated by an initial velocity through
jumping) among animals can be modeled at the simplest level as a rigid body.
The mechanism of CoM re-positing is achieved by adding a movable mass
which slides along the body x-axis. A constrained motion of this movable
mass is achieved by using a crank-slider mechanism. An active torque control
is employed at the crank to force the system to a desired attitude. The free
body diagram of such a system is shown in Fig. 4.1. The shaded region




The system is represented by two translational states and two angular states.
Horizontal and vertical position of the CoM of the rigid body in inertial frame
are given by x and z states while angular position is given by the pitch angle
q1 of the rigid body and the crank angle with respect to rigid body q2. The
state of the system is thus given by x = (q q̇)T where
q = (x z q1 q2)
T and q̇ = (vx vz q̇1 q̇2)
T
The system is modeled using the Lagrangian framework which is an en-
ergy based approach to determine the equation of motion of systems. The
Lagrangian of the system is defined as the difference between the total kinetic
energy and the potential energy of the system. The kinetic and potential en-
ergies of the system are functions of velocities and position respectively of
all the links in the body. The system under consideration is composed of the
main rigid body with mass m0, two light-weight links (a crank and a link
connecting the crank to the movable mass) with masses mc and mr respec-
tively, and the movable mass mp. The position vectors for the CoM of these
four masses in inertial frame are given as follows:
r0 = (x z) (4.1)
rc = r0 +Ricrcloc (4.2)
rr = r0 +Riclc +Rirrrloc (4.3)
rm = r0 +Riclc +Rirlr (4.4)
where lc and lr are the lengths of the crank and the link connecting the crank







represents the CoM of the two uniform
links in their local frames. Ric = Ry(q1 + q2) and Rir = Ry(q1 + φ) are the
rotation matrices from the two links in the crank slider mechanism to the
inertial frame. φ = − sin−1 (lc sin(q2)/lr) is the angle that the connecting link
makes with the crank. The inertial velocities of these four masses are given
as follows:
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v0 = (vx v)z) (4.5)
vc = v0 + (q̇1 + q̇2)S(ĵ)Ricrcloc (4.6)
vr = v0 + (q̇1 + q̇2)S(ĵ)Riclc + (q̇1 − φ̇)S(ĵ)Rirrrloc (4.7)
vm = v0 + (q̇1 + q̇2)S(ĵ)Riclc + (q̇1 − φ̇)S(ĵ)Rirlr (4.8)
S(ĵ) is the skew symmetric matrix with rotation about y-axis. The trans-
lational kinetic energy of the system is thus given as follows:




































The potential energy of the system is given by:
PE(q) = m0gr0 (0 1)T +mcgrc (0 1)T +mrgrr (0 1)T +mpgrm (0 1)T
(4.11)
The Lagrangian of the system is given as follows:
L (q, q̇) = KE t(q, q̇) +KEr(q, q̇)− PE(q) (4.12)
Using the kinetic and potential energy of the system given by Eqs. 4.9,
4.10 and 4.11, following equations of motion of the system are obtained:
M(q)q̈ + C(q, q̇)q̇ + G(q) = Q (4.13)
whereM, C and G represent the inertia matrix, coriolis matrix and the grav-
ity vector respectively. Q = (0 0 0 1)T τ is the input to the system. The
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nonlinear model given by Eq. 4.13 can be written in the form of a standard
nonlinear affine in control input model given as follows:
ẋ = f(x) + g(x)u (4.14)
where x = (q q̇)T ∈ IR8, u = τ . f(x) and g(x) are smooth vector fields.
4.2 Control Design
In this work a nonlinear feedback controller based on the method of feedback
linearization is applied to steer the system given by (4.14). The idea is
to cancel the nonlinearity in the system to generate a linear time invariant
system input-output mapping. We initiate the control design with two basic
definitions of the relative degree r and feedback linearization.
Definition 4.1. [52] The nonlinear system given by (4.14) and an output
function y = h(x) has a relative degree 1 ≤ r ≤ n in a region D0 ⊂ Rn if for
all x ∈ D0
LgL
i−1
f h(x) = 0 i = 1, 2, 3, ..., r − 1; LgL
r−1
f h(x) 6= 0 (4.15)
In the definition above, the Lie derivative of a vector field h(x) along the










Definition 4.2. [52] The nonlinear system given by (4.14) and the output
function y = h(x) with sufficiently smooth vector fields fcon(x) and g(x) on
a domain D ⊂ Rn is said to be partially feedback linearizable if there exists
a diffeomorphism T : D → Rn that contains the origin and the change of
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variables z = (η; ξ) = T (x) transforms the system (4.14) into two subsystems
given by
η̇ = f0(η, ξ)
ξ̇ = Aξ +Bγ(x)(u− α(x))
(4.18)
where ξ ∈ Rr the feedback linearizable subsystem and η ∈ Rn−r the internal
dynamics; (A,B) is controllable; γ(x) is nonsingular for all x ∈ D; f0(0, 0) =
0; f0(η, ξ), α(x) and γ(x) are continuously differentiable.
On a system with relative degree r,
y(r) = Lrfh(x) + LgL
r−1
f h(x)u (4.19)











will reduce the closed-loop system to
y(r) = v (4.21)
which is a cascade of r integrators and can be stabilized by choosing suitable
v.
Input-output feedback linearization has proven to be a useful nonlinear
control tool for tracking smooth reference trajectories. However a drawback
of using this methodology is that it does not handle model uncertainty and
additionally we need to show stability of internal dynamics. Consider the
following output function:
y = h(x) = q1(t)− qr1(t) (4.22)
where qr1(t) is the reference pitch trajectory for the rigid body.
Considering the nonlinear system given in Eq. 4.14 along with output
given in Eq. 4.22, the relative degree of the system comes out to be one.
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ẏ = Lfq1(t)− q̇r1(t)
ÿ = L2fq1(t) + LgLfq1(t)g(x)u− q̈r1(t) (4.23)
The input to the system is therefore given by:
u = (LgLfq(x)g(x))
−1 (v − L2fq(x) + q̈r(t)) (4.24)

































Figure 4.2: Constant reference signal: pitch angle and pitch rate tracking
4.3 Simulation Results
The use of crank-slider mechanism with a movable mass for pitch control of
a rigid body falling under the action of gravity is validated by simulating
the system for numerous reference trajectories and initial conditions. Two
of these cases are presented here: fixed/constant reference trajectory and a
time varying reference. Figure 4.2 shows the tracking of the pitch reference
trajectory. Figures 4.3 and 4.4 show the angular dynamics of the crank angle
and the input torque applied to the system to track the reference trajectory
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respectively. It is clear from Figs. 4.3 and 4.4 that the controller achieves
the desired pitch by generating the corresponding angular acceleration in the
rigid body by actively moving the mass about its CoM.

























Figure 4.3: Constant reference signal: crank angle and its angular velocity



























Figure 4.4: Constant reference signal: Input torque and the distance mass
mp moves
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Figure 4.5: Sinusoidal reference signal: pitch angle and pitch rate tracking





























Figure 4.6: Sinusoidal reference signal: pitch angle and pitch rate tracking
The second case considered for reference trajectory is a sinusoidal pitch
trajectory given by qr(t) = 30
◦ +8◦ sin(2πft) and q̇r(t) = 2πf×8◦ cos(2πft).
As shown in Fig. 4.6, the input torque actively manipulates the angular
acceleration in the body to track the desired reference trajectory as shown
in Fig. 4.5. Figure 4.7 shows the input torque supplied to the crank.
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ALLICE VER. 1: SYSTEM MODELING
AND CONTROL
Allice is a miniature fixed wing MAV designed to investigate the effectiveness
of a CG-CP distance regulation for pitch control of the fixed-wing MAV.
Allice ver. 1 utilizes a movable lump mass which translates along body x-
axis to change the CG-CP distance of the MAV. A micro linear servo is used
to move the mass. Initially we investigate a simpler model of the system
where we assume the system is a single rigid body with aerodynamic forces
acting at the CP of the wing and tail. In order to keep the equation of motion
tractable, we assume the Coriolis acceleration to be negligible. Motivation
for this assumption is that the movable mass is capable of translating a small
distance only (0.6 cm in either direction) and thus it generates a negligible
angular acceleration. Additionally a small change in CG-CP distance leads to
the control authority over a small flight envelope for the control of pitch angle.
Later we enlarge the flight envelope by modifying the control mechanism.
5.1 Nonlinear Dynamic Model
Allice ver. 1 is modeled using the method of Newton-Euler. The nonlinear
model consists of six states: three translational and three angular states. A
Cartesian body coordinate frame is considered at the MAV’s CG (without
considering the lump mass) with x-axis pointing forward and z-axis pointing
upwards. The translational state variables are the position and velocity of
CG with respect to a fixed inertial (world) coordinate frame; they are denoted
by p = (x z) and v = (vx vz).
The angular states are defined as the attitude of the body axis with respect
to the inertial frame and the body axis angular velocity. Since we are only
considering a longitudinal model, the attitude is given by qy which represents
the body pitch angle; the latter is denoted by ω = q̇y (the pitch angular
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velocity about body y-axis). As a result, the state vector is given by
x = (x z qy vx vz q̇y) . (5.1)
The input to the system is the position of the lump of mass (shown in
Fig. 3.2) along body axes, with respect to the MAV’s CG. Here, it is assumed
that the aerodynamic forces, including the lift and drag force, act on the CP
of the wing and tail. CP is located at the quarter chord point [50].
5.1.1 Kinematics
The rotation matrix Rib = Ry(qy) maps the body coordinate vectors to the
world coordinate vectors. The wing has an incidence angle θw, and dihe-
dral angles of δR and δL for the right and left parts, respectively. The tail
structure has an incidence angle θt without any dihedral angle. Given these
predefined incidence and dihedral angles, the rotation transformations from
the wing and tail coordinate frames to the body coordinate frame are given
by Rbw(θw, δ) and Rbt(θt), respectively. These rotation matrices are used in
the subsequent subsection to transform the velocities and aerodynamic forces
from the wing and tail coordinate frames to the body coordinate frame.
The inertial position p and velocity v of CG are related by
ṗ = v. (5.2)
The inertial angular rate and the body angular rates are the same since we
are considering a longitudinal model.
5.1.2 Equations of Motion
The aerodynamic and weight forces are the only forces that act on the system.
The aerodynamic model presented in Sec. 3.2.1 is used in this work. Here,
the aerodynamic force and moment on the fuselage are not considered as the
fuselage is made of slender carbon-fiber rods, which have negligible aerody-
namic resistance. A simplified model based on Newton and Euler equations
is presented below:












where FT = (T 0)
T is a constant thrust force of magnitude T , acting along
the body x-axis and reflects the presence of the propeller in front of the
MAV; Fw and Ft denote the wing and tail forces, respectively; m and g are
the total mass and gravity constant. Turning to the moments generated by
the forces in the system around CG, the body axis moment generated by the
aerodynamic and thrust force is given as follows:
Mw = rwcp × Fw = S(rwcp)Fw (5.4)
Mt = rtcp × Ft = S(rtcp)Ft (5.5)
MT = rT × FT = S(rT )FT (5.6)
The torque produced by the movable mass is used to control the pitch of
the MAV. The position of the moving lump of mass mx along x-axis, which
is used to manipulate CG-CP distance is used as a control action u in this
system. The position vector of the moving mass in the body coordinate frame





 = κ(x)u (5.7)
The free body diagram of the constrained system is presented in Fig. 5.1.
Now, the Euler equations of motion are given by
(5.8)ω̇ = I
−1 (M − S(q̇y)Iω)
where
M = Mw +Mt +MT +Mu (5.9)
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Figure 5.1: Free body diagram of Allice with simplified longitudinal dynamics
and I is the inertia tensor defined in the body coordinate frame.
The nonlinear dynamic model of Allice is thus given by Eqs. 5.2, 5.3 and
5.8. The longitudinal dynamics of the system can be presented as an affine
in control nonlinear model given below:
ẋ = f(x) + g(x)u (5.10)
where g(x) = I−1κ(x).
5.2 Control Design
The nonlinear controller discussed earlier in Sec. 4.2 is used for the pitch con-
trol of Allice. Typically, MAVs with conventional steering control surfaces
such as elevator, rudder, etc., fall in the category of non-affine-in-control non-
linear systems [53] since the control action (e.g., the position and velocity of
the elevator) appears implicitly inside the aerodynamic forces and moments.
Our choice of control input (CG displacement) yields a system that is affine-
in-control. The structure of the nonlinear model presented earlier makes
input-output feedback linearization a suitable candidate for a controller. We
begin the controller design by choosing an output function as follows:
y = qy − qd(t) (5.11)
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where qd(t) is a desired pitch angle command. We use the feedback design
scheme explained above to set the output function equal to zero. This implies
the pitch angle regulation or tracking. By taking the time derivatives of the
output function it is easy to observe that the relative degree r = 2. As a
result the system is partial feedback linearizable. The feedback linearizable







I−1 (M + κ(x)u)− q̈d(t)
)
(5.12)
The decoupling matrix given by
γ(x) = I−1κ(x) (5.13)
is nonsingular for the entire state space except when the MAV is pitched at
90 degrees.
Now, the control input given by (4.20) renders the feedback linearizable
subsystem stable. In other words, the system tracks the desired pitch angle





(v −M + q̈d(t)) (5.14)
where v = −kp(qy − qd)− kd(q̇y − q̇d); kp and kd are controller gains.
5.3 Results
The control law designed in the last section was tested for numerous reference
trajectories. The methodology adopted for reporting performance of the con-
troller is based on the statistical properties of the flight data. Experiments
were conducted by throwing Allice in the air with the propeller activated at
its maximum speed. A safety net was employed to avoid any damage to the
MAV. In all the experiments, the MAV was given an initial forward velocity
at an approximate zero initial pitch angle. Results of two cases (tracking
of 5◦ and 40◦ pitched up reference flights) are reported in this section. For
each case, flight data for ten trials was recorded. Flight length was normal-
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(b) Position of the moving mass
Figure 5.2: A comparison of the simulated and experimental trajectories with
5◦ pitch-up (negative) as a desired reference
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(b) Position of the moving mass
Figure 5.3: A comparison of the simulated and experimental trajectories with
40◦ pitch-up (negative) as a desired reference
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Figure 5.4: Allice performing high angle pitch-up maneuver
ized to one second for comparison. Experimental data was postprocessed to
determine statistical information of flight, the median, maximum and min-
imum flight trajectories. The state of the system is reported by on-board
IMU. IMU reports angular position and velocity while linear velocities were
synthesized by integrating the filtered accelerometer data. Accelerometer
output was filtered using a low-pass filter to remove sensor noise.
Experimental flight was compared to simulation for identical initial condi-
tions. Figure 5.2 (a) shows simulated and experimental pitch angle trajecto-
ries with 5◦ pitch-up orientation as a desired reference. Here the experimental
pitch angle trajectory is the median pitch angle trajectory determined from
ten flight trials while the confidence bound associated with it is the maximum
and minimum state limits from the ten flight trials. Figure 5.2 (b) shows the
control input, the position of the lump of mass. Similarly Fig. 5.3 shows
tracking performance with 40◦ pitch-up orientation as desired reference.
Figure 5.4 shows Allice performing a high angle pitch-up maneuver similar
that performed by bats while landing.
5.4 Discussion
The current configuration of Allice employs a linear actuator for moving the
lump of mass, which offers a very limited distance that it can move in either
direction. In order to achieve more maneuverability, a small mass was added
behind CP to compensate for the actuator saturation. With CG behind CP
in this configuration, the controller was able to track the reference trajectory.
A comparison of control inputs for the two cases (5◦ and 40◦ pitch angle) as
shown in Fig. 5.2(b) and Fig. 5.3 (b), clearly supports that with a significant
variation in the distance between CG and CP, any desired orientation can
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Figure 5.5: Free body diagram of Allice with crank-slider mechanism.
be achieved.
The distance that the lump mass can translate can be extended by using
a mechanism similar to that used for the rigid body discussed in Chapter
4. Consider the free body diagram of Allice equipped with a crank slider
mechanism for magnifying the linear motion as shown in Fig. 5.5. In this
case the state space of the system is extended by incorporating the crank




x z θ θc vx vz θ̇ θ̇c
)T
The upgraded model of Allice is a multi-body system and thus the La-
grangian modeling of the system is more reasonable to consider. Similar to
the modeling approach used in Section 4.1, a nonlinear model affine in control
inputs is obtained as follows:
ẋ = f(x) + g(x)u (5.15)
y = h(x) = θ (5.16)
where u = τ is the input torque applied to the crank to force the system
to track the reference pitch trajectory. Similar to Chapter 4, input-output
feedback linearization is used as a control framework.
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Input-output feedback linearization works in two stages; in the first stage
the controller manipulates the system input to force the system to move
from its current output to the desired output while in the second phase
the system has reached the desired output and the controllable subsystem
is in its steady state. In the first phase the remaining states of the system
represent the internal dynamics (uncontrollable and unobservable states) and
the controllable states behave as an input to this dynamic. In the second
phase when system’s output equals desired output, the internal dynamics
become an autonomous system known as the zero dynamics of the system.
For the overall system to be stable, the internal dynamics need to be input
to state stable (ISS) while the zero dynamics must be Lyapunov stable or
asymptotically stable.
Using pitch angle as an output and crank torque as an input to the system,
the relative degree of the system r = 2. For the input-output feedback
linearization based controller, the remaining six states of the system lie in
the internal dynamics. For the overall system to be stable, the internal
dynamics need to be stable. However with the crank-slider based mechanism
for adjusting the CG-CP distance, the internal state θ̇c grows unbounded and
makes the internal dynamics unstable, thus rendering the overall closed loop
system unstable.
The control enters the system through θ̇c dynamics. Input torque ma-
nipulates the angular acceleration of the crank in accordance with the feed-
forward and feedback terms in the input-output feedback linearization con-
troller. The feed-forward term cancels the nonlinearity between input torque
and the pitch angular rate, while the feedback term ensures that the lin-
earized system is asymptotically stable. The unstable nature of the θ̇c state
arises from the feed-forward term which grows unbounded in the presence
of aerodynamic forces compared to the case of a rigid body system where
a similar mechanism was adopted to control the pitch of a free falling rigid
body. In the presence of aerodynamic forces, in order to ensure tracking for
controllable subsystem, the angular velocity of the crank grows beyond the
attractive region which ensures internal dynamics to be ISS. Simulation based




ALLICE VER. 2: SYSTEM MODELING
AND CONTROL
Regulation of CG-CP distance for control of the pitch dynamics of Allice over
a limited flight envelope proved to be successful. As discussed in the previous
chapter, an attempt to amplify the effective CG-CP distance by employing a
crank-slider based mechanism proved to be unsuccessful. Another approach
to enhancing the CG-CP distance is by rotating a lump mass underneath
the MAV using a torque controlled pendulum (as shown in Fig. 3.4). In this
configuration, the CG of the overall system moves in the vertical plane as
shown in Fig. 6.1. Compared to the CG-CP distance adjustments available
in crank-slider mechanism, even more amplified CG-CP adjustments are pos-
sible with this setting. Input to the system in this case is the torque applied
to the pendulum.
This chapter covers the system modeling, controller design and tracking
results for the pendulum based version of the MAV Allice.
6.1 Nonlinear Dynamic Model
Longitudinal dynamics of the system are derived using Euler-Lagrange for-
mulation. Let {I} be a fixed inertial coordinate system, {B} representing
a body reference frame with x-axis pointing forward and z-axis pointing
upwards. Body reference frame is located at the CoM of the main body
(MAV without the pendulum). Angular position of the pendulum with re-
spect to body frame {B} is given by θp. Let m0 be the mass of MAV,
rpvt = (rpx rpz)
T represent the position vector of the pendulum’s pivot from
the CoM of the MAV and mp be the pendulum mass with l as the length of
the pendulum. mt = m0 +mp is the total mass of MAV.
The longitudinal dynamics of Allice are characterized by eight states, six
representing the dynamics of the main body and two representing the angu-
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lar dynamics of the pendulum. Consider that (x z)T and (vx vz)
T are the
inertial position and velocity vectors of the MAV measured in {I} respec-
tively. Angular dynamics is characterized by the pitch angle θ and pitch rate
θ̇ of the MAV. Angular position and angular velocity of the pendulum are




x z θ θp vx vz θ̇ θ̇p
)T
Inputs to the system are thrust of the propeller Ft = (T 0 0)
T defined in
{B} frame and the torque τ applied to the pendulum. Thrust is assumed to
act along the body x-axis. In this work, it is assumed that the aerodynamic
forces, including the lift and drag force, act on CP of the wing and tail. CP is
located at the quarter chord point [50]. Figure 6.1 shows a free body diagram
of the system under consideration with the shaded region representing the
possible CoM locations of the overall system (resulting from the change in
the angular position of the pendulum).
6.1.1 System Kinematics
Rotation matrices map the position, velocity and force vectors from one
reference frame to another. Rib maps vectors in the {B} frame to the inertial
reference frame while Rbp maps vectors in the pendulum reference frame {P}
to body reference. Rib and Rbp are defined as follows:
Rib =
Cθ 0 −Sθ0 1 0
Sθ 0 Cθ
 Rbp =
 Cθp 0 Sθp0 1 0
−Sθp 0 Cθp

Let q = (x z θ θp) represent the generalized coordinates of the system
and q̇ = (vx vz θ̇ θ̇p) be the corresponding generalized velocity vector.
Utilizing the rotation matrices mentioned earlier, the position and velocity
of the CoM of the two rigid bodies constituting Allice are evaluated.
The incidence angles of the wing and tail are δw and δt respectively. The di-
hedral angles of both wing and tail are zero. Given these predefined incidence
and dihedral angles, the rotation matrices from the wing coordinate frames
to the body coordinate frame are given by Rbw = Ry(δw) and Rbt = Ry(δt)
respectively. These rotation matrices are used in the subsequent subsections
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Figure 6.1: Freebody diagram with shaded region representing the overall
CoM of the system
to transform the velocities and aerodynamic forces from the wing and tail
coordinate frames to the body coordinate frame.
The inertial position p = (x z)T and velocity v = (vx vz)
T of CG are
related by
ṗ = v (6.1)
Similarly the angular position of system Θ = (θ θp)





are related by following differential equation:
Θ̇ = Ω (6.2)
6.1.2 System Dynamics
The dynamics of the system is obtained by employing the Lagrangian for-
mulation. The translational kinetic energy of the system is given as follows:













where r0 = (x z) and rp = r0 +Ribrpvt +Riprm are the position vectors of
the CoM of the fuselage and the pendulum’s mass defined in inertial frame.
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rm = (l 0)
T represents the position vector of the attached pendulum mass
in the pendulum reference frame. l is the length of pendulum.











where I0 is the inertia of the main body about its CoM and Ip represents the
inertia of the pendulum defined in the pendulum reference frame. The mass
of the pendulum is assumed to be concentrated entirely at the point mass mp
while the carbon fiber used in the construction of the pendulum is assumed




The potential energy of the body is given as follows:
PE(q) = m0gr0 (0 1)T +mpgrp (0 1)T (6.5)
The Lagrangian of the system is given as follows:
L (q, q̇) = KE t(q, q̇) +KEr(q, q̇)− PE(q) (6.6)
Using the Lagrangian of the system given in Eq. 6.6 and the Hamiltonian
principle of least action, following equations of motion are generated for the
system:
M(q)q̈ + C(q, q̇)q̇ + G(q) = Q (6.7)
whereM, C and G represent the inertia matrix, coriolis matrix and the grav-
ity vector respectively. These matrices are reported in Appendix A.
The generalized force Q represents the contribution of the propeller thrust
QT , the aerodynamic force Qa and the input torque τ applied by the servo
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motor on the pendulum Qτ . Q is defined as follows:



















Qτ = (0 0 0 1)T τ
The terms ra and rt represent the position vectors defined in {I} frame from
the CoM of the main body to the CP of the wing and tail respectively.
Fw and Ft represent the aerodynamic force generated by the wing and tail
respectively, defined in the inertial frame. The aerodynamic force acting on
the system is composed of the lift and drag forces. The complete description
of the aerodynamic forces and the aerodynamic model used in this work is
reported in the next section.
Considering the position dynamics of the system given by Eqs. 6.1 and 6.2,
along with the nonlinear dynamic model given by Eq. 6.7, the longitudinal
dynamics of Allice are given as follows:
ẋ = f(x) + g(x)u (6.9)
where x = (q q̇)T ∈ IR8, u = (T τ)T ∈ IR2. f(x) and g(x) are smooth
vector fields defined as follows:
f(x) =
(









A number of challenges are encountered during the design of flight control
laws. Quad-rotors, vertical takeoff and landing (VTOL) aircraft, conven-
tional fixed wing models and hypersonic aerial vehicles, all suffer from the
issue of unstable internal dynamics when it comes to designing trajectory
tracking control laws. Das et al. [54] have designed a dynamic inversion
based nonlinear controller and shown the trajectories to be uniformly ulti-
mately bounded. They designed an error based sliding surface and then used
a Lyapunov based stability analysis to show that the zero dynamics is sta-
ble. The proposed control law, however, depends on higher order (third and
fourth) derivatives of the outputs, which are typically not available and need
to be constructed from output data. Kendoul et al. [55] have proposed a
hierarchical inner-outer loop based control for the rotor craft model. They
showed the system to be globally asymptotically stable using some mild as-
sumptions on the interconnection term between translational and rotational
dynamics in the multi-rotor model.
VTOL is another class of nonlinear aircraft models that typically has un-
stable zero dynamics. Al-Hiddabi and McClamroch [56],[57] addressed the
trajectory and maneuver regulation problem for VTOL aircraft by separat-
ing system dynamics to minimum and nonminimum phase subsystems. They
designed a static state feedback for minimum phase subsystem and a robust
LQR controller for linear part of the nonminimum phase while treating non-
linear part of the nonminimum phase as a perturbation. Benosman et al.
[58] proposed a nonlinear control allocation scheme for nonminimum phase
system. Input-output linearization is used to linearize a subsystem, followed
by formulation of the trajectory tracking of the linear subsystem along with
stabilization of internal dynamics as an optimal control problem. A dynamic
nonlinear controller is then designed using a control Lyapunov function which
satisfies the first-order optimality condition for the optimization cost func-
tion.
Fixed wing aircraft also suffer from the issue of unstable internal dynamics.
Alam and Celikovsky [59] proposed the use of three different controllers and
a switching strategy to cover a larger flight envelope. They propose switching
to a specific control law depending upon the desired flight conditions. Zero
dynamics for all three cases have been shown to be stable using linearization
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of zero dynamics around its equilibrium points.
Hypersonic aerial vehicles are often characterized by the presence of non-
minimum phase dynamics, resulting in unstable zero dynamics. Bolender
and Doman [60] attributes this instability to the presence of a right-half
plane zero in the elevator to flight path angle transfer function. They pro-
pose the use of canard as an additional control surface to avoid the unstable
zero dynamics resulting from right-half plane zero. Building on the work of
Bolender and Doman, Fiorentini et al. [61] designed a nonlinear robust adap-
tive controller using control Lyapunov functions for hypersonic vehicles with
thrust, canard and elevator deflection as control inputs. Later on, Fiorentini
and Serrani [62] designed an adaptive nonlinear controller for nonminimum
phase hypersonic vehicles with only thrust and elevator deflection as control
inputs. Fiorentini et al. [63] have also shown the system to be input to
state stable by representing the internal dynamics as an interconnection of
subsystems obtained through a nonlinear change of coordinates. The scope
of this work, however, is limited to straight flight and climb/descents at very
small angles of attack (less than 5 degrees).
In this work, we exploit the special affine in control input structure to use
the feedback law used in last two chapters. The controller design proceeds
by first partitioning the nonlinear model given in Eq. 6.9 into actuated and
unactuated states. Consider the following partitioning of the affine in control























x θp vx θ̇p
)T
In the previous chapter, we have considered attitude control while keeping
the propeller at its full thrust. Here we consider propeller thrust as a control
input. The case considered in the previous chapter is recovered by forcing
the thrust input to its maximum and using the controller for pitch dynamics
only. Bats execute intricate maneuvers such as the upside-down perching
with a precise control over the altitude and the pitch angle of the body. This
48
motivated us to consider us the multiple input case.
Let qr(t) = (dr(t) θr(t))
T be the reference trajectory, where it is assumed
that it is a feasible trajectory generated by a trajectory optimization proce-
dure. Additionally it is assumed that qr(t) is smooth and qr(t) ∈ C2. The
control objective is thus to design a control law u = (T τ)T which stabi-
lizes the actuated system states xa(t) to qr(t) while ensuring the unactuated
system states xu(t) to remain bounded and stable.
Consider again the input-output feedback linearization controller presented
in Section 4.2. We again consider this controller for the multiple input mul-
tiple output case. In order to perform trajectory tracking using input-output















for the controllable subsystem (actuated states xa) while for the unactuated
states η = xu. Next, we consider the following output function:
y = xa(t)− qr(t) (6.12)
Considering the nonlinear system given in Eq. 6.10 along with output
given in Eq. 6.12, the vector relative degree of the system comes out to be
[2 2]T .
ẏ = Lfxa − q̇r(t)
ÿ = L2fxa + LgLfxau− q̈r(t)
= fa + gau− q̈r(t) (6.13)
Based on the input-output linearization shown in Eq. 6.13, the following
control law is generated:
u = (LgLfxa)
−1 (v − L2fxa + q̈r(t)) (6.14)
49


































Figure 6.2: Simulation results for the trajectory tacking of Allice
Next using the control input given by Eq. 6.14 and the change of coor-
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where v = (v1 v2)
T = −Kξ is the new control input which stabilizes the
linearized system. The gain K is selected such that the linearized closed
loop system becomes Hurwitz. The control input given by Eq. 6.14 works
for the complete state space except at θ = 0. At θ = 0 the thrust force
loses control authority over the altitude of the system which arises from the
physical system limitation.
6.3 Results
The proposed controller was used to test numerous vertical position and pitch
reference trajectories for Allice. Once such case is reported here. Figures 6.2
and 6.3 present the performance of the controller for the reference trajectory
given by qr(t) = (0.25 15
◦)T . Figure 6.2 presents the tracking of pitch
angle and angular rate of Allice. Figure 6.3 (a) shows the tracking of vertical
position of Allice while Fig. 6.3 (b) shows tracking of the vertical velocity
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(a) Attitude of MAV




















(b) Velocity of MAV
Figure 6.3: Simulation results for the trajectory tacking of Allice



















(a) Lump mass angular position


















(b) Lump mass angular rate
Figure 6.4: Pendulum states
of Allice along with the horizontal velocity. The horizontal velocity vx lies
in the internal dynamics of the system. Simulation results report vx to be
stable.
Figure 6.4 presents the angular trajectory undertaken by the lump mass.
These trajectories show that the remaining two states (θp and θ̇p) in the
internal dynamics are also stable. The oscillations in pendulum angle θp
decay with time and converge to −100◦ (as θ̇p goes to zero) asymptotically.
Therefore the internal dynamics of the system are stable. Figure 6.5 shows
the propeller thrust and the input torque applied to the pendulum to stabilize
the system to the reference trajectory. These simulations suggest that the
system is able to track the reference trajectory; however, the minimum length
of the pendulum required to keep the system stable is approximately 16 cm.
With such a length for the pendulum which is attached to a MAV (length
of fuselage is approximately 20 cm), the physical system becomes infeasible.
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Figure 6.5: Control inputs
The unmodeled dynamics and disturbances to the system during flight make
the system unstable and make it difficult to maintain its attitude.

































Figure 6.6: Pitch angle tacking of Allice with pendulum length l = 10 cm
The simulation was repeated for identical initial conditions with small
pendulum length (l = 10 cm). Figure 6.6 shows that the controller was able
to force the system to follow the reference trajectory; however, the internal
dynamics turns out to be unstable as shown in Fig. 6.7. In the physical
system, the mechanism employed to implement the pendulum based CG-CP
distance variations constrains the pendulum to −180◦ ≤ θp ≤ −20◦ range.
A series of experiments were conducted on the physical system with l =
14 cm. The recorded length of the flights was approximately one second.
The controller commands the pendulum torque and the propeller thrust to
compensate for the error in the current and the desired output. However,
as a result of unmodeled dynamics and disturbances to the MAV generated
by moving a significant portion of the body’s total mass (more than 35%
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(a) Lump mass angular position
















(b) Lump mass angular rate
Figure 6.7: Pendulum trajectory with pendulum length l = 10 cm
of the total mass of the system), the MAV undergoes an unstable flight
and is unable to recover from this disturbance. Additionally, control input
saturation and physical constraints (e.g. the constraint range of θp) degrades
the performance of the controller. Figures 6.8 and 6.9 cover the flight result
for five similar flight tests for a given reference trajectory. In these figures,
the blue color is used for the reference trajectory, and solid red lines represent
the mean of five test flights for the corresponding output variable. Broken
red lines represent the minimum and maximum of the experimental flight
tests for the corresponding output variable. Flight tests were conducted
by manually launching Allice at an initial velocity and at an initial pitch
angle close to the initial value used in the reference trajectory. The reference
trajectory was generated using a trajectory planner for Allice in order to
ensure the feasibility of the reference trajectory.
Figure 6.9 (a) shows that the controller performs reasonably well for track-
ing the pitch reference trajectory. Figure 6.8 (b) shows that the pitch rate of
the body remains stable during the test flights. Contrary to this, as a result
of change in the position of the lump mass at a considerably high rate, the
attitude dynamics of the system are highly affected and the MAV is unable
to maintain its flight. As shown in Fig. 6.9 (a) Allice continuously loses its




Figure 6.8: Experimental results for the trajectory tacking of Allice. Blue
represents the reference while red represents the trajectory from experiments
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(a) Attitude of MAV
(b) Velocity of MAV
Figure 6.9: Experimental results for the trajectory tacking of Allice. Blue




Simulation results show that the controller undergoes two phases to stabilize
the system to the desired reference trajectory. In the first phase, the con-
troller first cancels the acceleration in the body through the feed-forward term
in the controller and then adds the desired acceleration required by the sys-
tem to track reference trajectory through the feedback term in the controller.
The second phase gets activated when the system is in the neighborhood of
the reference trajectory. In this phase, small variations or disturbances in
the system are mitigated by small changes in the location of the lump mass.
This effectively means canceling the disturbance torques by generating coun-
tertorques through relocation of the lump mass. In the first phase, if the
acceleration in the system turns out to be more than some threshold (which
reflects the region of attraction of the controller), then in order to cancel
this acceleration the input torque to the system takes the system trajectory
beyond the controller’s region of attraction. This in turn makes the closed
loop system unstable. In order to resolve this issue, angular acceleration




Rodents and other flightless species often use their inertial appendages to
reorient themselves during free fall. Similarly, flying species, especially bats,
perform intricate maneuvers by virtue of their relatively heavier wings. Bats,
despite having many DOFs in their wings, also regulate their CG-CP distance
to perform maneuvers in the sagittal plane. In particular, they perform the
landing maneuver by regulating the distance of their CG from their CP. This
work presents a biologically inspired method for attitude control of robotic
systems.
Inspired by the attitude control among flightless animals, we present atti-
tude control for rigid bodies. Rigid body simulations suggest that the active
redistribution of the mass in a system is an effective method for attitude
control in robotic systems.
Inspired by maneuvers that biological bats perform, we present a flight
control mechanism for a small MAV called Allice. CG-CP variation is mate-
rialized in Allice by moving a lump mass along its body which manipulates
its pitch dynamics. A model based nonlinear control law using input-output
feedback linearization is designed which enables tracking of the reference
trajectories. Simulation and experimental results validate the effectiveness
of the CG-CP distance regulation for agile maneuverability. However, the
current settings only allow a limited control authority.
For the future, active control of both CG reallocation and the direction of
aerodynamic force (using an elevator) is being considered. Use of an elevator
will increase the flight envelope while the CG reallocation will increase the
agility of the system.
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The inertia matrix M(q, q̇) is given as follows:
M(1, 1) = m0 +mp
M(1, 2) = 0
M(1, 3) = −mp(l sin(θp + θ) + rpz cos(θ) + rpx sin(θ))
M(1, 4) = −mpl sin(θp + θ)
M(2, 1) = 0
M(2, 2) = m0 +mp
M(2, 3) = mp(l cos(θp + θ) + rpx cos(θ)− rpz sin(θ))
M(2, 4) = lmp cos(θp + θ)
M(3, 1) = −mp(l sin(θp + θ) + rpz cos(θ) + rpx sin(θ))
M(3, 2) = mp(l cos(θp + θ) + rpx cos(θ)− rpz sin(θ))
M(3, 3) = I0 + Ip + 2mpl2 + 2.0mp cos(θp)lrpx + 2.0mp sin(θp)lrpz +mpr2px +mpr2pz
M(3, 4) = Ip + 2l2mp + lmprpx cos(θp) + lmprpz sin(θp)
M(4, 1) = −lmp sin(θp + θ)
M(4, 2) = lmp cos(θp + θ)
M(4, 3) = Ip + 2mpl2 +mplrpx cos(θp) +mplrpz sin(θp)
M(4, 4) = 2mpl2 + Ip
64
The Coriolis matrix C(q, q̇) is given as follows:
C(1, 1) = 0
C(1, 2) = 0
C(1, 3) = −(mp(2θ̇(l cos(θp + θ) + rpx cos(θ)− rpz sin(θ)) + 2θ̇pl cos(θp + θ)))/2
C(1, 4) = −mpl cos(θp + θ)(θ̇ + θ̇p)
C(2, 1) = 0
C(2, 2) = 0
C(2, 3) = −(mp(2θ̇(l sin(θp + θ) + rpz cos(θ) + rpx sin(θ)) + 2θ̇pl sin(θp + θ)))/2
C(2, 4) = −lmp sin(θp + θ)(θ̇ + θ̇p)
C(3, 1) = (θ̇mp(2l cos(θp + θ) + 2rpx cos(θ)− 2rpz sin(θ)))/4 + (θ̇plmp cos(θp + θ))/2
C(3, 2) = (θ̇mp(2l sin(θp + θ) + 2rpz cos(θ) + 2rpx sin(θ)))/4 + (θ̇plmp sin(θp + θ))/2
C(3, 3) = −(mp(rpxvx cos(θ) + rpzvz cos(θ)− rpzvx sin(θ) + rpxvz sin(θ)+
vxl cos(θp + θ) + vzl sin(θp + θ)))/2
C(3, 4) = −(lmp(vx cos(θp + θ) + vz sin(θp + θ)− 4θ̇rpz cos(θp)− 2θ̇prpz cos(θp)+
4θ̇rpx sin(θp) + 2θ̇prpx sin(θp)))/2
C(4, 1) = (mpl cos(θp + θ)(θ̇ + θ̇p))/2
C(4, 2) = (mpl sin(θp + θ)(θ̇ + θ̇p))/2
C(4, 3) = −(mpl(vx cos(θp + θ) + vz sin(θp + θ) + 2θ̇rpz cos(θp) + θ̇prpz cos(θp)−
2θ̇rpx sin(θp)− θ̇prpx sin(θp)))/2
C(4, 4) = −mpl(vx cos(θp + θ) + vz sin(θp + θ)− θ̇rpz cos(θp) + θ̇rpx sin(θp))/2
(A.1)
Similarly the gravity vector G(q) is given as follows:
G(1) = 0
G(2) = (m0 +mp)g
G(3) = mpg(l cos(θp + θ) + rpx cos(θ)− rpz sin(θ))




In order to model the propeller thrust, thrust produced by the propeller was
measured using a load cell. Additionally, angular velocity of the motor and
the input voltage applied to the motor were also recorded. Table B.1 shows
the collected thrust data which is then used in local interpolation to obtain
motor voltage against the required thrust force computed by the nonlinear
controller.
Table B.1: Propeller data for system identification of thrust
Voltage (V) Angular Speed (rpm) Thrust (N)
1.718 2130 0.0026
1.82 2265 0.0034
1.903 2330 0.0057
2.005 2450 0.0059
2.212 2650 0.0095
2.305 2760 0.0095
2.402 2800 0.0123
2.509 2900 0.013
2.603 2950 0.0205
2.704 3105 0.0328
2.81 3165 0.0339
2.906 3220 0.0397
3.014 3320 0.048
3.11 3350 0.0488
3.212 3430 0.056
3.312 3505 0.0628
3.401 3550 0.0681
3.616 3700 0.0698
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