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We carry out the enhanced group classification of a class of (1+1)-dimensional nonlinear
diffusion–reaction equations with gradient-dependent diffusivity using the two-step version
of the method of furcate splitting. For simultaneously finding the equivalence groups of
an unnormalized class of differential equations and a collection of its subclasses, we sug-
gest an optimized version of the direct method. The optimization includes the preliminary
study of admissible transformations within the entire class and the successive splitting of the
corresponding determining equations with respect to arbitrary elements and their deriva-
tives depending on auxiliary constraints associated with each of required subclasses. In the
course of applying the suggested technique to subclasses of the class under consideration,
we construct, for the first time, a nontrivial example of finite-dimensional effective general-
ized equivalence group. Using the method of Lie reduction and the generalized separation
of variables, exact solutions of some equations under consideration are found.
1 Introduction
The recent researches in biology showed that diffusion–reaction equations draw an attention as
a prototype model for pattern formation. The various patterns, such as fronts, spirals, targets
etc., can be found in various types of diffusion–reaction systems depending on large discrepan-
cies [24, 25]. The latest application of diffusion–reaction processes are connected to process of
morphogenesis as well as can be relevant to animal coats and skin pigmentation [16]. Among
other applications are ecological invasions, spread of epidemics, tumour growth and wound heal-
ing [45].
The initial purpose of the present paper was the group classification of the class R of (1+1)-
dimensional diffusion–reaction equations with a gradient-dependent diffusivity,
ut = f(ux)uxx + g(u), (1)
where f = f(ux) and g = g(u) are smooth functions of their arguments with f 6= 0. This
problem had been considered in [8] with several weaknesses (see the conclusion of the present
paper), which made necessary to accurately study it once more. Using the classical method of
Lie reduction and other techniques, we also planned to construct exact solutions of equations
from the regular subclass of the class R that are the most interesting from the Lie-symmetry
point of view.
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According to the formalized definition of a class of differential equations [35, 39], the complete
system of auxiliary equations and inequalities for the arbitrary elements f and g of the class R
is given by
ft = fx = fu = fut = futt = futx = fuxx = 0, f 6= 0,
gt = gx = gut = gux = gutt = gutx = guxx = 0.
(2)
The structure of the class R is not nice from the point of view of equivalence transformations and
Lie symmetries. This is why it is convenient to represent this class as a union of four subclasses,
R = H∪ L ∪ F ∪ C.
The subclass H of semilinear equations (called “nonlinear heat equations with source”) is
singled out by the constraint fux = 0. This class includes all linear equations from the class R,
which additionally satisfy the constraint guu = 0 and are reduced by simple point transformations
to the linear heat equation ut = uxx. The complete group classification of the subclass H was
carried out in [10] in the course of the group classification of the wider class of diffusion–reaction
equations of the general form ut = f(u)uxx + g(u) with f 6= 0. See also [3, pp. 133–136] for an
enhanced representation of these results.
The subclass L consists of equations from the class R, where the values of the arbitrary ele-
ment f satisfy the constraint (ux
2f)ux = 0. The subclass L is special because each equation from
it can be linearized to a Kolmogorov equation. More specifically, the hodograph transformation
t˜ = t, x˜ = u, u˜ = x with (t˜, x˜) and u˜ being the new independent and dependent variables,
respectively, maps an equation of the form (1), where f = cu−2x with c = const 6= 0, to the
Kolmogorov equation
u˜t˜ = cu˜x˜x˜ − g(x˜)u˜x˜. (3)
In particular, this means that the subclass L has completely different point-transformation and
Lie-symmetry properties in comparison with the other subclasses, and its group classification
reduces to the group classification of the class of Kolmogorov equations, which was presented,
e.g., in [40, Corollary 7] up to general point equivalence.
The subclass F is singled out by the constraint gu = 0. The singularity of the subclass F
is exhibited by properties of its equivalence transformations, see Section 2. In particular, the
subclass F admits an extension of equivalence group in comparison with the entire class R,
and it is mapped by a family of its equivalence transformations to its subclass F ′ associated
with the additional constraint g = 0. Thus, the group classification of the subclass F reduces to
the group classification of the subclass F ′. The latter subclass consists of “nonlinear filtration
equations”, which are of the form (1) with f 6= 0 and g = 0. The group classification of the
class F ′ was carried out in [1, 2]. Lists of inequivalent Lie-symmetry extensions in this class up
to its complete equivalence group and up to a proper subgroup of this group can also be singled
out from the corresponding lists for potential diffusion–convection equations, presented in [38],
by selecting cases with the zero convection coefficient.
Each of the additional auxiliary constraints associated with subclasses H, L and F is related
to a special case of solving the group classification problem for the class R. This is why we call
the complement C of H ∪ L ∪ F in R the regular subclass of R. It is associated, as a subclass
of R, with the system of the inequalities fux 6= 0, (ux2f)ux 6= 0 and gu 6= 0.
Note that the union of the subclasses H, L and F is not disjoint since there are two nonempty
intersections among the pairwise intersections of these subclasses, H ∩ F and L ∩ F . Unfortu-
nately, there is no partition of the class R into subclasses that is convenient for group classifica-
tion. For example, the equivalence group of the subclass F \(H∪L) is merely a proper subgroup
of the equivalence group of the subclass F , which essentially complicates the group classification
of F \ (H ∪ L) in comparison with F .
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Although the group classifications for the subclasses H, L and F are in fact known, the
complete exclusion of these subclasses from the consideration, as this was done in [8], is not
natural. Thus, there are point transformations mapping equations from the subclass F to equa-
tions from the subclass C, and related Lie-symmetry extensions in F are simpler than their
counterparts in C. The same claim is true for the subclass pair (L,H). Therefore, to solve the
group classification problem for the class R, we carry out the group classification of the regular
subclass C using the technique of furcate splitting [17, 26, 48], combine the result with the known
group classification of the subclass F and supplement it with the additional inequivalent cases
of Lie-symmetry extension from the subclasses H and L.
As mentioned above, the initial purpose of the present paper was to correctly solve the group
classification problem for the class R but it was changed after the careful analysis of admissible
and equivalence transformations within this class. The generalized equivalence group G¯∼F of the
subclass F turns out to be nontrivial, and using it as a conditional generalized equivalence group
of the class R simplifies the computation in the course of the group classification of this class
and makes it more consistent with the subclass hierarchy considered for the class R. We also
constructed an effective generalized equivalence group Gˆ∼F of the subclass F , which is perhaps
the most interesting and unexpected result of the paper since it gives the first example of
nontrivial finite-dimensional effective generalized equivalence group in the literature. Moreover,
the group Gˆ∼F is a proper but not normal subgroup of the group G¯
∼
F , and hence it is not a
unique effective generalized equivalence group Gˆ∼F the class F . One more interesting feature of
the class F is that its usual equivalence group is contained in no effective generalized equivalence
group of this class.
The rest of the paper is organized as follows. In Section 2 we simultaneously compute the
equivalence groups of the entire class R and of the above subclasses of this class using an original
optimized version of the direct method. The classification of Lie symmetries of equations from
the class R is presented in Section 3. Section 4 contains the first comprehensive description of
the method of furcate splitting. The two-step version of this method is used in Section 5 to
solve, as a part of the group classification problem for the entire class R, the group classification
problem for its regular subclass C. In Section 6, we select the three most interesting cases in
the classification list obtained for the subclass C and construct exact solutions of the related
equations using Lie reduction or the generalized separation of variables. Results of the paper are
discussed in Section 7.
2 Equivalence transformations
For simultaneously finding the equivalence groups of an unnormalized class of differential equa-
tions and a collection of its subclasses, we suggest an optimized version of the direct method,
which involves the preliminary study of admissible transformations within the entire class and
the successive splitting of the determining equations for these transformations with respect to
the corresponding arbitrary elements and their derivatives, depending on auxiliary constraints
associated with each of required subclasses.
By definition, equivalence transformations for the class R and its subclasses are point trans-
formations in the joint space of the independent variables (t, x), the dependent variable u, its
first- and second-order derivatives and the arbitrary elements f and g. Due to specific form of
the arbitrary elements f and g, these transformations can be defined on spaces with a smaller
number of coordinates; cf. [28]. Since the arbitrary element f depends on ux, this derivative
should be among the coordinates of such a space although the corresponding transformation
components can still be computed from the x- and u-components using the chain rule. Due to
the evolution form of equations, the derivative ut is not involved in the transformation compo-
nents for ux and thus can be excluded from the coordinates of such a space. As a result, the
minimal list of coordinates for a space underlying equivalence transformations for the classes R,
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L, F and C is (t, x, u, ux, f, g). (The ux-component of equivalence transformations was missed in
[8, Theorem 2].) Since the subclassH is associated with the constraint fux = 0, the coordinate ux
can be neglected when defining equivalence transformations of this subclass but for unification
we will not use this possibility. At the same time, in view of the constraint g = 0 it is convenient
to exclude the g-component when defining equivalence transformations of the subclass F ′.
In order to compute the equivalence groups of the class R and its subclasses in a uniform way,
we begin this computation with the preliminary study of admissible transformations in this class.
Since the class R consists of (1+1)-dimensional second-order evolution equations whose right
hand sides are affine in the derivative uxx, any contact admissible transformation in this class
is a prolongation of a point admissible transformation [41]. Moreover, the t-component of any
admissible transformation within R depends only on t; see the related assertions in [19] and [18]
for contact and point transformations between (1+1)-dimensional evolution equations, respec-
tively. Therefore, we consider a point transformation of independent and dependent variables of
the form
t˜ = T (t), x˜ = X(t, x, u), u˜ = U(t, x, u), (4)
where Tt(XxUu−XuUx) 6= 0, that connects the source and the target equations from the class R,
ut = f(ux)uxx + g(u) and u˜t˜ = f˜(u˜x˜)u˜x˜x˜ + g˜(u˜). (5)
Proceeding with the direct method of finding the equivalence groupoid of a class of equations,
we write the differentiation operators ∂t˜ and ∂x˜ with respect to new independent variables in
terms of old ones as
∂t˜ =
1
Tt
(
Dt − DtX
DxX
Dx
)
, ∂x˜ =
1
DxX
Dx,
where Dt = ∂t+ut∂u+utt∂ut +utx∂ux + · · · and Dx = ∂x+ux∂u+utx∂ut +uxx∂ux + · · · are the
total derivative operators with respect to t and x, respectively. We substitute the expressions
for u˜, u˜t˜, u˜x˜ and u˜x˜x˜ in terms of old variables into the target equation,
u˜x˜ = V :=
DxU
DxX
, u˜t˜ =
1
Tt
(DtU − V DtX) , u˜x˜x˜ = DxV
DxX
,
replace ut by fuxx + g and successively split the equation obtained with respect to uxx. This
results in “expressions” for the target arbitrary elements f˜ and g˜,
f˜(V ) =
(DxX)
2
Tt
f(ux), (6)
g˜(U) =
∆
TtDxX
g(u) − DxX
Tt
(Vx + uxVu)f(ux) +
UtDxX −XtDxU
TtDxX
, (7)
where ∆ := XxUu−XuUx 6= 0. Since both the source and target arbitrary-element tuples satisfy
the auxiliary system (2), the equations (6) and (7) imply further determining equations for admis-
sible transformations in the classR. There are two ways for deriving these determining equations.
The first way is to express the operators ∂t˜, ∂x˜, ∂u˜ and ∂u˜x˜ in terms of the operators ∂t, ∂x,
∂u and ∂ux , which act on functions of (t, x, u, ux), using the equalities implied by the chain rule
for these operators:
∂t = Tt∂t˜ +Xt∂x˜ + Ut∂u˜ + Vt∂u˜x˜ ,
∂x = Xx∂x˜ + Ux∂u˜ + Vx∂u˜x˜ ,
∂u = Xu∂x˜ + Uu∂u˜ + Vu∂u˜x˜ ,
∂ux = Vux∂u˜x˜ .
Then one acts by the operators ∂t˜, ∂x˜ and ∂u˜ on the equation (6) and the operators ∂t˜, ∂x˜
and ∂u˜x˜ on the equation (7). The determining equations derived in this way are appropriate
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in order to solve the problem of describing the equivalence groupoid G∼R of the class R. This
problem is reduced to the classification of admissible transformations, which is similar to but
more complicated than the classification of Lie symmetries in Sections 3 and 5 below. It is
not a subject of the present paper although we will need a partial classification of admissible
transformations for proving Theorem 13.
We use the other way, which gives more compact determining equations for equivalence
transformations. We solve the equations (6) and (7) with respect to f and g, respectively,
f(ux) =
Tt
(DxX)2
f˜(V ), (8)
g(u) =
TtDxX
∆
g˜(U) +
(DxX)
2
∆
(Vx + uxVu)f(ux)− UtDxX −XtDxU
∆
, (9)
separately differentiate the equation (8) with respect to t, x and u, then separately differentiate
the equation (9) with respect to t and x and successively substitute for f in view of (8) as well
as substitute the expression (8) for f into (9) and then differentiate the resulting equation with
respect to ux. This leads to the following classifying equations for admissible transformations
within the class R:
TtVz
(DxX)2
f˜u˜x˜(V ) +
(
Tt
(DxX)2
)
z
f˜(V ) = 0, z ∈ {t, x, u}, (10)
TtDxX
∆
Uyg˜u˜(U) +
(
TtDxX
∆
)
y
g˜(U) +
(
(DxX)
2
∆
(Vx + uxVu)
)
y
Tt
(DxX)2
f˜(V )
−
(
UtDxX −XtDxU
∆
)
y
= 0, y ∈ {t, x},
(11)
Xu
∆
g˜(U) +
Vx + uxVu
(DxX)2
f˜u˜x˜(V ) + (Vu + Vxux + uxVuux)
f˜(V )
∆
− UtXu −XtUu
Tt∆
= 0. (12)
(We divided the last equation by Tt.) Since the t-, x- and u-components of usual equivalence
transformations do not depend on the arbitrary elements f and g, in the course of comput-
ing the usual equivalence groups of the class R and its subclasses we can split the classifying
equations (10)–(12) with respect to all parametric derivatives of the target arbitrary elements
including f˜ and g˜ themselves. At the same time, the complete system of classifying equations
for admissible transformations within a subclass of the class R may be more restrictive than the
equations (10)–(12); see the proofs of propositions below.
Remark 1. Each equivalence transformation of any subclass of the class R is completely de-
fined by its the t-, x- and u-components. Indeed, if these components are known, then the
ux-component is computed by the chain rule, and the expressions for f - and g-components fol-
low from the equations (6) and (7). This is why we do not discuss the derivation of the latter
expressions below.
Proposition 2. The usual equivalence group G∼R of the class R coincides with the usual equiv-
alence groups of its subclasses H, L and C and consists of the point transformations in the space
with the coordinates (t, x, u, ux, f, g), whose components are of the form
t˜ = T1t+ T0, x˜ = X1x+X0, u˜ = U2u+ U0, u˜x˜ =
U2
X1
ux,
f˜ =
X 21
T1
f, g˜ =
U2
T1
g,
(13)
where T ’s, X’s and U ’s are arbitrary constants with T1X1U2 6= 0.
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Proof. For each of the classes R, H, L and C, the arbitrary element g˜ and its derivative g˜u˜
are not constrained. Collecting the coefficients of g˜u˜ and g˜ in the equations (11) and (12),
respectively, gives the determining equations Ut = Ux = 0 and Xu = 0. Therefore, XxUu 6= 0
and V = uxUu/Xx. Then we split the equation (11) with y = t with respect to g˜ and derive
Ttt = 0. The arbitrary element f˜ can also be assumed as a parametric value for splitting, and its
derivative f˜u˜x˜ is either unconstrained or equal to zero or −2f˜ /u˜x˜. This is why we can select terms
without arbitrary elements and their derivatives in the equation (12), which leads to Xt = 0.
Now we only need to obtain the equations Xxx = 0 and Uuu = 0, which is done by considering
separately cases with different constraints for f˜ . Then the t-, x- and u-components of usual
equivalence transformations have precisely the form (13), and further we follow Remark 1. All
the constructed transformations preserve each of the systems of auxiliary constraints for the
arbitrary elements that are associated with the classes R, H, L and C.
In particular, the values of f˜ and f˜u˜x˜ are not constrained by equations in the classes R
and C. This allows us to split with respect to these values and get the equations Vz = 0, which
are expanded, for z = x and z = u to the requested equations Xxx = 0 and Uuu = 0, respectively.
In view of the constraint f˜u˜x˜ = 0 for the class H, the equation (10) with z = x and the
equation (12) respectively reduce to Xxx = 0 and Vu+Vxux + uxVuux = 0. The expansion of the
last equation implies Uuu = 0.
Since f˜u˜x˜ = −2f˜/u˜x˜ 6= 0 within the class L, the equation (10) with z = u is then equivalent
to Vu = 0, i.e., Uuu = 0, and the equation (12) reduces to Xxx = 0.
Solving the additional auxiliary equation (ux
2f)ux = 0 for the arbitrary element f in the
subclass L, we obtain the representation f = cu−2x with an arbitrary nonzero constant c. If we
reparameterize the subclass L by taking this constant as a new arbitrary element instead of f ,
then the corresponding transformation component is c˜ = U 22 T
−1
1 c.
Proposition 3. The usual equivalence group G∼F of the class F is constituted by the point trans-
formations in the space with the coordinates (t, x, u, ux, f, g), whose components are of the form
t˜ = T1t+ T0, x˜ = X1x+X0, u˜ = U1x+ U2u+ U3t+ U0, u˜x˜ =
U1 + U2ux
X1
,
f˜ =
(X1)
2
T1
f, g˜ =
U2
T1
g +
U3
T1
,
(14)
where T ’s, X’s and U ’s are arbitrary constants with T1X1U2 6= 0.
Proof. For the class F we should extend the system of the classifying equations (10)–(12) with
one more equation by replacing the subscript y by z in the equation (11), which takes into
account the additional auxiliary constraint gu = 0 of this class. Then we substitute g˜u˜ = 0 into
the extended system and split it with respect to the varying values g˜, f˜ and f˜u˜x˜. Thus, vanishing
the coefficient of g˜ and the term without the varying values in the equation (12) results in the
equations Xu = 0 (and hence XxUu 6= 0) and Xt = 0. From the equation (10) we derive Vz = 0
and Ttt = 0. We successively expand the equations Vz = 0 for z = t, z = u and z = x and split
them with respect to ux, obtaining
Utx = Utu = 0, Uxu = Uuu = 0 and Xxx = Uxx = 0,
respectively. Then terms in the equation (11) without the varying values merely give Utt = 0.
The obtained equations for the transformations components constitute the complete system of
determining equations for usual equivalence transformations of the class F since the extended
version of the system (10)–(12) is identically satisfied in view of the collection of these equations.
Therefore, the components of all transformations from the group G∼F are of the form (14) and
each transformation whose components are of the form (14) belongs to this group.
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The group G∼F is a nontrivial conditional usual equivalence group of the class R under the
condition gu = 0 since the usual equivalence group G
∼
R of the class R is a proper subgroup
of G∼F , which is singled out by the constraints U1 = U3 = 0 for group parameters. Elements
of G∼F with (U1, U3) 6= (0, 0) are purely conditional equivalence transformations for the class R
under the condition gu = 0.
The family of transformations from G∼F with (t, x, u)-components t˜ = t, x˜ = x, u˜ = u − gt,
which is parameterized by the arbitrary element g, maps the class F onto its subclass F ′ singled
out by the constraint g = 0. The usual equivalence group of the class F ′ was found in [1, 2]. We
can easily prove this result using the classifying equations (10)–(12).
Proposition 4. The usual equivalence group G∼F ′ of the class F ′ consists of the point transfor-
mations in the space with the coordinates (t, x, u, ux, f), whose components are of the form
t˜ = T1t+ T0, x˜ = X1x+X2u+X0, u˜ = U1x+ U2u+ U0, u˜x˜ =
U1 + U2ux
X1 +X2ux
,
f˜ =
(X1 +X2ux)
2
T1
f,
where T ’s, X’s and U ’s are arbitrary constants with T1(X1U2 −X2U1) 6= 0.
Proof. Restricted to the subclass F ′ by the substitution g = 0 and g˜ = 0, the determining
equation (9) itself becomes classifying for admissible transformations in this subclass. Therefore,
it replaces its differential consequences, including the equations (11) and (12). The splitting of
the equations (9) and (10) with respect f˜ and f˜u˜x˜ merely implies the equations
Vz = 0,
(
Tt
(DxX)2
)
z
= 0, z ∈ {t, x, u}, UtDxX −XtDxU = 0, (15)
which can be further split with respect to ux. The second and the first equations of (15) with
z ∈ {x, u} successively imply the equations Xxx = Xux = Xuu = 0 and Uxx = Uux = Uuu = 0.
The last equation of (15) splits into the system XzUt − UzXt = 0 with z ∈ {x, u}, which has,
as a homogeneous nondegenerate linear system of algebraic equations with respect to (Xt, Ut),
the zero solution only, i.e., Xt = Ut = 0. Then the second equation with z = t is equivalent
to Ttt = 0. The derived equations exhaustively define the (t, x, u)-components of equivalence
transformations of the class F ′. In view of Remark 1, this completes the proof.
The group G∼F ′ is a nontrivial conditional usual equivalence group of both the classes R and F
under the condition g = 0. Elements of G∼F ′ with X2 6= 0 have no counterparts in G∼R and G∼F
and hence they are purely conditional equivalence transformations for the classes R and F under
the condition g = 0.
The subgroup of G∼F preserving the subclass F ′ of F is associated with constraint U3 = 0, and
the projection to the space with the coordinates (t, x, u, ux, f) maps this subgroup to a proper
subgroup of G∼F ′ . This is why the group classification of the class F up to G∼F -equivalence does
not reduce to the group classification of the class F ′ up to G∼F ′-equivalence under the above map
of the class F onto its subclass F ′. To make the group classifications of the classes F and F ′
consistent, we should consider the stronger equivalence in the class F that is associated with
generalized equivalence group of this class.
Proposition 5. The generalized equivalence group G¯∼F of the class F is constituted by the
point transformations in the space with the coordinates (t, x, u, ux, f, g), whose components are
of the form
t˜ = T¯ 1t+ T¯ 0, x˜ = X¯1x+ X¯2u− gX¯2t+ X¯0, u˜ = U¯1x+ U¯2u+ (T¯ 1F¯ − gU¯2)t+ U¯0,
u˜x˜ =
U¯1 + U¯2ux
X¯1 + X¯2ux
, f˜ =
(X¯1 + X¯2ux)
2
T¯ 1
f, g˜ = F¯ ,
where T¯ ’s, X¯’s, U¯ ’s and F¯ are arbitrary smooth functions of g with T¯ 1(X¯1U¯2 − X¯2U¯1)F¯g 6= 0.
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Proof. By the definition of generalized equivalence transformations [20, 21, 28, 39], their t-,
x- and u-components may in general depend on arbitrary elements. At the same time, these
components of transformations from G¯∼F can depend only on g by the following reasons. The
arbitrary element f depends on ux. Each generalized equivalence transformation generates a
family of admissible transformations parameterized by the arbitrary elements [28]. Each contact
admissible transformation in the class F is the prolongation of a point admissible transformation
to the first-order derivatives of u, i.e., the class F possesses no nontrivial contact admissible
transformations.
We follow the proof of Proposition 3 but, due to potential dependence of the t-, x- and u-
components of generalized equivalence transformations on g, here we cannot split with respect
to this arbitrary element. This is the only essential difference with the proof of Proposition 3.
Similarly to the proof of Proposition 4, the splitting of the equation (10) with respect f˜ and f˜u˜x˜
merely implies the equations
Vz = 0,
(
Tt
(DxX)2
)
z
= 0, z ∈ {t, x, u}. (16)
The further splitting of the second and the first equations of (16) with z ∈ {x, u} with respect
to ux successively yields the equations Xxx = Xux = Xuu = 0 and Uxx = Uux = Uuu = 0.
Thus, ∆x = ∆u = 0. Then the equation (9) reduces to g∆ + UtDxX − XtDxU = g˜TtDxX.
Differentiating it with respect to x and u and splitting with respect to ux, we obtain two
systems, XzUxt − UzXxt = 0 and XzUut−UzXut = 0, where z ∈ {x, u}, which are equivalent, in
view of the condition ∆ 6= 0, to the equations Xxt = Uxt = 0 and Xut = Uut = 0, respectively.
Hence ∆t = 0, and differentiating the equation (9) with respect to t gives XzUtt − UzXtt = 0
with z ∈ {x, u}, i.e., we also have Xtt = Utt = 0. Taking into account the derived equations
Xxt = Xut = 0 in the second equation of (16) with z = t immediately gives Ttt = 0.
In view of the constructed equations for admissible transformations, the (t, x, u)-components
of generalized equivalence transformations within the class F should be of the form
t˜ = T¯ 1t+ T¯ 0, x˜ = X¯1x+ X¯2u+ X¯3t+ X¯0, u˜ = U¯1x+ U¯2u+ U¯3t+ U¯0,
where T¯ ’s, X¯ ’s and U¯ ’s are smooth functions of g with T¯ 1 6= 0 and X¯1U¯2− X¯2U¯1 = ∆ 6= 0. We
represent the result of the splitting of the equation (9) with respect to ux as the system
X¯1U¯3 − U¯1X¯3 = X¯1Ttg˜ − g∆, X¯2U¯3 − U¯2X¯3 = X¯2Ttg˜. (17)
It is clear from this system that the g-component of any generalized equivalence transformation
within the class F is a function F¯ of g only, and we can choose this function as a parameter
function merely constrained by the inequality F¯g 6= 0, which is needed for the transformation
nondegeneracy. Then the system (17) considered as a linear system of algebraic equations with
respect to (X¯3, U¯3) possesses a unique solution resulting in the form of transformations from
proposition’s statement.
The usual equivalence group G∼F is a (finite-dimensional) subgroup of the generalized equiva-
lence group G¯∼F that is singled out from G¯
∼
F by the following system of constraints for the group
parameters:
T¯ 0g = T¯
1
g = 0, X¯
0
g = X¯
1
g = 0, X¯
2 = 0, U¯0g = U¯
1
g = U¯
2
g = 0, T¯
1F¯g = U¯
2.
Denote by G∼F the equivalence groupoid of the class F and by S∼F the subgroupoid of G∼F gener-
ated by the generalized equivalence group G¯∼F . The subgroupoid of G∼F generated by the usual
equivalence group G∼F is a proper subgroupoid of S∼F . Hence the group G¯∼F is an example of
a nontrivial generalized equivalence group, and it is also a nontrivial conditional generalized
equivalence group of the class R, where the specializing attribute “nontrivial” is related to both
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the attributes “conditional” and “generalized”. The dependence of group parameters on g is
needless for generating admissible transformations in the class F and is merely a manifestation
of the fact that the arbitrary element g is constant within the subclass F . This is why we need to
consider an effective generalized equivalence group of the class F , which is a minimal subgroup
of G¯∼F generating the subgroupoid S∼F of G∼F . See [28] for related definitions. The only depen-
dence on g that is essential for generalized equivalence is the explicit involvement of g in the
t-coefficient of the x-component. At the same time, setting the group parameters T¯ ’s, X¯ ’s, U¯ ’s
and T¯ 1F¯ − U¯2 to be constants singles out the subset of elements from G¯∼F that is not a subgroup
of G¯∼F although this subset is minimal among subsets of G¯
∼
F generating S∼F . The construction of
an effective generalized equivalence group of the class F is in fact more tricky.
Proposition 6. An effective generalized equivalence group Gˆ∼F of the subclass F is constituted
by the point transformations
t˜ = T1t+ T0, x˜ = X1x+X2u−X2gt+X0,
u˜ = U1x+ U2u+ (1− U2)gt+ U3t+ T0
T1
g + U0, u˜x˜ =
U1 + U2ux
X1 +X2ux
,
f˜ =
(X1 +X2ux)
2
T1
f, g˜ =
g + U3
T1
,
where T ’s, X’s and U ’s are arbitrary constants with T1(X1U2 −X2U1) 6= 0.
Proof. Consider the set H1 of the point transformations in the space with the coordinates
(t, x, u, ux, f, g), whose components are of the form
t˜ = T1t+ T0,
x˜ = X1x+X2u+ (A11g +A10)t+B11g +B10,
u˜ = U1x+ U2u+ (A21g +A20)t+B21g +B20,
u˜x˜ =
U1 + U2ux
X1 +X2ux
, f˜ =
(X1 +X2ux)
2
T1
f, g˜ =
C1g + C0
T1
,
(18)
where T ’s, X’s, U ’s, A’s, B’s and C’s are arbitrary constants with T1(X1U2 −X2U1)C1 6= 0. It
is obvious that this set is closed with respect to the composition of transformations and taking
the inverse, i.e., it is a (local) transformation group with dimH1 = 16. Then the intersection
H0 := H1 ∩ G¯∼F of H1 with G¯∼F , which is singled out from H1 by the constraints A10 = 0,
A11 = −X2, A20 = C0 and A21 = C1 − U2, is also a group, and dimH0 = 12. The subgroup H0
of G¯∼F generates the entire subgroupoid S∼F of G∼F , which is generated by G¯∼F . At the same time,
for each fixed pair of the arbitrary elements (f, g), the subgroupoid S∼F contains a precisely nine-
parameter family of admissible transformations with the source (f, g). This is why we should
try to find three more constraints for group parameters of the group H1 in order to construct a
nine-dimensional subgroup of H0 that still generates the entire S∼F .
We analyze the composition of two arbitrary elements from the group H0, Tˆ = T˜ T with
T˜ ,T ∈ H0. These generalized equivalence transformations have the general form (18), where
group parameters satisfy the above constraints for the subgroup H0. We additionally reparam-
eterize H0 with replacing the parameter B21 by B
′
21 + T0/T1 and mark the group-parameter
values corresponding to Tˆ and T˜ by hats and tildes, respectively. We obtain, in particular, the
following expressions for group-parameter values of the composition Tˆ :
Cˆ1 = C˜1C1, Bˆ11 = X˜1B11 + X˜2B
′
21 +
B˜11
T1
, Bˆ′21 = U˜1B11 + U˜2B
′
21 +
B˜′21
T1
,
which imply that the constrains C1 = 1, B11 = B
′
21 = 0 singling out Gˆ
∼
F from the subgroup H0
are preserved by the composition of transformations and taking the inverse in H0. Therefore,
Gˆ∼F is really a group. It generates the entire subgroupoid S∼F of G∼F , and any its proper subset
does not possess this property, i.e., it is a minimal subgroup of G¯∼F with this property.
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The usual equivalence group G∼F of the subclass F is not contained in the effective generalized
equivalence group Gˆ∼F constructed in Proposition 6. The intersection G
∼
F ∩ Gˆ∼F is singled out
from G∼F by the constraints T0 = 0 and U2 = 1.
To prove an assertion generalizing the above claim, we need to consider the infinitesimal
counterparts of related groups. For convenience, we introduce the following dual notation for
relevant vector fields on the space with the coordinates (t, x, u, ux, f, g):
Q1 = P t = ∂t, Q
2 = Dt = t∂t − f∂f − g∂g,
Q3 = P x = ∂x, Q
4 = Dx = x∂x − ux∂ux + 2f∂f ,
Q5 = P u = ∂u, Q
6 = Du = u∂u + ux∂ux + g∂g,
Q7 = Zt = t∂u + ∂g, Q
8 = Zx = x∂u + ∂ux , Q
9 = R = (u− gt)∂x − u 2x∂ux + 2uxf∂f .
Up to the anticommutativity of the Lie bracket, the nonzero commutation relations between
these vector fields are exhausted by
[P t,Dt] = P t, [P x,Dx] = P x, [P u,Du] = P u, [P t, Zt] = P u, [P x, Zx] = P u,
[Zt,Dt] = −Zt, [Zx,Dx] = −Zx, [Zt,Du] = Zt, [Zx,Du] = Zx,
[P t, R] = −gP x, [P u, R] = P x, [Dx, R] = −R, [Du, R] = R, [Zx, R] = Dx −Du + gZt.
The Lie algebras g∼F , g¯
∼
F and gˆ
∼
F of the groups G
∼
F , Gˆ
∼
F and G¯
∼
F are naturally called the usual
equivalence algebra, the generalized equivalence algebra and an effective generalized equivalence
algebra of the class F , respectively. Each of them is merely the set of infinitesimal generators of
one-parameter subgroups of the corresponding group. In order to construct all such generators,
we successively take one of the group parameter in the respective general form of group elements
to depend on a continuous subgroup parameter δ and set the other parameter-functions to
their values corresponding to the identity transformations, which are T1 = X1 = U2 = 1 and
T0 = X0 = X2 = U0 = U1 = U3 = 0 for the groups G
∼
F and Gˆ
∼
F (the parameter X2 is relevant
only for Gˆ∼F ) and similarly T¯
1 = X¯1 = U¯2 = 1, T¯ 0 = X¯0 = X¯2 = U¯0 = U¯1 = 0 and F¯ = g
for the group G¯∼F . Then we differentiate the transformation components with respect to δ and
evaluate the result at δ = 0. As a result, we derive that
g∼F = 〈Q1, . . . , Q8〉, g¯∼F =
{
9∑
i=1
ϑi(g)Qi
}
,
gˆ∼F = 〈P t + gP u, Dt, P x, Dx, P u, Du − gZt, Zt, Zx, R〉,
where the coefficients ϑ’s run through the set of smooth functions of g, i.e., the algebra g¯∼F is
the module over the ring of smooth functions of g with basis (Q1, . . . , Q9) equipped with the Lie
bracket of vector fields.
Theorem 7. Any effective generalized equivalence group of the class F does not contain the
usual equivalence group G∼F of this class.
Proof. We prove the following re-formulated assertion: Suppose that a subgroup of the general-
ized equivalence group G¯∼F of the class F contains the usual equivalence group G∼F of this class
and generates the same subgroupoid of the equivalence groupoid G∼F as the entire group G¯∼F
does. Then this subgroup is not an effective generalized equivalence group of the class F .
A complete list of discrete usual equivalence transformations of the class F that are indepen-
dent up to combining with each other and with continuous usual equivalence transformations
of this class is exhausted by the involutions It, Ix and Iu alternating the signs of (t, f, g),
(x, ux) and (u, ux, g), respectively. Among generalized equivalence transformations, there is one
more independent discrete transformation Ig: (t˜, x˜, u˜, u˜x˜, f˜ , g˜) = (t, x, u−2gt, ux, f,−g). Discrete
equivalence transformations play an auxiliary role in the course of the proof.
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It suffices to prove the infinitesimal counterpart of the above assertion, which states the follow-
ing. Let a subalgebra h of g¯∼F contain g
∼
F and a vector field Q =
∑9
i=1 ζ
iQi, where ζ i = ζ i(g) are
smooth functions of g with ζ9 6= 0, be invariant with respect to discrete transformations in G∼F ,
It∗h, I
x
∗ h, I
u
∗ h ⊆ h, and be associated with a transformation (pseudo)group. Then this subalge-
bra properly contains another subalgebra s among whose elements there are Kj =
∑9
i=1 χ
ijQi,
where χij , i, j = 1, . . . , 9, are smooth functions of g with det(χij) 6= 0, and which is also invariant
with respect to It∗, I
x
∗ and I
u
∗ and is associated with a transformation (pseudo)group. Here the
subscript “*” combined with the notation of a point transformation denotes pushing forward
vector fields on the same manifold by this transformation.
If the algebra h contains the pure vector field R, then we commute R with elements of g∼F
and successively obtain that
[R,P t] = gP x ∈ h, [gP x, Zx] = gP u ∈ h, [Zx, R] = Dt −Du + gZt ∈ h.
Hence gZt ∈ h, i.e., h ⊇ g∼F + 〈gP x, gP u, gZt〉 ! gˆ∼F . We can choose s = gˆ∼F . Then we also have
It∗s = I
x
∗ s = I
u
∗ s = I
g
∗s = s.
Otherwise, we compute the commutators
[Q,Dx] = ζ9R− ζ8Zx + ζ3P x ∈ h,
[ζ9R− ζ8Zx + ζ3P x,Dx] = ζ9R+ ζ8Zx + ζ3P x ∈ h,
[ζ9R− ζ8Zx + ζ3P x,Dt +Du] = −ζ9R− ζ8Zx ∈ h,
and thus derive that ζ9R ∈ h, and ζ9 6= const. In the same way, we can show that for any element∑9
i=1 ϑ
i(g)Qi ∈ h, the element ϑ3P x and thus the element ϑ3P u = [ϑ3P x, Zx] also belong to h.
Taking two more commutators,
[Zx, ζ9R] = ζ9(Dx −Du + gZt) ∈ h,
[Zx, ζ9(Dx −Du + gZt)] = −2ζ9Zx ∈ h,
we get ζ9Zx ∈ h. Consider the span
s = 〈P t, Dt, Zt, Dx, Du, βP x, βP u, αR, α(Dx −Du + gZt), αZx | αR, βP x ∈ h〉.
It is a subalgebra of h. Since the entire algebra h is invariant with respect to It∗, I
x
∗ and I
u
∗ and
is associated with a transformation (pseudo)group, the subalgebra s has the same properties.
In view of R /∈ h, the parameter function α does not take constant values. Hence Zx /∈ s, i.e.,
s ( h. As the required elements Kj, j = 1, . . . , 9, we can choose P t, Dt, Zt, Dx, Du, P x, P u,
ζ9R and ζ9Zx.
Therefore, the algebra h is not an effective generalized equivalence algebra of the class F .
3 Classification of Lie symmetries
In order to compute the maximal Lie invariance algebras of equations from the classR, we employ
the infinitesimal method [27, 31]. The infinitesimal generator of a one-parameter Lie-symmetry
group of an equation from the class R is a vector field Q = τ(t, x, u)∂t+ξ(t, x, u)∂x+η(t, x, u)∂u
on the space with coordinates (t, x, u) with the components τ , ξ and η being the smooth functions
of these coordinates. The infinitesimal invariance criterion requires that
Q(2)(ut − f(ux)uxx − g(u))
∣∣
ut=f(ux)uxx+g(u)
= 0, (19)
where Q(2) is the second prolongation of the vector field Q defined by the well-known prolonga-
tion formula [27], Q(2) = Q + η(1,0)∂ut + η
(0,1)∂ux + η
(2,0)∂utt + η
(1,1)∂utx + η
(0,2)∂uxx , with the
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coefficients η’s defined as ηα = Dα (η − τut − ξux) + τuα+δ1 + ξuα+δ2 . Here α = (α1, α2) is a
multi-index, Dα = Dα1t D
α2
x , Dt = ∂t +
∑
α uα+δ1∂uα and Dx = ∂x +
∑
α uα+δ2∂uα are the total
derivative operators with respect to t and x, respectively, δ1 = (1, 0) and δ2 = (0, 1).
Since the class R consists of evolution equations, the t-component of Q does not depend on x
and u, i.e., τ = τ(t) [18, 19].
We expand the expression in the left hand side of (19), substitute f(ux)uxx + g(u) for ut
and then split the resulting equation with respect to uxx. This gives the system of determining
equations for the components of Lie-symmetry vector fields of equations from the class R,(−ξuux2 + (ηu − ξx)ux + ηx) fux + (−2ξuux + τt − 2ξx)f = 0, (20a)(−ξuuu3x + (ηuu − 2ξxu)ux2 + (2ηxu − ξxx)ux + ηxx) f + (ξt + ξug)ux
+ ηgu + (τt − ηu)g − ηt = 0.
(20b)
Thus, the problem of group classification for the class R reduces to the classification of solutions
of the system (20), depending on values of the arbitrary elements f and g up to G∼R-equivalence
or up to the general point equivalence.
To find the kernel Lie invariance algebras of the class R and of its subclasses H, L, F ,
F ′ and C (each of these algebras is the intersection of the maximal Lie invariance algebras of
equations from the corresponding (sub)class), we successively split the equations (20a) and (20b)
with respect to the arbitrary elements and their derivatives and with respect to ux, taking into
account the associated auxiliary equations for arbitrary elements. See also the papers [8], [10]
and [1, 2] for the kernel Lie invariance algebras of the classes R, H and F ′, respectively.
Proposition 8. The kernel Lie invariance algebra g∩R of the class R coincides with the kernel
Lie invariance algebras g∩H and g
∩
C of its subclasses H and C, and it is spanned by the vector
fields ∂t and ∂x,
g∩R = g
∩
H = g
∩
C = 〈∂t, ∂x〉.
The kernel Lie invariance algebras of the subclasses L, F and F ′ are respectively
g∩L = 〈∂t, ∂x, x∂x〉, g∩F = 〈∂t, ∂x, ∂u〉, g∩F ′ = 〈∂t, ∂x, ∂u, 2t∂t + x∂x + u∂u〉.
Accurately merging the group classifications of the subclasses C, F ′,H and L that is presented
in Lemma 14 below, that were carried out in [1, 2] and in [10], and that can be obtained by
mapping with the hodograph transformation t˜ = t, x˜ = u, u˜ = x from the group classification
of the class of Kolmogorov equations given in [40], respectively, we get the following assertion.
Theorem 9. A complete list of inequivalent Lie-symmetry extensions in the class R is exhausted
by the cases given in Table 1, where we use G∼R-, G¯
∼
F -, G
∼
R- and G∼L -equivalence for equations
from the subclasses C, F , H and L, respectively.
Here G∼L denotes the equivalence groupoid of the class L.
Notation for Table 1. Numbers with the same Arabic numerals and different Roman letters
correspond to cases that are equivalent with respect to additional equivalence transformations.
Explicit formulas for these transformations are presented in the footnote of Table 1. The cases
that are numbered with different numbers in Arabic numerals are reciprocally inequivalent with
respect to point transformations. Lie invariance algebras presented in Cases 0, 1 and 2 are
maximal only if the corresponding tuples of the arbitrary elements (f, g) are G∼R-inequivalent to
those from other cases.
The (usual) equivalence groups of the subclasses H and C coincide with each other and with
the group G∼R. This is why within the class R, Cases 3′ and 4a′ can be attached to Cases 3
and 4a by allowing the value n = 0 in the latter cases.
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Table 1: Group classification of the class R
no. f(ux) g(u) Vector fields spanning the maximal Lie invariance algebra
the subclass C, up to G∼R-equivalence
0 ∀ ∀ ∂t, ∂x
1 ∀ u ∂t, ∂x, e
t∂u
2 ∀ u−1 ∂t, ∂x, 2t∂t + x∂x + u∂u
3 |ux|
n εeu ∂t, ∂x, (n+ 2)t∂t + x∂x − (n+ 2)∂u
4a |ux|
n |u|m ∂t, ∂x, (1−m)(n+ 2)t∂t + (n+ 1−m)x∂x + (n+ 2)u∂u
4b |ux|
n |u|n+1 + εu ∂t, ∂x, e
−εnt(ε∂t + u∂u)
5 (ux + 1)
−1 εu ∂t, ∂x, e
εt∂u, e
εt(∂t + ε(u+ x)∂u)
6a ux u
2 ∂t, ∂x, t∂t − u∂u, t
2∂t − (2tu+ 1)∂u
6b ux u
2 + 1 ∂t, ∂x, cos 2t (∂t + 2∂u) + 2u sin 2t ∂u, sin 2t (∂t + 2∂u)− 2u cos 2t ∂u
6c ux u
2 − 1 ∂t, ∂x, e
2t(∂t − 2(u+ 1)∂u), e
−2t(∂t + 2(u− 1)∂u)
7 ux(ux + 1)
−3 εu ∂t, ∂x, e
εt∂u, e
−εt(∂t − εu∂x + εu∂u)
9b |ux|
n εu ∂t, ∂x, e
εt∂u, nx∂x + (n+ 2)u∂u, e
−εnt(∂t + εu∂u)
the subclass F , up to G¯∼F -equivalence
8 ∀ 0 ∂t, ∂x, ∂u, 2t∂t + x∂x + u∂u
9a |ux|
n 0 ∂t, ∂x, ∂u, 2t∂t + x∂x + u∂u, nt∂t − u∂u
10 eux 0 ∂t, ∂x, ∂u, 2t∂t + x∂x + u∂u, t∂t − x∂u
11
em arctan ux
ux2 + 1
0 ∂t, ∂x, ∂u, 2t∂t + x∂x + u∂u, mt∂t + u∂x − x∂u
12a 1 0 ∂t, ∂x, ∂u, 2t∂t + x∂x, u∂u, 2t∂x − xu∂u,
4t2∂t + 4tx∂x − (x
2 + 2t)u∂u, h∂u
the subclass H, up to G∼R-equivalence, only cases additional to Case 12a
3′ 1 εeu ∂t, ∂x, 2t∂t + x∂x − 2∂u
4a′ 1 |u|m ∂t, ∂x, 2(1−m)t∂t + (1−m)x∂x + 2u∂u
13 1 εu ln |u| ∂t, ∂x, e
εt(2∂x − εxu∂u), e
εtu∂u
12b 1 εu ∂t, ∂x, 2t∂t + x∂x + 2εtu∂u, u∂u, 2t∂x − xu∂u,
4t2∂t + 4tx∂x − (x
2 + 2t− 4εt2)u∂u, h∂u
✟
✟12c 1 1 ∂t, ∂x, 2t∂t + x∂x + 2t∂u, (u− t)∂u, 2t∂x − x(u− t)∂u,
4t2∂t + 4tx∂x −
(
(x2+2t)(u− t)− 4t2
)
∂u, h∂u
the subclass L, up to G∼L -equivalence
14 u−2x ∀ ∂t, h˜∂x, x∂x
15 u−2x µu
−1 ∂t, h˜∂x, x∂x, 4t∂t + 2u∂u, 4t
2∂t + 4tu∂u −
(
u2 + 2(1 + ν)t
)
x∂x
16 u−2x
1− 2ν tan(ν ln |u|)
u
∂t, h˜∂x, x∂x, 2t∂t + u∂u − xug∂x, 4t
2∂t + 4tu∂u − (u
2 + 2t+ 2tug)x∂x
✟
✟12d u−2x 0 ∂t, h˜∂x, x∂x, 2t∂t + u∂u, 4t
2∂t + 4tu∂u − (u
2 + 2t)x∂x, 2t∂u − xu∂x
n ∈ R \ {0,−2}, m ∈ R. ε 6= 0, ε = ±1 mod G∼R. m 6= −1, 0, 1 and (n,m) 6= (1, 2) in Case 4a. m 6= 0, 1 in
Case 4a′. n 6= ±1 in Case 4b. n > −1 mod G¯∼F in Case 9a. m > 0 mod G
∼
R in Case 11. In Cases 12a, 12b and
12c, the parameter function h = h(t, x) runs through the solution set of the corresponding equation, ht = hxx,
ht = hxx+εh and ht = hxx+ε, respectively. In Cases 14–16 and 12d, the real constant parameters µ and ν satisfy,
up to point transformations, the constraints µ > 1, µ 6= 2 and ν > 0, and the parameter function h˜ = h˜(t, u) runs
through the solution set of the corresponding linear equation, h˜t = h˜uu − g(u)h˜u.
Additional equivalence transformations between cases of the table are exhausted by the following:
6b→ 6a: t˜ = arctan t, x˜ = x, u˜ = (t2 + 1)u+ t; 6c→ 6a: t˜ = 1
2
ln | t−1
t+1
|, x˜ = x, u˜ = (t2 − 1)u+ t;
4b→ 4am=n+1, 9b→ 9a: t˜ = e
εnt/(εn), x˜ = x, u˜ = e−εtu;
12b→ 12a: t˜ = t, x˜ = x, u˜ = e−εtu; 12c→ 12a: t˜ = t, x˜ = x, u˜ = u− t; 12d→ 12a: t˜ = t, x˜ = u, u˜ = x.
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Crossing out the numbers of Cases 12c and 12d indicates that they are implicitly presented
in the course of listing Lie-symmetry extensions for the subclass F since both of them are
G¯∼F -equivalent to Case 12a.
Remark 10. We should carefully treat arguments of logarithm and bases of powers with non-
integer exponents. The condition of positivity is justified for u by physical arguments but this
is not the case for ux. Moreover, assuming u positive makes impossible the change of the sign
of u, which results in the disappearance of some discrete equivalence transformations. This is
why we use the absolute values of u, ux and similar expressions as arguments of logarithm and
as bases of related powers with general real exponents. This is not necessary for some particular
exponents (more specifically, integer exponents and rational exponents with odd denominators)
but replacing an absolute value by the value itself in a power base may lead to modifying the
gauging of the coefficient of this power since such a replacement may affect the action of discrete
equivalence transformations on power coefficients.
Remark 11. To construct an exhaustive list of G∼R-inequivalent Lie-symmetry extensions for the
subclass F , we should extend Cases 8–12 using transformations from the generalized equivalence
group G¯∼F of F (or, equivalently, from the effective generalized equivalence group Gˆ∼F , which is
more convenient) and then gauge arising parameters by elements of G∼R. In each of the G
∼
R-
inequivalent cases constructed, we can set g ∈ {0, 1} mod G∼R, and a complete list of G∼R-
inequivalent values of the arbitrary element f is exhausted by the general value (the extended
Case 8) and
|ux + δ|n, |ux + µ|
n
|ux + ν|n+2 ; e
ux ,
e(ux+λ)
−1
(ux + λ)2
;
em arctan(ux+λ)
(ux + λ)2 + 1
; 1, (ux + δ)
−2.
Here n ∈ R \ {0,−2}, δ ∈ {0, 1} mod G∼R, λ, µ, ν,m ∈ R, µ 6= ν, and one nonzero constant
among µ and ν can be set to be equal 1 modulo G∼R-equivalence, m > 0 mod G
∼
R. Semicolons
in the above displayed equation separate the extensions of Cases 9, 10, 11 and 12, respectively.
In the course of implementing the above procedure for Case 11, we should take into account the
formula for sum of arctangents,
arctan y + arctan z =


arctan
y + z
1− yz +
pi
2
(sgn y)(1 + sgn(1− yz)), if yz 6= 1,
pi
2
sgn y, if yz = 1.
Remark 12. Recall that the class L is similar to the class K of Kolmogorov equations of the
general form (3) with respect to a point transformation, which is the hodograph transformation
t˜ = t, x˜ = u, u˜ = x. This is why the groups classifications of the class L up to G∼L - and
G∼L -equivalences reduce to their counterparts for the class K; see the theoretical background on
mappings between classes of differential equations that are generated by point transformations
in [47]. For the part of Table 1 related to the class L, we use a complete list of inequivalent (up
to general point equivalence) Lie-symmetry extensions that is constructed for the general class
of (1+1)-dimensional Kolmogorov equations in [40, Corollary 7] and coincides with such a list
for the class K. The reason for this is that a similar list for the group classification of the class K
up to the equivalence generated by its equivalence group is too cumbersome [29].
Theorem 13. A complete list of G∼R-inequivalent (i.e., inequivalent up point transformations)
cases of Lie-symmetry extensions in the class R is exhausted by Cases 1, 2, 3 ∪ 3′, 4a ∪ 4a′, 5,
6a, 7, 8, 9a, 10, 11, 12a, and 13–16 of Table 1.
Proof. To prove the G∼R-inequivalence of the cases listed in this theorem, we first use the fact that
the maximal Lie invariance algebras of similar equations are similar realizations of isomorphic
Lie algebras. In particular, such algebras are of the same dimension. Since the t-component of
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any admissible transformation in the class R depends only on t, the dimension of the projection
of the maximal Lie invariance algebra g of an equation from the class R to the space with coordi-
nate t, dimprt g, is one more invariant of G∼R. We identify the structure of the associated maximal
Lie invariance algebras, when they are finite dimensional, according to Mubarakzyanov’s clas-
sification of real low-dimensional Lie algebras [22, 23]. We use the notation of these algebras
from [6, 36], additionally reparameterizing families of algebras by homogeneous parameters if
this is convenient.
dim g = 2. Case 0: g ≃ 2A1;
dim g = 3. Case 1: g ≃ A2.1 ⊕A1, dimprt g = 1; Case 2: g ≃ A[2:1]3.4 ; Case 3: g ≃ A3.3 if n = −1,
and g ≃ A[(n+2):1]3.4 otherwise; Case 4: g ≃ A2.1 ⊕ A1, dimprt g = 2 if m = n + 1, g ≃ A3.3 if
(1−m)(n+ 2) = n+ 1−m, and g ≃ A[(1−m)(n+2):(n+1−m)]3.4 otherwise;
dim g = 4. Case 5: g ≃ A04.8, dimprt g = 2; Case 6: g ≃ sl2(R)⊕ A1; Case 7: g ≃ A[−1:1]3.4 ⊕ A1;
Case 8: g ≃ A[2:1:1]4.5 ; Case 13: g ≃ A04.8, dimprt g = 1;
dim g = 5. Case 9: g ≃ An+2,−n5.33 ; Case 10: g ≃ A25.34; Case 11: g ≃ A2,m5.35.
dim g = ∞. Cases 12, 14, 15 and 16 are then inequivalent to other cases. The inequivalence of
these cases to each other and the impossibility of further gauging of the parameters µ and ν
follows from the same properties of similar Kolmogorov equations [40, Corollary 7].
We discuss only unobvious G∼R-inequivalences.
Admissible transformations of the class R preserve the t-direction. This is why the order of
parameters is essential in each of the above algebras from the family A3.4. Since n /∈ {0,−2}
and, in Case 4, m 6= −1, Cases 3 and 4 cannot be mapped by elements of G∼R to Case 2.
Algebras A2,m5.35 and A
2,m′
5.35 with different to each other nonnegative m and m
′ are non-
isomorphic. Hence the equations of Case 11 with such m’s are G∼R-inequivalent.
It is still necessary to prove that equations from different Cases 3 ∪ 3′ and 4a ∪ 4a′ are
G∼R-inequivalent to each other, and different values of n in Case 3 ∪ 3′ and different values
of (n,m) in Case 4a∪ 4a′ are G∼R-inequivalent. In Cases 3∪ 3′, 5, 7 and 13, the values ε = 1 and
ε = −1 should be G∼R-inequivalent. We also should check that in Case 9a, different values of n
in [−1,+∞) \ {0, 2} are G∼R-inequivalent. Further we use the direct method.
Consider a point transformation of independent and dependent variables of the general
form (4) that connects the source and the target equations from the class R, (5) with f(ux) =
|ux|n and f˜(u˜x˜) = |u˜x˜|n˜, where n, n˜ ∈ R \ {0,−2}. We substitute these values of the arbitrary
element f into the equation (8) and act on the obtained equation by the operator ∂ux − nu−1x .
Rearranging the result, we derive the equation
n˜
∆
DxU
− nDxX
ux
− 2Xu = 0,
whose left hand side is rational in ux. There are two cases depending on the value of Uu:
1. Uu = 0. Then XuUx 6= 0, Xx = 0 and n˜ = −n− 2.
2. Uu 6= 0. Then Ux = 0, Xx 6= 0, Xu = 0 and n˜ = n.
In the first case, the equation (8) reduces to Tt|Xu|n/|Ux|n+2 = 1, which further implies
that Xuu = Uxx = 0. Then Vx = Vu = 0, and the equation (9) splits with respect to ux
into g = −Xt/Xu and g˜ = Ut/Tt, i.e., g and g˜ are affine in u. Therefore, the source and the
target equations fit into Cases 9a or 9b up to G∼R-equivalence and merely into Case 9a up to
G∼R-equivalence. This completes the proof for Case 9. Notes that algebras Aa,b5.33 and Aa
′,b′
5.33 are
isomorphic if and only if
(a′, b′) ∈ {(a, b), (b, a)} ∪
{(
1
a
,− b
a
)
,
(
− b
a
,
1
a
)}
if a6=0
∪
{(
− a
b
,
1
b
)
,
(
1
b
,−a
b
)}
if b6=0
.
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Hence inequivalence of equations within Case 9 cannot be checked algebraically with comparing
structure of the corresponding Lie invariance algebras.
The second case is analyzed in a similar way. The equation (8) reduces to the equation
Tt|Uu|n/|Xx|n+2 = 1 implying Xxx = Uuu = 0 and Tt > 0. Then again Vx = Vu = 0, and the
equation (9) splits with respect to ux into Xt = 0 and g = (Ttg˜ − Ut)/Uu. It follows from the
last equation that point transformations cannot switch an exponential value of g to a power one
and conversely as well as they cannot change the value of the exponent m when the arbitrary
element g is of power form g = |u|m. Moreover, if g = εeu and g˜ = ε˜eu˜, then Uu = 1 and
one cannot alternate the sign of ε. In other words, there are no more additional equivalence
transformations related to equations of Cases 3 and 4a.
Up to extending the argument tuples of g and g˜, the equations (8) and (9) preserve their
forms if we consider a wider class of differential equations, allowing for the arbitrary element g
to additionally depend on t, x and ux. This is why for simplifying the analysis of Cases 5 and 7,
we map the associated equations, ut = (ux + 1)
−1uxx + εu and ut = ux(ux + 1)
−3uxx + εu, to
simpler equations, ut = u
−1
x uxx+ ε(u− x) and ut = uxuxx− εuux, by the point transformations
t˜ = t, x˜ = x, u˜ = u + x and t˜ = ε−1eεt, x˜ = x + u, u˜ = e−εtu, respectively, where tildes
indicate variables of target equations. (The same mapping of Case 7 is used in Section 6, cf. the
equation (41).) Looking for a point transformation between target equations of the same form
with different values of ε, well fits into the above second case. For the first target equation, we
have n = n˜ = −1, g = ε(u − x) and g˜ = ε˜(u˜ − x˜), and collecting the coefficients of u in the
equation (9) leads to the equation ε˜ = Ttε implying the impossibility of alternating between
the values ε = 1 and ε = −1 since Tt > 0. For the second target equation, we similarly have
n = n˜ = 1, g = −εuux and g˜ = −ε˜u˜u˜x˜, and collecting the coefficients of uux in the equation (9)
gives the equation ε˜ = TtUuX
−1
x ε. Jointly with the consequence TtUu = X
3
x of the equation (8),
this again implies the impossibility of alternating the sign of ε.
Let now f = 1 and f˜ = 1. Then the equation (8) splits with respect to ux into the equations
Xu = 0 and Tt = X
2
x, which imply XxUu 6= 0, Tt > 0 and Xxx = 0. Collecting coefficients of
different powers of ux in the equation (9) results in the equations Uuu = 0, 2XxUxu+XtUu = 0
and Uug = Ttg˜ + Uxx − Ut + XtUx/Xx. We differentiate the last equation twice with respect
to u in order to derive its differential consequence guu = TtUug˜u˜u˜. Therefore, elements of G∼R
preserve each of Cases 3′, 4a′ and 13 modulo G∼R-equivalence including the value of m. Moreover,
if g = εeu and g˜ = ε˜eu˜, then Uu = 1 and ε˜ = Ttεe
u−U , i.e., one cannot alternate the sign of ε.
Analogously, for g = εu ln |u| and g˜ = ε˜u˜ ln |u˜| we have ε˜ = Ttε. This means that the set of
Cases 3′, 4a′ and 13 also admits no additional equivalence transformations.
4 Method of furcate splitting
Although the literature dedicated to group classification of classes (of systems) of differential
equations is vast, a considerable part thereof is not trustworthy at all. The main problem lies
in the fact that often a brute-force approach is applied to tackle group classification problems.
Albeit this approach is definitely applicable (but certainly inefficient) for some simple classes
of differential equations, it requires a very thorough inspection to keep track of various cases
that arise upon integrating the corresponding determining equations for Lie symmetries, other-
wise it leads to missed, overlapping, repeated and/or incorrect classification cases. These flaws
happened in the majority of papers where the brute-force approach is used for group classifica-
tion of differential equations. Moreover, since this approach is often cumbersome, such papers
do not contain details of solutions, which makes pretty hard to find flaws in the computations
afterwards.
While the class C does not possess a necessary structure to employ the powerful algebraic
method of group classification, a brute force is still not the last resort. The best choice here is
the method of furcate splitting. This method was suggested and applied for the first time in [26]
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but its name appeared later in [17]. See also examples of its application in [37, 46, 48, 49]. It is
basically a refinement of the direct approach to group classification. In contrast to the chaotical
integration of the classifying equations and the irregular selection of cases with Lie-symmetry
extensions within the framework of the direct approach, the method of furcate splitting provides
an algorithm for systematically finding such cases. It is worth to note that the method is effective
for classes with arbitrary elements depending on a few arguments. So far, it was used for classes
with arbitrary elements depending on at most two arguments [26]. This limit for manually
using the method seems to be reasonable in view of the necessity of verifying the compatibility
condition of arising equations, which becomes the more difficult problem the more arguments
the arbitrary elements depend on.
The method of furcate splitting can be easily understood by examples but the description of its
standard version in the general setting is quite tedious, not to mention its various modifications.
Nevertheless, below we present this description, and in Section 5 we illustrate possible compli-
cations for using the method if arbitrary elements of the class under study depend on different
arguments, which is the case for the classR; see also the related discussion in the end of Section 7.
Consider a class of (systems of) differential equations
L|S = {Lθ : L(x, u(r), θ(x, u(r))) = 0 | θ ∈ S}.
Here and below in this section the notation differs from the other sections of the paper: x and u
are the tuples of independent and dependent variables, respectively, constituting the coordinates
for a coordinate space, u(r) denotes the tuple of derivatives of u with respect to x up to order r,
which also includes the u’s as the derivatives of order zero, and L is a tuple of differential
functions in u, parameterized by the tuple of functions θ = (θ1(x, u(r)), . . . , θ
p(x, u(r))), called the
arbitrary elements of the class L|S. The arbitrary-element tuple runs through the solution set S of
an auxiliary system AS of differential equations and inequalities in θ, S(x, u(r), θ(q)(x, u(r))) = 0
and, e.g., Σ(x, u(r), θ(q)(x, u(r))) 6= 0, where (x, u(r)) is assumed to be the tuple of independent
variables, and the notation θ(q) encompasses the partial derivatives of the arbitrary elements θ
up to order q with respect to both x and u(r). See [35, 39] for more detailed explanations on the
notion of class of differential equations.
Denote by gθ the maximal Lie invariance algebra of a system Lθ ∈ L|S. The system of
determining equations DE[θ] for components of vector fields in gθ may split into two subsystems.
The equations of one of these subsystems, CE[θ], essentially involve arbitrary elements and are
called classifying equations, and the other subsystem, SE, does not involve θ and is thus shared
by all Lθ ∈ L|S. The subsystem SE can be integrated directly, thus specifying the general form
of Lie-symmetry vector fields of systems in L|S. The subsystem CE[θ] with a fixed value of
the arbitrary-element tuple θ is the system of specific equations for the components of vector
fields in gθ. The solution set of the joint system DE[θ] is a linear space in view of the fact that
DE[θ] is a homogeneous linear system of differential equations with respect to the components
of Lie-symmetry vector fields. Conversely, fixing a vector field Q on the space with coordinate
(x, u), we obtain a system of differential equations for the values of θ for which the corresponding
system Lθ admits Q as a Lie-symmetry vector field.
The system AS as a rule includes equations implying the independence of θ on certain inde-
pendent or dependent variables or, more generally, on certain functional combinations of these
variables. It is convenient to replace the coordinates (x, u(r)) in the rth order jet space by the
(local-)coordinate tuple z that is split into two subtuples, zˆ and zˇ, such that zˆ is a maximal
tuple of coordinates not involved in θ, and each of the tuples zˆ and zˇ is split into two subtuples,
zˆ′, zˆ′′ and zˇ′, zˇ′′, where zˆ′ and zˇ′ are maximal subtuples of zˆ and zˇ, respectively, that appear
in arguments of functions parameterizing the general solution of SE. We choose the tuple z˘′ of
functions of (x, u) such that the joint tuple (zˆ′, zˇ′, z˘′) gives new coordinates in the space of (x, u).
In most of practical computations by the method of furcate splitting, the optimal choice of zˆ′,
zˆ′′, zˇ′, zˇ′′ and z˘′ is obvious, cf. Section 5.
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We substitute the expressions for the components of Lie-symmetry vector fields that are
specified by SE into CE[θ] and split the obtained system with respect to zˆ′′. This leads to
the system CE′[θ] for the constants and functions parameterizing these expressions, which is
supposed to be of the form
is∑
i=is−1+1
ψiF i = 0, s = 1, . . . , |CE′|,
where 0 = i0 < i1 < · · · < i|CE′| = N withN ∈ N, and |CE′| denotes the number of (independent)
equations in CE′[θ]. The functions F i, i = 1, . . . , N , are known differential functions of θ with zˇ
assumed to be the tuple of independent variables. The coefficients ψi, i = 1, . . . , N , may depend
on (zˆ′, zˇ′, z˘′) and are in fact parameterized by an element of gθ.
Let us imagine that the algebra gθ is known for each fixed θ. Substituting values of the above
parameters corresponding to a vector field in gθ and of the variables zˆ
′ into the system CE′[θ]
and varying the vector field within gθ and the variables zˆ
′ give a family (denoted by TFF) of
systems for θ of the same general form called the template form,
is∑
i=is−1+1
aiF i = 0, s = 1, . . . , |CE′|,
where coefficients ai, i = 1, . . . , N , may depend on (zˇ′, z˘′). In general, these coefficients are not
precisely known at this stage but they may satisfy known constraints.
Let k be the maximal number of systems in TFF such that the rank of the collection of
the coefficient tuples a¯q = (aq1, . . . , aqN ) of these systems equals their number, rankA = k
with A := (aqi)i=1,...,Nq=1,...,k . It is obvious that 0 6 k 6 N . The condition of consistency of systems
within TFF and of these systems with AS additionally majorizes the possible values of k.
Supposing a certain value for k within the range of possible values of k, we study the consis-
tency of TFF. The consideration can be partitioned into cases by choosing a sequence of k × k
minors of the matrix A in a way consistent with the relevant equivalence within the class L|S
and by successively supposing that a minor in the sequence does not vanish and all the preceding
minors are zero. Some of the coefficients aqi can be gauged using equivalence transformations
in view of the made supposition or derived constraints at this or further steps. For each of the
cases, one should
• derive the conditions implied by the consistency of TFF on the coefficients aqi and addi-
tionally gauge these coefficients by equivalence transformations (if possible),
• split the system CE′[θ] on the solution set of the joint system of AS and TFF with respect
to parametric derivatives of θ,
• solve the obtained system of additional determining equations for still unspecified param-
eters in Lie symmetry vector fields,
• derive the precise form of TFF for the computed algebra of vector fields and check its
consistency with the supposed value of k and other suppositions,
• if the consistency holds, solve the specified system TFF with respect to θ.
One has k = 0 if and only if the classifying equations are identically satisfied in view of SE,
which corresponds to the general case without Lie-symmetry extension.
The value k = 1 is associated with minimal Lie-symmetry extensions. For this value of k,
the second step of the above procedure is convenient to be carried out in a special way since it
means that the tuple ψ¯ = (ψ1, . . . , ψN ) is proportional to a¯1, ψi = λa1i. Here the multiplier λ
may depend on (zˆ′, zˇ′, z˘′) or, equivalently, on (x, u), and this dependence can be easily specified
in view of the form of ψ¯ and a¯1.
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5 Solution of group classification problem for regular subclass
In this section we prove the following assertion.
Proposition 14. A complete list of G∼R-inequivalent Lie-symmetry extensions in the class C is
exhausted by Cases 1, 2, 3, 4a, 4b, 5, 6a, 6b, 6c, 7 and 9b of Table 1.
Recall that the G∼C -equivalence coincides with the restriction of the G
∼
R-inequivalence to the
class C.
It turns out that additionally to τx = τu = 0, components of Lie-symmetry vector fields of
equations in the class C satisfy more determining equations not involving the arbitrary elements f
and g.
Lemma 15. Under the conditions fux 6= 0, (ux2f)ux 6= 0 and gu 6= 0, the system (20) implies
ξxx = ξxu = ξuu = ηxx = ηxu = ηuu = 0. (21)
Proof. We consider two obvious differential consequences of the system (20). One of the conse-
quences is derived by acting the operators ux∂u+∂x and −∂ux on the equations (20a) and (20b),
respectively, and summing the obtained equations, which gives
(
ξuuux
2 − 2ηuuux − 2ηxu − ξxx
)
f = ξt + ξug. (22)
The other consequence is the sum of the equation (20b) with the equation (22) multiplied by ux,(
(ηuu + 2ξxu)ux
2 + 2ξxxux − ηxx
)
f = ηgu + (τt − ηu)g − ηt. (23)
The equations (22) and (23) hint that the proof is partitioned into three cases, depending on
whether these equations imply conditions on f and what structures of such conditions are,
1. (1/f)uxuxux 6= 0, 2. (1/f)uxuxux = 0, (1/f)uxux 6= 0, and 3. (1/f)uxux = 0.
In the first case, we can split the above differential consequences with respect to both f
and ux, which directly leads to the required equations.
The third condition means that f = (ux + γ)
−1 mod G∼R. (Recall that we suppose the in-
equality fux 6= 0.) Substituting the expression for f into (20a) and splitting with respect to ux
give the equations ξu = 0, ηu = γ(τt − ξx) and ηx = τt − ξx, which imply ηxu = ηuu = 0. Using
derived equations, we simplify the equation (22) and then treat it in the same way, which in
particular gives ξxx = 0, and thus also ηxx = 0.
In the second case, which is much more complicated than the other cases, modulo G∼R-
equivalence we can set f = (ux
2 + 2βux + γ)
−1, where (β, γ) 6= (0, 0) since (ux2f)ux 6= 0.
Substituting the expression for f into (20a), splitting with respect to ux and arranging the
obtained equations, we get
ηu = −βξu + 1
2
τt, ηx = −βξx + β
2
τt + (β
2 − γ)ξu, (β2 − γ)(2ξx − βξu − τt) = 0. (24)
The cross differentiation of the two first equations in (24) implies (β2 − γ)ξuu = 0. Then the
separate differentiations of the last equation in (24) with respect to x and u successively give
(β2−γ)ξxu = 0 and (β2−γ)ξxx = 0. In view of these equations for ξ, the same differentiation of
the two first equations in (24) results in ηxx = −βξxx, ηxu = −βξxu and ηuu = −βξuu. Therefore,
if γ 6= β2, then we have the required determining equations.
Suppose that γ = β2. Then β 6= 0, and modulo G∼R-equivalence we can set β = 1, i.e.,
f = (ux + 1)
−2. The general solution of the system ηx = −ξx + τt/2, ηu = −ξu + τt/2 with
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respect to η is η = −ξ + τt(u+ x)/2 + η0(t), where η0 is an arbitrary smooth function of t. For
these values of f and η, the determining equation (20b) takes the form(
(ξt + ξug)ux + ηgu + (τt − ηu)g − ηt
)
(ux + 1) = ξuuux
2 + 2ξxuux + ξxx
and splits with respect to ux into the system
ξt + ξug = ξuu, ηgu + (τt − ηu)g − ηt = ξxx, ξuu − 2ξxu + ξxx = 0. (25)
The last equation can be represented as (∂x − ∂u)2ξ = 0, and hence its general solution is
ξ = ξ1(t, ω)u + ξ0(t, ω), where ξ1 and ξ0 are arbitrary smooth functions of t and ω = x + u.
In view of the derived expressions for ξ and η, the system of the first two equations of (25)
reduces to the system
ξ1t u+ ξ
0
t + (ξ
1
ωu+ ξ
1 + ξ0ω)g = ξ
1
ωωu+ 2ξ
1
ω + ξ
0
ωω, (26)
(−2ξ1u− 2ξ0 + τtω + 2η0)gu + τtg + 4ξ1ω − τttω − 2η0t = 0. (27)
We assume (t, ω, u) to be the tuple of independent variables in the last system.
If the arbitrary element g is not a fractional linear function, then we can split the equation (26)
simultaneously with respect to g an u and obtain the equations ξ1ω = 0 and ξ
0
ω = −ξ1, whose
consequence is ξ0ωω = 0. Otherwise (i.e., in the case of nonconstant fractional linear g, since
gu 6= 0 by a lemma’s assumption), we differentiate the equation (27) with respect to ω and split
the derived differential consequence with respect to u, which again leads to the equations ξ1ω = 0
and ξ0ωω = 0. Therefore, in the third case we also have the required equations ξxx = ξxu = ξuu = 0
and, therefore, ηxx = ηxu = ηuu = 0.
In other words, the system of determining equations for Lie symmetries of equations in the
class C in fact reduces to the system of the equations τx = τu = 0, (20a), (21) and
ξt + ξug = 0, (28)
ηgu + (τt − ηu)g − ηt = 0. (29)
The system (21) is equivalent to the following representation for the components ξ and η:
ξ = ξ1(t)x+ ξ2(t)u+ ξ0(t), η = η1(t)x+ η2(t)u+ η0(t),
where ξ0, ξ1, ξ2, η0, η1, and η2 are smooth functions of t.
Lemma 16. (i) For all equations in the class C, except those G∼R-equivalent to equations of
Case 7, the x-components of admitted Lie-symmetry vector fields satisfy the determining equation
ξu = 0. (ii) For all equations in the class C, except those G∼R-equivalent to equations of Case 5,
the u-components of admitted Lie-symmetry vector fields satisfy the determining equation ηx = 0.
Proof. Suppose that an equation E in the class C admits a Lie-symmetry vector field Q with
(ξ2, η1) 6= (0, 0), and (f, g) is the associated value of the arbitrary-element tuple.
If ξu = ξ
2 6= 0 (resp. ηx = η1 6= 0) for Q, then the equation (28) (resp. the differential
consequence of (29) obtained with the action by the operator ∂x) implies guu = 0, and hence
g = u mod G∼R since gu 6= 0 in the class C. For this value of the arbitrary element g, the
equations (28) and (29) respectively split with respect to (x, u) into the equations
ξ0t = ξ
1
t = 0, ξ
2
t = −ξ2 and η0t = η0, η1t = η1, η2t = τt. (30)
Now we apply the furcate splitting with respect to f . Here the template form of equations
for f is
(a1ux
2 + a2ux + a3)fux + (2a1ux + a4)f = 0, (31)
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where a1, . . . , a4 are constants. Template-form equations for f are obtained by fixing t in the
classifying equation (20a). Denote by k the number of linearly independent tuples (a1, a2, a3, a4)
among those associated with template-form equations for f . We have k > 0 since (ξ2, η1) 6= (0, 0)
for the Lie-symmetry vector field Q.
If k > 2, then f = ε(ux + 1)
−2 mod G∼R with ε = ±1 since fux 6= 0 and (ux2f)ux 6= 0 for
equations in the class C. Splitting the equation (20a) for this value of f with respect to ux,
we derive the equations τt = 2η
1 + 2ξ1 and R := ξ1 − ξ2 + η1 − η2 = 0. Then in view of the
system (30), we have τtt = 2η
1, Rtt = −ξ2 + η1 = 0 and Rttt = ξ2 + η1 = 0, i.e., ξ2 = η1 = 0 for
Lie-symmetry vector fields of the equation E, which contradicts the condition (ξ2, η1) 6= (0, 0)
for Q.
Therefore, k = 1. We fix a template-form equation, and let (a1, a2, a3, a4) be the corresponding
(nonzero) coefficient tuple. Since k = 1, the coefficient tuple (−ξ2, η2 − ξ1, η1, τt − 2ξ1) of the
equation (20a) is proportional to (a1, a2, a3, a4),
−ξ2 = λa1, η2 − ξ1 = λa2, η1 = λa3, τt − 2ξ1 = λa4, (32)
where λ = λ(t) is a nonvanishing smooth function of t, and (a1, a3) 6= (0, 0) since (ξ2, η1) 6= (0, 0)
for Q. This implies that a1η
1 + a3ξ
2 = 0. The differentiation of this equation with respect
to t gives, in view of (30), the equation a1η
1 − a3ξ2 = 0, i.e., a1η1 = a3ξ2 = 0 and thus
ξ2η1 = a1a3 = 0.
If a1 6= 0, then due to the possibility of simultaneous opposite scalings of (a1, a2, a3, a4) and λ
we can assume without loss of generality that a1 = 1 and λ = −ξ2 6= 0. Hence η1 = 0 and
a3 = 0. The other equations following from (32) are η
2 = −a2ξ2 + ξ1 and τt = −a4ξ2 + 2ξ1. We
combine them with equations of (30) to get τt = η
2
t = a2ξ
2, which leads to a4 = −a2 and ξ1 = 0.
We have a2 6= 0 since otherwise the fixed template-form equation for f contradicts the auxiliary
inequality (ux
2f)ux 6= 0 for arbitrary elements of equations in the class C. This is why modulo
G∼R-equivalence we can set a2 = 1 and obtain, after alternating the sign of t if ε = −1, Case 7.
For the case a3 6= 0, the consideration is similar. Due to the possibility of simultaneous
opposite scalings of (a1, a2, a3, a4) and λ we can assume without loss of generality that a3 = 1 and
λ = η1 6= 0. Hence ξ2 = 0 and a1 = 0. The other equations following from (32) are η2 = a2η1+ξ1
and τt = a4η
1 + 2ξ1. We combine them with equations of (30) to obtain τt = η
2
t = a2η
1, which
leads to a4 = a2 and ξ
1 = 0. We have a2 6= 0 since otherwise the fixed template-form equation
for f contradicts the auxiliary inequality fux 6= 0 for arbitrary elements of equations in the
class C. This is why modulo G∼R-equivalence we can set a2 = 1 and obtain, after alternating the
sign of t if ε = −1, Case 5.
Therefore, in the rest of the proof we can exclude equations falling, modulo G∼R-equivalence,
into Cases 5 or 7 and additionally set ξt = ξu = ηx = 0, i.e.,
ξ = c1x+ c2, η = η
2(t)u+ η0(t),
where c1 and c2 are constants. The unsolved determining equations are exhausted by the reduced
form of the equations (20a) and (29),
(η2 − c1)uxfux + (τt − 2c1)f = 0, (33)
(η2u+ η0)gu + (τt − η2)g = η2t u+ η0t . (34)
We complete the group classification of the class C by the method of furcate splitting. The
system of the reduced classifying equations (33) and (34) is decoupled, and the arbitrary el-
ements f and g are unary functions of different arguments. Thus, we need to apply two-step
furcate splitting, with respect to f and then with respect to g. Here the template forms of
equations for f and g are respectively
a2uxfux + a4f = 0, (35)
(b1u+ b2)gu + b3g = b4u+ b5, (36)
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where a2, a4 and b1, . . . , b5 are constants. (We number the constants a2 and a4 in the way
consistent with the template form (31).) Template-form equations for f and g are obtained
by fixing t in the classifying equations (33) and (34), respectively. Denote by k (resp. l) the
number of linearly independent tuples (a2, a4) (resp. (b1, . . . , b5)) among those associated with
template-form equations for f (resp. g). We have k < 2 since f 6= 0.
k = 0. This means that the equation (33) is an identity with respect to f , i.e., η2 = c1 and τt =
2c1. Then b3 = b1 and b4 = 0 in the template form (36) of equations for g. The number l of linearly
independent tuples among possible values of the coefficient tuple (b1, b2, b5) cannot exceed one
since otherwise the corresponding system of template-form equations either is inconsistent or has
only constant solutions, which contradicts the auxiliary inequality gu 6= 0 for arbitrary elements
of equations in the class C. If l = 0, i.e., the classifying equation (34) is also an identity, then
we get the general classification Case 0 of Table 1 with no Lie symmetry extension. For l = 1,
depending on whether or not the coefficient b1 in a nonidentical template-form equation vanishes,
we obtain that either g = u mod G∼R or g = u
−1 + ν mod G∼R. The first option corresponds to
Case 1. The second option leads to Case 2 in view of the condition ν = 0 since for ν 6= 0 we only
obtain the kernel invariance algebra g∩C = 〈∂t, ∂x〉, which corresponds to the condition l = 0
contradicting the supposed condition l = 1.
k = 1. We fix a (nonidentical) template-form equation for f , and let (a2, a4) be the correspond-
ing (nonzero) coefficient tuple. The inequality f 6= 0 implies a2 6= 0, and thus we can set a2 = 1.
Denote n := −a4. Then the equation (35) implies that f = |ux|n mod G∼R, where n 6= 0 and
n 6= −2 according to the auxiliary inequalities fux 6= 0 and (ux2f)ux 6= 0 for arbitrary elements of
equations in the class C. Since k = 1, the coefficient tuple (η2− c1, τt− 2c1) of the equation (33)
is proportional to (1,−n). In other words, η2 − c1 = λ, τt − 2c1 = −nλ, where λ = λ(t) is a
nonvanishing smooth function of t. Hence τt = −nη2 + (n + 2)c1, and the equation (34) takes
the form
(η2u+ η0)gu +
(
(n+ 2)c1 − (n+ 1)η2
)
g = η2t u+ η
0
t . (37)
We again apply the furcate splitting with respect to g using the number l for marking different
cases. We have l > 0 since otherwise the equation (37) would be an identity with respect to g
and thus η0 = η2 = 0 and, in view of n 6= −2, c1 = 0, which would lead to the kernel invariance
algebra g∩C = 〈∂t, ∂x〉 and would thus give k = 0, contradicting the condition k = 1. The further
consideration splits into two cases, l > 2 and l = 1.
l > 2. Note that three is the maximal value of l since for greater values of l, systems of template-
form equations are not consistent.
Suppose that for two template-form equations with linearly independent tuples of coefficients
(b1, . . . , b5) and (b
′
1, . . . , b
′
5), the conditions b2b
′
1 − b′2b1 6= 0, b3b′1 − b′3b1 = 0 and b4b′1 − b′4b1 6= 0
hold. Then the consistency of these template-form equations implies that guuu = 0 and guu 6= 0,
i.e., g = u2 + δ mod G∼R with δ ∈ {−1, 0, 1}. Splitting the equation (37) for the obtained value
of the arbitrary element g with respect to u, we derive the equations (n + 2)c1 = (n − 1)η2,
η0t = −2δη2 and η2t = 2η0. These equations imply n = 1 since otherwise η2 = (n+ 2)c1/(n− 1),
η0 = 0, δc1 = 0 and thus l 6 1, which contradicts the assumed condition l > 2. Then c1 = 0,
and we obtain Cases 6a, 6b and 6c depending on the value of δ.
If there exists a pair of template-form equations with other conditions on the associated
linearly independent tuples of coefficients b’s and b′’s, then we get guu = 0, i.e., g = εu mod G
∼
R
with ε ∈ {−1, 1} in view of the auxiliary inequality gu 6= 0 within the class C. The equation (37)
with this value of g splits into the equations η2t = −εnη2+ ε(n+2)c1 and η0t = εη0. As a result,
we get Case 9b, for which in fact l = 3.
l = 1. Then the coefficient tuple of the equation (37) is proportional to the (nonvanishing)
coefficient tuple of a template-form equation,
η2 = χb1, η
0 = χb2, (n+ 2)c1 − (n + 1)η2 = χb3, −η2t = χb4, −η0t = χb5.
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χ = χ(t) is a nonvanishing smooth function of t. Moreover, we have the inequality guu 6= 0 since
otherwise l = 2. We consider separately two cases, (b1, b4) 6= (0, 0) and b1 = b4 = 0.
Suppose at first that (b1, b4) 6= (0, 0). We recombine the above equations to the equations
b1χt + b4χ = 0 and b2χt + b5χ = 0 whose consistency as algebraic equations with respect to
(χt, χ) implies that the pair (b2, b5) is proportional to (b1, b4). Therefore, modulo G
∼
R-equivalence
(more specifically, modulo shifts of u) we can set b2 = b5 = 0, and thus η
0 = 0. Then it becomes
obvious that b1 6= 0 since otherwise b3b4 6= 0, which implies guu = 0. Therefore, due to the
possibility of simultaneous opposite scalings of (b1, b3, b4) and χ we can assume without loss of
generality that b1 = 1 and χ = η
2 6= 0. Hence (n + 2)c1 = (n + 1 + b3)η2 and η2t = −b4η2. For
b4 = 0 we directly obtain Case 4a. If b4 6= 0, then c1 = 0 and b3 = −n− 1, which gives Case 4b.
Let b1 = b4 = 0. Then the inequality guu 6= 0 implies b2 6= 0 and b5 = 0. To derive the last
equality, we use the fact that otherwise η0t = b2χt 6= 0 and hence b3 = 0, which contradicts the
inequality guu 6= 0. Therefore, g = εeu mod G∼R with ε ∈ {−1, 1}, which gives Case 3.
The proof of Proposition 14 is completed.
6 Lie reductions and exact solutions
Exact solutions of equations for the classH were constructed by various methods in many papers,
including classical Lie reductions [10], nonclassical reductions using conditional symmetries [4, 9,
12, 44, 47] and generalized separation of variables [13]. See also [3, Section 10.5], [34, Chapter 5]
and references therein.
The construction of exact solutions of equations from the class F is reduced by the family
of transformations from G∼F with (t, x, u)-components t˜ = t, x˜ = x, u˜ = u − gt, which is
parameterized by the arbitrary element g, to the same problem for the subclass F ′, cf. Section 2.
Equations from the subclass F ′, which are nonlinear filtration equations, are potential equations
of nonlinear diffusion equations. Lie reductions of the latter equations were studied in [30].
Exact solutions of both nonlinear diffusion equations and nonlinear filtration equations were
found using Lie and quasilocal (potential) symmetries [1, 2], generalized separation of variables
[7, 11], nonclassical reductions and nonclassical potential reductions [5, 15, 42] and generalized
conditional symmetries [43]. See also [3, Section 10.2], [34, Chapter 5] and references therein.
The optimal way for constructing exact solutions of equations from the class L is to use their
linearization by the hodograph transformation t˜ = t, x˜ = u, u˜ = x with (t˜, x˜) and u˜ being
the new independent and dependent variables, respectively, to Kolmogorov equations; see the
introduction.
This is why it is justified to look for exact solutions of equations from the class C only,
excluding equations related to Case 9b, which is similar to Case 9a with respect to additional
equivalence transformations. We select all G∼R-inequivalent cases of Table 1 with four-dimensional
maximal Lie invariance algebras as the most interesting, which are Cases 5, 6a and 7. They are
the obvious contenders for allowing one to construct nontrivial explicit solutions. We identify
the structure of the associated maximal Lie algebras according Mubarakzyanov’s classification of
real four-dimensional Lie algebras [22]. Optimal lists of subalgebras of such algebras (i.e., com-
plete lists of subalgebras that are inequivalent up to inner automorphisms of the corresponding
algebras) were constructed by Patera and Winternitz in [32]. Since we carry out Lie reductions of
partial differential equations with two independent variables to ordinary differential equations,
we only need optimal lists of one-dimensional subalgebras. For each of the selected classifica-
tion cases, we additionally gauge, whenever it is possible, subalgebra parameters using outer
automorphisms of the corresponding algebras that are induced by discrete symmetries of related
equations. See also [36] for a collection of various characteristics of low-dimensional Lie algebras
and of classifications of related objects. It is convenient to present the results of Lie reductions
as Table 2, each row of which includes a basis element of the canonical representative of an
equivalence class of one-dimensional subalgebras, an associated ansatz for the dependent vari-
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Table 2: Lie reductions of Cases 5 and 6a and the equation (41) to ODEs
no. Subalgebra basis element Ansatz for u ω Reduced equation
5.1 ∂x u = φ t φω = εφ
5.2 ∂t + κ∂x u = φ x− κt φωω = −(κφω + εφ)(φω + 1)
5.3 eεt(∂t + ε(u+ x)∂u) u = φe
εt − x x φωω = εωφω
5.4 eεt(∂t + ε(u+ x)∂u) + ∂x u = φe
εt − x− e−εt/(2ε) x+ e−εt/ε φωω = φω(εω − φω)
6.1 ∂x u = φ t φω = φ
2
6.2 ∂t u = φ x φωφωω + φ
2 = 0
6.3 ∂t + ∂x u = φ x− t φωφωω + φ
2 + φω = 0
6.4 t∂t − u∂u + κ∂x u = φ/t x− κ ln |t| φωφωω + φ
2 + κφω + φ = 0
6.5 (t2+1)∂t − (2tu+1)∂u + κ∂x u = (φ− t)/(t
2 + 1) x− κ arctan t φωφωω + φ
2 + κφω + 1 = 0
7˜.1 ∂x u = φ t φω = 0
7˜.2 t∂x + ε
−1∂u u = φ+ ε
−1x/t t φω + ω
−1φ = 0
7˜.3 ∂t u = φ x φω(φωω − εφ) = 0
7˜.4 ∂t + t∂x + ε
−1∂u u = φ+ ε
−1t x− t2/2 φω(φωω − εφ) = ε
−1
7˜.5 t∂t − u∂u + κ∂x u = (φ+ ε
−1κ)/t x− κ ln |t| φω(φωω − εφ) + φ = −ε
−1κ
able, the invariant independent variable ω and the corresponding reduced equation, respectively.
Here and below c’s are arbitrary constants.
Case 5. The maximal Lie invariance algebra g5 of the equation
ut =
uxx
ux + 1
+ εu, ε = ±1 mod G∼R, (38)
is isomorphic to the algebra g4,8 with h = 0 from Mubarakzyanov’s classification, which is
denoted by A04.8 in [36] and by A
0
4,9 in [32]. To obtain canonical commutation relations, basis
elements can be chosen in the following way:
e1 = e
εt∂u, e2 = e
εt(∂t + ε(u+ x)∂u), e3 = ε
−1∂x, e4 = ε
−1∂t.
An optimal list of one-dimensional subalgebras of g5 is exhausted by the subalgebras 〈e1〉, 〈e2〉,
〈e3〉, 〈e2+ε′εe3〉 and 〈e4+κe3〉, where ε′ = ±1 and κ is an arbitrary constant. The equation (38)
also admits the discrete point symmetry Ix,u of simultaneously alternating signs of (x, u), which
generates an outer automorphism of the algebra g5 with the matrix diag(−1, 1,−1, 1) in the
chosen basis. Using this automorphism we can set ε′ = 1 in the fourth subalgebra. The first sub-
algebra does not satisfy the transversality condition and thus cannot be used for Lie reduction.
Ansatzes constructed with the other subalgebras and the corresponding reduced equations are
listed in Table 2. The general solutions of reduced equations 5.1, 5.3 and 5.4 are respectively
φ = c1e
εt, φ = c1
∫
eεω
2/2dω + c2, φ = ln
∣∣ ∫ eεω2/2dω + c1∣∣+ c2,
where c’s are arbitrary constants, and integrals denote fixed antiderivatives. The reduced equa-
tion 5.2 with κ = 0 is integrated once to φω − ln |φω +1| = −εφ2/2+ c1. The general solution of
the last equation is represented in a parametric form with quadrature, where φω plays the role
of the parameter.
Case 6a. The maximal Lie invariance algebra g6a of the equation ut = uxuxx+u
2 is a realization
of the algebra g3,5+g1 from Mubarakzyanov’s classification, which is denoted by A3,8⊕A1 in [32]
and is merely sl(2,R)⊕A1 [36]. We choose the basis
e1 = ∂t, e2 = t∂t − u∂u, e3 = t2∂t − (2tu+ 1)∂u, e4 = ∂x.
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An optimal list of one-dimensional subalgebras of g6a is exhausted by the subalgebras 〈e1〉, 〈e4〉,
〈e2+ε′e4〉, 〈e2+κe4〉 and 〈e1+e3+κe4〉, where ε′ = ±1, and κ is an arbitrary nonnegative constant
and an arbitrary constant in the fourth and the fifth subalgebras, respectively. The equation
ut = uxuxx + u
2 also admits the discrete point symmetry It,u of simultaneously alternating
signs of (t, u), which generates the outer automorphism of the algebra g6a with the matrix
diag(−1, 1,−1, 1) in the chosen basis. Using this automorphism we can set ε′ = 1 in the third
subalgebra. Ansatzes constructed with the above subalgebras and the corresponding reduced
equations are listed in Table 2.
The solutions of reduced equation 6.1 are exhausted by the general solution φ = −(t+ c1)−1
and the singular solution φ = 0.
Reduced equation 6.2 is integrated to − ∫ (φ3 + c1)−1/3dφ = x + c2. For the value c1 = 0,
we obtain the one-parameter singular solution family φ = c˜2e
−x. If c1 6= 0, then the expression
(φ3 + c1)
−1/3dφ is a differential binomial φm(a+ bφn)pdφ with m = 0, n = 3, p = −1/3, a = c1
and b = 1, i.e., (m + 1)/n + p = 0 is an integer. According the Chebyshev theorem on the
integration of differential binomials, the integral of this differential binomial is reduced to the
integral of a rational function by the substitution c1φ
−3 + 1 = t3 and thus it can be expressed
by elementary functions. Finally, we construct the general solution of reduced equation 6.2 in
the implicit form
1
2
ln |(φ3 + c1)1/3 − φ|+ 1√
3
arctan
2(φ3 + c1)
1/3 + φ√
3φ
= x+ c2.
Reduced equations 6.3–6.5 are of the general form
φωφωω + φ
2 + κφφω + µφ+ ν = 0, (39)
where (κ, µ, ν) = (1, 0, 0), (µ, ν) = (1, 0) and (µ, ν) = (0, 1) for reduced equation 6.3, 6.4 and 6.5.
By the standard substitution lowering orders of autonomous equations, φω = p(y), where y = φ
plays the role of the new independent variable, the equation (39) is reduced to the first-order
ordinary differential equation p2py + y
2 + κp+ µy+ ν = 0. The point transformation y˜ = p+ y,
p˜ = y maps the last equation to an Abel equation of the second kind,
(
(2y˜ + µ− κ)p˜− y˜2 + κy˜ + ν)p˜y˜ + (p˜ − y˜)2 = 0,
see, e.g., [33, substitution 1.4.4-1.3◦ ]. If ν = 0, one can also use the point transformation y˜ = p/y,
p˜ = 1/y resulting to the simpler Abel equation of the second kind
(
(κy˜+µ)p˜+ y˜3+1
)
p˜y˜ = y˜
2p˜.
The above Abel equations are further reduced by point transformations to Abel equations of
the second (or first) kind in the canonical form.
Case 7. Up to G∼R-equivalence, this is the only case among cases of Lie-symmetry extensions
within the subclass C that admits non-fiber-preserving point symmetry transformations. (Such
symmetry transformations are typical for equations from the subclasses F and L.) The indi-
cation, in infinitesimal terms, of the presence of such symmetry transformations is that the
x-component of the Lie-symmetry vector field e−εt(∂t− εu∂x + εu∂u) of this case depends on u.
To avoid Lie reductions with implicit ansatzes and to simplify the Lie reduction procedure in
total, it is convenient to map the corresponding equation
ut =
uxuxx
(ux + 1)3
+ εu, ε = ±1 mod G∼R, (40)
by the point transformation t˜ = ε−1eεt, x˜ = x+ u, u˜ = e−εtu to the equation
u˜t˜ = u˜x˜u˜x˜x˜ − εu˜u˜x˜, (41)
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which we denote by “Case 7˜”. We omit tildes of t, x and u below. The maximal Lie invariance
algebra g7˜ of the equation (41) is spanned by the vector fields e1 = ∂x, e2 = ∂t, e3 = t∂x+ε
−1∂u
and e4 = t∂t − u∂u. It is a realization of the algebra g4,8 with h = −1 from Mubarakzyanov’s
classification, which is denoted by A4,8 in [32] and by A
−1
4.8 in [36]. An optimal list of one-
dimensional subalgebras of g7˜ is exhausted by the subalgebras 〈e1〉, 〈e3〉, 〈e2〉, 〈e2 + ε′e3〉 and
〈e4+ κe1〉, where ε′ = ±1 and κ is an arbitrary constant. The equation (41) admits the discrete
point symmetries It,u and Ix,u of simultaneously alternating signs of (t, u) and of (x, u), respec-
tively. The involution Ix,u generates the outer automorphism of the algebra g7˜ with the matrix
diag(−1, 1,−1, 1) in the fixed basis. Using this automorphism we can set ε′ = 1 in the fourth
subalgebra. Ansatzes constructed with the above subalgebras and the corresponding reduced
equations are marked in Table 2 by 7˜, where tildes of t, x and u are still omitted.
Reduced equations 7˜.1 and 7˜.2 are trivially integrated to φ = c0 and φ = c0/t, respectively.
The solution set of reduced equation 7˜.3 splits into two families. The first family φ = c0 is
common for both the values of ε. The second family depends on ε, φ = c1e
ω + c2e
−ω if ε = 1
and φ = c1 cosω + c2 sinω if ε = −1.
Reduced equation 7˜.4 has the first integral φ 2ω − εφ2 − 2ε−1ω = c1. This equation is mapped
by the substitution 1/φω + φ = p(y), where y = −1/φω plays the role of the new independent
variable, to the Abel equation of the second kind in the canonical form ppy − p = ε/y3.
Similarly, reduced equation 7˜.5 is mapped by the substitution p(y) = φ, where y = φω plays
the role of the new independent variable, to the equation ((1− εy)p + ε−1κ)py = −y2, which is
an Abel equation of the second kind if κ 6= 0 and an equation with separable variables if κ = 0.
In the second case, we obtain the equation φ2 = ε−1φ 2ω +2ε
−2φω+2ε
−3 ln |φω − ε−1|+ c1 whose
general solution is represented in a parametric form with quadrature, where φω plays the role
of the parameter. If κ 6= 0, the corresponding Abel equation is reduced to the canonical form
p¯p¯y¯−p¯ = ε−3(y¯+ε−1κ)2/y¯3 by the point transformation y¯ = ε−1κ/(1−εy), p¯ = p+ε−1κ/(1−εy).
The equation (41) is of the form admitting the generalized separation of variables [14]. The
nonlinear differential operator u˜x˜u˜x˜x˜ − εu˜u˜x˜ from the right hand side of this equation preserves
the exponential linear space 〈1, ex˜, e−x˜〉 or trigonometric linear spaces 〈1, cos x˜, sin x˜〉 if ε = 1
or ε = −1, respectively, cf. [13]. Using the ansatz u˜ = τ0(t˜) + τ1(t˜)ex˜ + τ2(t˜)e−x˜ for ε = 1 or
u˜ = τ0(t˜) + τ1(t˜) cos x˜ + τ2(t˜) sin x˜ for ε = −1, where τ ’s are the new unknown functions, we
construct three-parameter families of exact solutions of the equation (41),
u˜ = c0 + c1e
x˜+c0t˜ + c2e
−x˜−c0t˜ if ε = 1 and u˜ = c0 + c1 cos(x˜+ c0t˜+ c2) if ε = −1.
At the same time, these solutions are Lie invariant solutions, which can be constructed using
reduction 7˜.3 and the action of Galilean boosts generated by the Lie-symmetry vector field e3. No
further extension of these families of exact solutions of the equation (41) with its Lie symmetries
is possible.
Substituting t˜ = ε−1eεt, x˜ = x+ u, u˜ = e−εtu into the above solutions of the equation (41),
we construct implicit solutions of the equation (40).
Note that the further hodograph transformation tˆ = t˜, xˆ = u˜, uˆ = x˜ reduces the equation (41)
to the equation uˆtˆ = uˆ
−3
xˆ uˆxˆxˆ + εx, which is the potential equation for the nonlinear diffusion–
reaction equations u˘tˆ = (u˘
−3u˘xˆ)xˆ + ε, where u˘ = uˆxˆ. See the first paragraph of this section for
references on symmetry analysis of the last equation.
7 Conclusion
Carrying out group classification of the classR of (1+1)-dimensional nonlinear diffusion–reaction
equations with gradient-dependent diffusivity in the present paper, we have corrected and en-
hanced results of [8] in several aspects.
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We have justified the necessity of studying the entire class R and carefully analyzed its struc-
ture. In the notation of the present paper, the authors of [8] considered the group classification
problem only for the subclass C with respect to its equivalence group, having discarded other sub-
classes of R. They include the subclass H with known group classification, the subclass F whose
group classification can be easily derived from known group classification of the subclass F ′ and
the subclass L of linearizable equations with transformational properties essentially different
from other equations in the class R. Nevertheless, the consideration of the subclass C alone is
not natural since some equations in C are related by point transformations to equations in F ,
and the subclass F intersects the subclasses H and L.
We have computed the usual equivalence groups of the class R and all the above subclasses as
well as the generalized equivalence group G¯∼F and the effective generalized equivalence group Gˆ
∼
F
of the subclass F . We have also checked the consistency of these groups for using in the course
of group classification. The group Gˆ∼F gives the first nontrivial example of finite-dimensional
effective generalized equivalence group in the literature. Moreover, the class F has another un-
expected property formulated in Theorem 7: any effective generalized equivalence group of the
class F does not contain the usual equivalence group of this class. This phenomenon had not
been observed before, and finding out it is the most interesting result of the present paper al-
though it was obtained as a by-product. Since Gˆ∼F is not a normal subgroup of G¯
∼
F , it is obvious
that Gˆ∼F is not a unique effective generalized equivalence group of the subclass F . Whether this
group is unique up to the subgroup similarity within G¯∼F is still an open problem.
In the context of the group classification of the subclass C given in [8], the most significant and
also unexpected enhancement is discovering Case 7, which was missed in [8]. It essentially differs
from the other classification cases in the subclass C since only equations fitting in Case 7 up to
G∼R-equivalence admits non-fiber-preserving Lie-symmetry transformations. An explanation of
the presence of such transformations is that these equations are reduced by non-fiber-preserving
point transformations to a potential nonlinear diffusion–reaction equation.
The third direction of enhancements concerns additional equivalences between classification
cases. We have constructed additional equivalence transformations relating Cases 6a–6c, which
were missed in [8]. It is obvious that there also exist similar transformations between multidi-
mensional counterparts of Cases 6a–6c, cf. Cases 6–8 of [8, Table 2]. Using relevant equivalence
relations, we have properly gauged all constants parameterizing classification cases and first
proved the completeness of the additional equivalence transformations presented in the foot-
note of Table 1, which leads to the group classification of the class R up to the general point
equivalence, see Theorem 13.
The complex structure of the class R required the application of various advanced techniques
of group analysis of differential equations. Moreover, we needed to combine and develop them
for an efficient solution of the group classification problem for the class R. At the same time,
the simple form of equations in this class has allowed us to present the obtained results in a
clear way.
Results of Section 2 on various equivalence groups of the class R and of its subclasses H,
L, F , F ′ and C and the classification of Lie symmetries of equations from these classes that
is presented in Section 3 jointly imply that these classes are not normalized in both the usual
and the generalized sense. (See [28, 35, 39] for related definitions.) The existence of additional
equivalence transformations among cases of Lie-symmetries extension in the subclasses H, L
and C means that these subclasses as well as the entire class R are even not semi-normalized.
This is why in the course of computing the above equivalence groups, we have suggested and
applied an optimized version of the direct method. This version involves preliminary study of
admissible transformations within the entire class and the successive splitting of the determining
equations for these transformations with respect to the corresponding arbitrary elements and
their derivatives, depending on auxiliary constraints associated with each of the subclasses under
consideration separately. In order to make the group classifications of the subclasses F and F ′
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consistent, we have found the generalized equivalence group of F and its effective counterpart.
The group classification of the class L has been obtained from the known group classification of
Kolmogorov equations up to general point equivalence [40, Corollary 7] using a technique based
on mappings between classes of differential equations via point transformations [47].
The arbitrary elements f and g depend on different arguments, ux and u, respectively. This
is why in the course of solving the group classification problem for the subclass C, we needed to
use the double furcate splitting with respect to two pairs “(an argument, an arbitrary element)”,
(ux, f) and (u, g). Moreover, it is impossible to directly apply furcate splitting to the classifying
system (20) within the subclass C, not to mention the entire class R. The subsystem of non-
classifying determining equations for Lie symmetries of equations from the class R is exhausted
by two equations, which are common for all (1+1)-dimensional evolution equations and constrain
only the t-components of Lie-symmetry vector fields, τx = τu = 0. The dependence of the
corresponding x- and u-components on u is not specified and hence the furcate splitting with
respect to (u, g) cannot be initiated without additional constraints on the arbitrary elements
and without a preliminary preparation of the classifying equations. One more complication is
that the classifying system (20) is (partially) coupled in (f, g). Under the auxiliary inequalities
fux 6= 0, (ux2f)ux 6= 0 and gu 6= 0 singling out the subclass C, the system (20) implies more
equations, (21), not involving the arbitrary elements (f, g) and thus reduces to an uncoupled
system for (f, g); see Lemma 15 and the discussion after it. An inconvenience of the reduced
system is that it includes two equations for g, (28) and (29). Then we have found out a property
of Lie symmetry algebras that singles out two classification cases being singular in the subclass C,
Cases 5 and 7. In the course of computing these cases, we use the auxiliary furcate spitting with
respect (ux, f). For other classification cases, there are very restrictive determining equations,
ξt = ξu = ηx = 0, which simplify the system of classifying equations to the uncoupled systems of
only two equations (33) and (34). The last system is perfectly appropriate for the double furcate
splitting with respect to (ux, f) and (u, g).
For effectively constructing additional equivalence transformations or for proving nonexis-
tence of such transformations, we have combined the direct method of computing point transfor-
mations between similar equations with the algebraic method based on comparing the structure
of the corresponding Lie invariance algebras.
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