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Abstract Previous studies have shown that weighted angu-
lar moments derived from jet constituents encode the colour
connections between partons that seed the jets. This paper
presents measurements of two such distributions, the jet-pull
angle and jet-pull magnitude, both of which are derived from
the jet-pull angular moment. The measurement is performed
in t t¯ events with one leptonically decaying W boson and one
hadronically decaying W boson, using 36.1 fb−1 of pp col-
lision data recorded by the ATLAS detector at
√
s = 13 TeV
delivered by the Large Hadron Collider. The observables are
measured for two dijet systems, corresponding to the colour-
connected daughters of the W boson and the two b-jets from
the top-quark decays, which are not expected to be colour
connected. To allow the comparison of the measured dis-
tributions to colour model predictions, the measured distri-
butions are unfolded to particle level, after correcting for
experimental effects introduced by the detector. While good
agreement can be found for some combinations of predic-
tions and observables, none of the predictions describes the
data well across all observables.
1 Introduction
In high-energy hadron collisions, such as those produced at
the Large Hadron Collider (LHC) [1] at CERN, quarks and
gluons are produced abundantly. However, due to the confin-
ing nature of quantum chromodynamics (QCD), the direct
measurement of the interactions that occur between these
particles is impossible and only colour-neutral hadrons can
be measured. To a good approximation, the radiation pattern
in QCD can be described through a colour–connection pic-
ture, which consists of colour strings connecting quarks and
gluons of one colour to quarks and gluons of the correspond-
ing anti–colour. Figure 1 illustrates the colour connections
for the relevant elementary QCD vertices.
 e-mail: atlas.publications@cern.ch
In the decay chain of a hard-scatter event, the colour charge
“flows” from the initial state towards stable particles whilst
following the rules illustrated in Fig. 1. As colour charge is
conserved, connections exist between initial particles and the
stable colour-neutral hadrons.
In practice, high-energy quarks and gluons are measured
as jets, which are bunches of collimated hadrons that form
in the evolution of the coloured initial particles. The colour
connections between high-energy particles affect the struc-
ture of the emitted radiation and therefore also the structure
of the resulting jets. For example, soft gluon radiation is sup-
pressed in some regions of phase space compared to others.
Specifically, due to colour coherence effects, QCD predicts
an increase of radiation where a colour connection is present
compared to a region of phase space where no such connec-
tion exists, see Ref. [2]. Smaller effects on the event topology
and measured quantities are expected from colour reconnec-
tion in the hadronisation process.
Providing evidence for the existence of the connections
between particles – the colour flow – is important for the val-
idation of phenomenological descriptions. Using the energy-
weighted distributions of particles within and between jets
has been a long-standing tool for investigating colour flow,
with early measurements at PETRA [3] and LEP [4,5]. Later,
a precursor of the jet pull was studied using the abundant jet
production at the Tevatron [6]. Recently, the colour flow was
measured by ATLAS in t t¯ events at the LHC at a centre-of-
mass energy of
√
s = 8 TeV [7] using the jet-pull angle.
Figure 2 illustrates the production of a t t¯ pair and its sub-
sequent decay into a single-lepton final state as produced at
the LHC with colour connections superimposed. In the hard-
scatter event, four colour-charged final states can be iden-
tified: the two b-quarks produced directly by the decay of
the top-quarks and the two quarks produced by the hadron-
ically decaying W boson. As the W boson does not carry
colour charge, its daughters must share a colour connection.
The two b-quarks from the top-quark decays carry the colour
charge of their respective top-quark parent, and are thus not
expected to share a colour connection.
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Fig. 1 QCD colour propagation rules for elementary quark–gluon vertices. Black lines denote Feynman-diagram style vertices, coloured lines
show QCD colour connection lines
Fig. 2 Illustration of a semileptonic t t¯ event with typical colour con-
nections (thick coloured lines)
Despite the long-standing history of measurements of the
potential effects of colour connections, they remain a poorly
constrained effect of QCD and require further experimental
input. Furthermore, it may be possible to use the extracted
colour information to distinguish between event topologies
with a different colour structure. In the case of jets, such
colour information would complement the kinematic prop-
erties, and might enable the identification of otherwise irre-
ducible backgrounds, or facilitate the correct assignment of
jets to a particular physical process. For example, a colour-
flow observable could be used to resolve the ambiguity in
assigning b-jets to the Higgs boson decay in t t¯ H(→ bb¯)
events.
An observable predicted to encode colour information
about a jet is the jet-pull vector P [8], a pT-weighted radial
moment of the jet. For a given jet j with transverse momen-
tum p jT, the observable is defined as
P ( j) =
∑
i∈ j
∣∣∣ r i
∣∣∣ · piT
p jT
r i , (1)
where the summation runs over the constituents of j that
have transverse momentum piT and are located at r i =
(yi ,φi ), which is the offset of the constituent from the jet
axis (y j , φ j ) in rapidity–azimuth (y–φ) space.1 Examples of
1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upward. Cylindrical coordinates
(r, φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The rapidity, which is used in the jet-pull vector
calculation, is defined as y = 12 ln E+pzE−pz using an object’s energy E
Fig. 3 Illustration of jet-pull observables for a dijet system. For a jet j1
the jet-pull vector is calculated using an appropriate set of constituents
(tracks, calorimeter energy clusters, simulated particles, …). The vari-
able of particular sensitivity to the colour structure of j1 with respect
to j2 is the jet-pull angle θP which is the angle between the pull vector
for j1 and the vector connecting j1 to another jet j2 in localised y–φ
space (the “jet connection vector”)
constituents that could be used in Eq. (1) include calorimeter
energy clusters, inner-detector tracks, and simulated stable
particles.
Given two jets, j1 and j2, the jet-pull vector can be
used to construct the jet-pull angle θP ( j1, j2). This is
defined as the angle between the jet-pull vector P ( j1) and
the vector connecting j1 to j2 in rapidity–azimuth space,(
y j2 − y j1 , φ j2 − φ j1
)
, which is called “jet connection vec-
tor”. Figure 3 illustrates the jet-pull vector and angle for an
idealised dijet system. As the jet-pull angle is symmetric
around zero and takes values ranging from −π to π , it is
convenient to consider the normalised absolute pull angle
|θP | /π as the observable. The measurement presented here
is performed using this normalisation.
(Footnote 1 continued)
and momentum pz along the z-axis. A related quantity is the pseu-
dorapidity, which is defined in terms of the polar angle θ as η =
− ln tan(θ/2). Using these coordinates, the radial distance R between
two objects is thus defined as R = √(η)2 + (φ)2 where η and
φ are the differences in pseudorapidity and azimuthal angle between
the two objects, respectively.
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The jet-pull angle is particularly suited for studying the
colour structure of an object decaying to a dijet system, as
the inputs into the calculation are well-defined theoretically
and the observable is expected to be sensitive to the presence
or absence of a colour connection. For two colour-connected
jets, j1 and j2, it is expected that P ( j1) and P ( j2) are aligned
with the jet connection vector, i.e. θP ∼ 0. For two jets
without any particular colour connection, the jet-pull vector
and the connection vector are not expected to be aligned and
thus θP is expected to be distributed uniformly.
In this paper, the normalised jet-pull angle is measured for
two different systems of dijets in t t¯ events using 36.1 fb−1 of
pp collision data recorded by the ATLAS detector at
√
s =
13 TeV. The first targets the jets originating from the hadronic
decay of a W boson and thus from a colour singlet, while the
second targets the two b-jets from the top decays, which are
not expected to be colour connected. The magnitude of the
jet-pull vector is also measured. The results are presented as
normalised distributions corrected for detector effects.
In Sect. 2, the ATLAS detector is introduced. Section 3
discusses the data and simulation samples used by this anal-
ysis. The reconstruction procedures and event selection are
presented in Sect. 4. In Sect. 5 the analysis observables are
introduced and discussed in detail. Section 6 introduces the
phase space of the particle-level measurement and the unfold-
ing procedure used to correct the observed data for detector
effects. In Sect. 7 the relevant uncertainties and the method-
ology used to assess them are discussed. Finally, Sect. 8
presents the results, followed by a conclusion in Sect. 9.
2 The ATLAS detector
The ATLAS detector [9] is a multi-purpose detector with a
near 4π coverage in solid angle. It uses a system of track-
ing detectors, which enclose the interaction point, to pro-
vide highly resolved spatial measurements of charged par-
ticles in the range |η| < 2.5. These tracking detectors, col-
lectively called the inner detector, are immersed in a 2 T
magnetic field enabling reconstruction of the track momen-
tum. During the Long Shutdown 1, a new innermost layer
of the pixel detector was inserted into the detector, the
insertable B-layer (IBL) [10,11]. Two calorimeter subsys-
tems enclose the inner detector allowing complementary
calorimetric measurements of both the charged and neutral
particles. Behind the calorimeters a system of muon cham-
bers provides muon identification, triggering, and (addi-
tional) tracking. The muon system is immersed in a mag-
netic field provided by three toroid magnets. A more com-
plete description of the ATLAS detector can be found else-
where [9].
Data are selected for read-out and further processing by a
two-stage trigger [12] that uses coarse detector information
in a hardware-based first stage followed by a software-based
second trigger stage, which has access to the full detector
granularity. This reduces the raw rate of 40 MHz from the
LHC pp collisions to about 75 kHz after the first stage and
1 kHz after the second stage.
3 Data sample and simulation
The data used by this analysis were collected in 2015 and
2016 during pp runs provided by the LHC at a centre-of-mass
energy of
√
s = 13 TeV. Stable beams and fully operational
subdetectors are required. After data quality requirements,
the data correspond to an integrated luminosity of LInt =
36.1 fb−1.
Monte Carlo (MC) samples are used to evaluate the con-
tribution of background processes to the selected event sam-
ple, evaluate how the detector response affects the analysis
observables and for comparisons with the measured data. A
variety of configurations are investigated for different pur-
poses. Table 1 summarises the samples used by the analysis.
The t t¯ sample in the first row of the table (the “nom-
inal” sample) is used to evaluate how well the data agrees
with MC simulation, predict the number of signal events, and
obtain the nominal detector response description. This sam-
ple was generated using the Powheg- Boxv2 [13–15] event
generator with the NNPDF 3.0 parton distribution functions
(PDF) [16]. The top-quark mass, mt , was set to 172.5 GeV
and the value of the hdamp parameter, which controls the
pT of the first emission beyond the Born configuration in
Powheg, was set to 1.5 mt . The main effect of hdamp is to
regulate the high-pT emission against which the t t¯ system
recoils. Pythia 8 [17] with the NNPDF 2.3 [18] PDF set and
the A14 [19] tune2 was used to simulate the parton shower,
hadronisation and underlying event.
To evaluate the impact of systematic uncertainties com-
ing from signal modelling on the measurements, a variety of
alternative signal MC samples are used. These samples or
tunes are marked with a † in Table 1. To assess the impact
of increased or reduced radiation, samples were generated
using the A14.v3c up and down tune variations. Addi-
tionally, in the A14.v3c up (down) variation sample the
renormalisation and factorisation scales were scaled by a fac-
tor of 0.5 (2) relative to the nominal sample and the value
of hdamp was set to 3mt (1.5mt ) [32]. Similarly, to assess
the impact of colour reconnection, two samples generated
with the A14.v1 tune variations are used. These modify
simulation parameters which configure the strong coupling
2 The term tune refers to a specific setting of configurable parame-
ters of the MC generator describing non-perturbative QCD effects. A
tune variation can be used to assess the effect of the modelling of non-
perturbative effects on an analysis.
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of multi-parton interactions and the strength of the colour-
reconnection mechanism [19]. Two alternative MC programs
are used in order to estimate the impact of the choice of
hard-scatter generator and hadronisation algorithm: for each
of these samples one of the two components is replaced
by an alternative choice. The alternative choices are Mad-
Graph5_aMC@NLO (MG5_aMC) [22] for the hard-scatter
generator and Herwig 7 [20] for the hadronisation algorithm.
Two additional simulation set-ups are used to obtain t t¯
predictions, both of which are marked with a  in Table 1:
one sample uses Powheg- Box v2, with hdamp set to the
top-quark mass, interfaced to Pythia 6 for the hadronisation
and parton shower, using the Perugia 2012 tune [26]. The
second set-up uses the Sherpa [27–29] MC program with a
parton shower tune developed by the Sherpa authors.
Signal MC simulation is normalised to a theoretical cross-
section of 832+46−51 pb, where the uncertainties reflect the
effect of scale, PDF, and αs variations as well as the top-
quark mass uncertainty. This is calculated with the Top++
2.0 program [33] to next-to-next-to-leading order in per-
turbative QCD, including resummation of next-to-next-to-
leading-logarithm soft-gluon terms, assuming a top-quark
mass of 172.5 GeV [34–39]. Normalised signal MC simula-
tion is only used to compare the observed data to the predic-
tion.
Contributions from processes considered to be a back-
ground to the analysis are in most cases modelled using sim-
ulation samples. These samples are shown in the second part
of Table 1. All background MC samples are normalised to
their theoretical cross-sections evaluated to at least next-to-
leading order (NLO) precision in QCD [40–47,47,48].
Multiple overlaid pp collisions, which are causing so
called pile-up, were simulated with the soft QCD processes
of Pythia 8.186 [17] using the A2 [49] tune and the
MSTW2008LO PDF set [50]. A reweighting procedure was
applied on an event-by-event basis to the simulation sam-
ples to reflect the distribution of the average number of pp
interactions per event observed in data.
Events generated by the MC programs are further pro-
cessed using the ATLAS detector and trigger simulation [51]
which uses Geant4 [52] to simulate the interactions between
particles and the detector material. The samples used to
evaluate the detector response and estimate the background
contributions were processed using the full ATLAS simu-
lation [51]. Alternative signal MC samples, which are used
to evaluate signal modelling uncertainties, were processed
using Atlfast II [53]. This detector simulation differs
from the full ATLAS detector simulation by using a faster
method to model energy depositions in the calorimeter,
while leaving the simulation of the remainder of the detector
unchanged. The results of this analysis are found to be consis-
tent when using either full ATLAS simulation or Atlfast
II simulation.
In order to evaluate the sensitivity of the analysis observ-
ables to colour flow and to be able to assess the colour-model
dependence of the analysis methods, a dedicated MC sam-
ple with a simulated exotic colour-flow model is used; this
is labelled as “(colour) flipped”. In this sample, the colour-
singlet W boson in ordinary signal events is replaced ad hoc
by a colour octet. To create this sample, hard-scatter signal
events were generated using Powheg- Boxv2with the same
settings as the nominal t t¯ sample and stored in the LHE for-
mat [54]. The colour strings were then flipped in such a way
that, among the decay products obtained from the hadronic
decay of the W boson, one of them is connected to the incom-
ing top quark while the other one is connected to the outgoing
b-quark. Pythia 8 was then used to perform the showering
and hadronisation in the modified hard-scatter event using
the same procedure as in the nominal t t¯ sample.
4 Event reconstruction and selection
In order to have a dataset that is enriched in events with a
hadronically decaying W boson, and in which the resulting
jets can be identified with reasonable accuracy, this anal-
ysis targets the t t¯ → bb¯W (→ 	ν)W (→ qq¯ ′) final state,
where 	 refers to electrons and muons.3 Such a sample pro-
vides access to both a pair of colour-connected (qq¯ ′) and
non-connected (bb¯) jets.
In the following, the definitions used for the object recon-
struction, as well as the event selection used to obtain a signal-
enriched sample in data, are discussed.
4.1 Detector-level objects
Primary vertices are constructed from all reconstructed tracks
compatible with the interaction region given by LHC beam-
spot characteristics [55]. The hard-scatter primary vertex is
then selected as the vertex with the largest
∑
p2T, where
tracks entering the summation must satisfy pT > 0.4 GeV.
Candidate electrons are reconstructed by matching tracks
from the inner detector to energy deposits in the electro-
magnetic calorimeter. Electron identification (ID) relies on a
likelihood classifier constructed from various detector inputs
such as calorimeter shower shape or track quality [56–58].
The electron candidates must satisfy a “tight” ID criterion as
defined in Ref. [58]. They must further satisfy ET > 25 GeV
and |η| < 2.47, with the region 1.37 ≤ |η| ≤ 1.52 being
excluded. This is the transition region between the barrel and
endcap of the electromagnetic calorimeter, and as a result
the energy resolution is significantly degraded within this
region. Isolation requirements using calorimeter and track-
3 Electrons and muons produced via an intermediate τ -lepton decay
are also accepted.
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ing requirements are applied to reduce background from non-
prompt and fake electrons [59]. The resulting isolation effi-
ciency increases linearly with the electron pT, starting at
approximately 90% and reaching a plateau of 99% at approx-
imately pT = 60 GeV. Electrons are also required to have
|dsig0 | < 5 and |z0 sin θ | < 0.5 mm, where |dsig0 | = |d0|/σd0
is the significance of the transverse impact parameter relative
to the beamline, and z0 is the distance along the z-axis from
the primary vertex to the point where the track is closest to
the beamline.
Muon candidates are reconstructed by matching tracks in
the muon spectrometer to inner-detector tracks. Muons must
satisfy the “medium” ID criteria and the “gradient” isola-
tion criteria as defined in Ref. [60]. The muon pT is deter-
mined from a fit of all hits associated with the muon track,
also taking into account the energy loss in the calorime-
ters. Furthermore, muons must satisfy pT > 25 GeV and
|η| < 2.5. Finally, muon tracks must have |dsig0 | < 3 and
|z0 sin θ | < 0.5 mm.
Jets are reconstructed using the anti-kt algorithm [61]
with radius parameter R = 0.4 as implemented by the
FastJet [62] package. The inputs to the jet algorithm con-
sist of three-dimensional, massless, positive-energy topolog-
ical clusters [63,64] constructed from energy deposited in
the calorimeters. The jet four-momentum is calibrated using
an η- and energy-dependent scheme with in situ corrections
based on data [65,66]. The calibrated four-momentum is
required to satisfy pT > 25 GeV and |η| < 2.5. To reduce the
number of jets originating from pile-up, an additional selec-
tion criterion based on a jet-vertex tagging technique [67] is
applied to jets with pT < 60 GeV and |η| < 2.4. A mul-
tivariate discriminant is used to identify jets containing b-
hadrons, using track impact parameters, track invariant mass,
track multiplicity and secondary-vertex information. The b-
tagging algorithm [68,69] is used at a working point that is
constructed to operate at an overall b-tagging efficiency of
70% in simulated t t¯ events for jets with pT > 20 GeV. The
corresponding c-jet and light-jet rejection factors are 12 and
381 respectively, resulting in a purity of 97%.
Detector information may produce objects that satisfy
both the jet and lepton criteria. In order to match the detector
information to a unique physics object, an overlap removal
procedure is applied: double-counting of electron energy
deposits as jets is prevented by discarding the closest jet
lying a distance R < 0.2 from a reconstructed electron.
Subsequently, if an electron lies R < 0.4 from a jet,
the electron is discarded in order to reduce the impact of
non-prompt leptons. Furthermore, if a jet has fewer than
three associated tracks and lies R < 0.4 from a muon,
the jet is discarded. Conversely, any muon that lies R <
0.4 from a jet with at least three associated tracks is dis-
carded.
The magnitude of the missing transverse momentum EmissT
is calculated as the transverse component of the negative
vector sum of the calibrated momentum of all objects in the
event [70,71]. This sum includes contributions from soft,
non-pile-up tracks not associated with any of the physics
objects discussed above.
4.2 Event selection
Firstly, basic event-level quality criteria are applied, such as
the presence of a primary vertex and the requirement of sta-
ble detector conditions. Then, events are selected by requir-
ing that a single-electron or single-muon trigger has fired.
The triggers are designed to select well-identified charged
leptons with high pT. They require a pT of at least 20 (26)
GeV for muons and 24 (26) GeV for electrons for the 2015
(2016) data set and also include requirements on the lepton
quality and isolation. These triggers are complemented by
triggers with higher pT requirements but loosened isolation
and identification requirements to ensure maximum efficien-
cies at higher lepton pT.
The reconstructed lepton must satisfy pT > 27 GeV and
must match the trigger-level object that fired using a geo-
metrical matching. No additional lepton with pT > 25 GeV
may be present. Furthermore, selected events must contain
at least four jets. At least two of the jets in the event must be
b-tagged. Finally, EmissT must exceed 20 GeV.
4.3 Background determination
After the event selection, a variety of potential background
sources remain. Several sources that contain top quarks con-
tribute to the background, with events that contain a single top
quark being the dominant contribution. In addition, produc-
tion of t t¯ + X with X being either a W , Z , or Higgs boson
is an irreducible background, which is, however, expected
to be negligible. Events that contain either two electroweak
bosons, or one electroweak boson in association with jets
can be misidentified as signal. However, only the W + jets
component is expected to contribute significantly. Finally,
multijet processes where either a semileptonic decay of a
hadron is wrongly reconstructed as an isolated lepton or a jet
is misidentified as a lepton enter the signal selection. This
last category is collectively called the non-prompt (NP) and
fake lepton background.
All backgrounds are modelled using MC simulation, with
the exception of the NP and fake lepton background, which
is estimated using the matrix method [72,73]. A sample
enriched in NP and fake leptons is obtained by loosening
the requirements on the standard lepton selections defined in
Sect. 4.1. The efficiency of these “loose” leptons to satisfy
the standard criteria is then measured separately for prompt
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Table 2 Event yields after selection. The uncertainties include experi-
mental uncertainties and the uncertainty in the data-driven non-prompt
and fake lepton background. Theoretical cross-section uncertainties and
uncertainties due to limited MC sample sizes are not included. Details
of the uncertainties considered can be found in Sect. 7
Sample Yield
t t¯ 1026,000 ± 95,000
t t¯V 3270 ± 250
t t¯ H 1700 ± 100
Single-top 48,400 ± 5500
Diboson 1440 ± 220
W + jets 27,700 ± 4700
Z + jets 8300 ± 1400
NP/Fake leptons 53,000 ± 30,000
Total expected 1170,000 ± 100,000
Observed 1,153,003
and NP or fake leptons. For both the electrons and muons the
efficiency for a prompt loose lepton to satisfy the standard
criteria is measured using a sample of Z boson decays. The
efficiency for NP or fake loose electrons to satisfy the stan-
dard criteria is measured in events with low missing trans-
verse momentum and the efficiency for NP or fake loose
muons to pass the standard criteria is measured using muons
with a high impact parameter significance. These efficien-
cies allow the number of NP and fake leptons selected in the
signal region to be estimated.
The number of selected events is listed in Table 2. The
estimated signal purity is approximately 88%, with the back-
grounds from single top quarks and non-prompt and fake
leptons being the largest impurities. In this analysis, the t t¯
signal includes dilepton t t¯ events in which one of the leptons
is not identified. These events make up 9.8% of the total t t¯
signal.
5 Observable definition and reconstruction
The jet-pull vector is calculated from inner-detector tracks
created using an updated reconstruction algorithm [74]
that makes use of the newly introduced IBL [10] as well
as a neural-network-based clustering algorithm [75,76] to
improve the pixel cluster position resolution and the effi-
ciency of reconstructing tracks in jets. A measurement based
on the calorimeter energy clusters of the jet is not considered
in this analysis as it suffers from a significantly degraded
spatial resolution, as was shown in Ref. [7].
To ensure good quality, reconstructed tracks must satisfy
|η| < 2.5 and pT > 0.5 GeV, and further quality cuts are
applied to ensure that they originate from and are assigned
to the primary vertex [76].4 This suppresses contributions
from pile-up and tracks with a poor quality fit that are recon-
structed from more than one charged particle. Matching of
tracks to jets is performed using a technique called ghost
association [77], in which inner-detector tracks are included
in the jet clustering procedure after having scaled their four-
momenta to have infinitesimal magnitude. As a result, the
tracks have no effect on the jet clustering result whilst being
matched to the jet that most naturally encloses them accord-
ing to the jet algorithm used. After the matching procedure,
the original track four-momenta are restored. The jets used in
calculating each observable are required to satisfy |η| < 2.1
so that all associated tracks are within the coverage of the
inner detector. Furthermore, at least two tracks must con-
tribute to the pull-vector calculation.
The jet axis used to calculate the constituent offsets, r i ,
in Eq. (1) is calculated using the ghost-associated tracks,
with their original four-momenta, rather than using the jet
axis calculated from the calorimeter energy clusters that form
the jet. This ensures proper correspondence between the pull
vector and the constituents entering its calculation. For con-
sistency, the total jet pT in Eq. (1) is also taken from the
four-momentum of the recalculated jet axis.
The analysis presented in this paper measures the colour
flow for two cases:
1. The signal colour flow is extracted from an explicitly
colour-connected dijet system.
2. The spurious colour flow is obtained from a jet pair for
which no specific colour connection is expected.
The study of the signal colour flow is performed using the
candidate daughters of the hadronically decaying W boson
from the top-quark decay. In practice, the two leading
(highest-pT) jets that have not been b-tagged are selected
as W boson daughter candidates. A dedicated study using
simulated t t¯ events has shown that this procedure achieves
correct matching of both jets in about 30% of all events, with
roughly 50% of all cases having a correct match to one of
the two jets. This reduces the sensitivity of this analysis to
different colour model predictions compared with the ideal
case of perfect identification of the W boson daughter jets.
Nevertheless, the procedure is still sufficient to distinguish
between the colour models considered in this analysis.
The two jets assigned to the hadronically decaying
W boson are labelled as j W1 and j W2 , with the indices refer-
ring to their pT ordering. This allows the calculation of two
jet-pull angles: θP
( j W1 , j W2
)
and θP
( j W2 , j W1
)
, which are
labelled as “forward pull angle” and “backward pull angle”,
4 Similar to the quality requirements used for the electron and muon
reconstruction, cuts are applied such that the tracks satisfy |d0| < 2 mm
and |z0 · sin θ | < 3 mm.
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(a) (b)
(c) (d)
Fig. 4 Detector-level distributions for the four considered observables:
the a forward and b backward pull angle for the hadronically decay-
ing W boson daughters, c the magnitude of the leading W daughter’s
jet-pull vector, and d the forward di-b-jet-pull angle. Uncertainty bands
shown include the experimental uncertainties and the uncertainty in
the data-driven non-prompt and fake lepton background. Details of the
uncertainties considered can be found in Sect. 7
respectively. Although the two observables probe the same
colour structure, in practice the two values obtained for a sin-
gle event have a linear correlation of less than 1% in data and
can be used for two practically independent measurements.
Figure 4a, b compare the distributions observed for these two
pull angles to those predicted by simulation at detector level.
In addition, the magnitude of the jet-pull vector is calcu-
lated for the jet with larger transverse momentum: | P ( j W1
) |.
A comparison of the observed and predicted distributions
for this observable can be found in Fig. 4(c), which shows
a steeply falling distribution largely contained in the region
below 0.005.
In t t¯ events an obvious candidate for measuring spurious
colour flow is the structure observed between the two lead-
ing b-tagged jets, as the partons that initiate the b-jets are not
expected to have any specific colour connection. For a typical
signal event, their colour charge can be traced to the gluon
that splits into the t t¯ pair. This coloured initial state ensures
that the two b-quarks are not expected to be colour connected.
Therefore, the forward di-b-jet-pull angle is calculated from
123
Eur. Phys. J. C (2018) 78 :847 Page 9 of 31 847
Table 3 Summary of the observables’ definitions
Target colour flow Signal colour flow Spurious colour flow
( j1 and j2 are colour connected) ( j1 and j2 are not colour connected)
Jet assignment j W1 : leading pT non-b-tagged jet jb1 : leading pT b-tagged jet
j W2 : 2nd leading pT non-b-tagged jet jb2 : 2nd leading pT b-tagged jet
Observables θP
( j W1 , j W2
)
: “forward pull-angle” θP
( jb1 , jb2
)
: “forward di-b-jet-pull angle”
θP
( j W2 , j W1
)
: “backward pull-angle”
| P ( j W1
) | : “pull-vector magnitude”
the two leading b-tagged jets: θP
( jb1 , jb2
)
. According to the
t t¯ simulation, this choice achieves correct matching for both
jets in about 80% of all events. Figure 4d shows a comparison
of the distribution observed in data to that predicted by sim-
ulation for this observable. Consistent with the expectation,
the distribution is flat, unlike in the case of the jet pairs from
W boson decays.
Table 3 summarises the analysis observables and their def-
initions.
6 Unfolding
Particle-level objects are selected in simulated events using
definitions analogous to those used at detector level, as dis-
cussed in the previous section. Particle-level objects are
defined using particles with mean lifetime greater than 30 ps.
Electrons and muons must not originate from a hadron
in the MC generator-level event record, either directly or
through an intermediate τ -lepton decay. In effect, this means
that the lepton originates from a real W or Z boson. To
take into account final-state photon radiation, the lepton four-
momentum is modified by adding to it all photons not origi-
nating from a hadron that are within a R = 0.1 cone around
the lepton. Leptons are then required to satisfy pT > 25 GeV
and |η| < 2.5.
Particle-level jets are constructed by clustering all stable
particles, excluding leptons not from hadron decays and their
radiated photons, using the same clustering algorithm and
configuration as is used for the detector-level jets. Particle-
level jets are furthermore required to satisfy pT > 25 GeV
and |η| < 2.5. Classification of jets as having originated
from a b-hadron is performed using ghost association [77]
where the b-hadrons considered for the procedure must sat-
isfy pT > 5 GeV. This is equivalent to the method used for
matching tracks to jets described in Sect. 5, except that it is
applied during particle-level jet clustering and adds ghosts
for unstable b-hadrons rather than inner-detector tracks. A
particle-level jet is considered to be b-tagged if it contains at
least one such b-hadron.
An overlap removal procedure is applied that rejects lep-
tons that overlap geometrically with a jet at R < 0.4.
The magnitude of the missing transverse momentum EmissT
at particle level is calculated as the transverse component of
the four-momentum sum of all neutrinos in the event exclud-
ing those from hadron decays, either directly or through an
intermediate τ -lepton decay.
At particle level, the event selection requires exactly one
lepton with pT > 27 GeV with no additional lepton, at least
four jets of which at least two are b-tagged, as well as EmissT >
20 GeV.
At particle level, the input to the calculation of the jet-
pull vector is the collection of jet constituents as defined by
the clustering procedure described in Sect. 4.1. To reflect
the fact that the detector-level observable’s definition uses
tracks, only charged particles are considered. Furthermore,
a requirement of pT > 0.5 GeV is imposed in line with the
detector-level definition to reduce simulation-based extrap-
olation and associated uncertainties. Apart from the inputs
to the jet-pull-vector calculation, the procedure applied at
detector level is mirrored exactly at particle level.
The measured distributions are unfolded using the iterative
Bayesian method [78] as implemented by the RooUnfold
framework [79]. This algorithm iteratively corrects the
observed data to an unfolded particle-level distribution given
a certain particle-level prior. Initially, this prior is taken to
be the particle-level distribution obtained from simulation.
However, it is updated after each iteration with the observed
posterior distribution. Thus, the algorithm converges to an
unfolded result driven by the observed distribution. The num-
ber of iterations used by the unfolding method is chosen such
that the total uncertainty composed of the statistical uncer-
tainty and the bias is minimised.
The measurement procedure consists essentially of two
stages: first the background contributions are subtracted bin-
by-bin from the observed data. Secondly, detector effects
are unfolded from the signal distribution using a detector
response model, the migration matrix, obtained from sim-
ulated t t¯ events. As part of this second step, two correction
factors are applied that correct for non-overlap of the fiducial
phase space at detector- and particle-level. The corrections
account for events that fall within the fiducial phase space of
one level but not the other. The full procedure for an observ-
able X can be summarised symbolically by the equation
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dσ tFid
dXt
= 1L · Xt ·
1
t
∑
r
M−1r,t · rFid ·
(
NrObs − NrBkg
)
,
where t indicates the particle-level bin index, r the detector-
level bin index, L is the integrated luminosity of the data,
Mr,t is the migration matrix and the inversion symbolises
unfolding using the iterative Bayesian method, NrObs is the
number of observed events, NrBkg the expected number of
background events, and t and rFid are the phase-space cor-
rection factors. These last two parameters are defined as
t = NPL∧RL
NPL
rFid =
NPL∧RL
NRL
.
The number NPL (NRL) indicates the number of events
fulfilling the fiducial requirements at particle level (selection
requirements at detector level), NPL∧RL is the number of
events that pass both sets of requirements at their respective
level.
The response model and phase-space correction factors
are obtained from t t¯ simulation. The values of rFid are rea-
sonably independent of the variable for all variables consid-
ered, and are ≈ 70%. The values of t are also reasonably
independent of the variable for the three pull angles, while
for the pull-vector magnitude, t varies from ≈ 72% at small
values to ≈ 67% at higher values.
Some of the background samples considered in this analy-
sis potentially contain true signal colour flow, e.g. the single-
top or t t¯ + X contributions. However, as their overall contri-
butions are very small, even extreme changes in their respec-
tive colour flow have a negligible effect. Therefore, all such
contributions are ignored and the estimated backgrounds,
with SM colour flow assumed, are subtracted from the data.
The binning chosen for the observables is determined by
optimisation studies performed with simulated samples. A
good binning choice should result in a mostly diagonal migra-
tion matrix with bin widths appropriate to the observed reso-
lution. The optimisation therefore imposes a requirement of
having at least 50% of events on-diagonal for each particle-
level bin of the migration matrix. The resulting migration
matrices typically have > 55% of events on-diagonal.
7 Treatment of uncertainties
Several systematic uncertainties affect the measurements dis-
cussed above. The different sources are grouped into four
categories: experimental uncertainties, uncertainties related
to the modelling of the signal process, uncertainties related to
the modelling of the background predictions, and an uncer-
tainty related to the unfolding procedure.
The changes that result from variations accounting for
sources of systematic uncertainty are used to calculate
a covariance matrix for each source individually. This
covariance matrix combines the changes from all measured
observables simultaneously, and therefore also includes the
cross-correlations between observables. The total covariance
matrix is then calculated by summation over the covari-
ances obtained from all sources of systematic uncertainty.
The changes observed for a source of systematic uncer-
tainty are symmetrised prior to calculating the covariance.
For one-sided variations, the change is taken as a symmet-
ric uncertainty. For two-sided variations, which variation is
used to infer the sign is completely arbitrary, as long as it
is done consistently. In this analysis, the sign – which is
only relevant for the off-diagonal elements of the covari-
ance matrix – is taken from the upward variation while the
value is taken as the larger change. Furthermore, it is assumed
that all uncertainties, including modelling uncertainties, are
Gaussian-distributed.
7.1 Experimental uncertainties
Systematic uncertainties due to the modelling of the detec-
tor response and other experimental sources affect the signal
reconstruction efficiency, the unfolding procedure, and the
background estimate. Each source of experimental uncer-
tainty is treated individually by repeating the full unfolding
procedure using as input a detector response that has been
varied appropriately. The unfolding result is then compared
to the nominal result and the difference is taken as the sys-
tematic uncertainty. Through this procedure the measured
data enter the calculation for each source of experimental
uncertainty.
Uncertainties due to lepton identification, isolation, recon-
struction, and trigger requirements are evaluated by varying
the scale factors applied in the simulation to efficiencies and
kinematic calibrations within their uncertainties. The scale
factors and an estimate of their uncertainty were derived from
data in control regions enriched in Z → 		, W → 	ν, or
J/ψ events [60,80–82].
The uncertainties due to the jet energy scale (JES) and
resolution (JER) are derived using a combination of simula-
tion, test-beam data, and in situ measurements [65,83–86].
In addition, contributions from η-intercalibration, single-
particle response, pile-up, jet flavour composition, punch-
through, and varying calorimeter response to different jet
flavours are taken into account. This results in a scheme with
variations for 20 systematic uncertainty contributions to the
JES.
Efficiencies related to the performance of the b-tagging
procedure are corrected in simulation to account for differ-
ences between data and simulation. The corresponding scale
factors are extracted from simulated t t¯ events. This is done
separately for b-jets, c-jets, and light jets, thereby account-
ing for mis-tags. Uncertainties related to this procedure are
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propagated by varying the scale factors within their uncer-
tainty [68,87,88].
The uncertainties on the EmissT due to systematic shifts
in the corrections for leptons and jets are accounted for in
a fully correlated way in their evaluation for those physics
objects. Uncertainties due to track-based terms in the EmissT
calculation, i.e. those that are not associated with any other
reconstructed object, are treated separately [89].
All uncertainties associated with the reconstructed tracks
directly enter the observable calculation as defined in Eq. (1).
Uncertainties are either expressed as a change in the tracking
efficiency or smearing of the track momentum [74,76]. This
also includes effects due to fake tracks and lost tracks in
the core of jets. Corrections and scale factors were extracted
using simulated data as well as experimental data obtained
from minimum-bias, dijet, and Z → μμ selections. The
systematic shifts applied as part of this procedure are in most
cases parameterised as functions of the track pT and η, see
Ref. [74].
The uncertainty in the combined 2015 and 2016 integrated
luminosity is 2.1%, which is derived following a method
similar to that detailed in Ref. [90], from a calibration of the
luminosity scale using x–y beam-separation scans performed
in August 2015 and May 2016. This uncertainty affects the
scaling of the background prediction that is subtracted from
the observed data. The uncertainty related to the pile-up
reweighting is evaluated by varying the scale factors by their
uncertainty based on the reweighting of the average number
of interactions per pp collision.
The data’s statistical uncertainty and bin-to-bin correla-
tions are evaluated using the bootstrap method [91]. Boot-
strap replicas of the measured data are propagated through
the unfolding procedure and their variance is used to assess
the statistical uncertainty. These replicas can also be used to
calculate the statistical component of the covariance of the
measurement as well as the statistical bin-by-bin correlations
of the pre- or post-unfolding distributions.
7.2 Signal modelling uncertainties
The following systematic uncertainties related to the mod-
elling of the t t¯ system are considered: the choice of
matrix-element generator, the choice of PDF, the hadroni-
sation model, the amount of initial- and final-state radiation
(ISR/FSR), and the amount and strength of colour reconnec-
tion (CR).
Signal modelling uncertainties are evaluated individually
using different signal MC samples. Detector-level distribu-
tions from the alternative signal MC sample are unfolded
using the nominal response model. The unfolding result is
then compared to the particle-level prediction of the alter-
native MC sample and the difference is used as the uncer-
tainty. Table 1 lists the alternative signal MC samples used for
assessing the generator, hadronisation, ISR/FSR systematic
uncertainties (A14.v3c tune variations), and CR (A14.v1
tune variations) systematic uncertainties.
The uncertainty arising from the choice of PDF is evalu-
ated by creating reweighted pseudo-samples, in which the
weight variations for the PDF sets are according to the
PDF4LHC [92] prescription. The unfolding results obtained
for the pseudo-samples are then combined in accordance with
the PDF4LHC procedure to obtain a single systematic shift.
7.3 Background modelling uncertainties
Systematic uncertainties related to the background modelling
affect the number of background events subtracted from data
prior to the unfolding.
The normalisation of the background contributions obtai-
ned from MC simulation is varied within the uncertainties
obtained from the corresponding cross-section calculation.
For the single-top background, the normalisation uncertainty
ranges from 3.6 to 5.3% [41–43], and for the t t¯ Z and t t¯W
backgrounds it is 12% and 13%, respectively [46,47]. In
the case of the W/Z + jets backgrounds, the uncertainties
include a contribution from the overall cross-section nor-
malisation (4%), as well as an additional 24% uncertainty
added in quadrature for each jet [93,94]. For the diboson
background, the normalisation uncertainty is 6% [95]. The
uncertainty of the normalisation for the t t¯ H background is
chosen to be 100%.
The uncertainty arising from the modelling of the non-
prompt and fake lepton background is assessed by varying the
normalisation by 50%, as well as by changing the efficiency
parameterisation used by the matrix method [72,73] to obtain
a shape uncertainty. These uncertainties were found to cover
adequately any disagreement between data and prediction in
various background-dominated control regions.
The uncertainty due to the level of radiation in the single-
top background is evaluated using two alternative simula-
tion samples with varied levels of radiation. These two sam-
ples were generated using the same approach that was used
to produce the radiation variation samples of the nominal
t t¯ process. At NLO QCD the tW -channel single-top pro-
cess, which contributes around 70% of the total single-top
background in this analysis, and the t t¯ process can share the
same final state and therefore interfere. The uncertainty due
to this higher-order overlap between the t t¯ and tW processes
is evaluated by assessing the impact of replacing the nominal
tW MC sample, which accounts for overlap using the “dia-
gram removal” scheme, with an alternative tW MC sample
that accounts for the overlap using the “diagram subtraction”
scheme [31].
A tW colour-model uncertainty is considered, which is
motivated by the overlap between the t t¯ and tW processes.
This overlap implies that the colour flow in tW is of the same
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Table 4 Statistical and
systematic uncertainties
affecting the measurement of
θP
( j W1 , j W2
)
. The category
“Other” summarises various
smaller uncertainty components.
Uncertainties are ordered by the
mean value of the uncertainty
across all bins and are expressed
in percent of the measured value
θP
( j W1 , j W2
) [%] θP
( j W1 , j W2
)
0.0−0.21 0.21−0.48 0.48–0.78 0.78−1.0
Hadronisation 0.55 0.13 0.24 0.14
Generator 0.32 0.25 0.50 0.01
b-tagging 0.35 0.13 0.20 0.31
Background model 0.30 0.16 0.16 0.27
Colour reconnection 0.22 0.16 0.16 0.18
JER 0.11 0.12 0.23 0.02
Pile-up 0.19 0.16 0.00 0.01
Non-closure 0.14 0.07 0.07 0.18
JES 0.12 0.06 0.14 0.06
ISR / FSR 0.15 0.02 0.12 0.02
Tracks 0.05 0.04 0.03 0.06
Other 0.02 0.01 0.01 0.02
Syst. 0.88 0.44 0.71 0.51
Stat. 0.23 0.19 0.19 0.25
Total 0.91 0.48 0.73 0.57
type as the signal colour flow in the t t¯ process. However, the
tW colour flow is estimated from simulation and subtracted
from data prior to unfolding. Hence, mismodelling of the tW
colour flow would affect the unfolding result. An uncertainty
is constructed by reweighting the combination of t t¯ and tW to
have the same shape as data. For evaluation of the systematic
uncertainty, the reweighted tW is then considered for the
background subtraction and unfolding is repeated.
7.4 Unfolding procedure systematic uncertainty
The uncertainty arising from the unfolding procedure, also
called the non-closure uncertainty, is assessed using a data-
driven approach. For each measured distribution, simulated
particle-level events are reweighted using a linear weight
function such that the corresponding detector-level distri-
butions are in better agreement with the data. The weights
are propagated to the corresponding detector-level events
and the resulting reweighted distributions are unfolded using
the nominal detector-response model. Deviations of these
unfolded distributions from the reweighted particle-level dis-
tributions are then assigned as the non-closure uncertainty.
A summary of the uncertainties affecting θP
( j W1 , j W2
)
is
shown in Table 4. The total uncertainty is dominated by sys-
tematic uncertainties, with those accounting for t t¯ modelling
being dominant in most bins. Uncertainties that directly affect
the inputs to the pull-vector calculation, such as the JES, JER
and track uncertainties are generally sub-dominant.
The systematic uncertainties in Table 4 are much smaller
than those shown in Table 2 and Fig. 4. This is because Table 4
gives the uncertainties appropriate for a comparison between
normalised distributions in which overall scale uncertainties
play no role. As a result, many of the experimental uncer-
tainties, which have little to no impact on the shape of the
measured distributions, also have a reduced effect on the mea-
surement. For example, the uncertainties due to b-tagging
reduce from around 7.5% to less than 0.5%.
8 Results
Figure 5 compares the normalised unfolded data to several
Standard Model (SM) predictions, summarised in Table 1, for
all four observables. Three SM predictions use Powheg to
generate the hard-scatter events and then differ for the subse-
quent hadronisation, namely Pythia 6, Pythia 8, and Her-
wig 7. A main difference between these predictions is that
the Pythia family uses the colour string model [96] while
Herwig uses the cluster model [20] for hadronisation. One
SM prediction uses MG5_aMC to produce the hard-scatter
event, the hadronisation is then performed using Pythia 8.
Finally, one SM prediction is obtained from events generated
with Sherpa.
Figure 6 compares the normalised unfolded data to the SM
prediction as well as a prediction obtained from the exotic
model with flipped colour flow described in Sect. 3. Both
predictions are obtained from MC samples generated with
Powheg + Pythia 8. The data agree better with the SM
prediction than the colour-flipped sample.
The uncertainty bands on the unfolding results shown in
Fig. 6 include an additional “colour model uncertainty”. This
uncertainty is obtained using the same procedure that is used
for the signal modelling uncertainties, using the sample with
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(a)
(c) (d)
(b)
Fig. 5 Normalised fiducial differential cross-sections as a function of
the a forward and b backward pull angle for the hadronically decaying
W boson daughters, c the magnitude of the leading W daughter’s jet-pull
vector, and d the forward di-b-jet-pull angle. The data are compared to
various SM predictions. The statistical uncertainties in the predictions
are smaller than the marker size
exotic colour flow as the alternative t t¯ MC sample. It has a
similar size to the dominant signal-modelling uncertainties.
A goodness-of-fit procedure is employed in order to quan-
tify the level of agreement between the measured distribu-
tions and those predicted by the MC generators. A χ2 test
statistic is calculated for each pairing of an observable and
the theoretical prediction individually, using the full covari-
ance matrix of the experimental uncertainties, but excluding
any uncertainties in the theoretical predictions. Given the
unfolded data D, the model prediction M , and the covari-
ance , the χ2 is given by
χ2 = (DT − MT ) · −1 · (D − M).
Subsequently, p-values can be calculated from the χ2
and number of degrees of freedom (NDF), and these are the
probability to obtain a χ2 value greater than or equal to the
observed value.
The fact that the analysis measures normalised distribu-
tions removes one degree of freedom from the χ2 calculation.
Consequently, one of the N elements of D and M is dropped
and the covariance is reduced from dimensionality N × N to
(N −1)×(N −1) by discarding one column and row. The χ2
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847 Page 14 of 31 Eur. Phys. J. C (2018) 78 :847
(a) (b)
(c) (d)
Fig. 6 Normalised fiducial differential cross-sections as a function of
the a forward and b backward pull angle for the hadronically decaying
W boson daughters, c the magnitude of the leading W daughter’s jet-
pull vector, and d the forward di-b-jet-pull angle. The data are compared
to a SM prediction produced with Powheg + Pythia 8 as well as the
model with exotic colour flow also created with Powheg + Pythia 8.
The uncertainty bands presented in these plots combine the baseline set
of systematic uncertainties with effects due to considering the exotic
colour-flipped model as a source of signal modelling uncertainty. The
statistical uncertainties in the predictions are smaller than the marker
size
value does not depend on the choice of discarded elements.
Table 5 lists the resulting χ2 values and derived p-values.
For the signal jet-pull angles θP
( j W1 , j W2
)
and θP( j W2 , j W1
)
, the predictions obtained from Powheg + Her-
wig 7 agree best with the observed data. A general trend is
that simulation predicts a steeper distribution, i.e. a stronger
colour-flow effect. The magnitude of the jet-pull vector is
poorly modelled in general, with the prediction obtained from
Powheg + Herwig 7 agreeing best with data. As with the
signal jet-pull angles, the disagreement shows a similar trend
for the different MC predictions: data favours larger values
of the jet-pull vector’s magnitude. Predictions from Powheg
+ Pythia 6 are in significantly better agreement with the data
than those obtained from Powheg + Pythia 8 for the signal
jet-pull angles and jet-pull vector’s magnitude.
The signal jet-pull angles and the jet-pull vector’s magni-
tude can be used to distinguish the case of colour flow like
that in the SM from the exotic flipped colour-flow scenario
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Table 5 The χ2 and resulting p values for the measured normalised
cross-sections obtained by comparing the different predictions to the
unfolded data. When comparing the data with the prediction for the
exotic flipped colour-flow model, the model itself is considered as an
additional source of signal modelling uncertainty and thus added to the
covariance matrix. Calculations that include this additional systematic
uncertainty are marked with 
Sample θP
( j W1 , j W2
)
θP
( j W2 , j W1
)
θP
( jb1 , jb2
) | P ( j W1
) |
χ2/NDF p-value χ2/NDF p value χ2/NDF p-value χ2/NDF p value
Powheg + Pythia8 50.9/3 < 0.001 25.1/3 < 0.001 0.7/3 0.867 24.8/4 < 0.001
Powheg + Pythia6 23.2/3 < 0.001 8.2/3 0.042 4.2/3 0.240 21.1/4 < 0.001
MG5_aMC + Pythia8 6.8/3 0.077 6.7/3 0.082 2.0/3 0.563 17.6/4 0.001
Powheg + Herwig7 2.7/3 0.446 3.4/3 0.328 4.8/3 0.190 11.3/4 0.023
Sherpa 22.0/3 < 0.001 11.9/3 0.008 0.0/3 0.998 14.1/4 0.007
Powheg + Pythia8 17.1/3 < 0.001 25.0/3 < 0.001 0.3/3 0.958 11.1/4 0.026
Flipped Powheg + Pythia8 45.3/3 < 0.001 45.9/3 < 0.001 2.6/3 0.457 17.2/4 0.002
constructed in Sect. 3. The data favour the SM prediction
over the colour-flipped prediction.
The forward di-b-jet-pull angle is modelled relatively well
by most predictions. In particular the distribution obtained
from Sherpa agrees extremely well with the measurement.
Powheg + Herwig 7, which otherwise shows relatively good
agreement with data for the other three observables, agrees
least well of the tested predictions. Indeed, it is the only
prediction that is consistently outside of the estimated uncer-
tainty bands. As expected, the forward di-b-jet-pull angle
θP
( jb1 , jb2
)
does not show the sloped distribution that the
signal jet-pull angles θP
( j W1 , j W2
)
and θP
( j W2 , j W1
)
follow.
9 Conclusion
A measurement of four observables sensitive to the colour
flow in t t¯ events is presented, using 36.1 fb−1 of
√
s =
13 TeV pp collision data recorded by the ATLAS detector at
the LHC. The four observables are the forward and backward
jet-pull angles for the W boson daughters, the magnitude
of the jet-pull vector of the leading W boson daughter, and
the jet-pull angle between the b-tagged jets. The measured
distributions are compared to several theoretical predictions
obtained from MC simulation.
The default SM prediction, Powheg + Pythia 8, agrees
poorly with the data. However, alternative SM predictions
exhibit much better agreement. In particular, the prediction
obtained by Powheg + Herwig 7 provides a rather good
description of the data. Predictions from Powheg + Pythia 6
are in significantly better agreement with the data than those
obtained from Powheg + Pythia 8.
In addition, a model with exotic colour flow is compared
to the data. In the observables sensitive to the exotic colour
flow, data favours the SM case over the exotic model.
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