ABSTRACT
INTRODUCTION
A mobile ad hoc network (MANET) is a collection of battery-powered mobile nodes (or hosts) connected by relatively lower bandwidth wireless links. Each node has an area of influence called cell, only within which others can receive its transmissions. Due to no fixed infrastructures, all nodes can move freely, the network topology may change rapidly and unpredictably over time, and nodes have to form their own cooperative infrastructures. Thus, each node operates as an autonomous end system and a router for others in the network.
A MANET is of interest because there is no prior investment for fixed infrastructures, it can be easily deployed in a short time, and end users can access and manipulate data anytime and anywhere. Examples of MANET applications (Chlamtac et al., 2003) include law enforcement operations, automated battlefield applications, natural disaster recovery situations where the communication infrastructures have been destroyed, self-organizing sensor networks for data collecting, interactive lectures or conferences for data exchanging without pre-installed infrastructures. However, these MANET applications cannot be realized without efficient routing protocols. Current routing protocols over the flat network structure, in which each node participates as a peer, acts as a router and maintains individual routes to other nodes (Shiflet et al., 2004) , are either proactive or reactive. Proactive routing protocols store route information in tables and update them periodically, while reactive routing ones search the routes on demand by flooding neighbors with the route requests. However, when the network size is large or the mobility of nodes is high, both the routing protocols over the flat network structure cannot work efficiently (Hong et al., 2002) .
One promising way that can solve the routing scalability problem is to divide a MANET into clusters first, and then develop a routing protocol on top of the clustered MANET. A clustered MANET consists of cluster heads and cluster members, where a cluster head (like a mobile support station in a cellular mobile network) manages its clusters, coordinates intra/inter-cluster communication and so on. A cluster member is a node that belongs to a cluster and is not a cluster head.
Many weighted clustering algorithms have been proposed to elect cluster heads, form clusters and maintain clusters (Basagni, 1999; Basu et al., 2001; Chatterjee et al., 2002; Kim, 2006; Liu et al., 2005; Sheu and Wang, 2006) . However, when calculating the weight utilized to determine whether a node is eligible to be a cluster head, these algorithms either consider only one metric (like mobility or power of nodes) (Basu et al., 2001; Kim, 2006; Sheu and Wang, 2006) or rely on some metrics collected from extra devices (such as locations of nodes read from Global Positioning Systems) (Chatterjee et al., 2002) . This often leads to a higher possibility of re-clustering and, consequently, quality of service cannot be provided.
This chapter presents a robust weighted clustering algorithm, called PMW (Power, Mobility, Power), to form and maintain more stable clusters in MANETs. In PMW, in order to take into account the major factors that frequently cause re-clustering and in order to avoid being dependent on any extra device, the weight of a node is calculated by three parameters: power, mobility and workload. The results of our simulation show that PMW balances the power usage, prolongs the lifetime of clustered MANETs and has a lower cluster head change rate and re-affiliation rate than MOBIC (Basu et al., 2001) . The rest of this chapter is organized as follows. Section 2 reviews the related background. Section 3 presents our approach to build stable clusters based on power, mobility and workload. Section 4 analyzes the message overhead and time complexity of PMW. Section 5 evaluates PMW and MOBIC by using the NS-2 simulator. Section 6 discusses some direction of future research. Finally, Section 7 concludes the chapter.
BACKGROUND
Several weighted clustering algorithms have been proposed and surveyed in (Yu and Chong, 2005) . Here we briefly review some of the newly published approaches and others, which are already reviewed in (Yu and Chong, 2005) , but are strongly related to our algorithm PMW. By considering the system parameters that are utilized to calculate the weight of each node, these approaches are categorized as mobility-only-based (Basu et al., 2001; Kim, 2006) , power-only-based (Sheu and Wang, 2006) and combination-based (Basagni, 1999; Chatterjee et al., 2002; Liu et al., 2005) .
Mobility-only-based
Mobility of nodes triggers re-clustering and makes networks unstable, thus, it becomes the key attribute in the weight computation in the mobility-only-based clustering algorithms.
In MOBIC (Basu et al., 2001) , in order to form stable clusters, the Relative Mobility (RM) metric is introduced and calculated as the logarithm of ratio of received signal strengths (RSS): , where rss 1 and rss 2 are read from the RSS indicator when two successive HELLO messages, which are sent by the same neighbor, are received. For each node, the variance of RMs among its neighbors with respect to 0 (not the exact mean) is calculated as the aggregate local mobility metric. The nodes with the lowest aggregate local mobility among their neighbors are elected as cluster heads. Unfortunately, it is possible that some elected cluster heads may almost run out of power, thus, the re-election has to be invoked soon.
In ACT (Average Connection Time) (Kim, 2006) , to overcome the negative effects caused by nodes moving fast or moving back and forth, the ACT of each node with its neighbors during a time period is introduced as the major parameter to form and maintain the clusters, and nodes having the largest ACT value become cluster heads. However, the ACT is similar to the cumulative time in WCA (Chatterjee et al., 2002) or elapsed time (Liu et al., 2005) , it can not accurately reflect the current level of the battery power because a node may have connected with its neighbors too long and it may almost run out of power.
Power-only-based
A node with a higher remaining power level is, of course, a better candidate for the cluster head; so battery power is the only system parameter applied to calculate the weight of each node in power-only-based clustering algorithms.
Because nodes with higher battery power have a higher priority to become cluster heads, it is possible that nodes with the least battery power being left out and claiming themselves as cluster heads. In Sheu's Stable Cluster Algorithm (SCA) (Sheu and Wang, 2006) , Sheu et al. set up a battery power level threshold, define nodes whose battery level is below the threshold as bottlenecks, count the number of neighbors that are bottlenecks for each node, and elect nodes with the largest number of bottlenecks as cluster heads. By taking the detour in the election, nodes with the least battery power are kept from becoming cluster heads, thus, the clusters become more stable. Unfortunately, because the mobility of nodes is not considered in the election, the possibility of re-clustering is still high when elected cluster heads have high mobility.
Combination-based
Each node is assigned with a weight, which is calculated by considering more than one system parameters like node degree, remaining power, roaming speed, and so on (Yu and Chong, 2005) . In DCA (Distributed Clustering Algorithm) (Basagni, 1999) , each node is assumed to have a different weight, nodes with the biggest weighs are elected as cluster heads, and 1-hop neighbors of elected cluster heads join the cluster as ordinary nodes. However, the calculation of nodes' weights is not discussed (Basu et al., 2001) .
In WCA (Weighted Clustering Algorithm) (Chatterjee et al., 2002) , to determine whether a node v is suited for being a cluster head, the weight of each node (W v ) is calculated by a formula as shown below that consists of four system parameters: sum of distance with all neighbors (D v ), average running speed (M v ), cumulative time of serving as a cluster head (P v ) and degree difference of nodes (∆ v ), where ∆ v = |d v -δ|, in which d v is the number of neighbors and δ is the ideal number of neighbors that a cluster head can handle. Unfortunately, how to choose δ is not discussed (Yu and Chong, 2005) . 
The values of f 1 , f 2 , f 3 and f 4 are varied based on different applications. The nodes with the lowest weights are elected as cluster heads. However, how to normalize these parameters is not addressed explicitly. The global positioning system (GPS), the accuracy of which is not ideal for fine computing and the operations of which would drain the limited power of the node quickly, has to be applied to obtain the coordinates of each node for computing the running speed. The cumulative time of a node already serving as a cluster head cannot accurately reflect the current level of battery power because a busy node may almost run out of power and it has never been a cluster head.
In Liu's Group Management (Liu et al., 2005) , the resource (R) richness and elapsed time of a node being a cluster head (leader) are integrated to evaluate a node's suitability for being a cluster head. The resources are CPU load (L), memory (M), battery (B) and bandwidth (BW). The elapsed time (ET) is the time between now and the last time a node is a cluster head. The weight of a node v is calculated by the following formulas, and nodes with the highest weights are elected as cluster heads. However, how to normalize these parameters is not addressed explicitly either. The use of elapsed time in cluster head determination has the same disadvantage as the use of cumulative time in WCA (Chatterjee et al., 2002) . In addition, re-clustering may be frequently triggered since the mobility of nodes is not considered in the election.
THE PROPOSED PMW APPROACH
Being inspired by MOBIC (Basu et al., 2001 ) and WCA (Chatterjeet al., 2002) and considering a new system parameter, called "Power Decreasing Rate (PDR)", we propose a weighted clustering algorithm, called PMW, to build a stable backbone in MANETs. Although our proposed clustering algorithm is also combination-based, it can become mobility-only-based if we tune the weighting factors accordingly. In other words, our approach can build a more stable backbone for MANETs by forming clusters.
The Basis of Our Algorithm
To capture the mobility of nodes, we do not consider the absolute roaming speed, which is actually applied in WCA (Chatterjee et al., 2002) . This is because it is easy to calculate the speed's quantity but it is hard to predict the direction of movement. Without the direction, the speed's quantity alone is not appropriate to justify whether a node is a good candidate or not. For instance, the speeds of two nodes are small, but they both move in the opposite directions. As time goes, they will be out of each other's transmission range and get disconnected from each other. Also the utilization of GPS is opted out due to the following reasons:
o When a GPS is utilized, every node must be equipped with one, which incurs high hardware costs. In addition, these GPSs consume the limited battery power of nodes. o GPS does not work indoor because buildings shield the satellite signals (Basu et al., 2001; Bruning et al., 2007) . o The accuracy of a typical civilian GPS is in the range of 6-12 meters (Zidek et al., 2006) , thus, the returned results could be the same when two GPSs are located within 10 meters.
o If data cannot be read from the GPS and no replacement can be found, then the whole system has to wait or fail. Instead, two mobility metrics, Relative Mobility (RM) (Basu et al., 2001) and Mobility Prediction (MP), are introduced to monitor the mobility of nodes and applied to determine whether a node is suitable to be a cluster head as follows:
o For each node j (1 ≤ j ≤ N for N nodes in the network), after receiving two successive HELLO messages from every 1-hop neighbor i (1 ≤ i ≤ n if there are n neighbors), the RM ij is calculated by the formula (3.1). rss ij1 and rss ij2 are the received signal strength (RSS) that are read from the RSS indicator when the first and second HELLO message from the same neighbor are received, respectively. Based on the value of RM ij , we can say that if RM ij is equal to 1, then the node j and its neighbor i either do not move at all or move with the same speed in the same direction; if RM ij is less than 1, then they move close to each other; otherwise, they move away from each other. o For each node j, to take into account the mobility of all n 1-hop neighbors, MP j is calculated as the standard deviation of RM 1j , RM 2j , …, RM nj shown in the formula (3.2). However, for the stability of elected clusters, we prefer RM ij to be equal to or less than 1 because we want cluster heads not to move away from their members. Thus, in the MP j calculation the mean of RM ij (1 ≤ i ≤ n) is 1 instead of the actual mean. A node j with a lower MP j means that it stays closer to its neighbors, thus, it is a better candidate for the cluster head among its neighbors. When dealing with the limited battery power, we consider not only the Remaining Power (RP) of each node but also its Power Decrease Rate (PDR) as the workload because nodes with heavier workload consume more energy, so that we can balance the power usage and prevent cluster heads from running out of power quickly. In other words, for each node j, the PDR j is considered because the RP j represents only the current state of power level and the power will run out soon if this node usually has a heavy workload (for instance, it provides service as a server and relays packets for many neighbors). The PDR j at time interval [t 1 , t 2 ] is calculated by using the formula (3.3), where rp j1 and rp j2 are the remaining power at time t 1 and t 2 , respectively. A node with a lower PDR indicates that it was not busy at least during the interval [t 1 , t 2 ]. However, when a node had a busy work history, it most likely would be busy in the future as well. Since the larger the time interval is, the more accurate the PDR is in indicating a node's workload history, during the initial election, each node saves a copy of its initial remaining power and initial time as rp j1 and t 1 , such that a more accurate PDR can be calculated in the future re-election.
Based on the above analysis about power, mobility and workload, it is obvious that a node j is the best candidate for a cluster head among all its neighbors if its RP j is the highest, its MP j is the lowest and its PDR j is the lowest. In other words, a node with the highest weight is the best candidate for a cluster head when we combine these three metrics together as the weight, which is calculated in formula (3.4). Since these metrics have different units, we apply the inversed exponential function to normalize MP j and PDR j and bound their values between 0 and 1. RP j is left out because it is the remaining power level in percentage and its value is already between 0 and 1. In formula (3.4), RP j = rp j2 , the weighting factors f 1 , f 2 and f 3 are set according to the different scenarios in the applications, and f 1 + f 2 + f 3 = 1. When we let f 2 = f 3 = 0, that is, we take away the effect of power and workload, our algorithm turns into a mobility-only-based approach just like MOBIC (Basu et al., 2001 ).
Cluster Formation
Cluster formation involves the following four steps, and messages used in cluster formation and maintenance are summarized in Table 1 . 
JOIN(my_ID, CH_ID)
To notify neighbors that I am going to join the cluster whose cluster head's ID is CH_ID. If a cluster head broadcasts a JOIN message, then it informs its members about its resignation and joins a cluster at the same time.
Step 1: Each node j periodically broadcasts (this broadcast interval is predefined (Basu et al., 2001 ) a HELLO message with the same transmission power. In the mean time, the remaining power level rp 1 is recorded at the initial election time t 1 ; for each HELLO message received from neighbor i, rss ij is recorded. If only one HELLO message from a neighbor is received after j broadcasts three successive HELLO messages, then this neighbor is excluded from the weight calculation (Basu et al., 2001) .
Step 2: Immediately after each node j receives two successive HELLO messages from all the 1-hop neighbors, it records the remaining power level rp j2 and the time t 2 . And then node j calculates the values of RM j , MP j , PDR j and W j using the formulas 3.1, 3.2, 3.3 and 3.4 defined above, respectively. When the weight is re-calculated, the saved remaining power rp j1 at time t 1 is applied in the calculation of PDR j .
Step 3: Each node j broadcasts the value of W j to all its neighbors in a WEIGHT message, and waits for their WEIGHT messages.
Step 4: Upon receiving the weights from all 1-hop neighbors, the nodes with the highest weight declare themselves as cluster heads among their 1-hop neighbors by broadcasting a CLUSTERHEAD message, but, no two cluster heads should be 1-hop neighbors. All 1-hop neighbors of elected cluster heads just join them as their members by broadcasting JOIN messages. If two nodes have the same weight, then the node with a smaller ID becomes the cluster head (Basu et al., 2001) . If it happens that a node is 1-hop neighbor of two or more cluster heads, then it joins the cluster head with the highest weight and works as a gateway for these cluster heads.
Cluster Maintenance
Because every node can roam and has limited battery power in a MANET, the links between members and cluster heads can be broken, and the links between two cluster heads can be generated (Xue et al., 2006) . Consequently, clusters need be re-clustered. In other words, leaving clusters, joining clusters, merging clusters, and re-electing cluster heads are normal re-clustering operations in a clustered MANET. However, these operations should be performed only on demand to reduce the overhead of computation and communication, and to provide consistent quality of service.
In order to detect the link breaks and new link establishments, each node periodically broadcasts a HELLO message, which contains the ID and weight of itself, its cluster head's ID, its remaining power and any other neighbor which is a cluster head (a Boolean variable). Being a cluster head, it has to periodically monitor its remaining power level so that it will resign when the remaining power drops below a predefined threshold. Also each node keeps recording the values of RSS from the last two HELLO messages and re-calculating its weight in case of future re-elections.
Relying on these two periodical operations, cluster maintenance can be done by the following recovery:
o from the link break between a member and its cluster head: after three successive broadcast intervals (BI) (Wang and Kim, 2007) , if no HELLO message is received from a member, the cluster head will just remove this member from its neighbor and member lists. On the other hand, if a member does not receive a HELLO message from the cluster head after three successive BIs, it removes the cluster head from its neighbor list, and joins another cluster head with the highest weight if any. If no other cluster head is available from its neighbor list, this member declares itself as a cluster head. o from the link establishment because two cluster heads become 1-hop neighbors: if a cluster head has become a 1-hop neighbor of another cluster head for a predefined Cluster Contention Interval (CCI) (Basu et al., 2001) , then the one with the smaller weight resigns and joins the other. The members of the resigned cluster head cannot join the new cluster head because of non-1-hop neighbors. They have to join other cluster heads with the highest weight or declare themselves as cluster heads instead.
o from the link break because a cluster head resigns: if the current remaining power of a cluster head is less than the Low Power Threshold (LPT), and if there exists a member whose power is higher than LPT, and this member has no other neighbor that is a cluster head, then the cluster head resigns and triggers a cluster head re-election. But, this re-election is limited to inside the old cluster. That is, the resigned cluster head goes through each member's profile, which is periodically updated after receiving a HELLO message, and finds a replacement that has the highest weight. After the new cluster head is elected, the resigned cluster head joins its cluster. If a member cannot join the new cluster head because they are not 1-hop neighbors, it has to join others or declare itself as a cluster head.
ANALYSIS OF PMW
In this section, we analyze PMW with respect to the message overhead per time step per node and time complexity per network topology change. These terms are defined below. The approach used is inspired by the theoretical analysis in (ER and Seah, 2005) . The price of clustering is that extra time is consumed and additional messages are incurred to form and maintain clusters. The consequence of these additional messages is called message overhead (the more messages are transmitted, the more traffic is in the network and the more battery power of nodes is consumed). Since bandwidth and battery power of each node are limited in MANETs, message overhead is an important metric for evaluating the performance of a clustering algorithm. We analyze the message overhead by analyzing the overhead due to the HELLO protocol and the overheads due to cluster formation and maintenance. In the mean time, the time complexity per network topology change is also computed.
To simplify the analysis, the continuous runtime is divided into discrete time steps, which are the duration between the time when a message is sent and the time when the message is received and processed by a receiver (Bettstetter and Konig, 2002) . The random waypoint mobility model with zero pause time is assumed. The following definitions are used in the analysis (ER and Seah, 2005): o N: the number of nodes in the MANET; o m: the average number of cluster members in a cluster; m = Θ(1) because all clusters should have a maximum size constrain to avoid overburdening cluster heads (Banerjee and Khuller, 2001) . o f hello : the number of HELLO messages broadcast by a node per time step; f hello = Θ (1) because f hello is proportional to average node speed s and inversely proportional to the transmission radius R, and both s and R are less than or equal to some constants (Sucec and Marsic, 2004) . o f link : the average frequency of network topology changes occurred per time step; f link = Θ(N) (Sucec and Marsic, 2004) . o T: the number of time steps taken by the algorithm after a network topology change to re-establish a valid cluster structure (or called re-clustering); o M: the number of messages (or called packets) exchanged between nodes after a network topology change to re-establish a valid cluster structure; o L: the total evaluation time in terms of time steps.
In terms of the average number of messages transmitted by PMW per time step per node, and the number of time steps needed to re-establish a valid cluster structure after a topology change, the following claims are made.
Claim 1: the message overhead of PMW is O(1) packet transmissions per time step per node.

Claim 2: the time complexity of PMW is T ≤ 2 per network topology change.
Both claims are proved in the following subsections.
Hello Protocol Overhead
In order to discover its neighborhood and compute its weight, each node broadcasts HELLO messages periodically. Thus, the HELLO protocol introduces an overhead of f hello *N packets per time step for all nodes.
Cluster Formation Overhead
Immediately after each node calculates its weight, it broadcasts a WEIGHT message in one time step. After receiving WEIGHT messages from all its 1-hop neighbors, each node either becomes a cluster head by broadcasting a CLUSTERHEAD message or joins some cluster by broadcasting a JOIN message in one time step. Thus, for all nodes, they broadcast 2N messages in 2 time steps, that is, cluster formation overhead is N messages per time step.
Cluster Maintenance Overhead
From the discussion of cluster maintenance, it is obvious that every network topology change is detected by relying on the periodical HELLO messages, and each cluster head resignation is verified by periodically checking the remaining power level. Once a network topology change or a cluster head resignation occurs, relating nodes have to take respective actions to reestablish a valid cluster structure. Because of these actions, cluster formation and maintenance overheads incur, which are investigated in the following four subsections.
Link Break between a Member and Its Cluster Head
Since the cluster structure is still valid when a link break occurs between nodes from different clusters or nodes that are members from the same cluster, there is no action. Only a link break between a member and its cluster head triggers the re-clustering.
The cluster head removes this member from its neighbor and member lists, so no message is necessarily transmitted. On the other hand, this member removes this cluster head from its neighbor list as well, and joins another cluster head with the highest weight if any. This case is done by broadcasting a JOIN message in one time step. If no other cluster head is available from its neighbor list, this member declares itself as a cluster head, and broadcasts a CLUSTERHEAD message in one time step. Thus, we have: T = 1 and M = 1 for one of this kind of link breaks.
Link Establishment Because Two Cluster Heads Become 1-hop Neighbors
When a cluster head becomes a 1-hop neighbor of another cluster head for a predefined duration of CCI interval, the one with the smaller weight resigns and joins the other. The resigned cluster head has to broadcast a JOIN message to inform all its members in one time step. After receiving the JOIN message from their cluster head, each member of this resigned cluster head has to do re-clustering, which is the same as the case in subsection "Link Break between a Member and Its Cluster Head". To summarize, T = 2 and M = m + 1 for one of this kind of link establishments.
Link Break Because a Cluster Head Resigns
When the current remaining power of a cluster head is less than the threshold LPT, and there exists one of its members that can be a new cluster head, this cluster head resigns and triggers a cluster head re-election.
Once a new cluster head is elected, the resigned cluster head broadcasts a JOIN message to inform all its members in one time step. After receiving the JOIN message from its cluster head, each member of this resigned cluster head has to do re-clustering, which is also the same as the case in subsection "Link Break between a Member and Its Cluster Head". In short, T = 2 and M = m + 1 for one of this kind of link breaks.
Total Cluster Maintenance Overhead
Since M = 1 in the case of "link break between a member and its cluster head" and M = (m+1) in the case of "link establishment because two cluster heads become 1-hop neighbors", the total number of messages transmitted per network topology change due to link state changes is (m+2). And the average network topology changes occurred per time step is f link . Therefore, there are totally f link *(m+2) messages per time step due to link state changes.
Since a node cannot become a cluster head any more once it resigns due to its lower remaining power, there are at most N cluster head resignations in an evaluation. An evaluation period consists of L time steps, thus, the average number of cluster head resignations per time step should be N/L. Therefore, the total number of messages is N(m+1)/L per time step due to the cluster head resignation.
In summary, total cluster maintenance overhead is f link *(m+2) + N(m+1)/L messages per time step.
Total Message Overhead
To summarize, the message overhead of PMW (O PMW ) is the sum of the overhead due to HELLO protocol, the overhead due to cluster formation and the overhead due to cluster maintenance, that is, T = 1 for a link break between a member and its cluster head, and T = 2 for both a link establishment and a link break due to the resignation of some cluster head, therefore, the convergence time is at most 2 time steps per topology change, as per Claim 2.
PERFORMANCE EVALUATION
The performance of PMW and MOBIC (Basu et al., 2001 ) is evaluated via NS-2 simulator with clustering framework (Basagni et al., 2006) . Most of our simulation parameters are the same as the ones in (Basu et al., 2001 ) listed in Table 2 along with others. Since mobility is the major cause of re-clustering, the weighting factors f 1 = 0.8, f 2 = 0.15 and f 3 = 0.05 are used. The initial power level of each node is randomly distributed between 20% and 100%. To measure the stability of a clustered MANET, we consider the following metrics: o The lifetime of the network: the duration from the beginning until any node runs out of its battery power (Choi and Woo, 2006; Sheu and Wang, 2006) . o The cluster head change rate (per second): the total number of cluster heads is divided by the total simulation time (Basu et al., 2001) .
o The re-affiliation (joining a cluster and becoming a member) rate (per second): the total number of cluster members is divided by the total simulation time (Choi and Woo, 2006) . All metrics in the following figures are collected from an average value of 50 simulation runs in 50 different scenarios, which are randomly generated using the random waypoint model (built-in in NS-2). To better mimic a real wireless network, 25 constant bit rate (CBR) connections are randomly generated by the traffic-scenario generator. Each source sends a 512-byte packet through UDP at a rate of one packet per second.
In Figures 1, the lifetime of the network decreases as node mobility and transmission range increase in both MOBIC and PMW. In Figure 1(a) , PMW prolongs the lifetime of the network from 9% to 42% (or 23% on average) better compared to that of MOBIC. In addition, PMW outperforms MOBIC from 2% to 27% (or 15% on average) when the transmission range is beyond 50 meters as shown in Figure 1(b) . These promising results show affirmatively the effect of taking into consideration the power and workload in the weight calculation and the forced resignation of a cluster head when its power becomes too low.
Figure 1. Lifetime of the network by varying maximum speed and transmission range, respectively
Figure 2(a) shows that the cluster head change rate increases as node speed increases. This is because cluster heads with higher speed are more likely to become 1-hop neighbors, and consequently, the one with a lower weight has to resign. PMW produces from 5 to 12 (or 7 on average) fewer cluster heads than MOBIC for PT (pause time) = 0 and PT = 30, respectively. In Figure 2(b) , the number of cluster heads increases when the transmission range is less than 50 meters. However, when the transmission range becomes larger than 50 meters, the cluster head change rate decreases as more nodes stay together for a longer period of time, and PMW produces from 5 to 13 (or 10 on average) fewer cluster heads than MOBIC. PMW produces fewer cluster heads mainly because nodes with higher power are likely to get elected as cluster heads and, hence, can function as cluster heads for a longer time.
Figure 2. Rate of cluster head changes by varying maximum speed and transmission range, respectively
Figure 3(a) shows that the re-affiliation rate increases as the node speed increases. This is because cluster members with higher speeds are likely to get disconnected from their cluster heads and join the others. PMW produces from 34 to 66 (or 44 on average) fewer cluster members than MOBIC for PT (pause time) = 0 and PT = 30, respectively. In Figure 3(b) , the re-affiliation rate has the similar trend as in Figure 2 (b), and PMW produces from 34 to 43 (or 40 on average) fewer re-affiliations than MOBIC when the transmission range is greater than or equal to 100 meters. The advantage of PMW having a lower re-affiliation rate is mainly attributed to the less likelihood of the resignation of a cluster head due to power exhaustion. 
FUTURE RESEARCH
Since performance of routing protocols over the flat structure suffers as number of nodes grows (Hong et al., 2002; Shiflet et al., 2004) , there is the need to develop a reliable routing protocol, which is built on top of a hierarchical structure produced by a light-weight clustering algorithm.
Although replication provides a feasible solution for improving data availability in MANET databases, efficient consistency maintenance of replica remains a challenging problem in a large MANET. Cluster heads are the most stable nodes in the network and can form a virtual backbone, so they can decrease message overhead and help to realize efficient replication service.
Since pessimistic concurrency control techniques limit/block users to access data items and resources (bandwidth, power and storage) in MANET databases are limited, optimistic concurrency control algorithms may efficiently guarantee correctness of concurrent transactions execution in MANET databases, but it is challenging to choose which nodes to maintain the history information that is used for future validation. Again, cluster heads are the best candidates because they are more stable than other nodes, so that the history information is available when it is needed.
CONCLUSION
In this chapter, in order to resolve the mobility and scalability issues in routing protocols in MANETs, we proposed a robust weighted clustering algorithm, called PMW (Power, Mobility, Workload), to form and maintain more stable clusters in MANETs. In PMW, the weight of a node is calculated by three parameters: remaining power, mobility prediction (to check if a node moves along with all its 1-hop neighbors) and workload (represented by power decrease rate because nodes with heavier workload consume more energy). These three metrics are computed locally, independent of extra devices, and cover the major causes of reclustering. Thus, in PMW, there is low re-clustering overhead during the cluster maintenance. The message overhead incurred due to PMW was claimed as O(1) per time step per node. The simulation results from the NS-2 simulator did confirm that PMW prolonged the lifetime of a clustered MANET and outperformed MOBIC by as much as 23% on average; PMW elected at least 7 fewer cluster heads on average than MOBIC; and PMW produced at least 40 fewer cluster members on average than MOBIC.
