Much animal communication takes place via symbolic codes, where each symbol's meaning is fixed by convention only and not by intrinsic meaning. It is unclear how understanding can arise among individuals utilizing such arbitrary codes, and specifically, whether evolution unaided by individual learning is sufficient to produce such understanding. Using a genetic algorithm implemented on a computer, I demonstrate that a significant though imperfect level of understanding can be achieved by organisms through evolution alone. The population as a whole settles on one particular scheme of coding/decoding information (there are no separate dialects). Several features of such evolving systems are explored and it is shown that the system as a whole is stable against perturbation along many different kinds of ecological parameters.
Introduction
An act of communication on the part of one system can be defined as one which changes the probability pattern of behavior of another; it is the functional relationship between signal and response (Wilson, 1975) . Communication in animals is a very important part of their ecological profile (e.g., Wilson, 1971 , Halliday and Slater, 1983 , Alcock, 1989 Haldane): that it often involves great energetic amplification, because the relatively small amount of energy expended in producing a signal is magnified (at the expense of the perceiver) into potentially great consequences.
Thus, one approach is to study the evolution and ecology of signal emitters -to discover how such signals arise and how they benefit the animal and increase its by interaction with others (as opposed to denotational theories of meaning), MacLennan (1991) showed that communication can arise when cooperation is rewarded. Werner and Dyer (1991) likewise investigated the evolution of communication in a population of artificial neural networks. Both of these approaches focused on simulating real-world interactions (i.e., simulating pursuit of mates, etc.), and thus provided some level of ecological detail.
In this study, I abstract from such detail (in the spirit of Kanevsky et al., 1991 , Kaneko and Suzuki, 1994 , and Balescu, 1975 , and simulate a system where agents evolve under a selection which rewards mutual understanding, to study how the members of an initially non-communicating population can all converge on particular (and identical) meanings for arbitrary symbols. organism's genome consists of two "genes," one governing how it maps its internal states for display to others, and the other which governs how it in turn interprets its observations of others. This scheme is illustrated in Figure 1 .
The fitness of an organism is highest when others' decodings most closely match the original string (the internal states of the agent). Specifically, the internal states and observables of each individual are represented by vectors of integers; the genomes consist of matrices bearing weights (coefficients) for polynomials which map one vector into another. Thus, for a given vector I representing some set of internal states of agent X (for example, a hungry animal which is moderately strong, and not close to its home territory), the observables vector O is obtained by O = I·C, where C is a matrix whose elements are contained in the genome of agent X. In an interaction, another agent observes the vector O, applies its own matrix D, and arrives at its guess as to what agent X's internal states might be (I = O·D). The fitness of individual X is given as the average understanding of its internal states by others:
where R is a randomly-chosen individual, popsize is the size of the population, and g is a number between 0.0 and 1.0 which indicates gregariousness (i.e., how many of the other members of the population each individual interacts with, in determining its fitness). This is important because the level of sociality varies very widely among species. Values of g close to 1.0 make this algorithm very computationally intensive because of the combinatorial nature of the fitness function (each member has to interact with every other member). For larger population sizes, this will be impractical (on a single-processor machine).
U(a,b) determines how well agent A is understood by agent B. It is defined as
the average error individuals make in attempting to guess one another's internal
states by applying their decoding function to the encoded vector:
In this expression, interactions determines how many interactions with each individual a given agent has (i.e., how many messages they exchange when computing how well they understand each other). This is important because in "dovelike" (non-violent) species, fitness is determined over a large number of interactions (i.e., no one or few interactions determine fitness because none leads to catastrophic results). In very violent species, a single misunderstanding may lead to death, so fitness needs to be determined over a smaller number of messages. M is a random message over the space of valid internal state sets, and G(F(M)) is agent B's decoding of agent A's coding of that message. The maximum understanding occurs when the distance between them is minimal (i.e., the decoding is maximally similar to an inverse of the coding). The distance (simple Pythagorean hypervolume distance) between two vectors is computed as follows:
A genetic algorithm (GA, pseudocode is given in Figure 2 ) is used to simulate evolution of this system, with fitness being determined through some number of interactions (on randomly-chosen sets of internal states) with some number of other (randomly-chosen) members of the population. The numbers used in the al-gorithm are parameters which may be changed to study various properties of this evolving system.
The vector/matrix representation was chosen for this model instead of other possibilities like finite state automata and neural networks because they provided a computationally non-intensive algorithm for coding and decoding (important because of the combinatorial nature of the fitness measure), covered a large area of possible mappings (because every output element can be a function of every input element), supported mutation and crossover operators which were closed with respect to the space of legal genotypes, and provided an obvious (but not unique) optimal solution (the identity matrix I n,m which corresponds to the simplest mapping between inputs and outputs).
Note that there is a fundamental difference between this GA and usual GA applications. In the normal genetic search, each candidate solution has a fitness;
this fitness is a measure of how well that solution fits a given problem, and is thus independent of any other solutions which may exist at the time. In this GA simulation however, all fitnesses are relative, since the fitness of an individual is defined by how well others understand it. This has been termed "competitive fitness" (Axelrod 1984 , Axelrod, 1987 , and has several important consequences:
(1) there can be no true elitist selection, since the "best" individuals can easily become poor when others are mutated, and (2) there will be very complex dynamics as the population evolves. Of course, this is much closer to true biological evolution since most characteristics' fitness values are very much dependent on the other members of the ecology. Thus, this is the logical extension of Hillis (1991) which showed that coevolving two separate populations can be beneficial, since in this case, every single individual potentially deforms the others' landscapes.
Results
In order to study the properties of an evolving system of agents seeking to understand each other, several experiments were performed in which various key parameters of the simulation were changed. In all of these experiments, the top fitness (defined as the scaled log 10 of the fitness of the most-fit individual) and the population convergence (defined as the scaled average difference of each individual's matrix from the population's matrix average) were plotted as a function of generation number.
In the first series, the natural (unperturbed) variability of the system was explored, in order to make meaningful analyses of its behavior under alterations of its parameters. Fifty sample runs were performed with the parameters set to the values in column 1 of Table 1 . In all of the experiments which follow, all parameters except the one being investigated are set to these values. The results for the 50 preliminary runs are summarized in the schematic of Figure 3 . This will be referred to as the "base population."
In general, an evolution of this system consists of three phases, labeled with Roman numerals I through III in Figure 3 . A sample plot of one actual run appears in Figure 4 .
All repetitions of this experiment gave approximately the same result. The best individual of a randomly-chosen population has a fitness value of about 0.3 ± 0.01. The top fitness rises sharply to a value of about 0.5 until about generation 300 (phase I), then slowly reaches a maximum of 0.6 ± 0.05 by generation 1000 (phase II), and then meanders about that value from then on (phase III). This phase is stable, and no further major increases occur; the population continues to cycle about the value of 0.6 (equivalent to a two orders of magnitude reduction of error in guessing another agent's internal state vector). The population converges quickly (at around generation 100). Thus, it is seen that a population of such agents is able to arrive at a significant though imperfect level of understanding by virtue of evolution alone. Interestingly, the understanding level is not perfect, and never becomes so, even if the evolution is carried out to 10-10-also found (data not shown) that the population converges upon one coding, not sub-populations which each utilize a different "language." In all of the experiments described below, the results given represent the average of 5 runs with the same parameters (this represents a balance between getting statistics which are truly representative of the system and having a computationally-feasible set of experiments).
The next series of experiments was designed to study the effect that population size has upon the population dynamics as it evolves understanding. It is difficult to make a hypothesis as to what size is optimal, because while larger populations in GAs tend to locate solutions quicker than small ones, it may well be that it is more difficult for a large population to achieve mutual understanding (due to the larger range of individual codings available). For this experiment, the parameters were those in column 2 of Table 1 The next experiments were designed to test the effects of various survival rates upon the rate of the evolution of understanding. For all runs, the parameters were set as in column III of table I. The percentage of top individuals which were allowed to survive between generations varied from 5% to 95%. It was found (data not shown) that survival rates of 5% to 60% are all equivalent in terms of the behavior of the population, and are very similar to that of the base population described in Figure 3 . For survival rates of more than 60%, the initial rise in top fit--11-ness was slow, and on average the population only reached a fitness of 0.5 in 3000 generations. This implies that the evolution of understanding in animal populations is not very sensitive to the fraction of individuals which survive to breed at each generation, as long as that fraction is small enough to allow effective selection to take place. This transition appears to lie at around 60%.
The next variable to be tested was mutation rate (all other parameters were set to the values in column IV of Table 1 ). The mutation rate is defined as the number of times a given individual is mutated (values less than 1.0 indicate a probability of being mutated). For mutation rates of 0.1 to 32, the population's behavior is not significantly different from the base population. For rates above 32 the initial rise is slow and the population requires 1500 generations to reach a fitness value of 0.6.
It was also interesting to determine the effect that crossover (rather than pure mutation) had on the population's behavior. When all other parameters are set as in column V of Table 1 , crossover was seen to achieve the maximum at around generation 100, and the maximum fitness achieved was somewhat higher (0.65).
This is as expected, since crossover tends to lead to more rapid convergence, which here (unlike in most GA applications) is a benefit.
The next series of experiments studied the population behavior under various numbers of internal states and observables. In all experiments the number of internal states and external observables (referred to as N) was equal, and the other variables were set to the values in column VI of Table 1 . It was seen that as expected, for smaller values of N understanding was achieved more easily than for large values. For N=3, the population was able to achieve top fitness values of 0.7, whereas when N=5 there was a very slow rise to a fitness value of 0.6. For N=6, the rise was also very slow and achieved a fitness of only about 0.53 (shown in Figure 7 ). 
Discussion
The major finding of this series of experiments is that a significant level of understanding among units utilizing purely symbolic codes can be achieved through evolution alone. The evolution profile consists of three stages, and is very consistent between runs, suggesting that it is a real feature of such systems. Furthermore, the fitness profile of such a population as a function of time is very stable against perturbations of various parameters. Surprisingly, gregariousness level and interaction duration do not seem to have a large effect on the evolution of understanding. The same is true for a fairly wide range of selection stringencies, and
-13-population size. Use of the crossover operator is seen to accelerate convergence on understanding.
The major factors influencing the rate of evolution are the number of internal states and external observables involved in the communication. The results suggest that misunderstandings should be more common in species which utilize larger numbers of signals to represent larger numbers of internal states. It is also seen that once achieved, a good genotype is very stable and as few as 2% of such individuals are able to catalyze optimal understanding among the whole population within 50 generations.
Future Directions
This paper presented only preliminary data on this complex system. Work is currently in progress to investigate several important features of such a model. which control GA parameters (such as locations of mutation hotspots, whether an individual uses cross-over or mutation, the value for gregariousness, etc.), and (4) keeping a constant ratio of observables to internal states.
Likewise, it is possible to determine whether the system's self-organizing behavior is robust enough to be able to handle additional uncontrollable or very noisy outputs (which simulate external environmental factors unrelated to the internal state of an agent). Finally, a more complex form of this model is also planned which will utilize steady state GAs, as opposed to discrete generational to misrepresent one's internal state in certain circumstances (lying, as in Dawkins and Krebs, 1978; Dawkins, 1982) , and other complexities such as eavesdropping and withholding information.
Figure Legend
1) "Functional diagram of a single agent"
2) "Flow-chart of the algorithm used for the simulation"
3) "Schematic of evolution of base population runs" 4) "Course of evolution of a base population run" 5) "Course of evolution of a population of size 30" 6) "Course of evolution of a population of size 10" 7) "Course of evolution of agents with 6 internal states and 6 observables" Table Legend 1) "Parameter values for evolution runs in figures 1-7"
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