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With the development of wind turbine technology and the need for maximizing 
wind energy harvesting, more wind turbines operate in the partial load region. Among 
many control algorithms developed for this region, controllers based on feedback of the 
global maximum power coefficient have been widely used. These control schemes offer 
good performance with simple implementations, but they may not be suited for wind 
turbines with limited rotor speed ranges. In such cases, the controller is challenged because 
the main feature ---the global maximum power coefficient--- is not achievable due to the 
turbine speed constraint. It is necessary to develop a controller to seek the achievable 
maximum power coefficient that leads to optimal wind energy capture. In this dissertation, 
the development of an optimal control framework to maximize wind energy capture for 
wind turbines with constrained turbine speed is first presented. Numerical optimal control 
techniques are applied to search for the achievable maximum power coefficient, with 
proposed modifications to make this task more computationally feasible.  
Mitigating the turbine generator torque variation, thus reducing the fatigue loading 
on turbine generator shaft, is also important for the partial load region operation. Including 
this aspect in the optimal control is then discussed. Furthermore, an approach of 
incorporating time-varying weightings into developing the optimal controller is introduced 
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to seek further improvement on turbine generator torque variation reduction, thus fatigue 
reduction.  
In addition, the power generated by the wind turbine varies due to variation in the 
wind speed. Depending on the load demand and the wind speed, the wind turbine's 
operation switches between two modes: a multi-input-single-output (MISO) mode and a 
single-input-single-output (SISO) mode. Due to the wind turbine changes its dynamic 
behavior during the switching process, applying the traditional control methods to each 
corresponding mode may not be capable of maximizing the overall wind energy capture 
throughout the entire turbine's operation. Therefore, the development of an optimal control 
framework to maximize the overall wind energy capture for a switched wind turbine system 
is subsequently presented.  
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Chapter 1:  Introduction 
BACKGROUND 
Wind energy, considered as one of the renewable resources, is becoming more 
important in displacement of the fossil fuel to provide electric energy. It is a widely 
distributed and plentiful resource. The total amount of economically extractable power 
available from the wind is considerably more than present human power use from all other 
sources. Besides, the wind energy is clean and won’t generate greenhouse effect. Therefore, 
utilization of wind energy has rapidly increased in recent years. Figure 1 shows the U.S. 
energy chart of 2013 [1]. From Fig. 1, it can be seen that the source of 13% of the total 




Figure 1:   U.S. energy chart 2013 [1]. 
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Wind energy has played an important role in supporting the electrical power grid. 
According to the U.S. Department of Energy, wind has been the fastest growing source of 
electricity generation in the world through the 1990s [2]. In 2006, President Bush 
emphasized the nation’s need for greater energy efficiency and a more diversified energy 
portfolio. This led to a collaborative effort to explore a modeled energy scenario in which 
wind provides 20% of U.S. electricity by 2030. With great technology advancements, 
traditional windmills have been replaced by specially designed wind turbines, which 
enhance the productivity of electricity. Figs. 2 and 3 show the global annual and cumulative 
installed wind capacity through the years 1996 to 2013 [3]. From Figs. 2 and 3, it can be 
seen that the global annual and cumulative installed wind capacity are basically keep 
increasing through the years 1996 to 2013.  
 
 




Figure 3:   Global cumulative installed wind capacity 1996-2013 [3]. 
 
In the near future, wind energy will be the most cost effective source of electrical 
power. In fact, a good case can be made for saying that it already has achieved this status. 
The major technology developments enabling wind power commercialization have already 
been made. There will be infinite refinements and improvements, of course. Furthermore, 
political and economic requirements have changed dramatically because global 
environmental problems can no longer be ignored. International environmental treaties, 
such as the Kyoto Protocol, establish legally binding commitments for the reduction of 
greenhouse gas concentrations in the atmosphere and industrialized countries agreed to 
reduce their collective GHG (greenhouse gas) emissions. International, standardized 
applications for renewable energies, regardless of national regulations or climate 
conditions, are more and more likely to be put into place. The wind energy industry’s future 
looks optimistic. 
As an important device that converts the kinetic energy from the wind into 
mechanical energy, maximizing the efficiency of wind turbine plays an important role in 
the development of the wind power. Especially in wind farms where hundreds of wind 
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turbines are installed, the efficiency improvement of an individual wind turbine could result 
in a significant energy gain for the entire wind farm and this will make the wind energy 
more economically viable. Therefore, the main goal of our research is to improve wind 
turbine’s operation efficiency. 
TYPES OF WIND TURBINES 
Wind turbine is a device that converts kinetic energy from the wind into electrical 
energy and a wind farm is a group of wind turbines in the same location used to produce 
electric power. Wind turbines can be separated into two basic types determined by which 
way the turbine spins. Horizontal axis wind turbines, also shortened to HAWTs, are the 
common style when most of us think about a wind turbine. There are also vertical axis 
wind turbines, shortened as VAWTs, have the main rotor shaft arranged vertically. Figure 
4 illustrates these two basic types of wind turbines [4]. Basically most HAWTs have an 
average increased efficiency from a common VAWT. This is mainly because of the 
additional drag that the VAWTs have as their blades rotate into the wind. Due to this main 
reason, HAWTs are more common while VAWTs are less frequently used in wind farms. 




Figure 4:   Different types of wind turbines [4]. 
 
TURBINE STRUCTURE 
Figure 5 shows the detailed structure of a typical HAWT. It is made up of the 
following components [5]: 
1. Tower and foundation 
In order to guarantee the stability of a wind turbine a pile or flat foundation is 
used, depending on the consistency of the underlying ground.  
The tower construction doesn’t just carry the weight of the nacelle and the rotor 
blades, but must also absorb the huge static loads caused by the varying power of the 
wind. Generally, a tubular construction of concrete or steel is used. An alternative to 
this is the lattice tower form.  
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2. Rotor and blades 
The rotor is the component, which, with the help of the blades, converts the 
energy from the wind into rotary mechanical movement.  
Currently, the three-blade, horizontal axis rotor dominates. The rotor blades are 
mainly made of glass-fiber or carbon-fiber reinforced plastics (GRP, CFRP). The blade 
profile is similar to that of an airplane wing. They use the same principle of lift: on the 
lower side of the wing the passing air generates higher pressure, while the upper side 
generates a pull. These forces cause the rotor to move forwards, i.e. to rotate. The pitch 
refers to turning the angle of attack of the blades into or out of the wind. 
3. Nacelle with drivetrain 
The nacelle holds all the turbine machinery. Because it must be able to rotate to 
follow the wind direction, it is connected to the tower via bearings. The build-up of the 
nacelle shows how the manufacturer has decided to position the drive train components 
(rotor shaft with bearings, transmission, generator, coupling and brake) above this 
machine bearing. 
a) Gearbox 
The gearbox converts the rotor motion into the proper range, which the 
generator requires. 
b) Generator 
The generator is the component, which converts mechanical movement into 






Type Generator Type 
Rotor Speed (Allowable variation from grid 
synchronous speed) 
A 










-40% to +30% 
D Synchronous Generator Independent 
Table 1:   Different types of turbine generators and their speed range [6]. 
 
Induction generators are often used in wind turbines and some micro 
hydro installations due to their ability to produce useful power at varying rotor 
speeds. Induction generators are mechanically and electrically simpler than other 
generator types. They are also more rugged, requiring no brushes or commutators. 
Induction generators are particularly suitable for wind generating stations as in this 
case speed is always a variable factor. Unlike synchronous motors, induction 
generators are load-dependent and cannot be used alone for grid frequency control. 
The synchronous generators are only used for a small number of small wind 
turbines, mainly for stand-alone systems. 
c) Coupling and brake 
Because of the enormous torque, the coupling between the main shaft and 
the transmission is a rigid one. The type of brake depends on the control mechanism 
for the blades. There are two main types of turbine brakes: electrical and 
mechanical brakes. Electrical braking is useful if the kinetic load on the generator 
is suddenly reduced or is too small to keep the turbine speed within its allowed limit. 
On the other hand, the mechanical braking is a secondary and usually applied only 
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after blade furling and electromagnetic braking have reduced the turbine speed 
generally 1 or 2 rotor RPM, as the mechanical brakes can create a fire inside the 




Figure 5:   Typical structure of a HWAT [5]. 
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REGIONS OF OPERATION 
There are four operation regions for a wind turbine system, which are defined in 
Fig. 6 [7]. In Region 1, which is also known as the start-up region, the wind speed is very 
low and there is insufficient torque to drive the turbine. When the wind speed is high 
enough, the system operation will shift to the partial load region, also known as Region 2. 
In Region 2, the turbine starts to generate power and it is desirable to capture as much wind 
energy as possible [8-11]. As shown in Fig. 6, the level of electrical power output rises 
rapidly. As wind speed increases, the power reaches the maximum output of the electrical 
generator. This is called the rated output power and the wind speed at which it occurs is 
called the rated output speed. When the wind speed exceeds the rated output speed, the 
turbine cannot further increase its speed or power generation and shifts to Region 3. In 
Region 3, the turbine often maintains a constant speed and constant rated power, which is 
achieved by pitching its blades in order to shed additional wind energy [12-14]. As the 
wind speed keeps increasing, the forces applied to the turbine structure continue to rise and, 
at some point, there is a risk of damage to the rotor. As a result, the wind turbine will be 




Figure 6:   Regions of operation of a wind turbine [7]. 
 
Among the four operating regions, Region 2 has drawn much attention because the 
control implemented into a wind turbine significantly impacts wind energy capture, thus 
the overall wind turbine efficiency [8-11]. During this region, a variable speed wind turbine 
can seek maximum wind energy capture by controlling the blade pitch angle and generator 
torque. Our research mainly focuses on Region 2 operation. 
TYPES OF WIND TURBINE CONTROLLERS 
A well-designed controller plays a key role in improving wind turbine’s efficiency. 
Controllers for modern wind turbine systems can be classified into two main categories: 
online and offline controllers. The control algorithms designed for online controllers are 
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usually simple and the computational expense associated with them is relatively low. 
Therefore, the online controllers can be easily implemented for real-time control. Typical 
examples of the control algorithms for online controllers are the traditional torque feedback 
control method used in Region 2 operation and the PI control used in Region 3 operation. 
A control block diagram for a wind turbine system using an online controller is shown in 
Fig. 7. On the other hand, the control algorithms designed for offline controllers are usually 
more complex, but tend to be more powerful and are able to realize more sophisticated 
functions. Due to the high computational expense associated with the complex algorithms 
designed for offline controllers, numerical calculations are performed offline and the 
resulted control input trajectories are made into look-up tables, which can be used for as 
feedforward maps for real-time control. A classic example of offline control is the model 
predictive control method and various algorithms can be embedded into it to realize 
different functions. A control block diagram for a wind turbine system using an offline 
controller is shown in Fig. 8. 
 
 



















Chapter 2:  Literature Survey 
Various control algorithms have been developed for wind turbine system to realize 
different purposes. For Region 2 control, the main control objective is to maximize the 
overall wind energy capture; For Region 3 control, the main research objective is to 
regulate turbine speed and maintain the turbine output power as the rated power. In this 
chapter, a literature survey on the existing control methods for wind turbine system is 
presented. 
REGION 2 CONTROL 
The main control objective is for Region 2 operation is to maximize the wind 
energy capture. In [8-11], a torque feedback control method is mentioned, which is mainly 
used for Region 2 control. In this torque feedback control method, the turbine generator 
torque is controlled as a function of rotor speed, which will drive the system to track the 
maximum aerodynamic power coefficient, thus maximizing the wind energy capture. This 
method can be easily applied with satisfying performance. Details of this feedback method 
will be discussed in Chapter 5. 
In addition, advanced control methods are also discussed. For Region 2, research is 
further divided between investigations that incorporate detailed models of the generator 
electromechanical system and power electronics and those that view the generator torque 
in terms of a static gain that responds instantly to commanded torque. When studies involve 
electromechanical models, advanced research congregates around maximum power point 
tracking (MPPT) [18-23] and sliding mode approaches [24-25]. On the other hand, multi-
input-multi-output (MIMO) methods [8-11] tend to be the most prevalent in the research 
of advanced controls for Region 2, but adaptive [26-30] and novel gain-scheduling [31-32] 
approaches are also investigated. 
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The maximum power point tracking algorithms researched so far for the wind 
turbine system can be classified into three main control methods, namely tip speed ratio 
(TSR) control, power signal feedback (PSF) control and hill-climb search (HCS) control 
[18-23]. The TSR control method regulates the rotational speed of the generator in order 
to maintain the TSR to an optimum value at which the power extracted is maximum; In 
PSF control, it is required to have the knowledge of the wind turbine’s maximum power 
curve, and track this curve through its control mechanisms; The HCS control algorithm 
continuously searches for the peak power of the wind turbine. It can overcome some of the 
common problems normally associated with the other two methods. As mentioned, the 
MPPT method involves detailed models of the generator electromechanical system and 
power electronics. The dynamics of these components increases the degree of freedom of 
the system, also the level of difficulty for the control design. 
The sliding mode control method is proposed to ensure the stability of the wind 
turbine in both Region 2 and Region 3 operations [24-25]. It can also impose the ideal 
feedback control solution in spite of model uncertainties. The sliding mode control can be 
further combined with the adaptive control method to update the sliding gain so that better 
system performance can be achieved [25]. Same as the MPPT method, the sliding mode 
control method also involves detailed models of the generator electromechanical system 
and power electronics. 
The adaptive control technique can address the inaccuracies in system parameters 
or the uncertainties in turbine’s operating conditions by adapting controller gains to correct 
them. A small number of papers have been published regarding adaptive control of wind 
turbines [26-30], but most involve Region 3 control, and very few attempts have been made 
to test these advanced controls on real turbines. The control law is defined separately for 
positive and negative regions of the rotor speed because it is undesirable to apply torque 
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control when the turbine is spinning in reverse. The simulation of this adaptive method 
shows that the adaptation behavior with the longer adaption period is significantly better 
than the behavior with the shorter adaption period. Stability analysis is also used for the 
adaptive control to prove the convergence. 
The gain scheduling approach consists in designing linear controllers for several 
operation points and then applies an interpolation strategy to obtain the global control [31-
32]. Consequently, powerful tools for linear systems can be applied to nonlinear plants. 
The main disadvantage of the gain scheduling method is that linearization needs to be 
applied about several equilibriums, which requires a relatively stable wind condition. When 
the wind speed becomes volatile, the gain scheduling method doesn’t have a good 
performance.   
Besides maximizing wind energy capture, reducing the harmful effect associated 
with turbine’s operation is another area that draws attention. In [33], a controller is 
designed to investigate the fatigue loading inflicted on turbine’s structure. Research on 
reducing the noise associated with turbine’s operation is also conducted by some 
researchers. 
REGION 3 CONTROL 
The control objective for Region 3 operation, which is to regulate turbine speed and 
maintain generator output power, is easier to realize compared to that of Region 2. 
Therefore, control design for Region 3 operation is not as sophisticated as Region 2 and 
some common methods are used. In [8-11], a classical proportional-integral (PI) control 
technique is introduced for the design of the blade pitch controller for Region 3 operation. 
This PI control method is used in Region 3 to regulate turbine speed in the presence of 
varying wind conditions. Further discussions on methods for choosing the gains are found 
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in [17]. It is also revealed that the standard PI control can be augmented with notch transfer 
functions to add damping to known resonances. 
Adaptive control method can also be applied for Region 3 control. In [29], an 
adaptive control law is designed to keep the generator torque and rotor speed constant. It 
is proved that the error caused by a step disturbance can be canceled by the proposed 
adaptive control law. 
SWITCHING CONTROL 
A relatively new topic, which starts to draw attention during the recent years, is the 
switching stability and control of the wind turbine system [34-51]. Depending on the wind 
speed and the load power demand. The wind turbine’s operation could switch between two 
modes: a multi-input-single-output (MISO) mode and a single-input-single-output (SISO) 
mode. When switching takes place during turbine’s operation, the stability of the switched 
wind turbine system should be considered at the first place. In [34], the open-loop stability 
and the closed-loop stability of the switched wind turbine system were both explored based 
on the famous converse Lyapunov theorems to find the common quadratic Lyapunov 
function (CQLF) [34-38]. It is found that the open-loop system is asymptotically stable 
under arbitrary switching and the necessary and sufficient condition for the closed-loop 
system to be stable can be established within some well-defined regions. 
There are not many literatures addressing the control of a switched wind turbine 
system. The most common strategy is to apply existing control methods to each of the 
corresponding mode. In [34], it is addressed that the traditional torque feedback control 
method is applied to maximize the wind energy capture in the MISO mode and the PI 
control on the blade pitch angle is applied to regulate turbine generator output power in the 
SISO mode. 
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Chapter 3:  Research Objectives and Motivations 
Our proposed research focuses on the following three objectives: 
1. Maximizing wind energy capture for speed-constrained wind turbines during Region 2 
operation. 
2. Reducing turbine generator torque variation using time-varying weighting. 
3. Maximizing wind energy capture for a switched wind turbine system. 
In our research, numerical optimal control method was first applied to maximize 
the wind energy captured by a speed-constrained wind turbine during Region 2 operation. 
Then, the approach of time-varying weighting is combined with the numerical optimal 
control method to reduce the variation in the turbine generator torque trajectory. Finally, 
the numerical optimal control method is applied to a switched wind turbine system to 
maximize the wind energy capture. Details about the motivation of each research objective 
will be introduced in the following sections.  
MAXIMIZE WIND ENERGY CAPTURE FOR SPEED-CONSTRAINED WIND TURBINES 
DURING REGION 2 OPERATION 
During Region 2 operation, a wind turbine can seek the maximum wind energy 
capture by tracking the maximum value of the aerodynamic power coefficient. Control 
algorithms have been developed for the partial load region to seek the maximum power 
coefficient [8-11]. Among them, controllers relying on feedback of the global maximum 
aerodynamic power coefficient are widely used. Despite their good performance and 
simple implementation, these controllers assume the knowledge of the global maximum 
power coefficient is always available. Unfortunately this assumption does not apply to all 
wind turbine systems, especially because requirements for long service lives and 
inexpensive electronic components impose limits on generator speeds [52-54]. Table 2 is 
a summary of features of selected variable-speed wind turbines [52] and Tables 3a and 3b 
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show the turbine operation data from different manufacturers [53]. From Tables 2, 3a and 
3b, it can be seen that different turbine models have different ranges of generator speed. 
Furthermore, in order to avoid resonance effect on wind turbine structure fatigue, several 
control algorithms have been developed recently to limit the turbine operation speed [55]. 
These constraints, in addition to the inherent variability of wind speed, can lead to 
situations where the global maximum of the power coefficient and the ideal turbine speed 









Table 3a:   Turbine operation data from different manufacturers all over the world [53]. 
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Table 3b:   Turbine operation data from different manufacturers all over the world [53]. 
 
There are a few algorithms that have been developed to avoid relying upon the 
global maximum power coefficient, such as adaptive torque control [26-30] and Hill-Climb 
Search methods [18-23]. These methods greatly enhance wind turbine efficiency in the 
partial load region, but generally take a long time to converge and are more suitable for 
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applications where the wind speed input is steady or slowly changing. When the wind speed 
is more variable, the energy capture capability is not fully realized with these methods. 
With increased demands on wind power generation, more turbines will be installed at sites 
with more volatile wind conditions. Accordingly, it will be necessary to develop an optimal 
controller that maximizes the wind power generation under these conditions. 
Optimal control algorithms can be used to control wind turbine future behavior 
based on a nonlinear turbine model and historic wind speed data [55-56]. The resulting 
control inputs can be summarized into feedforward maps for real-time control. More 
importantly, the wind energy captured under this optimal control law will provide a 
benchmark as the best performance for future control design. Another benefit of employing 
an optimal control algorithm is that it can be used to size a wind turbine for a specific wind 
site during the turbine design stage. The integration of optimal control and turbine design 
leads to an overall efficient wind turbine system. 
There are various methodologies that are suitable for time horizon optimization 
[57-68]. They can be classified into two categories: analytical and numerical methods. 
When using the analytical method, the general optimal control problem is converted into a 
two-point boundary value problem (TPBVP) and it is necessary to solve a series of 
differential equations [58]. Because the mathematical model of the turbine power 
coefficient is highly complicated, it is difficult if not impossible to solve the optimal control 
problem analytically. Therefore, numerical methods are used in our research. 
There are various numerical methods such as direct shooting (DS), collocation, 
legendre pseudo spectral, and dynamic programming (DP) [57-83]. These numerical 
methods generally convert the optimal control problem into a parameter optimization 
problem [60]. The DS method, which employs the sequential quadratic programming 
algorithm [69-78], is a widely used numerical method because of its simplicity. However, 
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when a system has multiple local optimal solutions, additional tuning is required to 
determine an initial iterate that will be sufficient to find the optimal solution. The DP 
algorithm can be applied to avoid this problem, as it guarantees the global optimal solution 
without requiring an analogous starting point [79-83]. However, the computational expense 
associated with DP algorithm is higher; there is a tradeoff between these two approaches. 
It is desirable to develop an optimal controller that avoids the need for an initial guess while 
maintaining computational feasibility. 
In our research, we present an optimal control framework to maximize the wind 
energy capture for a speed-constrained wind turbine to operate in the partial load region. 
DS and DP algorithms are first explored to find the optimal control input trajectories that 
maximize the wind energy capture. An Augmented DP algorithm is then proposed based 
on finding the characteristics of the wind turbine aerodynamic power coefficient. This 
Augmented DP approach avoids the problem of the initial iterate associated with DS 
approach, and also reduces the computational expense associated with DP algorithm. 
Comparisons of the above control algorithms against a widely used torque feedback control 
(TFC) method [8-11] are presented in a simulation environment. Wind energy capture in 
the partial load region and the computation expense for each algorithm will be discussed. 
Details about this research objective will be introduced in Chapter 5. 
REDUCING TURBINE GENERATOR TORQUE VARIATION USING TIME-VARYING 
WEIGHTING 
When applying the optimal control technique, there could be cases where the 
optimal control trajectory needs to change abruptly among several different control inputs. 
A famous example is the Bang-Bang (on-off) optimal control [84-86], in which case the 
controller switches abruptly between two states. However, this kind of abrupt switching is 
not desirable for turbine generator torque control. The reason is that changing the turbine 
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generator torque abruptly will cause shear stress oscillations and result in the risk of fatigue 
on the turbine generator shaft [87-88]. Therefore, it is necessary to consider the smoothness 
of the turbine generator torque trajectory when designing the optimal controller to 
maximize the efficiency of turbine operation. 
The approach of time-varying weightings has been applied to hard disk servo 
control for generating the optimal actuator seek profile [89]. Comparing to the traditional 
optimal approaches using constant weightings, it is more effective for minimizing the seek-
settling vibration induced by the seek profile and therefore reducing the excitation to the 
head-stack-assembly (HSA) [89]. The same concept can be applied to our optimal control 
design to seek further improvement on the smoothness of the turbine generator torque 
trajectory. Furthermore, the incorporation of time-varying weightings to the optimal 
control design will provide more design flexibility because different types of functions can 
be chosen for the time-varying weightings to satisfy different design requirements. 
In our research, the performance index of the numerical optimal control method is 
modified and constant weightings are tuned to investigate the tradeoff between maximizing 
the wind energy capture and smoothing the turbine generator torque trajectory. Finally, the 
approach of time-varying weighting is incorporated with the modified performance index 
of the numerical optimal control method to seek further improvement on the turbine system 
performance. Comparisons of all of the aforementioned control designs are also presented 
in a simulation environment. Details about this research objective will be introduced in 
Chapter 6. 
MAXIMIZE WIND ENERGY CAPTURE FOR A SWITCHED WIND TURBINE SYSTEM 
The power generated by the wind turbine varies due to variation in the wind speed. 
Depending on the load power demand and the wind speed, two possible operation modes 
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of the wind turbine can be defined [34]. When the wind speed is low, the captured wind 
power is not sufficient to meet the load power. In this case, the generator torque and the 
blade pitch angle of the turbine need to be controlled at the same time to maximize the 
captured wind power and some other energy sources, either renewable or nonrenewable, 
need to be applied to compensate the power deficiency. Since there are two control inputs, 
the generator torque and the blade pitch angle of the turbine, and one state output, which 
is the rotor speed of the turbine; this is defined as the multi-input-single-output (MISO) 
mode. When the wind speed is high and the captured wind power is sufficient to meet the 
load power, only the blade pitch angle is used to control the turbine to follow the load 
power demand. In this case, the only control input is the blade pitch angle of the turbine 
and the output is still the rotor speed of the turbine; this is defined as the single-input-
single-output (SISO) mode. A control block diagram based on the aforementioned two 
operation modes of the turbine is shown in Fig. 9. 
 
 
Figure 9:   Control block diagram for a switched wind turbine system. 
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Control algorithms have been developed to improve turbine's efficiency for each 
corresponding operation mode. For the MISO mode, the control objective is to maximize 
the wind energy capture and this can be realized by tracking the maximum aerodynamic 
power coefficient. Algorithms like the traditional feedback control [8-11], the adaptive 
torque control [26-30] and the maximum-power-point-tracking (MPPT) [18-23] are all able 
to make the turbine track its maximum power coefficient. For the SISO mode, the control 
objective is to maintain turbine's generator output power as the load power and this is 
usually done through a PI control on the blade pitch angle [34]. All of the aforementioned 
control algorithms provide good performance for the wind turbine system under either 
specific operation mode. However, when switching between the two modes is involved in 
turbine's operation, applying the corresponding control algorithms to either specific mode 
may not provide the overall optimal turbine system performance, especially when the wind 
speed is volatile or the load power demand is time-varying and multiple switchings happen 
within a short time period. Therefore, it is necessary to develop an optimal controller that 
is able to provide the overall optimal turbine system performance when switching is 
involved in turbine's operation. 
In our research, we present an optimal control framework to maximize the overall 
wind energy capture of a wind turbine system when switching is involved in its operation. 
The effectiveness of the optimal control design is validated through comparing to the 
traditional control methods in a simulation environment. The performance of the turbine 
system is explored under different wind speed inputs and load power demands. Details 





Chapter 4:  Turbine Model Recapture 
TURBINE DYNAMICS 
A model that describes the wind turbine dynamics and has been used for control 
design is summarized here [8-11]. Assuming the drivetrain is rigid and its energy loss is 
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where 𝜔𝑟 is the turbine rotor speed, 𝐽𝑟 is the combined rotational inertia of the rotor, 
gearbox, generator and shafts, 𝜏𝑎𝑒𝑟𝑜 is the aerodynamic torque, which drives the turbine, 
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where 𝑃𝑐𝑎𝑝 represents the captured wind power. The relation between the captured wind 
power 𝑃𝑐𝑎𝑝 and the available wind power 𝑃𝑤𝑖𝑛𝑑 is defined by the aerodynamic power 
coefficient 𝐶𝑝. The aerodynamic coefficient measures how effectively the wind energy 
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where 𝑅𝑟 is the turbine rotor radius and 𝐷𝑟 is the rotor diameter. 
The reactive torque in Eqn. (1) is defined as follows 
 
 c g rG    (6) 
 
where 𝜏𝑔  is the turbine generator torque and 𝐺𝑟  is the gearbox gear ratio defined as the 
generator shaft speed over the rotor shaft speed. 
By combining Eqns. (1) through (6), the equation which represents the dynamics of the 
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Based on Eqns. (2) through (5), the total wind energy capture over a time interval 
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Since the wind speed is considered a system disturbance and cannot be controlled, 
maximizing energy capture is equivalent to maximizing the integration of achievable 𝐶𝑝. 
AERODYNAMIC POWER COEFFICIENT 
The aerodynamic power coefficient 𝐶𝑝 is a nonlinear function of the blade pitch 
angle 𝛽 and the tip speed ratio 𝜆 
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The tip speed ratio is defined as the linear velocity of the rotor over wind speed and 
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and 𝑐1  through 𝑐6  and 𝑥  are constants. The value of 𝑐1  through 𝑐6  and 𝑥  can be 
found in [15]. Table 2 shows the value of 𝑐1 through 𝑐6 and 𝑥 used for our numerical 
simulations. 
 
Variable 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 x 
Value 0.5 116 0.4 5 19 0.08 3 
Table 4:   Values of 𝑐1 through 𝑐6 and 𝑥. 
 
The surface plot shown in Fig. 10 illustrates how the power coefficient, 𝐶𝑝, varies 
with changes in the blade pitch angle, 𝛽, and the tip speed ratio, 𝜆. From Fig. 10, it is seen 
that the plot is a three dimensional surface with complex shape. Due to the dynamics of the 
turbine, its operation point may slide on this three dimensional surface. However, as 
revealed by Eqn. (8), in order to maximize the wind energy capture, the aerodynamic power 




Figure 10:   Surface plot of 𝐶𝑝 vs. 𝜆 and 𝛽. 
 
A two dimensional plot of 𝐶𝑝 as a function of 𝜆 and 𝛽 is shown in Fig. 11. Each 
𝐶𝑝  curve corresponds to a different value of 𝛽 . The thicker black curve consists of 
multiple segments that represent the maximum possible values of 𝐶𝑝 over the ranges of 
𝜆 and 𝛽. Each segment may correspond to a different 𝛽 depending on the value of 𝜆. 
The plot shows that a pitch angle of 15° or 25° produces the maximum achievable power 
coefficient at low values of 𝜆, i.e., 𝜆 < 𝜆𝑎 in Fig. 11. For high values of 𝜆, i.e., 𝜆 > 𝜆𝑏 
in Fig. 11, achievable maxima of 𝐶𝑝 are generated by pitch angles of 1
° or 2°. For the 
range of 𝜆 between 𝜆𝑎 and 𝜆𝑏 in Fig. 11, all of the achievable maxima of 𝐶𝑝 are on the 
0°  pitch angle curve, including the global maximum of 𝐶𝑝 , (𝐶𝑝)𝑚𝑎𝑥 , and its 
corresponding 𝜆 value is labeled as 𝜆∗. Due to constraints governed by the rotor speed 
and wind speed, the global maximum of 𝐶𝑝 is not always achievable. In this case, the 
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achievable maximum of 𝐶𝑝  can only be obtained by tuning 𝛽  appropriately. These 
constraints will be mathematically defined later. 
 
 
Figure 11:   Plot of the aerodynamic power coefficient versus the rotor tip speed ratio 
with different blade pitch angles. 
 
It has been shown that maximizing the wind energy capture is equivalent to 
maximizing the integral term in Eqn. (8). For the case of steady-state operation, 𝐶𝑝 should 
be kept as its global maximum value to maximize the wind energy capture. However, due 
to the variation in wind speed or the constraint on rotor speed, the transient of the turbine 
may cause 𝜆 to fall into any region of the horizontal axis in Fig. 11. In this case, in order 
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to maximize the integral term in Eqn. (8), 𝛽 needs to be tuned to make the turbine always 





















Chapter 5:  Maximizing Wind Energy Capture for Speed-Constrained 
Wind Turbines during Partial Load Operation1-2 
In this chapter, we present an optimal control framework to maximize the wind 
energy capture for a speed-constrained wind turbine to operate in the partial load region. 
Direct shooting (DS) method [57-63] and dynamic programming (DP) algorithm [79-83] 
are first explored to find the optimal control input trajectories that maximize the wind 
energy capture. An Augmented DP algorithm is then proposed based on finding the 
characteristics of the wind turbine aerodynamic power coefficient. This Augmented DP 
approach avoids the problem of the initial iterate associated with DS approach, and also 
reduces the computational expense associated with DP algorithm. Comparisons of the 
above control algorithms against a widely used torque feedback control (TFC) method [8-
11] are presented in a simulation environment. Wind energy capture in the partial load 
region and the computation expense for each algorithm will be discussed. 
CONTROL DESIGN FOR REGION 2 OPERATION 
Traditional Torque Feedback Control (TFC) 
The traditional torque feedback control (TFC) is widely used in industry [8-11]. 
This control method relies on the feedback of the global maximum power coefficient and 
assumes the knowledge of the global maximum power coefficient is always attainable. It 
is considered as a benchmark in this research and its performance will be compared with 
                                                 
1 Z. Yan, J.F. Hall, and D. Chen, 2012,” A Dynamic Optimization Approach for Maximum Aerodynamic 
Coefficient of Wind Turbine Systems,” Proceedings of 2012 ASME Dynamic Systems and Control 
Conference, Ft. Lauderdale, FL, October 17-19. 
 
2 Z. Yan, J.F. Hall, and D. Chen, 2013,” MIMO control of Wind Turbine Using Direct Shooting Method,” 
Proceedings of 2013 American Control Conference, Washington DC, June 17-19. 
 
The corresponding authors John Hall and Dongmei Chen provided precious research advice for the above 
publications. 
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that of the proposed optimal control law.  
For traditional TFC method, the turbine generator torque is controlled according to 
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where 𝐾𝜏 has the following form 
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where (𝐶𝑝)𝑚𝑎𝑥  is the global maximum value of 𝐶𝑝  and 𝜆∗  and 𝛽∗  are the 
corresponding values of 𝜆 and 𝛽 to (𝐶𝑝)𝑚𝑎𝑥 in Fig. 8.  
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Thus this control law causes the turbine to accelerate toward the desired set point when the 
rotor speed is slow and decelerate when the rotor speed is too fast. As a result, this generator 
torque control law will balance the aerodynamic and load torques to regulate the speed of 
the turbine to the optimal tip speed ratio in steady-state conditions. 
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where 𝐾𝛽 is a positive gain which can be tuned to control the speed of tracking. 
Optimal Control Design 
General Form 
A general form of an optimal control problem is defined as follows 
 
  min   , xf fJ t   (17) 
 
where J is the performance index to be minimized, subject to the differential constraints, 
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where t stands for time, ?⃑? stands for the state vector and ?⃑⃑? stands for the control vector. 
𝑡0𝑠 and ?⃑?0𝑠 stand for the initial value of t and ?⃑?, which are specified according to the 
initial state of the wind turbine. ?⃑? is a 𝑝 × 1 vector and ?⃑? is a 𝑞 × 1 vector, where p 
and q are the numbers of final equality and inequality constraints. The control input and 
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where 𝐶𝐶⃑⃑⃑⃑⃑⃑  denotes the control inequality constraints and is an 𝑚 × 1  vector; 𝑆𝐶⃑⃑ ⃑⃑⃑ 
denotes the state inequality constraints and is an 𝑛 × 1 vector. m and n are the numbers 
of control and state inequality constraints. 
Suboptimal Control Problem 
All of the optimal control problems can be converted into parameter optimization 
problems [60]. This is accomplished by replacing histories of the control input and state 
with parameters, and reconstructing the histories by interpolation between the parameters. 
Then various algorithms such as the sequential quadratic programming algorithm [69-78] 
or the dynamic programming algorithm [79-83] can be used to solve this parameter 
optimization problem. More details about conversion of optimal control problems into 
parameter optimization problems can be found in [60]. 







   (21) 
 
where t stands for time, 𝑡𝑓 stands for the final value of t . 
Thus, the N fixed times 
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are called nodes, which are usually equally spaced. 
If we change variable from t to T, the state equation becomes 
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Then, functions of time ?⃑⃑?(𝑇) and ?⃑?(𝑇) are replaced by their values at the nodes (?⃑⃑?𝑘 and 
?⃑?𝑘) and the interpolations are used for the control points between nodes. We chose linear 
interpolation our algorithms due to its simplicity and low computational cost. When using 
a linear interpolation, the control input between nodes has the following form 
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where ?⃑⃑?𝑘  and ?⃑⃑?𝑘+1  are the values of the control input vectors at the 𝑘
𝑡ℎ  node and 




Figure 12:   Visualization of linear interpolation between nodes. 
 
Combining Eqns. (23) and (24), it can be seen that the final state is a function of 
the final time and the values of the control inputs at nodes 
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If ?⃑? denotes the vector of unknown parameters as 
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The optimal control problem becomes 
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where 𝐶𝑖 and 𝐶𝑗 stand for the equality and inequality constraints ?⃑? needs to be satisfied, 
𝑚𝑒  is the number of equality constraints, 𝑚total  is the total number of equality 
constraints plus the number of inequality constraints. Equations (28) and (29) are the 
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standard forms of a parameter optimization problem. The final task is to find the optimal 
?⃑?  that minimizes or maximizes the performance index according to control design 
requirements. 
As shown in Chapter 4, to maximize the wind energy capture, the integration in 
Eqn. (8) needs to be maximized. Therefore, the performance index of our wind turbine 
optimal control problem has the following form 
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Here 𝐶𝑝 is written as a function of ?⃑⃑?(𝑡) instead of 𝜆 and 𝛽 because 𝜆 is a function of 
the system state 𝜔𝑟, which is actually a function of the control inputs. 
Based on the nodes defined in Eqn. (22), the performance index for our numerical 
optimization is defined as follows 
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and the unknown parameters ?⃑? has the form 
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where 𝛽𝑘  and (𝜏𝑔)𝑘  stands for the value of the control inputs 𝛽 and 𝜏𝑔  at the 𝑘
𝑡ℎ 
node. The final time is not included in Eqn. (32) because wind turbine’s operation time is 
usually specified. 
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For certain wind turbines, the generator speed is limited within a certain range [52-
55]. This imposes the following constraints on the turbine system 
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The constraint on turbine generator speed in Eqn. (33) is equivalent to the following 
constraint on turbine rotor speed 
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The two control inputs, 𝛽 and 𝜏𝑔, should also be in proper ranges 
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The above constraints affect the achievability of the global maximum power 
coefficient. Due to the constraint on rotor speed, the rotor tip speed ratio, 𝜆, could be 
smaller than 𝜆𝑎 and larger than 𝜆𝑏 in Fig. 11. Therefore, the global maximum of 𝐶𝑝 is 
not achievable. It should be noted that when the global maximum of 𝐶𝑝 is not achievable, 
both the blade pitch angle and the generator torque need to be tuned to pursue the 
achievable maxima of 𝐶𝑝. Existing control methodologies that rely on pursuing the global 
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maximum of 𝐶𝑝 will not capture the maximum wind energy. Therefore, it is necessary to 
explore control algorithms based on searching the achievable maxima of 𝐶𝑝. 
After the optimal control problem has been converted into a parameter optimization 
problem, numerical optimization algorithms can then be applied to solve for the unknown 
parameters ?⃑? which maximizes that performance index defined in Eqn. (31). Once the 
optimal parameters are determined, the optimal control input trajectories can be generated 
using Eqn. (24) and the optimal state output trajectory can be generated by integrating Eqn. 
(7). Two representative numerical optimization techniques, the sequential quadratic 
programming algorithm and the dynamic programming algorithm were used to solve the 
parameter optimization problem in our research. 
Numerical Optimization Algorithms 
Traditional Algorithms 
After the optimal control problem has been converted into a standard parameter 
optimization problem, optimization algorithms need to be applied to solve for the optimal 
parameters. The parameter optimization problem actually belongs to the scope of 
constrained nonlinear programming (NLP) problem [73-78] and various algorithms can be 
applied to solve it. 
There are series of algorithms based on searching the local minima or maxima that 
are suitable for solving the NLP problems. The most widely used example is the sequential 
quadratic programming (SQP) algorithm [69-78]. However, this kind of algorithms 
requires a well-conditioned initial guess to obtain the global optimal solution, especially 
when the performance index has a complex shape with multiple local minima or maxima. 
Due to the complexity of the mathematical model of the power coefficient, additional 
tuning effort on the initial iterate is necessary for our wind turbine optimal control problem. 
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Searching for a suitable starting point increases the computational expense, and potentially 
affects the efficiency of this kind of algorithms. 
The dynamic programming (DP) algorithm [79-83] can also be used to solve the 
nonlinear programming problems. Unlike the aforementioned algorithms for searching the 
local minima or maxima, the DP algorithm always finds the global minimum or maximum 
without the need for initial guessing. However, in order to use the DP algorithm to find the 
optimal control input trajectories, the two control inputs, 𝛽 and 𝜏𝑔 need to be discretized 
at each node. When there is more than one control input to be discretized, nested loops will 
be involved in the DP algorithm and make the algorithm computationally expensive. High 
computational expense is the main disadvantage of the DP algorithm. 
The SQP algorithm is available in various software packages, for example, the 
MATLAB optimization toolbox. On the other hand, there are few software packages 
available for the implementation of the DP algorithm. In order to use the DP algorithm, 
one needs to build his own code according to different design requirements. In the next 
section, the details about the implementation of the DP algorithm to solve our parameter 
optimization problem are introduced. 
DP Algorithm Design 
We need to develop our code to apply the DP algorithm to solve the parameter 
optimization problem. In order to use the DP algorithm, the blade pitch angle and the 
generator torque are discretized at each node. The vectors which includes the discrete 
values of 𝛽 and 𝜏𝑔 are defined as follows 
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where ∆𝜏𝑔 and ∆𝛽 are the fixed discretization steps. For smaller choices of ∆𝜏𝑔 and 
∆𝛽, the simulation will be more accurate. Because we are applying discretization within 
proper ranges of the control inputs, and linear interpolations are used for control inputs 
between nodes, the control inequality constraints in Eqn. (36) will always be satisfied. 
Equation (35) is used to eliminate the improper solutions which violate the turbine rotor 
speed constraint. 
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  (40) 
 
where the subscript k stands for the 𝑘𝑡ℎ node. When the control inputs are discretized, the 
combinations of 𝛽 and 𝜏𝑔 at each node can be visualized as a plane. The subscripts j, h, 
p, and q represent the coordinates of the points on the planes, as shown in Fig. 13. Equation 
(40) is defined for maximizing the cost of going from the start point to the point (h, q) on 
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the plane associated with the 𝑘𝑡ℎ node. The term 𝑉𝑘−1,𝑗,𝑝 accounts for the cost of the last 
step. In this way, the cost of each step will be accumulated and stored. 
 
 
Figure 13:   Visualization of the DP algorithm going from the (𝑘 − 1)𝑡ℎ node to the 
𝑘𝑡ℎ node. 
 
Finally, we want to maximize the total cost, which is 
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   (41) 
 
The final conditions are determined by finding the indices h and q at the 𝑁𝑡ℎnode. 
Then all of the optimal control trajectories are generated using a back calculation. After the 
optimal control trajectories are obtained by solving the parameter optimization problem 
defined by Eqns. (28) and (29), the optimal state trajectories are obtained by integrating 
the state equations of the system. 
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The DP algorithm is able to find the global optimal solution without the effort of 
searching for a good initial guess. However, high computational expense is the main 
disadvantage of it. An augmented dynamic programming algorithm based on the 
characteristics of 𝐶𝑝  curve is developed by us, which is still able to find the global 
optimal solution, but with reduced computational expense. The details about the 
development of the augmented dynamic programming algorithm are introduced in the 
next section. 
Augmented Dynamic Programming (ADP) Algorithm Development 
The DP technique will provide a global optimization over a time horizon. However, 
the wind turbine application has two control inputs to discretize. Nested loops are involved 
in the DP algorithm, and so the algorithm is computationally expensive. In order to reduce 
the cost, an augmented DP algorithm is developed based on the location of the rotor tip 
speed ratio on the horizontal axis. The new approach could significantly reduce the 
computational time and still generate the same optimization result compared to the 
traditional DP algorithm. 
Recall that in Fig. 11, the tip speed ratio corresponding to the global maximum of 
𝐶𝑝  is defined by 𝜆∗  and the thicker black line is a combination of all of the largest 
achievable maxima of 𝐶𝑝. It can be seen that the thicker black curve is monotonically 
increasing with 𝜆  when 𝜆 ≤ 𝜆∗  and monotonically decreasing with 𝜆  when 𝜆 ≥ 𝜆∗ . 
This means that when the available range of 𝜆 does not include 𝜆∗, the global maximum 
of 𝐶𝑝 is not reachable and 𝜔𝑟 needs to lie on its upper or low boundary for the maximum 
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     (42) 
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where (𝑣𝑤)𝑚𝑖𝑛  and (𝑣𝑤)𝑚𝑎𝑥  are the minimum and maximum wind speed. Three 
scenarios will be discussed based on the range and location of the tip speed ratio on the 
horizontal axis. 
(a) If 𝜆𝑚𝑎𝑥 < 𝜆∗ , the maximum 𝐶𝑝  is achieved when 𝜆 = 𝜆𝑚𝑎𝑥 , i.e. 𝜔𝑟 = (𝜔𝑟)𝑚𝑎𝑥 . 
This is illustrated in Fig. 14. The problem can be divided into two parts. In the first part, 
𝛽 and 𝜏𝑔 need to be controlled simultaneously to make the system reach (𝜔𝑟)𝑚𝑎𝑥 
within a minimum amount of time, which can be defined as a minimum final time 
problem 
 
 min   fJ t   (43) 
 
subject to the following final conditions 
 
 








  (44) 
 
After the rotor speed reaches its maxima, the system enters into the second part where 
𝜔𝑟 = (𝜔𝑟)𝑚𝑎𝑥  will be at steady state. At this point, only 𝛽 needs to be tuned to 
achieve optimal system performance. Since 𝜔𝑟 will be at steady state, 𝜆 will be a 
function of only 𝑣𝑤(𝑡). The optimal 𝛽 trajectory can then be found by using the DP 
algorithm. Once the optimal pitch angle trajectory, 𝛽𝑜𝑝𝑡(𝑡) , is determined, the 
generator torque trajectory is derived from Eqn. (7) by setting the rotor angular 
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    (46) 
 
Since only 𝛽 needs to be tuned using the DP algorithm during the second part, no 
nested loops will be involved as in the traditional DP algorithm. Therefore, the running 
time is much shorter compared to the case where both the control inputs, 𝛽 and 𝜏𝑔, 
need to be tuned. 
 
 
Figure 14:   Illustration of ADP development case (a). 
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(b) If 𝜆𝑚𝑖𝑛 > 𝜆∗, the maximum 𝐶𝑝 is achieved when 𝜆 = 𝜆𝑚𝑖𝑛, i.e. 𝜔𝑟 = (𝜔𝑟)𝑚𝑖𝑛. This 
is illustrated in Fig. 15. The structure of the algorithm is the same as that of case (a), 
except that (𝜔𝑟)𝑚𝑎𝑥 in Eqns. (44), (45) and (46) needs to be replaced by (𝜔𝑟)𝑚𝑖𝑛. 
Applying the same technique used in case (a), the optimal 𝛽 trajectory to reach the 
maximum 𝐶𝑝 can be obtained. 
 
 
Figure 15:   Illustration of ADP development case (b). 
 
(c) If 𝜆𝑚𝑖𝑛 ≤ 𝜆∗ ≤ 𝜆𝑚𝑎𝑥, the global maximum of 𝐶𝑝 is reachable. In Fig. 11, it is seen 
that when 𝜆𝑎 < 𝜆 < 𝜆𝑏, all of the achievable maxima of 𝐶𝑝 lie on the curve where 𝛽 
is 0°. When 𝜆𝑎 ≤ 𝜆𝑚𝑖𝑛 ≤ 𝜆 ≤ 𝜆𝑚𝑎𝑥 ≤ 𝜆𝑏, as shown in Fig. 16, 𝛽 needs to be kept 
at 0° and the only control input is the generator torque. Using the DP algorithm will 
generate the optimal 𝜏𝑔 profile to reach the maximum 𝐶𝑝. Again, only having one 
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control input, 𝜏𝑔 , significantly reduces the computational expense, which will also 
reduce the running time of the DP algorithm. If 𝜆𝑚𝑖𝑛 < 𝜆𝑎 or 𝜆𝑚𝑎𝑥 > 𝜆𝑏, as shown 
in Fig. 17, controlling both pitch angle and generator torque is still needed when 
applying the DP technique. 
 
 




Figure 17:   Illustration of ADP development case (c) (continued). 
 
This augmented DP algorithm switches between one input and two inputs controls 
depending on the tip speed ratio value. It greatly reduces the computational expense and 
makes the new algorithm potentially applicable for real time control. 
Numerical Integrator 
After the optimal control input trajectories are determined, the optimal state output 
trajectories can be generated through integrating the state equations of the system. A 
numerical integrator is needed to integrate the state equations of the system to generate the 
optimal state output trajectories. The Runge Kutta (RK) explicit integrators are used in our 
numerical simulation [90-92]. Explicit means that all information necessary to compute the 
right hand side of a differential equation is known. Only fixed step integrators are 
considered. 
 66 
Consider the system differential equation as 
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where p is the number of function evaluations to be used, c, 𝛼 and 𝛽 are constants to 
determined. To determine the values of the constants, c, 𝛼 and 𝛽, we need to first specify 
p and assume h is small, then expand the RK assumption in a taylor-series (TS) and 
compare the RK expansion with the exact TS expansion.  
The exact TS expansion is given as follows 
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 t xx f f x    (51) 
 
where 𝑓𝑡 and 𝑓𝑥 are notations of the partial derivative of f with respect to t and x. 
 







  (52) 
 
therefore we have 
 
        i t xi i ix t f f f    (53) 
 
For an 𝑛𝑡ℎ order integrator, the RK TS matches the exact TS through terms of 
order ℎ𝑛. Table 5 shows the 𝛼 and 𝛽 values of the 4𝑡ℎ order RK integrator, which is 
used in our numerical simulations [90-92]. 
 
𝛼𝑖 𝛽𝑖𝑗 
𝛼1 = 0 
𝛼2 = 1/2 
𝛼3 = 1/2 
𝛼4 = 1 
𝛽21 = 1/2 
𝛽32 = 1/2 
𝛽43 = 1 
𝛽𝑖𝑗 = 0 otherwise 
Table 5:   𝛼 and 𝛽 values of the 4𝑡ℎ order RK integrator [90-92]. 
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SIMULATION RESULTS AND ANALYSIS 
Simulations were conducted to evaluate the performance of the above control 
algorithms with respect to wind energy capture. Turbine system parameters used for the 
simulations are provided in Table 6. For comparison purpose, the performance of the 
proposed control methods are compared to the traditional torque feedback control (TFC) 
method [8-11], which is widely used in industry. Wind speed in the forms of a step input 


















Turbine rated power, 𝑃𝑟𝑎𝑡𝑒𝑑 
Rotor moment of inertia, 𝐽𝑟 
Rotor diameter, 𝐷𝑟 
Gear ratio, 𝐺𝑟 
Maximum generator angular speed, (𝜔𝑔)𝑚𝑎𝑥 
Minimum generator angular speed, (𝜔𝑔)𝑚𝑖𝑛 
Maximum blade pitch angle, 𝛽𝑚𝑎𝑥 
Minimum blade pitch angle, 𝛽𝑚𝑖𝑛 
Maximum Generator input torque, (𝜏𝑔)𝑚𝑎𝑥 
Minimum Generator input torque, (𝜏𝑔)𝑚𝑖𝑛 
Global maximum value of 𝐶𝑝, (𝐶𝑝)𝑚𝑎𝑥 
Value of 𝜆 corresponding to (𝐶𝑝)𝑚𝑎𝑥, 𝜆∗ 
Value of 𝛽 corresponding to (𝐶𝑝)𝑚𝑎𝑥, 𝛽∗ 
100 kW 












Table 6:   Turbine system parameters. 
  
Step Response 
Step inputs are first used to evaluate the performance of different control algorithms. 
Figure 18 shows the simulation results using multiple step inputs from 5 m/s to 6.5 m/s, 
which represents a lower range of wind speed in Region 2 operation. Since the wind power 
capture is determined by the turbine power coefficient, only the latter is shown. Four 
 70 
controllers are compared in Fig. 18, namely the traditional TFC, the DS method using the 
SQP algorithm, the traditional DP and the ADP approach. It can be seen that the DP and 
ADP methods capture more wind energy than the DS, and the DS performs better than the 
TFC. As discussed earlier, a good initial guess is important to achieve a good performance 
for the DS approach since its uses the SQP algorithm to solve for the optimal parameters. 
Through several trials, a good initial guess was obtained for the DS method. Applying this 
good initial guess, the DS method generates the same result as the DP and ADP algorithms 
as shown in Fig. 19. 
 
 
Figure 18:   Performance comparison of controllers including TFC, DS, DP and ADP 
(low wind speed). 
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Since using these three control methodologies, namely DS with a good initial guess, 
DP and ADP can generate similar wind power, they are then defined as the numerical 
optimal control (NOC) method in this paper. The plot of 𝐶𝑝 in Fig. 19 indicates that the 
NOC method achieves more wind energy capture than that of the traditional TFC method 
during the first 45 seconds. This is due to the rotor speed being limited by its lower 
boundary and the range of 𝜆 is between 8 to 12. According to Fig. 11, the global maximum 
value of 𝐶𝑝  is not reachable within this range of 𝜆 . When 𝜆  is greater than 10, an 
achievable maximum value of 𝐶𝑝 has to be used. The traditional TFC method is no longer 
sufficient while the NOC method finds the optimal solution through reaching the 
achievable maxima of 𝐶𝑝 . After the first 45 seconds, the global maximum of 𝐶𝑝  is 




Figure 19:   Performance comparison among controllers including TFC, DS with a 
good initial guess, DP and ADP (low wind speed). 
 
Figure 20 shows the simulation result using multiple step inputs from 8 m/s to 11 
m/s, which represents a higher range of the wind speed during the partial load region. 
Within this wind speed range, the range of 𝜆 given allows the turbine to reach the global 
maximum of 𝐶𝑝. Therefore, it is not necessary to find the local maxima of 𝐶𝑝. The NOC 
method and the traditional TFC approach will have similar performance. Figure 20 
indicates that despite using the same maxima of 𝐶𝑝, the NOC method still captures more 
wind energy than the traditional TFC method. This is because the NOC optimizes the 𝐶𝑝 
trajectory and converges to the maximum 𝐶𝑝  faster. Nevertheless, there is a tradeoff 
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between the energy capture and torque variation; under the NOC method, the torque 
experience more variation. More research will be conducted in the future to investigate the 
tradeoff between energy capture and fatigue effect. 
 
 
Figure 20:  Performance comparison between NOC and TFC controllers (high wind 
speed). 
 
Wind Speed Inputs from Wind Farm Measurements 
In reality, the wind speed is continuously changing and a step input can be treated 
as a special case of continuous wind speed input. Wind speed data can be downloaded from 
the NREL official website [93] and converted to one-second interval data through the 
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power spectral density method [94-95]. 
Figure 21 shows the system performance under 1000 seconds of continuous wind 
speed that is between 5 m/s and 7 m/s. It is seen that the trajectory generated by the NOC 
method has obvious advantages over the TFC method. Due to the constraint caused by the 
lower limit of turbine rotor speed, the global maximum of 𝐶𝑝 is not reachable. Similar to 
the first 45 seconds in Fig. 19, the NOC method can achieve the achievable maxima of 𝐶𝑝, 
thus maximize wind energy capture, while the TFC fails to do so because its feedback 
control is developed based on the assumption that the global maxima of 𝐶𝑝 is always 
reachable. In summary, when the wind speed is low and the global maximum of 𝐶𝑝 is not 
reachable, the NOC method has significant advantage over the TFC method in terms of 
wind energy capture by being able to find the achievable maxima of 𝐶𝑝. When the wind 
speed is relatively high and the global maximum of 𝐶𝑝 is achievable, the advantage of the 




Figure 21:   Performance comparison between NOC and TFC controllers under 
continuous wind speed input. 
 
Computational Expense 
In addition to comparing the energy capture, another important aspect of controller 
design is the computational time. It is desirable to design a control algorithm that 
maximizes the wind energy capture with minimum computational expense. In this section, 
the computational costs for the aforementioned control algorithms are compared based on 
a PC platform. Comparisons of the computational time and wind energy capture for the 
TFC, DS, DP, and ADP are listed in Table 7. Once a satisfactory initial guess is found for 
the DS method, the DS, DP and ADP will lead to the same wind energy capture. Therefore, 
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the NOC can represent all three algorithms with respect to wind energy capture. It is seen 
from Table 7 that the computational time is significantly shortened using the ADP 
algorithm compared to the DP. Even though the DS method uses less time to compute than 
the ADP algorithm. The tuning time associated with finding a good initial guess for the DS 













TFC DS* DP ADP TFC NOC NOC 
19 60 0.83s 32.4s 2.2h 5.2min 0.7827 0.9014 15.16 
20 60 0.76s 22.4s 1.9h 2.2min 4.49519 4.5634 1.52 
21 1000 0.82s 48.9s 10.2h 26.8min 14.5691 16.0576 10.22 
Table 7:   A comparison table on running time and wind energy capture for all of the 
algorithms in the 3 groups of simulations.  
*It should be noted that the time spent on tuning the initial guesses of the DS method is not 
included in the simulation time. 
 
Effect of 𝑪𝒑 Uncertainty 
These numerical simulations are based on the assumption of a perfectly known 
nonlinear model of the 𝐶𝑝 surface, as defined in Eqns. (11) and (12). However, this model 
imperfectly describes real world operation, and can have up to 20% error [96]. In this 
section, the effect of 𝐶𝑝 uncertainty on the system performance is explored. We assume 
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that 𝐶𝑝 could be off by +/-10% of the value obtained using the perfect nonlinear model. 
The same wind speed input in Fig. 21 is used here.  
In Fig. 22, the thicker middle solid line represents the system response using the 
perfect nonlinear model of 𝐶𝑝 for the NOC method. The thinner upper and lower solid lines 
represent the system response when 𝐶𝑝  is 10% greater and less than the nominal value, 
respectively. The dashed lines are analogous for the TFC method. Figure 22 also reveals that 
the proposed NOC method gives a significantly improvement in 𝐶𝑝 over the traditional TFC 
method. The gain on achievable 𝐶𝑝 proves that the NOC method still has advantages even 
considering the uncertainty of the power coefficient. 
In addition to 𝐶𝑝 uncertainty, other factors also influence turbine operation. For 
instance, the turbine fatigue is another important aspect that should be considered during 
control design. A comprehensive analysis will be conducted by the authors to investigate 
the effect of turbine control design on both wind energy capture and turbine fatigue loading 
in the future work. 
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Chapter 6:  Optimal Region 2 Operation of a Wind Turbine with Time-
Varying Weightings to Smooth Torque Variation3 
In the last chapter, we present a numerical optimal control method to maximize the 
wind energy of a speed constrained wind turbine during Region 2 operation and proved 
that it can significantly improve turbine’s efficiency comparing to traditional control 
methods. However, like the famous Bang-Bang (on-off) optimal control [84-86], 
sometimes the optimal control trajectory needs to change abruptly among several control 
inputs in order to achieve the optimal system performance. This is not desirable for turbine 
generator torque control because abrupt changing in turbine generator torque will cause 
shear stress oscillations and result in the risk of fatigue on the turbine generator shaft [87-
88]. In this chapter, we first identify the problem in the turbine generator torque trajectory 
when applying the numerical optimal control method to maximize the wind energy capture. 
Based on the identified problem, the performance index of the numerical optimal control 
method is modified in order to generate smoother turbine generator torque trajectory. 
Furthermore, the approach of time-varying weighting [89] is incorporated with the 
modified performance index to seek further improvement on turbine system performance. 
All of the control designs are validated in a simulation environment.  
PROBLEM IDENTIFICATION 
Simulation was conducted to identify the problem associated with the NOC method. 
The same turbine model with the parameters in Table 6 is used. The constraint on turbine 
rotor speed is removed so that the global maximum of the power coefficient is always 
                                                 
3 Z. Yan, D. Chen, and M. Lin, 2015,”Optimal Region 2 Operation of a Distributed Wind Turbine with 
Time-Varying Weightings to Smooth Torque Variation,” Proceedings of 2015 American Control 
Conference, Chicago, IL, June 1-3. 
 
The corresponding authors Dongmei Chen and Mengxiang Lin provided precious research advice for the 
above publication. 
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achievable, which represents a more general case of turbine’s operation. Figure 23 shows 
the simulation result under the wind speed which first decreases from 14 m/s to 8 m/s, then 
increases from 8 m/s to 12 m/s. The performance index in Eqn. (31) is used to maximize 
the wind energy capture and the performance of the NOC method is still compared to that 
of the traditional TFC method. Since the wind power capture is determined by the turbine 
power coefficient, only the latter is shown. From Fig. 23, it is seen that when the wind 
speed changes from 14 m/s to 8 m/s, the turbine deviates from its steady state established 
at the wind speed of 14 m/s and needs to decelerate to pursue its global maximum of 𝐶𝑝 
under the wind speed of 8 m/s. Figure 23 shows that the NOC method has significant 
advantage over the traditional TFC method in terms of 𝐶𝑝  before the steady state is 
achieved for the wind speed of 8 m/s. This is because that the NOC method generates the 




Figure 23:   Performance comparison between the NOC and the TFC controllers (NOC 
method for maximizing wind energy capture only). 
 
(1) The turbine rotor speed corresponding to the global maximum of 𝐶𝑝 is found by 
 








    (54) 
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where 𝜆∗ represents the corresponding 𝜆 value to the global maximum of 𝐶𝑝 shown 
in Fig. 11. To achieve the global maximum of 𝐶𝑝 under a specific wind speed, the 
turbine rotor speed needs to achieve the corresponding (𝜔𝑟)∗ . The turbine rotor 
angular acceleration is determined by Eqn. (7). The NOC method seeks the maximum 
generator torque to maximize the magnitude of the negative rotor angular acceleration 
until (𝜔𝑟)∗  is achieved. After achieving (𝜔𝑟)∗ , the NOC method commands the 
turbine generator torque to a different value to keep the turbine rotor speed fixed as 
(𝜔𝑟)∗, so that the turbine system can stay at its global maximum 𝐶𝑝 value. 
(2) Before the global maximum of 𝐶𝑝 is achieved, the NOC method maximizes the wind 
energy capture by tuning the blade pitch angle, so that the wind turbine can pursue its 
achievable maximum of 𝐶𝑝. When the wind speed decreases from 14 m/s to 8m/s, the 
value of 𝜆 increases. According to Fig. 11, a 1° or 2° of 𝛽 maximizes 𝐶𝑝 when 
the value of 𝜆 is relatively large. On the other hand, the traditional TFC method, which 
is only able to track 𝛽∗, fails to do so.  
Similarly, for the case of wind speed increasing from 8 m/s to 12 m/s, the turbine 
needs to accelerate to achieve (𝜔𝑟)∗. 
(1) The NOC method first seeks the minimum value of the turbine generator torque to 
maximize the magnitude of the positive rotor angular acceleration until the (𝜔𝑟)∗ is 
achieved. After achieving (𝜔𝑟)∗, the generator torque is changed to a specific value to 
keep the wind turbine operating at steady state. 
(2) According to Fig. 11, the range of 𝜆 indicates that all of the achievable maximum of 
𝐶𝑝 correspond to a 0
° of 𝛽. Therefore, it is not necessary to tune the blade pitch angle 
in this case.  
Although the NOC method has significant advantage over the TFC method in terms 
of wind energy capture, it can be seen from Fig. 23 that the optimal generator torque 
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trajectory generated by the NOC method needs to switch between its boundary values and 
steady-state values. This kind of abrupt switching is not desirable for turbine generator 
torque control because it will cause shear stress oscillations and intensify the risk of fatigue 
on turbine generator shaft [87-88]. Hence, the smoothness of the turbine generator torque 
trajectory is another important factor that should be considered in our optimal control 
design. 
OPTIMAL CONTROL DESIGN CONSIDERING TURBINE GENERATOR TORQUE VARIATION 
In order to generate smoother turbine generator torque trajectory, the performance 
index of the NOC method needs to be modified. First, constant weightings are incorporated 
with the modified performance index and the tradeoff between maximizing the wind 
energy capture and the smoothness of the turbine generator torque trajectory is explored 
by varying the value of the constant weightings. Then, the approach of time-varying 
weightings is incorporated with the modified performance index to seek further 
improvements on turbine system performance. 
Modified Performance Index with Constant Weightings 
To mitigate the abrupt switching in the turbine generator torque trajectory, a 
modified performance index with an extra term which has the effect of reducing the 











































  (55) 
 
where 𝛼 is a constant, satisfying 
 0 1    (56) 
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and by tuning the value of 𝛼, the relative weightings associated with the two terms in the 
modified performance index shown in Eqn. (55) can be tuned to satisfy different control 
requirements. For the denominators, (𝐶𝑝)𝑚𝑎𝑥 is the global maximum value of 𝐶𝑝 shown 
in Fig. 11 and (𝛥𝜏𝑔)𝑚𝑎𝑥 represents the maximum variation in turbine generator torque, 
which can be determined using the torque constraint in Eqn. (36) 
 
      g g gmax max min       (57) 
 
The first term in Eqn. (55) still has the effect of maximizing wind energy capture, 
while the second term together with the minus sign in front of it has the effect of reducing 
the variation in the turbine generator torque trajectory, namely making the turbine 
generator torque trajectory smoother. By adding the denominators, the magnitudes of the 
two terms are of the same scale and the performance of the system can be further tuned by 
tuning the value of 𝛼. Consider two extreme cases 
 
 
1) 1   and   1 0





  (58) 
 
For case 1), the term associated with reducing the torque variation in Eqn. (55) 
vanishes and the only term remaining is the term associated with maximizing the wind 
energy capture. This corresponds to the extreme case that the only control objective is to 
maximize the wind energy capture and the performance index in Eqn. (55) becomes 
equivalent to the original performance index in Eqn. (31). Therefore, the optimal control 
input trajectories generated by the NOC method and the resulted system performance will 
be the same as that shown in Fig. 23. 
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For case 2), the term associated with maximizing the wind energy capture in Eqn. 
(55) vanishes and the only term remaining is the term associated with reducing the torque 
variation. This corresponds to the extreme case that the only control objective is to 
minimize the variation in the turbine generator torque trajectory. In this case, the NOC 
method takes no account of the wind energy capture and the turbine generator torque 
trajectory generated by it will be at steady state with zero variation. The steady-state value 
of the turbine generator torque trajectory will only depend on its initial condition. 
For all the other values of 𝛼 satisfying 0 < α < 1, the resulted turbine system 
performance using the NOC method with the modified performance in Eqn. (55) will 
depend on the value of 𝛼. The more the value of 𝛼 is close to 1, the more wind energy 
capture can be achieved. The more the value of 𝛼 is close to 0, the smoother the turbine 
generator torque trajectory can be generated. Therefore, there is a tradeoff between 
maximizing the wind energy capture and the smoothness of the turbine generator torque 
trajectory. A suitable value of 𝛼  needs to be chosen to fulfill any specific design 
requirement. 
Simulation Results Using Constant Weightings 
Simulations were conducted to evaluate the performance of the NOC method using 
the modified performance index defined in Eqn. (55) with different constant weightings. 
Discrete values of 0.3, 0.5 and 0.7 were chosen for 𝛼 to demonstrate our methodology. 
For comparison purpose, the same wind speed input in Fig. 23 is used and the results are 
shown in two separate figures. Comparisons of the resulted wind energy capture for 
different values of 𝛼 are shown in Table 8. 
Figure 24 shows the simulation result when the wind speed first decreases from 14 
m/s to 8 m/s. In the legend, `Original NOC' represents the result generated by the NOC 
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method using the original performance index in Eqn. (31) and the others represent the 
results generated by the NOC method using the modified performance index in Eqn. (55) 
with the different constant weightings. From Fig. 24, it can be seen that as the value of 𝛼 
decreases, the weighting associated with reducing the variation in the turbine generator 
torque trajectory increases and the slope of the turbine generator torque trajectory to switch 
from its upper boundary to the steady-state value becomes more level. Therefore, smoother 
turbine generator torque trajectories are generated as the value of 𝛼 decreases. On the 
other hand, as the value of 𝛼 decreases, the weighting associated with maximizing the 
wind energy capture also decreases and it takes longer time for the power coefficient to 
achieve its maximum value. Therefore, there is more sacrifice in wind energy capture as 




Figure 24:   Performance comparison among the original NOC method and the NOC 
method using the modified performance index with different constant 
weightings. (Wind speed decreases from 14 m/s to 8 m/s.). 
 
Figure 25 shows the simulation result when the wind speed increases from 8 m/s to 
12 m/s. Similarly to Fig. 24, we can also see that as the value of 𝛼 decreases, the slope of 
the turbine generator torque trajectory to switch from its lower boundary to the steady state 
becomes more level. Therefore, as the value of 𝛼 decreases, the turbine generator torque 
trajectory also becomes smoother. On the other hand, there is also more sacrifice in wind 
energy capture as the value of 𝛼  decreases since it takes longer time for the power 
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coefficient to achieve its maximum value. This result can also be verified using the data 
shown in Table 8. 
 
 
Figure 25:   Performance comparison among the original NOC method and the NOC 
method using the modified performance index with different constant 
weightings. (Wind speed increases from 8 m/s to 12 m/s.). 
 
The simulation results in Figs. 24 and 25 reveal that the NOC method using the 
modified performance index in Eqn. (55) with constant weightings is able to generate 
smoother turbine generator torque trajectories comparing to the NOC method using the 
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original performance index in Eqn. (31) whose only control objective is to maximize the 
wind energy capture. The simulation results together with the wind energy capture data in 
Table 8 also reveal that there is a tradeoff between maximizing the wind energy capture 
and the smoothness of the turbine generator torque trajectory. In order to generate smoother 





Wind Energy Capture (× 106 J) 




𝛼 = 0.3 𝛼 = 0.5 𝛼 = 0.7 TFC 𝛼 = 0.3 𝛼 = 0.5 𝛼 = 0.7 TFC 
24 50 4.0158 3.9804 3.9998 4.0007 3.9596 0.88 0.40 0.38 1.4 
25 50 6.1739 6.1348 6.1437 6.1482 6.1294 0.63 0.49 0.42 0.72 
Table 8:   A comparison table on wind energy capture for different values of 𝛼. 
 
Modified Performance Index with Time-Varying Weightings 
For the modified performance index defined in Eqn. (55), the values of the constant 
weightings are tuned to explore the tradeoff between maximizing the wind energy capture 
and the smoothness of the turbine generator torque trajectory. In this section, we present 
the utilization of time-varying weightings instead of constant weightings in the modified 
performance index to seek further improvement on turbine system performance. The 
approach of time-varying weighting has been applied to optimal servo control to achieve 
high seek/settle performance without compromising the targeted seek time in hard disk 
drives and is more effective to minimize the settling vibration induced by the actuator seek 
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profile compared to previous optimization approaches in the literature [89]. The same 
concept can be adopted in our optimal control design, aiming for further improvement on 
the smoothness of the turbine generator torque trajectory without significant sacrifice in 
the wind energy capture. 
















































  0 1T    (60) 
 
is a function of the normalized time. 
By choosing 𝛼(𝑇) to be different type of functions, different system behaviors can 
be achieved. From the simulation results of the NOC method using the original 
performance index in Eqn. (31), it is found that a wind turbine will eventually achieve its 
global maximum power coefficient and steady state every time the wind speed changes. It 
is the dynamics before achieving the steady state that determines the total wind energy 
capture. Therefore, the weighting associated with maximizing the wind energy capture in 
the modified performance index plays the dominate role in improving turbine's efficiency. 
It is also found that, as time increases, the weighting associated with reducing the variation 
in the turbine generator torque trajectory should be increased in order to decrease the rate 
 91 
of change when the turbine generator torque needs to switch from its boundary value to the 
steady-state value. Finally, when the steady state is achieved, there should be no variation 
in the turbine generator torque trajectory. Hence, the following properties need to be 
satisfied by 𝛼(𝑇) 
 
 𝛼(0) = 1; 
 𝛼(∞) → 0; 
 𝛼(𝑇) keeps decreasing as T increases. 
 
There are various functions that are suitable to achieve the above objective. The 

























  (61) 
 
Different functions have different rate of decreasing and can be chosen to fulfill 
different control design requirements. Fine adjustment on the rate of decreasing of 𝛼(𝑇) 
can also be achieved by tuning the scaling factor 𝑇𝑠𝑐𝑎𝑙𝑒, without changing the form of the 
function. The integration of time-varying weightings into the modified performance index 
further enhances the flexibility of the proposed optimal control design methodology. By 
applying the time-varying weightings to the modified performance index, the NOC method 
is able to focus on different control objectives during different stages of turbine's operation 
and makes it possible to seek further improvement on the smoothness of the turbine 
generator torque trajectory without significant sacrifice in the wind energy capture. 
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Simulation Results Using Time-Varying Weightings 
Simulations were conducted to explore the turbine system performance using the 
modified performance index with time-varying weightings and the results are compared to 
those generated using constant weightings and the original performance index. For 
comparison purpose, the same wind speed inputs in Figs. 24 and 25 are used. The constant 
weighting of 𝛼 = 0.5 and the time-varying weighting which has the form of 𝛼1(𝑇) with 
𝑛 = 1  in Eqn. (61) are chosen for the subsequent comparisons to demonstrate our 
methodology. The resulted wind energy capture of the aforementioned methods is shown 
in Table 9. 
Figure 26 shows the simulation result when the wind speed decreases from 14 m/s 
to 8 m/s. In the legend, `Original NOC' represents the result generated by the NOC method 
using the original performance index in Eqn. (31); `NOC with CW' represents the result 
generated by the NOC method using the modified performance index in Eqn. (55) with the 
constant weighting of 0.5; `NOC with TW' represents the result generated by the NOC 
method using the modified performance index in Eqn. (59) with the time-varying weighting 
which has the form of 𝛼1(𝑇) with 𝑛 = 1 and 𝑇𝑠𝑐𝑎𝑙𝑒 = 15 in Eqn. (61). From Fig. 26, it 
is seen that the 𝐶𝑝  trajectory generated by the NOC method using the modified 
performance index with time-varying weighting achieves the maximum value faster than 
that with constant weighting. Therefore, more wind energy is captured using the time-
varying weighting than the constant weighting before the maximum power coefficient is 
achieved. Even though there is some loss in wind energy capture after the maximum power 
coefficient is achieved due to using a smoother generator torque trajectory, it can be seen 
from Table 9 that the time-varying weighting still has slight advantage in terms of the 
resulted wind energy capture over the constant weighting. On the other hand, it is seen that 
the slope of the turbine torque trajectory to switch from its upper boundary to the minimum 
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value is significantly more level using the time-varying weighting compared to that of 
constant weighting. Therefore, the turbine torque trajectory generated using time-varying 
weightings is smoother than that generated using constant weighting. 
 
 
Figure 26:   Performance comparison among the original NOC method, the NOC 
method using modified performance index with time-varying and constant 
weightings. (Wind speed decreases from 14 m/s to 8 m/s.). 
Figure 27 shows the simulation result when the wind speed increases from 8 m/s to 
12 m/s. Similarly to the previous case, the time-varying weighting still enables more wind 
energy capture by making the power coefficient achieve the maximum value faster than 
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the constant weighting. On the other hand, the slope of the turbine torque trajectory to 
switch from its lower boundary to the maximum value is also significantly more level using 
the time-varying weightings compared to that of constant weightings. Therefore, the 
turbine torque trajectory generated using time-varying weightings is still smoother than 
that generated using constant weightings. 
 
 
Figure 27:   Performance comparison among the original NOC method, the NOC 
method using modified performance index with time-varying and constant 
weightings. (Wind speed increases from 8 m/s to 12 m/s.) 
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Fig Time (s) 
Wind Energy Capture (× 106 J) Energy Drop to NOC (%) 
Original NOC TW CW (𝛼 = 0.5) TW CW (𝛼 = 0.5) 
26 50 4.0158 4.0001 3.9998 0.39 0.40 
27 50 6.1739 6.1443 6.1437 0.48 0.49 
Table 9:   A comparison table between the original NOC method, the NOC method with 
modified performance index with constant and time-varying weightings. 
 
The simulation results in Figs. 26 and 27 reveal that by applying time-varying 
weighting to the modified performance index of the NOC method, the turbine system 
performance can be further improved. Comparing to constant weighting, the time-varying 
weighting enables more wind energy capture while still generates smoother generator 
turbine trajectory. The integration of time-varying weighting to the optimal control design 











Chapter 7:  Maximizing Wind Energy Capture for a Switched Wind 
Turbine System 
For the last two chapters, our research focuses improving turbine’s performance 
during Region 2 operation. In this chapter, operation modes of the wind turbine system are 
defined in a different way. Depending on the load power demand and the wind speed, the 
wind turbine's operation may switch between two modes: a multi-input-single-output 
(MISO) mode and a single-input-single-output (SISO) mode. In this chapter, we present 
an optimal control framework to maximize the wind energy capture of a wind turbine 
system when switching is involved in its operation. The effectiveness of the optimal control 
design is validated through comparing to the traditional control methods in a simulation 
environment. The performance of the turbine system is explored under different wind speed 
inputs and load power demands. 
OPERATION MODES 
Depending on the value of the wind speed and the load power demand, the wind 
turbine operates in one of the following two operation modes [34]: 
(1) MISO (Multi-Input-Single-Output) Mode: When the captured wind power is not 
sufficient to meet the load power, both the blade pitch angle and the turbine generator 
torque are used to control the turbine speed in order to track the maximum power 
coefficient, thus maximizing the wind power capture. This is the MISO mode. In the 
MISO mode, the turbine's dynamic equation remains the same as Eqn. (7). 
(2) SISO (Single-Input-Single-Output) Mode: When the turbine can generate more power 
than the load power, the turbine generator output power is limited to be the load power. 














   (63) 
 
By substituting Eqn. (63) into Eqn. (7), the turbine’s dynamic equation under SISO mode 


















  (64) 
 
Equation (64) indicates that the blade pitch angle is the only control input under SISO 
mode. 
CONTROL DESIGN 
We first recapture the traditional control methods for each of the corresponding 
operation mode, which are widely used in industry because of their good performance and 
simple implementation. The performance of the traditional methods will be set as a 
benchmark for further comparison to our optimal control design. Then, the details about 
our optimal control design will be introduced.  
Traditional Methods 
Traditional control methods are designed to maximize turbine’s efficiency for each 
of the specific operation mode [34]. For the MISO mode, the control objective is to 
maximize the wind energy capture and this can be realized by tracking the maximum value 
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of the aerodynamic power coefficient. Therefore, the traditional control method for the 
MISO mode is the same as the traditional torque feedback control (TFC) method, which 
was introduced in Chapter 5, Eqns. (13) through (16). 
For the SISO mode, 𝛽 is the only control input and the control objective is to 
maintain the turbine generator power as the load power. The following PI control law is 
proposed to drive the turbine generator output power towards the load power [34] 
 
    p g load i g loadK P P K P P dt       (65) 
 
Although the traditional methods work well for each of the specific mode, it may 
not guarantee the maximum overall wind energy capture when switching is involved in 
turbine's operation. The reason is that the traditional methods are designed to realize the 
control objectives for each of the corresponding mode, but not capable of maximizing the 
overall wind energy capture over a specific time period, during which several switchings 
may be involved. Therefore, it is necessary to develop an optimal controller which is 
capable of maximizing the overall wind energy capture of a wind turbine over a specific 
period of time when switching is involved in turbine's operation. 
Optimal Control Design 
In our research, numerical optimal control (NOC) method is applied to the switched 
wind turbine system to maximize the overall wind energy capture. The procedures of 
applying the NOC method to the switched wind turbine system is basically the same as that 
introduced in Chapter 5. The optimal control problem is first converted into a parameter 
optimization problem and then numerical optimization techniques are applied to solve for 
the optimal parameters. Based on the optimal parameters, the optimal control input 
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trajectories can be determined through interpolation. Once the optimal control input 
trajectories are determined, the optimal state output trajectories can be determined through 
integrating the state equations of the system. The difference is that the form of the state 
equation of the switched system depends on its operation mode. If the turbine’s operation 
is in the MISO mode, the state equation of the system will be the one shown in Eqn. (7). If 
the turbine’s operation is in the SISO mode, the state equation of the system will be the 
one shown in Eqn. (64). The proposed optimal controller will decide the timing for the 
turbine to switch between the operation modes in order to maximize the overall wind 
energy capture throughout turbine’s operation period. After the optimal control input 
trajectories are determined using the numerical optimal controller, the optimal state output 
trajectories can be generated by integrating the either Eqn. (7) or Eqn. (64) depending on 
its operation mode. 
SIMULATION RESULTS AND ANALYSIS 
Simulations were conducted on a switched wind turbine system to evaluate the 
performance of the proposed NOC method with respect to wind energy capture. The same 
wind turbine model for the last two chapters is used and the simulation parameters are 
provided in Table 6. The performance of the proposed NOC method is compared to that of 
the traditional methods. Wind speed in the forms of a step input and a continuous input are 
used to evaluate the system performance. Turbine system performance under constant and 
varying load power demands are also investigated. 
Step Input 
Step inputs are first used to evaluate the performance of the proposed NOC method. 
Figure 28 shows the simulation result under the wind speed which steps down from 8 m/s 
to 6 m/s. In the legend, `NOC' stands for the numerical optimal control; `TM' stands for 
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the traditional methods. The load power demand is kept constant as 40 kW. When the wind 
speed drops from 8 m/s to 6 m/s, the maximum captured wind power is no longer sufficient 
to meet the load power and the turbine's operation needs to switch from the SISO mode to 
the MISO mode. It is seen from Fig. 28 that the turbine deviates from its steady state 
established at the wind speed of 8 m/s and needs to decelerate to pursue its global maximum 
of 𝐶𝑝 under the wind speed of 6 m/s. Figure 28 shows that the NOC method has significant 
advantage over the traditional method in terms of 𝐶𝑝 and captured wind power before the 
steady state under the wind speed of 6 m/s is achieved. This is because the NOC method 
generates the optimal control input trajectories in the following way 
1) The turbine rotor speed corresponding to the global maximum of 𝐶𝑝 is found using 
Eqn. (54). To achieve the global maximum of 𝐶𝑝 under a specific wind speed, the 
turbine rotor speed needs to achieve the corresponding (𝜔𝑟)∗. Under the MISO mode, 
the turbine rotor angular acceleration is determined by Eqn. (7). The NOC method 
seeks the maximum generator torque to maximize the magnitude of the negative rotor 
angular acceleration until (𝜔𝑟)∗ is achieved. Since the turbine generator output power 
cannot exceed the load power, the maximum turbine generator torque is determined by 
 






   (66) 
 
After achieving (𝜔𝑟)∗, the NOC method commands the turbine generator torque to a 
different value to keep the turbine rotor speed fixed as (𝜔𝑟)∗, so that the turbine system 
can stay at its global maximum 𝐶𝑝 value. 
2) Before the global maximum of 𝐶𝑝 is achieved, the NOC method maximizes the wind 
energy capture by tuning the blade pitch angle, so that the wind turbine can pursue its 
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achievable maximum of 𝐶𝑝. Due to the step down of the wind speed from 8 m/s to 6 
m/s, the value of 𝜆  becomes larger than 𝜆∗  and falls into the range where the 
maximum achievable 𝐶𝑝 is generated by a 2
° of 𝛽 in Fig. 11. Then, as the turbine 
rotor speed decreases, the value of 𝜆 also decreases and the NOC method further tunes 




Figure 28:   Performance comparison between the NOC method and the traditional 
methods under the wind speed input which steps down from 8 m/s to 6 m/s. 
 103 
Figure 29 shows the simulation result under the wind speed which steps up from 
7.5 m/s to 12 m/s. When the wind speed increases from 7.5 m/s to 12 m/s, the maximum 
wind energy capture becomes sufficient to meet the load power and the turbine's operation 
needs to switch form the MISO mode to the SISO mode. In this case, the turbine deviates 
from its steady state established at the wind speed of 7.5 m/s and needs to accelerate to 
pursue its global maximum of 𝐶𝑝 under the wind speed of 12 m/s. Figure 29 shows that 
the NOC method still has significant advantage over the traditional method in terms of 𝐶𝑝 
and captured wind power. This is because of the following reasons: 
1) When the turbine is able to generate more power than the load power, the NOC method 
and the traditional methods both make the turbine maintain its generator output power 
as the load power. This is realized by setting the turbine generator torque as Eqn. (63) 
and will make the turbine accelerate to achieve a new steady-state. 
2) As the rotor speed increases, the value of 𝜆 also increases. When the value of 𝜆 falls 
into the range where the achievable maximum of 𝐶𝑝 is no longer generated by a 0
° 
of 𝛽, the NOC method is able to tune the blade pitch angle to pursue the achievable 
maximum of 𝐶𝑝. From Fig. 27, it is seen that the NOC method tunes 𝛽 from 0
° to 




Figure 29:   Performance comparison between the NOC method and the traditional 
methods under the wind speed input which steps up from 7.5 m/s to 12 m/s. 
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From the simulation results under different step inputs, it is revealed that the NOC 
method has significant advantage over the traditional method in terms of 𝐶𝑝 and captured 
wind power by generating the optimal control input trajectories. 
Real Wind Speed Input 
Wind speed data from real wind farm measurement is also used to validate our 
optimal control methodology on switched wind turbine system. Wind speed data was 
downloaded from the NREL official website [93] and converted to data with different 
frequencies through the power spectral density method [94-95]. For our simulations, the 
time step is set to be 0.05 seconds. 
Figure 30 shows the simulation result under real wind speed input which is higher 
during the first 400 seconds than the next 200 seconds. The drop in wind speed causes the 
turbine's operation to switch from the SISO mode to the MISO mode. From Fig. 30, it is 
seen that the NOC method has significant advantage over the traditional method in terms 
of 𝐶𝑝 and captured wind power. This is because 
1) When operating in the SISO mode, both the NOC method and the traditional method 
maintain the turbine generator output power as the load power by setting the turbine 
generator torque as defined in Eqn. (63). The only factor that changes the dynamics of 
the turbine is the blade pitch angle. Due to the variation in wind speed and rotor speed, 
the value of 𝜆 varies and may fall into the range where the global maximum of 𝐶𝑝 is 
no longer achievable. In this case, the NOC method enables higher 𝐶𝑝 and captured 
wind power by tuning 𝛽 to make the turbine pursue its achievable maxima of 𝐶𝑝. 
2) When operating in the MISO mode, the turbine generator torque and the blade pitch 
angle are controlled at the same time to maximize the wind energy capture. Both the 
methods will make the turbine decelerate to pursue its global maximum of 𝐶𝑝. Due to 
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the turbine dynamics to maximize the wind energy capture during the SISO mode, the 
rotor speed of the NOC method is higher than the traditional method before switching 
to the MISO mode and this makes it take longer time for the rotor speed of the NOC 
method to achieve (𝜔𝑟)∗ defined in Eqn. (53) than the traditional method. The slower 
convergence of the rotor speed to (𝜔𝑟)∗ causes the NOC method to capture lower 
wind power than the traditional method during the initial stage of the MISO mode. This 
part of deficiency in captured wind power is not significant because the NOC method 
generates the optimal control input trajectories so that it only takes a short amount of 
time for the turbine to achieve its global maximum of (𝜔𝑟)∗  and steady state. 
Therefore, the overall wind energy capture through the turbine's operation can still be 




Figure 30:   Performance comparison between the NOC method and the traditional 
methods under real wind speed input which decreases. 
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Figure 31 shows another group of simulation result under real wind speed input. In 
this case, the increase in the wind speed leads to the increase in the turbine generator output 
power, which finally causes the turbine's operation to switch from the MISO mode to the 
SISO mode. From Fig. 31, it can be seen that the NOC method still has significant 
advantage over the traditional method in terms of 𝐶𝑝  and captured wind power. The 
reason is the following 
1) During the first 200 seconds of the simulation, the wind speed is low and the turbine's 
operation is in the MISO mode. Both the NOC method and the traditional method tune 
𝜏𝑔 and 𝛽 to maintain 𝐶𝑝 at its global maximum value to maximize the wind energy 
capture. Since the turbine's operation is already close to its global maximum value of 
𝐶𝑝, the difference between the NOC method and the traditional method is insignificant. 
2) Then, the increase in wind speed causes the turbine's operation to switch from the 
MISO mode to the SISO mode. Both the NOC method and the traditional method need 
to maintain the turbine generator output power as the load power by setting the turbine 
generator torque as defined in Eqn. (63) and this causes the turbine to accelerate during 
the SISO mode. Due to the increase in the rotor speed, the value of 𝜆 also increases 
and causes 𝐶𝑝 to deviate from its global maximum value. The NOC method enables 
higher wind energy capture than the traditional method by generating the optimal 𝛽 




Figure 31:   Performance comparison between the NOC method and the traditional 
methods under real wind speed input which increases. 
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From the simulation results under real wind speed inputs, it is revealed that the 
NOC method still enables the turbine to capture more wind energy compared to that of the 
traditional methods. 
Varying Load Power Demand 
Finally, simulations were conducted to evaluate the turbine system performance 
under time-varying load power demand. Load power demand with the form of a sinusoidal 
function is used as an example to demonstrate the effectiveness of our methodology. 
Figure 32 shows the simulation result under real wind speed input and time-varying 
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From Fig. 32, it is seen that the NOC method still has advantage over the traditional 
methods in terms of 𝐶𝑝 and captured wind power under time-varying load power demand. 
The load power demand, which is a sinusoidal function, varies between 20 kW and 50 kW 
with a period of 50 seconds. Due to the variation in the load power demand, switching back 
and forth between the MISO and the SISO mode frequently happens during turbine's 
operation. The NOC method is able to maximize the overall wind energy capture 
throughout turbine's operation by generating the optimal control input trajectories while 
the traditional methods which are designed for maximizing turbine's efficiency during a 
specific mode fails to do so. 
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Figure 32:   Performance comparison between the NOC method and the traditional 
methods under real wind speed input and time-varying load power demand. 
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Table 10 compares the overall wind energy capture for all of the simulation results 
shown in this section. From the data in Table 10, it is revealed that the NOC method is able 
to significantly improve the overall wind energy captured by the turbine comparing to that 
of the traditional methods. The percentage increase in wind energy capture of the NOC 
method over the TM methods can be up to 29.51%. Even when the load power demand is 
varying and frequent switching is involved in turbine’s operation, the NOC method still 
enables 0.64% higher wind energy capture compared to the TM methods. 
 
Fig 
Wind Profile  
Duration (seconds) 
Wind Energy Capture (× 103 kJ) 
Percentage Increase  
over TF (%) 
TM NOC 
28 80 2.5448 2.5661 0.84 
29 80 6.4968 8.3793 29.51 
30 600 21.8051 22.1246 1.465 
31 600 23.1398 23.3671 0.98 
32 600 19.2017 19.3253 0.64 






Chapter 8:  Conclusions and Future Work 
In Chapter 5, an optimal control framework was developed to maximize wind 
energy capture with reduced computational expense for a speed-constrained wind turbine 
operating in the partial load region. For this problem, the direct shooting method and 
dynamic programming algorithm were compared to the traditional method of torque 
feedback control. It was found that the numerical optimal control method, including DS, 
DP and ADP, facilitates more wind energy capture than the traditional control, when the 
turbine speed constraint causes the tip speed ratio to fall in a range where the global 
maximum of the aerodynamic power coefficient is no longer achievable. In terms of 
computational expense, to perform as well as the DP and ADP algorithms, the DS method 
requires additional tuning to find a well-conditioned starting point. The DP method also 
suffers from excessive computational expense, as it implements an exhaustive search for a 
global optimal solution. An alternative presented here is the ADP method, which retains 
the improved energy capture, while avoiding excessive computation. As a result, this 
research effort establishes an optimal control design framework for maximizing wind 
energy capture that makes significant improvements towards computational feasibility. 
In Chapter 6, the NOC frame work is further enhanced by modifying the 
performance index to include reducing the turbine generator torque variation. Constant 
weightings are first incorporated with the modified performance index and the performance 
of the NOC method using this modified performance index is evaluated by varying the 
value of the constant weightings. It is found that the NOC method using the modified 
performance index with constant weightings is able to generate smoother turbine generator 
torque trajectory and there is a tradeoff between maximizing wind energy capture and the 
smoothness of the turbine generator torque trajectory. Then, time-varying weightings are 
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incorporated with the modified performance index to seek further improvement on turbine 
system performance. By applying time-varying weightings, more wind energy can be 
captured and smoother generator torque trajectory can be generated compared to that of 
constant weightings. The approach of adding time-varying weightings is a powerful tool. 
Varying the form of the weighting functions will provide more leverage in turbine optimal 
control design. 
In Chapter 6, a specific function is picked for the time-varying weighting to 
demonstrate the effectiveness our methodology. Further experiments can be conducted to 
test the performance of different functions as the time-varying weightings on turbine 
systems of different sizes. Furthermore, the approach of the time-varying weightings can 
also be applied to enhance the performance of the wind turbine system in other aspects, 
depending on various design requirements. It should also be noted that the wind speed 
profile used to validate our methodology in this chapter has the form of multiple step inputs, 
which represents the case in which the wind speed is relative stable and doesn’t have large 
variations within a short time periods. When the wind speed is more volatile, functions 
with faster decreasing rate need to be used as the time-varying weightings to make the 
turbine’s dynamics react fast enough as the wind speed changes. The simulations results 
for the system performance under more volatile wind speed input are not shown in this 
chapter because in that case, the reaction of the turbine becomes much faster and the 
difference in the smoothness of the generator torque trajectory and the captured wind power 
becomes less significant. All of the aforementioned topics will be included in our future 
work. 
In Chapter 7, an optimal control framework was developed to maximize the overall 
wind energy capture of a switched wind turbine system. Through numerical simulations, it 
was found that the NOC method is able to significantly improve the overall wind energy 
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capture of the turbine compared to that of the traditional control methods. The traditional 
methods are designed aiming to maximize turbine's efficiency during a specific operation 
mode and have been proved to be effective in industry. However, when switching is 
involved in turbine's operation, applying traditional methods to control turbine's behavior 
for different modes may not necessarily guarantee the overall maximum wind energy 
capture. The NOC method, on the other hand, is designed aiming to maximize the overall 
wind energy of the turbine over the entire time horizon of operation. By generating the 
optimal control trajectories, the NOC method enables higher wind energy capture than the 
traditional methods under different wind speed and load conditions. As a result, this 
research effort establishes an optimal control framework for maximizing the overall wind 
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