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ABSTRACT 
The integer m x n matrices A = (aij), B = (bij) are said to be equivalent if 
a~,=2~~+b~j+~jfor~li=l,..., m,j=l,..., n,forsomeul,..., zLm,wl ,..., V, 
E Z. For an integer matrix X the symbol S(X) d enotes the set of all nonnegative 
integer matrices equivalent to X having a zero element in each row and each 
column. We develop algorithms to solve the problems of the following type for a 
given class S(X) : decide whether A E S(X); find the largest possible value for 
each position among all matrices in S(X); find a matrix in S(X) with prescribed 
values of a specified entry or row (column); find a matrix in S(X) with term 
rank 2. A complete description of those S(X) containing only zero-one matrices 
is presented. 
1. INTRODUCTION 
We suppose throughout that m and n are fixed integers, m 5 n. The 
letters M, N stand for the sets of integers {1,2, . . . , m}, {1,2, . . . , n}, re- 
spectively. 
Let A = (aij) be an integer matrix of size m x n. We denote by 
ai, i E M, the rows of A, and by Aj, j E N, the columns of A. 
LINEAR ALGEBRA AND ITS APPLICATIONS 219:111-137 (1995) 
@ Elsevier Science Inc., 1995 0024-3795/95/$9.50 
655 Avenue of the Americas, New York, NY 10010 SSDI 0024-3795(93)00202-B 
112 ZUZANANAGYOVA 
A line of A designates either a row or a column of A. 
An integer matrix B = (bij) f o size m x n is equivalent to A if there 
exist integers ui, i E M; vj, j E N, such that 
bij = ui + aij + ~j for all i E M, j E N. (1.1) 
The integers mentioned in the definition are not uniquely determined. 
Each system {ui, i E M} U {vj, j E N} satisfying (1 .l) will be called a 
system of transformation coefficients (TC for short). 
It can be easily seen that the relation “B is equivalent to A” is an 
equivalence relation, and we use the notation A N B to denote it. 
We say that A is in a normalized form if its elements are nonnegative 
and each line of A contains at least one zero element. 
Consider an integer matrix X = (zij) of size m x n. Any matrix equi- 
valent to X which is in normalized form is called a normalized form of X. 
The class of all normalized forms of X is denoted by S(X). 
A given matrix X has in general many normalized forms. One nor- 
malized form can be obtained in O(mn) operations by subtracting the row 
minimum from every row of X and then subtracting the column minimum 
from every column of this modified matrix. Since for arbitrary A E S(X) 
we have S(A) = S(X), we can suppose that X is in a normalized form. In 
addition, it is sufficient to study connections between matrices in S(X). 
The classes S(X) were investigated in [l, 61. The analysis of the class 
S(X) yields new insights into the structure of the optimal assignments. 
R. H. Warren in [8, 91 studied the special subclass of S(X), Hungarian 
forms of matrices, in connection with the traveling salesman problem. 
Let us summarize some known results. We have shown that S(X) # 0, 
and it was proved in [6] that S(X) is finite. Hence for every position 
(i, j) E M x N th ere exists &-the largest value of b, taken over all 
B E S(X). The smallest value of bij taken over all B E S(X) is always 0. 
The largest value matrix with entries lij, (i, j) E A4 x N, is denoted by L. 
Position (i, j) E A4 x N is called an invariant position if lij = 0, and a 
noninvariant position otherwise. 
For a given A E S(X) we denote by cA(i, k; j, 1) the sum 
aij f akl - ail - f&j for all i, k E M; j,l E N; i # k; j # 1. 
It is shown in [7] that for fixed i, k E M, j, 1 E N the value of cA(i, k; j, 1) 
does not depend on the matrix A chosen in S(X). Thus we omit A in this 
notation. 
The following theorems were proved in [6] and [l]: 
THEOREM 1.1. (1) The (i,j) position is an invariant position of the 
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class S(X) if and only if 
max 
k#i,l#j 
c(i, k; j, I) 5 0. 
(2) If (i, j) is a noninvariant position of S(X), then 
(1.2) 
(1.3) 
THEOREM 1.2. The entries in a fixed (i,j) position of the matrices in 
a class S(X) take on all possible integer values between zero and l,j. 
As a corollary we deduce that S(X) = {0}, where 0 stands for the zero 
matrix, if and only if X = 0. Furthermore, for any X # 0 the cardinality 
of S(X) [denoted by IS(X is at least two, and 0 $ S(X). 
In Section 2 of the present paper some properties of zero-one matrices 
are studied, specifically the class of matrices for which the largest value 
matrix is a zero-one matrix. 
In Section 3 we derive methods and algorithms for verifying the equiv- 
alence relation between two matrices, for the computation of L, and for 
generating some special matrices equivalent to a given matrix. 
Section 4 deals with the existence of a matrix whose zero elements occur 
in only one row and one column in the class S(X). 
2. SOME PROPERTIES OF ZERO-ONE MATRICES 
Let X be a given matrix, and let A # 0 be a zero-one matrix belonging 
to S(X). It can be easily seen from Theorem 1.1 that for every (i, j) E 
M x N. we have 
if aij = 0 then l,j E (0, l} 
and 
if aij = 1 then lij E (1, 2). 
Hence every B E S(X) is a matrix with entries 0, 1,2. 
We discuss now the question whether every B E S(X) is a zero-one 
matrix. First we summarize some results concerning zero-one matrices 
presented in [4]. 
The zero-one matrix D of size m x n is called monotone if it satisfies 
(Vii,iz E M, ii I i2) (Vji,j, E N, ji I j2) 
d,,j, = 1 3 diZj2 = 1. (2.1) 
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This means that for every position (i, j), whenever dij = 1, the submatrix 
consisting of rows i, . . , m and of columns j, . . . , n contains ones only. 
For permutations n and r of the sets M and N, respectively, denote by 
D(r,a) = (S,j) the matrix defined by 
Sij = d,(i), o(j) for all (i, j) E M x N. 
The matrix D is called potentially monotone (PM for short) if there exist 
permutations n and g of M and N, respectively, such that D(n, 0) is mono- 
tone. 
LEMMA 2.1 [4]. The following properties of a matrix D are equivalent: 
(1) D is potentially monotone; 
(2) there are no 2 x 2 submatrices of D of the form 
(: :) and (: i) 
THEOREM 2.1. A E S(X) is PM if and only if the class S(X) contains 
only zero-one matrices. 
Proof There exists B E S(X) such that for some (i, j) E M x N we 
have b, = 2 if and only if laj = 2, which by (1.3) is equivalent to the fact 
that A contains a 2 x 2 submatrix of the form 
i.e., A is not PM. 
COROLLARY The property of being potentially monotone is a class 
property, i.e., one matrix in S(X) is PM if and only if every B E 
S(X) is PM. 
The paper [4] claims the existence of an O(mn) algorithm for checking 
whether a given matrix A is PM. We present an algorithm with computa- 
tional complexity min{O(z) + O(nlog n), O(mn)}, where z is the number 
of zero elements in A, for solving the same problem. 
It can be easily seen that if A is monotone, then the numbers of zero 
elements in its rows are nonincreasingly ordered. Moreover, if two rows 
have the same number of zeros, then they are equal as vectors. These 
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facts are fulfilled for columns, too. The following algorithm is based on 
these ideas. 
ALGORITHM 1 
Input: List of zero elements of A given by the sets R(l), . . , R(m), 
where R(i) = {j E N : a,j = 0) for all i E M. 
Output: A monotone matrix A(r,a), if A is PM. 
1. Construct the system C(l), C(2), . . , C(n) such that 
P.i E N) C(j) = {i E M : aij = 0). 
2. Permute the rows of A by a permutation 7r such that 
[Comment: The resulting matrix is A(r, id)]. 
3. Permute the columns of A(r, id) by a permutation cr which satisfies 
IC,(I)l > Ic7(2)I 2 . . 2 ICc+,I 
to obtain A(T, 0). 
4. Check whether A(x, CT) is monotone. 
The complexity of this algorithm is O(Z) + O(nlogn), since the com- 
plexities of the steps are O(z) [2], O(mlogm),O(nlogn), and O(Z), re- 
spectively, and m 5 n. 
But it can be the case that n > 2m, in which case O(nlogn) 2 O(mn). 
Then there exist some equal columns in A. We construct a matrix A’, 
which contains no two equal columns by omitting repeated columns from 
A. Since A is PM if and only if A’ is PM, it is sufficient now to use 
Algorithm 1 for A’. If A’ is PM, we can reconstruct A(r, o) from A’(T, a’) 
by reinserting the omitted columns. 
The total complexity is O(mn) + O(z’) + O(n’logn’) + O(mn), where 
Z’ is the number of zeros in A’ and n’ is the number of columns of A’. 
Clearly Z’ 5 z < mn and n’ 5 2m, n’ < n. Hence n’ log n’ 5 mn, and the 
complexity O(mn) follows. 
Let A be PM. If T,(T are row and column permutations, respectively, 
such that A(T, a) is monotone, then the matrix A(YT, CT) is called a monotone 
form of A. 
Notice that if we permute rows and columns of A by 7r, 0, then the 
whole class S(X) will be transformed into the class S(X(r,g)), and the 
largest value matrix L into L(r,a). Therefore it is sufficient to study 
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only monotone matrices, because for PM matrices we can obtain their 
sets of invariant positions, and largest value matrix and can check their 
equivalence via the corresponding monotone forms. 
Let A E S(X) be a monotone matrix. Clearly, both the first row and 
the first column of A are zero. Moreover, A is of the form 
0 . . . 0 
A= ; 
i A 0 1 
Let indices ir , i2, . . , i,+ E i’L4 be defined as follows: 
(1) ir is the index of the first row of A which contains an entry 1: 
ir = min{i E M : ai # 0}, 
and 
(2) i, is the index of the first row which contains more unity entries than 
the i, _ rth row for s = 2,. . , k (ik is the last index which can be defined): 
i, = min{i E M : ai # ai,+ 1, i > i,_ 1). 
Trivially 2 5 ir < iz < . . . < ik < m. 
The indices ir, . . . , il, will be called significant row indices. The signij- 
icant column indices jl, ~‘2, . . . , jk are defined similarly for columns. The 
numbers of significant row and column indices are equal, because the first 
Unity deIIV?nt in COhmn j, k!S in TOW ikPs+l. 
EXAMPLE 1. Consider the monotone matrix 
0 0 0 0 
0 0 0 1 
A= i 0001 
0 0 1 1 
0 1 1 1 
We have k = 3, and the significant row and 
il = 2, jl = 
iz =4, j2 = 
i3 =5, j3 = 
0 
1 
1 . 
1 
1 1 
column indices are 
2, 
3, 
4. 
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THEOREM 2.2. Let A E S(X) be a monotone matrix, 
il,... ,2k;.?l,.. . , jk be the significant row and column indices of 
noteio=l,ik+1=m_tl,jO=l,jk+1=72+1. 
and let 
A. De- 
(1) LetI, standfortheset{i,,...,i,+~-1}x{j~_,,...,j~_,+~-1} 
for all s E (0,. . , k}. Then Z = U$= ,I is the set of invariant positions of 
the class S(X). The sets 2, for s E (0,. . . , k} are called blocks of invariant 
positions. 
(2) The largest value matrix L of the class S(X) is as follows: 
(3) S(X) = {A, B1,. . . , B”}, where the matrices B1 for 1 E (1, . , k} 
are defined as follows: denoting 
Ri = (1,. . . ,il - l}, 
C; = {l>...,jk-l+l -I>> 
R: = M-R;, 
Ci = N-C;, 
we set for all (i, j) E M x N 
if (i,j) E (R{ x Ci) u (Rk x Ci), 
if (i,j) E (R1, x Cl), 
if (i,j) E (Rk x Ci). 
Proof (1): We have already mentioned that if aij = 0 then 1~ E 
(0, l}. Moreover, lij = 1 if and only if there exists (p,q) E M x N such 
that 
Uiq = apj = 0 and a,,=l. 
If position (i,j) E 2, then (i,j) E 2, for some s E (0,. . , k}. Hence from 
the definition of significant indices we obtain that aiq = a,j = 0 for some 
(p,q) E M~Nifandonlyifq<jk_~+i-landp<i,+i-l(see 
Figure ll). But for such a pair of indices uPq = 0 and thus (i, j) is an 
invariant position. 
‘The shaded areas in Figure 1 and Figure 2 represent the blocks of invariant positions. 
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0 
a 
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Conversely, if aij = 0 and (i, j) $1, we can take (p, 4) satisfying 
p = max{r E M : a,.j = 0}, 
q = max{c E N : a,, = 0). 
It can be easily seen that there exist si, s2 E (1, . , k + 1) such that 
P = as, - 1 and q = j,, - 1 (see Figure 2). Furthermore, j > j, _ csl _ i) 
(otherwise up+ i ,j = 0) and i > il, _ cs2 _ i) (otherwise ai, q + 1 = 0). Con- 
=WentlY (P,j) '3 zsl-I, (i>(I) '5 Tk-(,,-I). But &I #Zk-(s2-qr be- 
cause otherwise (i, j) would belong to this block too, and hence (i, j) E Z. 
Therefore aP,j,, _ , = 1 and uPq = 1, since A is monotone. As a result, 
(i, j) is not an invariant position, so Z is the set of all invariant positions 
of S(X). 
(2): The proof follows from part (1) and the fact that A is monotone. 
(3): The transformation between two equivalent matrices is character- 
ized by the following lemma. W 
LEMMA 2.2. Let Y = (yij), 2 = (zij) be matrices of size m x n in a 
normalized form. Then Z is equivalent to Y if and only if Z is equivalent 
to Y with transformation coeficients ii,, i E M; ~j,j E N, such that 
ii, E {-y, . . , 0) 
vj E (0,. . . ) y} 
for all i E M, 
for all j E N: 
where y = max,, j yij 
Proof Suppose that Z N Y. Then there exist uz, i E M; vj, j E N, 
such that 
zij=u,+yij+7$. 
Let is E M be any index satisfying 
+, = max{u, : i E M}. 
Clearly, Y and Z are equivalent with TC 
iii = Ui - Uio, i E M, 
Vj = Uj +Uio, j E N. 
Moreover, Gi 5 0 for all i E M and tii,) = 0. 
Suppose that i& 5 - y - 1 for some t E M. Since ytj < y and ztj 2 0 
for all j E N, we have 
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Furthermore, for all j E N there is .Z %,,j = yiOj + i7.j > 0, which is a contra- 
diction, because 2 is in normalized form. Hence tiii, E {- y, . . ,O} for all 
i E M. 
By the definition of a normalized form, for every j E N there exist 
ir, i2 E A4 such that 
Yilj = 0 and ZiZj = 0. 
This implies for every j E N 
fjj = Zi,j - iiilj and _ tivj = -1Jizj - Uizj’ 
So we have for every j E N 
This proves that tij E (0,. . , y} for all j E N. ??
To prove the third part of Theorem 2.2 let us suppose that I3 E S(X), 
B # A. Then by Lemma 2.2 there exist 21i E {-l,O}, i E M; Vj E (0, l}, 
j E N, such that for all (i,j) E M x N 
Since A is monotone, if there exists ‘lLZ = -1, then the constant tij = 1 must 
be added to all columns Ai which contain invariant positions in the ith row 
to preserve their zero value. Moreover, adding -1 to every row contained 
in the block of invariant positions containing the ith row is necessary for 
the same reason. 
So we can consider A as a block matrix 
where A’>“+’ A2yk A”+ ‘1’ are blocks of invariant positions. We 
divide B into ‘the same’ blocks, and the vectors ti = (~1,. . . ,vn), u = 
(fh,..., Em) into the corresponding form v = (v’, . . . ,G~+‘), ti = 
(al,.. .,ti’+l). Here u’,. . . ,G~+~,zL~,.. .,a’+’ are vectors of equal coef- 
ficients. 
Let 1 = max{j E (1, . , k + 1) : tij = (1, . . . , 1)). Then it must be true 
that Ek - ’ + 2 = (-1, , -l), because Ak - ’ + 2~ ’is the block of invariant 
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positions. Furthermore, tij = 1 ( , . . , 1) for all j E { 1,. . ,1 - l}, since 
B is nonnegative. Finally, we have tiiz = (-1, . . , - 1) for all i E {k - 
1+3,...,k+1}becauseAk-‘f3,1-1,...,Akt1,1areblocksofinvariant 
positions. It is evident that 
(fi 
1+i >‘..> ??+I) = (O,...,O). 
Then (Ui,. . ,filc-‘+‘) = (0,. .,O) by similar reasons as above. Now it can 
be easily seen that B = B” - ’ + ’ as it was defined in the theorem’s state- 
ment. 
Moreover, IS(X)1 = k + 1, since for every 1 E (1,. . . , k + 1) the matrix 
B” - ’ + ’ is equivalent to A (B” = A) with TC derived in the proof. ??
COROLLARY The class S(X) contains at most one monotone matriq 
i.e., if two monotone matrices are equivalent, they are equal. 
REMARK Construction of the set of invariant positions of a monotone 
matrix can be carried out in O(z) operations. Its largest value matrix 
L can be computed in O(mn) operations. The whole class S(X) can be 
constructed in O(pmn) operations, where p 5 m is a number of blocks of 
invariant positions (p = k + 1 in Theorem 2.2). 
EXAMPLE 1. (Continued). The set of invariant positions of S(X) is 
Z = U: = ,I,, where the blocks of invariant positions are 
10 = {(1,4), (1,5)), 11 = {CL 3), (3,3)), 
12 = {(4>2)), x3 = {(5,1)). 
The largest value matrix is 
1 1 1 0 0 
1 1 0 1 1 
L= ( 110 11 
1 0 1 1 1 
0 1 1 1 1 
 
We have S(X) = {A, B1, B2, B3}, where 
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1 0 0 0 0 
1 0 0 1 1 
1 0 1 1 1 
0 0 0 0 0 
If the zero-one matrix A E S(X) is not PM, then the largest value of 
the position (i, j) can be aij + 1 as well. The largest value matrix L can 
be computed in 0(m2n) operations by the algorithm shown below. 
The basic idea of the algorithm can be described as follows: consider 
the kth row of the matrix A, and let 
R(k) = {r E N: akr = 0) 
Consider now columns j 6 R(k) and their product vector P” = 
(P”(l), . , Pk(m)) defined by the formula 
(Vi E M) P”(i) = n aij. 
j!=(k) 
It can be easily seen that if Pk(i) = 0 for some i E M, then li, = ai, + 1 
for every r E R(k), because we have found a submatrix 
and 1 f ai, >_ &, 2 ai, + a&, - aiq - akr = 1 + ai,. 
Applying this idea to every k E M, we find such “critical” submatrices, 
if they exist, for every position (i,~). If such a submatrix does not exist 
for (i,~), then clearly li, = ai,. 
ALGORITHM 2 
Input: A zero-one matrix A which is not PM. 
Output: The largest value matrix L. 
1. Compute for all i E M: R(i) := {r E M: ai, = 0). 
2. For all k E M do 
compute for all i E M - {k}:Pk(i) := n a%,.; 
+R(~) 
if Pk(i) = 0 then for all s E R(k) label ai, “+“. 
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3. For all (i,j) E M x N do 
if aij is labeled ” + ” then lij := aij + I else lij := aij. 
3. MATRICES WITH PRESCRIBED VALUES 
3.1. Equivalence of Two Matrices 
Let X = (zIj) # 0 b e an m x n matrix. In this section we show some 
algorithms which construct matrices of a special form belonging to S(X). 
Since the problem of finding one matrix from S(X) has been already solved, 
throughout the section A will denote a fixed matrix from S(X). 
The following lemma shows that for an arbitrary fixed value of one of the 
coefficients there exists a unique system of coefficients ut, i E M; vj, E N, 
which transforms one matrix into the another. 
LEMMA 3.1. Let s be any fixed integer; let k be any fixed row index. 
Matrices B1 = (b$), B2 = (b$) are equivalent with the transformation 
coeficients ui, i E M; vj, j E N, if and only if they are equivalent with the 
transformation coefficients iii, i E M; tij, j E N, where & = s; and such a 
system of coeficients is unique. 
Proof. To prove the necessity we notice that such transformation co- 
efficient can be expressed explicitly: 
2Li = Ui - uk + S for i E M, 
_ 
v3 = vj+uk-s for j E N, 
because then 
ii, + btj + ijj = ui + bi,j + v~j = bZ 
for all (i,j) E M x N. 
Moreover, if there exists a system of TC {UT, i E M} U {VT, j E N} such 
that u* = s then k 1 
(Vi E M) U: = tii, (Vj E N) TJ; = tivj. 
Consider a matrix B in a normalized form. We will deal with the 
question whether B E S(X). 
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THEOREM 3.1. Matrices A and B are equivalent if and only if there 
exist integers ui, i E M, such that 
U, = bij - aij - (blj - Ulj) for all j E N. (3.1) 
If this is the case, then possible transformation coeficients are ui, i E 
M; vj, j E N, where ui are defined by (3.1) and 1-j = b,j - alj for all 
j E N. 
Proof. It follows from Lemma 3.1 that A - B if and only if there exist 
ui, i E M; ~j, j E N; ~1 = 0 such that 
(V(i, j) E M x N) bij=ui+aij+vj. (34 
The following sequence of equivalences proves the theorem: 
(3.2) holds for some ui, i E M; Uj, j E N; ~1 = 0 
if and only if 
(3.2) holds for 1-j = blj - UU, j E N, and for some Ui, 
i E M, u1 = 0, 
if and only if 
there exist uz, i E M, such that (3.1) holds. W 
9.2. Problem of Prescribed Values 
Let ia E M, and let 6 = ($1,. ,b,) be a nonnegative vector. We 
discuss the following problem: does a matrix B E S(X), B = (bij) exist 
such that bi,j = bj for all j E N? Analogously we can ask whether there 
exists B E S(X) with a prescribed column. 
THEOREM 3.2. Let io E M, and let 6 = (61,. . , ,b,) be a nonnegative 
vector with integral elements. Then a matrix B E S(X) satisfying bioj = bj 
for all j E N exists if and only if the following conditions are fulfilled: 
min & = 0, 
jEN 
(V_i E N) $rm(aij + Ui) = C&j - bj, 
(3.3) 
(3.4) 
where 
Ui = -mp(Qj + 6j - aioj) for all i E M. (3.5) 
Moreover, B = (bij), where bij = ui+aij+bj-ai,,j for all (i,j) E MxN. 
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Proof Suppose that a matrix B mentioned in the theorem statement 
exists. Clearly, minj 6, = 0. 
By Lemma 3.1 we can choose u,,, = -minj(a,,,j + 8, - a,,,j) = 0, which 
implies UU~ = 6j - ai,,l for all j E N. B is in a normalized form; hence 
(Vi E M) min b,j = 0 and 
j 
(‘v’J’ E N) rnjnb$j = 0. 
Thus the possible TC are pi, i E M, uj, j E N, where ‘LL~ is defined by (3.5) 
of the theorem statement and the equality (3.4) holds for all j E N. 
Sufficiency of the condition can be proved by setting bij = u, + az3 + uj 
for all (i, j) E M x N, where ui is defined by (3.5) and v3 = & - azoj. Then 
B N A and the equalities (3.4), (3.5) imply that B is in a normalized form. 
??
REMARKS 
(1) The matrix B mentioned in Theorem 3.2, if it exists, can obviously 
be constructed in O(mn) operations. 
(2) It can be easily seen that for arbitrary ia E M and 6 = (0,. . . (0) 
there always exists B E S(X) with icth row equal t,o 6. One possible 
transformation in this case is as follows: 
(i) Define A’ = (&) by 
I aig = aij - a,,,j for all (i, j) E M x N. 
(ii) Compute B = (b,j) by 
bij = ai3 - rnp u:L for all (i, j) E M x N. 
Similarly we can construct a matrix B with prescribed zero column. 
3.3. Largest Value Matrix Problem 
Now we deal with the problem of constructing the largest value matrix 
LofS(X). A s was shown in introduction, each entry lij of L can be 
computed directly by formula 
(3.6) 
where B E S(X) is an arbitrary fixed matrix. In this way lij is computed 
in O(mn) operations and the matrix L in 0(m2n2) operations. 
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We will derive an 0(m2n) algorithm to construct L, supposing that one 
matrix A E S(X) is given. 
ALGORITHM 3 
Input: A matrix A E S(X). 
Output: A largest value matrix L of S(X). 
1. Construct the matrix A’ = (a&) E S(X) from A such that aij = 0 
for all j E N (as it was described above). 
2. For all i, k E M, i < k compute 
3. For all i, k E M, i < k, and j E N - (1) compute 
4. Set 
(3.7) 
for all (i, j) E M x N. 
THEOREM 3.3. Algorithm 3 correctly computes the largest value matrix 
L = (lij), and its computational complexity is 0(m2n). 
Proof Correctness: For each j E N we denote by A3 = (a!,) a matrix 
from S(X), the jth column of which is a zero column. It was shown in 
Section 3.2 that all these matrices exist. By (3.6) the elements of L can 
be computed from an arbitrary B E S(X). To reduce the computational 
complexity of the algorithm, the jth column of L will be determined from 
Aj by (3.6) for all j E N. 
Thus for all (i, j) E M x N 
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where 
and thus lij =max{O,maxk<, II~i,max~.z(-&)}. 
For j = 1, i, k E M, i < k in Algorithm 3, maxi e ,v {ail - ui,} was 
denoted by P,‘k, and mini ??N {u: - &} by ptk. 
To show that 1,i is correctly computed by the algorithm for all i E M, 
it is sufficient to prove that 
Clearly, Pit = max (0, IIii} and & = min (0, 7rtk}. 
If (i, 1) is a noninvariant position, then 1,i > 0, and thus the equality 
(3.8) is fulfilled. 
In the opposite case iii = 0. Thus we have IILi 5 0 for all k < i and 
-7& < 0 for all k > i, which implies P,& = 0 for all k < i and p,!r, = 0 for 
all k > i. This means that (3.8) is satisfied again. 
The same idea can be used to prove that for all j E N - {l}, i E iM, 
the equality 
lij = ma { F:Tpli’ F::‘_ Pik)} 
is satisfied, where for all s, q E M, s < q we have 
The last problem is to compute P&,p& as efficiently as possible. It 
is evident that Aj - A’. For all i E M we have u$ = 0. Moreover, we 
can prescribe transformation coefficient II~ = 0, hence Ui = - u,t? for all 
i E M. Then 
The value of p& can be computed analogously. 
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The computational complexities of steps 1-4 are O(mn), O(m’n), 
O(m’n), and 0(m2n), respectively. Therefore the complexity of the whole 
algorithm is 0(m2n). ??
EXAMPLE 2. Consider the matrix 
The matrix A’ is constructed from A by the following TC (see Theorem 
3.2 for AT): 
211 = -2, u2 = -3, 213 = 0, IL4 = -1, 
211 = 0, v2 = 3, 213 = 2, ?.I4 = 1. 
Thus 
The following table contains values of P$_,di for all i, k E {1,2,3,4}, 
i < k, j E {1,2,3,4} : 
j P;2 P-k e3 p313 q4 d4 pi3 Pi, pi4 Pi4 pl4 d4 
1 2 -1 0 -3 3 -6 0 -4 1 -5 3 -3 
2 0 -3 2 -1 3 -6 4 0 3 -3 1 -5 
3 3 0 3 0 9 0 2-2 6 0 6 0 
4 0 -3 0 -3 0 -9 -1 -5 0 -6 0 6 
Now we compute the largest value matrix L by (3.7): 
L= 
3.4. Normalized Matrices with Prescribed Values 
We discuss now the problem of finding a matrix belonging to S(X) with 
a prescribed property. 
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Let (Ic, T) E M x N be a fixed position, and let fkT E (0,. . . lk,.} be 
a fixed integer. Let A be a given matrix belonging to S(X). It is known 
(see Theorem 1.2) that there exists a matrix B = (bij) E S(X) such that 
bkr = f&-. We ask how to find such B. This task can solved in O(mn) 
operations as follows: 
(a) Suppose fkr < akr. This means that fkr = ak,. - .+ for some ,Zkr 
satisfying 0 < i&. < akr. 
1. Construct A’ - A with TC 
‘UT = -zkr> u.j = 0 for all j E N - {T}, 
Ui = - min{O, a,, - Zkr} for all i E M. 
2. Construct B N A’ with TC 
Ui = 0 for all i E M, 
wj = -minal 23 for all i 
j E N. 
To prove the correctness, notice that A’ is nonnegative. For arbitrary 
i E M, after the subtraction of zk,. from the rth column of A, 
(i) if azr - i&r 5 0, then Ui = i&r - ai, and a:, = 0; hence every row of 
A’ contains a zero; 
(ii) in the opposite case Ui = 0, and since A is in a normalized form, 
the ith row of A’ is nonnegative with at least one zero element. 
There can exist a column in A’ which contains no zero element. The 
construction of B maintains nonnegativity and the existence of at least one 
zero element in every row, and it guarantees the existence of at least one 
zero in every column. 
(b) SuPPose .fkT = lkr. Then take (i, j) E M x N such that 
lkr = akr f aij - akj - ai,, 
and construct equivalent matrices by transformations: 
1. A’ - A: 
Ui = -c&,-&j, U, = 0 for all s E M - {i}, 
Vj = -akj, v,=O forall qEN--{j}; 
2. A” N A’: 
u, = 0 for all s E M, 
uq= s -min uiq for all q E N; 
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u, = - min a’s6 for all s E M, 
4 
uq = 0 for all q E N. 
To prove that B is as required, first let us notice that by the transformation 
in step 2 we obtain the matrix A”, which is nonnegative and every column 
of which contains at least one zero element. Moreover, 
a;lr = akr f aij, 
agj = ai, + akj, 
ayr = ayj = 0, 
since vr = aij and vj = ai, + akj in step 2. Then in step 3 we have 
Ui = 0 and Uk = -ai, - akj. To verify that it is sufficient to show that 
agj = mmq aFq. But if this is not true, then there exists q # j such that 
agq < a& = ai, + akj. It follows that 
lkr 2 a:, + ayq akr $ aij i- ayq - 0 - agq 
> akr + aij + ayq - ai, - akj = lkr + ayq > &, 
since q # r and arq > 0. This is a contradiction. This proves that bkr = 
ak,. + f&j - ai, - akj = &-. Furthermore, B is in a normalized form. 
(c) Suppose akr < .fkr < lkr. First construct the matrix C E S’(X) such 
that ckr = lkr, as described in (b). Then fk,. < ckr, so B E S(X) can be 
constructed from C as described in (a). 
EXAMPLE 2 (Continued). We solve the problem of finding B E S(X) 
satisfying bir = fri = 4. 
First we construct a matrix C E S(X) such that cl1 = 111. The value of 
111 can be determined by (3.6) in O(mn) operations, including finding the 
required pair of indices (i,j). In this case we have 111 = 6 and (i,j) = (4,3). 
To construct C we use matrices A’ and A” computed in the way de- 
scribed in (b): 
1. 
2 10 4 
(211,uz,U3,U4) = TC: (0, 0, 0, -6), 
= (0, 0, 0, O), A’ = 
3 0 2 3 
(2)1,212,213,2)4) 
-5 -6 -1 -6 
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2. 
TC: (Ul,U2,2L3,U4) = (O,O,O,O), 
(~1,7J2,V3,V4) = (5,6,1,6), 
A” = 
3. 
TC: (%~2+3r~4) = (1mo)~ 
(vl,u2,u3,v4) = (O,O,O,O), 
C= 
Now we find B N C as was shown in case (a) for fii = 4, zll = 2: 
1. 
TC: (Ulru2,U3,u4) = (RR 0,2), 
(Vl,U2,~3,~4) = (-%O, 0, O), 
A’ = 
2. 
TC: (%,u2,u3,u4) = (0, 0, 0, O), 
(wr u2r u3r v4) = (0, -2, 0, -2), 
B= ( 0 431304’ 0 1 0 2 4 071 
4. MINIMAL TERM RANK OF THE CLASS S(X) 
Let A be a nonnegative matrix. The maximal number of zeros in A 
such that no two of them lie on the same line is called the term rank of A 
and is denoted by r(A). 
The following theorem describes the connection between the structure 
of A and its term rank. 
THEOREM 4.1 (Konig). Let A be a nonnegative matrix of size m x n. 
Then r(A) = p if and only if A contains an s x t submatrix with positive 
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elements satisfying s + t = m + n - p, but there is no p x q submatrix of A 
with positive elements such that p + q > m + n - p. 
It is a well-known combinatorial property of matrices that in every class 
S(X) there exists a matrix F with full term rank [r(F) = m]. One proof 
can be found in [6]. 
Let us define the minimal term rank of the class S(X) as 
rx = min {r(A): A E S(X)}. 
If m = 1, then for all A E S(X) we have r(A) = 1, so rx = 1. Consider 
m 2 2. 
Every matrix in a normalized form has term rank at least two; hence 
rx 2 2. But classes S(X) with minimum term rank rx = m exist as well. 
For example, this situation occurs, if X is a zero matrix, or a zero-one 
matrix of size m x m such that 
-I 0 if ilm-j+l, xi_i= 1 if i>m-j+l. 
This is because the set of invariant positions for the former matrix is M x N 
and the one for the latter matrix contains pairs 
(1, ml, (2, m - 1)). . . , Cm, 1) 
(see Theorem 2.2). 
Notice that in general not all values between rx and m can be achieved 
as the term rank of a matrix in S(X). For instance, if the matrix X has 
all its elements in the first row and the first column equal to zero and all 
other elements equal to one, then S(X) = {X,X’} where X’ has unity in 
(1,l) position and zeros in all other positions. We have rx = r(X) = 2, 
r(X’) = m . 
Now we answer the question whether rx = 2 for a class S(X), i.e. 
whether there exists B E S(X) such that r(B) = 2. Furthermore, we show 
how to generate all such matrices in S(X). 
It is sufficient to suppose m 2 3, because for m = 2 the answer is 
always positive. 
LEMMA 4.1. Let B be a matrix in a normalized form. Then r(B) = 2 
if and only if there exists a pair (k, 1) E M x N such that 
(Vi E M - {k}) (Vj E N - (1)) bil = bkj = 0 and bij > 0. 
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Proof. If such a pair of indices exists, then clearly r(B) = 2. 
Now let r(B) = 2. By Theorem 4.1 there exists an s x t submatrix C 
of B with positive elements such that s + t = m + n - 2. It holds that 
s 5 m - 1, t 5 n - 1, since B is in a normalized form. Hence the equality 
in both cases follows. Let (k, 1) be a pair of indices taken in such a way 
that C does not contain the kth row and the lth column of B. It can be 
easily seen then that 
(Vi E A4 - {k}) (Vj E N - {I}) bij > 0 and b,l = bkj = 0. 
The position (k, 1) mentioned in Lemma 4.1 will be called a specified 
position. 
THEOREM 4.2. Let A E S(X). Then a matrix B E S(X) with r(B) = 2 
and a specified position (k, 1) exists if and only if 
Sk1 = J;{akl - a,1 + I${Uij - akj}} > 0. (4.1) 
Then such a matrix B exists for an arbitray 
{O,...,sk,l-1). 
prescribed value bkl E 
Proof. Let B E S(X), r(B) = 2, and let (k,l) 
Then for all i E A4 - {k}, j E N - {I} we have 
be its specified position. 
bkl + bij > 0 = bil + bkj. (4.2) 
Since A - B, the relation aij = ‘~1, + b,, + vj 
ui, i E M; uj, j E N. This implies 
holds for some integers 
akl + aij > ail + bk3 for all i E M - {k}, j E N - {I} 
by (4.2). Thus we obtain 
(Vi E A4 - {k}) min {aij - akj} > ail - akl 
j#l 
and 
$;{ akl - ail + $n{aij - akj}} > 0 
Conversely, let (k, 1) be a position for which ski > 0 and let bkl E 
(0, . . , Sk/ - 1) be arbitrary. We can construct the required matrix B from 
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A by the transformation coefficients 
?& = 0, (vi E M - {k}) t‘i=akl-ail-&, 
?‘l = bkl - akl, (vj E N - (1)) Vj = -akj. 
Then for arbitrary (i,~‘) E M x N we have be = ui + oij + vj and 
bkj = bil = 0, and 
for all i # k, j # 1. 
We have proved that B is equivalent to A, B is in a normalized form, 
and (k, 1) is its specified position; thus r(B) = 2. ??
REMARKS 
(1) The number of specified positions of S(X) is at most m, since no 
two of them can belong to one line. For, suppose that there exist kl, kz 
E M, 1 E N such that sk,l > 0 and skZl > 0. Then in particular 
Thus 
min{ak, j - akl j} > ak,l - akd 
j#l 
> -ys{ak,j - ak,j} = y+y{ak,j - akzj}, 
which is a contradiction. Similarly the transposed matrix AT does not have 
two specified positions in one row. This means that A does not have two 
specified positions in one column. 
(2) In order to check whether rx = 2 it is sufficient to compute the 
matrix S = (Ski) of specified positions (see below). Then we can obtain 
every B E S(X) of term rank 2 in 0(mn) operations in the following way: 
For each position (k, 1) such that Sk1 > 0, we construct a matrix equivalent 
to A with a prescribed kth row 
6k = (0,. . . ,O,hlr’&..~r0) 
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for an arbitrary bkl E (0,. . . , Sk1 - 1) , as was shown in Section 3. Hence 
the number of matrices in S(X) of term rank 2 is equal to 
(k,l)E M x N 
where sk+l = max(0, ski} 
Finally, we show how the matrix S = (ski) of specified positions can be 
computed in 0(m2n) operations. First we describe the notation used in the 
algorithm. The correctness of the algorithm and its complexity are evident. 
For all i, Ic E M, i < k, 1 E N, denote minj+l{aij - akj} by pik, and 
rnaxj+l{aij - akJ} by Pi”. 
Let zfk, zak, Ztk, 2:” b e a minimal, a second minimal, a maximal, and 
a second maximal value of the row difference a, - ak, respectively; i.e. 
zi” = min{aij - akj} = aiIr, - 
3 
akjo 1 
zik = JTi;,{Uij - Ukj} (4.3) 
and 
z ik = max{aij - akj} = aij, - 
j 
akjl, 
zi” = y+y{aij - Ukj}. 
Then it is easy to see that 
if ail - Ukl > Z;', 
if ail - Ukl = Zik, 
zik if ail - Ukl < zfk, 
p;" = 
zi" if ail - akl = Zjk. 
ALGORITHM 4. 
(4.4) 
(4.5) 
(4.6) 
Input: The matrix A E S(X). 
Output: A matrix S of specified positions. 
1. Compute zfk, zv, Zfk, Zi” by (4.3), (4.4) for all i, k E M, i < k. 
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2. Compute pjk, F’:” by (4.5), (4.6) for all i, k E M, i < k, 1 E N. 
3. Compute the matrix 5’ = (ski) such that ski = min{yr, ys}, where 
for all (k,l) E M x N. 
EXAMPLE 3. Consider the matrix 
A= 
The following table shows values computed by Algorithm 4: 
(i, k) z;k z.k zfk zik Pfk p;k $k p;" p;k pik pY pik 
(1,2) -2 -1 1 1 -2 1 -2 1 -1 1 -2 1 
(1,3) -1 0 2 2 -1 2 -1 2 0 2 -1 2 
(1,4) -5 1 4 1 -5 4 -5 4 1 4 -5 
(2,3) -1 1 3 1 -1 1 1 3 -1 3 -1 ; 
(2,4) -3 0 3 2 -3 3 -3 3 0 3 -3 2 
(3,4) -4 -1 2 1 -4 2 -4 2 -1 2 -4 1 
Then the specified position matrix 5’ is 
Thus the only specified position is (4, 3), with ~43 = 3. As a result we have 
all three matrices Br, Bz, I33 E S(X) with term rank equal to two: 
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