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Práce se zabývá faktorizací celých £ísel. Faktorizace je nejznám¥j²í a nejpouºívan¥j²í metodou
kryptoanalýzy RSA. V rámci této práce byla vybrána a implementována faktoriza£ní metoda
zvaná SIQS. I kdyº se jedná o nejrychlej²í metodu (do 100 dekadických £íslic), není moºné ji
efektivn¥ po£ítat v polynomiálním £ase, a tak se hledají r·zné moºnosti, jak tuto metodu co
nejvíce urychlit. Jako první se nabízí paralelizace. K tomuto ú£elu bylo vyuºito OpenMP.
Dal²í moºností je optimalizace kódu. Cílem této práce je také ukázat, jak jednodu²e lze
v mnoha p°ípadech vyuºít paralelizace kódu a dále, jak díky podrobné analýze kódu lze
dosáhnout pom¥rn¥ velkého urychlení. Pouºitá metodika itera£ního provád¥ní optimalizací
se ukázala jako velmi ú£inná. Touto metodikou byla implementace SIQS vylep²ena tak, ºe
faktorizace byla urychlena aº 100-krát, v n¥kterých £ástech kódu dokonce je²t¥ více.
Abstract
This paper follows up the factorization of integers. Factorization is the most popular and
used method for RSA cryptoanalysis. The SIQS was chosen as a factorization method that
will be used in this paper. Although SIQS is the fastest method (up to 100 digits), it can't
be eﬀectively computed at polynomial time, so it's needed to look up for options, how to
speed up the method as much as possible. One of the possible ways is paralelization. In this
case OpenMP was used. Other possible way is optimalization. The goal of this paper is also
to show, how easily is possible to use paralelizion and thanks to detailed analyzation the
source codes one can reach relatively large speed up. Used method of iterative optimalization
showed itself as a very eﬀective tool. Using this method the implementation of SIQS achieved
almost 100 multiplied speed up and at some parts of the code even more.
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V dne²ní dob¥ internetu lze v¥t²inu v¥cí vy°ídit na po£íta£i z pohodlí domova. P°íkladem
m·ºe být provedení n¥jaké bankovní transakce, kdy jiº nemusíme jít na pobo£ku, ale m·ºeme
se p°ihlásit ke svému ú£tu p°es webový prohlíºe£ a danou transakci provést sami. Jiným
p°íkladem by mohlo být objednávání zboºí p°es e-shop, kde si najdeme pot°ebné zboºí,
koupíme a v p°ípad¥ pot°eby si jej m·ºeme nechat p°ivézt aº dom·.
To v²e by ale nebylo moºné, kdyby neexistoval n¥jaký mechanizmus, který nám zaru£uje,
ºe v²echny p°ená²ené informace, které jsou v¥t²inou velice citlivé z pohledu na²eho soukromí,
jsou n¥jakým zp·sobem chrán¥ny p°ed zneuºitím. V opa£ném p°ípad¥ by totiº úto£ník mohl
nap°íklad sledovat na²i komunikaci s bankou a vysledovat na²e p°ihla²ovací údaje. Tím by
získal p°ístup k ú£tu a ná² ú£et velmi pravd¥podobn¥ zneuºil. Byl tedy zaveden mechaniz-
mus, který nazýváme ²ifrování. Tento mechanizmus zaji²´uje, ºe vºdy, kdyº jsou odesílány
n¥jaké informace, jsou tyto informace ur£itým zp·sobem transformovány, aby byly pro p°í-
padného úto£níka, který se snaºí na²i komunikaci sledovat, nesrozumitelné a pro n¥j tedy
nepouºitelné. Obvykle se informace ²ifrují na základ¥ n¥jakého klí£e, kdy klí£ mají ob¥ komu-
nikující strany. Druhé stran¥ nevadí, ºe dostane na²e informace v nesrozumitelné podob¥,
protoºe má p°íslu²ný klí£, kterým si tyto informace zase transformuje zpátky. ifrování
rozd¥lujeme na dva typy, takzvané symetrické, kdy ob¥ strany pouºívají k ²ifrované komu-
nikaci stejný klí£, anebo takzvané asymetrické, kdy jedna strana má privátní klí£, který se
nezve°ej¬uje, a druhá strana má klí£ ve°ejný.
Ve°ejný klí£ obecn¥ slouºí k za²ifrování zprávy, kterou chce jeden z komunikujících poslat.
Za²ifrované informace dokáºe zpátky roz²ifrovat pouze vlastník privátního klí£e. Délka jak
privátního, tak ve°ejného klí£e je pro danou dvojici vºdy stejná a dnes je obvyklá velikost
klí£e 1024 £i 2048 bit·.
Typickým a velice uºívaným p°edstavitelem asymetrické ²ifry je RSA (viz kap. 4). Klí£
je u této ²ifry vygenerován na základ¥ vynásobení dvou prvo£ísel a bezpe£nost je tak za-
loºena na p°edpokladu, ºe nalézt prvo£ísla, z kterých klí£ vznikl, je výpo£etn¥ nemoºné.
Obecn¥ totiº vynásobit dv¥ £ísla je triviální záleºitostí, najít v²ak zp¥tn¥ ze kterých £ísel je
výsledné £íslo sloºeno, je problém velice náro£ný, dokonce tak náro£ný, ºe jej obecn¥ nelze
°e²it v kone£ném £ase. Proces hledání £ísel, ze kterých bylo dané £íslo sloºeno, nazýváme
faktorizace.
Pro faktorizaci celých £ísel bylo objeveno mnoho r·zných metod, které se snaºí na-
jít faktory sloºeného £ísla. Nepovedlo se v²ak najít metodu, která by byla schopna °e²it
tento problém dostate£n¥ rychle, coº je také d·sledkem ne°e²itelnosti problému faktorizace
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v rozumném £ase. P°esto bylo nalezeno n¥kolik velmi soﬁstikovaných metod, které hledání
faktor· velice urychlilo. Díky t¥mto metodám musí být dnes délky klí£· asymetrických ²ifer
dlouhé minimáln¥ 1024 bit·, protoºe takto dlouhé klí£e i s pouºitím soﬁstikovaných metod
nejsme schopni na dostupných výpo£etních prost°edcích faktorizovat dostate£n¥ rychle. Nej-
v¥t²í faktorizovaný RSA klí£ má velikost 768 bit·. Tohoto úsp¥chu se povedlo dosáhnout
v roce 2009, a i kdyº získání faktor· trvalo p°ibliºn¥ dva roky, není doporu£eno klí£e této
délky pouºívat [8].
1.1 Cíle práce
Cílem této práce je prozkoumat r·zné faktoriza£ní metody, zhodnotit jejich moºnosti pa-
ralelizace a nejvhodn¥j²í metodu implementovat. K implementaci zvolené metody budou
pouºity moderní nástroje a metody. Na základ¥ implementace a výsledk· m¥°ení bude
diskutováno, jaký p°ínos m¥lo nasazení t¥chto moderních metod £i nástroj· a p°ípadn¥,
zda existují i jiné £i dal²í moºnosti, jak implementovanou metodu vylep²it, aby faktorizace
touto metodou byla co nejefektivn¥j²í.
1.2 Struktura práce
V kapitole 2 jsou tak popsány nejd·leºit¥j²í pojmy, které se pouºívají v problematice fak-
torizace, a £tená° si je tak má moºnost v p°ípad¥ neznalosti doplnit bez toho, aby musel
tyto pojmy hledat v jiné literatu°e.
Kapitola 3 popisuje algoritmy, které jsou nedílnou sou£ástí n¥kterých faktoriza£ních
metod. Nap°íklad Euklide·v algoritmus (viz kap. 3.2) pro hledání nejv¥t²ího spole£ného
d¥litele pouºívají tém¥° v²echny faktoriza£ní metody k ﬁnálnímu nalezení faktoru sloºeného
£ísla.
RSA je popsáno v kapitole 4. tená° zde najde popis ²ifrovací metody RSA, jak se
postupuje p°i generování ve°ejného a soukromého klí£e a jak se provádí ²ifrování a de²ifrování
zprávy. Krom¥ toho je zde také p°edveden konkrétní p°íklad ²ifrování a de²ifrování, aby
£tená° v p°ípad¥ pot°eby funk£nost RSA lépe pochopil. Kapitola také popisuje, jak lze
pomocí RSA vytvá°et digitální podpisy a co ud¥lat, aby byla u p°ená²ené zprávy zaji²t¥na
d·v¥rnost, integrita, autentizace a nepopiratelnost.
Kapitola 5 prezentuje n¥které testy prvo£íselnosti. Test prvo£íselnosti je d·leºité provést
vºdy p°ed samotnou faktorizací, protoºe pokud bychom se pokusili provést faktorizaci prvo-
£ísla, ºádného rozumného výsledku bychom nedosáhli a navíc bychom na tento výsledek
museli £ekat po celý £as procesu faktorizace.
Kapitola 6 pak popisuje jak základní, tak ty nejznám¥j²í a nejpouºívan¥j²í metody fakto-
rizace. Kapitola je rozd¥lena na dv¥ £ásti. V první jsou popisovány faktoriza£ní metody
s exponenciální £asovou sloºitostí, které dnes pouºíváme spí²e pro faktorizaci £ísel do 30
dekadických £íslic. V druhé £ásti jsou pak popsány faktoriza£ní metody se subexponenciální
£asovou sloºitostí. Metody popsané v této £ásti se pouºívají pro faktorizaci £ísel, které mají
nad 30 dekadických £íslic, konkrétn¥ pak metoda GNFS (viz kap. 6.9) se dnes pouºívá pro
faktorizaci t¥ch nejv¥t²ích £ísel.
Výb¥r vhodné metody k implementování a zd·vodn¥ní výb¥ru je popsáno v kapitole 7.
V této kapitole se také nachází rozbor jednotlivých £ástí algoritmu a je zde popsán podrobný
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návrh, jak jednotlivé £ásti algoritmu budou implementovány. Kapitola také obsahuje popis,
jak bude pouºit paralelizmus, aby do²lo k maximálnímu urychlení metody.
Jelikoº vybraná metoda SIQS (viz kap. 6.8) je pom¥rn¥ sloºitá a tak i náro£ná na
pochopení, byl vytvo°en p°íklad, pomocí kterého se postupn¥ prochází jednotlivými £ástmi
tohoto algoritmu. P°íklad se tak snaºí co nejdetailn¥ji metodu popsat, aby £tená° mohl
metodu pochopit, i kdyby se mu nepoda°ilo metodu pln¥ pochopit z jejího teoretického
popisu. Demonstra£ní p°íklad je moºné nalézt v kapitole 8.
Samotná implementace metody SIQS je popsána v kapitole 9. V této kapitole je moºné se
tedy dozv¥d¥t, jak metodu lze konkrétn¥ implementovat. Jsou zde také popsány problémy,
se kterými je moºné se p°i implementaci setkat, a je zde popsáno, jak tyto problémy °e²it
£i jak se jim vyvarovat.
Po dokon£ení implementace byla provedena m¥°ení rychlosti metody. Na základ¥ výsledk·
byla provedená analýza a navrºeny zm¥ny k dosaºení zvý²ení rychlosti. Následn¥ bylo op¥t
provedeno m¥°ení a proﬁlace. Takto bylo provedeno n¥kolik iterací. P°i této metodice bylo
dosaºeno aº 100-násobného zrychlení implementace. Pr·b¥h m¥°ení, proﬁlací a optimalizací




Kapitola vysv¥tluje pojmy, které jsou pouºity v této práci. Pokud bude v textu zmín¥n
algoritmus, který není p°ímo faktoriza£ní metodou, pak bude tento algoritmus popsán v této
kapitole. To platí i u v¥t, formulí, deﬁnic apod. tená° tak bude mít vºdy moºnost, v p°ípad¥
neznalosti pojmu, nahlédnout do této kapitoly, kde bude daný pojem blíºe popsán.
2.1 Vlastní a nevlastní d¥litelé
• Nevlastní d¥litelé pro £íslo p jsou−1, 1, p a −p
• Existují-li pro £íslo p dal²í d¥litelé, pak se jedná o d¥litele vlastní
V rámci problému faktorizace jsou pro nás nevlastní d¥litelé nezajímaví a naopak, pokud fak-
torizace vede k zisku nevlastního d¥litele, znamená to pro nás nastavit faktoriza£ní metod¥
nové parametry a proces faktorizace opakovat. Jinou moºností je, ºe jsme se pokusili fak-
torizovat prvo£íslo. Takové situaci bychom m¥li p°edcházet spu²t¥ním testu prvo£íselnosti
(viz kap. 5) p°ed samotným spu²t¥ním procesu faktorizace.
2.2 Hladké £íslo
Celé £íslo je ozna£eno jako B-hladké, pokud toto £íslo nemá v¥t²ího prvo£íselného d¥litele,
neº zadané celé £íslo B.
Nap°íklad £íslo 30 má prvo£íselný rozklad 2 ∗ 3 ∗ 5, a je tedy moºné toto £íslo ozna£it
jako 5-hladké, protoºe neexistuje prvo£íslo p > 5, pro které by platilo p|30.
Dále se také rozli²uje pojem B-mocné. Celé £íslo m je B-mocné, pokud platí:
m =
∏
pαii , kde αi ≥ 2 a pαii ≤ B (2.1)
Jedná se tedy o taková celá £ísla, jeº lze rozloºit na mocniny prvo£ísel men²ích neº B.
2.3 Eukleidovo lemma
Eukleidovo lemma tvrdí, ºe pokud je zkoumané celé £íslo n vytvo°eno sou£inem dvou celých
£ísel a a b, pak máme-li prvo£íslo p, pro které platí p|n, pak také platí, ºe p|a nebo p|b.
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Tato vlastnost odli²uje zp·sob faktorizace n¥kterých faktoriza£ních metod. Pokud totiº n
je sloºeným £íslem, kde £ísla a a b jsou jeho faktory, pak i tato £ísla mohou být dále sloºená.
N¥které faktoriza£ní metody tak rozkládají zadané £íslo tak dlouho, dokud jej nerozloºí
na sou£in prvo£ísel. Faktoriza£ní metody, které se pokou²í rozloºit £ísla o velkém po£tu
dekadických £íslic, °ekn¥me £ísla o více jak 60 dekadických £íslicích, v²ak ukon£í sv·j výpo£et
jiº p°i nalezení prvního faktoru. Takové metody se obvykle pokou²í najít faktor n¥jakého
RSA klí£e (viz kap. 4), kdy klí£ je získán vynásobením dvou prvo£ísel, a tak nalezení pouze
jednoho faktoru posta£uje.
2.4 Narozeninový paradox
Narozeninový paradox se zabývá pravd¥podobností, s jakou je moºno najít ve skupin¥ lidí
o po£tu n dva takové, ºe budou mít narozeniny ve stejný den. Pokud máme skupinu o 23
lidech a vybereme jednoho, pro kterého chceme zjistit, zda má narozeniny ve stejný den jako
n¥kdo jiný ze skupiny, pak pravd¥podobnost takové události je 22/365. Pokud ale zkou²íme
najít dvojici lidí se stejným dnem narození u v²ech lidí ze skupiny, pak je t¥chto moºností
23∗ 222 = 253. Výpo£et pravd¥podobnosti pro libovolný po£et n lidí ve skupin¥ je jednodu²²í,
kdyº jej spo£teme jako komplement k pravd¥podobnosti, ºe v²ichni ve skupin¥ mají den
narození rozdílný. Poté pravd¥podobnost vypo£teme takto:
p(n) = 1 ∗ (1− 1
365
) ∗ (1− 2
365




365n ∗ (365− n)! (2.2)
p(n) = 1− p¯(n) (2.3)
Narozeninový paradox lze vyuºít pro jakýkoli problém, ve kterém hledáme výskyt stejné
události pro daný po£et prvk·. Proto lze nap°íklad zaznamenat pouºití narozeninového
paradoxu pro odhad, kdy se za£ne p°ibliºn¥ periodicky opakovat sekvence iterací Pollardovy
ρ metody (viz kap 6.2). Výpo£et je pak nutno upravit takto:
p(n) = 1 ∗ (1− 1
x
) ∗ (1− 2
x




xn ∗ (x− n)! (2.4)
p(n) = 1− p¯(n), (2.5)
kde x je po£et prvk· ve skupin¥.
P°esný výpo£et pravd¥podobnosti je pom¥rn¥ zdlouhavý, a proto existují aproximace
výpo£tu, které jsou zna£n¥ rychlej²í, a získaná hodnota pravd¥podobnosti nám posta£uje
i s p°ípadnou odchylkou. V této práci se bude vyuºívat varianty aproximace pomocí odmoc-
niny. Pokud budeme chtít zjistit, kolik prvk· z kolekce je t°eba k nalezení shodné dvojice





Jedná se o funkci ϕ : N 7→ N, která pro zadané £íslo po£ítá, kolik £ísel men²ích neº £íslo
zadané je nesoud¥lných s tímto £íslem, tedy platí ϕ (n) = #(k), kde 1 ≤ k < n
a GCD (k, n) = 1. Z uvedených vlastností vyplývá:
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ϕ (1) = 1
ϕ (p) = p− 1, kde p je prvocˇı´slo
ϕ (pm) = (p− 1) ∗ pm−1, kde p je prvocˇı´slo a m je kladne´ cele´ cˇı´slo
(2.7)
Dále platí, ºe pokud je n sloºené £íslo, tedy n = a ∗ b, pak:
ϕ (n) = ϕ (a) ∗ ϕ (b) (2.8)
Eulerova funkce se nap°íklad vyuºívá p°i generování ve°ejného a privátního klí£e asy-
metrické ²ifry RSA (viz kap. 4).
2.6 Eulerovo kritérium
Eulerovo kritérium je formule, která nám °íká, zda existuje n¥jaké celé £íslo, jeº je kvad-
ratickým zbytkem modulo p, kde p je prvo£íslo.
M¥jme liché prvo£íslo p a n¥jaké celé £íslo a, jeº je nesoud¥lné s p, tzn. GCD (a, p) = 1





1 (mod p) Existuje-li cele´ cˇı´slo x takove´, zˇe a ≡ x2 (mod p)
−1 (mod p) Pokud takove´ cele´ cˇı´slo neexistuje (2.9)



















0, pokud a ≡ 0 (mod p),
1, pokud a je kvadraticky´ zbytek (mod p),








je zobecn¥ním Legendreova symbolu a pro lichá £ísla n ≥ 3 je deﬁnován




















kde n = pα11 p
α2







2.8 Malá Fermatova v¥ta
Tato v¥ta tvrdí, ºe pro kaºdé prvo£íslo p a pro kaºdé celé £íslo a takové, ºe GCD(a, p) = 1,
platí:
ap−1 ≡ 1 (mod p), nebo take´ (2.13)
ap ≡ a (mod p)
Tvrzení Malé Fermatovy v¥ty je vyuºito u mnoha test· prvo£íselnosti jako nap°íklad
Fermat·v test prvo£íselnosti (viz kap. 5.2) £i Miller·v-Rabin·v test prvo£íselnosti (viz kap.
5.3). Základ v Malé Fermatov¥ v¥t¥ v²ak také nachází faktoriza£ní metoda Pollard p − 1
(viz kap. 6.3).
2.9 ínská v¥ta o zbytcích
Toto tvrzení popsal v problému £íslo 26 £ínský matematik Sun Tsu Suan-Ching ve 3. aº 5.
století na²eho letopo£tu [6]. e²eným problémem bylo spo£ítat po£et voják·, pokud známe
n¥kolik variant se°azení vojáku do °ad o ur£itém po£tu a po£et voják· v poslední °ad¥
p°i zvolené variant¥. Blíºe matematicky zapsáno, m¥jme po dvojicích navzájem nesoud¥lná
p°irozená £ísla n1, n2, . . . , nk, kdy ni ≥ 2 pro i = 1, . . . , k. Pak máme soustavu rovnic:
x ≡ a1 (mod n1)
x ≡ a2 (mod n2)
...
x ≡ ak (mod nk),
(2.14)
kde x je hledaný po£et voják·, n1, n2, . . . , nk jsou po£ty voják· v °ad¥ a a1, a2, . . . , ak
vyjad°ují po£ty voják· v poslední °ad¥. Ze soustavy rovnic lze vy£íst, ºe hledané x bude
leºet v intervalu daném produktem v²ech n1, n2, . . . , nk, které ozna£íme N , tzn. N =
∏
ni
pro i = 1, . . . , k a tedy x ∈ 〈1;N〉 .
P°íklad, který výpo£et lépe vysv¥tlí. Vojáky se°adíme do °ad o 5 vojácích a v poslední
°ad¥ jsou 4. Následn¥ je se°adíme do °ad o 7 vojácích, zbude 1. Kolik je celkem voják·?
Vytvo°me soustavu rovnic:
x = 5 ∗ k + 4
x = 7 ∗ l + 1 (2.15)
Víme, ºe x bude v rozmezí 1 aº 35, protoºe n1 = 5 a n2 = 7 a tedy N = n1 ∗ n2 = 35.
Nyní soustavu p°epí²eme dle ínské v¥t¥ o zbytcích:
x ≡ 4 (mod n1)
x ≡ 1 (mod n2) (2.16)
Provedeme substituci:
5 ∗ k + 4 ≡ 1 (mod 7) (2.17)
Upravíme:
5 ∗ k ≡ −3 (mod 7) (2.18)
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Zbavíme se záporných hodnot, a tedy:
5 ∗ k ≡ 4 (mod 7) (2.19)
Pot°ebujeme se zbavit násobku k, rovnici tedy vynásobíme inverzním £íslem £ísla 5 pro
modulo 7, tj. 3, protoºe 5 ∗ 3 ≡ 1 (mod 7). Tím získáme:
k ≡ 5 (mod 7) (2.20)
P°i dosazení k do p·vodní rovnice dostaneme:
x = 5 ∗ 5 + 4 = 29 (2.21)
Po£et voják· je tedy 29.
2.10 Kongruence zbytkových t°íd
Kongruence zbytkových t°íd, zna£ená operátorem ≡, je relace daná vztahem:
a ≡ b (mod n)⇔ n| (b− a) , (2.22)
kde n ≥ 2 a vyjad°uje tak rozklad mnoºiny Z na zbytkové t°ídy po d¥lení £íslem n.
Takový prostor pak ozna£ujeme Zn. Vlastnosti kongruence zbytkových t°íd jsou následující:
a ≡ b ∧ c ≡ d =⇒ a+ c ≡ b+ d
a ≡ b ∧ c ≡ d =⇒ a− c ≡ b− d (2.23)
a ≡ b ∧ c ≡ d =⇒ a ∗ c ≡ b ∗ d
Dále by je²t¥ bylo moºno vyjád°it operaci d¥lení. Operaci d¥lení x/y lze v²ak transfor-
movat na násobení x ∗ y−1 a inverzní prvek y−1 spo£teme podle vztahu:
y ∗ y−1 ≡ 1 (mod n) (2.24)
Kaºdá zbytková t°ída v Zn má svého zástupce. Ten zastupuje v²echna celá £ísla z p·vodní
mnoºiny Z, která spadají do stejné zbytkové t°ídy. Pokud máme nap°íklad n = 4, pak
pracujeme v prostoru Z4 a zbytkové t°ídy tedy budou následující:
C0 = {0, 4, 8, . . .}
C1 = {1, 5, 9, . . .}
C2 = {2, 6, 10, . . .}
C3 = {3, 7, 11, . . .} ,
(2.25)
kde zástupce t°ídy C0 je 0, zástupcem t°ídy C1 je 1, t°ídu C2 zastupuje 2 a poslední t°ídu
C3 zastupuje 3. Jelikoº ale pracujeme s celými £ísly, pak musíme uvaºovat i záporná £ísla.
U záporných £ísel je t¥º²í ur£it, do které zbytkové t°ídy pat°í. Je v²ak moºné si vypomoci
vztahem:
c ∗ n+ x = y, (2.26)
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kde x ∈ Z je záporné £íslo, u kterého chceme zjistit, do jaké zbytkové t°ídy v rámci
prostoru Zn náleºí. Prom¥nná c vyjad°uje násobek £ísla n takový, aby platilo c∗n > x a y je
zástupce, který jednozna£n¥ ur£uje zbytkovou t°ídu, do které £íslo x spadá. Ve skute£nosti
tak mnoºiny zbytkových t°íd vypadají následovn¥:
C0 = {. . . , −8, −4, 0, 4, 8, . . .}
C1 = {. . . , −7, −3, 1, 5, 9, . . .}
C2 = {. . . , −6, −2, 2, 6, 10, . . .}
C3 = {. . . , −5, −1, 3, 7, 11, . . .}
(2.27)
2.11 Algebra  Grupy, okruhy, t¥lesa, pole
Deﬁnice 1. Algebra (A, ·) se nazývá grupoid, pokud operace · je deﬁnována jako zobrazení
· : A×A→ A. Tím, ºe je operace · binární, °íkáme, ºe Algebra (A, ·) je typu (2).
Deﬁnice 2. Grupoid (H, ·) se nazývá pologrupa práv¥ tehdy, kdyº · je asociativní.
Deﬁnice 3. Pologrupa (H, ·) se nazývá monoid práv¥ tehdy, kdyº existuje neutrální prvek
e, to znamená, ºe existuje prvek takový, ºe platí x · e = x, kde x ∈ H.
Deﬁnice 4. Monoid (G, ·) se nazývá grupa práv¥ tehdy, kdyº pro kaºdý prvek x ∈ G platí,
ºe je invertibilní, to znamená, ºe existuje x−1 ∈ G takové, ºe x · x−1 = x−1 · x = e.
Deﬁnice 5. Grupa (G, ·) se nazývá Abelovská grupa práv¥ tehdy, kdyº · je komutativní.
Deﬁnice 6. Algebra (R,+, ·) typu (2,2) se nazývá okruh práv¥ tehdy, kdyº algebra (R,+)
je komutativní grupa, algebra (R, ·) je pologrupa a zárove¬ mezi operacemi + a · platí
distributivita.
Deﬁnice 7. Algebra (R,+, 0,−, ·, 1) typu (2,0,1,2,0) se nazývá okruh s jednotkovým prvkem
práv¥ tehdy, kdyº (R,+, 0,−, ·) je okruh a pro operaci · je 1 neutrálním prvkem.
Deﬁnice 8. Okruh s jednotkovým prvkem (R,+, 0,−, ·, 1) se nazývá t¥leso práv¥ tehdy,
kdyº 0 6= 1 a (R \ {0} , ·) je grupa.




Pomocné algoritmy a kódy
3.1 Gray·v kód
Gray·v kód, n¥kdy ozna£ován také jako zrcadlový binární kód, vyjad°uje binární soustavu,
ve které se dv¥ sousední £ísla od sebe li²í pouze v jednom bitu. Gray·v kód se nej£ast¥ji
pouºívá pro opravu chyb v digitální komunikaci. V rámci problému faktorizace £ísel najdeme
pouºití tohoto kódu nap°íklad u metody SIQS (viz kap. 6.8), kde je pouºíván pro vybírání
následující kombinace hodnot na základ¥ aktuální kombinace. Ukázka, jak m·ºe Gray·v kód
vypadat:
Obrázek 3.1: Srovnání klasické binární soustavy s Grayovým kódem
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3.2 Euklide·v algoritmus - GCD (Greatest common divisor)
Tento algoritmus ur£uje nejv¥t²ího spole£ného d¥litele dvou p°irozených £ísel a je základem
mnoha faktoriza£ních metod.
Algoritmus 1: Eukleid·v algoritmus
Input: x, y
Output: a
1: while y 6= 0 do
2: t = b;
3: b = a % b;




Eratosthenovo síto je algoritmus, který prosívá p°irozená £ísla z intervalu 〈2;n〉, kde n je celé
£íslo vyjad°ující hranici. Principiáln¥ se postupuje tak, ºe se vybere první prvek x z mnoºiny
zadané intervalem a vy°adí se v²echna £ísla yi, pro která platí x|yi. Poté je vybrán dal²í prvek
a op¥t jsou vy°azeny v²echny násobky tohoto prvku. Postupujeme tak dlouho, dokud nejsou
vy°azeny v²echny násobky v²ech prvo£ísel, a v mnoºin¥ tak z·stanou pouze prvo£ísla. Tato
situace nastává, kdyº je vybráno první £íslo, které je v¥t²í
√
n. Je jisté, ºe v²echna £ísla za
touto hodnotou jsou jiº prvo£ísla a v²echny násobky p°ede²lých prvo£ísel jiº byla vy°azena.
Algoritmus pro Eratosthenovo síto by mohl vypadat následovn¥:
Algoritmus 2: Eratosthenovo síto
Input: n, bool X[]
Output: bool X[]
1: for 2 ≤ i ≤ √n do
2: if X[i] = True then
3: for j ≤ n, s krokem i do







Tento algoritmus °e²í kongruenci:
x2 ≡ n (mod p) (3.1)
kde n je kvadratický zbytek £ísla x2 modulo p, jeº je lichým prvo£íslem. Ov¥°it, zda £íslo
n je kvadratický zbytek, je moºno provést nap°íklad pomocí Legendreova symbolu (viz kap.
2.7). Tonelliho-Shanks·v algoritmus je vyuºit nap°íklad p°i faktorizaci metodou MPQS (viz
kap. 6.7) £i SIQS (viz kap. 6.8), kde je pouºit pro výpo£et koeﬁcient· polynomu [1].
Algoritmus vychází z Eulerova kritéria (viz kap. 2.6). íslo p−1 je moºno zapsat ve tvaru
2sd, kde d je liché £íslo. Pokud pro zadané prvo£íslo p platí p ≡ 3 (mod 4), pak je moºné
výpo£et Tonelliho-Shanksova algoritmu úpln¥ vynechat a spo£íst x p°ímo pomocí vztahu
x ≡ ±n p+14 . Není-li podmínka spln¥na, pak pseudokód algoritmu vypadá následovn¥:
Algoritmus 3: Tonelliho-Shanks·v algoritmus







1: c ≡ zd (mod p) ;
2: x ≡ n d+12 (mod p) ;
3: t ≡ nd (mod p) ;
4: M = s while t 6≡ 1 (mod p) do
5: Najdi nejmen²í i, 0 < i < M takové, ºe bude spln¥na podmínka t2
i ≡ 1 (mod p) ;
6: b ≡ c2M−i−1 (mod p) ;
7: x ≡ xb (mod p) ;
8: t ≡ tb2 (mod p) ;
9: c ≡ b2 (mod p) ;
10: M = i
11: end while
12: return x
V pseudokódu je vrácen výsledek jen jednoho °e²ení, tato úloha má v²ak °e²ení dv¥.




Pánové Ronald L. Rivest, Leonard Adleman a Adi Shamir p°i²li roku 1977 s implementací
asymetrické ²ifry, kterou pojmenovali dle svých po£áte£ních písmen p°íjmení, RSA [20]. RSA
je dnes jednou z nejpouºívan¥j²ích ²ifrovacích metod, kterou lze pouºít i pro podepisování.
Zajímavé na metod¥ je, ºe není zaloºena na sloºitých matematických základech, ale naopak
na prostém násobení. Základem metody je totiº násobení dvou velkých prvo£ísel. Platí,
ºe násobení je triviální operace, kdeºto faktorizace sloºeného £ísla, a tedy zp¥tné nalezení
daných prvo£ísel je problém výpo£etn¥ velice náro£ný. Faktorizace je povaºovaná za prob-
lém obecn¥ ne°e²itelný v kone£ném £ase, a tak tv·rci RSA p°edpokládají, ºe p°i zvolení
klí£e rozumné délky odradí úto£níka fakt, ºe faktorizace klí£e by trvala p°íli² mnoho £asu
vzhledem k tomu, jakou cenu má informace za²ifrovaná tímto klí£em. Dnes je obvyklá délka
klí£· 1024 nebo 2048 bit·, protoºe na dostupných výpo£etních prost°edcích se stávajícími
faktoriza£ními metodami je faktorizace takto velkých klí£· v rozumném £ase nemoºná.
4.1 Generování klí£e
Nejd°íve je nutné si vygenerovat privátní a ve°ejný klí£. Privátní klí£ obecn¥ slouºí k de²ifrování
zpráv zaslaných druhou stranou, která zprávu za²ifrovala ve°ejným klí£em. Vygenerování
klí£· probíhá tak, ºe si zvolíme dv¥ velká prvo£ísla p a q a spo£teme:
n = p ∗ q (4.1)
Následn¥ spo£teme Eulerovu funkci (viz kap. 2.5):
ϕ (n) = (p− 1) ∗ (q − 1) (4.2)
Poté si zvolíme £íslo e takové, pro které platí:
GCD (e, ϕ (n)) = 1 ∧ e < ϕ(n) (4.3)
Nyní máme v²e pot°ebné pro ve°ejný klí£:
kpub = (n, e) (4.4)
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Z e spo£teme d, jeº je multiplikativní inverzí e modulo ϕ (n) (viz kap. 2.10), tedy:
e ∗ d = 1 (mod ϕ (n)) (4.5)
neboli:
d = e−1 (mod ϕ(n))
Privátní klí£ je pak tvo°en dvojicí
kpriv = (n, d) (4.6)
4.2 ifrování a de²ifrování
ifrování následn¥ probíhá tak, ºe nap°íklad text, který chceme za²ifrovat a p°enést, musíme
nejd°íve vyjád°it celo£íseln¥. Pokud by zpráva m¥la být del²í neboli v¥t²í neº n, pak musíme
tuto zprávu rozd¥lit na £ásti tak, aby hodnota kaºdé £ásti byla men²í neº n. Jednotlivé £ásti
pak ²ifrujeme dle vzorce:
C = M e (mod n) , (4.7)
kdeM je £ást £i celá zpráva a C je výsledek operace, tedy za²ifrovaná zpráva. De²ifrování
je inverzní operací a °ídí se tak vzorcem:
M = Cd (mod n) (4.8)
ifrováním pomocí RSA získáváme d·v¥rnost, tedy zaji²´ujeme, ºe p°ípadný úto£ník není
schopen p°ená²enou zprávu £íst, a jediný, kdo si m·ºe zprávu p°e£íst, je vlastník privátního
klí£e.
4.2.1 Výpo£et p°íkladu
M¥jme tak nap°íklad zprávu ITS ALL , kterou chceme za²ifrovat. Nejd°íve musíme vy-
generovat klí£e. Jako prvo£ísla tedy zvolíme p = 47 a q = 59. Podle uvedeného postupu
spo£teme ve°ejný modulus n:
n = 47 ∗ 59 = 2773 (4.9)
Eulerova funkce ϕ (n) pak vychází:
ϕ (2773) = (47− 1) ∗ (59− 1) = 2668 (4.10)
Ve°ejný exponent volíme tak, aby byly spln¥ny podmínky na n¥j kladené:
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e = 17 (4.11)
Z ve°ejného exponentu e spo£teme soukromý exponent:
d = 17−1 (mod 2668) = 157 (4.12)
Získané klí£e jsou tedy:
kpub = (2773, 17) (4.13)
kpriv = (2773, 157)
Nyní m·ºeme p°ejít k samotnému ²ifrování zprávy. Jak bylo zmín¥no, ²ifrovanou zprávu
je nutné vyjád°it celo£íseln¥, a tedy p°evedeme text do celo£íselné podoby tak, ºe mezera
bude reprezentována jako 00, A bude 01, . . ., Z bude 26. Následn¥ text rozd¥líme tak, aby
získaná hodnota jednotlivých bloku byla men²í neº n.
ITS ALL  = 0920 1900 0112 1200 (4.14)
Za²ifrování tedy bude vypadat následovn¥:
C1 = 0920
17 mod 2773 = 0948 (4.15)
C2 = 1900
17 mod 2773 = 2342
C3 = 0112
17 mod 2773 = 1084
C4 = 1200
17 mod 2773 = 1444
P°íjemce pak de²ifruje p°ijatý ²ifrovaný text takto:
M1 = 0948
157 mod 2773 = 0920 (4.16)
M2 = 2342
157 mod 2773 = 1900
M3 = 1084
157 mod 2773 = 0112
M4 = 1444
157 mod 2773 = 1200
Sloºením de²ifrovaných blok· získáme p·vodní text.
4.3 Podepisování pomocí RSA
Jak bylo zmín¥no vý²e, ²ifra RSA neumoº¬uje jen zprávy ²ifrovat, ale i podepisovat. Vytvo°ený
digitální podpis m·ºeme chápat jako náhradu vlastnoru£ního podpisu. Proces podepisování
je opa£ný procesu ²ifrování. Zprávu tedy podepisujeme takto:
S = Md (mod n)
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a podpis následn¥ ov¥°ujeme:
M = Se (mod n)
Podepsanou zprávu, vzhledem k tomu, ºe je podepsaná pomocí privátního klí£e, mohou
£íst v²ichni, kte°í vlastní ve°ejný klí£, tedy i úto£ník. To je ov²em v po°ádku, protoºe cílem
digitálního podpisu je zaji²t¥ní integrity, autentizace a nepopiratelnosti. Jinak °e£eno, digi-
tálním podpisem si zajistíme, ºe zprávu není moºné p°i p°enosu pozm¥nit, autorem zprávy
je vlastník soukromého klí£e a ten vytvo°ení zprávy nem·ºe pop°ít, protoºe je jediným
vlastníkem soukromého klí£e.
4.4 Zaji²t¥ní d·v¥rnosti, integrity, autentizace a nepopiratel-
nosti
Je moºné si pov²imnout, ºe pokud zprávu ²ifrujeme, zajistíme si pouze d·v¥rnost. Pokud
ov²em jenom podepisujeme, pak si zajistíme integritu, autentizaci a nepopiratelnost, ale
nezajistíme si d·v¥rnost. Co kdyº ale pot°ebujeme u zprávy zajistit v²echny vlastnosti?
Jediným °e²ením tak je zprávu jak za²ifrovat, tak podepsat. V jakém to ud¥láme po°adí, je
ve skute£nosti nepodstatné, protoºe budou fungovat oba p°ístupy, obecn¥ ale postupujeme
tak, jak kdybychom psali dopis. Na papír napí²e zprávu, kterou chceme poslat, to budou
na²e data. Aby bylo jasné, ºe jsme zprávu psali my, na papír se podepí²eme. Podepsanou
zprávu následn¥ vloºíme do obálky a zalepíme, tedy podepsanou zprávu za²ifrujeme.
Pro to, aby bylo moºné zprávy posílat mezi dv¥ma stranami podepsané i za²ifrované, je
nutné, aby ob¥ strany m¥ly vygenerovány vlastní pár RSA klí£· a ve°ejné klí£e si vym¥nily.
Následn¥ strana, která chce zprávu odeslat, podepí²e zprávu vlastním soukromým klí£em
a za²ifruje podepsanou zprávu ve°ejným klí£em druhé strany. Podepsanou a za²ifrovanou
zprávu pak ode²le. Druhá strana, která zprávu p°ijala, nejd°íve zprávu de²ifruje pomocí




Test prvo£íselností nám vyhodnocuje, zda zkoumané £íslo je prvo£íslem nebo £íslem sloºeným.
Testy prvo£íselnosti se tak provádí p°ed samotnou faktorizací, pokud by totiº zadané £íslo
bylo prvo£íslo, nemá smysl jej faktorizovat.
5.1 Naivní testy prvo£íselnosti
Asi úpln¥ nejnaivn¥j²ím testem prvo£íselnosti je zkusmé d¥lení (viz kap. 6.1). Zkoumané
£íslo zkou²íme postupn¥ d¥lit v²emi £ísly v rozsahu 〈1; d√ne〉, a pokud je nalezen n¥jaký
d¥litel, pak zkoumané £íslo je £íslem sloºeným. V opa£ném p°ípad¥ se jedná o prvo£íslo.
Metoda sice p°esn¥ ur£í, zda zkoumané £íslo je £i není prvo£íslem, av²ak £asová sloºitost
této metody je tak velká, ºe se v praxi pro testování prvo£ísel spí²e nepouºívá.
Dal²í naivní metodou je vyuºití Eratosthenova síta (viz kap. 3.3). Výhodou této metody
je stejn¥ jako v p°ípad¥ zkusmého d¥lení, ºe jednozna£n¥ ur£í, zda zkoumané £íslo je prvo-
£íslem. Eratosthenovo síto má také stejnou nevýhodu jako zkusmé d¥lení, coº je p°íli² velká
£asová náro£nost.
5.2 Fermat·v test prvo£íselnosti
Tato metoda je zaloºena na tvrzení Malé Fermatovy v¥ty (viz kap. 2.8). Jelikoº ale nevíme,
zda zkoumané £íslo n je £i není prvo£íslem, je nutné platnost Malé Fermatovy v¥ty ov¥°it.
Vybereme si tedy n¥jaké a ∈ Z+, a pokud získáme an−1 6≡ 1 (mod n), pak víme, ºe £íslo n
je £íslem sloºeným. Potvrdit ale, ºe £íslo n je prvo£íslem, je náro£n¥j²í [6].
Pokud bychom cht¥li potvrdit, ºe £íslo n je zcela jist¥ prvo£íslem, pak bychom museli
ov¥°it platnost Malé Fermatovy v¥ty pro v²echna a v intervalu 〈1;n− 1〉. Takový výpo£et
by byl ov²em velmi £asov¥ náro£ný, a proto se v¥t²inou spokojíme, kdyº ov¥°íme pouze
n¥jaké kvantum £ísel z daného rozsahu. Pokud pro v²echna £ísla z kvanta bude platit Malá
Fermatova v¥ta, pak zkoumané £íslo n prohlásíme za prvo£íslo, i kdyº to je jen s n¥jakou
pravd¥podobností. Samoz°ejm¥ £ím více £ísel otestujeme, tím v¥t²í je pravd¥podobnost, ºe
na²e tvrzení je pravdivé. ísla pro ov¥°ení vybíráme ze zmín¥ného rozsahu náhodn¥.
N¥kdy m·ºe nastat situace, kdy i pro sloºené £íslo bude Malá Fermatova v¥ta platit.
íslo a, které zp·sobí takovou situaci, nazýváme Fermatovým lhá°em. P°íkladem m·ºe být
ov¥°ení, zda £íslo n = 15 je prvo£íslem a pro ov¥°ení zvolíme a = 4. V takovém p°ípad¥
nám totiº vyjde 414 ≡ 1 (mod 15). Proto obecn¥ vºdy postupujeme tak, ºe vygenerujeme
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náhodn¥ £íslo a z daného intervalu, a pokud Malá Fermatova v¥ta platí, pak generujeme
dal²í a. Bude-li pro n¥jaké a poru²ena platnost Malé Fermatovy v¥ty, s výpo£tem skon£íme
a £íslo n prohlásíme za sloºené. V opa£ném p°ípad¥ vygenerujeme zvolený po£et a, a jelikoº
ani jednou nenastala situace, kdy by Malá Fermatova v¥ta neplatila, prohlásíme £íslo n za
prvo£íslo.
Pseudokód pro Fermat·v test prvo£íselnosti tedy vypadá následovn¥:
Algoritmus 4: Fermat·v test prvo£íselnosti
Input: n
Output: n není/pravd¥podobn¥ je prvo£íslo
1: for 1 ≤ k ≤ Maximální po£et opakování do
2: Náhodn¥ zvol a z rozsahu 〈1;n− 1〉 ;
3: if an−1 6≡ 1 (mod n) then
4: return n není prvo£íslo
5: end if
6: end for
7: return n pravd¥podobn¥ je prvo£íslo
5.3 Miller·v-Rabin·v test prvo£íselnosti
Metoda vychází, obdobn¥ jako Fermat·v test prvo£íselnosti (viz kap. 5.2), z Malé Fermatovy
v¥ty (kap. 2.8), ale p°istupuje k ní jinak [19]. Malou Fermatovu v¥tu m·ºeme zapsat jako:
ap−1 − 1 ≡ 0 (mod p) (5.1)
Víme, ºe prvo£íslo p je liché, a proto p−1 je sudé £íslo, které m·ºeme rozepsat na 2s ∗d,
kde s a d jsou kladná celá £ísla, p°i£emº d je liché. Tím dostaneme:
a2
s∗d − 1 ≡ 0 (mod p) (5.2)
To lze dále rozepsat na:
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ad − 1) ∗ (ad + 1) ∗ (a2d + 1) ∗ · · · ∗ (a2s−1∗d + 1) (5.3)
Takºe:
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ad − 1) ∗ (ad + 1) ∗ (a2d + 1) ∗ · · · ∗ (a2s−1∗d + 1) ≡ 0 (mod p) , (5.4)
coº znamená, ºe prvo£íslo p d¥lí jeden z £initel·, a tedy pro kaºdé a bude platit:




r∗d ≡ −1 (mod p) pro neˇjake´ 0 ≤ r ≤ s− 1 (5.6)
Miller·v-Rabin·v test prvo£íselnosti se tak snaºí najít a takové, ºe:
ad 6≡ 1 (mod n) (5.7)
a
a2
r∗d 6≡ −1 (mod n) pro kazˇde´ 0 ≤ r ≤ s− 1, (5.8)
kde n je zkoumané £íslo. Pokud se nám poda°í takové a najít, pak zkoumané £íslo je
sloºené. Pseudokód pro Miller·v-Rabin·v test prvo£íselnosti by vypadal následovn¥ (poz-
namenejme, ºe n− 1 ≡ −1 (mod n)):
Algoritmus 5: Miller·v-Rabin·v test prvo£íselnosti
Input: n
Output: n není/pravd¥podobn¥ je prvo£íslo
1: for 1 ≤ k ≤ Maximální po£et opakování do
2: Náhodn¥ zvol a z rozsahu 〈2;n− 2〉 ;
3: x = ad (mod n) ;
4: if x = 1 nebo x = n− 1 then
5: continue ;
6: end if
7: for 1 ≤ r ≤ s− 1 do
8: x = x2 (mod n) ;
9: if x = 1 then
10: return n není prvo£íslo
11: end if




16: return n není prvo£íslo
17: end for
18: return n pravd¥podobn¥ je prvo£íslo
5.4 Solovay·v-Strassen·v test prvo£íselnosti
Solovay·v-Strassen·v test prvo£íselnosti, blíºe popsán v [22], je principiáln¥ velmi podobný
Fermatovu testu prvo£íselnosti, který je popsán v kapitole 5.2. Tato metoda nepouºívá
k ov¥°ení £ísla Malou Fermatovu v¥tu (viz kap. 2.8), ale vyuºívá Eulerova kritéria (viz kap.
2.6). Obdobn¥ jako u Fermatovy metody, p°i testu prvo£íselnosti nevíme, jestli zkoumané
£íslo je prvo£íslem anebo se jedná o £íslo sloºené, a tak nem·ºeme pouºít Legendre·v symbol,
který je ur£en pro práci s prvo£ísly. Proto místo Legendreova symbolu pouºíváme Jacobiho
symbol (viz kap. 2.7.1). Solovayova-Strassenova metoda tedy pro ov¥°ení, zda je zkoumané







Postup p°i ov¥°ování, zda je £íslo n prvo£íslem, je shodný s Fermatovou metodou, pseu-
dokód tedy vypadá následovn¥:
Algoritmus 6: Solovay·v-Strassen·v test prvo£íselnosti
Input: n
Output: n není/pravd¥podobn¥ je prvo£íslo
1: for 1 ≤ k ≤ Maximální po£et opakování do






= 0 nebo a
n−1
2 6≡ ( an) (mod n) then
4: return n není prvo£íslo
5: end if
6: end for




Kapitola popisuje známe faktoriza£ní metody. Jsou zde popsány i ty úpln¥ nejjednodu²²í
metody. Je tak nap°íklad z d·vodu, aby £tená°, který se v daném tématu neorientuje,
pochopil jednotlivé metody od základu, a také proto, ºe sloºitosti soﬁstikovan¥j²ích metod
se £asto porovnávají práv¥ s jednoduchými metodami, aby vynikl smysl jejich pouºití.
Faktoriza£ní metody se nalézají ve dvou t°ídách sloºitosti. Jedná se o exponenciální
sloºitost a subexponenciální sloºitost. Exponenciální sloºitost mají jednodu²²í metody jako
nap°íklad Metoda zkusmého d¥lení (viz 6.1) nebo Pollardova ρ metoda (viz 6.2). I kdyº tyto
metody mají exponenciální sloºitost, stále najdou své uplatn¥ní, hlavn¥ p°i hledání men²ích
£ísel, °ekn¥me do 30 dekadických £íslic. Mezi metody se subexponenciální sloºitostí °adíme
nap°íklad Metodu kvadratického síta (viz 6.6) £i Obecné £íseln¥ teoretické £íslo (viz 6.9).
Metody se subexponenciální sloºitostí se dnes pouºívají nej£ast¥ji pro faktorizaci velkých
£ísel, kdy nap°íklad Multi-polynomiální kvadratické síto (viz 6.7), jeº je roz²í°ením metody
kvadratického síta, pouºíváme k faktorizaci £ísel mající do 100 dekadických £íslic a Obecné
£íseln¥ teoretické síto pouºíváme pro faktorizaci £ísel, která mají více jak 100 dekadických
£íslic.
Metody se subexponenciální sloºitostí sice vynikají jejich rychlostí v porovnání s meto-
dami s exponenciální sloºitostí, ov²em jejich náro£nost na pochopení je mnohem vy²²í.
6.1 Zkusmé d¥lení
Jedná se o nejjednodu²²í metodu, kterou je moºné pouºít pro faktorizaci celých £ísel. Metoda
pouze inkrementuje d¥litele, a pokud d¥litel d¥lí zadané £ísloN beze zbytku, pak jsme nalezli
faktor zadaného £ísla.





Pokud ani p°i pouºití poslední moºné hodnoty nebyl nalezen faktor, znamená to, ºe faktory
jsou pouze nevlastní d¥litelé (viz kap. 2.1). Metodu je je²t¥ moºné dále vylep²it. Místo









a pak zkou²et zadané £íslo N d¥lit pouze t¥mito prvo£ísly, protoºe jeden
z faktor· musí zcela jist¥ být prvo£íslem.
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Pseudokód pro základní variantu zkusmého d¥lení vypadá následovn¥:
Algoritmus 7: Zkusmé d¥lení
Input: n
Output: V p°ípad¥ úsp¥chu x, jinak n
1: for 0 ≤ x ≤ d√ne do





6.2 Pollardova ρ metoda
Tuto metodu p°edstavil pan Pollard v [16]. Metoda je velice efektivní, pokud faktorizujeme
£íslo s malými faktory, a je také velice jednoduchá na implementaci, jak bude ukázáno
v pseudokódu.
M¥jme náhodnou funkci f : Zn → Zn a náhodné £íslo x ∈ Zn. Následn¥ pozorujme
sekvenci:
x, f (x) , f2 (x) , . . . (6.1)
Jelikoº je mnoºina Zn kone£ná, musí zcela jist¥ nastat situace, kdy f j (x) = fk (x),
a tedy se obrazy za£nou periodicky opakovat. Chování sekvence m·ºeme vyobrazit symbolem
ρ, kdy ocas zna£í preperiodu a okruh pak danou periodu. Délka ocasu a okruhu bude dle
narozeninového paradoxu (viz kap. 2.4) p°ibliºn¥ O (
√
n).
Pollardova ρ metoda vyuºívá tohoto principu k faktorizaci zadaného £ísla n. P°i hledání
d¥litele p £ísla n pracujeme v prostoru Zn a snaºíme se najít iterace f j (x) a fk (x) takové,
pro které bude platit f j (x) ≡ fk (x) (modp). Pokud se nám poda°í takový vztah najít, pak
získáme p spo£tením GCD(f j (x)− fk (x) , n).
Hledat ale f j (x) a fk (x) takové, aby platilo f j (x) ≡ fk (x) (mod p), by bylo velice
náro£né a sloºitost takového výpo£tu by p°ekro£ila sloºitost zkusmého d¥lení. Proto se
obvykle omezíme na hledání f i (x) ≡ f2i (x) (mod p), pro i ≥ 1. Poznamenejme, ºe jako
náhodná funkce se obvykle volí f (x) = x2 + 1 a výchozí hodnota £ísla x obvykle bývá 2 [7].
Algoritmus pro faktorizaci pomocí Pollardovy ρ metody by mohl vypadat následovn¥:
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Algoritmus 8: Pollardova ρ metoda
Input: n
Output: r
1: Náhodn¥ vygeneruj a ∈ 〈0;n− 1〉 ;
2: Deﬁnuj funkci f(x) = x2 + 1 ;
3: xi = a ;
4: x2i = a ;
5: r = 1 ;
6: while r = 1 do
7: xi = f(xi) ;
8: x2i = f(f(x2i)) ;
9: r = GCD(xi − x2i, n) ;
10: end while
11: if r = n then
12: goto krok1 ;
13: else
14: return r ;
15: end if
6.3 Pollardova p− 1 metoda
Metoda vychází z Malé Fermatovy v¥ty (viz kap. 2.8), ap−1 ≡ 1(modp). Pokud p je d¥litelem
zadaného £ísla n, pak toto p lze získat jako výsledek GCD
(
ap−1 − 1, n). Zkou²et ale, zda
platí GCD
(
ap−1 − 1, n) > 1 pro kaºdé p zvlá²´, by bylo velice neefektivní. Je zde tedy
n¥jaká moºnost, jak vyzkou²et více prvo£ísel najednou? Pan Pollard na²el °e²ení [15]. Malá
Fermatova v¥ta bude pravdivá i pro jakékoli celé £íslo M , pro které platí (p− 1) |M . Jelikoº
Malá Fermatova v¥ta bude platit pro jakýkoli násobek p−1, je tedy nap°íklad moºné vytvo°it
M takové, aby bylo sloºeno jako násobek £ísel (p1 − 1) ∗ (p2 − 1) pro n¥jaká dv¥ prvo£ísla
p1 a p2. Následn¥ pomocí GCD
(
aM − 1, n) je moºné ov¥°it, zda p1 nebo p2 je d¥litelem
zkoumaného £ísla n. Tímto principem m·ºeme vytvo°it M takové, aby pokrývalo co moºná
nejvíce prvo£ísel.
Pokud chceme zajistit, aby M pokrývalo co moºná nejvíce prvo£ísel, pak ur£íme hranici
B a hledáme nejmen²í spole£ný násobek v²ech prvo£ísel pi ≥ 3 i jejich mocnin, takových,
ºe pαii ≤ B , kde αi ≥ 1. íslo M tak zcela jist¥ bude B-hladké (viz kap. 2.2) a zárove¬ pro
kaºdé prvo£íslo pi bude platit (pi − 1) |M .
Najít zmín¥ný spole£ný násobek není nijak t¥ºké. M¥jme na po£átku M = 1 a k = 1,
tedy M (k) = 1. Pokud k + 1 je prvo£íslem p £i jeho mocninou, pak M (k + 1) = p ∗M (k).
V opa£ném p°ípad¥ M (k + 1) = M (k). íslo k inkrementujeme tak dlouho, dokud k ≤ B.
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Algoritmus pro faktorizaci £ísla n pomocí Pollardovy p−1 metody by tedy mohl vypadat
následovn¥:
Algoritmus 9: Pollardova p− 1 metoda
Input: n
Output: g
1: Najdi v²echna prvo£ísla pi ≤ B, i = 1 . . .m a jejich mocniny pαii ≤ B a αi ≥ 1 ;
2: c = a ; // Obvykle se volí 2 nebo 3
3: for 1 ≤ i ≤ m do
4: for 1 ≤ j ≤ αi do
5: c = cpi (mod n) ;
6: end for
7: end for
8: g = GCD(c− 1, n) return g
Tato metoda m·ºe selhat ve 2 p°ípadech. Jedním z nich je situace, kdy nám vyjde
GCD
(
aM − 1, n) = 1. To znamená, ºe £íslo n není d¥litelné ani jedním z prvo£ísel, které
jsme zkou²eli. e²ením m·ºe být zv¥t²ení hranice B a vyzkou²ení metody znova. Obvykle
se ale tato metoda pouºívá pouze k rychlému vyzkou²ení, zda náhodou zadané £íslo n nemá
prvo£íselného d¥litele z mnoºiny prvo£ísel, které jsou men²í neº zadaná hranice B. Pokud
tato metoda selºe, p°echází se na n¥jakou jinou metodu. Pollardovu p− 1 metodu je moºné
pouºít pro rozloºení jakéhokoli £ísla n (B =
√
n), nicmén¥ asymptotická sloºitost by byla
hor²í neº u zkusmého d¥lení, a proto se tato metoda nepouºívá jako plnohodnotná fakto-
riza£ní metoda.
Dal²ím p°ípadem selhání metody je situace, kdy GCD
(
aM − 1, n) = n. Taková situace
se °e²í znovuspu²t¥ním metody, ale v kaºdém kroku zkou²íme, zda jiº platí
GCD
(
aM − 1, n) > 1. Situace, kdy GCD (aM − 1, n) = n, nastává velice z°ídka.
6.4 Metoda eliptických k°ivek
Jak název napovídá, metoda je zaloºena na eliptických k°ivkách. S k°ivkami pracujeme jako
s polynomy 3. °ádu ve tvaru:
y2 = x3 + ax+ b, a, b ∈ R (6.2)
Tyto polynomy jsou dále nereducibilní. Zápis k°ivky je n¥kdy upraven do tvaru:
y2 = x3 + Cx2 +Ax+B, A,B,C ∈ R (6.3)
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Eliptická k°ivka by tedy mohla vypadat nap°íklad takto:
Obrázek 6.1: Eliptická k°ivka: y2 = x3 − 2x+ 1
Z obrázku je moºné si v²imnout, ºe nad eliptickými k°ivkami lze provád¥t operace s£ítaní
a ode£ítání. Kaºdé se£tení £i ode£tení dvou bod· vede k získání jiného bodu eliptické k°ivky.
Na obrázku je jako p°íklad uvedeno se£tení dvou bod· P a Q. Tyto body se proloºí p°ímkou
a v bod¥, ve kterém p°ímka protne eliptickou k°ivku, se nachází takzvaný opa£ný bod, −R,
výsledného bodu R, který je symetrický podle osy x ke svému opa£nému bodu. V p°ípad¥, ºe
bychom se pokusili spo£íst sou£et bodu R a jeho opa£ného bodu −R, zjistíme, ºe proloºená
p°ímka ºádný dal²í bod eliptické k°ivky neprotne, resp. protne, ale v nekone£nu. Pro takové
p°ípady byl deﬁnován tzv. nulový bod, O, který slouºí jako neutrální prvek. Kdyº máme




O + P1 = P1 (6.4)
Pokud P2 = −P1, pak P1 + P2 = O
Pokud P2 6= −P1, pak P1 + P2 = P3 = [x3; y3] ,
kde [x3; y3] spo£teme za pomoci vztahu:
x3 = s
2 − x1 − x2 (6.5)
y3 = s (x1 − x3) ,









x2 − x1 . (6.7)
Doposud jsme pracovali v prostoru reálných £ísel R, av²ak p°i faktorizaci musíme pra-
covat v prostoru celých £ísel. S eliptickými k°ivkami budeme tedy pracovat v Galoisov¥
t¥lese GF (p), tedy v t¥lese (viz kap. 2.11) s mnoºinou A, jeº má kone£ný po£et prvk·, tj.
A = {0, . . . , p− 1} a p je prvo£íslem. V tomto prostoru pracujeme se v²emi operacemi nad
eliptickými k°ivkami stejn¥ jako v prostoru reálných £ísel, jen je kaºdý výsledek operace










[x, y] ∈ GF (p)2 : y2 = x3 + Cx2 +Ax+B (mod p)
}
∪ {O} (6.9)
pro upravený tvar eliptické k°ivky. Je²t¥ neº je eliptická k°ivka p°evedena do prostoru
GF (p), je nutné ov¥°it, ºe tato eliptická k°ivka spl¬uje podmínku 4a3 + 27b2 6≡ 0 (mod p),
jinak by mnoºina E (GF (p)) netvo°ila grupu. Nad grupou E (GF (p)) zavádíme pojem °ád
k°ivky, #E (GF (p)), který vyjad°uje po£et bod· na k°ivce plus 1 pro nulový bod. Dále
pouºíváme zna£ení nP pro vyjád°ení mnohonásobného se£tení bodu:
nP = P + P + . . .+ P, (6.10)
kde n vyjad°uje po£et kopií P . Jelikoº prostor GF (p) je kone£ný, pak bude platit
(#E (GF (p)))P = O, coº znamená, ºe pokud se£teme bod P p°esn¥ tolikrát, jako je po£et
°ádu k°ivky, získáme nulový bod. Pokud bychom tedy provedli je²t¥ jedno p°i£tení bodu P ,
získali bychom op¥t bod P . Délka periody pro bod P v²ak ve skute£nosti m·ºe být krat²í,
a proto se je²t¥ zavádí pojem °ád bodu, r, pro n¥jº tedy platí rP = O. Vysv¥tlením v²ech
d·leºitých pojm· týkajících se eliptických k°ivek je nyní moºné p°ejít k popsání faktorizace
nad eliptickými k°ivkami.
Faktorizace se provádí nad Zn, kde n je sloºené £íslo, a tedy aritmetické operace nad
eliptickými k°ivkami, které budeme chtít pouºít, budeme pouºívat nad Ea,b (Zn). Toto v²ak
není pravá eliptická k°ivka, protoºe jak bylo zmín¥no, n je sloºené £íslo. Ea,b (Zn) nazýváme
eliptickou pseudok°ivkou mající tvar:
Ea,b (Zn) =
{
[x, y] ∈ Z2n : y2 = x3 + ax+ b
} ∪ {O} , (6.11)
pokud GCD (n, 6) = 1 a koeﬁcienty a, b spl¬ují podmínku GCD
(
4a3 + 27b2, n
)
= 1.
Jak je vid¥t ze zápisu tvaru eliptické pseudok°ivky, p°ipou²tí se op¥t jeden nulový bod. Ve
skute£nosti ale tím, ºe n je sloºené £íslo, budou existovat dal²í páry bod·, pro n¥º operace
s£ítání nebude deﬁnovaná. Tuto skute£nost bychom m¥li zjistit p°i pokusu o vypo£tení
sm¥rnice p°ímky, jeº je sou£ástí provedení operace se£tení. Práv¥ této vlastnosti eliptických
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pseudok°ivek je vyuºito u faktorizace k nalezení faktoru sloºeného £ísla n. Nejd°íve bude
p°edveden pseudokód Lenstrovy faktoriza£ní metody a na tomto pseudokódu bude následn¥
vysv¥tleno, jak se postupuje p°i hledání faktoru.
Algoritmus 10: Lenstrova metoda faktorizace za pomocí eliptických k°ivek
Input: n
Output: g
1: B1 = 50000 ;
2: Náhodn¥ zvol x, y, a ∈ [0, n− 1] ;
3: b = (y2 − x3 − ax)mod n ;
4: g = GCD(4a3 + 27b2, n) ;
5: if g = n then
6: goto krok 2 ;
7: end if
8: if g > 1 then
9: return g ; // Byl nalezen faktor £ísla n
10: end if
11: E = Ea,b(Zn) ;
12: P = (x, y) ;
// Cyklus p°es v²echna prvo£ísla pi ≤ B1
13: for 1 ≤ i ≤ pi(B1) do
14: Najdi nejv¥t²í celé £íslo αi takové, ºe p
αi
i ≤ B1 ;
15: for 1 ≤ j ≤ αi do
16: P = piP , kdy zastavíme výpo£et, pokud n¥jaké d−1, jeº je inverzí ke
jmenovateli sm¥rnice d, signalizuje netriviální rozklad, spo£teme
g = GCD(n, d) a v takovém p°ípad¥ return g
17: end for
18: end for
19: Inkrementuj B1 ; // Faktor nebyl nalezen
20: goto krok 2 ;
Nejd°íve si zvolíme velikost faktoriza£ní báze B1. Tu vyuºijeme v algoritmu pozd¥ji,
ale aby algoritmus správn¥ fungoval, je nutné faktoriza£ní bázi inicializovat hned v prvním
kroku. Následn¥ náhodn¥ vygenerujeme sou°adnice bodu x a y a koeﬁcient eliptické pseu-
dok°ivky a. Na základ¥ sou°adnic bodu a koeﬁcientu a vygenerujeme druhý koeﬁcient b.
Nyní je pot°eba ov¥°it, zda jsme neporu²ili podmínku pro eliptickou k°ivku. Pokud g = n,
podmínka byla poru²ena a jsme nuceni generovat sou°adnice bodu a koeﬁcient a znovu.
Mohli jsme mít ale takové ²t¥stí, ºe p°i ov¥°ování podmínky pro eliptickou k°ivku jsme
nalezli faktor zkoumaného £ísla n a algoritmus m·ºeme ukon£it. Získanou eliptickou pseu-
dok°ivku a bod si uloºíme. Nyní budeme procházet faktoriza£ní bázi. Pro kaºdé prvo£íslo
z faktoriza£ní báze spo£teme jeho mocninu takovou, aby platilo, ºe tato mocnina je men²í
neº nastavená hranice faktoriza£ní báze. Tento exponent nám bude ur£ovat po£et iterací
cyklu, které musíme provést. V tomto cyklu po£ítáme piP a doufáme, ºe nám n¥jaké d−1
zasignalizuje, ºe operace s£ítání není pro dané body deﬁnována. Pokud se tak stane, pak
sta£í spo£íst nejv¥t²ího spole£ného d¥litele pro d a n a získáme hledaný faktor. Projdeme-li
v²echna prvo£ísla i s jejich mocninami a faktor se nám nepoda°í najít, jsme nuceni inkre-
mentovat hranici faktoriza£ní báze B1 a hledat faktor znovu.
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6.5 Fermatova faktorizace
Tato metoda poloºila základy v¥t²in¥ moderním faktoriza£ním metodám, které se dnes
pouºívají. Pan Fermat si v²iml, ºe kaºdé liché £íslo lze rozloºit na rozdíl dvou £tverc·
n = a2−b2. Uvedený vztah m·ºe mít více neº jedno °e²ení. Zápis n = a2−b2 lze samoz°ejm¥
rozloºit na n = (a+b)(a−b). Pokud tedy a+b > 1 nebo a−b > 1, pak se jedná o netriviální
rozklad.
P°i hledání netriviálního rozkladu postupujeme tak, ºe vybereme hodnotu a a zkoumáme
jak bude vypadat a2−n. Výsledkem bude n¥jaké £íslo x. Pokud toto x je £tvercem, °ekn¥me
b2, pak jsme na²li hledaný vztah n = a2− b2. Zbývá uº jen ov¥°it, zda se jedná o netriviální
rozklad, tj. a+ b > 1 nebo a− b > 1. Pokud podmínka neplatí, jedná se o triviální rozklad,
který si nep°ejeme. V takovém p°ípad¥ se musí za£ít hledat znova.
P°i algoritmizaci Fermatovy metody se v¥t²inou nehledá a zcela náhodn¥, ale poloºí se
a = d√ne a pokud a2 − n 6= b2, pak a = a + 1 a zkou²íme znova, zda jsme nalezli b2. To
má hned n¥kolik výhod. Jelikoº a ≥ d√ne, pak nikdy nepracujeme se zápornými £ísly. Dal²í
výhodou je, ºe pokud n je sou£inem dvou blízkých £ísel, pak je tato metoda objeví velmi
rychle.
Algoritmus pro Fermatovu faktorizaci by mohl vypadat následovn¥:
Algoritmus 11: Fermatova faktorizace
Input: n
Output: faktor zadaného £ísla n
1: for d√ne ≤ a ≤ n do
2: if b =
√
a2 − n and b je celým £íslem then
3: return (a+ b) ; // M·ºeme vracet i(a- b)
4: end if
5: end for
6: return n ; // n je prvo£íslo
Pro lep²í pochopení p°edvedu Fermatovu metodu na praktickém p°íkladu. Pan Pome-
rance, jeº je nap°íklad autorem faktoriza£ní metody kvadratické síto (viz kap. 6.6), se na
st°ední ²kole zú£astnil matematické sout¥ºe, kdy jednou z úloh bylo najít d¥litele £ísla 8051.
V té dob¥ znal metodu zkusmého d¥lení (kap. 6.1), která mu ov²em p°i²la pro tak velké
£íslo p°íli² zdlouhavá a v¥°il, ºe zadavatel úlohy po nich chce, aby pouºili n¥jakou obratn¥j²í
metodu neº prosté zkou²ení d¥litel· pomocí zkusmého d¥lení. Na tuto úlohu m¥l Pomerance
5 minut. N¥kolik minut z tohoto £asu investoval do hledání n¥jaké obratné metody, coº se
mu nepovedlo, a tak se rozhodl, ºe ve zbývajících minutách zkusí úlohu vy°e²it pomocí
zkusmého d¥lení. Na °e²ení bohuºel nep°i²el, protoºe mu vypr²el £as vyhrazený pro °e²ení
této úlohy. Pokud by ov²em v té dob¥ znal Fermatovu metodu faktorizace, na získání °e²ení
by zdaleka nepot°eboval 5 minut a postupoval by takto:
Zadané £íslo je:
n = 8051 (6.12)
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Fermatova metoda rozkládá liché £íslo na rozdíl dvou £tverc·:
n = a2 − b2 (6.13)
Coº m·ºeme p°epsat na:
b2 = a2 − n (6.14)






Nyní jsme schopni spo£ítat hodnotu neznámé b:
b2 = 8100− 8051 = 49 (6.16)
b = 7
Jelikoº známe hodnoty prom¥nných a i b, spo£teme faktory zadaného £ísla n takto:
n = 902 − 72 = (90− 7) ∗ (90 + 7) = 83 ∗ 97 (6.17)
Je d·leºité si uv¥domit, ºe £íslo 8051 bylo vybráno úmysln¥, abychom na²li oba £tverce
a2 i b2 hned v první iteraci. Pro jiné £íslo bychom p°i odmocn¥ní hodnoty získané z a2 − n
mohli dostat £íslo, které jiº není celým £íslem, a tedy nevede k °e²ení. V takovém p°ípad¥
bychom zvý²ili hodnotu prom¥nné a o 1 a zkou²eli získat celé £íslo b znovu. To bychom
provád¥li tak dlouho, dokud by se nám to nepovedlo.
Taková situace nastane p°i pokusu o faktorizaci nap°íklad £ísla n = 1649. Zde by výpo£et
vypadal takto:
x = 412 − 1649 = 32 (6.18)
Jelikoº x = 32 není £tvercem, jsme nuceni inkrementovat hodnotu prom¥nné a a provést
výpo£et znovu:
x = 422 − 1649 = 115
x = 432 − 1649 = 200 (6.19)
...
x = 572 − 1649 = 1600 = 402
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Kone£n¥ jsme nalezli hodnotu, která je £tvercem a tedy:
n = 572 − 402 = (57− 40) ∗ (57 + 40) = 17 ∗ 97 (6.20)
Na uvedených p°íkladech lze vid¥t, ºe Fermatova metoda je velice efektivní, pokud je
£íslo n sloºeno z velmi blízkých £ísel, tedy £ísel, které jsou blízko
√
n. To bylo ukázáno na
prvním p°íkladu. Naopak £ím více se faktory od sebe vzdalují, tím více se vzdalují od
√
n
a získat tyto faktory pomocí Fermatovy metody je náro£n¥j²í a zdlouhav¥j²í. To bylo ukázáno
v druhém p°íkladu. Problém této metody je, ºe iteruje vºdy od
√
n sm¥rem nahoru a není
tak schopna nalézt malé faktory. Mnoho sloºených £ísel má jeden z faktor· práv¥ pom¥rn¥
malý a v takových p°ípadech se m·ºe stát, ºe rozklad pomocí Fermatovy faktorizace bude
trvat déle neº rozklad pomocí zkusmého d¥lení.
Jenom poznamenám, ºe druhý uvedený p°íklad jsme schopni vy°e²it mnohem rychleji
neº pomocí Fermatovy metody, p°itom je postup zaloºen na stejném principu. Více o tomto
rychlej²ím postupu je napsáno v kapitole 6.6, která pojednává o faktorizaci pomocí kvad-
ratického síta.
6.6 Kvadratické síto (QS)
Kvadratické síto je jedna z nejpouºívan¥j²ích metod pro faktorizaci velkých £ísel, kterou
popsal pan Pomerance v [17, 18]. Zárove¬ se jedná o nejrychlej²í metodu, pokud chceme
faktorizovat £ísla, která mají do 100 dekadických £íslic. Pokud chceme faktorizovat £ísla
v¥t²í, volíme v¥t²inou Obecné £íseln¥ teoretické síto (viz kap. 6.9).
Metoda má své ko°eny ve Fermatov¥ faktorizaci (viz kap. 6.5). Jak jsme si ale u Ferma-
tovy metody ukázali, nalezení dvou £tverc·, které vedou k rozkladu zadaného £ísla, m·ºe
být zdlouhavé, pokud se faktory nenalézají blízko sebe. Zárove¬ jsem poznamenal, ºe druhý
p°íklad, který jsme u Fermatovy metody °e²ili mnoha kroky, jsme schopni vy°e²it b¥hem
pár krok· a p°itom stále budeme pracovat na podobném principu jako Fermatova metoda.
S vylep²eným postupem p°i²el pan Kraitchik [18], který si uv¥domil, ºe místo toho, abychom
hledali, kdy bude platit n = u2 − v2, sta£í najít u a v takové, ºe u2 − v2 bude násobkem
rozkládaného £ísla n, coº lze také zapsat jako u2 ≡ v2 (mod n). Bystrý £tená° si m·ºe uv¥-
domit, ºe tento postup m·ºe nalézt i triviální d¥litele, kte°í jsou pro nás nezajímaví. Rozklad
bude netriviální, pokud bude platit u ≡ ±v (mod n). Jednotlivé faktory pak získáme jako
nejv¥t²í spole£ný d¥litel GCD (u− v, n), p°ípadn¥ GCD (u+ v, n).
Jak tedy ale hledat takové u a v, aby platilo u2 ≡ v2 (mod n) a zárove¬ zajistit, aby
metoda byla výhodn¥j²í neº metoda Fermatova? Vezm¥me si op¥t £íslo pro rozklad n = 1649
a ud¥lejme pár krok· Fermatovy metody s tím, ºe budeme výsledek modulovat zadaným
£íslem n:
u21 = 41
2 = 1681 ≡ 32 (mod 1649)
u22 = 42
2 = 1764 ≡ 115 (mod 1649) (6.21)
u23 = 43
2 = 1849 ≡ 200 (mod 1649)
S Fermatovou metodou, jak jsme si ukázali, bychom iterovali aº k hodnot¥ u2 = 572.
Av²ak s Kraitchikovou my²lenkou m·ºeme p°estat iterovat po t°ech krocích. Je tak proto,
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ºe pokud si vezmeme u1 a u3 a jejich druhé mocniny mezi sebou vynásobíme, dostáváme
u21∗u23 = (u1 ∗ u3)2, to si ozna£íme jako u2. Následn¥ pokud vynásobíme mezi sebou hodnoty
druhých mocnin u1 a u3 v rámci modulo 1649, dostaneme 32 ∗ 200 = 6400 = 802. Ozna£me
£íslo 80 jako v a tedy v2 = 802. Pokud v²e spojíme, dostaneme:
(41 ∗ 43)2 ≡ 802 (mod 1649) (6.22)
a tedy platí:
u2 ≡ v2 (mod n) (6.23)
Pro úsp¥²né dokon£ení výpo£tu nám zbývá ov¥°it, ºe jsme dostali netriviální rozk-
lad, a nalézt nejv¥t²ího spole£ného d¥litele. Pokud porovnáme u a v, pak zjistíme, ºe
114 6≡ 80 (mod n), a tedy nejv¥t²í spole£ný d¥litel povede k získání netriviálního d¥litele.
Opravdu, GCD (114− 80, 1649) = 17. Dále pak není t¥ºké zjistit, ºe £íslo 1649 = 17 ∗ 97.
Kraitchikovou my²lenkou je tedy hledat taková £ísla ui, ºe platí:
u2 = u21 ∗ . . . u2k ≡
(
u21 mod n
) ∗ . . . ∗ (u2k mod n) = v2 (6.24)
V uvedeném p°íkladu jsme dosáhli °e²ení, protoºe jsme v¥d¥li, ºe máme pouºít u1 a u3.
Pokud ale budeme po£ítat jakékoli jiné £íslo, nebudeme v¥d¥t, kolik iterací musíme provést,
abychom mohli °íci, ºe jich máme dost k nalezení kombinace, která povede k vytvo°ení
£tverce. I v p°ípad¥, ºe bychom takovou informaci m¥li, zkou²et v²echny moºné kombinace,
neº bychom nalezli tu správnou, by mohlo být £asov¥ velmi náro£né. Na²t¥stí páni John
Brillhart a Michael Morrison p°i²li na zp·sob, jak vybírat taková £ísla, abychom jejich
kombinací získali pot°ebný £tverec [12].
6.6.1 Prosívání
Kaºdé £íslo m jsme schopni rozloºit na prvo£ísla, tedy m =
∏
peii , kde pi je prvo£íslem,
a po£et t¥chto prvo£ísel si na základ¥ n¥jakého rozhodnutí omezíme. Pak jsme z exponent·
t¥chto prvo£ísel schopni vyjád°it vektor e (m) = (e1, e2, . . .). Podívejme se op¥t na p°íklad,
kdy se snaºíme rozloºit £íslo n = 1649. Víme, ºe:
u21 = 41
2 = 1681 ≡ 32 (mod 1649)
u22 = 42
2 = 1764 ≡ 115 (mod 1649) (6.25)
u23 = 43
2 = 1849 ≡ 200 (mod 1649)
Ozna£me m1 = 32, m2 = 115, m3 = 200 a pokusme se je rozloºit na prvo£ísla, kdy se
omezíme, ºe se rozkládat bude maximáln¥ na první 3 prvo£ísla, coº jsou 2, 3 a 5:
m1 = 32 = 2
5
m3 = 200 = 2
3 ∗ 52 (6.26)
Jak m·ºeme vid¥t, p°i daném omezení se nám £íslo m2 nepoda°ilo rozloºit, protoºe
jedním z faktor· je prvo£íslo 23, které nepat°í mezi první 3 prvo£ísla. Pov²imn¥me si, ºe
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spojením £ísel m1 a m3 dostaneme m13 = (25)∗(23 ∗52) = 28 ∗52 =
(
24 ∗ 5)2, coº je £tverec.
Vyjád°eme si ale nyní vektory exponent·:
e (m1) = (5, 0, 0)
e (m3) = (3, 0, 2) (6.27)
Jelikoº hledáme £tverec, dané hodnoty exponent· pro nás obsahují nepot°ebné infor-
mace. Nám bude sta£it, pokud budeme mít exponenty vyjád°eny v rámci modulo 2:
e (m1) ≡ (1, 0, 0) mod 2
e (m3) ≡ (1, 0, 0) mod 2 (6.28)
Pokud se£teme vektory e (m1) a e (m3), dostaneme nulový vektor v rámci modulo 2, coº
op¥t znamená, ºe sloºené £íslo je £tverec.
Tento p°íklad je velice jednoduchý a pouze jsme si na n¥m demonstrovali princip, jak
se postupuje p°i hledání vhodných £ísel pro získání £tverce. Ukaºme si je²t¥ jeden p°íklad,
který bude sloºit¥j²í a na první pohled nebude jasné, která £ísla zkombinovat, abychom
získali v2. M¥jme tedy £íslo n = 2041, které se snaºíme rozloºit. Op¥t budeme iterovat:
u21 = 46
2 = 2116 ≡ 75 (mod 2041)
u22 = 47
2 = 2209 ≡ 168 (mod 2041)
u23 = 48
2 = 2304 ≡ 263 (mod 2041)
u24 = 49
2 = 2401 ≡ 360 (mod 2041) (6.29)
u25 = 50
2 = 2500 ≡ 459 (mod 2041)
u26 = 51
2 = 2601 ≡ 560 (mod 2041)
Zatím se nám nepoda°ilo nalézt ºádný £tverec, coº by pro Fermatovu metodu znamenalo
iterovat dále. Poznamenejme, ºe £íslo n = 2041 = 13 ∗ 157, coº pozd¥ji dokáºeme, a tedy
Fermatova metoda by iterovala aº k £íslu 157! Nám posta£í t¥chto 6 iterací. Omezme se, ºe
budeme £ísla rozkládat pouze na první 4 prvo£ísla, tj. na prvo£ísla 2, 3, 5 a 7. Prove¤me
tedy rozklad:
m1 = 75 = 3 ∗ 52
m2 = 168 = 2
3 ∗ 3 ∗ 7
m4 = 360 = 2
3 ∗ 32 ∗ 5 (6.30)
m6 = 560 = 2
4 ∗ 5 ∗ 7
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Nepoda°ilo se nám tedy rozloºit £ísla m3a m5. Nyní vytvo°me vektory exponent·:
e (m1) = (0, 1, 2, 0)
e (m2) = (3, 1, 0, 1)
e (m4) = (3, 2, 1, 0) (6.31)
e (m6) = (4, 0, 1, 1)
V prostoru modulo 2 vypadají vektory následn¥:
e (m1) = (0, 1, 0, 0)
e (m2) = (1, 1, 0, 1)
e (m4) = (1, 0, 1, 0) (6.32)
e (m6) = (0, 0, 1, 1)
Pokud v²echny tyto vektory se£teme, dostaneme op¥t nulový vektor, coº zna£í, ºe pokud
vynásobíme £ísla m1, m2, m4 a m6, získáme £tverec.
Tento p°íklad a p°íklad p°ede²lý jsou vykonstruované pro prezentaci Kraitchikovy ideje.
Vºdy provedeme tolik iterací, kolik pot°ebujeme, a vºdy si vybereme maximální po£et prvo-
£ísel, který pot°ebujeme, abychom vyeliminovali nepot°ebná £ísla a pouze se£etli zbylé vek-
tory k získání £tverce. V praxi samoz°ejm¥ musíme n¥jak vhodn¥ odhadnout, kolik iterací
budeme muset provést a na kolik prvo£ísel rozkládat, abychom byli schopni kombinací n¥-
jakých získaných £ísel dostat £tverec. Proto páni Brillhart a Morrison navrhují zvolit si
n¥jakou hranici B, kde B vyjad°uje po£et prvních prvo£ísel. V takovém p°ípad¥ budeme
získávat pouze taková £ísla, jeº jsou rozloºitelná prvními B prvo£ísly. Z kaºdého takového
£ísla si vytvo°íme vektor exponent·, který bude B-dimenzionální. Je d·leºité poznamenat,
ºe vektory budou vºdy vyjád°eny ve vektorovém prostoru FB2 . Pokud najdeme takových
vektor· B + 1, pak zcela jist¥ budou tyto vektory lineárn¥ závislé. Díky lineární závislosti
budeme schopni nalézt nulový vektor a tedy kombinaci £ísel, jejichº vynásobením získáme
£tverec. Pro hledání lineární závislosti existuje mnoho algoritm·, n¥které z nich jsou popsány
v kap. 6.6.2.
Jak ale zvolit hodnotu B? To je otázka, na kterou nelze jednozna£n¥ odpov¥d¥t. Pokud
zvolíme B malé, pak pot°ebujeme jen málo £ísel k nalezení £tverce. Problémem je, ºe kv·li
nízké hodnot¥ B bude t¥ºké nalézt taková £ísla, která lze rozloºit pouze na B prvo£ísel.
Naopak pokud zvolíme B velké, pak budeme £ísla, která lze rozloºit na B prvo£ísel, získávat
rychleji, ale za to jich budeme pot°ebovat hodn¥. Musíme tedy najít vhodný kompromis
a kaºdá zvolená hodnota B m·ºe mít velký vliv na rychlost výpo£tu.
Je d·leºité zmínit, ºe pokud nasbíráme dostate£ný po£et vektor· a najdeme mezi nimi
lineární závislost, není zaru£eno, ºe kombinace £ísel tvo°ící £tverec povede k získání netri-
viálního rozkladu. Vedou-li nalezené vektory k triviálnímu rozkladu, je nutné proces prosívání
opakovat.
6.6.2 Metody pro nalezení lineární závislosti
Nejjednodu²²í variantou pro hledání lineární závislosti je Gaussova elimina£ní metoda. Tato
metoda ov²em není pro pouºití u faktorizace úpln¥ nejvhodn¥j²í, protoºe metoda nedokáºe
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vyuºít vlastností °ídkých matic, které budou ve fázi prosévání vznikat. asová sloºitost této
metody je kubická, a tak doba zpracování matice s vy²²ími £ísly bude zna£n¥ nar·stat.
Tato metoda se vyuºívala hlavn¥ v dob¥, kdy ostatní algoritmy pro °e²ení tohoto problému
neexistovaly. Velkou výhodou této metody je její velmi jednoduchá implementace [9]. Jak
ale bylo zmín¥no, nevýhodou je obecn¥ její £asová náro£nost, a tak zpracování matice touto
metodou je únosné pro £ísla do 110 dekadických £íslic.
Proto se pouºívají alternativy ke Gaussov¥ elimina£ní metod¥, které jsou mnohem efek-
tivn¥j²í. Jednou z takových metod je Lanczos metoda [4, 14]. Lanczos metoda stejn¥ jako
Gaussova elimina£ní metoda slouºí k °e²ení soustavy rovnic tvaru Ax = y. Páni Mont-
gomery a Coppersmith nezávisle na sob¥ v²ak upravili metodu tak, aby hledala pouze vektor
reprezentující °ádky, které jsou na sob¥ závislé [5, 11]. Cílem metody je tedy najít vektor
x takový, aby platilo Ax = 0. Metoda pro svoji správnou funkci pot°ebuje symetrickou
matici. Pokud matice není nesymetrická, coº je p°ípad matice vektor· exponent·, pak je
nejd°íve nutné vstupní matici upravit podle vztahu A = BTB. D·leºité je, ºe jak upravená
metoda pana Montgomeryho, tak metoda pana Coppersmitha pracuje nad prostorem F2. To
je prostor, se kterým pracujeme i v rámci matice vektor· exponent· a pouºití jedné z jmeno-
vaných metod je tedy pro ú£ely hledání lineární závislosti v matici vektor· exponent· velice
efektivní. Potvrzením tohoto tvrzení je pak £asová sloºitost, která u Montgomeryho metody
nabývá hodnoty dn2, coº je oproti Gaussovy elimina£ní metod¥ zna£ný rozdíl.
6.6.3 Large Prime Variation
Jak jsme si vysv¥tlili v kapitole 6.6.1, hlavní úlohou kvadratického síta je hledání relací
x2i ≡ yi (mod n), kde yi je B-hladké (viz kap. 2.2). To, ºe je yi B-hladké, nám umoº¬uje
jej rozloºit na prvo£ísla pi < B, kdy exponenty ukládáme do vektoru v prostoru FB2 . Kdyº
máme dostate£ný po£et vektor·, snaºíme se mezi nimi nalézt lineární závislost a vybrat tedy
ta yi, která svým produktem mezi sebou vytvo°í £tverec Y 2. Jelikoº ale hledáme pouze ta yi,
která jsou B-hladká, budeme mít mnoho relací, které tuto podmínku nesplnily, a tak je pro
získání faktoru nepouºijeme. Pokud by ale existovala moºnost, jak vyuºít aspo¬ n¥jakou £ást
nevyuºitých relací, £as prosívání by se mohl znateln¥ urychlit, coº by napomohlo k faktorizaci
v¥t²ích £ísel, kde kaºdé urychlení je znát.
e²ením je vylep²ení kvadratického síta, nazývané Large Prime Variation. Pokud máme
faktoriza£ní bázi, tedy mnoºinu v²ech prvo£ísel ohrani£enou hodnotou B, pak p°i nalezení
B-hladkého yi jej rozloºíme na prvo£ísla z faktoriza£ní báze a zbude nám £íslo 1. Jestliºe
ale yi B-hladké nebylo, pak nás zkoumaná relace nezajímala, protoºe p°i rozkladu yi zbylo
n¥jaké £íslo P > 1. Zam¥°me se ale na zbylé P . Platí-li pro P , ºe B < P ≤ B2, pak víme, ºe
P je zcela jist¥ prvo£íslo. Podobného poznatku jsme si mohli v²imnout u Eratosthenova síta,
kdy jsme pro zadanou hranici n prosívali pouze do hodnoty d√ne, protoºe v²echna prvo£ísla
p ≤ d√ne nám odstranila z mnoºiny v²echny jejich násobky v intervalu (d√ne ;n〉, a tedy
v tomto intervalu nám z·stanou pouze prvo£ísla. V takovém p°ípad¥ m·ºeme zkoumanou
relaci zapsat jako x2 ≡ yP (mod n) a yP nazýváme £íslo £áste£n¥ B-hladké. Nalezneme-li
alespo¬ dv¥ relace, které mají jako zbytek po rozkladu prvo£íslo P, pak m·ºeme spojit tyto
relace takto:
(x1x2)
2 ≡ y1y2P 2 (mod n) (6.33)
P°i vytvá°ení vektoru exponent· vytvo°íme vektor pouze o B dimenzích. To si m·ºeme
dovolit, protoºe máme P 2 a víme, ºe 2 ≡ 0 (mod 2), coº pro nás znamená, ºe nemusíme
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udrºovat ve vektoru exponent· ºádnou informaci o exponentu prvo£ísla P . Pokud najdeme
více relací se stejným P , pak m·ºeme vytvá°et plnohodnotné relace tímto zp·sobem:
(x1xi)
2 ≡ y1yiP 2 (mod n) , pro i = 2 . . . k, (6.34)
kde k je po£et nalezených relací se stejným prvo£íslem P .
Toto vylep²ení kvadratického síta nám tedy pomáhá najít pot°ebné relace rychleji
a p°itom není t°eba vyvinout tém¥° ºádné úsilí navíc. Pokud budeme uchovávat relace
s jedním prvo£íslem mimo faktoriza£ní bázi, tedy budeme postupovat podle toho, co bylo
napsáno vý²e, nazýváme toto vylep²ení kvadratického síta jako Single Large Prime Varia-
tion. M·ºeme se ov²em rozhodnout, ºe krom¥ relací s jedním prvo£íslem mimo faktoriza£ní
bázi budeme ukládat i relace se dv¥ma prvo£ísly mimo faktoriza£ní bázi. Toto vylep²ení
nazýváme Double Large Prime Variation. Pro n¥které p°ípady toto vylep²ení p°iná²í je²t¥
dal²í urychlení oproti Single Large Prime Variation, av²ak p°iná²í s sebou problémy, které je
nutné °e²it. Dal²í varianty Large Prime Variation se obecn¥ nepouºívají, protoºe problémy,
které p°iná²ejí, zasti¬ují p°ípadný zisk.
6.7 Multipolynomiální kvadratické síto (MPQS)
Pro prosívání v kvadratickém sítu, které bylo probráno v kapitole 6.6.1, pouºíváme polynom
Q (x) = x2−n, kdy x inicializujeme na x = d√ne a postupn¥ iterujeme x, p°i£emº se snaºíme
najít relace, kdy Q (x) bude B-hladkým £íslem. Tím, ºe x inicializujeme na d√ne, zajistíme,
ºe budou hodnoty Q (x) v po£áte£ních iteracích malé, a tedy bude velmi pravd¥podobné,
ºe tyto hodnoty Q (x) budou B-hladké. Problémem je, ºe s kaºdou iterací x se budeme
odd√ne vzdalovat, hodnoty Q (x) budou v¥t²í a tak pravd¥podobnost, ºe Q (x) je B-hladké,
bude klesat. Navíc jelikoº Q (x) = x2 − n, porostou hodnoty Q (x) pom¥rn¥ rychle, a tedy
pravd¥podobnost na B-hladkost bude klesat také pom¥rn¥ rychle. Proto se za£alo uvaºovat
nad moºnostmi, které by tento problém vy°e²ily.
e²ením je Multipolynomiální kvadratické síto [17]. Jak název napovídá, tato metoda
bude pouºívat více polynom· k hledání relací. Tím si totiº zaru£íme, ºe vºdycky kdyº
budeme vzdáleni od d√ne tak, ºe pravd¥podobnost výskytu B-hladké hodnoty bude velice
nízká, budeme si moct vygenerovat polynom nový a op¥t pokra£ovat od hodnot, které budou
blízké d√ne. To samoz°ejm¥ vyºaduje úpravu p·vodního polynomu. Tvar polynomu, který
se pouºívá u metody MPQS má tvar:
Qa,b (x) = ax
2 + 2bx+ c (6.35)
kde a,b,c jsou celá £ísla a n je dále vyjád°eno jako n = b2 − ac. Pak:
aQa,b (x) = a
2x2 + 2abx+ ac = (ax+ b)2 − n (6.36)
a tedy získáváme:
(ax+ b)2 ≡ aQa,b (x) (mod n) (6.37)
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oproti:
x2 ≡ Q (x) (mod n) , (6.38)
který jsme pouºívali u klasického kvadratického síta.
Hodnoty koeﬁcient· a,b,c volíme podle toho, na jak velkém intervalu chceme prosívat
pomocí jednoho polynomu. Prosívání u MPQS probíhá vºdy v intervalu 〈−M ;M〉, kdeM je
n¥jaké celé £íslo, a u kaºdého polynomu tedy provedeme 2M+1 iterací. Hodnotu koeﬁcientu
b volíme vºdy v závislosti na hodnot¥ a tak, aby platilo 0 < |b| < 12a. Díky vytvo°ení této
závislosti je zaru£eno, ºe budeme moci pracovat s prom¥nnou x p°esn¥ v intervalu 〈−M ;M〉.
P°i dosazení minimální nebo maximální hodnoty intervalu do polynomu získáme výraz pro
nejv¥t²í hodnotu polynomu Q (M) ≈ (a2M2−n)/a. Dosazením x = 0 získáme výraz pro
nejmen²í hodnotu, coº bude Q (0) ≈ −n/a. Hodnoty jsou p°ibliºné, protoºe ve skute£nosti
budeme pracovat s celými £ísly, pokud by zde bylo výsledkem reálné £íslo, bylo by nutné jej
zaokrouhlit. Na základ¥ získaných výraz· zvolíme a ≈ √2n/M, aby po dosazení byly nejv¥t²í
a nejmen²í hodnoty p°ibliºn¥ podobné.
Pouze zvolení a ≈ √2n/M v²ak nesta£í. U QS jsme hledali takové relace, pro n¥º pravá
strana této relace obsahovala hodnotu, která byla B-hladká. Toho stejného pot°ebujeme
dosáhnout i u MPQS. Pot°ebujeme tak, aby hodnota Qa,b (x) byla op¥t B-hladká, a musíme
tedy zajistit, aby a bylo £tvercem B-hladkého £ísla. Tím, ºe a bude £tverec B-hladkého £ísla
zaru£íme, ºe daná relace bude plnohodnotná a a nijak neovlivní vektor exponent·.
Vý²e bylo zmín¥no, ºe omezení pro koeﬁcient b je 0 < b < 12a, av²ak nebylo °e£eno,
jak takové b získat. Pokud získáme b pomocí b2 ≡ n (mod a), pak zajistíme, ºe bude platit
první zmín¥né omezení pro b. Zárove¬ ze znalosti a a b jsme schopni dopo£ítat koeﬁcient
c = (b2−n)/a. Danou kongruenci spo£teme pomocí Tonelliho-Shanksova algoritmu (viz kap.
3.4). Ten ov²em vyºaduje, aby a bylo liché prvo£íslo. Tato podmínka navíc jiº více neomezuje
volbu a, protoºe vý²e bylo zmín¥no, ºe poºadujeme po a, aby bylo £tvercem B-hladkého










= 1, a a tedy zvolíme jako
a = p2. S kaºdým zvoleným p jsme schopní vytvo°it nový polynom. Pokud by se nám






pouºít i jiné prvo£íslo, ale musíme pamatovat na to, ºe zvolené prvo£íslo nebude sou£ástí
faktoriza£ní báze.
Jako poslední je nutné vy°e²it velikost celého £ísla M . Pokud zvolíme M p°íli² dlouhé,
budeme muset pro kaºdý polynom projít mnoho hodnot, a jak bylo zmín¥no vý²e, s kaºdou
iterací se hodnota Qa,b (x) bude zvy²ovat, a tak pravd¥podobnost na získání B-hladkého
£ísla se bude sniºovat, coº povede k tomu, ºe prosívání bude trvat dlouho. Zvolení M jako
velmi malé £íslo také není vhodné, protoºe výpo£et nového polynomu není triviální ope-
race, a pokud budeme m¥nit polynomy £asto, pak výpo£et nového polynomu bude zna£n¥
ovliv¬ovat rychlost prosívání. Obvykle se tedy volí M = B.
6.8 Self-Initialization quadratic sieve (SIQS)
U metody MPQS (viz kap. 6.6.2) bylo °e£eno, ºe po£et provedených iteracíM se obvykle volí
jako M = B, protoºe pokud bychom zvolili M men²í, pak by generování polynomu mohlo
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ovlivnit celkový £as prosívání, jelikoº generování nového polynomu není jednoduchou záleºi-
tostí. Problémem je, ºe £ím vy²²íM je, tím více rostou vypo£tené hodnoty, pravd¥podobnost
tak na získání B-hladkého £ísla klesá, a tedy celková doba prosívání bude del²í. Za£alo se
tedy zkoumat, jaké jsou moºnosti °e²ení tohoto problému. Jedním z °e²ení je metoda Large
Prime Variation, která byla popsána v kapitole 6.6.3. Druhým °e²ením je Samoinicializující
se kvadratické síto [4].
Polynomy, které slouºí k prosívání relací, jsou u SIQS stejného tvaru jako u MPQS
(viz 6.7). M¥ní se ov²em podmínka pro výb¥r hodnoty pro koeﬁcient a. U MPQS bylo
poºadováno, aby a bylo £tverec B-hladkého £ísla nebo aby bylo £tvercem jakéhokoli prvo-
£ísla, t°eba i prvo£ísla, jeº nespadá do faktoriza£ní báze. D·leºité je, aby a bylo £tvercem
a neprodluºovalo tak vektor exponent·. V p°ípad¥ SIQS volíme v²ak a jako produkt prvo-
£ísel z faktoriza£ní báze, tedy a = q1 . . . qs, a zárove¬ ql bude chápáno jako prvo£íslo, jeº
pat°í mezi v²echna prvo£ísla, pomocí kterých byla vytvo°ena hodnota koeﬁcientu a. Hodnota
Qa,b (x) je tak B-hladkým £íslem tehdy a jen tehdy, je-li ax2 + 2bx + c £íslo B-hladké. Je
tak zárove¬ moºné vytvo°it r·zné polynomy, protoºe prvo£ísla z faktoriza£ní báze je moºno
r·zn¥ kombinovat. Jak bylo popsáno u metody MPQS, koeﬁcient b získáme pomocí vztahu
b2 ≡ N (mod a). Díky tomu, ºe pro a platí a = q1 . . . qs, pak po£et hodnot koeﬁcientu b,
které m·ºeme získat, je 2s. Jelikoº ale výpo£tem Qa,b (x) jsou získány stejné zbytky jako
v p°ípad¥ pouºití Qa,−b (x), pak se po£et pouºitelných hodnot koeﬁcientu b sníºí na 2s−1,
a tedy pro jednu hodnotu koeﬁcientu a lze vygenerovat 2s−1 polynom·. Aby bylo moºné
získat hodnotu b, je nutné nejd°íve spo£ítat v²echna Bl (1 ≤ l ≤ s) takto:
B2l ≡ N (mod ql) ∧ Bl ≡ 0 (mod qj) pro 1 ≤ j ≤ s, j 6= l (6.39)
e²ení výrazu B2l ≡ N (mod ql) získáme pouºitím Tonelliho-Shanksova algoritmu (viz
kap. 3.4). Ze v²ech takto spo£tených Bl lze vybrat jakoukoli kombinaci ±B1 ± . . . ± Bs
a £tverec kaºdé vybrané kombinace bude kongruentní s N modulo a. Vybraná kombinace je
tak zárove¬ hodnotou koeﬁcientu b.
U metody SIQS se jako první vybere b1 = B1 + . . . + Bs (mod a) a v p°ípad¥ pot°eby
vygenerovat nový polynom se následující hodnota bi+1 spo£te pomocí Grayova kódu (viz
kap. 3.1) takto:
bi+1 = bi + 2 (−1)d
i
2veBv, (6.40)
kde 2v ‖ 2i pro 1 ≤ i ≤ 2s−1−1. Spo£ítat tak nový polynom v p°ípad¥ pot°eby je oproti
MPQS metod¥ jednodu²²í a zárove¬ i rychlej²í. Tím, ºe spo£ítat nový polynom jiº není tak
£asov¥ náro£né, je moºné sníºit hodnotu M a obm¥¬ovat tak polynomy £ast¥ji. Zvý²í se
tak i pravd¥podobnost, ºe bude nalezena relace s B-hladkou hodnotou, coº celkov¥ vede
k rychlej²ímu provedení fáze prosívání.
6.9 Obecné £íseln¥ teoretické síto (GNFS)
GNFS je dnes nejpouºívan¥j²í a nejrychlej²í faktoriza£ní metodou pro £ísla s více jak 100
dekadickými £íslicemi. Dlouhou dobu drºelo prvenství ve faktorizaci kvadratické síto, kdy
posledním rekordem bylo £íslo RSA-129, tedy £íslo o 129 dekadických £íslicích. Prvenství
následn¥ p°evzalo práv¥ GNFS, kdy bylo úsp¥²n¥ faktorizováno £íslo RSA-130. GNFS bylo
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v té dob¥ pom¥rn¥ nové a neozkou²ené, brzy se v²ak ukázalo, ºe se jedná o nástupce kvad-
ratického síta. Pro £ísla men²í jak 100 dekadických £íslic je ale kvadratické síto stále nejrych-
lej²í [4]. Pozd¥ji bylo metodou faktorizováno i £íslo o 155 dekadických £íslicích, tedy £íslo
o velikosti 512bit· [3]. Posledním rekordem je úsp¥²né faktorizování £ísla o 232 dekadických
£íslicích, tedy £íslo velikosti 768 bit·. Tohoto úsp¥chu bylo dosaºeno v roce 2009 [8]. Fak-
torizace tohoto £ísla trvala p°es dva roky a auto°i metody GNFS, která faktorizovala toto
£íslo tvrdí, ºe faktorizovat £íslo velikosti 1024 bit· by bylo asi tisíckrát náro£n¥j²í.
Se samotnou metodou p°i²el roku 1988 pan Pollard, který je také autorem jiº p°ed-
stavených metod Pollard ρ (viz kap. 6.2) a Pollard p−1 (viz kap. 6.3). Metoda byla p·vodn¥
ur£ena jen k faktorizaci speciálních £ísel, konkrétn¥ £ísel tvaru 22
r
+ 1. Roku 1989 pan
Pomerance provedl analýzu, jak moc by se zm¥nila £asová sloºitost metody, pokud by se
metoda upravila a pouºila pro faktorizaci obecných £ísel. Zjistil, ºe sloºitost metody by se
závratn¥ nezhor²ila a p°ekvapiv¥ by m¥la být lep²í neº v p°ípad¥ kvadratického síta. Samot-
nou úpravu metody pro pouºití k faktorizaci obecných £ísel v²ak provedli páni Joe Buhler,
Henrik Lenstra a dal²í [18].
Obdobn¥ jako u kvadratického síta (viz kap. 6.6) se metoda snaºí nalézt £ísla x a y
taková, aby platilo x2 ≡ y2 (mod n). Tato £ísla se v²ak snaºí GNFS nalézt jinak. Nejd°íve
je vybrán polynom f(x) stupn¥ d > 1 a tento polynom je dále nerozloºitelný. Pro tento
polynom zárove¬ existuje £íslo m takové, ºe f (m) ≡ 0 (mod n). V tomto p°ípad¥ tedy
pracujeme v prostoru Zn. Dále nech´ α je komplexním ko°enem polynomu f (x) a uvaºuj-
me t¥leso Z [α]/f (α) (viz kap. 2.11). Toto t¥leso je mnoºinou v²ech polynom·, jeº jsou
kongruentní s 0 modulo f (α). Jelikoº f (m) ≡ 0 (mod n) v Zn a f (α) je nulovým prvkem
v Z [α] /f (α), m·ºeme mezi t¥mito okruhy deﬁnovat homomorﬁzmus ϕ.
Nyní m¥jme mnoºinu S dvojic (a, b), kdy a a b jsou navzájem nesoud¥lná a disponují
dv¥ma vlastnostmi:
• Sou£in £ísel ∏(a,b)∈S (a+ bm) je £tvercem v Zn, tedy v2
• Sou£in polynom· ∏(a,b)∈S (a+ bα) je £tvercem v Z [α]/f (α), tedy γ2
Jelikoº nad okruhy máme deﬁnován homomorﬁzmus ϕ a γ lze napsat jako polynomiální
výraz v α, získáme £íslo u, pro které platí ϕ (γ) ≡ u (mod n). Pak zcela jist¥ bude platit:








ϕ (a− αb) =
∏
(a,b)∈S
(a−mb) ≡ v2 (mod n) ,
tím jsme získali pot°ebný vztah pro výpo£et faktoru sloºeného £ísla n.
Jak ale získat mnoºinu S? Výb¥r a a b spl¬ující první vlastnost je moºné provést úpln¥
stejným postupem jako p°i prosívání u kvadratického síta (viz kap. 6.6.1). ísla a a b v²ak
musí mít i druhou vlastnost, jak postupovat v tomto p°ípad¥ je blíºe popsáno v tomto £lánku
[10]. Výsledkem prosívání je op¥t matice vektor· exponent·, a tak dal²í postup je identický
s postupem u metody kvadratického síta (viz kap. 6.6).
41
Kapitola 7
Zvolená metoda faktorizace a návrh
implementace
7.1 Rozbor metod
I p°es pom¥rn¥ jednoduchou konstrukci a p°ípadn¥ i moºnosti paralelizace u faktoriza£ních
metod s exponenciální sloºitostí jsou tyto metody z výb¥ru vy°azeny. Zavedení paralelizace
u t¥chto metod nep°inese dostate£né sníºení sloºitosti, sloºitost by i tak z·stala exponen-
ciální, a tedy paralelizovaná metoda by od ur£ité hranice byla op¥t £asov¥ náro£n¥j²í neº
metoda subexponenciální. V¥t²í potenciál tak p°edstavují metody se subexponenciální sloºi-
tostí. Paralelizace t¥chto metod také nepovede k významnému sníºení sloºitosti, ale vzhle-
dem k tomu, ºe metody s men²í £asovou náro£ností neº subexponenciální nebyly zatím
nalezeny, je kaºdé urychlení ºádoucí.
Kandidáti na zvolenou metodu jsou tedy Kvadratické síto a jeho varianty (viz kapitoly
6.6, 6.7, 6.8) a Obecné £íseln¥ teoretické síto (viz kapitola 6.9). Obecné £íseln¥ teoretické
síto je metodou, která se pouºívá pro faktorizaci £ísel majících více jak 100 £íslic. Doba fak-
torizace tak vysokého £ísla v²ak p°ekra£uje £asové moºnosti této práce a zvolenou metodou,
která bude paralelizována a otestována v této práci, bude tedy metoda kvadratického síta.
Tato práce v²ak m·ºe mít p°ínos i pro metodu obecného £íseln¥ teoretického síta, protoºe
po dokon£ení fáze prosívání tyto metody pracují shodn¥.
7.2 Zvolená faktoriza£ní metoda a návrh paralelizace
Zvolenou metodou pro tuto práci je kvadratické síto. Tuto metodu je moºno rozd¥lit do n¥ko-
lika fází, a to do fáze generování polynomu, ta je u klasického kvadratického síta vynechána,
protoºe pracuje jen s jedním polynomem, prosívání (viz kapitola 6.6.1), hledání lineární
závislosti (viz kapitola 6.6.2) a výpo£et faktoru.
Fáze generování polynomu, jak bylo zmín¥no, probíhá pouze u metod MPQS (viz kapi-
tola 6.7) a SIQS (viz kapitola 6.8). P°i zvolení jedné z t¥chto metod je moºné vygene-
rovat polynom pro kaºdé jádro, které máme k dispozici. Fáze generování polynomu je tak
dob°e paralelizovatelná. V p°ípad¥ pot°eby si jádro m·ºe vºdy vygenerovat nový polynom.
U metody SIQS si jádro m·ºe p°edpo£ítat n¥které hodnoty a generovat tak efektivn¥ji nové
polynomy.
Fáze prosívání pak m·ºe probíhat paraleln¥ na kaºdém jádru, kdy kaºdé jádro zná hranici
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M a faktoriza£ní bázi F . Faktoriza£ní bázi je je²t¥ p°ed generováním polynomu a samot-
ným prosíváním moºné zredukovat o ta prvo£ísla, která zcela jist¥ nikdy nebudou sou£ástí
B-hladkého £ísla (viz kap. 7.4). Tím vznikne faktoriza£ní báze, kterou budeme dále ozna£o-
vat B. Redukce je provedena bu¤ sériov¥ anebo paraleln¥ tak, ºe kaºdému jádru je p°i°azeno
kvantum prvo£ísel, které je následn¥ jádrem prozkoumáno. Jak bylo zmín¥no, prosívání
probíhá paraleln¥ tak, ºe kaºdé jádro má sv·j polynom, nad kterým generují v kaºdé ite-
raci hodnotu Qa,b (x). Hodnota x je iterována v rozsahu 〈−M ;M〉. Pokud jádro nalezne
B-hladké £íslo, je vektor exponent· tohoto £ísla uloºen do matice, která bude zpracována
ve fázi hledání lineární závislosti. Celkový po£et takto nalezených £ísel je #(B) + 1, protoºe
pak máme zaru£eno, ºe v matici vektor· exponent· bude lineární závislost. Tento po£et je
moºné pod¥lit £íslem jader, které jsou vyuºity k prosívání, a kaºdé jádro bude muset najít
tento po£et B-hladkých £ísel. Jinou moºností je mít po£itadlo nalezených B-hladkých £ísel
ve sdílené pam¥ti, a pokud jádro nalezne B-hladké £íslo, op¥t uloºí jeho vektor exponent·
a zvý²í po£itadlo o 1. U této varianty budou jádra hledat B-hladké £íslo, dokud nebude
nasbírán dostate£ný po£et t¥chto B-hladkých £ísel a dojde tak k lep²ímu vyuºití jader,
kdeºto u první varianty by mohlo dojít k situaci, kdy by bylo nutné £ekat, neº jednotlivá
jádra naleznou p°id¥lený po£et B-hladkých £ísel. Pokud prom¥nná x nabyla jiº v²ech hod-
not z intervalu 〈−M ;M〉, musí si jádro vygenerovat nový polynom. Po vygenerování nového
polynomu prosívá jádro op¥t na celém intervalu 〈−M ;M〉.
Pro fázi hledání lineární závislosti je v rámci paralelizace kvadratického síta vhodné
pouºít blokovou variantu Lanczos metody popsané v kapitole 6.6.2. V takovém p°ípad¥ se
totiº bude pracovat s podprostory, jejichº po£et dimenzí bude roven po£tu bit· ve slov¥
na pouºitém systému. Práci s maticí vektor· exponent· pak bude moºno rozd¥lit na úlohy
a tyto úlohy pak °e²it na jednotlivých jádrech.
Výpo£et faktoru je pak triviální záleºitostí, protoºe z p°edchozí fáze získáme vztah
x2 ≡ y2 (mod n) a sta£í tedy spo£ítat GCD (x− y, n). Výsledkem operace nejv¥t²ího
spole£ného d¥litele m·ºe ov²em být i triviální d¥litel, který pro nás není d·leºitý. V takovém
p°ípad¥ je nutné se vrátit k fázi vygenerování polynomu, vypo£ítat nové polynomy a celý
proces opakovat.
Implementována bude konkrétn¥ metoda SIQS, protoºe se jedná o nejrychlej²í variantu
kvadratického síta. SIQS je zárove¬ nejrychlej²í metodou pro faktorizaci £ísel, která mají
do 100 dekadických £íslic, a druhou nejrychlej²í faktoriza£ní metodou v·bec. Zp·sob, jakým
bude metoda implementována, je popsán v kapitole 7.4.
7.3 Moºnosti paralelizace
7.3.1 Klasická vlákna
Klasická vlákna jsou zde vlákna z knihovny pthread.h na systému Unix anebo z windows.h
na systému Windows. A´ uº na systému Unix nebo Windows, knihovna vºdy obsahuje
metody pro práci s vlákny, jako je nap°íklad vytvá°ení, ru²ení vláken nebo komunikace
mezi vlákny. Ve²keré °ízení a správa vláken je tak v reºii programátora, coº programátorovi
zt¥ºuje práci, a kontrola správnosti kódu je náro£n¥j²í, hlavn¥ pokud je nutné mezi vlákny
°e²it komunikaci a synchronizaci. Na druhou stranu má nad vlákny úplnou kontrolu a m·ºe
deﬁnovat, v kterou chvíli se mají operace nad vlákny vykonat.
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7.3.2 nVidia CUDA
CUDA je zkratkou pro Compute Uniﬁed Device Architecture a jedná se o roz²í°ení jazyka
C/C++, které poskytuje knihovní funkce pro vyuºití GPU. P°íkladem poskytovaných funkcí
m·ºe být funkce pro p°enos dat do pam¥ti GPU, roz£len¥ní výpo£tu do vláken a blok·,
synchronizace vláken a také funkce pro spu²t¥ní výpo£tu na GPU.
Program vyuºívající GPU jako výpo£etní síly pomocí CUDA obecn¥ vypadá tak, ºe
data ke zpracování a v²echny p°ípravy p°ed výpo£tem jsou provedeny na CPU. Následn¥
jsou p°ipravená data odeslána do pam¥ti GPU. Je spu²t¥n kernel, coº je program, který se
má vykonat na GPU a data zpracovává paraleln¥. Po dokon£ení výpo£tu jsou data z pam¥ti
GPU p°enesena zp¥t na CPU. Data mohou být následn¥ je²t¥ dodate£n¥ dozpracována.
V²echny výpo£ty, které jsou paralelizované, jsou po£ítány na GPU, naopak výpo£ty, které
je nutné spo£ítat sériov¥, jsou po£ítány na CPU, protoºe výpo£et takových úloh je na CPU
efektivn¥j²í.
GPU je pom¥rn¥ rozdílná architektura oproti CPU a programátor tak nem·ºe program
pomocí CUDA programovat stejn¥ jako na CPU. Je t°eba zm¥nit zp·sob my²lení, protoºe
úlohy, které mají efektivn¥ vyuºívat GPU, by m¥ly pouºívat tisíce vláken, aby se p°ekryla
latence hlavní pam¥ti GPU. Zárove¬ ale pokud chceme mít efektivní kód, který vyuºívá tolik
vláken, znamená to, ºe na kaºdé vlákno bude p°ipadat málo prostoru ve sdílené pam¥ti.
Kód tak musí být zárove¬ úsporný. Zmín¥né problémy jsou pouze £ástí v²eho, co musí
programátor p°i programování na GPU °e²it, aby paralelizace dosáhla poºadovaného efektu.
Pokud je ale kód napsán dob°e, rychlost takového programu m·ºe zna£n¥ p°ed£it rychlost
CPU varianty tohoto programu.
7.3.3 OpenMP
Open Multi-Processing neboli OpenMP1 je API pro paralelní výpo£ty se sdílenou pam¥tí
a je moºno jej uplatnit v jazycích C/C++ nebo Fortran. OpenMP bylo vytvo°eno a je vyví-
jeno konsorciem mnoha SW a HW výrobc· jako nap°íklad Intel, AMD, Microsoft, nVidia,
IBM atd. Základní komponenty toho API jsou direktivy p°eklada£e, runtime knihovní rutiny
a prom¥nné prost°edí. OpenMP se snaºí docílit co moºná nejv¥t²ího uleh£ení práce s vlákny,
kdy vyuºívá klasická vlákna (viz kapitola 7.3.1), ale práci nad t¥mito vlákny p°ed programá-
torem zakrývá nap°íklad pouºitím direktiv p°eklada£e. OpenMP je podporováno na Win-
dows nap°íklad p°eklada£em, který je standardn¥ instalován s Visual Studiem, ale také na
Linuxu, kde jej podporuje p°eklada£ gcc. Obecn¥ je ale moºné vyuºít OpenMP kdekoli,
kde je podporováno p°eklada£em. Díky tomu, ºe OpenMP zast°e²uje operace s vlákny, pro-
gramátor má u²et°enou práci a zárove¬ je z tohoto pohledu zaji²t¥na p°enositelnost kódu,
protoºe OpenMP pracuje s vlákny na dané platform¥.
7.3.4 OpenMPI
Mechanizmus zasílání zpráv je b¥ºn¥ pouºíván, pokud pot°ebujeme zajistit komunikaci mezi
procesy, které mají odd¥lené adresové prostory, coº znamená, ºe ºádná data nejsou sdílená.
Implementací takového mechanizmu je nap°íklad Open Message Passing Interface neboli
OpenMPI2. Jedná se o knihovnu, kterou m·ºeme pouºít v jazycích C++, Fortran, Java,




protoºe ji m·ºeme pouºívat na clusterech, síti PC, SMP apod. Knihovna krom¥ samotné ko-
munikace poskytuje nástroje k dal²ím interakcím proces·, jako je agregace £i synchronizace.
Dále také umoº¬uje vytvá°et a spravovat procesy £i skupiny. Na rozdíl od OpenMP (viz kap.
7.3.3) OpenMPI pot°ebuje jako argument po£et proces·, které se mají v rámci programu
vytvo°it, OpenMP se naopak vºdy automaticky snaºí pouºít v²echna dostupná jádra (jeden
proces pro jedno jádro procesoru), pokud nespeciﬁkujeme jinak. Dal²ím rozdílem je fakt,
ºe OpenMPI vytvá°í procesy p°i spu²t¥ní paralelního programu a tyto procesy existují aº
do konce b¥hu programu. P°i pouºití OpenMP lze jednotlivé procesy dynamicky vytvá°et
a ukon£ovat dle pot°eby. Je d·leºité si v²ak uv¥domit, ºe OpenMP se pouºívá k paralelizaci
na jedné pracovní stanici, protoºe OpenMP neumoº¬uje komunikovat mimo pracovní stanici,
to naopak umoº¬uje OpenMPI, a proto OpenMPI pouºíváme pro paralelizaci programu
na síti po£íta£·. Dále je nutné poznamenat, ºe OpenMP i OpenMPI lze pouºít zárove¬
a vytvo°it tak program, který bude paralelizovaný na síti stanic a zárove¬ úloha na kaºdé
stanici bude také paralelizována.
7.4 Návrh °e²ení a postup implementace
Projekt bude tvo°en v jazyce C++ na architektu°e x86 resp. x86-64. I p°es to, ºe projekt
bude rozsáhlý, bude se pracovat s jednoduchými strukturami, a tak se nebude vyuºívat
objektová orientace, kterou jazyk C++ poskytuje. Bylo by tak moºné vyuºít jazyka C,
ten v²ak neposkytuje n¥které standardizované knihovny, které má jazyk C++ k dispozici
a budou se v rámci projektu pouºívat. Ekvivalentní knihovny by tak musely být p°i pouºití
jazyka C bu¤ implementovány anebo p°evzaty. Tím, ºe jsou tyto knihovny v jazyce C++ jiº
standardizované, je moºné je jednodu²e pouºít, u²et°it tak £as strávený jejich implementací
a zam¥°it se p°ímo na problém faktorizace. Jazyk C++ byl zvolen také z d·vodu, ºe pro
n¥j existuje mnoho proﬁlovacích nástroj·, a je tak moºné sledovat, ve kterém míst¥ kódu se
spot°ebovává mnoho £asu, a p°ípadn¥ tuto £ást optimalizovat. Dal²ím d·vodem pro nasazení
jazyka C++ je podpora OpenMP (viz kap. 7.3.3). Bude tak moºné jednodu²e ur£ovat místa,
která mají být paralelizována, p°edávat vlákn·m data, ur£ovat, jaká kvanta práce se budou
jednotlivým vlákn·m p°id¥lovat apod.
U faktorizace je v²ak nutné °e²it jeden d·leºitý problém. Tím problémem je fakt, ºe
tradi£ní programovací jazyky ani architektury neposkytují datový typ, který by byl schopen
pojmout £ísla, která se mají faktorizovat. Vezm¥me v úvahu nap°íklad datový typ unsigned
long int, který bude mít délku 64 bit·. Do takového datového typu jsme schopni uloºit
dekadické £íslo maximáln¥ o 19 £íslicích. Najít faktor takového sloºeného £ísla je dnes velice
rychlé, a tak není moºné pouºít tak malá £ísla pro ²ifrování. Asynchronní ²ifry dnes pouºívají
klí£e o délce 1024 £i 2048 bit·, kdy faktorizace £ísel o takové délce je zatím velice náro£ná
a doposud nebyla nikým provedena. Vytvo°it si vlastní datový typ, který bude schopen
uchovávat £ísla takové velikosti, není nijak náro£né. Problémem v²ak je, ºe pro jejich dal²í
pouºití je nutné implementovat i operace nad nimi, jako je s£ítání, ode£ítání, násobení,
d¥lení, modulo apod. Efektivn¥ naimplementovat n¥které z t¥chto operací jiº není triv-
iální záleºitostí. Neefektivní implementace t¥chto operací by m¥la následn¥ veliký dopad na
celkový £as faktorizace a pouºití takové faktorizace by postrádalo smysl. Proto bude pro práci
s velkými £ísly vyuºitá knihovna gmp, která umoº¬uje velká £ísla uchovávat a deﬁnuje nad
nimi mnoho operací, které je moºné vyuºít. P°íkladem m·ºe být i test prvo£íselnosti, který je
v této knihovn¥ implementován. Test prvo£íselnosti je nutné provést p°ed kaºdým spu²t¥ním
faktorizace, protoºe uºivatel m·ºe programu p°edloºit k faktorizaci prvo£íslo a faktorizace
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by tak vºdy vedla k nalezení triviálního d¥litele a navíc by uºivatel musel £ekat na výsledek
p°es celý proces faktorizace. Vyuºitím této knihovny se tedy odstraní problém s velkými
£ísly a projekt tak m·ºe být zam¥°en p°ímo na problém faktorizace.
Faktoriza£ní metoda má za cíl v¥t²inou jednu ze dvou moºných úloh. První moºností je
faktorizace, která se provádí tak dlouho, dokud nejsou nalezeny v²echny faktory. P°íkladem
je £íslo 30. Faktoriza£ní metoda nalezne u tohoto £ísla faktor hodnoty 2. Zbylé £íslo 15 je
následn¥ op¥t faktorizováno. Dal²ím nalezeným faktorem je £íslo 3. Jelikoº zbylé £íslo je
hodnoty 5, coº je prvo£íslo, je metoda ukon£ena a výsledek je 2 ∗ 3 ∗ 5. Druhou moºností
je metoda, která se ukon£í p°i nalezení prvního faktoru. Metoda by se pro £íslo uvedené
v p°íkladu ukon£ila hned p°i nalezení faktoru 2, jeº by byl i výsledkem této metody. Jelikoº
se tato práce zabývá faktorizací s ohledem RSA kryptoanalýzu, kde klí£ RSA ²ifry je sloºen
vºdy ze dvou prvo£ísel, bude pouºita druhá metoda, tedy výsledkem metody bude nalezení
jednoho faktoru. Program samoz°ejm¥ bude um¥t faktorizovat i £ísla sloºená z více jak dvou
prvo£ísel, ale pokud bude uºivatel chtít získat v²echny faktory, bude nucen v nejhor²ím
p°ípad¥ spustit program vícekrát.
Pokud uºivatel zadá k faktorizaci men²í £íslo, není nasazení kvadratického síta úpln¥
efektivní. Jelikoº bude kvadratické síto paralelizováno v maximální moºné mí°e, bude zde
reºie s vytvá°ením vláken, také s prací nad nimi, komunikací a ukon£ením. Vyuºití paralelní
metody pro malá £ísla tak bude neefektivní a zbyte£né. Proto bude v rámci této práce také
implementována pro faktorizaci takto malých £ísel Pollard ρ metoda (viz kap. 6.2), která
bude posta£ovat a bude dostate£n¥ rychlá a její pam¥´ová náro£nost malá.
Pro faktorizaci velkých £ísel bude v této práci implementována varianta kvadratického
síta SIQS (viz kap. 6.8). Tato varianta byla zvolena z d·vodu, ºe ji lze mnohem lépe paraleli-
zovat neº klasické kvadratické síto (viz kap. 6.6) a na rozdíl od varianty MPQS (viz kap. 6.7)
neztrácí tolik £asu inicializací nového polynomu, pokud dojde k vy£erpání zadaného rozsahu.
SIQS bude vylep²eno o my²lenku Single Large Prime Variation (viz kap. 6.6.3), protoºe zave-
dení této my²lenky nep°iná²í tém¥° ºádné problémy navíc a naopak m·ºe p°inést pom¥rn¥
velké urychlení faktorizace.
Generování polynomu bude probíhat tak, jak bylo popsáno v kapitole 7.2. Program zjistí,
kolik jader má k dispozici, a na základ¥ toho získá stejný po£et prvo£ísel a. Kaºdé jádro
získá tak své prvo£íslo a, na jehoº základ¥ si vygeneruje polynom, s nímº bude pracovat.
Dále si jádro p°edpo£ítá n¥kolik hodnot b dop°edu, aby v p°ípad¥ nutnosti vygenerování
nového polynomu byl £as strávený generováním minimální. Po£et p°edpo£ítaných hodnot
b bude v pr·b¥hu práce vyhodnocován a poté se stanoví hodnota, která bude optimální,
protoºe kaºdé p°edpo£ítání navíc stojí £as.
Kdyº je dokon£ena fáze generování polynomu, p°echází se k fázi prosívání. Kaºdé já-
dro dostane hodnotu M , která bude ur£ovat rozsah 〈−M ;M〉, p°es který se bude iterovat
a hledat B-hladké hodnoty. P°esná hodnota M bude ur£ena aº na základ¥ experimentál-
ního m¥°ení. Kaºdé jádro dále dostane shodnou faktoriza£ní bázi, na základ¥ které se bude
ur£ovat, zda je zkoumané £íslo B-hladké. P°ed samotným p°edáním faktoriza£ní báze bu-
dou z této báze odstran¥na prvo£ísla, která nebudou spl¬ovat Legendre·v symbol, pro-
toºe taková prvo£ísla zcela jist¥ nikdy nebudou obsaºena v B-hladkém £ísle. Obdobn¥ jako
u hodnoty M , bude optimální velikost faktoriza£ní báze ur£ena aº na základ¥ experimen-
tálního m¥°ení. Jak bylo zmín¥no, u kaºdého vygenerovaného £ísla p°i prosívání je nutné
ur£it, zda se jedná o B-hladké £íslo. Zde bude vyuºito znalosti, ºe pro vygenerované £íslo y,
jeº bude bude d¥litelné n¥jakým prvo£íslem p, bude platit y ≡ 0 (mod p). Jelikoº generu-
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jící polynom s daným x ∈ 〈−M ;M〉 reprezentuje toto y, m·ºeme vztah p°epsat na tvar
(x+ b)2−N ≡ 0 (mod p), kde b = √N . Pro jednodu²²í demonstraci je zde schváln¥ uveden
generující polynom základní varianty kvadratického síta. e²ením rovnice dostáváme dva
ko°eny r1 a r2. Tyto ko°eny nám ur£ují, na kterém indexu, respektive pro kterou iteraci
za£ne platit, ºe £íslo generované polynomem je d¥litelné prvo£íslem p. D¥litelnost tímto
prvo£íslem bude pak platit i pro v²echny jeho násobky, tedy pro v²echna y = Q (r1 + k ∗ p)
nebo y = Q (r2 + k ∗ p). Lze tedy iterovat a pro kaºdé prvo£íslo si uchovávat následující
index, pro který bude platit, ºe dané £íslo vygenerované v této iteraci bude d¥litelné prvo-
£íslem p. Pro kaºdé takto vygenerované £íslo sta£í projít pole index·, a pokud pro dané
prvo£íslo p se shoduje hodnota indexu uchována v poli s aktuální hodnotou indexu, je pro
dané vygenerované £íslo zvý²en £íta£ o log(p). Pokud po projití v²ech prvo£ísel bude hod-
nota £íta£e p°ibliºn¥ log (Q (xi)), kde xi ∈ 〈−M ;M〉 a vyjad°uje aktuální iteraci, pak je £íslo
y velmi pravd¥podobn¥ B-hladké. Pro úplné potvrzení je nutné pouºít metodu zkusmého
d¥lení. P°edpokladem je, ºe s£ítaní logaritm· je rychlej²í neº zkusmé d¥lení, a tak se u²et°í
£as, protoºe metoda bude provád¥t zkusmé d¥lení jen u n¥kterých vygenerovaných £ísel a ne
u v²ech.
Výstupem této fáze je matice vektor· exponent·. Na základ¥ velikosti faktoriza£ní báze
je ur£eno, kolik vektor·, tedy B-hladkých £ísel pot°ebujeme k sestavení matice. Kaºdé jádro,
které nalezne B-hladké £íslo, uloºí jeho vektor exponent· do matice a zvý²í £íta£ nalezených
B-hladkých £ísel o 1. Teoreticky by m¥lo sta£it naleznout B + 1 takovýchto £ísel, protoºe
máme zaru£enu lineární závislost v matici. P°esný po£et ov²em bude ur£en aº experimen-
tálním m¥°ením, protoºe m·ºe dojít k situaci, kdy °e²ením takto sestavené matice bude
triviální d¥litel sloºeného £ísla n. Je tedy vhodné prosít více hodnot a v p°ípad¥ vzniku
takové situace lze n¥které °ádky vym¥nit za vektory, které byly prosety navíc a zkusit na-
jít netriviálního d¥litele znovu. Takovéto opakování hledání je obecn¥ mnohem rychlej²í
neº spu²t¥ní procesu prosívání úpln¥ od znovu. Dále je také nutné brát v potaz fakt, ºe
bude pouºito vylep²ení Single Large Prime Variation, a tak k samotným B-hladkým £ísl·m
budeme získávat £áste£n¥ B-hladká £ísla, které lze dále mezi sebou vhodn¥ skombinovat
a získat tak dal²í B-hladké £íslo.
Po dokon£ení fáze prosívání je spu²t¥na fáze nalezení lineární závislosti. Pro nalezení
závislosti bude pouºita Lanczos metoda, která vhodn¥ pouºívá informace nalézající se v matici,
a tak je výpo£et rychlej²í neº v p°ípad¥ pouºití tradi£ní Gaussovy elimina£ní metody.
Dále je moºné metodu dob°e paralelizovat, protoºe metoda pracuje s vektory v podpro-
storech tvo°ených nad maticí, které mají velikost podle velikosti slova dané architektury,
na x86 resp. x86-64 CPU tedy 32 nebo 64bit·. Spo£tením lineární závislosti získáme vztah






V této kapitole bude krok za krokem rozebrána faktorizace £ísla o 20 dekadických £íslicích
metodou SIQS. P°ibliºný popis a postup implementace této metody je sice popsán nap°íklad
v [4], problémem v²ak je, ºe metoda je zde popsána pouze na teoretické úrovni a v n¥kterých
p°ípadech i na pom¥rn¥ vysoké abstraktní úrovni. Samotná realizace implementace na zák-
lad¥ tohoto £lánku tak m·ºe být pro p°ípadného zájemce aº nemoºná, pokud není dostate£n¥
znalý matematických základ· a postup·, pomocí kterých je zde metoda vysv¥tlena. Úkolem
této kapitoly tak je pomoci zájemci o SIQS, aby v p°ípad¥, ºe se rozhodne metodu SIQS
implementovat, byl schopen si vºdy ov¥°it, ºe jeho postup je správný. Pokud zájemce narazí
na n¥jaký problém, s nejv¥t²í pravd¥podobností nalezne na p°íslu²ném míst¥ °e²ení tohoto
problému. Zájemce tak není nucen procházet více £lánku týkajících se SIQS a hledat odpov¥¤
na jeho problém. Zárove¬ ale v této kapitole nebudou popsány implementa£ní detaily SIQS
tvo°eného v rámci této práce, ty jsou popsány v kapitole 9.
8.1 Zadání
íslo, na kterém bude metoda SIQS prezentována, je n = 19326223710861634601. Toto £íslo
bylo vytvo°eno sloºením dvou prvo£ísel o 10 dekadických £íslicích, 5915587277 a 3267000013.
Zadané £íslo n, jenº má 20 dekadických £íslic, by díky tomu, ºe je pro SIQS stále relativn¥
malé, bylo vhodn¥j²í °e²it n¥jakou jednoduchou faktoriza£ní metodou, jako je nap°íklad Pol-
lard ρ metoda (viz kapitola 6.2). Pro demonstraci, jak SIQS pracuje, je naopak toto £íslo
jiº pom¥rn¥ velké, protoºe jak bude dále ukázáno, je pro toto £íslo nutné °e²it operace nad
maticí, která bude p°es 200 °ádk· a 200 sloupc· velká. Kontrola kaºdé provedené operace
nad touto maticí je tak jiº pom¥rn¥ náro£ná.
8.2 P°íprava SIQS
Nejd°íve je nutné nastavit v²echny parametry pro SIQS. To znamená nastavit velikost fak-
toriza£ní báze, která nám ur£uje, kolika prvo£ísly se budeme pokou²et d¥lit kandidáty na
B-hladké £íslo. Dále musíme nastavit velikost prosévacího intervalu. V tomto p°íkladu nas-
tavíme velikost faktoriza£ní báze na prvních 450 prvo£ísel a prosévací interval nastavíme na
〈−65535; 65535〉. Je vhodné podotknout, ºe nastavené hodnoty jak pro faktoriza£ní bázi, tak
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pro prosévací interval, jsou pro faktorizaci £ísla o 20 dekadických £íslicích zbyte£n¥ velké. Pro
demonstraci, jak v jednoduchosti metoda SIQS funguje, jsou ale tyto hodnoty vhodn¥j²í.
Jak bylo zmín¥no v kapitole 7.4, n¥která prvo£ísla z faktoriza£ní báze nikdy nebudou
d¥liteli B-hladkých £ísel. Projdeme tedy v²echna prvo£ísla z faktoriza£ní báze, a pokud pro
n¥jaké prvo£íslo nebude Legendre·v symbol (viz kap. 2.7) roven 1, pak zadané £íslo n není
kvadratickým zbytkem pro dané prvo£íslo, a tedy toto prvo£íslo nikdy nebude d¥litelem
B-hladkého £ísla. V²echna taková prvo£ísla vy°adíme z faktoriza£ní báze. V tomto p°íkladu
tak bude faktoriza£ní báze redukována na 219 prvo£ísel. Obecn¥ platí, ºe v kaºdé zvolené
faktoriza£ní bázi se bude nacházet zhruba polovina prvo£ísel, pro která je zadané £íslo n
kvadratickým zbytkem.
8.3 Generování polynomu
P°ed samotným vygenerováním polynomu je nutné nejd°íve spo£ítat ideální hodnotu koeﬁ-
cientu a. Ideální hodnotu spo£teme pomocí aideal =
√
2n/M. Pro ná² p°íklad tak bude aideal
nabývat hodnoty 94865. Platí, ºe s £ím bliº²í hodnotou k aideal se nám poda°í vygenerovat
koeﬁcient a, tím v¥t²í budeme mít ²anci nalézt B-hladkou hodnotu p°i prosévání.
8.3.1 Generování koeﬁcientu a
Jak bylo zmín¥no vý²e, p°i generování koeﬁcientu a se snaºíme co nejvíce p°iblíºit jeho ideální
hodnot¥ aideal. K tomuto ú£elu v²ak m·ºeme vyuºít pouze prvo£ísla z faktoriza£ní báze.
Zárove¬ je nutné zvolit vhodný po£et prvo£ísel, kterými bude koeﬁcient a d¥litelný. Je nutné
si uv¥domit, ºe po£et d¥litel· a ur£uje, kolik polynomu pro dané a m·ºeme vygenerovat.
M·ºe se tak na první pohled zdát, ºe £ím více d¥litel· bude koeﬁcient a mít, tím lépe,
protoºe obm¥na koeﬁcient· b a c je £asov¥ mnohem mén¥ náro£n¥j²í neº generování nového
koeﬁcientu a. Pokud v²ak pouºijeme v¥t²ího po£tu d¥litel·, znamená to, ºe hodnoty v²ech
d¥litel· budou pom¥rn¥ malé. Malí d¥litelé v²ak mají za následek, ºe p°i prosévání se budou
hodnoty vygenerované polynomem pravd¥podobn¥ £ast¥ji opakovat. To ov²em znamená,
ºe kaºdé nalezené B-hladké £íslo bude jiº pravd¥podobn¥ duplicitní s jiným nalezeným
B-hladkým £íslem. Duplicitní B-hladká £ísla pro nás v²ak nemají ºádný uºitek, je tedy
nutné zajistit, aby duplicitní B-hladká £ísla byla nalezena jen velmi vzácn¥. Platí tak, ºe
d¥litele volíme v¥t²ích hodnot, aby byla pravd¥podobnost opakování minimální.
Pro ur£ení p°esného po£tu d¥litel· neexistuje obecný výpo£et, kaºdý, kdo implementuje
metodu SIQS, tak musí experimentáln¥ zkou²et pro kaºdé £íslo r·zný po£et d¥litel·. Aº
najde po£et, p°i kterém pracuje SIQS nejefektivn¥ji, je vhodné si tento po£et n¥kam uloºit,
protoºe tento po£et d¥litel· pak bude efektivní pro kaºdé £íslo stejné velikosti. Pro ná²
p°íklad tak volíme po£et d¥litel· s = 2.
Kdyº máme ur£en po£et d¥litel· koeﬁcientu a, zbývá zvolit prvo£ísla z faktoriza£ní
báze, které budou d¥liteli a. Volíme tedy prvo£ísla 223 a 433, protoºe log (223 ∗ 433) je
nejblíºe log (aideal) ze v²ech moºných kombinací (11.48 ≈ 14.46). Je nutné si ale uv¥domit, ºe
koeﬁcient a bude p°i faktorizaci mnohokrát obm¥n¥n. Není tak moºné pouºít vºdy kombinaci
prvo£ísel, která bude nejblíºe ideální hodnot¥, ale budeme vybírat z kombinací, které budou
p°ijateln¥ blízko. V rámci této práce bylo experimentáln¥ zji²t¥no, ºe koeﬁcient a je vhodný
k pouºití, pokud je hodnota logaritmu pro toto a odli²ná od logaritmu ideální hodnoty
maximáln¥ o 0.02. Samoz°ejm¥ platí, ºe bychom m¥li pouºívat koeﬁcienty a, u nichº je rozdíl
od ideální hodnoty co moºná nejmen²í, a nespoléhat pouze na to, ºe koeﬁcient a spl¬uje
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podmínku tolerance. Pomocí zvolených prvo£ísel vytvo°íme koeﬁcient a jejich vynásobením.
Získáváme tak a = 96559.
8.3.2 Získání koeﬁcient· b a c
S vygenerovaným koeﬁcientem a m·ºeme p°ejít k výpo£tu zbylých koeﬁcient·. Nejprve se
po£ítá koeﬁcient b. Musíme tedy spo£íst jednotlivá Bl, tak aby spl¬ovala podmínky uvedené
v 6.39. Zde v²ak nastává drobný problém. Pokud se pokusíme splnit první £ást podmínky,
B2l ≡ N (mod ql), kdy p°íslu²né Bl hledáme pomocí Tonelli-Shanksova algoritmu (viz kap.
3.4), zjistíme, ºe získané Bl nespl¬uje druhou £ást podmínky Bl ≡ 0 (mod qj). Pokud se
naopak pokusíme nejd°íve splnit druhou £ást podmínky, kterou m·ºeme vy°e²it tak, ºe
spo£teme Bl = a/ql, zjistíme, ºe v takovém p°ípad¥ nebude spln¥na první £ást podmínky.
Oba výpo£ty v²ak m·ºeme vhodn¥ zkombinovat, a získáme tak poºadované Bl. Postup je
tento:
1. e²íme t2 ≡ N (mod ql) pomocí Tonelli-Shanksova algoritmu, tím získáme první °e²ení
t1
2. Jelikoº má ale rovnice dv¥ °e²ení, druhé °e²ení získáme:







al ∗ a−1l ≡ 1 (mod ql) (8.3)
5. Následn¥ spo£teme:
γ1 = t1 ∗ a−1l (mod ql)
γ2 = t2 ∗ a−1l (mod ql)
(8.4)
6. Pokud γ1 < γ2 pak:
Bl = al ∗ γ1 (8.5)
7. Jinak:
Bl = al ∗ γ2 (8.6)
Z p°edvedeného postupu m·ºeme vysledovat, ºe spo£tená inverzní hodnota a−1l zde slouºí
jako propojovací prvek, a zajistí nám tak spln¥ní obou £ástí podmínky. Tento postup










Výsledná hodnota pro B2 pak je 47053.
První hodnotu koeﬁcientu získáme jako b =
∑s
l=1Bl. Po£et v²ech moºných hodnot b
pro daný koeﬁcient a je 2s−1. V na²em p°ípad¥ tak pro dané a máme k dispozici 2 hodnoty
b, kdy první hodnota bude b = 55280. Obecn¥, kdyº je t°eba vygenerovat nový polynom,
pak dal²í hodnotu b získáme pomocí Greyova kódu (viz 6.40). Koeﬁcient c pak jednodu²e
spo£teme pomocí n = b2 − ac, v na²em p°íklad¥ tak c = −200149377145639.
8.4 Fáze prosévání
Prosévání je £asov¥ nejnáro£n¥j²í £ástí algoritmu, kdy se snaºíme nalézt pot°ebný po£et
relací k pozd¥j²ímu hledání nulového vektoru. Prosévání se skládá z hledání ko°en· prvo£ísel
pro jednotlivé polynomy, hledání kandidát· na B-hladké £íslo a samotné ov¥°ení, zda je
kandidát opravdu B-hladkým £íslem.
Na za£átku prosévání novým polynomem je nejprve nutné si spo£ítat ko°eny jednotlivých
prvo£ísel. Ko°eny nám ur£í, která hodnota z intervalu 〈−M ;M〉 bude d¥litelná daným pr-
vo£íslem p. Jednotlivé ko°eny získáme výpo£tem vztahu x ≡ ±t − b, kde t2 ≡ N (mod p),
a tedy t op¥t po£ítáme pomocí Tonelli-Shanksova algoritmu. Platí, ºe je-li pro danou hod-
notu z intervalu polynom d¥litelný daným prvo£íslem p, Qa,b (x) ≡ 0 (mod p), pak je poly-
nom d¥litelný tímto prvo£íslem p i pro x+ p, x+ 2p, x+ 3p, . . .. Jelikoº nepracujeme pouze
v intervalu 〈0;M〉, ale v intervalu 〈−M ;M〉, pak musíme spo£ítat i ko°eny pro záporné
hodnoty. Ty získáme výpo£tem xneg = x− p. V na²em p°ípad¥ tak nap°íklad pro prvo£íslo
p = 11 budou ko°eny pro kladnou £ást intervalu x1 = 7 a x2 = 5. Pro zápornou £ást in-
tervalu pak budou ko°eny xneg1 = −4 a xneg2 = −6. Výjimkou je prvo£íslo 2, které má jen
jeden ko°en pro kladnou £ást intervalu, a tedy i jen jeden ko°en pro zápornou £ást inter-
valu. Pro prvo£ísla, jeº jsou d¥liteli koeﬁcientu a se v této práci ko°eny nepo£ítají a p°es
tato prvo£ísla se ani neprosívá. Prosévání p°es tato prvo£ísla je ov²em také moºné pouze za
spln¥ní ur£itých podmínek. Tyto podmínky jsou blíºe popsány v £lánku [4].
Je vhodné zmínit, ºe jednotlivé fáze prosévání, tedy výpo£et ko°en·, hledání kandidát·
a ov¥°ení kandidát·, se mohou navzájem prolínat vzhledem k optimalizaci rychlosti metody
SIQS. V rámci této práce ale budou jednotlivé fáze, pro lep²í demonstraci a lep²í pochopení
metody, probíhat v daném po°adí.
8.4.1 Hledání kandidát· B-hladkých £ísel
Hledání kandidát· probíhá tak, ºe procházíme zvolený interval 〈−M ;M〉, a pokud je poly-
nom pro danou hodnotu z intervalu d¥litelný prvo£íslem p, coº zjistíme ze spo£tených ko°en·,
pak pro danou hodnotu p°i£teme do n¥jakého £íta£e hodnotu log (p). Aº projdeme celý in-
terval a v²echny ko°eny, za£neme hledat kandidáty na B-hladké £íslo. Kandidátem je ur£ena
kaºdá hodnota polynomu, pro niº £íta£ p°esáhl hodnotu log (2x
√
n), kde x ∈ 〈−M ;M〉.
V na²em p°íkladu bylo nalezeno 2085 kandidát· pro kladnou £ást intervalu a 2007 pro zá-
pornou £ást intervalu. Po£et kandidát· se m·ºe li²it od implementace. V této práci, jak
bylo zmín¥no, se neprosévá p°es d¥litele koeﬁcientu a, a tak se u log (2x
√
n) po£ítá s jis-
tou chybou, nelze tak brát demonstrované po£ty kandidát· brát jako závazné. Obecn¥ ale
je vhodné hledat kandidáty co nejp°esn¥ji, protoºe £ím p°esn¥ji kandidáty vybíráme, tím
rychlej²í bude jejich následné ov¥°ení, a tedy i samotná faktorizace bude rychlej²í.
V rámci této práce je hledání kandidát· provedeno tak, ºe se prochází faktoriza£ní báze
po prvo£íslech a kaºdý ko°en p°íslu²ného prvo£ísla p je °e²en zvlá²´. Nejd°íve se vezme první
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ko°en pro kladnou £ást intervalu a £íta£ pro p°íslu²nou hodnotu intervalu, která je rovna
ko°enu, je navý²ena o log (p). Hodnota ko°ene je navý²ena o hodnotu prvo£ísla a p°íslu²ný £í-
ta£ je op¥t navý²en. Tento proces je provád¥n tak dlouho, dokud hodnota ko°ene nep°esáhne
horní mez intervalu, v tomto p°íkladu tedy hodnotu 65536. Stejný proces je proveden i pro
druhý ko°en kladné £ásti intervalu a obdobn¥ pak pro oba ko°eny záporné £ásti intervalu.
Pro demonstraci pro prvo£íslo 11 tak nejprve procházíme kladnou £ást intervalu, kde ko°en
x1 = 7. Na pozici 7 je tedy zvý²en £íta£ o log (11). íta£ pak navý²íme také o log (11) na
pozicích 18, 29, . . . , 65534.
8.4.2 Ov¥°ení kandidát·
Ov¥°ení, ºe kandidát je opravdu B-hladké £íslo, provádíme tak, ºe spo£teme hodnotu poly-
nomu pro daného kandidáta a následn¥ tuto hodnotu pod¥líme v²emi prvo£ísly z faktoriza£ní
báze. Hodnotu polynomu spo£ítáme dle 6.36. P°i d¥lení je nutné brát do úvahy, ºe £íslo by
mohlo být sloºeno z mocnin prvo£ísel. Pokud je výsledkem po d¥lení v²emi prvo£ísly 1,
nalezli jsme B-hladké £íslo. Pro nalezené B-hladké £íslo si uloºíme jeho relaci, tedy vektor
exponent· v prostoru modulo 2, a p°ejdeme na ov¥°ení dal²ího kandidáta.
Ve skute£nosti není nutné po£ítat hodnotu dle 6.36, ale sta£í spo£íst hodnotu pomocí
6.35. To je moºné, protoºe je-li hodnota dle 6.35 B-hladkým £íslem, pak je hodnota dle 6.36
také B-hladká vzhledem k tomu, ºe koeﬁcient a je sloºen z prvo£ísel z faktoriza£ní báze.
Dojde tak k u²et°ení n¥kolika aritmetických operací.
V na²em p°íklad¥ bylo nalezeno 633 relací. Oproti po£tu kandidát·, u kterého jsme
°ekli, ºe se m·ºe li²it, tak po£et nalezených relací by se nem¥l p°íli² li²it i p°i úpln¥ odli²né
implementaci metody. Li²it se m·ºe maximáln¥ v jednotkách, a to za p°edpokladu, ºe daná
implementace prosévá i p°es d¥litele koeﬁcientu a.
Prvním nalezeným kandidátem je x = 2. Spo£tená hodnota pro tohoto kandidáta je
−200149376538283. Toto £íslo se rozloºí na −1 ∗ 43 ∗ 53 ∗ 792 ∗ 14071997. Nejvy²²í prvo£íslo
ve faktoriza£ní bázi v²ak je 3169, a tak toto £íslo nem·ºe být povaºováno za B-hladké.
První B-hladké £íslo bylo nalezeno pro x = 247. Spo£tená hodnota je −200143458869288
a je rozloºitelná na −1 ∗ 23 ∗ 11 ∗ 23 ∗ 47 ∗ 683 ∗ 1019 ∗ 3023. Výsledkem po d¥lení v²emi
prvo£ísly z faktoriza£ní báze tak získáme −1. Kv·li t¥mto p°ípad·m se do faktoriza£ní báze








kde poslední 1 ve vektoru exponent· zastupuje −1. Z vektoru exponent· lze vypozorovat,
ºe i kdyº hledáme B-hladká £ísla pomocí 6.35, je nutné pak do vektoru exponent· uloºit
i v²echny d¥litele koeﬁcientu a. Pokud bychom tak neud¥lali, nebylo by moºné ur£it, ke




Aby bylo moºné hledat kombinaci relací takových, ºe jejich sou£tem dostaneme nulový
vektor, pot°ebujeme zajistit, aby ve vytvo°ené matici zcela jist¥ byla lineární závislost. Toho
dosáhneme tak, ºe nasbíráme o jednu relaci více, neº je po£et prvo£ísel ve faktoriza£ní bázi.
To znamená, ºe vytvo°ená matice bude mít o jeden °ádek více, neº je po£et sloupc·. V na²em
p°íklad¥ obsahuje faktoriza£ní báze 219 prvo£ísel, takºe po£et relací, který pot°ebujeme
posbírat, je 220. Ve skute£nosti jsme ale do faktoriza£ní báze zavedli i ﬁktivní prvo£íslo
−1, a tak po£et relací, které je nutné nasbírat je 221. Jelikoº se nám ale poda°ilo jedním
polynomem nasbírat 633 relací, je po£et nasbíraných relací více neº dostatek.
P°ed samotným hledáním lineární závislosti je v²ak nutné je²t¥ relace projít a vy°adit ty,
které by mohli vést k selhání ve fázi lineární algebry. Jedny z takových relací jsou duplikanty,
tedy relace, které se shodují s n¥jakou d°íve uloºenou relací. Duplikant vytvo°í se stejnou
d°íve uloºenou relací nulový vektor, tento nulový vektor by v²ak vedl k získání triviálního
d¥litele, který v²ak pro nás není zajímavý. Dal²í relace, které je nutné odstranit, jsou nulové
vektory. Taková relace m·ºe být samotná °e²ením a vést k nalezení d¥litele zadaného £ísla
n, p°ed jejím odstran¥ním je tak vhodné ov¥°it, zda tomu tak není. Poslední typ relací, které
se snaºíme odstranit, jsou tzv. singletony. Singletony jsou relace obsahující prvo£íslo, které
není obsaºeno v ºádné jiné relaci. Tyto relace p°ímo nevedou k selhání metody p°i hledání
lineární závislosti, ale jelikoº neexistuje relace, která by obsahovala dané prvo£íslo, tak relace
nikdy nem·ºe byt sou£ástí kombinace relací, které by tvo°ily nulový vektor. Odstran¥ním
singleton· tak zvy²ujeme pravd¥podobnost na nalezení d¥litele zadaného £ísla n.
V na²em p°íklad¥ tak lze nalézt 3 singletony, rs1 = 126, rs2 = 547 a rs3 = 629. Op¥t
platí, ºe pozice singleton· se budou v r·zných implementacích li²it pouze o jednotky a to
jen pokud bude zavedeno prosévání p°es d¥litele koeﬁcientu a. I p°es to, kolik bylo nalezeno
relací, nebyl nalezen ºádný duplikant a nulový vektor. Celkový po£et relací, které budou
pouºity ve fázi lineární algebry, tak je 630.
8.6 Fáze lineární algebry
Vý²e bylo °e£eno, ºe pro fázi lineární algebry pot°ebujeme nasbírat minimáln¥ 221 relací.
Fakt, ºe jsme jich ve skute£nosti nasbírali více v·bec nevadí, naopak toho m·ºeme vyuºít.
Vºdy kdyº je dokon£ena fáze prosévání a p°edzpracování matice, sestavíme matici ze v²ech
relací, které nám z·staly k dispozici. Samoz°ejm¥ po£et zbylých relací musí být po fázi
p°edzpracování matice stále alespo¬ o 1 v¥t²í neº je po£et prvo£ísel faktoriza£ní báze v£etn¥
£ísla−1. V¥t²í po£et relací neº je pot°ebný po£et, nám v²ak poskytuje v¥t²í pravd¥podobnost
nalezení nulového vektoru, respektive získáme více variant, jak dosáhnout nulového vektoru.
Kaºdá varianta by nám m¥la poskytnout 50% pravd¥podobnost na získání netriviálního
d¥litele. V²ech moºných variant bude obvykle více, a tak je vhodné omezit po£et zkoumaných
variant na ur£itý po£et, nap°íklad 10, protoºe v takovém p°ípad¥ je uº pravd¥podobnost, ºe
bychom vºdy nalezli pouze triviálního d¥litele zadaného £ísla n, minimální.
Metod pro nalezení lineární závislosti je v¥t²í mnoºství a kaºdá metoda se pom¥rn¥ dost
odli²uje od metod ostatních. I kdyº se v na²em p°íklad¥ jedná o pom¥rn¥ malé faktorizo-
vané £íslo, matice jiº dosahuje v¥t²ích rozm¥r·. Z t¥chto d·vodu není moºné prezentovat
konkrétní £ísla. Je vhodné upozornit, ºe fáze lineární algebry je £ástí SIQS, která je velmi
nepr·hledná a dost citlivá jak na vstupní data, tak na samotnou správnost implementace.
Vzhledem k tomu, ºe v této fázi se bude pracovat s opravdu velkými maticemi, je manuální
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kontrola velmi obtíºná, a tak je nutné v¥novat dostatek pozornosti p°i implementaci této
£ásti a provád¥t pat°i£né testy, aby byly v²echny vzniklé chyby odstran¥ny co nejd°íve.
8.7 Spo£tení d¥litele zadaného £ísla
Pro kaºdou variantu vedoucí k získaní nulového vektoru následn¥ ov¥°ujeme, zda platí
GCD (X − Y, n). Hodnotu X získáme takto:
X = (
∑
(ax− b))mod n (8.9)
a Y pak jako:
Y =
√∑
(ax− b)2 − n mod n (8.10)
V na²em p°íklad¥ varianta, která vedla k nalezení netriviálního d¥litele, obsahovala 64
vektor·. Není tak moºné zde vypsat celý výpo£et hodnot X a Y . Na p°iloºeném DVD k této
práci je v²ak moºné na uvedeném míst¥ nalézt soubor s názvem Example/result.txt, ve kterém
je daný výpo£et proveden, a tak £tená° m·ºe na výpo£et v p°ípad¥ zájmu nahlédnout.
8.8 Dodatek k p°íkladu
Na p°íkladu byl ukázán základní princip fungování metody SIQS. I p°es to, ºe byly projity
v²echny fáze SIQS, nebylo pokryto ze SIQS v²e. Jednou z v¥cí, která nebyla blíºe probrána, je
vým¥na polynomu. Jak bylo ukázáno, tak v tomto p°íklad¥ vým¥na polynomu nebyla nutná.
P°íklad, na kterém by mohla být demonstrována SIQS i s vým¥nou polynomu, by zahrnoval
p°íli² velká £ísla, a tak by metoda stejn¥ nemohla být p°edvedena v plném rozsahu. Aby ale
£tená° nebyl ochuzen, p°ípadn¥ by si pot°eboval zkontrolovat funk£nost své implementace
i pro v¥t²í £ísla, byly na p°iloºené DVD této práce uloºeny i soubory (Example/60dec), které
obsahují v²echny pot°ebné hodnoty získané p°i faktorizaci £ísla o 40 dekadických £íslicích.
Metoda SIQS zde byla p°edvedena v základní form¥. Je v²ak vhodné tuto metodu
vylep²it o Knuth-Schroeppel·v algoritmus, který vypo£ítává nejvhodn¥j²í koeﬁcient, s nímº
je následn¥ zadané £íslo n vynásobeno. Výsledkem je pak efektivn¥j²í faktorizace, protoºe
do faktoriza£ní báze jsou zahrnuty i malá prvo£ísla. Dále by metoda SIQS m¥la pouºívat
mechanizmus Large Prime Variation (viz kap. 6.6.3). Nutná úprava SIQS je v tomto p°ípad¥
minimální, ale naopak má velký dopad na rychlost faktorizace. Díky této úprav¥ jsme nuceni




9.1 Zadání £ísla k faktorizaci
íslo N , které má být faktorizováno, je p°edáno algoritmu p°es jediný parametr, který
algoritmus p°ijímá. Algoritmus nejd°íve zjistí, zda zadané £íslo není prvo£íslem. V takovém
p°ípad¥ zadané £íslo nemá netriviálního d¥litele, a výsledkem by tak bylo prvo£íslo samotné.
Nejedná-li se o prvo£íslo, pak je zkoumáno, zda je zadané £íslo d¥litelné prvními 50 prvo£ísly.
Pokud ano, je vypsáno °e²ení a algoritmus ukon£en. V opa£ném p°ípad¥ algoritmus zjistí
velikost tohoto £ísla v dekadických £íslicích. Pokud zadané £íslo má 30 dekadických £íslic
£i mén¥, pak je toto £íslo faktorizováno Pollard ρ metodou (viz kap. 6.2), která je pro
faktorizování £ísel o této velikosti vhodn¥j²í. Je-li zadané £íslo naopak v¥t²í, p°istoupí se
k pouºití metody SIQS.
9.2 P°íprava SIQS
U kaºdého zadaného £ísla n je nejprve zji²t¥na jeho délka v bitech. Na základ¥ této infor-
mace je vybráno nejvhodn¥j²í nastavení SIQS. Do nastavení je za°azena maximální velikost
faktoriza£ní báze F , velikost prosévacího intervalu M , kolik prvo£ísel budeme brát v potaz
p°i uplat¬ování Large Prime Variation, a optimální po£et d¥litel· koeﬁcientu a.
Následn¥ se p°echází k na£ítání prvo£ísel do faktoriza£ní báze. U kaºdého prvo£ísla se
kontroluje jeho hodnota Legendreova symbolu (viz kap. 2.7). Je-li hodnota rovna 0, pak
jsme p°ímo na²li d¥litele zadaného £ísla, a tak sta£í pouze vypsat výsledek a algoritmus je
ukon£en. Je-li hodnota rovna 1, pak toto prvo£íslo ukládáme do faktoriza£ní báze, jeº je ve
form¥ datového typu vector, a bude dále slouºit k identiﬁkaci B-hladkých £ísel. V opa£ném
p°ípad¥ prvo£íslo do faktoriza£ní báze neukládáme. V obou p°ípadech je ale inkrementován
£íta£ jiº prozkoumaných prvo£ísel. Dokud £íta£ nedosáhne hodnoty F , je proces opakován.
Dokon£ením tohoto procesu získáme faktoriza£ní bázi, kterou budeme dále ozna£ovat B. Ob-
dobným zp·sobem na£teme i prvo£ísla pro Large Prime Variation. Ta ale budou ukládána
do datového typu map, aby se urychlilo hledání správného prvo£ísla ve fázi ov¥°ování kan-
didát·.
Dal²ím krokem je výpo£et logaritm· pro jednotlivá prvo£ísla z faktoriza£ní báze B. Tyto
logaritmy budou pouºity nap°íklad p°i hledání d¥litel· koeﬁcientu a. Díky uloºení t¥chto
logaritm· nebude nutné je po£ítat pokaºdé, kdyº budou pot°eba, a tak dojde k urychlení
výpo£tu.
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P°edposledním krokem v p°íprav¥ SIQS je výpo£et ideální hodnoty koeﬁcientu a, aideal.
Ten provedeme dle vzorce aideal =
√
2n/M. Získaná hodnota s maximální deﬁnovanou od-
chylkou nám pak bude slouºit ke generování koeﬁcientu a.
Generování koeﬁcientu a je provedeno principem, který byl p°edstaven v tomto £lánku
[2]. Je tak nutné rozd¥lit faktoriza£ní bázi na dv¥ £ásti. Do které £ásti prvo£íslo z faktoriza£ní
báze pat°í, ur£íme dle jeho indexu. V²echna prvo£ísla se sudým indexem budou v první £ásti,
s lichým pak v £ásti druhé. Z první £ásti vytvo°íme v²echny trojice. Jednotlivé trojice jsou
uloºeny v binárním vyhledávacím stromu, kde klí£em je suma logaritm· prvo£ísel tvo°ící
danou trojici. Druhá £ást prvo£ísel je uloºena do datového typu vector. Jak jsou tyto dv¥ £ásti
pouºity je vysv¥tleno v kapitole 9.3. Na dv¥ £ásti v²ak nerozd¥lujeme celou faktoriza£ní bázi,
ale pouze námi ur£enou £ást této faktoriza£ní báze. Je tak spo£tena ideální hodnota d¥litele
koeﬁcientu a. Tuto hodnotu spo£teme pomocí vzorce dideal = s
√
aideal. K této hodnot¥
nalezneme index i nejbliº²ího prvo£ísla z faktoriza£ní báze. Interval 〈i− 10; i+ 200〉 pak
ozna£uje £ást faktoriza£ní báze, která bude dále rozd¥lena na zmín¥né dv¥ men²í £ásti. Je
pouºito pouze 10 prvo£ísel men²ích neº prvo£íslo na indexu i, protoºe pouºitá prvo£ísla
by nem¥la být p°íli² malá. Do²lo by totiº ke generování polynom·, jejichº hodnoty by se
pravd¥podobn¥ £ast¥ji opakovaly, a docházelo by tak k nalezení duplicitních hodnot, coº
není ºádoucí. Pan Contini uvádí ve svém £lánku [4], ºe prvo£ísla, která pouºili ke generování
koeﬁcientu a, nebyla nikdy men²í neº 2000. Díky pouºitému principu v této práci je moºné,
ºe jedním z d¥litel· koeﬁcientu a bude i prvo£íslo men²í neº 2000, polynomy v²ak budou
generovány tak, aby pravd¥podobnost duplicitních hodnot byla minimální.
Nevýhodou tohoto °e²ení je jeho pom¥rn¥ v¥t²í £asová náro£nost. ím v¥t²í £íslo ale
faktorizujeme, tím zanedbateln¥j²í je £as strávený p°i této inicializaci.
9.3 Generování polynomu
Fáze generování polynomu má velký vliv na samotnou faktorizaci. Je vhodné tak vybrat
postup generování jednotlivých koeﬁcient· polynomu, aby byla pravd¥podobnost nalezení
B-hladké hodnoty co moºná nejvy²²í. Hlavní d·raz je kladen na co nejp°esn¥j²í generování
hodnot koeﬁcientu a vzhledem k jeho ideální hodnot¥ aideal. Experimentáln¥ bylo zji²t¥no, ºe
polynom je moºné povaºovat za kvalitní, pokud rozdíl logaritmu koeﬁcientu a a logaritmu
jeho ideální hodnoty aideal není v¥t²í neº 0.02. V p°iloºených souborech na DVD, které
slouºí k demonstraci faktorizace £ísla o 40 dekadických £íslicích, je ukázáno, ºe implementace
vytvo°ená v rámci této práce je schopna generovat koeﬁcienty a s °ádov¥ v¥t²í p°esností.
9.3.1 Generování koeﬁcientu a
Jako první je nutné spo£ítat koeﬁcient a generujícího polynomu, tak jak byl p°edstaven
v kapitole 6.8. Koeﬁcient a je u SIQS získán jako produkt vybraných prvo£ísel z faktoriza£ní
báze. Prvo£ísla, ze kterých bude koeﬁcient a sloºen, nelze v²ak vybírat náhodn¥ £i dle
libosti. Je nutné, aby a bylo co moºná nejblíºe hodnot¥ ideálního a, kterou jsme stanovili
jako aideal =
√
2n/M. Vytvo°ili jsme si tedy dv¥ £ásti z faktoriza£ní báze zp·sobem popsaným
v kapitole 9.2. ást, která je uloºena ve vectoru, bude slouºit k výb¥ru d¥litel· koeﬁcientu a
algoritmem NEXKSB [13]. Algoritmus na základ¥ lexikograﬁckého se°azení prvo£ísel vybírá
vºdy následující k-tici z celkového po£tu prvo£ísel, který pro tento algoritmus pouºijeme.
V tomto p°ípad¥ k = s− 3. Zbylá 3 prvo£ísla vybíráme ze v²ech trojic, které jsme vytvo°ili
pomocí druhé £ásti faktoriza£ní báze.
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Postup je takový, ºe p°i pot°eb¥ vygenerování nového koeﬁcientu a je nejd°íve pouºit
algoritmus NEXKSB, kterým získáme s− 3 d¥litel· koeﬁcientu a. Spo£teme logaritmus pro
hodnotu aideal a spo£teme sumu logaritm· získaných d¥litel·. Rozdíl t¥chto hodnot slouºí
k nalezení zbylých 3 d¥litel· v binárním vyhledávacím stromu, který obsahuje v²echny trojice
prvo£ísel z první £ásti faktoriza£ní báze. Jak bylo °e£eno vý²e, klí£em kaºdého záznamu ve
stromu je suma logaritm· prvo£ísel v daném záznamu, a tak se snaºíme najít trojici, jejíº
logaritmus je nejblíºe spo£tenému rozdílu.
Díky tomuto postupu si zajistíme, ºe dva vygenerované polynomy nikdy nebudou mít
stejný koeﬁcient a. Je sice moºné, ºe pro dva koeﬁcienty a bude vybrána stejná trojice
z binárního vyhledávacího stromu, ale díky algoritmu NEXKSB nikdy nezískáme stejnou
k-tici. Daný postup je tak vhodný pro paralelní pouºití, protoºe kaºdé vlákno bude mít
vºdy jiný koeﬁcient a, se kterým bude pracovat. Také díky tomu, ºe se poslední 3 d¥litelé
koeﬁcientu a vybírají tak, aby se logaritmus a blíºil co nejvíce logaritmu aideal, je zaru£eno, ºe
se budou generovat polynomy, u kterých bude vysoká pravd¥podobnost nalezení B-hladkého
£ísla.
9.3.2 Generování koeﬁcientu b a c
Následn¥ je nutné spo£íst koeﬁcient b. Jak víme z kap. 6.8, pro kaºdé a jsme schopni nalézt
2s−1 koeﬁcient· b, a tedy vytvo°it 2s−1 r·zných polynom·. Jednotlivé koeﬁcienty b m·ºeme
hledat pouze pomocí Tonelliho-Shanksova algoritmu (viz kap. 3.4). To by ale bylo p°íli²
zdlouhavé, a tedy i neefektivní. Místo toho hledáme taková Bl, která spl¬ují vztah uvedený
v 6.39. Nalézt takové Bl, aby spl¬ovalo Bl ≡ N (mod ql), je pom¥rn¥ jednoduché, protoºe
m·ºeme vyuºít Tonelli-Shanksova algoritmu. Takto nalezené Bl v²ak velice pravd¥podobn¥
nebude spl¬ovat podmínku Bl ≡ 0 (mod qj) pro 1 ≤ j ≤ s, j 6= l. To lze vy°e²it tak, ºe
Bl vynásobíme al, kde al je produktem v²ech qj . Hodnotu Bl dále vynásobíme inverzním
prvkem k al, a−1l , v rámci modulo ql. Jelikoº víme, ºe ala
−1
l = 1(modql) z 2.24, zajistíme si,
ºe dané Bl bude d¥litelné kterýmkoli prvo£íslem, jeº je d¥litelem a a je r·zné od ql, zárove¬
ale z·stane zachována vlastnost, ºe druhá mocnina Bl je kongruentní k N modulo ql, a tedy
jsou spln¥ny ob¥ podmínky pro Bl. Ozna£íme-li hodnotu nalezenou Tonelli-Shanksovým
algoritmem jako tl, pak úplný výpo£et Bl vypadá následovn¥:
Bl = tl ∗ al ∗ a−1l (9.1)
Sou£tem v²ech Bl získáme první koeﬁcient b, který bude spl¬ovat stanovenou podmínku
b2 ≡ N (mod a). Dal²í b nalezneme pomocí Greyova kódu (viz kap. 3.1) vztahem 6.40. Pokud
jsou známy koeﬁcienty a a b, spo£tení koeﬁcientu c je pak triviální záleºitostí.
9.3.3 Zavedený paralelizmus
Paralelizmus v této implementaci vzniká poºadavkem na první vygenerování polynomu.
Paralelizmus je °e²en pomocí OpenMP a po£et vláken není nijak omezen. To má za následek,
ºe kaºdé vlákno pracuje se svým polynomem nezávisle na ostatních a je zpracováváno na-
jednou tolik polynom·, kolik máme vláken k dispozici. Díky pouºití principu generování
koeﬁcientu a s algoritmem NEXKSB máme zaji²t¥no, ºe kaºdé vlákno bude mít sv·j poly-
nom vºdy odli²ný od ostatních. Aby to v²ak byla úplná pravda, algoritmus NEXKSB musel
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být vloºen do kritické sekce, jedin¥ tak lze originalitu polynomu zcela zaru£it. Jelikoº koeﬁ-
cienty b a c jsou zcela závislé na koeﬁcientu a, bude mít kaºdé vlákno tyto koeﬁcienty také
odli²né a není t°eba je sdílet, komunikace tak mezi vlákny bude minimální.
9.4 Fáze prosévání
Prosévání je £asov¥ nejnáro£n¥j²í £ástí algoritmu, kdy se snaºíme nalézt pot°ebný po£et
relací k pozd¥j²ímu hledání nulového vektoru.
9.4.1 Výpo£et ko°en·
Prvním krokem ve fázi prosévání je výpo£et ko°en· pro kaºdé prvo£íslo (viz kap 8.4 a 7.4).
Ko°eny se ukládají pouze pro kladnou £ást intervalu 〈−M ;M〉, pro zápornou £ást jsou
v p°ípad¥ pot°eby dopo£teny. Pokud je vygenerován nový polynom, ko°eny tak budou jiné,
a je tedy nutné je znovu spo£íst. Ko°eny jsou ukládány do struktury spole£n¥ s p°íslu²ným
prvo£íslem, aby bylo jednozna£né, ke kterému prvo£íslu dané ko°eny náleºí.
9.4.2 Hledání kandidát· B-hladkých £ísel
Prosévání se provádí p°es celou faktoriza£ní bázi. Pro kaºdé prvo£íslo z faktoriza£ní báze se
na£tou jeho ko°eny. Pro kaºdý ko°en daného prvo£ísla p se inicializuje smy£ka for na hodnotu
ko°ene, nastaví se krok o velikosti daného prvo£ísla a iteruje se, dokud hodnota £íta£e
nep°ekro£í horní mez intervalu 〈0;M〉 resp. 〈−M ; 0〉 pro záporné ko°eny. Hodnota £íta£e nám
v kaºdé iteraci jednozna£n¥ ur£uje, pro kterou hodnotu x ∈ 〈0;M〉 resp. x ∈ 〈−M ; 0〉 bude
polynom d¥litelný daným prvo£íslem. Do vytvo°eného pole na p°íslu²nou pozici x p°i£teme
log (p) a do mapy uloºíme na pozici x prvo£íslo p jakoºto d¥litele hodnoty polynomu pro
dané x. Po projití v²ech prvo£ísel se prochází pole spo£tených hodnot pro kaºdé x. Pokud je
v poli pro dané x uloºená hodnota v¥t²í neº log (2x
√
n), pak jsme nalezli kandidáta, který
bude blíºe prozkoumán.
9.4.3 Ov¥°ení kandidát·
U v²ech nalezených kandidát· následn¥ postupujeme tak, ºe nejd°íve vypo£teme hodnotu
polynomu pro dané x. Ve skute£nosti nemusíme po£ítat hodnotu polynomu a∗(ax2+2bx+c),
ale sta£í nám, kdyº vypo£teme ax2 + 2bx+ c, protoºe a je sloºeno z prvo£ísel z faktoriza£ní
báze, a tyto d¥litele tedy známe. Spo£tenou hodnotu vyd¥líme v²emi prvo£ísly, které máme
uloºené v map¥ na p°íslu²né pozici. Jelikoº spo£tená hodnota m·ºe být d¥litelná daným
prvo£íslem n¥kolikrát, d¥lí se kaºdým prvo£íslem tak dlouho, dokud vychází zbytek po d¥lení
daným prvo£íslem 0. Pokud je výsledkem po d¥lení v²emi uloºenými prvo£ísly 1, pak jsme
nalezli B-hladké £íslo. V takovém p°ípad¥ je vytvo°en vektor exponent· v rámci modulo
2, kde 1 bude ve vektoru zastupovat v²echny liché mocniny d¥litel· a 0 bude zastupovat
v²echny sudé mocniny d¥litel· nebo prvo£ísla, jeº se d¥lení neú£astnila. Vektor exponent·
se ukládá do vector<bool>, kde jednotlivé bool hodnoty zastupují jedno prvo£íslo.
V mnoha p°ípadech nastane situace, kdy spo£tením hodnoty dle vý²e zmín¥ného vzorce
nám vyjde záporná hodnota. Z tohoto d·vodu zavádíme do faktoriza£ní báze i £íslo −1,
které slouºí jako ﬁktivní prvo£íslo a pomáhá nám tuto situaci °e²it.
Do kaºdého vektoru exponent· je v²ak nutné je²t¥ za°adit prvo£ísla, která jsou d¥liteli
koeﬁcientu a. Pokud by se na tento fakt zapomn¥lo, pak by kaºdý vektor exponent· byl po-
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vaºován za vytvo°ený ze stejného polynomu, coº by vedlo k nár·stu duplikant·, ale hlavn¥
p°i faktorizaci, kde by do²lo k vým¥n¥ koeﬁcientu a, by taková chyba vedla k selhání ve
fázi lineární algebry. Naopak tato chyba se nijak neprojeví, pokud nedojde p°i faktorizaci
k vým¥n¥ koeﬁcientu a, coº m·ºe být nap°íklad v raných fázích implementace, kdy se
snaºíme ov¥°it, zda metoda SIQS funguje jako celek na £íslech do 30 dekadických £íslic.
U této chyby je problém, ºe se projeví aº ve fázi lineární algebry, kde sice budou nalezeny
nulové vektory, ale tém¥° v²echny povedou nalezení triviálních d¥litel· a nalezení netriviál-
ního d¥litele je tak spí²e otázkou ²t¥stí. Jelikoº se ve fázi lineární algebry pracuje s pom¥rn¥
velkými maticemi, je hledání této chyby velice náro£né, a navíc chyba nevzniká ve fázi
lineární algebry, ale jiº ve fázi prosévání, kdy jsou ²patn¥ vytvá°eny vektory exponent·.
U²et°ení jednoho násobení koeﬁcientem a nám tak sice urychlí výpo£et, ale nesmí být za-
pomenuto na zahrnutí d¥litel· tohoto koeﬁcientu do vektoru exponent·, protoºe následné
hledání chyby m·ºe být velice obtíºné.
Kdyº máme vytvo°en exponent vektor·, pak tento vektor uloºíme do p°íslu²né struktury.
Do této struktury dále uloºíme koeﬁcienty a, b, c a prom¥nnou x. Napln¥nou strukturu pak
uloºíme do vektoru. Vytvo°ený vektor exponent· budu v práci dále nazývat relací £i úplnou
relací.
Pokud výsledkem po d¥lení v²emi prvo£ísly nebyla 1, pak je nutné ov¥°it, zda se nejedná
o prvo£íslo, které je sice tak velké, ºe jej nemáme ve faktoriza£ní bázi, ale je v na²em
zvoleném intervalu v¥t²ích prvo£ísel, se kterými budeme uplat¬ovat roz²í°ení Single Large
Prime Variation (viz kap. 6.6.3). Pokud se jedná opravdu o takové prvo£íslo, pak je následný
postup velmi podobný tomu, jaký byl pouºit u úplných relací. Vytvo°íme vektor exponent·
v rámci modulo 2 a tento vektor uloºíme do multimapy, kde klí£em bude práv¥ výsledné
prvo£íslo. K vektoru exponent· jsou dále uloºeny koeﬁcienty a, b, c a prom¥nná x. Vytvo°ený
vektor exponent· budu v tomto p°ípad¥ dále nazývat relací, pokud nebude nutné rozli²ovat
vektor exponent· pro velké prvo£íslo a vektor exponent· pro B-hladké £íslo, nebo £áste£nou
relací, pokud bude nutné vektory exponent· rozli²ovat.
Uloºením v²ech kandidát· kon£í prosévání nad daným polynomem a polynom je po-
vaºován za vy£erpaný. Pokud bylo nasbíráno mén¥ relací neº je pot°eba, je vygenerován
nový polynom a proces se opakuje. V opa£ném p°ípad¥ se p°echází do fáze vytvá°ení matice
a následn¥ do fáze lineární algebry. V této práci, díky pouºití Single Large Prime Variation, se
sbírá pouze o 5% více relací neº je polovina pot°ebného po£tu. Zbytek pot°ebných úplných
relací bude sloºeno z £áste£ných relací. Doba faktorizace je tak zna£n¥ urychlena. M·ºe
v²ak nastat situace, kdy i p°es sloºení úplných relací z t¥ch £áste£ných, nebude nasbírán
dostate£ný po£et relací. V takovém p°ípad¥ je nutné vygenerovat nové polynomy a zbylé
relace dosbírat. Díky pouºití algoritmu NEXKSB je zaji²t¥no, ºe v p°ípad¥ nutnosti ob-
novy procesu prosévání, si kaºdé vlákno vygeneruje jiný polynom, se kterým bude následn¥
pracovat, a tak je obnova prosévání triviální.
9.5 Zpracování relací
Kdyº máme nasbírán dostatek relací, je nutné z t¥chto relací vytvo°it matici velikosti n∗m,
kde n = m+1 a m = B. Je²t¥ p°edtím, neº je ale vytvo°ena matice, je nutné sloºit £áste£né
relace do úplných relací. Jelikoº byly £áste£né relace uloºeny do multimapy, kde klí£em je
velké prvo£íslo, je hledání £áste£ných relací, které lze spole£n¥ slou£it, zna£n¥ uleh£eno. Na
za£átku jsou vytvo°eny dva iterátory nad touto multimapou, kdy jeden iterátor ukazuje
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na první prvek multimapy a druhý ukazuje na následující prvek. Pokud se velká prvo£ísla
shodují, pak jsou £áste£né relace spole£n¥ XORovány, £ímº získáme úplnou relaci. Tuto relaci
uloºíme mezi úplné relace a uloºíme také p°íslu²né koeﬁcienty a prom¥nnou jednotlivých
£áste£ných relací. P°íslu²né £áste£né relace si pozna£íme za pouºité a iterátory nastavíme
na první dva prvky za t¥mi aktuáln¥ zpracovanými. Pokud se velká prvo£ísla neshodují, jsou
iterátory posunuty na následující prvek. Kdyº je celá multimapa zpracována, m¥li bychom
mít nasbíráno minimáln¥ B + 1 úplných relací, které jsou nutné pro dal²í práci v rámci
metody SIQS. Pokud se nepoda°ilo nasbírat dostate£ný po£et relací, je nutné se vrátit do
fáze prosévání a relace dosbírat. Je²t¥ p°edtím jsou ale odstran¥ny v²echny pouºité £áste£né
relace. Pokud by tak nebylo u£in¥no, byly by po následném prosetí tyto £áste£né relace op¥t
pouºity, coº by vedlo k vytvo°ení duplikant·, a to je neºádoucí.
Po získání v²ech úplných relací z relací £áste£ných se prochází v²echny úplné relace
a hledají se takové, které by mohly zp·sobit selhání ve fázi lineární algebry. Nejd°íve se
hledají nulové vektory, kde se prochází po jednotlivých prvcích relace, a pokud po projití
v²ech prvk· není nalezena ani jedna 1, pak se jedná o nulový vektor exponent·, a tím
pádem je tento vektor odstran¥n. Následn¥ se hledají duplikanty. Zde se postupuje tak, ºe
se aktuální relace porovnává se v²emi následujícími (s p°edchozími jiº musela být porovnána)
a pokud se nalezne n¥jaká relace, která je shodná s aktuální, pak je index této relace uloºen
do mapy, kde je zárove¬ i klí£em, a tato relace bude pozd¥ji odstran¥na. Po projití v²ech
relací je tak získán seznam duplicitních relací. Prvky v map¥ jsou °azeny v sestupném po°adí,
a tak p°i odstra¬ování duplicitních relací není nutné p°epo£ítávat index odstra¬ované relace.
Poslední relace, které je vhodné odstranit, jsou takzvané singletony. Singletony jsou
relace, které obsahují prvo£íslo, jeº se nenachází v ºádné jiné relaci. Odstran¥ním singleton·
zvy²ujeme pravd¥podobnost na nalezení netriviálního d¥litele.
P°i odstra¬ovaní nulových vektor·, duplicitních relací a singleton· m·ºe op¥t dojít
k situaci, kdy budeme mít nedostatek pot°ebných relací. Pokud tato situace nastala, dup-
likanty a nulové vektory z·stanou odstran¥ny. Naopak singletony jsou vráceny zp¥t mezi
úplné relace. To je provedeno z d·vodu, ºe p°i opakování prosévací fáze je pravd¥podobné,
ºe nalezneme relace, které budou sdílet jedine£né prvo£íslo s n¥jakým singletonem, a tak
získáme relaci navíc resp. nebudeme ji muset odstra¬ovat.
Pokud jsou v²echny neºádoucí relace odstran¥ny a je nasbírán dostatek relací, pak se
z t¥chto relací vytvo°í matice. Matice je reprezentována polem polí typu bool, která je °ád-
kov¥ orientována. Bylo-li na sbíráno více relací, neº je B + 1, je to absolutn¥ v po°ádku
a pouºijí se v²echny nasbírané relace. Díky tomu bude nalezeno více nulových vektor·,
a tak pravd¥podobnost na získání netriviálního d¥litele bude vy²²í.
9.6 Fáze lineární algebry
Ve fázi lineární algebry je vytvo°ená matice zpracována pomocí algoritmu Gaussovy elimi-
na£ní metody popsaném v £lánku [9]. Princip je takový, ºe se matice prochází po sloupcích.
Kaºdý sloupec se postupn¥ prochází po °ádcích, a pokud na n¥jakém °ádku je nalezena 1,
pak se jedná o tzv. pivota. ádek pivota se op¥t prochází po sloupcích a hledají se sloupce,
ve kterých se nachází 1. Pokud je takový sloupec nalezen, je k tomuto sloupci XORován
sloupec s pivotem. Po projití v²ech sloupc· pivota je daný °ádek ozna£en jako pouºitý. Kv·li
tomu je nutné matici je²t¥ p°ed spu²t¥ním algoritmu o jeden sloupec roz²í°it. M·ºe se stát,
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ºe p°i hledání pivota v daném sloupci nebude nalezen ºádný °ádek, který by obsahoval 1.
V takovém p°ípad¥ daný sloupec pivota prost¥ nemá a pokra£uje se následujícím sloupcem.
Výsledkem algoritmu je zpracovaná matice s ozna£enými °ádky, které byly pouºity.
Naopak kaºdý nepouºitý °ádek nám symbolizuje jeden nulový vektor. Nulový vektor získáme
tak, ºe procházíme nepouºitý °ádek po sloupcích, a pokud v daném sloupci nalezneme 1,
pak v tomto sloupci hledáme v²echny ostatní °ádky, které mají také 1 v tomto sloupci.
Vºdy musí existovat alespo¬ jeden takový °ádek. Indexy nalezených °ádk· v£etn¥ indexu
neozna£eného spole£n¥ uloºíme do vectoru. Tento vektor uloºíme do dal²ího vektoru, který
bude obsahovat v²echny moºnosti, jak získat nulový vektor. Tento vektor je výstupem fáze
lineární algebry.
I kdyº v návrhu (viz kap. 7.4) bylo zmín¥no, ºe pro fázi lineární algebry bude zvolena
Lanczos metoda, pro referen£ní implementaci ale nakonec byla zvolena Gaussova elimi-
na£ní metoda. Metoda sice má hor²í £asovou sloºitost neº Lanczos metoda, ukázalo se ale,
ºe p°i vhodné implementaci je tato metoda dostate£n¥ rychlá i p°i faktorizaci £ísel o 100
dekadických £íslicích (viz kapitola 10.2.2). Je v²ak z°ejmé, ºe kv·li své kubické sloºitosti se
p°i zv¥t²ování faktorizovaného £ísla dosp¥je do bodu, kdy zpracování matice touto metodou
jiº bude trvat neúnosn¥ dlouho. V takovém p°ípad¥ jiº bude nutné p°ejít na Lanczosovu £i
Wiedemannovu metodu, aby do²lo ke sníºení £asové náro£nosti této úlohy na kvadratickou.
9.7 Získání d¥litele zadaného £ísla
V této £ásti jsou postupn¥ zkoumány jednotlivé moºnosti, jak získat nulový vektor. Zárove¬
v této £ásti jiº relace nebudou t°eba, ale naopak budou pot°eba koeﬁcienty a, b, c a prom¥nná
x, které se k dané relaci váºí. Pro kaºdou moºnost tedy procházíme uloºené indexy ve vek-
toru. Tyto indexy odkazují do vektoru, kde je uloºena p°íslu²ná relace, koeﬁcienty a prom¥n-
ná. Pomocí koeﬁcient· a prom¥nné spo£teme u = ax + b a v = (ax+ b)2 − N . Hodnoty
U a V pak získáme jako U =
∏l
k=1 uk mod N a V =
√∏l
k=1 vk mod N , kde l je po£et
zú£astn¥ných relací pro získání nulového vektoru. Kdyº jsou spo£teny U a V , ov¥°uje se,
zda U 6= V . Pokud tato podmínka neplatí, získali jsme triviálního d¥litele, a je nutné tak
vyzkou²et jinou moºnost. Platí-li podmínka, pak se provede výpo£et nejv¥t²ího spole£ného
d¥litele, GCD (U − V, N), výsledek nás zajímá pouze v p°ípad¥, ºe jsme získali n¥co jiného
neº 1 nebo N . Pokud jsme získali n¥co jiného, pak jsme nalezli netriviálního d¥litele, a tedy
faktorizace byla úsp¥²ná. V takovém p°ípad¥ je vypsán výsledek na standardní výstup a al-
goritmus je ukon£en. V opa£ném p°ípad¥ se zkoumají ostatní moºnosti. M·ºe nastat situace,
ºe v²echny moºnosti, které jsme nalezli ve fázi lineární algebry, povedou pouze k nalezení
triviálního d¥litele. S kaºdou nalezenou moºností bychom m¥li mít asi 50% pravd¥podob-
nost, ºe nalezneme netriviálního d¥litele, a jelikoº r·zných moºností k zisku nulového vektoru





Implementace probíhala ve dvou fázích. V první fázi byl naprogramován kompletní a funk£ní
algoritmus, a to nejjednodu²²ím zp·sobem, zatím bez p°ihlédnutí k poºadavk·m na rychlost
provád¥ní. Na £íslech o men²í délce (a tedy s niº²í £asovou náro£ností) bylo ov¥°eno, ºe
algoritmus byl správn¥ pochopen a korektn¥ naimplementován.
Konkrétn¥ byla implementace nejd°íve testována na £ísle o 20 dekadických £íslicích (65
bit·). Ve skute£nosti ale implementace takto malá £ísla faktorizovat nebude, protoºe efek-
tivn¥j²í je na tato £ísla pouºít n¥jakou jednodu²²í metodu, jako nap°íklad Pollard ρ metodu
(viz kap. 6.2). Na tomto £ísle v²ak bylo moºné otestovat, zda implementace správn¥ provede
tyto kroky:
• Vytvo°í faktoriza£ní bázi
• Vytvo°í binární strom dvojic z faktoriza£ní báze
• Spo£te ideální hodnotu koeﬁcientu a
• Vygeneruje koeﬁcient a
• Na základ¥ a získá koeﬁcienty b, c a vytvo°í tak polynom
• Provede fázi prosévání
 Spo£te ko°eny pro daný polynom
 Vybere kandidáty
 Získá relace
• Provede fázi lineární algebry
• Získá netriviálního d¥litele
Kdyº byla implementace vylad¥na a úsp¥²n¥ splnila v²echny vý²e uvedené body, bylo nutné
se zam¥°it na vým¥nu polynom·, protoºe u £ísel s 20 dekadickými £íslicemi nebylo nutné
polynomy m¥nit a k nasbírání dostate£ného po£tu relací posta£oval pouze jeden. P°e²lo se
tedy k faktorizaci £ísel o 30 dekadických £íslicích (97 bit·). U t¥chto £ísel jiº do²lo k obm¥n¥
polynom·. Docházelo v²ak pouze k obm¥n¥ koeﬁcientu b a c, vygenerovat nový koeﬁcient a
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zatím nebylo t°eba. Ov¥°ila se tak komplexn¥j²í £innost implementace. Posledním krokem
bylo ov¥°ení kompletní implementace metody SIQS, kde se ov¥°ovalo i nové generování
koeﬁcientu a, k tomu byla pouºita £ísla o 40 dekadických £íslicích (131 bit·).
Po úsp¥²né kontrole implementace byl zaveden paralelizmus do fáze generování poly-
nomu a fáze prosévání. Takto provedený algoritmus poslouºil jako referen£ní implementace
s ov¥°enou funk£ností. Bylo v²ak z°ejmé, ºe sm¥rem k del²ím £ísl·m jsou nutné jisté úpravy,
zejména s ohledem na rychlosti provád¥ní.
10.2 Optimalizace referen£ní verze
Optimalizace na rychlost byla druhou fází °e²ení implementace. Metodika itera£ního provád¥ní
optimalizací se ukázala jako velmi ú£inná, p°i£emº je tato metodika pouºitelná obecn¥, ne-
jenom v této úloze.
Jednotlivé kroky algoritmu SIQS mají r·znou t°ídu £asové sloºitosti od lineární aº po
kubickou. Sm¥rem k vy²²ím £ísl·m tak byla v jednotlivých iteracích optimalizace odhalována
vºdy nová úzká hrdla provád¥ní, která se u krat²ích £ísel zatím jevila jako bezvýznamná.
10.2.1 Optimalizace pro rychlej²í faktorizaci 60 dekadických £íslic
Po dokon£ení implementace bylo provedeno m¥°ení a zkoumalo se, jak je implementace
rychlá. M¥°ení probíhalo na 10 £íslech o délce 40 dekadických £íslicích (131 bit·). Pro tato
£ísla bylo m¥°ení 10-krát opakováno. Dále se m¥°ilo na 10 £íslech o 50 dekadických £íslicích
(165 bit·). V tomto p°ípad¥ bylo m¥°ení opakováno 5-krát. M¥°ení probíhalo jak pro sériové,
tak pro paralelní °e²ení. Demonstra£n¥ byla provedena i faktorizace £ísla o 60 dekadických
£íslicích (198 bit·). Jelikoº ale faktorizace takto velkého £ísla jiº trvala pom¥rn¥ dlouho,
bylo faktorizováno pouze jedno £íslo, pouze jedenkrát a jen v paralelní variant¥. Uvedené
hodnoty v tabulce 10.1 pak vyjad°ují pr·m¥rné zpracování jednoho £ísla o dané velikosti.
M¥°ení byla provedená na notebooku vybaveném procesorem Intel i7 4700MQ se zapnutým
Hyper-Threadingem a Turbo Boost technologií1, k dispozici tak bylo 8 vláken, na kterých
mohla metoda SIQS b¥ºet. Notebook byl vybaven pam¥tí o velikosti 16GB a instalovaným
opera£ním systémem byl Windows 8.1.
Úloha Sériov¥ [s] Paraleln¥ [s] Urychlení paralelizmem
40 dec 72.68 22.71 3.19
50 dec 984.07 307.96 3.19
60 dec - 3217.55 -
Tabulka 10.1: Nam¥°ená doba faktorizace pro referen£ní verzi implementace
M¥°ení podle o£ekávání ukázalo, ºe faktorizace pomocí prvotní implementace trvá p°íli²
dlouho. Byla tak provedena proﬁlace, aby se ukázala místa v implementaci, která jsou £asov¥
nejnáro£n¥j²í. Jako proﬁla£ní nástroj byl pouºit Intel VTune Ampliﬁer XE 2013. Proﬁlace
pomocí tohoto nástroje vºdy probíhala na stroji vybaveném procesorem Intel Xeon E5 1650
v2 se zapnutým Hyper-Threadingem2, k dispozici tak bylo 12 vláken. Stroj byl vybaven
1Bliº²í informace o procesoru lze nalézt zde: http:// cpuboss.com/cpu/Intel-Core-i7-4700MQ
2http://cpuboss.com/cpu/ Intel-Xeon-E5-1650-v2
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pam¥tí o velikosti 32GB a instalovaným opera£ním systémem byl Windows 7. Proﬁlace byla
provedena na £ísle o 60 dekadických £íslicích a výsledek proﬁlace je vyobrazen na obrázku
10.1.
Obrázek 10.1: Proﬁlace referen£ní verze
Zárove¬ byla provedena i proﬁlace vytíºení jednotlivých vláken, výsledek této proﬁlace
je vyobrazen na obrázku 10.2.
Obrázek 10.2: Vytíºení vláken p°i faktorizaci
Z obrázku 10.2 lze vypozorovat, ºe vlákna p°i faktorizaci b¥ºí nezávisle, a kaºdé vlákno
tak vykonává svoji práci bez v¥t²í závislosti na ostatních. Ve chvíli, kdy je dokon£ena fáze
prosévání, b¥ºí implementace sériov¥.
Z obrázku 10.1 lze vypozorovat, ºe nejvíce £asu se spot°ebovává p°i prosévání, konkrétn¥
ve funkci SieveValues(). P°i hlub²í analýze bylo zji²t¥no, ºe nejvíce £asu je spot°ebováno
v metod¥ ﬁnd(). Jedná se o metodu mapy, která je ze standardní knihovny jazyka C++.
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V tomto p°ípad¥ se metoda ﬁnd() pouºívá k ov¥°ení, zda pro dané x jiº máme uloºeného
n¥jakého d¥litele. Pokud ne, je vytvo°en nový vektor, do kterého je uloºen daný d¥litel
a v budoucnu do n¥j budou ukládáni ostatní d¥litelé. Problémem je, ºe metoda ﬁnd() se
volá pro kaºdý násobek ko°ene kaºdého prvo£ísla, a tak je tato metoda vyvolána opravdu
£asto. Pom¥rn¥ náro£nou operací je také ukládání d¥litele do vektoru, protoºe p°i ukládání
d¥litele je nutné nejd°íve alokovat místo a pak teprve je moºné d¥litele uloºit. P°i dokon£ení
prosévání nad daným polynomem jsou navíc vektory vy£i²t¥ny, protoºe hodnoty, které ob-
sahují, jiº dále nejsou pot°eba. Krom¥ vektor· jsou dealokována i n¥která pole, do kterých
se pr·b¥ºn¥ p°i£ítají hodnoty log (p) pro jednotlivá x a následn¥ se podle uloºených hodnot
ur£ují kandidáti. P°i kaºdém prosetí polynomu tak dochází k zna£nému volání funkce free(),
coº pr·b¥h samotné faktorizace také zna£n¥ ovliv¬uje.
Aby byla implementace urychlena, pak je nutné provést ur£ité úpravy. Jednou z nich
je, ºe zmín¥ná mapa z funkce SieveValues() bude nahrazena za vektor. Ukázalo se totiº, ºe
tém¥° kaºdé x z intervalu 〈−M ;M〉 bude mít svého d¥litele, a tak pouºití mapy v tomto
p°ípad¥ postrádá smysl. Tím se odstraní i kontrola existence poloºky v map¥ funkcí ﬁnd(),
která byla £asov¥ nejnáro£n¥j²í. Vektor, který bude nyní uchovávat v²echny vektory d¥litel·,
bude existovat po celou dobu fáze prosévání, a jelikoº je jeho pot°ebná velikost známá hned
na za£átku této fáze, bude automatický zv¥t²en na tuto velikost.
K tomu se váºe i dal²í úprava. V²echna pole a vektory, jejichº velikost je známá hned na
za£átku fáze prosévání, budou alokována pouze jednou na p°íslu²nou velikost a dealokována
aº ve chvíli, kdy zcela jist¥ jiº dále nebudou pot°eba. Pokud bude nutné hodnoty v takovýchto
polích £i vektorech m¥nit, budou hodnoty jiº uloºené v t¥chto polích nebo vektorech bu¤
p°epsány anebo nejd°íve vynulovány a pak nahrazeny. Práce s pam¥tí tak bude efektivn¥j²í.
Dále budou hodnoty logaritm· pro jednotlivá prvo£ísla uloºena do pole. Doposud se
logaritmus prvo£ísla po£ítal vºdy, kdyº jej bylo pot°eba, coº je zbyte£ný výpo£et, pokud tuto
hodnotu je moºno spo£íst jednou a následn¥ ji pouºívat vºdy, kdyº je pot°eba. Vytvo°ením
pole ale dojde k v¥t²í pam¥´ové konzumaci, neº je ve skute£nosti nutné, protoºe se budou
logaritmy z pole získávat dle samotného prvo£ísla, které bude indexem do pole. Problémem
je, ºe reáln¥ budou pouºity jen ta prvo£ísla z faktoriza£ní báze, která se mohou podílet
na získání B-hladkého £ísla, a n¥které poloºky pole tak budou nevyuºity. Jelikoº se ale
bude jednat o pole datového typu double, tak pam¥´ová náro£nost tohoto pole je vzhledem
k celkové pam¥´ové náro£nosti metody SIQS zanedbatelná a navíc bude získán konstantní
p°ístup k pot°ebnému logaritmu.
Poslední úpravou bude zm¥na zp·sobu výpo£tu prahu pro ur£ení, zda je spo£tená hod-
nota polynomu kandidátem. Jelikoº se tato kontrola provádí pom¥rn¥ £asto, bude konstantní
£ást výpo£tu spo£tena pouze jednou a dopo£ítávat se k ní bude pouze ta prom¥nná.
Navrºené °e²ení bylo realizováno a následn¥ bylo op¥t provedeno m¥°ení, aby se zjistilo,
jaký vliv na rychlost tato zm¥na m¥la. P°i tomto m¥°ení bylo demonstra£n¥ faktorizováno
i £íslo o 70 dekadických £íslicích (235 bit·). Výsledky m¥°ení jsou zaneseny do tabulky 10.2.
Hodnoty ve sloupci Urychlení optimalizací jsou po£ítány pro paralelní verze implementací.
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Úloha Sériov¥ [s] Paraleln¥ [s] Urychlení paralelizmem Urychlení optimalizací
40 dec 10.00 4.25 2.35 5.34
50 dec 157.86 59.24 2.66 5.20
60 dec - 597.24 - 5.39
70 dec - 5059.17 - -
Tabulka 10.2: M¥°ení SIQS po 1. provedené úprav¥
10.2.2 Optimalizace pro rychlej²í faktorizaci 70 dekadických £íslic
Z tabulky 10.2 je moºno vid¥t, ºe provedenými úpravami do²lo k více neº 5-násobnému
urychlení. I kdyº do²lo ke zna£nému urychlení, stále je faktorizace pom¥rn¥ pomalá, a tak
se dále zkoumalo, kde jsou dal²í moºnosti urychlení. Ke stroji s proﬁla£ním nástrojem
Intel VTune Ampliﬁer nebyl p°ístup vºdy zaji²t¥n, a tak byla proﬁlace v takovém p°í-
pad¥ provád¥ná p°ímo ve MS Visual Studio 2013, kde byla metoda SIQS vyvíjena. Proﬁ-
lace v tomto vývojovém prost°edí posta£uje k základní analýze, neposkytuje v²ak takové
vizuální a £asové zobrazení jako Intel VTune Ampliﬁer. Proﬁlace byla provedena na £ísle
o 40 dekadických £íslicích.
Obrázek 10.3: Proﬁlace SIQS po 1. provedené úprav¥
Obrázek 10.3 ukazuje, ºe nejvíce £asu metoda SIQS stále tráví ve funkci SieveValues().
To poukazuje na to, ºe aktuální p°ístup je²t¥ stále není úpln¥ správný, protoºe nejvíce £asu by
m¥lo být spot°ebováváno ve funkci TrialDivision(), kde dochází k masivnímu d¥lení velkých
£ísel, coº je £asov¥ pom¥rné náro£ná operace. Byla tak provedena analýza, co výpo£et nejvíce
brzdí.
Bylo zji²t¥no, ºe ukládání d¥litel· pro v²echna x z intervalu 〈−M ;M〉 je nutné p°epra-
covat £i odstranit. Výhodou této techniky je, ºe p°i ov¥°ení kandidát· se bude d¥lit pouze
prvo£ísly, které hodnotu polynomu pro dané x opravdu d¥lí. Tím se bude kandidát d¥lit
mnohem mén¥ prvo£ísly, neº kdyby tato informace nebyla k dispozici, a bylo by nutné tak
d¥lit v²emi prvo£ísly z faktoriza£ní báze. Problémem naopak je, ºe sb¥r t¥chto d¥litel· p°i
prosévání se provádí pro kaºdou hodnotu x. Ukládání d¥litel· je tak £asov¥ velice náro£né.
Dokonce se ukázalo, ºe je ukládání mnohem náro£n¥j²í, neº kdyby se tato informace neuklá-
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dala a kaºdý kandidát by se d¥lil v²emi prvo£ísly z faktoriza£ní báze. Ukládání této informace
tedy bylo odstran¥no.
Dále byl doimplementován Knuth-Schroeppel·v algoritmus [21]. Výstupem tohoto algo-
ritmu je konstanta, kterou je nejvhodn¥j²í zadané £íslo N vynásobit. U mnoha faktorizo-
vaných £ísel totiº nastává situace, kdy faktoriza£ní báze nebude obsahovat malá prvo£ísla
jako 2, 3, 5, 7, 11 atd. ím více ale faktoriza£ní báze takovýchto malých prvo£ísel obsahuje,
tím je v¥t²í pravd¥podobnost, ºe nalezneme B-hladké £íslo. Vynásobením zadaného £ísla
tímto násobitelem nám tedy m·ºe p°inést zna£né urychlení.
Poslední provedenou úpravou bylo paralelizování odstran¥ní duplicitních relací pomocí
OpenMP direktivy #pragma omp parallel for, protoºe se procházejí v²echny dvojice a kon-
troluje se, zda nejsou zkoumané relace shodné. Paralelizací se tak kontrola zna£n¥ urychlí.
Po t¥chto úpravách byla op¥t provedena proﬁlace. Výsledek je ukázán na obrázku 10.4.
Proﬁlace byla provedena na £ísle o 70 dekadických £íslicích, aby se projevilo co moºná nejvíce
slabých míst.
Obrázek 10.4: Proﬁlace SIQS po 2. provedené úprav¥
Jelikoº byla provedena paralelizace i n¥kterých ostatních £ástí metody SIQS, byla op¥t
provedena i proﬁlace vyuºití vláken. Výsledek proﬁlace je vyobrazen na obrázku 10.5.
Z obrázku 10.4 lze vypozorovat, ºe doba strávená ve funkci SieveValue() je velice podobná
té z obrázku 10.1. Je nutné si ale uv¥domit, ºe v prvním p°ípad¥ se provád¥la proﬁlace nad
£íslem s 60 dekadickými £íslicemi, na obrázku 10.4 je v²ak proﬁlace s £íslem o 70 dekadic-
kých £íslicích, coº poukazuje na zna£né urychlení faktorizace. Pro demonstraci, £íslo o 60
dekadických £íslicích, které bylo p°ed provedenou úpravou faktorizováno za 597s, jak je
moºné vy£íst z tabulky 10.2, je nyní faktorizováno za 119s. To znamená, ºe provedenou
úpravou byla faktorizace takto velkého £ísla urychlena zhruba 5-krát.
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Obrázek 10.5: Vyuºití vláken po zavedení dal²ího paralelizmu
Obrázek 10.5 ukazuje, ºe p°i kontrole duplikant· si jednotlivá vlákna rozd¥lují kvanta
dvojic, a tak n¥která vlákna mají více práce a n¥která mén¥. Pokud by rychlost v tomto míst¥
byla kritická, bylo by moºné tuto situaci zkusit vy°e²it nastavením jiného p°erozd¥lování
práce, coº OpenMP umoº¬uje. Co je ale nejd·leºit¥j²í, jak obrázek 10.4, tak obrázek 10.5
ukazují, ºe stávající implementace Gaussovy elimina£ní metody se stala velkým problémem.
Na obrázku 10.5 je moºno pozorovat, ºe Gaussova elimina£ní metoda pro £íslo o 70 deka-
dických £íslicích dokonce trvá déle neº fáze prosévání. Jelikoº Gaussova elimina£ní metoda
má kubickou £asovou sloºitost, je tento problém s kaºdým v¥t²ím £íslem hor²í. S touto
implementací byl proveden pokus o faktorizaci £ísla s 80 dekadickými £íslicemi. Faktorizace
ale byla p°ed£asn¥ ukon£ena, protoºe zpracování matice pomocí Gaussovy elimina£ní metody
trvala déle jak 24 hodin.
Byla tedy provedena paralelizace této metody. Ukázalo se ale, ºe i p°es paralelizaci
metody byla doba zpracování matice p°íli² dlouhá. D·vodem je zp·sob uchování matice.
Matice relací je ukládána do matice datového typu bool. Toto °e²ení je na jednu stranu velice
pohodlné, protoºe jedna bool hodnota reprezentuje jedno prvo£íslo z faktoriza£ní báze, a tak
se s tímto °e²ením dob°e pracuje. Na druhou stranu ale pokud se musí provést v¥t²í kvantum
operací nad maticí, coº se v p°ípad¥ Gaussovy elimina£ní metody zcela jist¥ provádí, je
zpracování matice velice neefektivní.
Navrºeným °e²ením tedy je, aby se ukládání matice provád¥lo do matice datového typu
integer, kde bude uloºeno tolik prvo£ísel, kolik bit· daný integer obsahuje. Kdyº se pak
bude provád¥t nap°íklad operace xor, bude se provád¥t nad n¥kolika prvo£ísly zárove¬, coº
povede k velké úspo°e £asu. Bylo rozhodnuto, ºe se pouºije integer o velikosti 64 bit·. Dále
se provede paralelizace odstran¥ní singleton·, aby £ástí, které b¥ºí v SIQS sériov¥, bylo
minimum. Po provedených úpravách byla provedena dal²í proﬁlace, která byla provedena
pro faktorizaci £ísla o 80 dekadických £íslicích (266 bit·). Výsledek provedené proﬁlace je
vyobrazen v obrázku 10.6.
Proﬁlace ukázala, ºe provedená zm¥na m¥la razantní vliv na rychlost zpracování ma-
tice Gaussovy elimina£ní metody. Zatímco p°ed úpravou musela být faktorizace £ísla o 80
dekadických £íslicích p°ed£asn¥ ukon£ena, po úprav¥ byla faktorizace tohoto £ísla úsp¥²n¥
dokon£ena a Gaussova elimina£ní metoda trvala jen n¥kolik málo minut.
Proﬁlace zárove¬ ale také ukázala, ºe nyní se stala problémem funkce pro odstran¥ní
duplicitních relací. I p°es to, ºe funkce b¥ºí paraleln¥, nastává stejný problém jako v p°ípad¥
Gaussovy elimina£ní metody. Relace jsou ukládány ve vektoru typu bool, a tak xor operace,
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Obrázek 10.6: Proﬁlace po úprav¥ Gaussovy elimina£ní metody
které je nutné provád¥t p°i kontrole duplicitních relací, jsou £asov¥ velice náro£né. Bylo
rozhodnuto, ºe i relace samotné budou ukládány v poli typu integer. Ve fázi prosévání
nebude mít tato zm¥na tém¥° ºádný vliv na rychlost, naopak ale bude mít velký vliv práv¥
p°i kontrole duplicitních relací, kdy bude moºno zkoumat v dané dvojici více prvo£ísel
najednou. Daná úprava byla tedy provedena. Následn¥ se provedlo nové m¥°ení rychlosti
a proﬁlace. Jelikoº rychlost implementace se rozumn¥ zvý²ila, testovalo se vºdy 30 £ísel
o 40, 50 a 60 dekadických £íslicích a to jak sériov¥, tak paraleln¥. íslo o 70 dekadických
£íslicích v²ak stále bylo m¥°eno jen jedno.
Urychlení Urychlení Urychlení v·£i
Úloha Sériov¥ [s] Paraleln¥ [s] paralelizmem optimalizací referen£ní variant¥
40 dec 2.12 1.32 1.61 3.22 14.11
50 dec 18.53 10.72 1.73 5.53 28.73
60 dec 102.19 32.23 3.17 18.53 99.83
70 dec - 583.67 - 8.67 -
Tabulka 10.3: M¥°ení rychlosti po p°echodu z bool na integer
Provedené úpravy p°inesly op¥t zna£né urychlení. Nap°íklad u £ísla s 60 dekadickými
£íslicemi do²lo k tém¥° 100-násobnému urychlení vzhledem k referen£ní implementaci. P°i
provád¥né proﬁlaci bylo faktorizováno £íslo o 80 dekadických £íslicích. Faktorizace byla
úsp¥²n¥ dokon£ena za 1h 54min a 25s. Je vhodné zmínit, ºe ve²keré faktorizace, p°i kterých
zadané £íslo m¥lo 80 dekadických £íslic a více, byly z £asových d·vodu provád¥ny na
zmín¥ném stroji s procesorem Intel Xeon E5 1650 v2. Výsledek proﬁlace je zobrazen na
obrázku 10.7.
Jelikoº byla n¥která dal²í místa v algoritmu optimalizována, byla provedena i proﬁlace
vyuºití vláken. Výsledek této proﬁlace zachycuje obrázek 10.8.
Z výsledk· proﬁlace na obrázku 10.7 lze vypozorovat, ºe nyní se nejv¥t²í spot°eba £asu
nachází v aritmetických operacích MPIR knihovny. Dal²í úpravy by tak musely vést k re-
dukci po£tu t¥chto operací. Na obrázku 10.8 pak lze pozorovat, ºe metoda SIQS pracuje
jiº skoro ve v²ech místech paraleln¥. Jediná místa, kde nyní b¥ºí implementace sériov¥, je
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Obrázek 10.7: Proﬁlace po p°echodu z bool na integer
Obrázek 10.8: Vyuºití vláken s roz²í°eným paralelizmem
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p°íprava SIQS, samotný výpo£et faktoru zadaného £ísla a transformace relací do matice.
I kdyº jsou relace ukládány do polí integer· a matice jsou op¥t pole integer·, je zde rozdíl,
který brání polím relací k p°ímému pouºití pro matici. Ukládání relací je totiº °ádkov¥ orien-
tované, protoºe jedna relace tvo°í jeden °ádek. Naopak matice, která se pouºívá v Gaussov¥
elimina£ní metod¥, je sloupcov¥ orientovaná, protoºe se pracuje nad pivotem, který se ve
sloupcích vyhledává. Kdyº byly relace ukládány do vektoru bool· a matice v Gaussov¥
elimina£ní metod¥ byla taky typu bool, tak tento problém neexistoval, p°echodem na da-
tový integer je ale nutné tento problém °e²it. Vzhledem k získanému urychlení se ale jedná
o triviální záleºitost.
Faktorizace £ísla s 80 dekadickými £íslicemi prob¥hla nad o£ekávání rychle, a tak byla
rovnou provedena faktorizace £ísla o 90 dekadických £íslicích (299 bit·). Faktorizace zvo-
leného £ísla byla úsp¥²n¥ dokon£ena za 5 hodin a 58 minut. Informace získané faktorizací
tohoto £ísla byly blíºe analyzovány. Pam¥´ová náro£nost byla na daném stroji stále na
nízké úrovni, a tak by pravd¥podobn¥ bylo moºné faktorizovat i £íslo se 100 dekadickými
£íslicemi (332 bit·). Byl tedy u£in¥n pokus o faktorizování takto velkého £ísla. Faktorizace
takového £ísla je v²ak výrazn¥ náro£n¥j²í neº faktorizace £ísla o 90 dekadických £íslicích
a to jak z pohledu £asového, tak z pohledu náro£nosti na pam¥´. Doba faktorizace tak
byla odhadována na n¥kolik dní. Faktorizace £ísla o 100 dekadických £íslicích byla nakonec
úsp¥²n¥ dokon£ena za 2 dny 16 hodin a 13 minut. Jelikoº £íslo o 100 dekadických £íslicích je
332 bit· velké, bylo tak ukázáno, ºe ²ifrování pomocí RSA-332 by bylo velkým bezpe£nostním
rizikem, protoºe klí£ této velikosti by byl nalezen do 3 dn·.
Z tabulky 10.3 si je moºné pov²imnout, ºe i p°es pouºití v²ech osmi logických jader
na procesoru Intel i7 4700MQ nebylo dosaºeno p°íslu²n¥ velkého urychlení. Tento fakt má
n¥kolik d·vod·. Jedním z nich je, ºe faktorizace £ísel se 40 nebo 50 dekadickými £íslicemi
je jiº velmi rychlá a nam¥°ené £asy tak ovliv¬uje p°íprava SIQS, která b¥ºí vºdy sériov¥.
P°íprava £ísel od 40 dekadických £ísel vý²e je vºdy stejn¥ £asov¥ náro£ná, a tak £ím v¥t²í £íslo
se snaºíme faktorizovat, tím více je £as strávený p°ípravou SIQS zanedbateln¥j²í. Tabulka
10.4 tak ukazuje £asy nam¥°ené p°i provád¥ní samotné faktorizace.
Úloha Sériov¥ [s] Paraleln¥ [s] Urychlení paralelizmem Rozdíl urychlení
40 dec 1.05 0.26 4.04 2.43
50 dec 11.60 2.99 3.88 2.15
60 dec 100.25 29.65 3.38 0.21
Tabulka 10.4: Nam¥°ená doba pouze p°i provád¥ní paralelizmem
Tabulka 10.4 prozrazuje, ºe v p°ípad¥ faktorizace £ísel o 50 dekadických £íslicích je
p°íprava SIQS zna£n¥ dlouhá. Byla tedy provedena hlub²í analýza. Zjistilo se, ºe p°í£inou
takto dlouhé p°ípravy je vytvá°ení binárního stromu trojic. Pomocí tabulky 10.5 bude situace
lépe popsána.
Jak bylo popsáno v kapitole 9.3.1, koeﬁcient a polynomu se získá výb¥rem d¥litel· pomocí
algoritmu NEXKSB a výb¥rem nejlep²í trojice £i dvojice z binárního stromu. V kapitole 9.2
pak bylo napsáno, ºe vhodná prvo£ísla pro vytvá°ení dvojic £i trojic se získávají z ur£itého
intervalu faktoriza£ní báze na základ¥ spo£teného ideálního d¥litele koeﬁcientu a. Pro £ísla
o 50 dekadických £íslicích vycházel ideální d¥litel pom¥rn¥ v¥t²í, neº u £ísel se 40 nebo 60
dekadickými £íslicemi, coº se projevilo v pom¥rn¥ velkém intervalu, který byl pro £ísla o 50
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Úloha Spodní hranice Horní hranice Celkem prvo£ísel v intervalu
40 dec 55 289 234
50 dec 55 374 319
50 dec* 55 276 221
60 dec 55 339 284
Tabulka 10.5: Tabulka hranic pro tvorbu binárního stromu
dekadických £íslicích vytvo°en. ím v¥t²í interval je vytvo°en, tím více trojic vznikne, coº
se projeví i v £asové náro£nosti tvorby binárního stromu. Byl tak u£in¥n pokus, kdy se
zv¥t²í po£et d¥litel· o 1. Díky tomu se interval pom¥rn¥ zmen²í, a tím pádem bude tvorba
binárního stromu rychlej²í. Informace o intervalu jsou v tabulce 10.5 zaznamenány na °ádku
s hv¥zdi£kou.
Provedená úprava opravdu vedla k urychlení faktorizace £ísel o 50 dekadických £íslicích.
Zm¥na doby faktorizace je zaznamenaná v tabulce 10.6.
Stav Sériov¥ Paraleln¥ Pouze faktorizace sér. Pouze faktorizace par.
P°ed úpravou 18.53 10.72 11.60 2.99
Po úprav¥ 12.49 3.87 11.90 3.14
Tabulka 10.6: Porovnání rychlosti faktorizace £ísla o 50 dekadických £íslicích
Doba p°ípravy SIQS pro 50 dekadických £íslic byla tedy pom¥rn¥ redukována. Naopak
doba samotné faktorizace lehce stoupla. D·vodem m·ºe být chyba m¥°ení, ale také fakt, ºe
díky posunu hranice se vybírají pro koeﬁcient a i jiº pom¥rn¥ malá prvo£ísla, coº m·ºe vést
ke vzniku duplicitních relací. Výsledek úpravy v²ak jasn¥ ukazuje, ºe mnoho hodnot, jako
je po£et d¥litel·, velikost intervalu, velikost faktoriza£ní báze, atd. není moºné jednodu²e
spo£ítat, ale je nutné tyto hodnoty experimentáln¥ zkou²et a nalézt tak nejvhodn¥j²í va-
riantu.
Úpravy kódu v rámci optimalizace mnohokrát znamenaly vytvo°ení n¥jakého pole s vy-
po£tenými hodnotami. Tyto hodnoty byly obvykle pouºity p°i faktorizaci ve v¥t²ím po£tu
a p°edvypo£tením se tak u²et°ilo mnoho znovu se opakujících výpo£t·. Tyto úpravy ob-
vykle p°inesly výrazné urychlení faktorizace. S t¥mito úpravami se ale vyskytl problém.
ím více t¥chto polí s p°edvypo£tenými hodnotami je, tím více vzniká poºadavek na pam¥´.
Pole nejsou tak veliká, aby p°edstavovala problém pro hlavní pam¥´, ale jsou dostate£n¥
velká na to, aby nastal problém s jejich uloºením a setrváním v rychlé vyrovnávací pam¥ti.
Navíc je nutné tato pole mezi vlákny sdílet. Problém se stup¬uje s v¥t²ími £ísly, jeº chceme
faktorizovat, protoºe s kaºdým v¥t²ím £íslem nar·stá faktoriza£ní báze i prosévací interval,
podle £ehoº se úm¥rn¥ zv¥t²ují i zmín¥ná pole. Jelikoº faktorizace b¥ºí paraleln¥, je tento
problém o to v¥t²í. Nastává tak situace, kdy dal²í úpravy podobného typu vedou k urych-
lení £ísel kolem 60 dekadických £ísel a mén¥, naopak ale vedou ke zpomalení v¥t²ích £ísel.
Dal²í úprava by tak vedla k vytvo°ení více cache-friendly kódu. To by ov²em znamenalo




Pro poslední optimalizovanou verzi implementace SIQS byla m¥°ena i pam¥´ová náro£nost.
Výsledek m¥°ení byl zanesen do tabulky 10.7.
Úloha Sériov¥ [MB] Paraleln¥ [MB]
40 dec 33.2 42.0
50 dec 140.0 152.0
50 dec* 35.1 47.0
60 dec 109.0 127.8
Tabulka 10.7: Pam¥´ová náro£nost
V tabulce 10.7 je zazna£ena i zm¥na pam¥´ové náro£nosti u £ísla o 50 dekadických
£íslicích po úprav¥ po£tu d¥litel·. Tato varianta je op¥t ozna£ena hv¥zdi£kou. Zárove¬ toto
srovnání pom¥rn¥ jednozna£n¥ ukazuje, ºe nejv¥t²í vliv na pam¥´ovou náro£nost má zatím
binární strom trojic. S kaºdým v¥t²ím faktorizovaným £íslem se ale bude velikost toho stromu
zv¥t²ovat jen minimáln¥ a naopak ukládání relací bude mít stále v¥t²í vliv. Nakonec bude
dosaºeno situace, kdy tento strom bude mít tém¥° zanedbatelnou pam¥´ovou náro£nost v·£i
relacím, které je nutné p°i faktorizaci uchovávat.
10.4 Porovnání procesor·
P°i vývoji byly pouºity dva stroje s r·znými procesory, a tedy i rozdílným výkonem. Stroj
s procesorem Intel Core i7 4700MQ byl notebook, na kterém byla metoda SIQS implemen-
tována a obvykle zde probíhala faktorizace £ísel do 60 dekadických £ísel. Na druhém stroji
s procesorem Intel Xeon E5 1650 v2 pak probíhala proﬁlace a faktorizace £ísel, které m¥la
více neº 60 dekadických £íslic.
Úloha
Intel i7 Core 4700MQ Intel Xeon E5 1650 v2
Sériov¥ [s] Paraleln¥ [s] Urychlení Sériov¥ [s] Paraleln¥ [s] Urychlení
40 dec 2.12 1.32 1.61 1.73 0.96 1.80
50 dec 12.49 3.87 3.23 10.14 2.05 4.95
60 dec 102.19 32.23 3.17 91.32 14.83 6.16
Tabulka 10.8: Srovnání rychlosti pouºitých procesor·
Procesor Intel Core i7 4700MQ i Intel Xeon E5 1650 v2 v sériovém reºimu t¥ºí hlavn¥
z technologie TurboBoost. Jelikoº faktorizace b¥ºí jen v jednom vlákn¥, je TDP (tepelný
výkon) na p°ijatelné úrovni, a tak procesory mohou pracovat na maximální frekvenci 3.4GHz
resp. 3.9GHz. Rozdíl £as· faktorizace je tak dán rozdílem pracovní frekvence a architektury
procesoru (Haswell vs. Ivy-Bridge). V paralelním reºimu je doba faktorizace jiº ale zna£n¥
rozdílná. Jedním z d·vod· je, ºe u procesoru Intel Xeon E5 1650 v2 máme k dispozici 12
vláken, které m·ºe p°i paralelizaci pouºít, oproti 8 vlákn·m, které poskytuje procesor Intel
Core i7 4700MQ.
Nemén¥ významným faktorem rychlosti faktorizace je v²ak i pracovní frekvence. Je-
likoº v paralelním reºimu faktorizuje pomocí v²ech vláken, které jsou k dispozici, je proce-
sor vytíºen na maximum a tím pádem je i TDP výrazn¥ vy²²í. Kv·li tomu jiº procesory
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nevyuºívají technologii TurboBoost, a pracují tak na normální frekvenci. Normální pracovní
frekvence procesoru Intel Core i7 4700MQ je 2.4GHz, u procesoru Intel Xeon E5 1650 v2
je to 3.5GHz. Rozdíl pracovních frekvencí je tedy výrazn¥j²í, coº se i úm¥rn¥ projevuje na
dob¥ faktorizace. Z tabulky 10.8 je tak moºno vid¥t, ºe díky t¥mto rozdíl·m je paralelní
faktorizace £ísla o 60 dekadických £íslicích na procesoru Intel Xeon E5 1650 v2 dvakrát
rychlej²í.
isté porovnání procesor· v paralelním reºimu v²ak ovliv¬uje p°íprava SIQS, která je
vykonávaná sériov¥. Jelikoº paralelní faktorizace £ísel do 60 dekadických £íslic je jiº pom¥rn¥
rychlá, tak p°íprava SIQS m·ºe mít nemalý vliv na celkový £as faktorizace. Proto byla
vytvo°ena tabulka 10.9, která porovnává £asy samotné faktorizace. Samotná faktorizace je
vykonávaná tém¥° celá paraleln¥, sériová £ást je v²ak vykonána tak rychle, ºe je moºné ji
zanedbat.
Úloha
Intel i7 Core 4700MQ Intel Xeon E5 1650 v2
Sériov¥ [s] Paraleln¥ [s] Urychlení Sériov¥ [s] Paraleln¥ [s] Urychlení
40 dec 1.05 0.26 4.04 0.98 0.22 4.45
50 dec 11.90 3.14 3.80 9.73 1.64 5.93
60 dec 100.25 29.65 3.38 89.92 13.42 6.70
Tabulka 10.9: Srovnání rychlosti pouze faktorizace
10.5 Porovnání s Msieve
Pro srovnání SIQS implementace této práce s nejznám¥j²í implementací SIQS, Msieve, byla
vytvo°ena tabulka 10.10. Implementace SIQS této práce je prost¥ pojmenována jako SIQS.
Úloha SIQS Msieve
40 dec 1.32s 0.15s
50 dec 10.72s 0.56s
60 dec 32.23s 3.55s
70 dec 583.67s 39.03s
Tabulka 10.10: Srovnání SIQS této práce a Msieve
Jak je z tabulky 10.10 vid¥t, implementace vytvo°ená v rámci této práce nedosahuje
rychlosti Msieve. Je nutné si ale uv¥domit, ºe £as investovaný do vývoje implementace
této práce, je v porovnání s £asem investovaným do vývoje z pohledu £lov¥korok· výrazn¥
rozdílný a to se také odráºí v rychlosti jednotlivých metod. Cílem této práce také nebylo
p°ekonat rychlost Msieve, ale v rámci moºností vytvo°it efektivní SIQS a zárove¬ tuto im-
plementaci °ádn¥ zdokumentovat. Díky tomu m·ºe implementace slouºit k demonstra£ním
a výukovým ú£el·m.
10.6 Porovnání Pollard ρ metody a SIQS
V rámci této práce byla implementována krom¥ metody SIQS je²t¥ Pollard ρmetoda. Jelikoº
metoda má exponenciální £asovou sloºitost, není vhodné ji pouºívat pro v¥t²í £ísla. V¥t²ími
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£ísly jsou zde my²lena £ísla, která mají více jak 30 dekadických £íslic. Pro £ísla o 30 de-
kadických £íslicích a men²ích by ale naopak m¥la být tato metoda efektivn¥j²í. Bylo tak
provedeno m¥°ení, které m¥lo prokázat toto tvrzení.
Úloha SIQS sériov¥ [s] SIQS Paraleln¥ [s] Pollard ρ metoda [s]
20 dec 0.14 - 0.03
30 dec 0.47 0.26 0.06
40 dec 2.12 1.32 -
Tabulka 10.11: Porovnání SIQS a Pollard ρ metody
Tabulka 10.11 ukazuje, ºe implementovaná Pollard ρ metoda je pro £ísla do 30 dekadic-
kých £íslic opravdu rychlej²í neº SIQS a to jak v sériovém, tak paralelním reºimu. Metoda
SIQS nemohla být m¥°ena v paralelním reºimu pro £ísla o 20 dekadických £íslicích, pro-
toºe implementace generování polynomu nepo£ítá s tak malými £ísly a tak nízkým po£tem
d¥litel· koeﬁcientu a. Naopak byl proveden pokus o faktorizaci £ísel se 40 dekadickými £ís-
licemi Pollard ρ metodou. Jelikoº se ale ani po 10 minutách nepoda°ilo získat výsledek, bylo
m¥°ení ukon£eno.
10.7 Návrhy na dal²í vylep²ení
Krom¥ navrºené úpravy na více cache-friendly kód se dále nabízí hned n¥kolik dal²ích
vylep²ení. Jedním z nich je nap°íklad paralelizace pomocí OpenMPI. Faktorizace by tak
mohla probíhat na clusterech. Urychlení by tak bylo veliké. Bylo by také moºné nahradit
OpenMP vlastní implementací, dosáhnout tak v¥t²í kontroly nad paralelními £ástmi kódu
a v n¥kterých p°ípadech mít moºnost pouºít více vláken, protoºe OpenMP je v tomto ohledu
omezené.
Jinou moºností je vytvo°it si vlastní implementaci vektor· a map, a tedy p°izp·sobit
fungování t¥chto datových typ· p°ímo pro pot°eby SIQS. Také by bylo vhodné nahradit
aktuální °e²ení tvorby stromu v²ech dvojic £i trojic pro generování koeﬁcientu a, protoºe
aktuální °e²ení má velký vliv na výsledný £as p°i faktorizaci £ísel do 60 dekadických £íslic.
Dal²ím vylep²ením by také bylo p°epo£ítávání ko°en· na základ¥ aktuálních ko°en· p°i
zm¥n¥ polynom· pouze vým¥nou koeﬁcient· b, c. Aktuáln¥ se ko°eny vºdy vypo£ítávají
znovu.
Urychlení faktorizace by také mohl p°inést p°echod ze Single Large Prime Variation na
Double Large Prime Variation. Díky tomu by sta£ilo nasbírat mén¥ úplných relací a faktori-
zace by tak byla rychlej²í. Poslední navrºenou úpravou je soﬁstikovan¥j²í p°ístup k p°íprav¥
metody SIQS. Efektivn¥j²í faktorizace by bylo dosaºeno, pokud by zvolené parametry jako





V práci byly popsány nejznám¥j²í faktoriza£ní metody. Ke kaºdé metod¥ byly blíºe popsány
i principy, na kterých je metoda zaloºena. tená° tak v p°ípad¥ neznalosti t¥chto princip·
není nucen vyhledávat jinou literaturu, kde jsou tyto principy také popsány, ale m·ºe si je
p°e£íst p°ímo v této práci. Studium dané metody je tak maximáln¥ efektivní. Popis metody
je v n¥kterých p°ípadech dopln¥n i o p°íklad, který metodu názorn¥ p°edvádí a p°ípadn¥ na
n¥m vysv¥tluje její p°ednosti £i nedostatky.
V²echny metody byly následn¥ probrány z pohledu jejich paralelizace a smyslu provedení
takovéto paralelizace. Ukázalo se, ºe metody s exponenciální £asovou sloºitostí nemá smysl
v·bec uvaºovat, protoºe i paralelizovaná exponenciální metoda nebude rychlej²í neº metoda
subexponenciální. Z metod se subexponenciální £asovou sloºitostí byla nakonec vybrána
metoda kvadratického síta ve variant¥ SIQS (viz kap. 6.8).
Metoda SIQS byla implementována v jazyce C++ a jako architektura byla zvolena x86
(x86-64) CPU. Architektura x86 (x86-64) byla zvolena z d·vodu, ºe i jedna výpo£etní stanice
je v dne²ní dob¥ schopna poskytnout dostatek pam¥ti nap°íklad pro výpo£et faktorizace
RSA-174, pro jehoº úsp¥²nou faktorizaci je pot°eba kolem 7GB pam¥ti. Jazyk C++ nabízí
v rámci svých standardních knihoven moºnost pouºití konstrukcí, které sice velice usnad¬ují
programování, ale jak bylo ukázáno (viz kap. 10), tyto konstrukce nep°ispívají k rychlosti
faktorizace, a tak byly v¥t²inou nahrazeny jinými konstrukcemi. Dále jazyk C++ podporuje
vyuºití API OpenMP, a v této práci bylo tedy OpenMP vyuºito k paralelizaci SIQS. P°estoºe
je práce s vlákny p°i pouºití OpenMP výrazn¥ jednodu²²í, m·ºe nastat situace, kdy OpenMP
není schopno poskytnout v²echny logické procesory, které jsou k dispozici, a tak faktorizace
není n¥kdy úpln¥ efektivní. V práci byla pouºita knihovna pro práci s velkými £ísly, MPIR,
jeº je upravenou knihovnou GMP pro opera£ní systém Windows. Díky této knihovn¥ bylo
moºno pracovat s optimalizovanými aritmetickými operacemi nad velkými £ísly.
V první fázi implementace byla vytvo°ena referen£ní verze. Referen£ní verze byla imple-
mentována nejjednodu²²ím zp·sobem bez p°ihlédnutí k poºadavk·m na rychlost. Pomocí
referen£ní verze bylo ov¥°eno, ºe algoritmus byl správn¥ pochopen a korektn¥ naimple-
mentován. Bylo z°ejmé, ºe rychlost takto naimplementované metody nebude ideální, a tak
v druhé fázi byla provedena optimalizace na rychlost. Za tímto ú£elem byla zvolena metodika
itera£ního provád¥ní optimalizací, která se ukázala jako ú£inná a je pouºitelná obecn¥, ne-
jenom v této úloze. V kaºdé iteraci optimalizací bylo obvykle faktorizováno £íslo v¥t²í neº
v p°ede²lé iteraci. Jelikoº se algoritmus SIQS skládá z n¥kolika krok·, které mají r·znou
£asovou sloºitost, byla tímto postupem odhalována dal²í úzká hrdla, která se u krat²ích £ísel
jevila jako bezvýznamná. Jednou z £ástí optimalizace bylo i d·sledné zavád¥ní paralelizace
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v²ude tam, kde to bylo moºné z podstaty algoritmu. Aktuáln¥ tak není paralelizována jen
malá £ást algoritmu.
Díky pouºití metodiky itera£ního provád¥ní iterací, jak ukazuje tabulka 10.3, bylo dosaºe-
no aº 100-násobného urychlení faktorizace £ísel s 60 dekadickými £íslicemi. Optimalizovanou
implementací SIQS se zárove¬ poda°ilo faktorizovat £íslo o 100 dekadických £íslicích, coº
odpovídá 332 bitovému RSA. Faktorizace tohoto £ísla byla úsp¥²n¥ provedena za 2 dny 16
hodin a 13 minut, a práce tak ukazuje, ºe pouºití ²ifry RSA o této délce by bylo velice
nebezpe£né.
V kapitole 10.7 byly navrºeny úpravy, které povedou k dal²ímu urychlení. Výpis není
vy£erpávající, protoºe jak bylo ukázáno, po kaºdých optimalizacích je vhodné op¥t provést
proﬁlaci a hledat místa, která nov¥ vytvá°ejí úzké hrdlo anebo by bylo moºné je je²t¥ vylep²it.
Je odhadováno, ºe díky dal²ím optimalizacím, které by v²ak nutn¥ znamenaly výrazn¥j²í
úpravu kódu, by bylo moºné faktorizovat £ísla dlouhá aº 512 bit·.
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• Tex - zdrojové kódy pro LATEX a LYX
• Doc - obsahuje vygenerovaný pdf dokument
• Src - zdrojové kódy implementované faktoriza£ní metody
• Example - p°iloºený kone£ný výpo£et praktického p°íkladu z kapitoly 8
 60dec - log soubory z faktorizace £ísla o 60 dekadických £íslic
• Utils - pouºité nestandardní knihovny pouºité v této práci
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