We characterize the convergence in distribution of a sequence of random variables in a Wiener chaos of a fixed order to a probability distribution which is the invariant measure of a diffusion process. This class of target distributions includes the most known continuous probability distributions. Our results are given in terms of the Malliavin calculus and of the coefficients of the associated diffusion process and extend the standard Fourth Moment Theorem by Nualart and Peccati. In particular we prove that, among the distributions whose associated squared diffusion coefficient is a polynomial of second degree (with some restrictions on its coefficients), the only possible limits of sequences of multiple integrals are the Gaussian and the Gamma laws.
Introduction
In the seminal paper [10] , Nualart and Peccati discovered a surprising central limit theorem (called The Fourth Moment Theorem) for sequences of multiple stochastic integrals in a Wiener chaos of a fixed order. This result says that the convergence in distribution of such a sequence of random variables to the standard normal law is actually equivalent to the convergence of only the sequence of their fourth moments. A multidimensional version of this result has been given in [11] . Since the publication of these two pathbreaking papers, many improvements and developments on this theme have been considered. Among them is the work [9] , giving a new proof only based on Malliavin calculus and the use of integration by parts on the Wiener space.
Another pathbreaking paper is the the work [5] by Nourdin and Peccati in which the authors bring together Stein 's method with Malliavin calculus and obtain useful estimates for the distance between the law of an arbitrary random variable and the Gaussian distribution in terms of the Malliavin calculus. It turns out that Steins method and Malliavin calculus fit together admirably well, and that their interaction has led to some remarkable new results involving central and non-central limit theorems for functionals of infinite-dimensional Gaussian fields. We refer to the recent monographs [4] for an overview of the existing literature and to [13] for various applications of the Stein's method and Malliavin calculus to limit theorems and statistics.
There is also a version of the Fourth Moment Theorem having the Gamma distribution as the target distribution (see [6] ). The convergence of a sequence of multiple stochastic integrals toward a Gamma distribution is characterized by the convergence of the sequences of the third and fourth moments; alternatively, one can also characterize the convergence to the Gamma law in terms of the Malliavin derivatives.
The purpose of this paper is to extend the Fourth Moment Theorem to other target distributions. Our target distributions are the probability distributions which are invariant measures of diffusions processes. This class contains the most common continuous probability distributions, including the Gaussian, Gamma, Beta, Pareto, uniform, Student or log-normal distributions, among others. We give a necessary and sufficient condition for the convergence of a sequence of random variables in a Wiener chaos of fixed order toward a continuous probability law µ which is the invariant measure of a diffusion process. Our equivalent conditions involve the Malliavin derivatives and the coefficients of the diffusion process whose invariant measure is µ. We retrieve the standard Fourth Moment Theorem (Theorem 2.1) and its version for the Gamma law as particular cases.
We will also focus our analysis on the particular case when the squared diffusion coefficient is a polynomial of (at most) second degree. Several common probability laws are contained in this class. In this situation the necessary and sufficient conditions for the convergence of a sequence of multiple integrals to the target distribution can be analyzed in details. We actually show that, among the distributions whose associated squared diffusion coefficient is a polynomial of second degree with some restrictions on its coefficients, the only possible limits of sequences of multiple integrals are the Gaussian and the Gamma laws. In particular, we show that a sequence of multiple Wiener-Itô integrals cannot converge toward a Student or uniform distribution.
We organized our paper as follows. Section 2 contains some preliminaries on the Malliavin calculus. In Section 3 we recall and extend several results in [3] concerning the characterization of the random variables whose probability distribution is the invariant measure of a diffusion process. In Section 4 we prove the Fourth Moment Theorem for invariant measure of diffusions, while Section 5 treats the particular case when the diffusion coefficient is a polynomial of second degree.
Preliminary: Wiener-Chaos and Malliavin derivatives
Here we describe the elements from stochastic analysis that we will need in the paper. Consider H a real separable Hilbert space and (B(ϕ), ϕ ∈ H) an isonormal Gaussian process on a probability space (Ω, A, P ), which is a centered Gaussian family of random variables such that E (B(ϕ)B(ψ)) = ϕ, ψ H . Denote by I n the multiple stochastic integral with respect to B (see [8] ). This mapping I n is actually an isometry between the Hilbert space H ⊙n (symmetric tensor product) equipped with the scaled norm
· H ⊗n and the Wiener chaos of order n which is defined as the closed linear span of the random variables H n (B(ϕ)) where ϕ ∈ H, ϕ H = 1 and H n is the Hermite polynomial of degree n ≥ 1
The isometry of multiple integrals can be written as follows: for m, n positive integers,
It also holds that I n (f ) = I n f wheref denotes the symmetrization of f defined by the formulaf (x 1 , . . . ,
We recall that any square integrable random variable which is measurable with respect to the σ-algebra generated by B can be expanded into an orthogonal sum of multiple stochastic integrals
where f n ∈ H ⊙n are (uniquely determined) symmetric functions and
Let L be the Ornstein-Uhlenbeck operator
if F is given by (2.2) and it is such that
For p > 1 and α ∈ R we introduce the Sobolev-Watanabe space D α,p as the closure of the set of polynomial random variables with respect to the norm
where I represents the identity. We denote by D the Malliavin derivative operator that acts on smooth functions of the form F = g(B(ϕ 1 ), . . . , B(ϕ n )) (g is a smooth function with compact support and ϕ i ∈ H)
We will intensively use the product formula for multiple integrals. It is well-known that for f ∈ H ⊙n and g ∈ H ⊙m
where f ⊗ r g means the r-contraction of f and g (see e.g. Section 1.1.2 in [8] ). Let F := I n (f ) and G := I m (g) where n, m ∈ N. The second moment of DF, DG H is written by f and g explicitly, as 
of square integrable random variables in the n-th Wiener chaos. Assume that
Then, the following statements are equivalent.
(i) The sequence of random variables {F k = I n (f k ), k ≥ 1} converges to the standard normal law in distribution as k → ∞.
We consider the general version of this theorem below.
General versions of Stein's method and Stein's bound
In order to discuss the general version of the Fourth Moment Theorem, we review Stein's method and Stein's bound obtained in [3] with small extension. Let us briefly recall the context in [3] . Let S be the interval (l, u) (−∞ ≤ l < u ≤ ∞) and µ be a probability measure on S with a density function p which is continuous, bounded, strictly positive on S, and admits finite variance. Consider a continuous function b on S such that there exists
Then, the stochastic differential equation:
has a unique Markovian weak solution, ergodic with invariant density p. Based on this fact, it is possible to define a so-called Stein's equation for a given function f ∈ L 1 (µ). In Section 3 of [3] , we have considered only the case that f ∈ C 0 (S) (the set of continuous functions on S vanishing at the boundary of S). However, it is easy to see that the argument is valid even
Then, by Proposition 1 in Section 3.2 of [3] we havẽ
Then, g f (x) := x 0g f (y)dy satisfies that f −m f = Ag f (A is the infinitesimal generator of the diffusion (X t ) t≥0 ,) µ-almost everywhere and
where X is a random variable with its law µ. The equation (3.3) is a generalized version of Stein's equation. (ii) Since µ has the density function p, (3.3) follows almost everywhere with respect to the Lebesgue measure.
Similarly to the original Stein's equation, (3.3) characterizes the distribution of X as follows. This result will play a crucial role in the proofs of the main results in the next sections. Theorem 3.2. Assume that S a(x)µ(dx) < ∞. Let Y be a random variable on S. Then, the distribution of Y coincides with µ if and only if
Here, note that ap ∈ C 1 (S) follows by the definition of a. Since
we have
Hence, f ∈ L 1 (µ). Defineg f as in (3.2) . Then, we have h =g f by explicit calculation. Therefore, in view of (3.3), we obtain (3.4) in the case that h is bounded. The case that h is not bounded is obtained by approximation.
Next we show that the distribution of Y is µ if (3.4) holds. Let f ∈ C K (S), where C K (S) is the total set of continuous functions on S with compact support. Since f (x) = 0 for x sufficiently near to u, there exists
where
On the other hand, for sufficiently small ε > 0 the assumption on b implies that there exists u ′′ ∈ (l, u) such that
Similarly, there existsl ∈ (l, u) such that
These estimates and the continuity and positivity of a(x)p(x) in S imply that the functiong f defined by (3.2) is bounded and satysfies
. By (3.3) and (3.4) we have
Since this equality holds for any f ∈ C K (S), X and Y have the same distribution.
An alternative characterization of the random variables Y with distribution µ has been Theorem 2 in Section 3.2 of [3] . It involves operators from Malliavin calculus and a conditional expectation given the σ-field genrated by Y . The same conditional expectation will appear in the statement of the main result in the next section. 
The Stein's bounds below for the distance between the law of an arbitrary random variable and the measure µ are based on the Stein equation (3.3) and the bounds ofg f andg ′ f are obtained in Section 3.2 of [3] . 
where C is a positive constant and L(Y ) is the law of Y .
(ii) Assume that if u < ∞, there exists u ′ ∈ (l, u) such that b is nondecreasing and Lipschitz continuous on
The Fourth Moment Theorem tells us that the Stein's bound is sharp for multiple integrals in the case of Gaussian law, meaning that a sequence of multiple stochastic integrals convergences to a Gaussian distribution if and only if the right-hand side of the Stein's bound vanishes. The purpose of the last two sections of our paper is to give a necessary and sufficient condition for a sequence of multiple integrals to converge to a measure µ as described above.
Extension of the Fourth Moment Theorem
In this section, we consider weak convergence of sequences of random variables in a Wiener chaos to X ∼ µ. The purpose of the argument is to generalize the Fourth Moment Theorem (Theorem 2.1). Through this section, µ is assumed to satisfy the hypothesis in the previous section. In addition we set b(x) := −x and assume that a(x) 2 µ(dx) < ∞ and the expectation of the invariant measure equals zero, i.e. xµ(dx) = E[X] = 0.
The quantity Let n = 1, 2, 3 , . . . , and
H , and
(4.1) Moreover, if the Wiener-chaos expansion of a(F ) is expressed by
where g k ∈ H ⊙k , then
Proof. The equations E[F ] = 0 and DF, −DL −1 F H = n −1 DF 2 H follow easily, and hence (4.1) holds. When we know the the Wiener-chaos expansion of a(F ) as (4.2), by (2.4) and (2.3) we have
The following proposition is needed in the proof of the main result. 
On the other hand,
Hence, we have
for h ∈ C 1 (S) such that |xh(x)|µ(dx) < ∞ and a(x)|h ′ (x)|µ(dx) < ∞.
In the beginning of this section, we have assumed that a(x) 2 µ(dx) < ∞. Hence, we can choose h ∈ C 1 (R) such that h ′ (x) = a(x). Thus, we obtain
Hence, applying (4.4), we obtain the required equivalence.
By using the general version of Stein's equation and Propositions 4.1 and 4.2, we can generalize a part of the Fourth Moment Theorem as follows. where g m,k ∈ H ⊙k for m ∈ N. Then, the following statements are equivalent.
For k = 1, 3, . . . , 2n − 1, and for k = 2n, 2n + 1, 2n + 2 . . . , It is sufficient to show the equivalence between (i) and (iii). Assume (iii). By Theorem 3.4 and (4.1) in Proposition 4.1, F m converges to G in distribution. Since DG, D(−L) −1 G is measurable with respect to the σ-field generated by G, by Theorem 3.3 we obtain
Hence, by the convergence of F m to G in distribution and (iii), we have for
Thus, (i) is obtained. Assume (i). Since DG, D(−L) −1 G is measurable with respect to the σ-field generated by G, by Theorem 3.3 we obtain
almost surely. Therefore, by the assumption (i) again,
Thus, by Proposition 4.2, (iii) is obtained. In Theorem 4.3 the measurablility of DG, D(−L) −1 G H with respect to the σ-field generated by G is assumed. In the special cases this condition immediately follows. Proposition 4.5. Assume that a random variable F is given by one of the following:
(i) F = cW (h) where c ∈ R and h ∈ H such that h H = 1.
(ii) F = c(W (h) 2 − 1) where c ∈ R and h ∈ H such that h H = 1.
(iii) F = e cW (h) where c ∈ R and h ∈ H such that h H = 1.
(iv) F = e c n k=1 W (h k ) 2 where n ∈ N, c ∈ (−∞, 1/2) and h 1 , h 2 , . . . , h n ∈ H such that h k H = 1 for k = 1, 2, . . . , n, and
, DF H is measurable with respect to the σ-field generated by F .
Proof. When F is expressed as in (i), E[F ] = 0 and
Hence, D(−L) −1 F, DF H is is measurable with respect to the σ-field generated by F . When F is expressed as in (ii), E[F ] = 0 and
Hence, D(−L) −1 F, DF H is measurable with respect to the σ-field generated by F . Next we show the case that F is expressed as in (iii). To prove the measurability of D(−L) −1 (F − E[F ]), DF H , we use the following formula proved in [7] :
b (R n ; R) with bounded derivatives and N = (N 1 , ..., N n ) is a Gaussian vector with zero mean and
Here N ′ denotes and independent copy of N and N, N ′ are defined on a product probability space (Ω × Ω ′ , F ⊗ F, P × P ′ ) and E ′ denotes the expectation with respect to the probability measure P ′ .
By (4.8), we have
(1−v 2 ) dv.
, DF H is measurable with respect to the σ-field generated by F . Finally we show the case that F is expressed as in (iv). In this case, we use Lemma 1 in Section 4 of [3] . The statement of the lemma is as follows. Let Z be a random variable with the standard normal distribution, K > − 1 2 , C ∈ R and a ∈ (0, 1). Then,
It is sufficient to show the case that c = 0. By (4.8), we have
Applying (4.9) and (4.10) to this equation, we obtain
, DF H is measurable with respect to the σ-field generated by F . we obtain a centered Pareto distribution with parameter 2) or the centered beta distribution (by taking c = −1, n = 2 with have a random variable with centered beta law with parameters 1 2 and 1). We refer to [3] and to Section 5 for a review on these probability distributions.
In view of Remark 4.6 and of Proposition 4.5, Theorem 4.3 implies that some parts of Theorem 2.1 (the original Fourth Moment Theorem) also hold on general setting. However, one of the equivalent conditions in Theorem 4.3 is the convergence of the joint distribution of n-th Wiener chaos and the norm of its Malliavin derivative.
For (ii) of Theorem 2.1 we can show one-way implication as follows. If the distribution of F m converges to µ,
Proof. Letting h(x) = x 3 in (3.4), we have
On the other hand, Proposition 2.14 in [12] and the assumption (4.11) imply
5 The case when the diffusion coefficient is a polynomial of second degree
Since we are studying the convergence of a sequence of multiple stochastic integrals, whose expectation is zero, we will assume that the measure µ is centered and the drift coefficient is b(x) = −x. We will also assume that the diffusion coefficient is a polynomial of second degree expressed as
such that a(x) > 0 for every x ∈ S. In this case it is possible to understand better when the necessary and sufficient condition for the weak convergence of a sequence of multiple integrals toward the law µ is satisfied. This class contains the known continuous probability distributions. Let us list below several examples. These examples are taken from Table 1 in [1] . Note that in this table the diffusion coefficient is given for non centered probability distributions. In order to obtain the diffusion coefficient a of the centered measure from the diffusion coefficient a 0 of the non centered measure we apply the following rule (see Lemma 2.5 
where X ∼ µ.
Example 5.1. The normal distribution N (0, γ), γ > 0. In this case a(x) = 2γ.
Example 5.2. The Student t(ν) distribution, ν > 1. In this case, if X ∼ t(ν) then the probability density of X is
for x ∈ R. In particular EX = 0. The squared diffusion coefficient is
Thus α = 
).
The expectation of this law EX = δ λ−1 and the centered inverse Gamma distribution is associated with
Example 5.6. The F distribution with parameters a ≥ 2, b > 2. Here
Moreover EX = b b−2 and the centered F law has
Consequently,
Example 5.7. The uniform U (0, 1) distribution.
Here the density is
Example 5.8. The Beta β(a, b) law, a, b > 0. In this case the probability density function is
EX = a a+b and the centered beta law has
The polynomial form of the diffusion coefficient a together with Theorem 3.2 implies several consequences on the moments of the probability distribution of X ∼ µ. We will present them in the following useful lemma. In particular, we give a recurrence formula for the moments of X.
Lemma 5.9. Suppose that a is given by (5.1). Then for every k ∈ R, k ≥ 1 such that EX 2k < ∞ one has
In particular, if α = 2,
3)
if α = 1, 2,
and if α = 2, 2 3 , then
Proof. Relation (5.2) is obtained by applying Theorem 3.2 with h(x) = x 2k−1 . In particular, for k = 1, since EX = 0
and thus EX 2 = γ 2−α . By applying successively Proposition 3.2 with h(x) = x 2 (k = 3 2 ) and h(x) = x 3 (k = 2) we obtain the expressions (5.4) and (5.5).
We recall the expression of the third and fourth moment of a random variable in a fixed Wiener chaos. These formulas play an important role in our proofs.
Lemma 5.10. Let F = I n (f ) with n ≥ 1 and f ∈ H ⊙n . Then
and
(5.7) − 3 2 α 3(
with C 0 given by (5.11). Therefore, the desired relation (5.9) is obtained.
From the above result we will deduce several restrictions of the probability distribution that can be limits of sequences of multiple stochastic integrals. We will discuss separately the cases β = 0 and β = 0.
The case β = 0
Let us assume that β = 0 in (5.1). This is the case of the Student, uniform and beta (with parameters a = b) distributions. In this situation, since EX 3 = 0 (see (5.4)), the order of the chaos n can be even or odd in principle. Proof. Let us show that C 0 ≥ 0. Note that
. and this is not possible unless C 0 = 0. In this case, we have α = 0 (from (5.11)), γ > 0 (from (5.3)) and consequently X follows a normal distribution with mean zero and variance γ.
Relations
As a consequence, we notice that several probability distributions cannot be limits in distribution of sequences of multiple stochastic integrals.
Corollary 5.13. A sequence a random variables in a fixed Wiener chaos cannot converge to the uniform, Student or to the beta distribution β(a, b) with a = b.
The case β = 0
In this paragraph we study the convergence of a sequence a multiple stochastic integrals to the law of a random variable X ∼ µ where µ is the invariant measure of a diffusion with drift coefficient b(x) = −x (meaning that EX = 0) and diffusion coefficient a given by (5.1) with β = 0. This is the case of the Pareto, Gamma, inverse Gamma and F distributions.
Fix n ≥ 1. Consider throughout this section that {F m , m ≥ 1} a sequence of random variables expressed as F m = I n (f m ) with f m ∈ H ⊙n . Since the third moment of a multiple Wiener -Itô integral of odd order is zero, from (5.4) we may assume in this paragraph that n is even.
Let us first deduce some consequences of the convergence in law of F m to X.
Lemma 5.14. Assume (5.1) with α = 1, 2, must coincide. The discriminant ∆ (5.15) then vanishes and that gives α = 0. The fact that µ is a centered Gamma law follows from (3.1) and (5.1) with α = 0 and β = 0. Remark 5.17. As a consequence, a sequence of multiple stochastic integrals in a fixed Wiener chaos cannot converge to a Pareto distribution with parameter µ < 4, to a inverse Gamma distribution with parameter λ < 4 or to a F distribution with parameter b < 10. we retrieve the results in [6] .
