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Abstract 
Let r be a graph on n vertices, adjacency matrix A, and distinct eigenvalues 1> i.1 > i,z > . > 
Ad. For every k = 0,1,. . , d - 1, the k-alternating polynomial Pk is defined to be the polyno- 
mial of degree k and norm llPklloo =maxlQlad {IPk(&)l} = 1 that attains maximum value at i. 
These polynomials, which may be thought of as the discrete version of the Chebychev ones, 
were recently used by the authors to bound the diameter D(T) of r in terms of its eigenvalues. 
Namely, it was shown that Pk(j>)> llvl12 - 1 +D(T)<k, where v is the (positive) eigenvector 
associated to 2 with minimum component 1. In this work we improve upon this result by as- 
suming that some extra information about the structure of r is known. To this end, we introduce 
the so-called z-adjacency polynomial QT. For each 0 <7dd, the polynomial Qr is defined to be 
the polynomial of degree 7 and norm llQrli~ =rnaxl~i~, { IIQr(A)e,ll} = 1 that attains maximum 
value at 1. Then it is shown that P~(3.)>llvI12/Q~(L) - 1 =+QT)<k + 27. Some applications 
of the above results, together with new bounds for generalized diameters, are also presented. 
0 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In this paper r = (V,E) denotes a (simple and finite) connected graph, with vertex 
set V = VT, 1 V/ = n, and edge set E = ET. For any vertex ej E V, T(ei) denotes the set 
of vertices adjacent to ei, and 6(ei) = IT( denotes its degree. Then, r is (&)regulur 
if 6(ei) = 6 for all 16 i Gn. The distance between two vertices ei and ej will be denoted 
by 8(el,qi). The eccentricity of a vertex e; is pi = E(ei) = rnax+b, 8(ei,ei), the diameter 
of P is D=D(T)=max,tV E(ei), and its radius is r = r(T) = min,SEy I. 
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Recently, much work has been done to give upper bounds on the diameter of a graph 
in terms of its spectrum. Let A,(= S) > 11 > . . . > Ad be the d + 1 distinct eigenvalues 
of a b-regular graph P, with order n and diameter D. Thus, Alon and Milman [l] and 
Mohar [28] gave results in terms of the two first eigenvalues LO and 11. Then, several 
results using the first eigenvalue 20 and either the second largest eigenvalue in absolute 
value, 1, = max{lt, --Ad}, or both 11 and & have been given by Lubotzky et al. [27], 
and Chung [4] 
D< W-1) +1 
i 1 ’ ln(l0ik) ’ 
Samak [31], and Chung et al. [5] 
and Van Dam and Haemers [ 131 
(1) 
(3) 
As expected, most of the previous results can be improved if we have further in- 
formation about the structure of P. This is the case, for instance, when the graph is 
bipartite, as it was shown by Delorme and Sole [14] and the authors [18], or when it 
is vertex-transitive, see Delorme and Tillich [ 151. Another example is that considered 
by Quenell [29], where it is assumed that the girth g of r is known. More precisely, 
this author managed to prove the following diameter estimates: 
cash-‘(nl(Ao(Jo - I>‘-‘I- 1) 
cash-‘(lo/&) 
(4) 
where e = [(g - 1)/2J( 2 1) is the so-called “injectivity radius” [29] or “parameter 
e’ [16] (in the latter paper this parameter was used in the context of connectivity 
problems). This result improves, for “large enough” graphs (more precisely, when 
1, >2Jm), the result (2) of Sarnak [31], and Chung et al. [5]. 
Results (l)-(3) admit the following unified presentation. Let P be a real polynomial 
and set IIPllm = mw~iQd{lP(A)l). Then, 
P(~~)>lIPlldn - 1)*@06dgrP, (5) 
whereas the result in (4) stems from the implication 
P(~o)>llPllm Izo~~o r lje_, - 1) *D(T)<dgrP+2[. 
( 
(6) 
With the formulation in (5), Chung [4] considered the case P=xk, Delorme and 
Sole [ 141 generalized her results by taking P =xk + txk-’ , t E W, which has the 
advantage of being useful to the case of bipartite biregular graphs (that is, bipar- 
tite graphs such that vertices in the same vertex class have the same degree), and 
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Samak [31], Chung et al. [5], and Van Dam and Haemers [13] used Chebychev polyno- 
mials shifted to the interval [Ad, At]. Such polynomials were also used by Quenell [29] 
to derive (4) from (6). Other results, using the Laplacian matrix, can be found in 
[5, 11, 12, 18, 19, 28, 301. Besides, in [5, 14, 181 the case of regular digraphs was also 
considered. 
However, the formulations in (5) and (6) suggest that, to optimize the results, we 
must face the discrete nature of the problem, and look for the polynomials that max- 
imize the quotient P(Ae)/llP]i oo. Or, alternatively, we should try to maximize P(ls) 
when the considered polynomials are normalized by IIP]lm = 1. This has been done by 
Yebra and the authors in [18, 191, for not necessarily regular graphs, introducing the 
alternating polynomials Pk of degree k. We collect here some of its main properties, 
referring the reader to [ 181 for a more detailed study: 
?? there is a unique k-alternating polynomial Pk for 0 <k <d - 1, 
0 Po(/l,)= 1 <P,(&)< . . . <Pd-,(A()), 
0 Pk maximizes Pk(x) for all x > 21 and, for k # 0, it is strictly increasing in [Ai, co), 
??Pk takes k+ 1 alternating values +l at {ii,&,...,&}, starting with Pk(li)= 1 and 
ending with Pk(&)=(-l)k, 
?? there are explicit formulae for Po(= 1 ), 9, P2, and Pd_ 1, while the other polynomials 
can be computed by solving a linear programming problem (for instance, by the 
simplex method). 
Some particular cases of these polynomials were also considered, in the same context, 
by Van Dam and Haemers in [13]. 
In terms of the alternating polynomials, and for not necessarily regular graphs (5) 
becomes 
pk(AO)> /lV112 - 1 +D(T)dk, (7) 
where v is the normalized positive eigenvector, that is the eigenvector corresponding 
to 3.0 with smallest component equal to one. In the case of regular graphs, v =i, the 
all-l vector, and this simplifies to 
Pk(&)>n - 1 +D(T)<k. (8) 
In this work we improve upon the above results by assuming that some extra infor- 
mation about the structure of P is known. We begin this task in the next section, where 
some applications of a result on the “(s, t)-diameter”, given in [19], are derived; and 
some other “conditional diameters” are considered. Then, in Section 3, we introduce 
a new family of polynomials which are defined in terms of the adjacency matrix A, 
and hence they are called the adjacency polynomials of P. Some first applications of 
these polynomials are also discussed. Finally, in Section 4 we give results involving 
both the alternating and the adjacency polynomials, which improve and generalize the 
previous results. 
We devote the rest of this section to recall the main terminology and known results 
used throughout the paper. In particular, we pay attention to the local spectrum of a 
graph, a concept introduced by the authors in [21]. 
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Let A be the adjacency matrix of r = (V,E), that has d + 1 distinct eigenvalues 
&>;l, > ... >I$. The spectrum of r, which is the set of the eigenvalues of A together 
with their multiplicities ml = m(&), 0 d 16d, is denoted by S(T) = (17, A:‘, . . . , A,m”}. 
Because of its special role, the largest eigenvalue 20 will also be denoted by A. 
As a consequence of Perron-Frobenius’ theorem, 1 is simple and positive, with positive 
eigenvector v = (vi, ~2,. . . , v,)~. As stated above, we will suppose that v is “normal- 
ized” in such a way that its minimum component equals 1. As usual, we identify A 
with an endomorphism of the “vertex-space” of r, e*(V), which, for any given index- 
ing of the vertices, is isomorphic to R”. Thus, for a given ordering of its vertices, we 
only distinguish between a vertex ei and the corresponding vector ei of the canonical 
base of R” by the bold type used. The adjacency algebra of A, denoted by A(A), is 
the algebra of all the matrices which are polynomials in A. 
For a given vertex e; E V we can consider its “spectral decomposition” 
d 
f?i = c 
I=0 
(9) 
where zil E Ker(x - 2,) and zi E v’. We let a polynomial p operate on R” by the rule 
pw = p(A)w, and the matrix is not specified unless some confusion may arise. For 
instance, using (9) pei = p(A)ei = (P(n)Vi/l]V]12)V + p(ll)Zil + ". + p(&)Zide 
The (ei-)local multiplicity of an eigenvalue jbj, O< I<d was defined in [21] as 
%,(;I/) s %(~l>= IIZi~l/*~ (10) 
For example, the ei-local multiplicity of /z is mi(;l) = v’/llvll* > 0. Notice that the local 
multiplicity mi(n,) corresponds in fact to cos2 Pi/, where pi/ is the angle between ei 
and the eigenspace Ker(x - 3Ll). The cosines cos Pil, 1 <i < n, 0 < 1 <d, were formally 
introduced by Cvetkovic as the “angles” of r (see, for instance, [9, lo].) 
Let 1> Ai, > . . . > lzi, be those eigenvalues of r having nonnull ei-local multiplicities 
(note that mi(1.j) = 0 iff zil= 0.) Denoting them by ,uo(= 1) >pi > . . . > pL,, we can 
define the (ei-)local spectrum of r as 
and so they will be referred to as the (ei)-local eigenvalues of r. As was discussed 
in [21], when r is “seen” from a given vertex, its local spectrum plays a similar role 
as the “global” spectrum. In the following proposition we survey some of the results 
supporting this claim. 
Proposition 1.1. Let r be a graph on n vertices. Let ei E V be a generic vertex with 
local eigenvalues b > ~1 > . > pm, and let p denote a polynomial. Then, 
(a) (P(A))ii= Cz;=, mi(Pl>P(N>, 
(b) Cy=;=, p/mi(pl) = 0, and the degree of vertex ei is 6(ei) = ~~=;=, pfmi(p/), 
(c) The ei-local multiplicities of all the eigenvalues add up to 1: ~~zorni(p~)= 1 
(1 <i<n), 
Cd) 
(e) 
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The multiplicity of an eigenvalue of P is the sum, extended to all vertices, of its 
local multiplicities: m(&)= C:=, mi(A,) (0<16d), 
The eccentricity of vertex ei satishes Ei 6 m. 
In [20] Yebra and the authors introduced the following polynomial which, for non- 
regular graphs, plays a similar role as the well-known Hoffman polynomial [25]. 
/=I 
(11) 
Notice that H(A) = ]lv112 and H(&) = 0, 1 < 1 <d. Moreover, it was proved that H is 
the unique polynomial of degree <d satisfying H(A)0 = vivj, 1 <i, j <n. Notice that, 
when r is regular, v =j gives H(A) = J, so that H is the Hoffman polynomial. 
2. Diameters of a graph and its eigenvalues 
In this section we present some results bounding the diameter of a graph in terms 
of its eigenvalues, and some additional information about its structure. The results 
improve those of Quenell [29], and they are based on a theorem concerning the so- 
called (s, t)-diameter, which is a generalization of the standard diameter. Other recent 
generalizations of such a concept are also investigated. 
2.1. The (s, t)-diameter 
The distance between two subsets of vertices Ur , U2 c V, denoted by a( Ut , l.Jz ), 
is defined as 13(Ul,U2)=min{~?(ei,ej) : e;~ U1, ej E Uz}. For some given integers 
1 <s, t <n, the (s, t)-diameter Dc,,~), used in [2, 193, measures the maximum distance 
between two subsets of s and t vertices, that is, 
Thus, DC,, 1) coincides with the standard diameter D. In [ 191 the authors proved the 
following result concerning the (s, t)-diameter: 
Theorem 2.1. Let T = (V, E) be a graph with eigenvalues A > 21 > ’ . . > id, and let 
Pk denote the k-alternating polynomial on the mesh {Al,. . . , %d}. Let v be the positive 
eigenvector associated to 3,. Then, 
P&),&V - 1) (y - 1) =+DC,,,,(P)<k. (12) 
In the case of regular graphs, the above result was also implicitly proved by 
Van Dam and Haemers in [ 131 (using a generic polynomial and without mention to the 
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conditional diameters.) For regular graphs also, and using the Chebychev polynomials 
Tk, Kahale [26] managed to prove that 
D(W) G 
cash-’ &s-’ - l)(nt-’ - 1) 
cash- ‘(/lo/A, ) J 
+ 1. (13) 
Since ]lTk]]oo = 1 in [-l,l], we have that Pk(x)>Tk(x/Ai) for any x21,. Hence, a re- 
sult like ( 13) for general graphs, with ]lvll * instead of n, can be obtained by substituting 
Tk(n/&) for p,(n) in (12). Moreover, the use of the polynomial Tk(x) “shifted” to the 
interval [&,A,], that is Tk((2x - 21 - &))/(A, - Ad)), gives the further improvement 
D(,,t) Q I cash-’ d(llVl12/~ - 1)(II~II’l~ - 1) cash-‘((21s - 11 - &)/(A, - &)) J + 1 ’ (14) 
Similar results (for general graphs) using the Laplacian matrix have been indepen- 
dently obtained in [l 1, 12, 191 (with the alternating polynomials), and in [6, 81 (with 
the shifted Chebychev polynomials.) 
In the above-mentioned paper [ 191, the authors showed that Theorem 2.1 has some 
applications to the study of other parameters, such as the (vertex-)connectivity of r. 
Following this work, we next derive two new applications bounding the k-independence 
number and the (standard) diameter of r. 
2.2. The k-independence number 
For a graph r with diameter D, the k-independence number ak, 0 d k < D - 1, is 
defined as the maximum number of vertices which are mutually at distance greater 
than k. Thus, trivially CIO = n, and ~11 E CI is the standard independence or stability 
number. Notice also that tlk is, in fact, the independence number of the kth power of r. 
Proposition 2.2. Let r be a graph as above. Then, for any 0 6 k 6 D - 1, its k- 
independence number satisfies 
211vl12 + 1 
‘k<&(i) + 1 ’ (15) 
Proof. The proof is based on the fact that the bound in Theorem 2.1, under the condi- 
tions s + t = & and s, t 3 1, at&IS its minimum at s = t. Assume first that ak is even. 
Then, taking s = t = ak/2, we clearly have D,,,,(r) > k. Consequently, Theorem 2.1 
gives &(A)62]]V1]*/ak - 1, and therefore 
ak < w1* 
‘&(A) + 1’ 
Otherwise, if c(k is odd, 
(16) 
we can take s = (ak + 1)/2 and t = (c(k - I)/2 to get 
I)(-+), 
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which, solving for &, gives 
83 
rk < 
-2]]v]/2 + &P;(l) - 1)2 + 4llvll4P,2(n) 
PkyA) - 1 
wl12 + 1 
<pk(l)+ 1 ’ 
(17) 
where the second inequality has been deduced by adding 2(211vl12Pk(~))(Pk2(n) - 1) to 
the term inside the root. 0 
In fact, a more detailed study of the odd case allows us to conclude that 
211~ 
%qy2)+ 1 +JJ-2: (18) 
see [22]. Notice that, when 211vl12/(&(n)+ 1) . IS an integer, we have (16). For instance, 
if r is a k-“boundary graph” as defined in [20], that is &(A)= ]]vl12 - 1, the above 
result gives & <2. Hence, if D(T) = k + 1 the obtained bound is tight. Another ex- 
ample is when we consider an r-antipodal distance-regular graph r (see, for instance, 
Biggs [3]), characterized by the fact that, given any vertex e, E V, the set {ei}UTo(ei) 
(with To(ei) defined below) has r vertices which are mutually at distance D(=d.) 
In [20], the authors showed that the (d - 1)-alternating polynomial of a such graph 
with n vertices satisfies Pd_ 1 (A) = (2/r)n - 1. Hence, ( 16) gives again the sharp bound 
ad-1 <r. 
2.3. The diameter 
Given ei E V and any integer p, 06~ GD, let TP(ei) denote the set of vertices which 
are at distance p from ei. For any integer 0 <r <D, let us define the z-superdegree of 
a vertex ci as 
bT(ei)= l{ej: a(ei,ej)<T}l= (J Tp(ei) . 1 I 
p I 
Thus, 6l(ei) = 1, 6;(ei) = 1 + 6(ei) and $(ei)= n. The minimum z-superdegree is 
then defined as St = min{df(ei) : ei E V}. Notice that, if r has minimum degree 6 and 
girth g, then 
$21 +6+6(6- 1)+...+6(6- l)‘-’ =n(&L), 
that is the “Moore bound” for a S-regular graph with diameter Cp = [(g - 1)/2j, or odd 
girth 28 + 1, see [3]. 
The following consequence of Theorem 2.1 takes into consideration the minimum 
r-superdegree. 
Proposition 2.3. Let r be a graph as above. Then, 
O(i)>/MI),D(i)<k+n+i. (19) 
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Proof. Let ei,ej be two generic vertices. Then, since llJz=s Tp(ei)l >SZ and 
lUi=, rp(ej)l > Sz, we can always consider two subsets, S and T, of s = 8: and t = S: 
vertices, respectively, such that 
Hence, D(T) E D(t,i) <a + Dc,,~) + r, and the result follows from Theorem 2.1. 0 
In particular, if r has minimum degree 6 and girth g we can take cr= r =e, thus 
obtaining the following implication: 
(20) 
This result improves, and generalizes for nonregular graphs, the result (6) of 
Quenell [29]. Moreover, it seems that the result in (20) is stronger as the value of 
e increases. For example, the “twisted odd graph” r = 0i12), see [20], is a 4-regular 
graph on n = 35 vertices, with girth 5, and eigenvalues 
J=4, I,=3, &=2, &=l, &=-1, &=-2, &=-3. 
Then, the corresponding k-alternating polynomials have the following values at 1: 
ps(4) = 34, p4(4) = 15, P3(4) = 6, &(4) = y, p,(4) = $ 
Hence, since Z’s(4) = n- 1 (regular boundary graph [20]) we cannot infer that D(T) < 5. 
Similarly, since n(4,l) = 5, we get Ps(4) = n/n(4,1) - 1, and (20) neither allows us to 
conclude that D(T) 6 5. However, as G = 2 and n(4,2) = 17, we have PI (4) > n/n(4,2) 
- 1, and (20) gives D(r)65. (In fact, D(T)=4.) 
2.4. The (~1 , . . . , s,)-diameter 
A natural generalization of the (s, t)-diameter is obtained when we take into consid- 
eration some, say r 22, vertex subsets of given cardinalities. Thus, for some integers 
Sl,S2 ,...,Sr, 1 <si<n, the (~1,s~ ,..., s,)-diameter is defined as 
D(,,,,, ,..., sr) = mm 
{ 
min d(Ui,Uj) 1 luil=Si, ldidr . 
U,,...,U, C Y l<i<jQr 1 
(21) 
In particular, if all the subsets have the same size, say s, we simply write D,,, instead 
of DC,,, ,.,_, sp Notice that, ifs = si +. . .+si and t=si+l +...+s, for some l<i<r- 1, 
then DC,,,,, ,..., s,) G&J), so that Theorem 2.1 gives 
(22) 
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More generally, it was shown in [ 171, by using a different approach, that 
(23) 
for any integer r > 2. 
In [26], Kahale proved that if r is a regular graph on n vertices, and 6s(= I$), 
?9,(=3,*),&,... , On_1 represent its eigenvalues (including multiplicities) with absolute 
value in nonincreasing order, 1~90 I> 119 112 . . . 2 / 9,_ 11, then 
(24) 
In [8], Chung et al. prove, by using again the (normalized) Laplacian matrix (the 
“Laplace operator” ) and the Chebychev polynomials, a result for general graphs, 
whose counterpart for the adjacency matrix is 
cash-’ 
DC S,rS2 ,.._, Sr) G max J<llvl12/si - 1)(llVl12/~j - 1) cash-‘((28s - Or-1 - O,_,)/(O,_, - ON_,)) 
+ 1 
1 $i<j<r ’ 
(25) 
where Qs(=&,)>Ot b ... 3 On_1 are the n eigenvalues of A (see also Chung et al. [7]) 
The proof is based in a geometric lemma given in [6] stating that, for any r 32 
arbitrary vectors of a (r - 2)-dimensional Euclidean space, at least two of them have 
a nonnegative scalar product. Again, a better result can be obtained here if we use the 
alternating polynomials, as shown in the next theorem. Although its proof goes along 
the same lines as in [6, 81, we will give it in detail to illustrate the use of both, the 
alternating polynomials and the referred geometrical lemma. 
Theorem 2.4. Let r = (V, E) be a graph with adjacency matrix A, and n eigenvalues 
%,(= &)>O, > . . 38,,_1. Let v be the positive eigenvector associated to lo. Let 
Pk,r denote the k-alternating polynomial on the mesh obtained by taking the diferent 
eigenvalues among 0,-l, B,., . . . , On_ 1 (that is, Ai(r) > Ai(r > ’ . . > Ad; where i(r) = 1 iJ 
ml > r - 2, and i(r) is the maximum integer satisfying ml + m2 +. . + mi(,)_l <r - 2, 
otherwise. ) Then, 
&(A) > max ,ii<j<&!$ - l)(y - 1) ‘D(,,,,, ,..., ,,6k. (26) 
Proof. Let us consider r generic subsets Ui c V with given cardinalities 1 Uil = si, 
1 <i <r. Then, for each Ui c V, consider the following spectral decomposition of its 
“weighted characteristic vector”: 
A = C vlel= %V + Zi + Wi, 
eiEu, 
(27) 
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where zi E 2 = @:I; Ker(x - 0i) and Wi E W = @FLr’, Ker(x - ei), SO that 
llwil12 = llJll* - !/f$ - llZi/l* 6Si (l - 6) . 
As dim 2 = Y - 2, by the above-mentioned geometric lemma we can choose two sets, 
say Ui and Uj, such that (Zi, Zj) 20. Then, we get 
= pk ( ( !!4!tv+z.+w. ,r llv/l2 z > !!@“+z.+w. I ’ llv(l2 J J > 
= Pk,r(l) ll”~~?~~A’ + (Pk,rZi, Zj) + (Pk,rWi, wj) 
2 Pk,r(J) ll4/* sisj +Pk,r(0r-Z)(Zi, Zj) - IIPk,rwill Ilwjll 
> P,,(l)$ - Ilwillllwjll 
Hence, a( Ui, ej) < k, and the result follows. 0 
For instance, as a corollary of the above theorem, we have that 
P~,r(4>llvl12 - 1 +&I Gk, (28) 
a result to be compared with (23). 
3. The adjacency polynomials 
In order to improve further the previous results, we can use a new family of poly- 
nomials, related to the adjacency matrix of a graph, whose study is the topic of this 
section. Although the study can be done in general for the conditional diameters, we 
restrict ourselves to the simplest case of the standard diameter (so considering only 
distances between pairs of vertices.) 
Let A be the adjacency matrix of some graph r with 12 vertices, diameter D and 
eigenvalues A > Ai > . . . > Ad. Let &[x] denote the (k + 1 )-dimensional vector space 
of polynomials with degree at most k. Then, for each k = 0, 1, . . . , d, the mapping from 
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&[x] to [w defined by p H l\pli~ =maxlGi<, { 11 pe, 11) is a norm of &[x]. Notice that, 
using Proposition 1.1 (a), 
(29) 
and then 
(30) 
Using this norm, we can derive an upper bound for the eccentricity of a vertex. 
Theorem 3.1. Let r = (V,E) be a graph with adjacency matrix A and eigenvalues 
A>]., > ... > 1.d. Let v be the positive eigenvector associated to 2. Let P E [Wd[x], and 
ei E V with eccentricity E(ei). Then, 
‘(“) > m -+, E(e) <&rP, 
llPllA vi I 1 (31) 
Proof. Let us first study the angle ‘x, between the vectors Pei and v. To this end, note 
that 
p(~)vi= (fYJv)V,ei) = (G,PV) =(Pei,V) = IIPeilll/VII COSUi<llPll,zllVll COScli. 
Hence, 
COSrj>a> P( %)Vi cc~<cos-' ~ ( > WA II4 (32) 
Moreover, we claim that the cone with axis v and semi-angle 
p=cos-’ dF ( 1 II4 
is contained in the “positive region” xj 3 0, 1 <j dn. Indeed, if /?I denotes the angle 
between v and the subspace .ri = 0, we have 
cosb,= m< m=,,,, 
llvll lbll ’ 
whence p/- 3 P for any 1 <j <n. Hence, the result follows from the fact that, if the 
left-hand inequality of (3 1) holds, then 
so that Pei is in the 
c(e,)<dgrP. 0 
> m =cos/jJ, 
llvll 
cone and hence all its components are positive. Consequently, 
88 MA. Fiol, E. GarrigalDiscrete Applied Mathematics 87 (1998) 77-97 
As two straightforward consequences of this theorem, we have the following new 
results concerning both the radius and the diameter of a graph: 
Corollary 3.2. Let r be a graph as above. Let vy = maxt <i<n vi. Then, 
(a) P(~)IIIPll~>(l/v~)~~~r(~)~dgrP; 
(b) P(~)III% > dv * D(T) <dgrP. 
As above, to optimize these results, we must try to maximize P(L) when the consid- 
ered polynomials are normalized by ]]PllA = 1. Thus, let us consider the closed unit ball 
z??Ik={p E &[x] : IlpllA < 1). On this compact set, the continuous function Y: p-+p(A) 
attains its maximum at a point Qk that, according to Proposition 3.3 below, will be 
called the k-adjacency polynomial of r. Notice that, since Y is linear, such a point 
must be on the border of ~8k, that is llQ& = 1. Then, as a first property of these 
polynomials, the first inequality in (32) gives Qk(L)< ]lv]l/Vi for any 1 didn, that is, 
(33) 
The following result proves the uniqueness of the k-adjacency polynomial for every 
k not greater than the radius of the graph: 
Proposition 3.3. Let r be a graph with adjacency matrix A and radius r. Then, for 
any 0 d k d r, there is a unique k-adjacency polynomial Qk. 
Proof. By contradiction, assume that there exists a polynomial of degree k, Rk # Qk, 
such that llRkl]A 6 1 and &(A) = &(A). Th en, let us consider the polynomial Tk = k(Qk 
+ &) E [w&l, Satisfying Tk(n) = Qk(A) and 
llTkeill* = i(Qkei +&ei,Qkei +&G) = :llQkeill’ + {l]&ei]1* i- ~(Q&,&G) 
where yi stands for the angle between Qkei and &ei. If yi # 0 for any 1 <i <n, then we 
would have ]]Tkeil] < 1 for any i, and hence (IT k A < 1, contradicting that the maximum II 
is attained at some point on the border of &?k. The same contradiction is reached even 
if, for some i, yi = 0 but either II Qkei II < 1 or ll&ei II < 1. Therefore, we only need to 
consider the case where, for some i, IlQkeiII = IlRkeill = 1 and yi =O, that is Qkei =Rkei. 
Then, using decomposition (9) ei = (vJ]]v]l*)v + Cf=, zi/, zil E Ker(x - A,), we get 
& Q/cC~lh = 2 &(~lh~ 
/=I I=1 
since Qk(n) =&(A). If Zii # 0 for some k values of I, the polynomials Qk and & 
should coincide at not less than k + 1 points, and hence Qk = Rk. Otherwise, if Zil# 0 
for only m < k - 1 values of I, Proposition 1.1(e) would imply that vertex ei has 
eccentricity s(ei) <k - 1, and then r <k - 1, a contradiction. ??
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In particular, since 2r >D, the above result assures that there exists a unique 
adjacency polynomial Qk for any 0 <k < [D/2]. 
For example, the O-adjacency polynomial is clearly Qo = 1. To compute the 
89 
k- 
l- 
adjacency polynomial, let r have maximum degree A, and consider a generic polyno- 
mial of degree 1, p = a0 + alx. Then we want to maximize the function $(a~, at ) = 
p(L)=ao fall, under the condition IIpIIj =a; +$A= 1. This gives 
QI = 
AsAx 1 + (IjA)x 
oTm=&qjTjT 
(34) 
Example 3.4. Let r be the graph obtained from K4 by deleting an edge. Then 
S(T)= {!3po,-l,l+}, v= (ppl,!q 
(the 1 entries corresponding 
from the above, 
to the vertices of degree 2), llvll* =(17 + &?‘)/4 and, 
giving Qi (3L) = 1.6833 . . . . Then, since ,/w/vl = 2.0690.. . and d-/v2 = 
1.6154..., Corollary 3.2(a) gives r(T) = 1. 
At the other extreme, let us see that a d-adjacency polynomial (not necessarily 
unique) is 
where H is the polynomial given in (11). Indeed, since 
1 Vi Qdei = “M ,,vlIHei = mv, 
we have 
Vi 
IlQdeill=-<l for l<i<n, 
VA4 
as required. Moreover, 
which, according to (33), is the maximum possible value. 
3.1. Partially walk-regular graphs 
To compute Qk for 1 <k -cd we need to know some additional information about 
the structure of the graph. This is the case, for instance, when we are dealing with 
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“partially walk-regular” graphs. We say that, for some positive integer d’, a graph I- 
is d’-partially walk-regular if the number of closed walks (or circuits) of length k, 
0 <k<d’, through a vertex ei, that is (A“)ii, does not depend on i. For instance, every 
d-regular graph with girth g is (g - 1 )-partially walk-regular, since in this case, for 
any l<i<nandO<k<g-1, we have(Ak)ii=O(kodd)and(Ak)ii=&k)(keven), 
where 4(k) denotes the number of circuits of length k which go through the root of 
an (internally) d-regular tree of depth >k/2. Notice that, since Z,A,. . . , Ad is a basis 
of d(A), if d’ 3d then r is r-partially walk-regular for any integer r. In this case r 
is simply called walk-regular (see [23, 241.) Examples of walk-regular graphs are the 
vertex-transitive and/or distance-regular graphs. 
The interest of considering partially walk-regular graphs stems from the following 
result: 
Lemma 3.5. Let r be a d’-partially walk-regular graph, with adjacency matrix A 
and eigenvalues A(= 20) > A1 > . . > id. Let m(&) be the multiplicity of 11. Then, for 
any polynomial p of degree k (k 6 [d’/2j if d’ cd), 
Proof. Assume d’ <d, the other case being similar, and consider the polynomial p2, of 
degree 2kdd’. Then, since (Ah)ii = ( xhei, ei), 0 6 h < 2k, does not depend on i, neither 
does IIpei112 = (p’ei,ei) =(p2(A))ii. Hence, we have 
~m(r,)pz(1,)=trp2(A)= 2 Ilpei11 =nllpll:. •I 
I=0 i=l 
As a by-product of these results, note that, from the above lemma and Eq. (29) we 
get, for any 1 <i<n, 
~~i~h~p’~li)= llP412= IIPIIi= i &m(&)P’(&). 
I=0 I=0 
Then, 
m(h) 
mi(Jt) - - P2(W = 0, n 
since, as r is regular, 
1 m(A) 
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Consequently, if d < dgr p2 = 2k <d’ or, equivalently, d’ =d, the graph r is 
multiplicity-regular [21] 
44 > m;(&) = - (O<l<d). 
n 
This result was proved for distance-regular graphs in [21] although, surely, it was 
already known in the literature (without mentioning local multiplicities.) The more 
general result for walk-regular graphs is also a direct consequence of the results in [ 151. 
In our context, an important consequence of Lemma 3.5 is that, for a d’-partially 
walk-regular graph, the adjacency polynomial Qk (k d [d’/2J if d’ cd) has as coeffi- 
cients the solution of the following optimization problem: Let Qk = ao+aix+~ +a&. 
Then, 
maximize Qk( A) 
subject to & m(&)Q~(&) = n. 
I=0 
The following result gives a solution to this problem. 
Proposition 3.6. Let r be a d’-partially walk-regular graph as above. Let {pk} be 
u sequence of orthogonal polynomials, with respect to the scalar product (f, g)A = 
C;‘,o(m(~l)ln)f(~r)g(~~~), normalized in such a way that IIpkjli = pk(A), O<k<d. 
Let qk = Et=, pr. Then, the k-adjacency polynomial of r is 
for any 0 <k d Ld’/2] ( h w enever d’<d), or O<k<d (zfd’=d). 
Proof. Consider a generic pOlynOnd p E [Wk [x] given in terms of the basis { pk}, that 
is P = Cf=, a,P,. Let k, = IIp# = p,(A). Then the maximization of the function 
under the condition 
IIPII~ = & IIaTpTI/j = &ajk,= 1, 
r=O r=O 
gives a,= l/a, Odz6k. 0 
Moreover, in [21] it was shown that the polynomials qk = Cf=, pr, (0 <k dd) of 
Proposition 3.6 form an orthogonal system with respect to the scalar product 
(35) 
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Hence, the same properties are shared by the k-adjacency polynomials Qk of a d’- 
partially walk-regular graph r (assuming that k < [d’/2J if d’ cd). 
The following result, to be compared with (S), is a consequence of Corollary 3.2 
and the above proposition. 
Corollary 3.7. Let r be a d’-partially walk-regular graph as above. Then, 
qk(/t)>n - 1 +D(T)<k. 
Example 3.8. Let 0 denote the graph of the octahedron. Then the graph r = L20 (that 
is, the line graph of the line graph of 0) is a vertex symmetric graph with spectrum 
S(T) = {lo’, 63, 42, 26, -224} Then, its corresponding polynomials qk = aQk, 
0 <k 64, and their values at ,? = 10 are 
.qo=l, 1, 
0 41=x+ 1, 11, 
?? q2 = %(x2 - +X - $$), 29.50.. . , 
. q3+f!L(x3 _ 11820 ,969xz - $$x + G), 35.78.. . ) 
0 q4=&(x4- 10x3 + 20x2 + 40x - 96), 36. 
Therefore, since q3(1) > n - 1, Corollary 3.7 gives D(T) < 3, which is the exact value 
of the diameter. Note also that, according to previous comments, q4 is, in fact, the 
Hoffman polynomial H. 
3.2. Partially distance-regular graphs 
An example of partially walk-regular graphs are those graphs having a “partial 
distance-regularity” around every of their vertices. More precisely, let r be a regu- 
lar graph with adjacency matrix A and diameter D, and let D’ 60 be the maximum 
integer such that, for any 0 <r <D’ there exist a polynomial ZI, of degree r such that 
v,(A) is the so-called z-distance matrix, defined by 
i 
1 
(az(A))ii = 
if d(ei, ei) = r, 
0 otherwise. 
Then it is said that r is a D’-partially distance-regular graph. For instance, note 
that every regular graph is l-partially distance-regular, since two obvious examples 
of r-distance matrices are Z (VO = 1) and A itself (vi =x.) In fact, if r has girth 
g, simple reasoning shows that D’ 2 [(g - 1)/2J, with us = 1, u1 =x, 02 =x2 - 6, and 
v~=xv,_i-(b-l)v,-2 (3<r<D’), see [3]. The distancepolynomials vz, O<z<D’, of 
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a D’-partially distance-regular graph, are orthogonal with respect to the scalar product 
(f,g)~ defined above since, for afz, 
Furthermore, for c = r we get 
but the number of vertices at distance r from ei does not depend on i since ITr(ei)l = 
(u,ei,j) = (ei,tl,j) = (ij + ziyu,(l)j) =~~(n). Hence IIu~I[~ =uJ~) E k,, and {uT} is 
the sequence of polynomials satisfying the hypotheses of Proposition 3.6. 
In fact, any D’-partially distance-regular graph is also 2D’-partially walk-regular 
since, for any k = s + t < 2D’, s < t GD’, we have 
where a,, and b, are the Fourier coefficients of xS and xt with respect to the basis {v,}, 
respectively (and so they do not depend on i) and, from the above, 11 r,ei II 2 = II u, 11; = 
k,. Thus, a more explicit formula for (Ak)ii is 
Corollary 3.9. Let r be a D’-partially distance-regular graph. Then, the k-adjacency 
polynomial is 
Qk= & (Nk<D’), 
where wk = Cf=, u,. 
4. The diameter of a graph and its spectrum 
Here we present a unified approach to the previous results, by considering both the 
alternating and the adjacency polynomials. 
Theorem 4.1. Let r = (V,E) be a graph with adjacency matrix A, and eigenualues 
,I>111 > . . >&. Let v be the positive eigenuector associated to 2. Let Pk denote the 
k-alternating polynomial on the mesh (21,. . , Ad}. Let QO and Q7 be the corresponding 
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adjacency polynomials of r. Then, 
(36) 
Proof. Let A be the adjacency matrix of r. Let ei be the ith coordinate vector. Then, 
using again decomposition (9), 
Thus, we get 
> P~(,)~‘(‘)~~(‘) + (fiQ z. Q z,) 
llv/12 0 I’ 7 J . 
Moreover, since IlQoeill d llQ,& = 1 and vi> 1, we have l(Q,zi112 6 1 - Q~~L)/I~~II~, 
and hence 
<{(I-$)(1-g) 
since lIPk(A)lvlII = llPklloo = 1. Therefore, 
so that d(ei,ej)<k + o + Z, and hence D(T)<k + (T + z as claimed. ??
In particular, for G = z, we get 
11412 
pk(A)’ Q;(n) ~ - 1 *D(T)<k +2r. (37) 
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As, for any graph, the l-adjacency polynomial is given by (34), we have Q:(n) = 
(A + n2)/A, and hence, 
Corollary 4.2. Let r be a graph as above. Then, 
h(n) > 11412 
1 + (d2/A) 
- l*D(T)<k+2. (38) 
In particular, taking k = 0 (PO = l), we obtain the following condition for r to have 
diameter at most two: 
(39) 
which, for a-regular graphs, reads A = 6 2 Ln/2J + D(T) 6 2 (trivial). 
Another consequence of Theorem 4.1, corresponding to Corollary 3.2(b), is obtained 
when we take k=z=O (Ps=Qs=l). 
Corollary 4.3. Let r be a graph as above. Then, 
Q&)>&=+W)<(i. (40) 
The similarity between the results (7) and (40) deserves a comparative study. With 
this aim, note first that the value of Pk(l) is obtained using only the eigenvalues of 
the graph. Thus, intuitively speaking, the successive steps 
progressively weaken the precision that a result about some property of P, deduced 
from some condition on Pk(l), can have. Consequently, it seems that the corresponding 
condition on the value Qk(L), obtained from the whole spectrum of P, should lead to 
a stronger result. The following proposition shows that, at least for regular graphs, this 
is the case for (7) and (40). 
Proposition 4.4. Let r be a regular graph on n vertices, with eigenvalues 1> 11 > . . 
> Ad. Then, for any 1 <k Gd, 
Pk(l)>n - 1 + Qi(J.)>n - 1. 
Proof. Let ei be a vertex such that llPkeill = l[PkllA =maxiGjGn{llPkejll}. Since 
IIPkeil12 = 
4w) f?@) 
7 + llpk%ll’< __ +1-’ n n’ 
the vector 
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has norm 6 1. Hence, from the choice of ei and the definition of Qk, 
Qdn>a de 
and so, using the hypothesis, 
Q;(n) > npk2(n) n2 -n 
Pi(A) + n - 1 =n-Pi(A)+n- 1 
>n-1. 0 
To show that the converse of the above result does not hold, we can consider again 
the graph r = L20 in the example of Section 3. Indeed, we already saw that such a 
graph has Q:(A) =qx( 10) = 35.78.. . > n - 1 = 35, whereas its 3-alternating polynomial 
is Pj = Ax3 - ix’ + $x + g, which gives P3(10) = 35 (L20 is a boundary graph.) 
Going back to the consequences of Theorem 4.1, we can use Corollary 3.9 to derive 
a result for U-partially walk-regular graphs. 
Corollary 4.5. Let r be a D’-partially distance-regular graph on n vertices. Then, 
for any 0 < CJ, z d D’, 
(41) 
In particular, if r has girth g and (T = r = d, we have q/(A) = n(6, e) and the above 
corollary gives (20). 
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