Abstract. We generalize the Jeffrey-Kirwan localization theorem ([JK1] , [JK2]) for noncompact symplectic and hyperKähler quotients. Similarly to the circle compact integration of [HP2] we define equivariant integrals on non-compact manifolds using the Atiyah-BottBerline-Vergne localization formula as formal definition. We introduce a so called equivariant Jeffrey-Kirwan residue and we show that it shares similar properties as the usual one. Our localization formula has the same structure as the usual Jeffrey-Kirwan formula, but it uses formal integration and equivariant residue. We also give a version for hyperKähler quotients. Finally, we apply our formula to compute the equivariant cohomology ring of Hilbert scheme of points on the plane constructed as a hyperKähler quotient [Na].
Introduction
Let (M, ω) be a non-compact symplectic manifold with Hamiltonian G × S-action and let µ G×S : M → g * × s * be its moment map. We assume that there is an one-dimensional torus K in the center of G × S such that it has proper and bounded below moment map. We define integrals of equivariant cohomology classes of M by the Atiyah-Bott-Berline-Vergne formula ( [AB] , [BeV] ), assuming that M T ×S is compact
where α ∈ H G×S (M ), T ⊂ G maximal torus and N (F | M ) normal bundle of F in M . Let 0 ∈ (g * ) G be a regular value of µ G and consider the symplectic quotient M/ /G = µ −1 (0)/G (we suppose that it is non-compact). In Theorem 13 we give the following formula for integrals on the quotient
where κ S : H G×S (M ) → H S (M/ /G) is the equivariant Kirwan map, ̟ is the product of roots of G, |W | is the order of its Weyl group, ρ is a small regular value of the torus moment map µ T (we can forget about it if 0 is a regular value of µ T ), and the equivariant Jeffrey-Kirwan residue EqRes x is defined in section 2.2. For hyperKähler quotient we have a similar formula (Theorem 14)
M/ / / / (ξ,0) G κ S (αe ω R −µ R −µS +ξ ) = lim where κ S : H G×S (M ) → H S (M/ / / / (ξ,0) G) is the Kirwan map, ω R and µ R are the real symplectic form and the moment map on M , ϑ̟ C is the product of T × S-weights on g * C (it is assumed that (t * C ) S = {0}), and ̟ R is the product of roots.
The content of the paper is as follows. In the first part of section 2 we define and review properties of the Jeffrey-Kirwan residue. In the second part of the section we introduce the equivariant Jeffrey-Kirwan residue and we show that it has the same properties as the usual one. In section 3 we review in detail the symplectic cut technique which will be used in the subsequent section. In section 4 we first prove a generalization of the Jeffrey-Kirwan localization formula (Theorem 11) using similar techniques as in [JKo] . We use it to prove the non-compact version (Theorem 12 and 13). Moreover, we prove first the abelian version of the theorem and then by the same method of [Ma2] we deduce the non-abelian version. We conclude the section with the discussion of the hyperKähler case (Theorem 14) . In the last section we apply our formulas for computation of the equivariant cohomology ring of Hilbert scheme of points on the plane (Theorem 16), constructed as hyerpKähler quotient [Na] . By equivariant formality the ordinary cohomology may be derived (cf. [LS] , [Va] ).
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Iterated residues
In this section we recall the definition of the Jeffrey-Kirwan residue ( [JK1] , [JK2] ) and some of its properties (cf. [BiV] , [JKo] ). We prove that under some analyticity condition it is independent on choice of bases and polarization. In the second part of the section we introduce an equivariant version of the Jeffrey-Kirwan residue. It is defined in terms of ordinary Jeffrey-Kirwan residue and we prove that it admits similar properties.
2.1. Jeffrey-Kirwan residue. Let t be an r-dimensional real vector space.
Definition. Let x = {x 1 , . . . , x r } be an ordered bases of t * . For any non-zero α = r i=1 a i x i ∈ t * we define its polarization as
We say that α is polarized with respect to x if α = α. We define ε(α) ∈ {±1} by α = ε(α) · α.
The set of polarized vectors in t * form a cone, which we call the polarized cone of t * .
The relationship between our notion of polarization and the one used by Jeffrey and Kirwan is as follows.
Remark 1. Let A = [α i | i ∈ I] be a finite collection of non-zero vectors in t * . All possible simultaneous polarizations of elements of A are parametrized by connected components Λ of {t ∈ t | α i (t) = 0, ∀i ∈ I} as follows. For any ξ ∈ Λ define
which does not depend on the choice of ξ. Consider an ordered bases x = {x 1 , . . . , x r } of t * such that x 1 (ξ) = 1, x 2 (ξ) = . . . = x r (ξ) = 0. The polarization α i of α i with respect to x agrees with α i . Conversely, given x ordered bases consider Λ = {t ∈ t | α i (t) > 0, ∀i ∈ I}, which is non-empty and α i agrees with α i for all i ∈ I.
Let λ I , α i ∈ t * , (i ∈ I), P I ∈ St * = R[t] and consider the function F = PI e λ I i∈I αi . Write F in bases x and denote it by F (x).
Definition. For β 1 , . . . , β k ∈ t * non-zero vectors we define
(1) Res x k |β k . . . Res x1|β1 F (x)dx 1 . . . dx k inductively as follows. If β 1 / ∈ x 2 , . . . , x r then from u 1 = β 1 (x) we express x 1 in terms of u 1 , x 2 , . . . , x r , i.e. x 1 = β ′ 1 (u 1 , x 2 , . . . , x r ). We substitute x 1 = β ′ 1 in F (x) and we expand it as u 1 ≪ x 2 , . . . , x r . Denote the result by F (u 1 , x 2 , . . . , x r ). For i > 1 let β ′ i = π β1 β i be the projection of β i to x 2 , . . . , x r along β 1 , i.e. β ′ i (x 2 , . . . , x r ) = β i (β ′ 1 (0, x 2 , . . . , x r ), x 2 , . . . , x r ). Then (1) is defined as
Res u1=0 F (u 1 , x 2 , . . . , x r )du 1 dx 2 . . . dx r .
If β 1 ∈ x 2 , . . . , x r then we set (1) to zero.
If
(2) π β1,...,βi−1 β i ∈ x i , . . . , x r \ x i+1 , . . . , x r ∀i = 1, . . . , k then the system of equations (3) u 1 = β 1 (x), u 2 = π β1 β 2 (x), . . . , u k = π β1,...,β k−1 β k (x) can be expressed in matrix form 
where δ is the product of diagonal entries in B, A ′ is the collection of all non-zero π β1,...,β k α i ∈ x k+1 , . . . , x r , (i ∈ I),
is the Laurent series in u 1 , . . . , u k with coefficients in R[[x k+1 , . . . , x r ]] got from PI (x) i∈I αi(x) after base change (4) and expansion as u 1 ≪ . . . ≪ u k ≪ x k+1 , . . . , x r . If β 1 , . . . , β k does not satisfy (2) then (1) is zero.
Remark. For β 1 , . . . , β k and γ 1 , . . . , γ k satisfying (2) we have Res x k |β k . . . Res x1|β1 = Res x k |γ k . . . Res x1|γ1 if and only if π β1,...,βi−1 β i = c i · π γ1,...,γi−1 γ i for some constants c i ∈ R * , i = 1, . . . , k. In this case we say that tuples β 1 , . . . , β k and γ 1 , . . . , γ k are equivalent.
Remark 2. Res x k |β k . . . Res x1|β1
PI (x)e λ I (x) i∈I αi(x) dx 1 . . . dx k may not be zero only if there are i 1 , . . . , i k ∈ I such that α i1 , . . . , α i k and β 1 , . . . , β k are equivalent. If they are equivalent we may suppose that β l = α i l for all l = 1, . . . , k.
Definition. We define Res
PI (x)e λ I (x) i∈I αi(x) dx 1 . . . dx k to be equal to (5) 
where the sum is all over non-equivalent tuples α i1 , . . . , α i k , i 1 , . . . , i k ∈ I. We use short notation Res Definition. Fix a scalar product and an orientation of t * . Let x = {x 1 , . . . , x r } be an ordered bases of t * . Define
Res
where det(x i , x j ) i,j is the determinant of the Gramm matrix [(x i , x j )] r i,j=1 .
Remark 3. If τ = {τ 1 , . . . , τ r } is an orthonormal bases with the same orientation as x, then JKRes x F (x)dx = det ∂x i (τ ) ∂τ j
−1
Res + x F (x)dx.
Definition. ρ ∈ t * is generic with respect to F = I PI e λ I i∈I αi if it is not on any (r − 1)-or less dimensional affine subspace λ I + α j ∈ J ⊂ I . It is equivalent to 0 is generic with respect to F e −ρ .
Definition.
A bases x = {x 1 , . . . , x r } of t * is generic with respect to F = I PI e λ I i∈I αi if for any λ I / ∈ α i1 , . . . , α i k , (i 1 , . . . , i k ∈ I) we have λ I / ∈ α i1 , . . . , α i k , x j k+1 , . . . , x jr−1 for any j k+1 , . . . , j r−1 .
Remark. Let x is generic with respect to F . If λ I + α i1 , . . . , α i k ∩ x j1 , . . . x j l = ∅ then they intersect transversally.
Remark. If α i1 , . . . , α i k satisfy (2) and x is generic then
In addition, if 0 ∈ t * is generic, then . Let x = {x 1 , . . . , x r } be an ordered bases. Let α 1 , . . . , α r be linearly independent. Suppose that λ not in any (r − 1)-or less dimensional subspace spanned by some of α i 's. Write λ = λ 1 α 1 + . . . + λ r α r and α i = a i1 x 1 + . . . a ir x r , i = 1, . . . , r. Then
Proof. It is enough to prove the proposition for polarized α i 's, i.e. ε(α i ) = 1. First we prove it for n 1 = . . . = n r = 0 from which we will deduce the general case. We proceed by induction on r. For r = 1 the statement is obvious. For σ ∈ S n , σ(1) = j if α σ(1) , . . . , α σ(r) satisfy (2) then we compute
. . . Res
where
is the characteristic function of [0, +∞) and c ji ∈ R such that α i = c ji α j + π αj α i . By induction,
We will show that
It is enough to show (10) when
. . , x r and β i − β j = β i − β j if j < i ≤ q. Then (10) can be reformulated as
For any j ≤ q we have
By hypothesis 0 is generic for
Then (11) is equivalent to the following easy relation on (R * )
,...,sq−1<0, sq+1,...,sr>0} . Thus we proved (7) for n 1 = . . . = n r = 0. To deduce the general case we set y i = tx i , (t > 0) and set R n1,...,nr to the left hand side of (7). Then for λ = r j=1 λ j x j we have Take the derivative of both sides with respect to t at t = 1 to get
From (12) follows (7) by induction on n 1 + . . . + n r .
The following cone property will be used extensively through the paper.
Proof. We can decompose
i∈I αi(x) to sum of generating and non-generating fractions. On nongenerating fractions Res + x vanishes. Moreover, the generating fractions are of form
. . , i r ∈ I, hence from Proposition 1 follows (13).
Proposition 2 (cf. [JKo] Lemma 3.3). Let F = I PI e λ I i∈I αi and suppose that 0 ∈ t * is generic with respect to F . If F (x) is analytic then JKRes x F (x)dx is independent of x.
Proof. By the previous proposition the JKRes x F (x)dx may only depend on polarizations. Let A = ∪ I {α i | i ∈ I}. Polarizations on A correspond to connected components of {t ∈ t | α(t) = 0, ∀α ∈ A}. These components are open polyhedral cones. Let Λ and Λ ′ be two neighboring cones, separated by a hyperplane {t ∈ t | α(t) = 0} for some α ∈ A. Let ξ = 0 be in the relative interior of intersection of closures cl(Λ) ∩ cl(Λ ′ ).
Choose an ordered bases {x 1 , . . . , x r } of t * such that x 1 (ξ) = 1, x 2 (ξ) = . . . = x r−1 (ξ) = 0 and x r = α. Since 0 is generic for F , we can choose ξ and x such that x to be generic with respect to F . Suppose that α is polarized with respect to Λ, hence the ordered bases {x 1 , . . . , x r } induces on A the same polarization as Λ. Also consider the ordered bases {x Let α i1 , . . . , α ir satisfying (2). From (5) we have (14)
, and F I (u) is the Laurent series got from
by change of variable (4) and expansion with respect to u 1 ≪ u 2 ≪ . . . ≪ u r . Since 0 and bases x are generic with respect to F , we have (λ
. . , r and I. Moreover,
and summing up we get
The bases x and x ′ have the same Gramm matrix det[(
Look back what we have showed so far. If 0 is a generic for F = I PI e λ I i∈I αi then by Proposition 1 the JKRes x F (x)dx depends only on the polarization induced by x on ∪ I {α i | i ∈ I}, not on the particular bases. We emphasis that x may be non-generic. From the same proposition it also follows that JKRes x F (x)e ρ(x) dx depends continuously on small ρ. If in addition F is analytic then JKRes x F (x)dx does not depend at all on the bases x.
In examples we are interested may arise functions F for which 0 is not generic. The same result will hold if x is a generic bases and F has some additional properties (i.e. it comes from equivariant integration on a compact symplectic manifold or orbifold).
Lemma 1. Let 0 be generic for F = I PI e λ I i∈I αi . If F (x) is analytic and 0 is not contained in the convex hull conv(λ I | I) then for all ordered bases x we have
Proof. By Proposition 2, it is enough to show (15) for a particular ordered bases x. Since 0 / ∈ conv(λ I | I), there is hyperplane H containing the set conv(λ I | I) in one of its open half spaces. Choose the ordered bases x = {x 1 , . . . , x r } such that H = x 2 , . . . , x r and conv(λ
Lemma 2. Let x = {x 1 , . . . , x r } be an ordered bases and let α 1 , . . . , α k satisfying (2). For i ≤ k define v i to be the projection of x i to α 1 , . . . , α k along x k+1 , . . . , x r and for i > k let v i = x i . Write F (x) in bases v = {v 1 , . . . , v r } and denote it by F (v). Then (16) Res
Proof. We emphasis that π α1,...,α l−1 α l (x) denotes the projection of α l to x l , . . . , x r along α 1 , . . . , α l−1 and similarly, π α1,...,α l−1 α l (v) denotes the projection of α l to v l , . . . , v r along α 1 , . . . , α l−1 . We have π α1,...,α l−1 α l (x) ∈ α 1 , . . . , α l ∩ x l , . . . , x r and π α1,...,
because they are the projection of α l−1 along α 1 , . . . , α l−1 to (17). Consider the systems of equations
Write then in matrix form
Remark that the first r × r minors of B ′ and B ′′ agree, and denote it by B r . Write F (x) and F (v) in bases u and expand it with respect to u 1 ≪ u 2 ≪ . . . ≪ u k ≪ u k+1 , . . . , u r and denote the result by F ′ (u) and F ′′ (u), respectively. We have
Definition. Let x be a generic bases with respect to F = I PI e λ I i∈I αi . The order of
Remark 4. If Res
dx depends continuously on small ρ ∈ α i1 , . . . , α i k (small means that it stays of order k).
Let (M, ω) be a compact hamiltonian T -manifold with moment map µ : M → t * . We choose a compatible triple (ω, g, I) on M , where g Riemannian metric, I almost complex structure. Consider
e T N (X I |M ) =:
where I indexes the fixed point component X I ⊂ M T and α i , i ∈ I are isotropy weights of T -action on the normal bundle N (X I |M ) of X I in M , and λ I = −µ(X I ).
Definition. Let S ⊂ T be a subtorus and let N ⊂ M S be a connected component. The convex subpolytope µ(N ) is called wall of the moment polytope µ(M ).
Let α i1 , . . . , α ir satisfy (2). To any Res
. . , i r ∈ I) we associate a series of walls of µ(M ) as follows. For any l < r let S l ⊂ T subtorus such that
Lemma 3. Let x be a generic bases with respect to F as in (19) . Denote W k (M ) the set of k-dimensional walls µ(N ) of µ(M ) containing 0 in their plane. Then ord(i1,...,ir;I)≤k
where v 1 (N ), . . . v k (N ) are the projections of x 1 , . . . , x k to the plane µ(N ) along x k+1 , . . . , x r ,
eT (XI |M) written in bases {v(N ), w} and expanded with respect to v i (N ) ≪ w j for all i ≤ k < j.
Proof. Let (20) Res
dx be of order l ≤ k, and let N k be its associated k-dimensional wall in µ(M ) and 0 is contained in
which is a summand of Res
Conversely, if µ(N ) is a k-dimensional wall of µ(M ) with plane containing 0, then any summand of Res
Remark 5. Let S ⊂ T be a subtorus and let N ⊂ M S be a fixed point component. Recall that we can identify Lie(T /S)
We have the following vanishing result.
Proposition 3. Let x be a generic bases with respect to F as in (19) . Suppose that 0 is not on any wall of µ(M ), i.e 0 is regular value of µ. Then for any k < r 
for any ρ in a small neighborhood of 0.
Proof. First, we will show by induction on k that for any µ(N ) ∈ W k (M ), we have (22) Res
with F N (v(N ), w) defined in Lemma 3 for any ρ in a small neighborhood of 0. Let k 0 be the smallest number such that W k0 (M ) = ∅. By Lemma 3 this is equal to the smallest order. Since x is generic, we have k 0 > 0. Consider w as a fixed parameter and remark that 0 is generic for
Thus we have showed (22) for k = k 0 . For general k < r
can be written as sum of degree k terms and lower degree terms. The sum of lower degree terms is equal to From (23) and Remark 4 follows that
depends continuously on small θ. Fix θ small and let ̺ N (v(N )) such that 0 is generic for
by Lemma 1. We can write any small ρ as ρ(v(N ), w) = θ(v(N )) + ϑ(w) and we have
by (24). In particular, if µ(N ) ∈ W k (M ), k < r then for all ρ small we have
From Lemma 3 follows that for small ρ we have
Proposition 4. Let x be a generic bases with respect to F as in (19) . Suppose that 0 is not on any wall of µ(M ). Then (a) JKRes x F (x)e ρ(x) dx depends continuously on ρ small.
(b) JKRes x F (x)dx does not depend on the choice of generic bases x, i.e. if y is another generic bases with respect to F , then JKRes x F (x)dx = JKRes y F (y)dy.
Proof. (a) By Remark 4 and Proposition 3 we have that Res
JKRes y F (x)e sρ(y) dy = JKRes y F (y)dy.
2.2. Equivariant Jeffrey-Kirwan residue. The equivariant Jeffrey-Kirwan residue can be thought as a parametric version of the usual one, but the additional freedom in the choice of polarization gives more flexibility. Let k * and s * be real vector spaces of dimension q and r − q, respectively. Set
Let s be a bases of s * .
Let x = {x 1 , . . . , x r } be an ordered bases of t * . It induces polarization on each V as follows.
Let {x 1 , . . . , x r } ⊂ t be its dual bases. Denote ν : t → V * the adjoint of the inclusion V ֒→ t * .
Let
} be the bases of V * such that i 1 + . . . + i q is minimal and let
Lemma. Let α ∈ V be a non-zero vector. Then α is polarized with respect to x if and only if it is polarized with respect to v.
Proof. Recall that α ∈ V is polarized with respect to
We have α(x i1 ) = . . . = α(x i l−1 ) = 0 and α(x i l ) > 0. By minimality, for all j < i l we have
Definition. Fix a scalar product on k * and on each k * -pole V we consider the pull-back scalar
i∈I αi and we define its equivariant Jeffrey-Kirwan residue as
where v is the induced bases on V by x and
Any fraction PI e λ I i∈I can be decomposed to sum of k * -generating fractions of form
with β j ∈ s * , and non-k * -generating fractions. Remark that EqRes x vanishes on non-k * -generating fractions.
Remark. In the definition of EqRes it is enough to consider poles V = α i1 , . . . , α iq with i 1 , . . . , i q ∈ I since for other poles F (v, s) will be non-generating in v.
Definition. 0 is generic with respect to F if 0 is generic with respect to F (v, s) in v (s is considered fixed parameter), where v is the induced bases on V for all poles V = α i1 , . . . , α iq , i 1 , . . . , i q ∈ I.
Definition. x is a generic bases with respect to F if all induced bases v on poles V = α i1 , . . . , α iq , i 1 , . . . , i q ∈ I, are generic with respect to F (v, s) (s considered as fixed parameter).
Lemma. Let x be an ordered bases of t * , F = I PI e λ I i∈I αi and let A = ∪ I {α i | i ∈ I}. There exits bases y which is generic with respect to F and it induces the same polarization on A as x.
Proof. By Remark 1, the polarization on A induced by x corresponds to a connected component Λ ⊂ {t ∈ t | α(t) > 0, ∀α ∈ A}. Let ξ ∈ Λ. We can choose a generic bases y with respect to F such that y 1 (ξ) > 0 and y 2 (ξ) = . . . = y r (ξ) = 0. It will induce the same polarization as x.
Proposition 5. Let (M, ω) be a compact symplectic manifold with Hamiltonian K × S-torus action and
We suppose that 0 ∈ k * is a regular value of µ K and let F be as in (19). Let x and y be two ordered bases of t * , generic with respect to F .
Proof. Let V be a pole and let v and w be bases of V induced by x and y, respectively. Denote F (v, s) and F (w, s) respectively the expansions of F (v, s) and F (w, s) with respect to v ≪ s and w ≪ s. It is enough to show that JKRes v F (v, s)dv = JKRes w F (w, s)dw. Let J be the set of those I such that there are i 1 , . . . , i q ∈ I with V = α i1 , . . . , α iq . Let
i∈I αi is a summand of
Hence the expansion G(v, s) of (26) with respect to v ≪ s is analytic in v.
by Proposition 4. By Proposition 4 also follows that
depends continuously on ρ in a small neighborhood of 0.
We have the following analogue of Proposition 1.
Proposition 6. Let x be an ordered bases of t * and let z = {z 1 , . . . , z q } be an orthornormal
is a pole if and only if det
∂αi(z,s) ∂zj = 0. Suppose that this is the case, thus we have
where v is the induced bases on V by x. Denote z ′ i the projection of z i to V along s * . Remark that z ′ is an orthonormal bases of V and det (27) is equal to det (27) is zero.
We also have an analogue of Corollary 1.
Corollary 2. Let x be an ordered bases of t * and let 0 be generic with respect to F = P e λ i∈I αi , where
Proof. With notations of Proposition 6 we have pr
Then the statement follows from decomposition to k * -generating and non-generating fractions, and from Proposition 6.
Corollary 3. Let x = {x 1 , . . . , x r } be an ordered bases of t * = k * × s * such that x 1 , . . . , x q ∈ k * and x q+1 , . . . , x r ∈ s * . Let 0 be generic with respect to F = P e λ i∈I αi , where λ / ∈ s * . If λ is not polarized with respect to x, i.e. λ = −λ then EqRes x F (x) = 0.
Proof. Remark that for any β ∈ t * we have pr
is contained in the polarized cone of t * . Since λ / ∈ s * and it is not polarized, hence pr k * (λ) = −pr k * ( λ) = − pr k * (λ) = 0 is not contained in the polarized cone of t * and from Corollary 2 follows that EqRes x F (x) = 0.
Symplectic cut
In this section we review in details the symplectic cut technique ( [Ler] , [LMTW] , [JKo] ). We compute new fixed point data arising on the symplectic cut space: fixed point sets, Euler classes, orbifold multiplicities. Our setup is only a slightly different from the one in [JKo] . The results of the section are summarized in the Atiyah-Bott-Berline-Vergne formula on the symplectic cut space (Theorem 9) and they will be used in the subsequent section.
Consider C q with the standard symplectic form
It is a Hamiltonian action with moment map ψ :
2 . Suppose that γ 1 , . . . , γ q are linearly independent.
Let (M, ω) be a symplectic manifold with Hamiltonian action of the n-dimensional torus T with moment map µ T : M → t * . Let K ⊂ T be a q-dimensional subtorus and denote its moment map by µ K . The product space M × C q is symplectic with symplectic form ω + ω C q and it admits
) and we denote its image
Lemma. Suppose that 0 ∈ k * is a regular value of µ K . Then 0 ∈ k * diag is a regular value of Ψ if Γ intersects the moment polytope µ K (M ) transversally, i.e. any face of Γ intersects any wall of µ K (M ) transversally ( [JKo] ).
Remark that if any face of Γ intersects any wall of µ K (M ) transversally then any face of pr Definition. The symplectic cut of M with respect to the simplicial cone Γ is defined as
We also denote the image of (m,
Remark. In general, M Γ is an orbifold even if K acts freely on µ −1 (0), i.e M 0 is a manifold.
which we will also denote by µ T (and µ K for K ⊂ T ). The image of moment maps equal to 
and moreover by [A] it is connected, containing
The isotropy groups locally decrease, thus we have T m2 ⊂ T m1 and K z2 ⊂ K z1 . For Lie algebras t = t m2 ⊕ k z2 ⊂ t m1 ⊕ k z1 = t, hence t m2 = t m1 = t m and
We introduce notations
We sort the fixed point components in three groups: (0) fixed point components H 0 ⊂ M T Γ,0 . They are characterized by µ K (H 0 ) = 0 and they can be identified to T -fixed point components
∈ int Γ and they corresponds to fixed point components of M int as follows. Let
Under this map the fixed point components H 1 corresponds to suborbifolds
(2) Other fixed point components H ⊂ M T Γ characterized by µ K (H) being non-zero and it lies on the boundary of Γ. If K is 1-dimensional then this type of components do not occur.
Choice of cohomology classes and their restrictions. The projection
Definition. Define the cut homomorphism ∆ :
Proposition.
(
Proof.
(1) We have the following isomomorphism of principal K-bundles µ −1
(2) In particular, for α = ω − µ T equivariant symplectic form we have equality of equivariant forms Ξ *
We have the following commutative diagram
Let θ be the pull-back of the Maurer-Cartan form to the
′ and Θ be its equivariant curvature form. Then the restriction of the class ∆(α) to H 1 is equal to
Therefore σ * (∆(α)| H1 ) = α| F1 implying the assertion (3). Remark this is an equality of equivariant differential forms. In particular, for α = ω − µ T equivariant symplectic form on M we have the equality Ξ *
3.3. T -equivariant Euler classes of normal bundles of fixed point components.
Lemma 4 (cf. [JKo] Proposition 2.2). Let R be a K-invariant symplectic submanifold of a Hamiltonian K-manifold M with moment map µ : M → k * . Suppose that 0 is a regular value of µ and denote
exists and we have isomorphism of normal bundles
If there is a second T -action on M which commutes with K and R is T -invariant, then the isomorphism of normal bundle is T -equivariant.
Proof. 0 is a regular value of µ is equivalent to the locally free action of K on µ −1 (0). Hence K acts locally freely on the set R ∩ µ −1 (0) = (µ| R ) −1 (0). Therefore, 0 is a regular value of µ| R and the symplectic quotient R 0 = (µ| R )
Let π : µ −1 (0) → M 0 the quotient map. We have the following commutative diagram of vector bundles over π −1 R 0 with short exact sequences in rows and in the first two columns
The 9-lemma implies the exactness of the last column and the lemma follows. In the case of the second action the diagram is T -equivariantly commutative, hence the isomorphism of bundles will be also T -equivariant.
We have a finite cover
Consequently, for computation of T -equivariant Euler classes we may suppose that T = T m ×K z . From Proposition 7 and Lemma 4 follows that
Choosing a T -invariant compatible triplet (ω, g, I) on M the normal bundles N (F m |M ) and
The normal bundle N (F m |M ) splits T m -equivariantly to sum of complex line bundles
For a fixed z = (z 1 , . . . , z q ) ∈ C q we set J z = {j | z j = 0}. We have K-equivariant splitting
where K acts on C γj with weight γ j . The pull-back of the line
for some α i ∈ t m and therefore the T × K diag -equivariant Euler class is equal to e T ×K diag (L i ) = φ * More explicitly, for any u ∈ t and v ∈ k we have
where pr tm : t → t m and pr kz : t → k z are projection along k z and t m , respectively. Moreover, we have F [m,z] ) be the usual and T -equivariant Kirwan maps, respectively. Let θ be a T -invariant connection form on the principal ,z] . Consider the map t → k given by u → ι u θ.
Remark.
(iii) For all u ∈ t we have ι u θ = pr kz u.
Similarly,
From equations (28-32) we have
(1) We have k z = ∩ j / ∈Jz ker γ j and F z = {w ∈ C q | w j = 0, ∀j ∈ J z }. Moreover,
(3) The underlying vector space of χ −1 (Γ z ) is equal to t * m .
Remark. In case of T = K × S denote σ : t * → s * the restriction and introduce maps σ m :
Moreover, the splitting t = k ⊕ s induces isomorphism t * ≃ k * × s * and we have identification
3.4. Orbifold multiplicities. As remarked before M Γ is an orbifold in general. Next we will compute the orbifold multiplicities of its fixed point components as suborbifolds.
Proposition 8. If M is compact and K acts effectively on it then mult(M Γ ) = 1 and mult(M Γ,0 ) = 1. Moreover, let τ 1 , . . . , τ q be a Z-bases of k *
The compactness of M implies that only finite number of subgroups of K may appear as isotropy subgroups, hence we have a finite stratification M = H M (H) . The inclusion defines a partial order on the set of isotropy groups. Moreover, it has a unique minimal element H min . The corresponding stratum M (Hmin) is open and dense submanifold of M , called the principal stratum. Remark that H min being the unique minimal isotropy group, it acts trivially on M . (cf. [GKG] ) Therefore, if the action of K is effective then H min is the trivial subgroup and K acts freely on the principal stratum. In particular K acts freely on
There is an open neighborhood U of 0 ∈ k
implying that µ −1 (0) ∩ M (Hmin) = ∅ and consequently M 0 is also an effective orbifold. We emphasis that this does not mean that the orbifold multiplicities of T -fixed point components H 0 in M Γ,0 are one. The fixed point components H 1 of M Γ,int as orbifolds are isomorphic to
3.5. Atiyah-Bott-Berline-Vergne theorem on M Σ . The orbifold version of the Atiyah-BottBerline-Vergne localization is as follows [Me] .
Theorem. Let X be an orbifold with a T -action. For β ∈ H T (X) we have
where mult(X) and mult(F ) are the orbifold multiplicities of X and F , and N (F |X) is the equivariant normal orbibundle of F in X.
We apply the above theorem for M Γ . It will summarize the results of this section.
Theorem 9. Suppose that T = K × S and M Σ compact. For any β ∈ H T (M ) we have
where the number δ γ is defined in Proposition 8 and we used notation
Equivariant Jeffrey-Kirwan theorem
Motivated by [PW] and [HP2] we define integrations of equivariant cohomology classes on noncompact manifolds formaly by the Atiyah-Bott-Berline-Vergne localization formula provided that the fixed point locus is compact. By the same symplectic cut technique as in [JKo] we prove our main result: an equivariant analog of the Jeffrey-Kirwan theorem for non-compact symplectic quotients under assumption the our spaces admit an auxiliary proper and bounded below moment map (cf. [PW] , [HP1] , [Ma1] ). First we prove an equivariant version of Jeffrey-Kirwan theorem for compact torus quotients. The way we defined the polarization and equivariant residue it makes the theorem more general than the straightforward generalization of the ordinary JeffreyKirwan theorem (cf. [Ma1] Theorem 3). For non-compact spaces we first apply symplectic cut with respect to the proper, bounded below moment map, making them compact. Then we apply our theorem for particular polarization and we show that the new fixed point loci introduced by the cut will not contribute. We use Martin's method [Ma2] to proceed from torus quotient to non-abelian quotients. We conclude the section with hyperKähler versions of the main result.
Let G be a compact Lie group and let S be a torus of rank q. Let (M, ω) be a symplectic (noncompact) manifold with Hamiltonian G×S-action and denote by µ G×S : M → g * ×s * its moment map. For any subgroup H ⊂ G×S the corresponding moment map is µ H = (g * ×s * → h * )•µ G×S .
In particular, µ G and µ S denote the G-and S-moment maps. We assume that there is an one dimensional torus K in the center of G× S with non-surjective proper moment map µ K . For any γ ∈ k * Z we can write µ K = ϕ · γ with ϕ : M → R. By [PW] we have either Im ϕ = (−∞, η] or Im ϕ = [η, +∞) for some η ∈ R. In the first case ϕ is proper and bounded above, while in the second it is proper and bounded below.
Proper and bounded below assumption. We choose γ such that the corresponding ϕ to be proper and bounded below.
Let T be a maximal torus of G of rank r such that K ⊂ T × S. Moreover, suppose that 0
G (0)/G be the symplectic quotient and we assume that it is non-compact.
Remark.
(1) Properness of µ K implies that µ T ×K and µ T ×S are also proper. (2) K G otherwise µ G would be proper and the symplectic quotient M/ /G would be compact.
Compactness assumption. We suppose that M T ×S is compact or equivalently, there are finite number of fixed point components F ⊂ M T ×S .
We recall the following result ([MS] Proposition 5.6.)
Proposition. If M is a compact T × S-Hamiltonian manifold then M T ×S is non-empty.
We also recall the following proposition from [PW] .
Proposition. Let T be a torus and K ⊂ T be an one dimensional subtorus. If M is a THamiltonian manifold such that the K-moment map ϕ : M → R proper and bounded below then M T is non-empty.
Definition. Let M be a non-compact manifold with a G-action. Let T ⊂ G be its maximal torus. For α ∈ H G (M ) we define
, components because each of them contains a connected component of M T ×S and M T ×S has finitely many component by assumption. In particular, M T ×K ⊂ M K is also compact.
• p is an one dimensional torus. Recall that isotropy groups in the same orbit are conjugate. Thus, there is q ∈ (G × K) · p such that (G × K)
The set T is finite. Indeed, let F ′ be as in (b). F ′ contains a T × K-fixed point. Choosing
T × K-invariant compatible triple we can consider T × K-weights α i on T x M for all T × K-fixed points x. Recall that we have the same weight on T x M for all x in a connected component of M T ×K . The Lie algebra t ′ must be of form ∩ some i ker α i , thus there is finite number of possible Lie subalgebras of t ⊕ k as t ′ .
We have inclusions of closed subsets
We conclude our proof by showing that
where H is the inverse image of the point
and latter set is compact because µ T ×K is proper. M T ′ has finitely many connected components since each of them contains a connected component of
The invariant function ϕ : M → R descends to M/ /G and we denote it by ϕ ′ . Consider the projection pr k * : t * × s * → k * = Rγ and define
is a wall of µ T ×S (M ) and it lies on the affine subspace
Moreover, (t ⊕ s/t ′ ) * is spanned by the isotropy T × S-weight vectors of N at F .
Lemma 5. There exists regular value ε ∈ R of ϕ such that
(c) ε is a regular value of ϕ ′ : M/ /G → R.
Proof. Any value ε bigger than all above will satisfy the required properties.
Let ε be as in Lemma 5. Consider the symplectic cut X := M Γ , where Γ = ε−Rγ ∈ k * . Remark that as set X = ϕ −1 (−∞, ε) ⊎ ϕ −1 (ε)/K. Since ϕ is proper and bounded below X is a compact
Denote by ω X and φ G×S , respectively the induced symplectic form and G × S-moment map on X. We also use notation φ H for moment maps corresponding to subgroups H ⊂ G × S.
Proof. It is enough to check that 0 ∈ g * is a regular value of φ G on ϕ −1 (ε)/K which is equivalent to G acting locally freely on φ −1
This latter holds if and only if G×K acts locally
By a similar argument this holds exactly when ε is a regular value of ϕ ′ : M/ /G → R, which holds by Lemma 5(c).
4.1. Abelian version. First we consider the G = T abelian case. We have the following generalization of the compact Jeffrey-Kirwan theorem.
Theorem 11. Let X be a compact Hamiltonian T × S-manifold with moment map φ T ×S = φ T × φ S : X → t * × s * . Suppose that 0 ∈ t * is a regular value of φ T and let X/ /T = φ −1
T (0)/T be the symplectic quotient. Then for any α X ∈ H T ×S (X) and any generic ordered bases x with respect to X α X e ωX −φT −φS we have
where κ S : H T ×S (X) → H S (X/ /T ) is the S-equivariant Kirwan map and vol(T ) is computed with scalar product used for EqRes.
Proof. The proof goes the same way as in [JKo] , only the very end is different. 
Let Γ = Cone(γ 1 , . . . , γ r ) ⊂ t * be a rational simplicial cone such that
We make symplectic cut with respect to Γ and let X Γ . We also denote the T -and S-moment maps by φ T and φ S , respectively.
We apply Theorem 9 on X Γ :
where ∆ : H T ×S (X) → H T ×S (X Γ ) cut homomorphism. Denote the left hand side of (37) by I and the right hand side by I red . Moreover, denote the sum in (38) and (39) by I old and I new , respectively. The short version of the above equality is I = I red + I old + I new .
Let ρ ∈ int Γ be generic in a small neighborhood of 0 such that
Proof. Any summand of I old e ρ + I new e ρ is of form (40) and (Γ1) follows that λ ∈ (t 1 ) >0 , thus it is not polarized with respect to z and by Corollary 3 we have EqRes z
(a) EqRes y I red (y)e ρ(y) = 0.
(b) EqRes y I old (y)e ρ(y) = 1 δγ EqRes y X α X e ωX −φT ×S +ρ (y).
Proof. The proof goes similarly as for the previous lemma.
(a) Any summand of I red e ρ is of form P e ρ i αi and recall that ρ ∈ (t 1 ) <0 by (Γ1). Hence ρ is not polarized with respect to y and from Corollary 3 follows the first part of the lemma.
<0 . Thus (Γ1) and ρ ∈ Γ implies that λ + ρ ∈ (t 1 ) <0 , which is not polarized with respect to y. By Corollary 3 and (Γ3) we get
Lemma 8. EqRes y I new (y)e ρ(y) = 0.
Proof. Denote U = T × S. Any summand of I new is of form
z is the projection of γ j to t * z along u * x for all j ∈ J z . Recall that u * = u * x ⊕ t * z . Denote α 
and the lemma will follow from Corollary 2. We have
These cones are simplicial, thus enough to show that γ
Since the intersection of the vector space u * x and the convex polytope φ T ×S (F x ) is transversal in φ T ×S (H), hence φ T ×S (H) is in the interior of φ T ×S (F x ). By (Γ3) and convexity of φ T ×S (F x ) all minimal points of τ lie in int Γ, thus φ T ×S (H) cannot be a minimal point of τ | φT ×S (Fx)∩Γ and since
0 is a fixed point component, then the corresponding contribution to I red equals
where mult(D) is the multiplicity of D as suborbifold of X 0 , η j ∈ s * such that i * D κ S (γ j ) = i * D κ(γ j ) − η j and P k1,...,kr is a rational fraction in s such that
By Proposition 6 and (Γ1) we have
where ρ = ρ 1 (γ 1 + η 1 ) + . . . ρ r (γ r + η r ) − r j=1 ρ j η j . Let {τ 1 , . . . , τ r } be a bases of t * Z and {ν 1 , . . . , ν r } be an orthonormal bases of t * . Then by Remark 3 we have
.
, thus by equations (42), (43) and (44) 
From Proposition 5(a) we have EqRes y I(y)e ρ(y) = EqRes z I(z)e ρ(z) and by Lemmas 6, 7(a) and 8 it yields EqRes y I old (y)e ρ (y) = EqRes z I red (z)e ρ(z) . Taking limit as ρ → 0 we get
by Lemma 7(b), hence we arrive to
by Lemma 9 and Proposition 5(b). We use again Proposition 5(a) to get
The abelian version of our main theorem is as follows.
Theorem 12. Let y = {y 1 , . . . , y r+q } be an ordered bases of t * × s * such that π(y 1 ) > 0 and y 2 , . . . , y r+q ∈ ker π. Then
where x is a generic bases with respect to M αe ω−µT ×S , inducing the same polarization as y on isotropy T × S-weights of M .
Proof. By Lemma 5(b) we have
We can write X 0 as symplectic cut with respect to the cone
and combining with equation (46) we get
We conclude the proof by the following lemma.
Lemma.
(49)
Mε,0
Proof. By symplectic cut construction of X 0 we have
Furthermore, by Lemma 4 we have
. Hence the statement of the lemma is equivalent to (51)
By Remark 2 it is enough to consider poles spanned by isotropy T × S-weight vectors at a fixed point component. Thus poles of X ∆ X (αe ω−µT ×S ) may be divided in two groups:
(i) poles contained in ker π, (ii) poles of M αe ω−µT ×S not in ker π.
We conclude the proof of the lemma with the following two lemmas.
where v is the bases induced by x on V .
Proof. V is a pole of M αe ω−µT ×S since V ker π. Let H ⊂ M T ×S ε fixed point component. Recall H is of form F [m,0] for some m ∈ M . We may suppose that V is spanned by isotropy T × S-weight vectors β 1 , . . . , β r at H. Since V = β 1 , . . . , β r ker π we may also suppose that
and bounded below. Hence the supporting affine plane of µ T ×S (Y ) is equal to
with p ∈ s * and a 1 < 0 since v is generic. Thus
We expand fractions with respect to v ≪ ̺ 0 (γ) and v ≪ s, hence considering ̺ 0 (γ) as non-zero real parameter then Mε
is well-defined as integral of equivariant cohomology class in H T ×S/K (M ε ). Finally, the lemma follows from Theorem 11 (considering ̺ 0 (γ) as non-zero real parameter.) 4.2. Non-abelian version. We deduce the non-abelian version of Theorem 12 following closely [Ma2] . We adapt their technique to the equivariant setting which are carried out in Lemma 10 and 11. In this subsection we use a different notational system for Kirwan maps as before.
Suppose that 0 ∈ g * is a regular value of µ T : M → t * , hence it is also a regular value of
Choice of positive roots fixes the orientation of v and
where the sum is over the negative roots and C (β) is the one-dimensional representation of T on which it acts by weight β. The restriction of φ G to φ −1
σ being a section transverse to the zero section. Denote Z := φ −1
where ̟ is the product of all roots.
Recall that by symplectic cut with respect to ϕ on M/ /T and M/ /G we have
,
If 0 is not a regular value of µ T then choose a regular value ρ close 0. As observed in [Ma2] we have
and similarly we have
We change notation of the Kirwan map κ G to κ S : H G×S (M ) → H S (M/ /G) to make the statement of our main result compatible with Theorem 12.
Theorem 13. Let y = {y 1 , . . . , y r+q } be an ordered bases of t * × s * such that π(y 1 ) > 0 and y 2 , . . . , y r+q ∈ ker π. Then
where x is a generic bases with respect to M αe ω−µT ×S , inducing the same polarization as y on isotropy T × S-weights of M and ρ is a regular value of µ T close to 0.
We conclude this subsection by proving the following lemmas.
Lemma 10.
Proof. π : Z/T → Z/G is fibration with fiber G/T and π is S-equivariant.
S is also a fixed point component. Moreover,
Lemma 11. Let E → X be an S-equivariant vector bundle over a compact space X. Let σ be an S-equivariant section, transverse to the zero section. Denote Z = σ −1 (0) the zero set of the section and i Z : Z ֒→ X the inclusion. For any η ∈ H S (X) we have
Proof. Let F ⊂ X S and H ⊂ F ∩ Z ⊂ Z S be fixed point components. Denote i F : F ֒→ X, i H : H ֒→ Z, and j : H ֒→ F the inclusions. By transversality of σ we have equivariant isomorphism of vector bundles
We have equivariant decomposition
by (53) (54)
and finally we also have a decomposition
Since N (H|F ) ≃ N (H|X) S by equations (56) and (57) we have
and equations (54), (55) and (57) give
The isomorphisms (58) and (59) implies
Finally, we compute
by ordinary Poincaré duality
4.3. HyperKähler version. We formulate an analogue of Theorem 13 for hyperKähler quotients. First we compare torus hyperKähler quotients to symplectic quotients then by [HP2] we conclude the formula for general hyperKähler quotients. Let M be a hyperKähler manifold with real symplectic form ω R and complex symplectic form ω C . Let M admit an action of a compact Lie group G which acts on it in a hyper-Hamiltonian manner with hyperKähler moment map µ = (µ R , µ C ) :
We also consider an additional Hamiltonian S-action on (M, ω R ) which commutes with the G-action and its moment map is denoted by µ S : M → s * . We assume that g * C is a G × S-representation (coadjoint action for G) and µ C is G × S-equivariant. We also need that for a maximal torus T ⊂ G with Lie algebra t we have (t * C ) S = {0}. Similarly to the symplectic case we suppose that there is an one dimensional subtorus K in the center of G × S with moment map µ K : (M, ω R ) → k * such that µ K = ϕγ where γ ∈ k * Z and ϕ : M → R is proper and bounded below. Finally, let (ξ, 0) ∈ (g * ⊕ g *
C )
G be a regular value of µ.
First we discuss the abelian case, therefore let G = T . As before we construct X as symplectic cut of M with respect to ϕ. Denote by φ T ×S : X → t * × s * the T × S-moment map induced by µ R × µ S and by ψ : X → t * C the equivariant map induced by µ C . Suppose that ξ is a regular value of µ R , hence it is also a regular value of φ T . Letψ : X/ / ξ T → t * C the S-equivariant map induced by ψ and denote i : Z ֒→ X/ / ξ T the inclusion where Z :=ψ −1 (0). We have
where ϑ is the product of S-weight on t * C and remark that κ
If ξ is not a regular value of µ R then we perturb ξ to a regular value and we take the limit. Let ρ ∈ t * be in a small neighborhood of 0 such that ξ + ρ is a regular value of µ R . Then
The general case can be deduced as follows. We introduce notation µ 
where ϑ is the product of S-weight on t * C , ̟ R = ̟ is the product of roots of G and ̟ C is the product of T ×S-weights on v * C = ker(g * C → t * C ). To make the notations compatible with Theorem 13 we change notation of the Kirwan map from κ G to κ S :
Theorem 14. Let y = {y 1 , . . . , y r+q } be an ordered bases of t * × s * such that π(y 1 ) > 0 and y 2 , . . . , y r+q ∈ ker π. Then
where x is a generic bases with respect to M αe ω R −µ T R −µS +ξ , inducing the same polarization as y on isotropy T × S-weights of M , ̟ is the product of roots, ϑ̟ is the product of T × S-weights on g * C , and ρ ∈ t * small such that ξ + ρ is a regular value of µ T R .
Applications
5.1. Cohomology ring of Hilbert scheme of points in the plane. As an application of Theorem 14 we compute the (equivariant) cohomology ring of Hilb n (C 2 ) the Hilbert scheme of point on the plane (cf. [LS] , [Va] ) using the construction of [Na] to get Hilb n (C 2 ) as a hyperKähler quotient. To compute the resulting residue we develop a language of diagrams which make the computation more intuitive.
where A, B ∈ End(C n ), a ∈ Hom(C, C n ) and b ∈ Hom(C n , C). This action is hyperHamiltonian with real and complex moment maps
where we used identification u(n)
is a regular value of µ = (µ R , µ C ) and we have
We remark that ξ is a regular value of µ T R and (ξ, 0) is a regular value of µ
is the real abelian moment map and µ
Hence the abelian symplectic and hyperKähler quotients M/ / ξ T and M/ / / / (ξ,0) T exist. The latter is a hypertoric variety (cf. [HP1] ). We consider an auxiliary circle action of S = U (1) on M given by
It commutes with the U (n)-action and it admits moment map ϕ :
which is proper and bounded below. The Chern classes of the vector bundle Ξ n = M × C n / / / / (ξ,0) U (n) -where U (n) acts on C n via standard representation -generate the cohomology ring H(Hilb n (C n )) [ES] . This is equivalent to the surjectivity of the Kirwan map κ :
Lemma (cf. [HP1] Lemma 4.9). The equivariant Kirwan map κ S :
is also surjective.
bottom left box and we write −σ into it; if a box is filled with qσ then we fill the upper neighbor with (q − N )σ and the right neighbor with (q − 1)σ. We put all entries from the boxes into the vector p λ .
Lemma 12. Let K be a field and let {q 1 , . . . ,
where q i = (q i1 , . . . , q in ).
From Theorem 15 and Lemma 12 follows Theorem 16. Denote C i (τ ) the ith elementary symmetric polynomial in τ 1 , . . . , τ n and let
where λ ⊢ n. Then
Proof of Theorem 15. For α ∈ R[σ, τ 1 , . . . , τ n ] Sn we have
by Theorem 14 for M/ / / / (ξ,0) U (n). Remark that since n i=1 τ i is generic we may use the polarizing bases {σ, τ } for calculating the equivariant Jeffrey-Kirwan residue. We choose scalar product on t * such that τ is an orthonormal bases.
Let V be a hyperplane in t * ⊕ s * spanned by some of elements of A such that V projects bijectively to t * , i.e. V is a pole of
Consider the system of equation α = 0 for all α ∈ A V = {α ∈ A | α ∈ V } in τ 1 , . . . , τ n unknowns and σ parameter. It has a unique solution of form τ i = p i σ, i = 1, . . . , n, and
Denote p V = (p 1 σ, . . . , p n σ). We say that a pole V does not contribute if
Sn and where v is the bases on V induced by {σ, τ 1 , . . . , τ n }. Recall that V does not contribute if
, where pr t * : t * ⊕ s * → s * is the projection.
Lemma 13. A pole V does not contribute (or exists) if any of the following holds:
(1) there exist i such that there is no α ∈ A V with positive
(1) If
that V is not a pole. (6) Similar to the previous one. (7) By (3) we can suppose that A V contains only elements of form εσ + τ i − τ j (ε ∈ {1, N }), but these are perpendicular to n i=1 τ i with respect to the usual Euclidean scalar product on t * ⊕ s * , hence
Lemma 14. Let V be a pole. We cannot decompose {0, 1, . . . , n} = N ′ ⊎ N ′′ as disjoint union of two non-empty subsets with properties:
Proof. Suppose that 0 ∈ N ′ . The decomposition {0, 1, . . . , n} = N ′ ⊎N ′′ induces a decomposition
Remark that A ′′ V may contain only elements of form εσ + τ i − τ j . Moreover, elements of pr
To each pole V we associate an oriented graph Γ V with vertices {0, 1, . . . , n}. The vertices will lie on the lattice Z × N Z. We allow that two vertex lie on same lattice point. The vertex 0 is always on the lattice point (0, 0). The edges of Γ V correspond to elements of A V as follows.
vertical edge from i to 0 σ + τ i − τ j horizontal edge from j to i σ + τ i horizontal edge from 0 to i
The vertical and horizontal edges go as (a, bN ) → (a, (b+1)N ) and (a, b) → (a+1, b), respectively. We construct Γ V inductively as follows. Choose a bases {α 1 , . . . , α n } of A V . We may suppose that α 1 = σ + τ i or α 1 = N σ − τ i . We place first the vertex 0 to (0, 0). Suppose that we have already placed some vertices on the lattice. In a turn, we place all other vertices which can be connected to already placed vertices following the rules in the above table for bases vectors. Finally, we can place all vertices by Lemma 14 and the edges corresponding to bases vectors form a tree (i.e. no loop). The shortest oriented edge path (e 1 , . . . , e m ) on this tree from 0 to i gives relation
where α kj is the bases vector corresponding to the edge e j and a j = ±1 depending on if the orientation of the edge e j agrees with our walking direction on the path or no. Since m ≤ n we get
with −n ≤ a + b ≤ n. Thus p i determines the coordinates of the vertex i on the lattice: the vertex i has coordinates (−a, −bN ) where a = p i mod N. Remark that the vertex i is on the line x + y + p i = 0. Moreover, the coordinates of the vertices does not depend on the choice of the bases {α 1 , . . . , α n }, implying that for any α ∈ A V we can draw an edge according to the above table. Remark that, if vertices i and j lie on the same lattice point and there is an edge i → k (or k → i) then there exists also an edge from j → k (or k → j respectively). Hence drawing edges will not lead to confusion if vertices lie on the same lattice point.
Remark. The graph Γ V is full in the sense that if there is a vertex i at coordinates (a, b) and another vertex j at coordinates (a + 1, b) ((a, b + N ) respectively) then there must be an edge i → j if j = 0 (i = 0, respectively).
We rephrase the Lemma 13 for graphs.
Corollary 4. The pole V does not contribute (or does not exist) if any of the following holds.
(1) There are multiple edges between two vertices.
(2) There is an edge with target vertex 0.
(3) There is a vertex i = 0 which has no tail. A tail of i is an edge k → i.
(4) There is a vertex i = 0 in the region {x ≤ 0}, i.e i has coordinates (a, b) with a ≤ 0.
(5) There is a vertex i in the region {y < 0}, i.e. i has coordinates (a, b) with b < 0.
(1) By Lemma 13 (5). ) can be obtained from F ΓV by removing from the nominator and denominator the terms corresponding to the added dashed edges and removed normal edges, respectively. In picture the relation (63) looks like (64) k
We have a similar decomposition corresponding to
We can continue these type of decomposition for F Γ ′ τi (v,σ) dv Since j has no horizontal tail in Γ ′ V , the right hand side of (66) vanishes unless there is a vertical tail j 1 → j. If j 1 has no tail then (66) still vanishes. If it has a horizontal tail by a similar decomposition and argument we can get rid of it. So is it safe to suppose that it may have only vertical tail. But j may have only finitely many vertices below it, hence the last one has no vertical tail and (66) anyhow vanishes.
If l → k horizontal edge exists then the existences of i → l follows from
(2) The proof is similar to the previous case. (3) Suppose that there are two vertices i and j on the same lattice point (a, b). We may suppose that there are no more double vertices on lattice points (a, b) + Z <0 × Z <0 . If there are only vertical or horizontal tail to i (and therefore to j, too) then by decomposition
we get two graphs in which i or j has no tail. By Lemma 15 the pole V does not contribute. Suppose that i (and therefore j) has both vertical and horizontal tails. By Corollary 4 (4) and (5) we can suppose that a = 1 and b = 0. By decomposition (67) we get
In picture
(the labels on the edges indicate the target of the edge). On the first and last graphs on the right hand side i and respectively j have no tails, so they do not contribute. By symmetry consider only the second graph on the right hand side. Suppose that l has a vertical tail h → l. By decomposition (65) we get
and on the last graph i does not have a tail (a non-dashed edge). Iterating the same argument we may assume that all vertices in the row of l have only horizontal tail. Since b = 0, the last vertex in that row will not have tail. Therefore V does not contribute.
Lets summarize what we showed so far. A pole V does not contribute unless
• there are no double vertices, i.e. two vertex on the same lattice point,
• there are no double edges, i.e. two edges between two vertex, • the vertices {1, . . . , n} are in the quadrant Z >0 × Z ≥0 , • every vertex {1, . . . , n} has a tail, • all lattice points in {(x, y) ∈ Z >0 × N Z ≥0 | x < a, y < b} carry a vertex if (a, b) carries a vertex (follows from Lemma 16).
For such a pole if we draw a box around each non-zero vertex we get a Young diagram, labeled by {1, . . . , n}. Conversely, for any Young diagram such that each box contains in the center a unique lattice point in Z >0 × N Z ≥0 and it is labeled by 1, . . . , n, we can associate a pole V = τ 1 − p 1 σ, . . . , τ n − p n σ with τi (v,σ) dv, where Υ is the extended graph obtained from Γ V by removing all horizontal edges except the ones in the bottom row and by adding dashed diagonal edges under each horizontal edge removed. The graph Υ has exactly n edges (non-dashed edges), thus in the denominator F Υ has exactly n linear term which are in V . They form a bases of V , since each τ i appears with positive coefficient in a unique linear term. It also follows that V contributes and (68) 
