for pore structure characterization utilizes recent theoretical developments in non-Newtonian 27 fluids. Numerical evaluations and validations with synthetic porous media showed potential for 28 obtaining a distribution of effective pore radii and their contribution to total flow only by 29 complementing water with non-Newtonian fluids in saturated infiltration experiments. To 30 demonstrate this ability on real sands, a series of one-dimensional column experiments was 31 conducted with varying porous medium packings, including Accusands and a polydisperse 32 sand/glass bead mixture. For each packing, distilled water and varying concentrations of guar 33 and xanthan gum were injected over a range of flow rates and pressure gradients. The model-34 generated pore radii were compared with pore radius distributions measured by x-ray micro- 35 computed tomography (µCT), with results demonstrating good agreement between the model 36 and µCT data. Simulations of saturated water flow and drainage curves using model-generated 37 pore radii compared favorably to experimental data, with errors typically between 2-10% for 38 single-phase flow and approaching the error of the µCT measured radius distributions for the 39 drainage curves. 40 Plain Language Summary 41 Knowledge of pore sizes of porous materials is critical to modeling water flow in the 42 environment. Most pore size measurement methods are expensive and require collecting samples 43 of a limited size for laboratory analysis, thus possibly disturbing the pore structure. Our method 44 shows promise as a simple, cheap approach to measure pore sizes directly in the field. The 45 method involves flowing food-grade fluids that exhibit specific flow properties (non-Newtonian 46 fluids) through soils and using the results as input for the model that provides a pore size 47 distribution. We tested the method on four sands, conducting flow experiments with water and 48 six different non-Newtonian fluids. Model results showed good agreement with direct x-ray 49 measurements of the sands. We also used the pore sizes produced by the model to calculate the 50 flow of water through the sands and compared these results with experimental data. We obtained 51 excellent agreement, with errors on the order of 2-10% for water flow and approaching the error 52 obtained using the x-ray results for the drainage of the material. These results indicate that this 53 simple method provides results nearly as accurate as much more expensive and invasive methods 54 and shows promise for use in the field. pore space of porous medium systems. The goal of this approach is to provide a simple, non-63 destructive method to determine effective pore sizes of a porous medium, which can in turn be 64 used to improve modeling of fluid flow and pollutant transport through the medium under both 65 saturated and unsaturated conditions. This approach conceptualizes porous media as a capillary 66 bundle model composed of groups of capillary tubes of N representative radii (R i ), with each tube size contributing a discrete fraction (w i ) of the overall flow. The model only requires inputs 68 of N combinations of head and flow rate data from saturated flow experiments conducted with 69 water and N-1 non-Newtonian fluids. The utility of the approach was illustrated experimentally 70 with synthetic porous media (Atallah & Abou Najm, 2018) and numerically with simulations 71 (Abou Najm & Attalah, 2016) of flow through "virtual" porous medium systems of digitized 72 pore size distributions for six soils from the literature. Results showed that four pore radii (N=4), 73 thus data for four fluids, were sufficient to characterize both saturated and unsaturated flow 74 through those soils. 75 Standard approaches for characterizing flow typically involve the determination of a 76 single permeability or the use of calibrated dual or multi-permeability models (Larsbo, et These approaches share one or more significant limitations. All methods require that 99 samples be collected and analyzed ex situ. While sampling procedures and apparatus exist to 100 minimize disturbance, these may not result in perfectly undisturbed samples, especially for less 101 cohesive materials. Removal of samples also precludes monitoring of changes in the system over 102 time. Sample sizes are small, typically on the order of 1-10 cm 3 for most of the methods. For 103 many of the imaging methods (e.g., µCT), there is additionally a trade-off between resolution 104 and sample size. This trade-off may require choosing between sufficiently resolving matrix pores 105 and capturing larger scale features such as macropores, making characterization of the pore 106 structure of dual-porosity soils in the field at a scale above the REV impossible in most situation. 107 There are additional practical concerns with many of these methods, including the cost of 108 sophisticated equipment such as µCT and MRI, and the hazards associated with the use of 109 mercury in MIP. 110 Ideally, it would be useful to have a method allowing non-destructive characterization of 111 pore space in situ. Methods using liquid latex and shear-thinning fluids have been applied to identify and quantify preferential flow paths in field soils, however these approaches address The goal of this work is to apply the ANA method to real porous medium systems to 121 assess the model's ability to characterize the pore structure, both in terms of producing accurate 122 pore radii and in providing more information than would be available from traditional, single- Intrinsic permeability 3 (m 2 ) 2.24x10 - 1. The "continuous pore size distribution" (PSD) tool of the xlib plug-in for ImageJ, 181 which fits spheres of maximum radii within the pore space to produce a pore sizes 
where ̅̅̅ is the normalized volume fraction, and , is the volume fraction of the th radius. 240 Normal and log-normal distributions were fit to the pore radii; the Accusands were found 241 to better fit normal distributions, while the HV radii were slightly better fit by a log-normal 242 distribution. Fit parameters are provided in Table S1 in the Supporting Information. As expected, 243 the PSD, BJT, and PSF methods produced similar profiles with the primary difference being The ANA modeling solver was used to calculate pore radii and/or weights for each 256 medium, using Problem Types 1, 2, and 3 as described above. A summary of the model runs 257 conducted for this work is provided in the Supporting Information (Table S2) . To compare 258 model radii directly to µCT results, the output from each model run was converted to a volume 259 fraction ( , ) in two ways. First, since the model is based on capillary tubes (i.e., cylindrical 260 pores), the volume fraction was calculated as:
.
(3) 262 Second, because the µCT image processing algorithms are primarily based on inscribed sphere 263 approaches, we also calculated volume fractions based on a spherical pore geometry: .
(4) 265 For both equations, X is the number of radii for the th radius output by the model, is the 266 capillary tube length, and is the total pore volume of the medium. varied between media. Media that tended to have model results with fewer significant radii (e.g., 297 40/50 Accusand and HV media), showed little difference between the two geometries. The 298 greatest difference was observed for the 12/20 Accusand, for which the volume fractions of the 299 smallest radii, which were also least correlated to the µCT distributions, were significantly 300 reduced, while the volume fractions of pore sizes in better agreement with the µCT results were 301 increased. 302 The differences between spherical and cylindrical pores were also apparent when 303 comparing volume-weighted mean pore radii among all problem types. The volume-weighted 304 means ( ̅̅̅ ) were calculated for all model runs using the equation:
(5) 306 and compared with the corresponding MIP and PSF means obtained from µCT analysis, which 307 represented the extremes of the image processing algorithms used ( Figure 2 ). As shown in Figure   308 4, for a given medium, the mean pore radii were generally very similar between runs and across 309 problem types, suggesting that the model produces consistent radii regardless of the specific Confidential manuscript submitted to Water Resources Research move the means out of the range of the µCT data). While the fact that the ANA model is based 318 on cylindrical pores would suggest that the spherical assumption would be inappropriate, it may 319 be that a common pore geometry is necessary to allow direct comparison between the µCT and 320 model data on a volume fraction basis. 321 To further validate the model, the ANA pore distributions were used to simulate water (6) 325 where is the flow rate, Δ is the pressure drop across the column, and is the dynamic 326 viscosity of water at 22°C. Normalized root mean square errors, given by
328 were calculated and found to range from 2-13% (with one value of 27%), as tabulated in Table 3 . 329 This approach avoids differences in the conceptualization of pore geometry between µCT and In addition to assessing the accuracy of the pore radii generated by the model, another 344 objective of this work was to assess the utility of the ANA model as compared to single-fluid 345 approaches. A major advantage of this method is that it results in multiple radii, which is 346 especially important in multiphase systems that cannot be accurately predicted based on a single 347 pore radius. Although most model runs in this study produced fewer than N significant radii, 348 many runs did result in more than one radii. For example, using carefully selected distributions 349 of weights, Type 2 runs frequently produced just under N distinct radii, including up to 17 350 significant radii for N=19. We used a series of Type 2 runs with N=2-19 to assess the additional 351 value of obtaining multiple radii by estimating water retention curves for the Accusands and 355 where is capillary pressure head of the ith radius (m), is interfacial tension (0.07191 356 J/m2 for air-water interfacial tension), is the contact angle (assumed to be zero), is density 357 (1,000 kg/m3), is gravitational acceleration, and is the ith radius. 358 Simulated primary drainage curves calculated from Type 2 model results for 20/30 359 Accusand are compared to experimental data extracted from Schroth (1996) in Figure 6a . 360 Qualitatively, for N=1 (i.e., using water only), the single radius resulted in a capillary pressure 361 slightly above the main drainage curve from Schroth (1996) , failing to capture either the wet or The fact that the model resulted in fewer than N distinct radii in many cases is a potential 378 limitation, and the reason for this result is currently being investigated. Since all fluid/flow rates 379 were determined to be independent based on the criteria discussed in Attallah (2015), one 380 possibility is that the distributions of pore sizes in these homogeneous, well-sorted sands are 381 narrow to a degree that the precision of the method is insufficient to resolve separate pore 382 classes. This explanation is supported by the fact that runs for the 40/50 Accusand, which had the 383 narrowest pore size distribution, consistently returned only one or two radii (regardless of N), 384 while still resulting in low error and a consistently strong correlation to µCT pore size 385 distributions. The runs for the 12/20 Accusand and HV media, which had broader pore size 386 distributions, commonly returned three or more significant radii. Further study is underway to 387 investigate this phenomenon. Even with the homogenous sands used in this study, however, it 388 was possible to obtain distributions of pore sizes using Problem Type 2 by varying the input 389 weight distribution. radii produced by the model were consistent with those determined from µCT and saturated 397 water flow simulated using model-produced radii closely matched the experimental data. The 398 major trends among the varying media were captured (e.g., 40/50 Accusand has smallest and narrowest pore size distribution, 20/30 Accusand had a larger and broader pore size distribution). 400 While the model failed to provide N distinct radii in all cases, it did produce multiple radii in 401 many runs, especially those conducted using Problem Type 2. The results of runs with up to 17 402 distinct radius classes were used to estimate drainage curves with the Young-Laplace equation, 403 and were found to agree with published experimental results remarkably well. Importantly, the 404 method is not intended to serve as a replacement for sophisticated imaging techniques or 405 computationally demanding models, but rather to provide a convenient and user-friendly 
