Introduction
The importance of monitoring HIV prevalence to assess the impact of HIV interventions in a population is widely recognized. In 2000, the United Nations' Millennium Summit identified the reduction of HIV prevalence as one of the eight fundamental goals for furthering human development. As part of Millennium Development Goal (MDG) 6, the UN established a target of combating HIV/AIDS, malaria, and other diseases by halting and beginning to reverse the prevalence of HIV/AIDS and other major diseases by 2015 for all national and regional populations. Monitoring HIV prevalence using national averages can mask within-country variability and thereby lead to the design and implementation of generic policies and interventions that may have limited impact at the local level.
An interesting case is Zambia, where aggregated national HIV prevalence conceals important spatial variation at the provincial level. For example, in the 2007 Zambian Demographic and Health Survey (2007 ZDHS), the national prevalence of HIV was 14.7% (unweighted data) but ranged from 9% (Northern province) to 20% (Lusaka province). Also, between 2001 and 2007, while the national HIV prevalence changed only slightly, it increased in Western province from 13 to 17% [1] . Prevalence rates also vary significantly by sex and age. Women are more vulnerable to HIV infection than their male counterparts. An estimated 16.1% of women are HIV positive, compared to 12.3% of men, and prevalence in women aged 15-24 years (8.8%) is double that of men (4.4%) [1] .
Effective planning and delivery of HIV prevention programmes depends on an understanding of where new infections are occurring and on the behaviours associated with those infections. Thailand provides an example of how comprehensive prevention strategies aimed at the main modes of transmission in the early years of the epidemic, sex work and injecting drug use (IDU), led to significant reductions in incidence by the mid-1990s [2, 3] . Unfortunately such success stories are few, and often the response in a country does not adequately match the epidemic patterns, resulting in missed opportunities to address those risk factors that drive HIV epidemics.
Policy overview and status of HIV in Zambia since 2001
The Government of the Republic of Zambia (GRZ) has deployed a multisectoral response to HIV/AIDS by adopting one national AIDS strategic framework 2006-2010; one national coordinating body, the National HIV/ AIDS/STI/TB Council (NAC) reporting to a cabinet committee on AIDS with decentralized structures; and one monitoring and evaluation system. The GRZ has integrated HIV into the development agenda with the objective: To halt and begin to reverse the spread of HIV and mitigate its impact. The response has aimed to prevent viral transmission, care for those infected and their relatives/dependents, and reduce the personal, social and economic impact of AIDS [4] . Prevention strategies include workplace programmes, programmes for prevention of mother-to-child transmission (PMTCT), blood safety measures, postexposure prophylaxis (injection safety measures), and efforts to reduce stigma and discrimination.
Since 2002, the GRZ has also undertaken an ambitious antiretroviral treatment programme. It costs as much as US$300 to buy a month's supply of antiretroviral drugs on the open market. Government-sponsored drugs cost US$9 per month after an initial payment of US$15 for testing and counselling. With an HIV prevalence rate of 14% and a population of nearly 13 million, of whom nearly 64% live below the poverty line of US$1 a day, scaling-up the provision of treatment and reducing the number of new infections remains a formidable challenge.
Nevertheless, the GRZ has made significant progress: a reduction in MTCT from 30 to 12.4%; 100% coverage by blood safety programmes; peer programmes effectively promoting delayed sexual debut; sustained change in perception through behaviour change communication (BCC); effective condom promotion for casual sex and among the most at-risk groups; and an increase in HIV screening from 29.7% in 2006 to 50% in 2009. The number of screening sites in all 72 districts increased from 67 in 2005 to 307 in 2006, 678 in 2007, and 937 in 2009; 39% of persons co-infected with HIV and TB have received treatment; 15% of women and men aged have received an HIV test in the last 12 months and know their results; and over 1500 testing sites have been established nationwide. Also, delivery of antiretroviral drugs has been impressive (15% coverage achieved in 2005, 50% in 2007, with a target of 60% in 2010) [5] . In addition to MTCT and behaviour change communication programmes, the government has set up an AIDS fund to ensure that these programmes are sustained. Given this backdrop and the apparent stabilization of overall HIV prevalence, the 2007 ZDHS report indicates a national prevalence of 14.3% using weighted data. Similarly, the 2001 DHS report indicates a national prevalence of 15.6% using weighted data. We report unweighted data, but our hierarchical Bayesian modelling takes into account the sampling design in order to account for the imbalanced distribution of the data (14.3% in 2001/2002 and 14.7% in 2007, unweighted data), our aim is to investigate spatial variation in HIV prevalence between two successive ZDHS surveys, controlling for important demographic factors.
Material and methods
The Demographic and Health Survey (DHS), funded by the United States Agency for International Development (USAID), is a well established source of reliable population level data with a substantial focus on knowledge of HIV/AIDS and sexual behaviour. The objectives, organization, sample design, and questionnaires used in the two ZDHS surveys are described elsewhere (Central Statistical Office 2004) [1] . Briefly, a random probability sample of women aged 15-49 and men aged 15-59 was selected in both surveys. For the 2001/2002 survey, approximately 5000 respondents (54.6% women) were asked to give blood for syphilis and HIV testing, and the 2007 survey used a sample of 11 138 (52.5% women). Samples for HIV testing were dried blood spots on a filter paper card taken from a venous blood specimen. A three-stage testing procedure was used with 10% of the negative samples retested and discordant results tested by western blot. In this study, we have linked HIV status to a very limited number of demographic variables.
Statistical analysis
To account for spatial autocorrelation of HIV infection in Zambia, we applied a unified approach by exploring spatial patterns in the prevalence of HIV infection and possible nonlinear effects within a simultaneous, coherent regression framework using a geo-additive semi-parametric mixed model. The model employed a fully Bayesian approach using Markov Chain Monte Carlo (MCMC) techniques for inference and model checking [6, 7] . The response variable is defined as y i ¼ 1 if HIV sero-positive and y i ¼ 0 otherwise. The standard measure of effect is the posterior odds ratio (OR). Although this estimation process is used less frequently in the literature, the estimated posterior ORs produced can be interpreted as similar to those of ordinary logistic models. Please refer to the below sections for a detailed explanation of the statistical methods.
Statistical methods
Epidemiological investigations of spatial variations of diseases are often confined to using province-specific dummy variables to capture the spatial dimension. The commonly adopted model for the analysis of this data is the probit or logistic model, and the standard measure of effect is the OR. However, because of the geographical nature of our data and the presence of nonlinear effects for some covariates, the assumption of a strictly linear predictor may not be appropriate.
In this analysis, we apply a novel approach by exploring provincial patterns of HIV/AIDS prevalence and possible nonlinear effects of other factors within a simultaneous, coherent regression framework using a geo-additive semi-parametric mixed model. The model used for this investigation has been described elsewhere [6] .
As the predictor contains usual linear terms, nonlinear effects of metrical covariates and geographic effects in an additive form, such models are also called geo-additive models. Kammann and Wand [8] proposed this type of models within an empirical Bayesian approach. Here, we apply a fully Bayesian approach as suggested in [6] which is based on Markov random field priors and uses MCMC techniques for inference and model checking.
Consider regression situations, where observations (y i ; x i ; w i ); i ¼ 1, . . ., N, on a metrical response y, a vector x ¼ (x i . . . ., x p ) 0 of metrical covariates (age at HIV/AIDS diagnosis), time scales or spatial covariates (province in Zambia), and a vector w ¼ (w 1 , . . ., w r ) 0 of further covariates, in which categorical covariates are often given. The generalized additive modelling framework assumes that, given x i and w i , the distribution of the response y i belongs to an exponential family, with mean m i ¼ (y i j xi , w i ) linked to an additive semi-parametric predictor m i ¼ h(h). Traditionally, the effect of the covariates on the response is modelled by a linear predictor:
where h is a known response function. The response variable in this application is defined as y i ¼ 1 if individual i had HIV/AIDS during the reference period t and y i ¼ 0 otherwise. We have a logit link function
for the probability of having HIV/AIDS at the reference period (i.e., we model the conditional probability of an individual having HIV/ AIDS) given the individual's age in months, the province where the person lives, and X, with predictor (1).
In our application to HIV/AIDS prevalence and in many other regression situations, we are facing the following problems:
(1) For the continuous covariates in the data set, the assumption of a strictly linear effect on the response y may not be appropriate. In our study, such covariates are individual's age (age) at HIV/AIDS diagnosis. Generally, it will be difficult to model the possibly nonlinear effect of such covariates through a parametric functional form, which has to be linear in the parameters, prior to any data analysis. (2) In addition to usual covariates, geographical small-area information is given in the form of a location variable s, indicating the province, district or community where individuals or units in the sample size live or come from. In our study, this geographical information is given by the provinces where the individual lives at the time of the survey. Attempts to include such small-area information using province-specific dummy-variables would in our case entail more than 15 dummy-variables and could not access spatial inter-dependence of provinces. The latter problem could not be solved through conventional multilevel modelling using uncorrelated random effects. It is reasonable to assume that areas close to each other are more similar than areas far apart, so that spatially correlated random effects are required.
To overcome these difficulties, we replace the strictly linear predictor through a geo-additive predictor, leading to the geo-additive regression model:
where f 1 , . . ., f p are nonlinear smooth effects of the metric covariates, and f spat (s i ) is the effect of the spatial covariate s i 2 {1, . . ., S}labelling the province in Zambia.
Regression models with predictors as in (2) are sometimes referred to as geo-additive models.
For our inference using the Bayesian approach, unknown functions f j and parameters g as well as the variance parameter s 2 are considered as random variables and have to be supplemented with appropriate prior assumptions.
In the absence of any prior knowledge we assume independent diffuse priors g j / const, j ¼ 1, . . ., r for the parameters of fixed effects. Another common choice is highly dispersed Gaussian priors.
Several alternatives are available as smoothness priors for the unknown functions f j (x j ), (see [6] ). We use Bayesian P(enalized) -Splines [6] , introduced by Eilers and Marx [9] in a frequentist setting. For the spatially correlated effect f str (s), s ¼ 1, . . . S, we choose Markov random field priors common in spatial statistics [6] . These priors reflect spatial neighborhood relationships. For a spatially uncorrelated (unstructured) effect f unstr a common assumption is that the parameters f unstr (s) are i.i.d. Gaussian. We also perform a sensitivity analysis using other priors for the spatial effect but results of the Markov random field priors outperformed other priors.
For comparison with standard regression models such as ordinary logistic regression, the standard measure of effect is still the OR and its 95% CI for a logistic model. However, because of the use of a fully Bayesian approach that relies on prior assumption to make posterior inference, instead of 'OR', we have 'posterior OR' and 95% credible region. For model choice and adequacy, we routinely use the Deviance Information Criterion (DIC) [10] developed as a measure of fit and model complexity instead of tests for significance, linear trends and interactions. To account for possible departures from the assumed distribution, 95% credible regions for the posterior ORs and probability maps (the equivalent of CIs for the spatial effects) are calculated using robust standard errors estimated via MCMC simulation techniques.
The analysis was carried out using version 0.9 of the BayesX software package, which permits Bayesian inference based on MCMC simulation techniques. The statistical significance of apparent associations between potential risk factors and the prevalence of HIV/AIDS was explored in chi-squared and Mann-Whitney U tests, as appropriate. Multivariate analysis was used to evaluate the significance of the posterior OR determined for the fixed, nonlinear effects and spatial effects. A P-value of <0.05 was considered indicative of a statistically significant difference. The pattern of HIV prevalence by province differed markedly between the two surveys, though there was consistently higher prevalence in Lusaka and lower prevalence in Northern Province (Fig. 1) . The marginal odds ratios of HIV prevalence at the provincial level shown in Fig. 1 (bottom . 2) show that after accounting for spatial auto-correlation in the data, the provinces with the highest HIV prevalence included Central and Southern, while Lusaka and Copperbelt no longer ranked among the highest prevalence regions as suggested by the marginal OR ( Fig. 1 ). Six years later (Fig. 2 bottom) , after accounting for spatial auto-correlation, the highest risk provinces included Central and Western but not Lusaka. Figure 3 shows an inverse U-shaped association and a bellshaped nonlinear relationship between the probability of HIV infection and age at HIV diagnosis. In 2001/2002, the probability of infection at age 15 differs by sex, with men starting at lowest probability, but in 2007 this gap appears to have decreased, with men approaching the same probability as women. At all other ages, the two surveys show agreement in the pattern of the probability of infection. A watershed is present between 30 and 34 years of age, when both men and women have the highest observed probability of HIV infection. Before age 30, this probability rises quickly as age increases. Beyond age 34 there is a declining probability of infection, although the variation in probability increases rapidly at the same time as age continues to increase. among men. The percentage of adolescent men aged 15-19 reporting using a condom with their most recent sexual partner declined from 35% in 2000 to 31% in 2009, and only 38% reported that they could get condoms on their own [11] .
Results
That the highest probability of being HIV-infected was observed among respondents residing in Western and Central provinces could be explained in part by the mobility of the Zambian population along transportation routes, acknowledged by the World Bank and other leading institutions as a major vector in the spread of HIV [12, 13] . Truck drivers, seasonal workers and commercial sex workers all commingle along these routes, often moving from less developed/urbanized areas to more developed regions with greater economic opportunities. With an unemployment rate exceeding 50% and 68% of Zambians living in poverty, many young women have little choice but to become commercial sex-workers, with HIV rates documented at 65% (UNAIDS/WHO 2008) [14] . Often they are denied the kinds of prevention services available to nonsex workers [15] . By contrast, the rapid decrease in prevalence rates in Southern province could possibly reflect the heavy concentration of USAID Strategic Objective 9 (SO9) funding and activities in Southern province, particularly along the major transport route between Livingstone and Lusaka [16] (Fig. 3b  bottom) .
As [17] . GFATM has allocated Zambia USD 42.5 million to counter HIV/AIDS. This major influx of donor funding has supported a variety of programmes during this period, but it is difficult if not impossible to precisely inventory these activities. The USAID Zambia Mission publicly details the specific HIV/AIDS Multisector Response activities funded through PEPFAR listed in Table 2 [18, 19] . Funding for these combined activities was roughly USD 100 million, or nearly one-sixth of the US government total of USD 620 million for the period 2003 to 2008, which constituted approximately 60% of all donors funding to Zambia [16] . Of the USD 270 million approved by PEPFAR for Zambia in fiscal year 2009, approximately 28% was earmarked for prevention activities [20] .
The USAID programme most relevant to the spread of HIV along transport corridors, the 3-year (2006-2009), USD 11 million Corridors of Hope II (COH II) programme, has neglected the major east-west corridor between Lusaka and Mongu at the western terminus of the major road into Western province (see map, Fig. 3b ). This programme became fully implemented in 2007 in seven Zambian high-prevalence border and transport districts: Livingstone, Kazungula, Chipata, Kapiri Mposhi, Nakonde, Solwezi, and Siavonga (Chirundu) (COH II Programme, 2008). In 2009 the Corridors of Hope III (COH III) programme was proposed to continue and potentially expand the activities of COH II, with three basic elements focusing on prevention of sexual transmission -condoms and other prevention, abstinence-based activities, and counselling and testing services. Funded at close to USD 25 million over 5 years and potentially adding additional sites in years 3-5, COH III will continue to provide services in the same seven districts as COH II [21] . Our findings suggest that this programme should be expanded into transport towns along the east-west corridor into Western province.
Border migration from Angola into Western province is another possible explanation for the increase in Western province rates, but Angola has the lowest HIV prevalence rate (2.5%) in continental southern Africa, while countries to the south (Namibia, 15%; Botswana, 24%; and Zimbabwe, 15%) have higher rates [22] . The Trans-Caprivi highway links landlocked Botswana, Zambia and Zimbabwe with the deepwater port of Walvis Bay in Namibia, and is thus a very active transport zone/border crossing for truckers. The Caprivi region of Namibia along this route has the highest prevalence of HIV in Namibia, estimated at over 40% [23] . Also, declining prevalence in Southern province could be attributed to increased AIDS-related mortality, but provincial-level aids-specific mortality data are not available to test this hypothesis.
Also, the primary drivers of the Zambian epidemic are not necessarily the high-risk populations noted above, although they certainly contribute a disproportionate share of the cases via multiple, concurrent, geographically dispersed sexual partnerships. By far, the largest source of new infections (over 70% of the total) is casual heterosexual sex [5] . The greatest prevention impact would therefore be expected for programmes broadly targeting this much larger risk group.
A major limitation of the findings was discussed previously [7, 19] . Residual spatial distributions of risk of HIV infection might be influenced by model variable selection. Urban/rural location and province are both chosen as explanatory factors in the geo-additive regression model. However, it is possible that place of residence (urban/rural location) shared the effect of geographic distribution of the regions (provinces), especially in Lusaka and Copperbelt, as these areas are highly urbanized and almost one-half of the country's population is concentrated in these few urban zones. It is worth investigating this issue further if one has several factors included in HIV/AIDS studies. It was not possible to confirm or disprove the above statement in our study since we had only a limited set of variables (province, urban/rural residence, and sex).
It is worth mentioning some of the advantages of the approach described above over more conventional approaches like regression models with fixed or random province effects; or standard two-level multilevel modelling with unstructured spatial effects. Most studies of HIV/AIDS prevalence astonishingly neglect the geographic location, spatial autocorrelation, and nonlinear effects of covariates, which in our view is likely to result in misleading conclusions regarding the prevalence of the disease. Additionally, and more importantly, the impact of this neglect is an underestimation of standard errors of the fixed effects, which in turn inflates the apparent significance of the estimates. Our analysis included this correlation structure and accounted for the dependence of neighbouring provinces in the model. Since ZDHS data are based on a random sample within communities, the structured component introduced here allows us to 'borrow strength' from neighbouring clusters in order to cope with the sample variation of province effect and obtain estimates for areas that may have had inadequate sample sizes or be unsampled. This gives more reliable estimates of the fixed effect standard errors. A failure to take into account the posterior uncertainty in the spatial location (province) would overestimate the precision of the prediction of HIV prevalence in regions with inadequate sample size.
Controlling for important risk factors such as geographical location (spatial auto-correlation) arising from the population mobility (migration), age structure of the population, and sex gave estimates of prevalence that are statistically robust.
Conclusion
Findings from the two consecutive surveys corroborate the Zambian government's efforts to slow HIV prevalence and achieve MDG 6. However, it is possible that these efforts are variable across provinces, and this variability is reflected in the progress made in reducing HIV prevalence by province in our study. Northern and Northwestern provinces consistently remain the lowest HIV risk areas and Central province is consistently a highest risk area throughout the 6-year review. However, Southern province went from the highest risk area in 2001/2002 to among the lowest risk areas in 2007, while Western province went from among the lowest risk areas in 2001/2002 to among the highest risk areas in 2007, a novel finding which warrants further investigation. The HIV/AIDS prevalence maps generated here could be useful for intervention policies to achieve MDG 6 in Zambia.
Finally, given the cross-sectional nature of our data, it is very difficult to ascertain the actual impact of HIV programmes in Zambia. Data on HIV incidence rates would have been preferable, since HIV prevalence can increase if people live longer because of effective antiretroviral programmes, and given the problems associated with coverage and accessibility of antiretroviral programmes across all provinces, further introducing an added and unpredictable variability. Despite these limitations, these analyses might be repeated in other countries in which HIV/AIDS is hyper-endemic and with at least two DHS surveys with reliable provincial-level HIV prevalence estimates. More nuanced spatial analyses can lend insights into the mechanisms of viral spread within countries and can help to geographically target prevention activities tailored to the suggested mechanisms, and thus more rapidly contain the epidemic.
