ABSTRACT Dynamic power management (DPM) plays a significant role to save power consumption effectively in both the design and operational phases of computer-based systems. It is well known that the state-dependent control policy by monitoring energy states in each component or the whole system is efficient for power saving in server systems whose system state, such as transaction request, can be completely observed. In this paper, we consider an optimal power-aware design in a cluster system and formulate the DPM problem by means of the Markov decision process. We derive the dynamic programming equation for the optimal control policy, which maximizes the expected reward per unit electrical power, which is called the power effectiveness, and give the policy iteration algorithm to determine the optimal control policy sequentially. In numerical experiments, we show the optimal control policy for an example of a cluster system with two service nodes, where the arrival stream of the transaction request is described as a Markov modulated Poisson process. In addition, based on the access data of an enterprise system, the optimal power-aware control for the cluster system and its effectiveness is examined.
I. INTRODUCTION
Energy-efficient computing is a still challenging issue to realize the smart world and provides the technical base for the next generation mobile and ubiquitous technology. Dynamic power management (DPM) plays a significant role to save the power consumption effectively in both design and operational phases of computer systems. The basic concept of DPM is to cut off the power supply to electric devices which are not actively working. In the circuit design level, the CPU clock control is based on a DPM-oriented design. Also, in the system design level, ACPI (Advanced Configuration Power Interface) provides a unified design to control electric devices by an operating system (OS). In a typical DPM framework, the Power Manager (PM) issues action commands to some electric devices, where the DPM control policies are defined by the kind of actions and their associated trigger timings. The simplest but the most well-known DPM action is shutdown to stop supplying the electrical power to devices just after receiving the command. Okamura and Dohi [10] develop several stochastic models and derive analytically the optimal or the nearly optimal shutdown time which minimizes the expected power consumption per unit time in the steady state. Since the above works concern the so-called timeout policy for static DPM schemes on time, the solutions are quite simple and feasible for almost all computer-based systems.
Apart from the feasibility in the time-out policy, the state-dependent control policy is more effective for power saving in server systems whose system state such as the number of transaction requests can be completely observed. Qiu and Pedram [16] and Benini et al. [2] study the DPM models with shutdown by applying Markov decision processes (MDPs), where the request process was modeled by a simple two-state Markov chain. Okamura et al. [13] consider the similar DPM solution by extending the underlying MDP to a semi-Markov decision process (SMDP), where the solution algorithms are based on the policy iteration or the value iteration scheme [15] . Okamura et al. [11] apply a reinforcement learning algorithm called the Q-learning to the DPM problem and develop an adaptive state-dependent control policy. Chung et al. [4] point out that the policy optimization must be based on a prior knowledge of the system and its statistics, and that the DPM model may be essentially formulated for non-stationary service requests. Ren et al. [18] give a hierarchical adaptive DPM approach through modeling the non-stationary request arrival process by a Markov-modulated Poisson process (MMPP). The underlying idea is based on the standard algorithms available for stationary MDPs such as the value or policy iteration scheme.
In this paper, we consider an optimal power-aware design in a cluster system and formulate the DPM problem by means of the MDP. The DPM problems for cluster systems receive considerable attention [3] , [5] - [7] , [9] , [14] , [17] , [19] - [21] . In general, cluster systems are classified into two types; distributed file system and distributed processing system. The former makes a directory on some computers treat as a subdirectory of a shared directory, and regards the distributed directory group as if it exists on one tree structure. VMFS (virtual machine file system) and Hadoop are typical examples of the distribute file system. On the other hand, in the latter distributed processing system, a number of nodes process users tasks concertedly. Load balancing cluster system and grid computing are categorized in this type. In this paper, we focus on the distributed processing system which consists of a number of nodes and organizes these nodes to process tasks in parallel, where these nodes are connected through network and thereby the electrical power consumption is much bigger than the non-distributed systems. A special interest is the fact that the failure probability in a cluster system is higher than the corresponding non-clustered system, because the cluster system consists of many components. Kanai and Mamiki [8] study on an algorithm that controls the load balance among cluster nodes to reduce electrical power consumption, and design a cluster system where with a specific server that can control all the nodes. In Kanai and Mamiki algorithm [8] , it is assumed that the decision maker assigns all jobs to nodes and makes the other nodes go to sleep. We revisit their algorithm in terms of the optimal DPM control. More specifically, we derive the dynamic programing equation for the optimal control policy which maximizes the power effectiveness which is equivalent to the expected reward per unit electrical power and involves the expected number of processed requests (system throughput) and the loss probability of requests as the special cases. We give a policy iteration algorithm to determine the optimal control policy sequentially. In numerical experiments, we show the optimal control policy maximizing the expected number of requests processed per unit electrical power for an example of the cluster system with two service nodes where the arrival stream of the transaction request process by a Markov modulated Poisson process. Moreover, based on the access data collected in real enterprise system, we estimate model parameters and provide the optimal control for the server.
The remaining part of this paper is organized as follows. In Section II, we describes the stochastic model for the cluster system under consideration. In addition, the performance criterion, power effectiveness, is formulated. Section III introduces the MDP for cluster system by defining possible actions to control the system. Based on the MDP, we formulate the optimality equation satisfying the optimal policy and the algorithm to solve the optimality equation. In Section IV, we demonstrate an illustrative example to investigate the optimal policy, where the optimal policy is presented as decision tables. Also, in Section V, based on the statistical data collected in the real enterprise system, we present the optimal controls for the cluster system in terms of power effectiveness. Finally, the paper is concluded in Section VI.
II. A CLUSTER SYSTEM
A. MODEL DESCRIPTION Consider a cluster system consisting of n service nodes and a proxy server, where it is allowed that performance of service nodes is different, i.e., heterogeneous server environment is assumed. The proxy server receives requests from clients and can assign and send the received requests to a service node. When a service node receives a request from the proxy server, the node starts processing it. After finishing the process, the node sends the result to the client directly (see Fig. 1 ). Suppose that service nodes can control the speed of service (service rate) and that the power consumption of node depends on the service rate. This paper assumes that the service node j has K j different service modes which have respective service rates. For simplicity, the service time in a node follows the exponential distribution. Let µ j,l , l = 1, . . . , K j , be the service rates of the exponential distribution when the node j is in the service mode l. Without any loss of generality, we suppose that 0 < µ j,1 < µ j,2 < · · · < µ j,K j . The different service modes also have different power consumption. Let P j,l be the power consumption per unit time when the node j is in the service mode l. Since it is well known that the power consumption increases as the computation speed such as CPU clock becomes faster, the power consumptions are also assumed to be 0 < P j,1 < P j,2 < · · · < P j,K j . In addition, service nodes have a sleep mode. In the sleep mode, the node cannot provide any service, and the power consumption becomes 0. Moreover, there exits a time delay (wake up time) when the node changes from the sleep mode to any service mode. The delay in the node j is assumed to be a exponentially-distributed random variable with a mean 1/ψ j . Also the power consumption per time during the time delay in the node j is given byP j . Figure 2 shows the state transition of a node in the cluster system. Each node has a finite capacity to store the arrived requests, and the requests are served one by one under the firstcome first-serve (FCFS) discipline. To simplify the problem, this paper assumes that the capacities of all the nodes are equivalent, which is given by N (≥1). If a request is sent to a node from the proxy server when the capability of the node is full, the request is rejected, namely, a loss of request occurs.
The request arrivals follow a Markovian arrival process (MAP). Briefly speaking, the MAP is a point process whose arrival rates are governed by a continuous-time Markov chain (CTMC), and includes well-known point process such as Poisson process and Markov modulated Poisson process (MMPP). The state of underlying CTMC is called the phase. The MAP is generally defined by two matrices D 0 and D 1 . When the number of phases is M , the matrix D 0 becomes a M -by-M square matrix whose (i, j)-entry represents the transition rate of phase from i to j. The matrix D 1 is expressed as a M -by-M matrix whose (i, j)-entry is the occurrence rate of an arrival with the phase transition to j provided that the phase is i. In this paper, the entries of D 0 and D 1 are defined by
where
B. PERFORMANCE CRITERION
To control power consumption of whole cluster system, the proxy server can send a command to a node so as to force the service mode when the proxy server assigns a request to the node. Then the problem is to determine the policy to control the service mode based on the system state. In order to evaluate the system performance as well as power consumption, we consider the reward in the CTMC-based model described before. Let R A (≥ 0) be a reward per completion of a request, and R L (≤ 0) is a negative reward when a loss of request occurs. This reward structure is generalized so that it includes some of commonly-used criteria such as system throughput and loss probability. When R A = 1 and R L = 0, the corresponding criterion is reduced to the number of processed requests. On the other hand, if R A = 0 and R L = −1, we can use the criterion representing the number of lost requests.
Based on the above rewards, we consider the long-run average of rewards. For example, when the cumulative number of processed requests is divided by cumulative time, the system throughput can be derived. The loss probability is also obtained by dividing the cumulative number of lost requests by the cumulative number of requests that arrive to the system. In this paper, to make a balance between system performance and power consumption, we define the following long-run average criterion called the power effectiveness:
This is the reward per unit power consumption. If the power effectiveness is large, it indicates that the system uses electrical power effectively. Thus the problem of this paper is to find the policy maximizing the power effectiveness.
III. MDP-BASED ANALYSIS
The MDP (Markov decision process) is a modeling framework to derive the optimal solution under probabilistic behavior of system. In order to derive the optimal control of the cluster system, we define the system states as a vector (a, x, s, m) where a ∈ {1 . . . , M } is the phase of arrival stream, x = (x 1 , . . . , x n ) is the vector for the numbers of requests in nodes, s = (s 1 , . . . , s n ) is the vector for state of nodes and m = (m 1 , . . . , m n ) is the service mode of nodes.
The j-th entry of x is the numbers of requests in the node j, the j-th entry of s is the state (1:sleep, 2:wake up and 3:active) and the service mode of the node j. Also the proxy server can control the system with an action (d , s , m ) which are defined by
• d ∈ {1, . . . , n}: the server to which the next request is assigned.
• s = (s 1 , . . . , s n ): the vector of the service modes of nodes.
• m = (m 1 , . . . , m n ): the service modes of nodes. The action can be selected at time instants when a request arrives, the phase of arrival stream changes, one request is completed at any node, the loss of request occurs and the state of any node changes. Figure 3 illustrates a possible behavior of the arrival stream, the number of requests in a node and the service mode of the node. Moreover, the dots in the figure means the embedded decision points where the proxy can select the action. When the action is selected by the current system state, the underlying model can be reduced to an MDP.
To derive the optimal control policy maximizing power effectiveness, we formulate the optimality equations. For the notational simplification, we define the following sets containing the indices of nodes:
• S I : a set of the nodes where there is no request in the buffer, i.e., these nodes are idle.
• S B : a set of the nodes where there are 1 to K −1 requests in the buffer.
• S F : a set of the nodes where there are K requests in the buffer.
• S S : a set of the nodes whose state is sleep.
• S W : a set of the nodes whose state is wake up.
• S A : a set of the nodes whose state is active. Suppose that there exists the unique maximum power effectiveness ξ . From the principle of optimality, we obtain the following optimality equations for the maximization of power effectiveness:
and
where I (A) is the indicator function of the condition A and 1 i is a vector whose i-th entry is 1 and the others are 0. The function V (a, x, s, m) is called the relative value function which corresponds to the maximum power effectiveness provided that the system state is (a, x, s, m).
To solve these optimality equations, we apply the policy iteration which is a representative algorithm to solve the optimality equations [15] . The policy iteration consists of two steps; policy evaluation and policy improvement. In the policy evaluation, we derive the relative value functions provided that a control policy is given. Since the optimality equations can be reduced to the linear system with respect to the relative value function V (a, x, s, m) when the control policies are fixed, the policy evaluation step is essentially to solve the linear system with respect to V (a, x, s, m) . The policy improvement step is executed to find (d , s , m ) which maximize W (a, x, s, m; ·, ·, ·) using V (a, x, s, m) obtained in the policy evaluation step, and update the policy. In the cases of power effectiveness, ξ is also unknown variables. Then one should set any one of the relative value function as 0, and ξ is involved to the linear system in the policy evaluation. Policy Iteration for Power Effectiveness • Step 1: Let l ← 0.
• Step 2: Set an initial control policy, i.e., for all (a, x, s, m), (8) where W (l) (a, x, s, m; ·, ·, ·) can be obtained from Eq. (5) by replacing V (a, x, s, m) and ξ with V (l) (a, x, s, m) and ξ (l) and one of V (l) (a, x, s, m) becomes 0 to solve the above linear equation.
• Step 4: Find the improved policy:
• Step 5: If the improved policy is identical to the previous one, i.e., if u (l+1) (a, x, s, m) = u (l) (a, x, s, m) for all system states, then the algorithm stops. Otherwise, let l ← l + 1 and go to Step 3. After finishing the above policy iteration, the maximum power effectiveness is given by ξ in the last policy evaluation step.
IV. AN ILLUSTRATIVE EXAMPLE
This section presents an illustrative example of the optimal control policy of the cluster system in terms of power effectiveness. We suppose that the arrival stream is an MMPP with two different states (low arrival rate λ 1,1 = 2.0 and high rate λ 2,2 = 6.0): The cluster system consists of two service nodes with two service modes. The capacities of both nodes are N = 10. The other model parameters are given in Table 1 . Also the rewards are set as R A = 1 and R L = −3. Table 2 presents the power effectiveness of the cluster system. The first four rows indicate the power effectiveness in the special cases. For example, the first row (node 1; service mode 1) gives the power effectiveness when the node 1 and node 2 are always active and sleep, and all the requests are processed in the node 1 with service mode 1. Similarly, node 1 (service mode 2), node 2 (service mode 1) and node 2 (service mode 2) mean the node and service mode that processes the requests. On the other hand, 'optimal' indicates the power effectiveness when the optical policy by MDP is applied. From the table, we see that the optimal policy further improve the power effectiveness rather than other policies. In particular, the negative power effectiveness means that the number of lost requests is more than three times larger than the number of processed requests. Table 3 shows the decision table for the optimal control of cluster system. For example, the first row of this table means that the optimal control when both nodes have no request (x 1 = 0 and x 2 = 0), the nodes are in sleep state (s 1 = s and s 2 = s) and the service modes of nodes are m 1 = 1 and m 2 = 1 is to send a next request to node 2 (d = 2), the nodes are in sleep mode (s 1 = s and s 2 = s) with the service mode 1 (m 1 = 1 and m 2 = 1). In this section, 's', 'w' and 'a' indicate the sleep, wake up and active states, respectively. From this table, we find that the nodes are in sleep mode even if a few requests arrive at the system. This is caused to save the wake up power consumption. However, when the number of requests exceeds a certain level, nodes go to wake up state to process the buffered requests. Moreover, in this case, both nodes are not providing services and thus the request is sent to the node 2, because the processing rate of node 2 is higher than the node 1. Table 4 presents the decision table when the arrival process has in the high arrival rate. The other states are same as Table 3. Compared to Table 3 , the threshold level of wake up decreases in Table 4 . optimal policy when a = 1 (low arrival rate), x 2 = 0, s 1 = a (active), m 1 = 1 (service mode 1), s 2 = s (sleep) and m 2 = 1 (service mode 1).
TABLE 6.
The decision table for the optimal policy when a = 1 (low arrival rate), x 1 = 5, s 1 = a (active), m 1 = 1 (service mode 1), s 2 = s (sleep) and m 2 = 1 (service mode 1). Table 5 shows the decision table when the node 1 is active and the other states are same as Table 3 . In this case, since the node 1 is already active, the request is sent to the node 1 when the number of buffered requests is low. However, when the number of requests exceeds a certain threshold level, the request is sent to the node 2. Furthermore, when x 1 = 5 through x 1 = 8, the request is sent to the node 2 with sleep model. This is caused by avoiding the loss of request in the node 1. Table 6 indicates the decision table when x 1 = 5 and the other states are same as Table 5 . This corresponds to the decision table after the request arrives at the system in the case of x 1 = 5 of Table 5 . From this table, although the request is sent to the node 2 with sleep mode in Table 5 , the node 2 wakes up when the number of requests becomes 2. In this situation, since the request in the node 2 should wait in the buffer, the response time of this request is longer than others. This is based on the fact that the performance criterion, power effectiveness, does not consider the response time, and implies the other performance criteria including response time as well as the power effectiveness.
V. APPLICATION TO ENTERPRISE SYSTEM
This section presents an application example based on the data collected in the enterprise used in [10] . The server is a system handling human resource and payroll system in one division with one node. In the division, around 40 workers used this system. First, to estimate the arrival stream, we collect the CPU utilization data of a sever deployed in the enterprise. For a week, we measure CPU utilization every 10 minutes. Figure 4 shows a time series data for CPU utilization for a week.
Based on the data, we apply the technique presented in [12] (see Appendix) to get maximum likelihood (ML) estimates of MAP parameters as an arrival stream from the CPU utilization data. The ML estimation is a commonly-used method to determine model parameters from empirical data. In ML estimation, we find the model parameters maximizing the probability that observed data is drawn from the supposed stochastic model. The advantage of ML estimation is used for some of statistical properties. In particular, we use the information criterion to select the best model. In this case, we determine the number of phases based on Akaike information criterion (AIC) [1] . Concretely, we have the following ML estimates of MAP parameters:
The estimated MAP has the states with low and high arrival rates. In the method [12] , we can also provide the service time distribution as an exponential distribution from the CPU utilization data. The service time distribution is estimated as follows.Ĝ
The other parameters are set as Table 7 . In this example, we consider the scenario where one server with low power consumption and low processing rate is added to the system. Table 8 presents the power effectiveness. The first two rows represent the cases where only node 1 or node 2 is used without sleep mode. The third row indicates the maximum power effectiveness under the optimal policy in the case where both node 1 and node 2 are used. Similar to the result of Section IV, the optimal policy further improves the power effectiveness.
TABLE 9.
The decision table for the optimal policy when a = 1 (low arrival rate), x 1 = 0 and x 2 = 0.
TABLE 10.
The decision table for the optimal policy when a = 2 (high arrival rate), x 1 = 0 and x 2 = 0. TABLE 11. The decision table for the optimal policy when a = 1 (low arrival rate),
Next we investigate the optimal policy. Tables 9 and 10 show the decision tables for the optimal policy when x 1 = 0 and x 2 = 0. In both tables, the request is sent to the node 2 for any states. This is caused by the fact that the power effectiveness of node 2 is greater than that of node 1. Moreover, for many cases, the nodes 1 and 2 go to sleep mode, because both buffers are empty. Tables 11 and 12 present the optimal policies when a = 1 (low arrival rate) and x 1 = 0. Similar to Tables 9 and 10 , regardless of state of nodes, the request is sent to the node 2, except for the case where the buffer of node 2 is full, i.e., x 2 = 3. Tables 13 and 14 show the decision tables for optimal policy when x 1 = 3 and s 1 = s (sleep). When the number of buffered requests in node 2 is low, the node 1 tends to go to the wake up state to process them. However, in the case where x 2 is high, the node 2 preferentially becomes active.
Also it is found that either of node 1 or node 2 is active for all the cases.
VI. CONCLUSION
In this paper, we have considered a cluster system and the optimal power-aware design problem based on the Markov decision process. We have developed a policy iteration scheme maximizing the power effectiveness which takes a balance between the system performance and the energy consumption, and have given a simple control policy with the decision table. In numerical experiments, we have showed the decision tables for optimal policy under a given illustrative example. Also, based on the CPU utilization data of enterprise system, we have presented the optimal power-aware design. As a result, the obtained optimal policy further improves the power effectiveness compared to the power effectiveness in the case where the system consists of a single server.
In the future, a much complex cluster system with many nodes should be analyzed by applying the similar technique under the same or somewhat different optimality criteria. Then the challenging issue is how to reduce the number of states which may lead to an state-explosion problem. We will apply any idea on coarse-grained parallelization to develop an efficient computing algorithm. In addition, by combining machine learning technique such as Q-learning and neural network, we will develop the framework for adaptive poweraware algorithm based on MDP modeling.
APPENDIX ESTIMATING ARRIVAL PROCESS PARAMETERS
Here we deal with the MAP parameter estimation for arrival processes from CPU utilization data. The CPU utilization is defined as a time fraction of busy time over a fixed time interval, where the busy time is given by the cumulative time in which the CPU is processing a task. For every fixed time interval, the operating system calculate such the time fraction and put it as time series data on the CPU utilization.
To estimate MAP parameters only from the CPU utilization, we make the following assumptions:
• Each time interval consists of two successive unobserved and observed periods.
• The CPU utilization for each time interval can be computed as the time fraction of busy time over the time length of observed period.
• For an observed period, there is at most one change at which the status of CPU becomes busy (idle) from idle (busy). The first two assumptions say that the time series data on the CPU utilization is defined as the CPU utilization for a part of time interval. The third assumption indicates that the observed period is sufficiently small so that two or more state changes could not occur in the observed period. Let T and t be time lengths of unobserved and observed periods, respectively, and B t and I t are lengths of busy and idle times in time slot t. Then the CPU utilization for time interval T +t is given by B t /(B t + I t ) under the assumption t T .
Based on the above assumptions, we formulate the likelihood function of CPU utilization which is used for the maximum likelihood estimation of MAP parameters D 0 and D 1 . We define the following two infinitesimal generators from the basic infinitesimal generator of quasi birth and death (QBD) process:
where O is the zero matrix. Define D = (u 1 , u 2 , . . . , u K ), 0 ≤ u i ≤ 1, as time series data for CPU utilization. Then the likelihood function can be formulated as follows. 
where θ is the parameter vector of the MAP, π is the initial probability vector, 1 is a column vector whose all elements are 1. The maximum likelihood estimates can be obtained by finding the MAP parameters which maximizes the above likelihood function.
