Many data mining techniques have been proposed for mining useful patterns in text documents. However, how to effectively use and update discovered patterns is still an open research issue, especially in the field of text mining. This survey paper is based on effective classification of streamed data for text mining by PNLH & one-class classification SVM for text contained audit, we consider the problem of one-class classification of text streams with respect to concept drift where a large volume of documents arrives at a high speed and with change of user interests and data distribution. In this case, only a small number of positively labelled documents is available for training. And text classification without negative examples revisit, by this we propose a labelling heuristic called PNLH to tackle this problem. PNLH aims at extracting high quality positive examples and negative examples from U and our survey can be used on top of any existing classifiers.
INTRODUCTION
Text mining is the discovery of interesting knowledge in text documents. It is a challenging issue to find accurate knowledge (or features) in text documents to help users to find what they want. The problem of text mining, i.e. discovering useful knowledge from unstructured or semi structured text, is attracting increasing attention [4] [18] [19] [21] [27] . This paper suggests a new framework for text mining based on the integration of Information Extraction (IE) and Knowledge Discovery from Databases (KDD), data mining. KDD and IE are both topics of significant recent interest. KDD considers the application of statistical and machine-learning methods to discover novel relationships in large relational databases. IE concerns locating specific pieces of data in natural-language documents, thereby extracting structured information from free text [28] [29] [30] [31] .
Traditional data mining assumes that the information to be "mined" is already in the form of a relational database. Unfortunately, for many applications, electronic information is only available in the form of free natural-language documents rather than structured databases. Since IE addresses the problem of transforming a corpus of textual documents into a more structured database, the database constructed by an IE module can be provided to the KDD module for further mining of knowledge as illustrated in figure. Information extraction can play an obvious role in text mining as illustrated.
Due to the rapid growth of digital data made available in recent years, knowledge discovery and data mining have attracted a great deal of attention with an imminent need for turning such data into useful information and knowledge. Many applications, such as market analysis and business management, can benefit by the use of the information and knowledge extracted from a large amount of data. Knowledge discovery can be viewed as the process of nontrivial extraction of information from large databases, information that is implicitly presented in the data, previously unknown and potentially useful for users. Data mining is therefore an essential step in the process of knowledge discovery in databases.
Current research trends on data stream classification are mostly focused on classification measures for fully labelled data streams. However, it is not practical in real life applications, as it is generally too expensive to obtain fully labelled data stream for the limited resources of human power.
Suppose a customer service section of a large enterprise receives thousands of user feedback emails every day. Every day the manager of a section only wants to pay a few minutes to find out the feedback emails of a newly launched product for detailed investigation, hence a text data stream classification system is expected to retrieve all the ontopic feedbacks in the incoming email streams. This is also a case for news readers when they are browsing online. Users may only have limited patients to label a part of the ontopic text documents from the incoming news stream, and a text classifier is expected to retrieve all the related news stories.
In the problem of one-class classification [13] [18] [6], a class of objects, called the target class, has to be distinguished from all other objects. The description of the target class should be constructed such that the possibility of accepting objects that are not originated from the target class should be minimized. We propose to integrate one-class classification approaches with streaming data mining, so as to construct a text stream classifier without using negative training samples. The following challenges are identified concept drifting small number of training samples, no negative training samples, noisy data, and limited memory space [33] [34].
RELATED WORK
Many types of text representations have been proposed in the past. A well-known one is the bag of words that uses keywords (terms) as elements in the vector of the feature space. To the best of our knowledge, there is no work so far on one-class classification under data stream scenario. While a few works found have discussed classification of partially labelled data streams. In [22] , Wu et al. proposed a semisupervised classifier, which uses a small number of both positive and negative samples to train an initial classifier, without any further user feedback and training samples. This means that their algorithms cannot cope with concept drift in data streams. Text classifiers using positive and unlabelled example are also discussed in [14] [15] , where the problem of concept drift is not considered as an issue.
Active learning of data streams is proposed in [3] [5] [7] and [26] , which trains initial classifier on partially labelled data stream, and requires the true label of some certain unlabelled samples for enhancing the classifier. The algorithms in [4] estimate the error of the model on new data without knowing the true class labels. As it is known that concept drift could be caused by changing of user interests, changing of data distribution, or both, the algorithms proposed in cannot cope with concept drift caused by sudden shift of user interests. Their system cannot detect this kind of concept drift without knowing the true class labels. Moreover, in real-life applications, the system is always fed with overwhelming volume of incoming data, which makes it not applicable to require human investigation for the true class label of some unlabelled samples. Learning concept drift from both label and unlabelled text data is proposed in [8] and [21] . The algorithms proposed by Klinkenberg et al. in [9] need more than one scan of the dataset, which makes it not applicable for a data stream scenario. Dwi et al. focused on expanding the labelled training samples using relevant unlabelled data, so as to "extend the capability of existing concept drift learning algorithms".
Topic tracking [1] , a sub-task of topic detection and tracking (TDT), tries to retrieval all ontopic news stories from a stream of news stories with a few initial ontopic samples, and the is related to our work. For TDT, the concept drift is caused by the evolving of the news story itself. While for our work, the concept drift is caused by changes in the user interests, and/or changes in data distribution. The task of information filtering [12] [10] is to classify documents from a stream as either relevant or non-relevant according to a particular user interest with the objective to reduce information load. In adaptive information filtering , a sub-task for information filtering, it is assumed that there is an incoming stream of documents, and that each user interest is represented by a persistent profile. Each incoming document is matched against each profile, and (well-) matched documents are sent to the user. The user is assumed to provide feedback on each document sentto him/her. While for our work, no user feedback is supplied. It is generally believed that ensemble classifier could have better classification accuracy than a single classifier [2] . A range of ensemble classifiers has been proposed by research community [11] [ 24] [19] .
The initial papers [17] [20] on classification data streams by ensemble methods use static majority votingand static weighted voting, while the current trends is to use dynamic methods, say, dynamic voting in [11] , [24] ; dynamic classifier selection in [25] and [19] . And it is concluded in that dynamic methods perform better than static methods. Here, are all dedicated to fully labelled data streams. In [23] and [6] , algorithms are proposed to have successfully built text classifiers from positive and unlabelled text documents. We use the same idea discussed in to expand the training data from positive-only to include both positive and negative samples to train base classifiers. And then, ensemble stacking is used to cope with concept drift.
Natural language processing (NLP) is a modern computational technology that can help people to understand the meaning of text documents. For a long time, NLP was struggling for dealing with uncertainties in human languages. It is proved in that the learning task will be more difficult if the learner learns on few samples. Currently, most of the stateof-art classifiers require both positive and negative samples for training. Therefore, in step 1 of algorithm 1, we extract Tn, a set of reliable negative samples, from Un, the set of unlabelled samples of current batch, so as to create a training dataset, Tn ∪ Pn. Here, any one-class text classification [23] [6] algorithms could be used as a plug-in in this step for extracting samples. In this paper, we simply use a successful algorithm proposed by Fung, et al. in [6] for extracting reliable negative samples.
In step 3, the newly learned classifiers are added into En−1, the ensemble of classifiers built on former batches of data. In step 4, the new ensemble of classifiers, En, is used to determine the class label of unlabelled samples in Un − Tn. And in step 5, some weak classifiers are deleted from the ensemble, so as to keep the population capacity of the ensemble.
The overview of the Positive examples and Negative examples Labelling Heuristic (PNLH) is shown in Fig. 2 
Extracting Reliable negative Examples
In the absence of any prior knowledge about the characteristics of the negative examples, the best way to extract a set of negative examples is to use the differences of the feature distributions between the given positive examples (P) and the unlabelled examples (U). In the following, we call the negative documents extracted from U reliable negative examples and denote them by N. We will show how reliable N is in the experimental studies. There are two main procedures in this step, namely, identifying positive features and extracting reliable negative examples.
Identifying Positive Features
Positive features are the features that frequently appear in P and can represent P well. We identify the positive features based on a notion called core vocabulary. Note that a document that belongs to P must possess some of the features that are contained in the core vocabulary of P, denoted by Vp. According to Vp, we extract the reliable negative examples (N) from the unlabelled examples (U). A document that belongs to the positive examples (P) must possess some of the features that are contained in the core vocabulary of P (VP ).
Algorithm 3: Extract Reliable Negative (P, U).
Input: P (positive examples) and U (unlabelled examples); Output: N (reliable negative examples); 1. for all fj ϵ P do 2. compute H(fj) using (1) 
Experiments
In this section, we report our work on results. [16] . In this paper, we also report our experiment result in F1. Suppose there are n batches of text data observed so far, in order to measure the classification performance on the text stream, we define averaged F1 for the whole text data stream as the averaged F1 over the batches observed from the stream so far, F1ave = Σi=1 F1n/n. This graph shows the result of accuracy, recall, precision, f1 measure with pnlh. 
CONCLUSION AND FUTURE WORK
Many data mining techniques have been proposed in the last decade. These techniques include association rule mining, frequent item set mining, sequential pattern mining, maximum pattern mining, and closed pattern mining. The main survey of this paper can be summarized as that we firstly tackled the problem of the one-class classification on streaming data. An effective classification of streamed data for text mining by PNLH & one-class SVM for text contained audit. The proposition is that fully labelling streaming data is impractical, expensive, and sometimes unnecessary, especially with text streams. By designing a stacking style ensemblebased classifier, and using a series comparative studies, we have dealt with the problems of concept drift, small number of training examples, no negative examples, noisy data, and limited memory space on streaming data classification. The feature space of text stream may evolve constantly. We need to study the dynamic feature space under the one class text stream classification scenario in the future. On the other hand, the further research should also be considered with the oneclass classification on streaming data in general.
[13] D. Tax. One-class classification, "Doctoral dissertation," Delft University of Technology, 2001. 
