We present the SQRAM architecture for quantum computing, which is based on Knill's QRAM model. We detail a suitable instruction set, which implements a universal set of quantum gates, and demonstrate the operation of the SQRAM with Deutsch's quantum algorithm.
Introduction
The rapidly growing field of quantum computation and quantum information is still in its infancy, largely due to the lack of a substantial, practical quantum computing device. However, the theoretical potential of such devices is widely acknowledged. Presently, the only realistic avenue of investigation for an interested computer scientist is the use of quantum computer simulators.
Owing to the large state spaces of quantum-mechanical systems, a complete simulator of subatomic phenomena cannot be implemented efficiently on a classical computer. Nobel laureate Richard Feynman observed in 1985 that [6] : ". . . if a description of an isolated part of Nature with N particles requires a general function of N variables and if a computer simulates this by actually computing or storing this function then doubling the size of Nature (N → 2N ) would require an exponentially explosive growth in the size of the simulating computer."
Focusing on quantum mechanics in particular, Feynman points out that: ". . . the full description of quantum mechanics for a large system with R particles is given by a function ψ(x1, x2, . . . , xR, t) which we call the amplitude to find the particles at x1, x2, . . . , xR and therefore, because it has too many variables, it cannot be simulated with a normal computer with a number of elements proportional to R [. . . ]."
Our goals in this paper are substantially more modest; we are interested in local quantum computation on a finite number of quantum bits (qubits). In particular, we will discuss the design of a hybrid classical-quantum computer architecture, which we will call the Sequential Quantum Random Access Memory machine, or SQRAM for short. The SQRAM design is based on Knill's QRAM model [8] . In addition, we will define an instruction set for a hypothetical implementation of the SQRAM, and illustrate the operation of such a device when running Deutsch's algorithm for determining the balance of a boolean function [9] . We have implemented a simulator of the SQRAM machine using the OpenQubit library [12] .
In light of recent proposals for quantum programming languages, including QPL [13] , QCL [10] , CQP [7] and qSpec [11] , we feel it is suitable to consider compilation of high-level quantum programs; we discuss techniques for this and present a compiler we have developed for a subset of QPL.
We begin with a summary of basic quantum computing concepts. We will then proceed to describe the proposed SQRAM architecture and instruction set; this is followed by a walkthrough of Deutsch's algorithm, as implemented on the SQRAM. Finally, we will turn to compilation of high-level quantum programs in QPL, a functional quantum programming language due to Selinger.
Related Work
Currently several quantum simulators are available, including tools for analysing quantum circuits and interpreters for quantum programming languages [3, 10] .
With the notable exception of a joint Columbia and MIT project [14] , there has been little work to date on the development of a quantum computer architecture which is realisable using current technology. In [14] , a multi-layer framework is defined, which models different levels of abstraction for a quantum computer simulator; however, the authors account for specific aspects of physical implementation; on the contrary, we simply rely on the hypothesis that the proposed system architecture may be implemented with present-day hardware, and do not concern ourselves with details of the physics.
Quantum Computing Fundamentals
A few preliminaries are in order; we are assuming no prior knowledge of quantum computing.
A quantum bit or qubit is a physical system which has two basis states, conventionally written |0 and |1 , corresponding to onebit classical values. These could be, for example, spin states of a particle or polarization states of a photon, but we do not consider physical details. According to quantum theory, a general state of a quantum system is a superposition or linear combination of basis states. A qubit has state α|0 + β|1 , where α and β are complex numbers such that |α| 2 + |β| 2 = 1; states which differ only by a (complex) scalar factor with modulus 1 are indistinguishable. States can be represented by column vectors:ˆα β˜= α|0 + β|1 . Formally, a quantum state is a unit vector in a Hilbert space, i.e. a complex vector space equipped with an inner product satisfying certain axioms.
The basis {|0 , |1 } is known as the standard basis. Other bases are sometimes of interest, especially the diagonal (or dual, or Hadamard) basis consisting of the vectors
Evolution of a closed quantum system can be described by a unitary transformation. If the state of a qubit is represented by a column vector then a unitary transformation U can be represented by a complex-valued matrix (uij ) such that U −1 = U * , where U * is the conjugate-transpose of U (i.e. element ij of U * isūji). U acts by matrix multiplication:
A unitary transformation can also be defined by its effect on basis states, which is extended linearly to the whole space. For example, the Hadamard operator is defined by
which corresponds to the matrix H =
operators, denoted by σ0, σ1, σ2, σ3, are defined by
Measurement plays a key role in quantum physics. If a qubit is in state α|0 + β|1 then measuring its value gives the result 0 with probability |α| 2 (leaving it in state |0 ) and the result 1 with probability |β| 2 (leaving it in state |1 ). For example, if a qubit is in state |+ then a measurement (with respect to the standard basis) gives result 0 (and state |0 ) with probability 1 2 , and result 1 (and state |1 ) with probability 1 2 . If a qubit is in state |0 then a measurement gives result 0 (and state |0 ) with probability 1.
To go beyond single-qubit systems, we consider tensor products of spaces (in contrast to the cartesian products used in classical systems). If spaces U and V have bases {ui} and {vj } then U ⊗ V has basis {ui ⊗ vj}. In particular, a system consisting of n qubits has a 2 n -dimensional space whose standard basis is |00 . . . 0 . . . |11 . . . 1 . We can now consider measurements of single qubits or collective measurements of multiple qubits. For example, a 2-qubit system has basis |00 , |01 , |10 , |11 and a general state is α|00 + β|01 + γ|10 + δ|11 with |α| 2 + |β| 2 + |γ| 2 + |δ| 2 = 1. Measuring the first qubit gives result 0 with probability |α| 2 +|β| 2 (leaving the system in state
and result 1 with probability |γ| 2 + |δ| 2 (leaving the system in state 1 √ |γ| 2 +|δ| 2 (γ|10 + δ|11 )); in each case we renormalize the state by multiplying by a suitable scalar factor. Measuring both qubits simultaneously gives result 0 with probability |α| 2 (leaving the system in state |00 ), result 1 with probability |β| 2 (leaving the system in state |01 ) and so on; the association of basis states |00 , |01 , |10 , |11 with results 0, 1, 2, 3 is just a conventional choice. The power of quantum computing, in an algorithmic sense, results from calculating with superpositions of states; all of the states in the superposition are transformed simultaneously (quantum parallelism) and the effect increases exponentially with the dimension of the state space. The challenge in quantum algorithm design is to make measurements which enable this parallelism to be exploited; in general this is very difficult.
The controlled not (CNOT) operator on pairs of qubits performs the mapping |00 → |00 , |01 → |01 , |10 → |11 , |11 → |10 , which can be understood as inverting the second qubit (the target) if and only if the first qubit (the control) is set. The action on general states is obtained by linearity.
Systems of two or more qubits may be in entangled states, meaning that the states of the qubits are correlated. For example, consider a measurement of the first qubit of the state
The result is 0 (and the resulting state is |00 ) with probability 1 2 , or 1 (and the resulting state is |11 ) with probability 1 2 . In either case, a subsequent measurement of the second qubit gives a definite, non-probabilistic result which is identical to the result of the first measurement. This is true even if the entangled qubits are physically separated. Entanglement illustrates the key difference between the use of the tensor product (in quantum systems) and the cartesian product (in classical systems): an entangled state of two qubits is one which cannot be expressed as a tensor product of single-qubit states. The Hadamard and CNOT operators can be combined to create entangled states:
The SQRAM Architecture
In this section we propose a system architecture for a hybrid classical-quantum computer, with a conventional classical subsystem (consisting of a CPU, a classical data store and program store) and a separate quantum-mechanical unit. Such a device, termed a QRAM machine, was proposed by Knill in [8] . The quantummechanical unit consists of a quantum memory register and a means of manipulating its contents. We will describe the details of this architecture, including its operating cycle and instruction set.
The Classical Component
The CPU contains an Arithmetic-Logic Unit for evaluating classical expressions, a control unit, and a program counter, which keeps track of the current point of execution within the program store (the program store is separate from the data store for simplicity). The CPU does not contain any registers as all operations are performed on the data store. The data store operates a stack-based model both for the evaluation of expressions and for the allocation of variables; this fits well with the functional programming paradigm and simplifies code generation for the compiler. Program execution begins with the program counter, local base, and stack top all cleared to 0. An instruction is retrieved from the location given by the program counter and executed, the process is then repeated. Most instructions cause the program counter to be incremented but some (such as jumping and halting instructions) have different effects (see Table 1 for a listing of the available classical instructions). Program execution is finished once the program counter goes past the end of the program store.
The Quantum Component
The quantum subsystem comprises a quantum register and a Quantum Hardware Interface (QHI), which receives instructions from the CPU and manipulates qubits accordingly. Figure 2 illustrates the stages of a typical quantum algorithm.
In the first stage, the hardware resets the qubits to the |0 state and then applies some transformation to place them in the desired initial state. Applying this transformation could be considered to be part of the computation, but conceptually it helps to consider it as part of the initialisation. The second stage is where the manipulation of the quantum state actually takes place. After the computation is complete, the result is measured. Each measured qubit yields a binary value {0, 1} which is returned to the CPU and can be used for conditional control purposes. The final stage checks the validity of the result and performs the computation again if necessary. Incorrect results may occur either due to problems with the hardware, allowing quantum states to become damaged, or due to the algorithm being probabilistic by nature and hence not always producing the desired result.
As was explained in Section 3, the state is transformed by applying a sequence of operations to it; these may operate on an arbitrary number of qubits and the only restriction is that they must be unitary. While this is accurate from a theoretical point of 
view it is at the present time very difficult to implement arbitrary operations on arbitrary numbers of qubits. Fortunately it is known that there is a small set of operations (actually an infinite number of such sets) which is universal in that it is able to approximate an arbitrary operation to any given accuracy [9] .
We now introduce the operations which make up one of these universal sets (known as the standard set). The first operation is the Controlled-NOT (CNOT), which we described previously. This operation can be combined with arbitrary single qubit operations to exactly implement any quantum operation on an arbitrary number of qubits.
The universal set also includes approximate arbitrary single qubit operations. Within the standard set these are the Hadamard Operator (denoted by H), the Phase Operator (S) and the π/8 operator. We use the standard universal set as the basis for the instruction set of the SQRAM, along with instructions for measurement and initialisation, and a classical set of instructions for control purposes. We also include an instruction for performing arbitrary operations on single qubits. The 'quantum part' of the instruction set is summarised in Table 2 .
Deutsch's Algorithm on the SQRAM
We now present an example of a program written for the SQRAM machine. We will be using a revised and improved version of Deutsch's algorithm as given in [5] ; this paper should be consulted for further details of the algorithm, as the description given here will be necessarily brief.
We are presented with a black-box which performs some function f (x) on a single bit x. There are four possible functions which f (x) could perform, these being f (x) = 0, f (x) = 1, f (x) = N OT (x), and f (x) = x. Of these the first two are called constant because they always give the same result, while the second two are called balanced because half the inputs result in 0 and half result in 1. The problem is to determine, using as few function evaluations as possible, whether f (x) is constant or balanced.
If done classically, this requires two function evaluations, one with an input of 0 and the other with an input of 1, and a comparison of the results. However, using Deutsch's algorithm on a quantum computer it is possible to use just one function evaluation. Note that if the function is constant then f (0) ⊕ f (1) = 0, while if it is balanced then f (0) ⊕ f (1) = 1. Using the circuit in Figure 3 it is possible to evaluate f (0) ⊕ f (1) with out ever finding out the values of f (0) and f (1). To illustrate this as SQRAM assembly code we choose a function to test; we will work with the NOT gate as it is straightforward. The NOT gate is balanced, so the result of evaluating f (0) ⊕ f (1) should be 1. The code to be executed on the SQRAM machine is given in Algorithm 4.3.
Compared to the circuit representation the code requires additional initialisation as all qubits are automatically initialised to |0 where as the second qubit needs to begin in state |1 ; a NOT operation resolves this. Note that the NOT operation has been realised using the GATE instruction, it could equally well be done using a CNOT with no controls.
The example mostly illustrates quantum instructions as the classical ones should be familiar to most readers. The only classical instruction used is SAVE, which stores the result of the measurement at the top of the classical stack. Further code could conditionally jump based on this value to give feedback to the user.
Simulating the SQRAM
In order to evaluate and analyse the design of the SQRAM, we have developed a software simulator. Simulation of quantum mechanical systems is known to be a highly complex problem (as observed by Richard Feynman in [6] ), and so our simulator is restricted to a relatively small number of qubits. However, there are several known quantum algorithms which only make use of a few qubits; we have succeeded in modelling these.
The simulator makes use of the 'OpenQubit' library [12] . This is an Open Source library designed to be used in projects involving the modelling of quantum systems. The library (written in C++) provides a class to represent the state of a system (by storing a potentially large, complex vector) and a set of classes representing valid transformations which can be applied to that state. Our simulator implements the classical component and fetch-execute cycle of the SQRAM machine directly and also makes use of the OpenQubit library to implement the quantum part. As far as possible the architecture of the simulated SQRAM machine matches that presented earlier in Figure 1 , and the instruction set also matches the one specified.
One key difference between the simulator and the design presented in Figure 1 is an additional layer of abstraction placed between the quantum register and the processor. The simulator provides a 'universe' of qubits and the quantum register is actually a collection of references to qubits within the universe, as shown in Figure 5 . It is designed in this way so as to simplify the process of transmitting qubits from one machine to another; it is just a case of passing references. Although the issue of such communication is not discussed here it is a topic for future work.
We provide in Appendix A an example of the SQRAM machine simulator performing a simulation of Deutsch's algorithm, using the bytecode presented in Algorithm 4.3. The algorithm is testing the NOT function, so we expect it to determine that the function is balanced. We have broken the output into sections which are numbered to allow them to be referenced from the text.
AQBIT
; ;the last Hadamard MSRE 0x00
;measure the result SAVE 0x00
;save to address 0x00 for later The simulator begins by creating an instance of the QRAM class (with three qubits) and initialising it to its starting state (step 1). As always the sum of the probability amplitudes must be 1.0. The program is then read from disk and loaded into the SQRAM machine (step 2). The machine starts off with all qubits sets to |0 , it can optionally output the state of classical memory as well but we won't be using that here. Note that the display (step 3) of the machine state always shows all three qubits even though none of them have been allocated yet, and even though we will only be using two of them. Execution of the program begins with the allocation of two qubits (step 4), a result of two successive AQBIT instructions. Qubits are initialised to the |0 state.
It can be seen from Figure 3 that the lower qubit needs to start in state |1 instead. A GATE operation implementing the NOT function is applied (step 5) to change this. The two Hadamards are applied next (step 6), eventually leaving the system is an equal superposition of the states |000 ,|001 ,|010 ,|011 . Again remember that the first qubit is still |0 because it has not been allocated.
In (step 7) we apply the test function, which in our case is the GATE instruction implementing the NOT function. We then perform a CNOT operation (step 8), conditional on the result of our test function. Some of the output is generated by the OpenQubit library rather than by our simulator, hence the target and control qubits are referred to as 1 and 2 respectively, whereas we have previously called them 0 and 1.
The last Hadamard is applied (step 9) which leaves qubit 0 in state |0 (as expected). Of course, although we can see the result by 'peeking' into the simulator, in reality we can't tell until we perform the measurement. During the measurement the OpenQubit library generates some more output (step 10), the eventual result being that the qubit is correctly measured to be 1. This indicates our test function was balanced.
Compiling High-Level Languages for the SQRAM
It is, of course, impractical to write large programs by hand using the instructions set presented in the previous section as this is a task which is both time consuming and error prone. The solution in the field of classical computing has been to develop programming languages which can be automatically compiled into corresponding machine code; this is also one of the solutions for quantum computers. It is by no means the only solution as many theoretical breakthroughs are made by studying the underlying mathematics of quantum mechanics and another notation known as 'quantum circuits' has also proved popular. However there are several reasons why there has been a growing interest in the use of quantum programming languages.
Perhaps the most important point is that use of a language elegantly allows a mixture of classical control structures with quantum operations; this is something which is very difficult to do with a quantum circuit model. It fits well with the model of computation used by our SQRAM machine (and by most quantum algorithms) in which the majority of the operations are classical. A second advantage (as in classical programming) is that the generation of repetitive code structures is handled automatically by the compiler and it is able to perform optimisations which would be difficult by hand. Finally, the programming model is far more intuitive to most computer scientists and will greatly ease the development of algorithms.
Quantum Language Requirements
It is possible to identify a set of properties which a quantum programming language should possess in order to maximise the effectiveness of the language. Some of the ideas given have been previously suggested by other research groups [2, 8, 13] while some are based on experience.
Classical Characteristics: Many years of research on classical languages have identified properties such as a clean syntax and intuitive set of keywords as being important for languages. Completeness: The language should be universal such that it can represent all quantum algorithms. This gives it the same expressive power as the mathematical model or quantum circuit model. Expressivity: The language should present the programmer with a sufficient set of primitives (such as qubits) and constructs (such as measurements) to allow programs to be constructed easily. Separability: It should be easy to achieve separation of those parts of the program which are quantum in nature from those parts which are classical as this can simplify compilation and execution of the code. Hardware Independence: Although in this paper we present the SQRAM machine as a model of computation it is important to realise that other models may be developed and a language should ideally work on these. A language should be kept as general as possible perhaps by using the quantum Turing machine as the target. Extension of Classical Languages: Much research has been undertaken analysing the advantages of different programming paradigms and by extending an existing language which uses one of these we get a language with which programmers are familiar and which has an existing set of tools. Hence much unnecessary work can be avoided duplicating features.
QPLTerms P, Q :: = new bit b := 0
. . , ym = X(x1, . . . , xn) Figure 6 . The syntax of Peter Selinger's QPL.
Particularities of Quantum Systems Affecting Language Designs
The inability to clone an unknown quantum state has a direct effect on the behaviour of statements which involve assignment; these include direct assignment and passing values to functions. Because it is not possible to actually copy the value many languages make use of references and hence have many variables pointing to the same qubit. Other languages may forbid the direct assignment of quantum variables. Although as noted previously it is not possible to assign one qubit to another it is possible to assign a qubit to a classical bit; this involves an implicit measurement. Unlike in classical programming this will modify the variable on the right hand side of the assignment and it is not possible to retrieve the previous value.
It is possible for two qubits identified by separate variable names to become entangled such that the manipulation of one variable has an effect on the other. There is no analogy to this in classical programming although it is not so much an issue for the language but rather for the programmer who designs the algorithms.
A Functional Language: QPL
Given the requirements which have been set out there are several languages which meet them to varying degrees [2, 8, 10] . Our work focuses on one in particular, Peter Selinger's QPL [13] , due to its clean and elegant design, and its suitability for implementation on the SQRAM machine.
Selinger identifies the static type system as being one of the key features of his language as this allows the syntax to enforce certain properties of quantum mechanics such as the no-cloning theorem, by forbidding direct assignment between qubits. As well as the usual control constructs such as loops and conditional statements QPL allows the definition of recursive functions. This is useful when operating over lists and trees which QPL allows to contain quantum data as well as classical. The syntax of QPL is reproduced from [13] in Figure 5 .3.
Code Templates for Quantum Operations
Code generation, for our purposes, is the process of producing bytecode instructions for each of the nodes in the abstract syntax tree corresponding to a high-level program. We have designed code templates for the quantum constructs within the QPL language and have also considered the decomposition of large operations, so they may be implemented directly in bytecode.
Code templates are used within compilers to provide a set of byte-code instructions which correspond to a particular construct in the source program, such as an expression, a loop, or a variable declaration. We specify code templates for those constructs which are quantum in nature but do not give details of classical constructs as these are very similar to existing languages. Specifically, we cover the declaration of quantum types, the manipulation of those types, and their eventual measurement.
Within QPL a new qubit is declared using a statement such as:
This allocates a new qubit, referred to by the variable name q, and initialises it to the state |0 . To implement this we simply use the AQBIT instruction:
where translate is a function that specifies a translation of terms in QPL to SQRAM bytecode.
A transformation is applied to a quantum data type using the * = operator. For example, the built-in unitary transformation U could be applied to q as follows:
There are two situations to consider here. Firstly U might be a single qubit operation which we wish to implement directly using the GATE instruction. This becomes:
Alternatively U might be a multi-qubit operation (in which case q would need to be a multi-qubit data type), or it might be a single qubit operation which we wish to decompose into gates from the universal set of operations. Either way, we move into the decomposition process which is discussed in Section 5.5.
Measurement is the most complex of the code templates (assuming we don't get involved with decomposition when manipulating quantum types). QPL performs measurement by the following statement:
A measurement is performed on the qubit q. If the result of the measurement is |1 then the command corresponding to P is executed, otherwise the command corresponding to Q is executed. The code template for this looks as follows: If the measurement of q gives a value of 1 then the JUMPZ instruction is ignored and the program proceeds to execute P before unconditionally jumping over the code to execute Q. On the other hand, if q is measured as 0 the first JUMPZ jumps over the execution of P straight to the point where Q is executed.
Decomposition of Operator Matrices
In Section 4.2 we discussed the principle of universality, stating that any quantum operation can be broken down and implemented in terms of a small set of universal gates. Hence our SQRAM machine only provides operations corresponding to these universal gates and it is the job of the compiler to perform the decomposition. This decomposition is a complex process and work has been done on it by a variety of different people and research groups. We bring this work together to form a complete compilation process and provide an analysis of its efficiency. 
Overview
Decomposing a matrix into primitive operations is a multistage process (outlined in Figure 7) ; each of the stages shown is described in the following sections. The mathematical proofs for the validity of each stage of the process are well established and work has previously been done looking at the optimal number of gates which can be used to approximate a given unitary matrix. Therefore this work focuses on designing algorithms to implement the process and performing classical efficiency analysis on these algorithms. It is to our knowledge the first system to implement the complete process from arbitrary operations to quantum byte-code within a compiler. A working compiler has been implemented to test the concepts presented in the following sections but we will not discuss its implementation here. For details of this including design approaches, examples, and sample output please refer to [15] .
Generating Two-Level Unitary Matrices
Two-level unitary matrices are those which act non-trivially on only 2 vector components of the system state; that is ,when the vector is multiplied by the matrix only two elements are changed as most elements in the matrix are identity. Such a matrix has a structure as follows: (1)
The initial step is to decompose the original matrix U of side length s into a sequence of two-level unitary matrices (also of side length s). The product of the matrices in this sequence must be equal to the input matrix U , so that applying them to the system in the correct order has the same effect as applying U .
Performing this decomposition is not only necessary for the next stage, it is also a result in its own right. A description of a technique for implementing such transformations with beam-splitter devices is presented in [16] , with the result that simply performing this stage could bring arbitrary operations closer to being realisable.
We will not go deeply into the mathematics involved as it can become reasonably complicated; for a coverage of this see [16, 15, 9] . It has been observed [9] that such a process will decompose the original matrix into at most s(s−1) 2 two level matrices. However, no analysis of the efficiency of such an algorithm was provided and it is a useful result to determine this. In [15] we make some assumptions about the efficiency of variations and show the complexity to be approximately Θ(n 5 ). This is clearly not a fast algorithm, and it should be noted that the previous analysis was with respect to the size of the matrix (which is exponential in the size of the system). Hence the algorithm requires exponential time overall, but it should also be remembered that it will typically be operating on small values of n, corresponding to a small number of qubits. Also, the difficulty in performing this decomposition makes it clear that it is necessary to have a quantum byte-code which can be stored as it too difficult to generate in real time.
Generating Controlled Unitary and CNOT Gates
We obtain from the previous stage a set of two level unitary matrices, for example a matrix of the form: 
A matrix such as this acts on two components of the system (in this particular case it acts on |00 and |11 ), and leaves the other components unaffected as follows:
We wish to implement this matrix in terms of a controlled single qubit operation, or Controlled-U gate, but note that a single qubit operation cannot act on both |00 and |11 as they differ by more than one bit. Therefore we use a series of CNOT gates (in this simple case the series contains just one gate) to swap states around such that the target states are adjacent to each other. The Controlled-U is then applied to the one bit which still differs, and the reverse series of CNOT gates is used to arrange the states back to their original position.
To clarify this procedure, the operation given by Equation 2 is implemented by the circuit in Figure 8 , where T is the sub-matrix of U given by: Note that the CNOT gates are active when the control qubit is |0 , rather than the more conventional |1 . The problem then is how to generate the series of CNOT gates which rearrange the computational states in the appropriate way. A solution involving the use of Gray codes is covered by [9] and a description within the context of our compiler is provided by [15] .
Implementing Controlled Unitary Gates
The output from the procedure described in Section 5.5.3 consists of two types of gates; Controlled-NOT gates and Controlled-U gates. Our SQRAM machine is able to directly implement Controlled-NOT gates through the CNOT instruction, but Controlled-U gates require further decomposition. This section shows briefly how this is done, building on work presented by Barenco et al. in [1] .
Barenco et al. make the observation that for any unitary matrix U of side length 2 (i.e. operating on a single qubit) it is possible to find 3 more unitary matrices A, B, and C such that:
A × B × C = I and:
where S is defined as:
A controlled-S gate can be simulated by a unitary operator E acting on the control bit, hence it is possible to produce an implementation of an arbitrary operator U using a circuit such as the one shown in Figure 9 . For unitary gates controlled by multiple qubits the procedure is similar; we find a set of unitaries which can either implement the original unitary matrix or can implement the identity matrix, depending on the use of CNOT gates in between. However the actual process of generating both the gates and the sequence of CNOTs is considerably more complex (see [1, 15] ). 
Conclusions and Future Work
In this work we have presented an architecture for quantum computation, studied quantum programming languages and their relationship to our architecture, and looked at the issues involved in compiling quantum languages to byte-code.
We began by presenting a quantum computer based on the QRAM architecture originally suggested by Knill. We designed the instruction set and method of operation for the classical component such that it could be used as a stand-alone processor or as a control mechanism for a quantum component. We then designed the quantum component with an instruction set which makes it universal for quantum computation we allow data to be passed between the two components.
After studying the low level byte-code programs which can be written directly on the SQRAM machine we studied higher level languages and the advantages of using them to write quantum algorithms. The general ideas surrounding quantum languages were discussed and we then provided a brief comparison of the features available in several of the languages available today.
We then moved on to the issue of generating instructions for our SQRAM machine based on a program written in QPL. Part of this involved creating 'code templates' for the various constructs in the QPL language, and part of it involved decomposing complex operations into those suitable for our SQRAM model. This decomposition process was based on work by various people but due to space limitations we avoided going too deeply into the mathematics involved.
We consider the work carried out to date to be a great success but there is the potential for much more work to be done. Some of the ideas presented here have been started and are already showing promise.
SQRAM Model and Simulator
We stated that the instruction set provided was universal for quantum computing; that is not to say it cannot be improved. There are different universal sets available and there are also advantages to having a certain amount of redundancy (as with the GATE instruction). An analysis of the advantages and disadvantages of different instruction sets could yield a more efficient SQRAM architecture. There is also scope for expanding the classical instruction set as the current one is just a proof-of-concept allowing us to focus on the quantum work. More sophisticated conditional control statements (as opposed to simply using the JUMPZ instruction) would ease the development of complex control structures and a greater range of instructions for manipulating classical data would also be desirable.
A discussion of the actual physics involved in building a quantum computer has been avoided in this paper and, as far as possible, in the SQRAM model. In practice there are many real physical aspects which would affect a SQRAMs behaviour. For example, when using the ion trap technique [4] it is easier to perform operations on multiple qubits if they are adjacent to each other. It would be interesting to integrate such constraints into the model.
A related idea is to model the effects of 'quantum decoherence' on the SQRAM machine. Quantum decoherence is the process of errors arising due to undesirable interaction with an external system (something which is impossible to avoid in practice). The QPL language was designed for 'perfect' hardware in which such interactions do not occur but, given the impossibility of building such hardware, it would be useful to introduce errors into the results of the simulation so that techniques for combating them can be developed. Existing methods can also be tested and their effectiveness determined within the context of the QPL/SQRAM system.
Lastly, the tools developed so far have been for our own internal research purposes. They are slightly obscure, command-line affairs which require a degree of inside knowledge to use effectively. We feel that it would be beneficial to the larger research community if these tools could be more widely used and to this end we intend to refine the tools and provide them with a more friendly and intuitive user interface. There are plans to develop the tools into a complete environment for the development and testing of quantum algorithms.
The QPL Compiler
One of the distinguishing features of the QPL language is a static type checking system which allows certain errors to be detected at compile time rather than run time. For example, the static type system is able to enforce the no-cloning principle of quantum mechanics within QPL programs. We have not yet implemented such static type checking within our compiler but aim to do so in the near future. This should look at type checking issues when working with more complex quantum structures (lists, trees, etc) and could also consider type checking within the higher-order version of QPL currently being worked on by Peter Selinger.
More generally, the compiler needs work to make it more 'complete'. It implements only a subset of QPL, the focus being on those parts which were necessary to test ideas presented in this paper. More work on the classical control structures would enable a wider range of programs to be implemented and better data structures (currently only limited support for lists is available) would allow more interesting algorithms. We also plan to extend the compiler with features for concurrency and communication (discussed next).
Communication and Concurrency
Although it has not been described in this paper we have also undertaken some work to integrate constructs for communication and concurrency into the QPL language and SQRAM simulator. These changes to QPL have yielded a new language, CQP [7] , which is able to describe algorithms such as quantum key exchange and quantum teleportation. We aim to integrate this into our compiler; the simulator has already had such support added.
A. Sample Simulator Output
We provide here the output of our simulator when performing a simulation of Deutsch's Algorithm as described in Section 4. Allocating new QBit *** QRAM Quantum State *** 1.000000 |000>
Allocating new QBit *** QRAM Quantum State *** 1.000000 |000>
Applying Gate operation to bit 1 *** QRAM Quantum State *** 1.000000 |010> 
