Web applications usually involve a number of different software libraries and tools (usually referred to as frameworks) each carrying out specific task/s and generating the corresponding overhead. In this paper, we show how to evaluate and even find out several configuration performance characteristics by using virtualized environments which are now used in data centers and cloud environments. We use specific and simple web software architectures as proof of concept, and explain several experiments that show performance issues not always expected from a conceptual point of view. We also explain that adding software libraries and tools also generate performance analysis complexities. We also shown that as an application is shown to scale, the problems to identify performance details and bottlenecks also scale, and the performance analysis also requires deeper levels of details.
Introduction
As web applications and services have grown in functionality and scale, operation teams have been adopting different practices to achieve automation. Their main goal is to be up to date with development teams that have evolved much more quickly than operations. Besides, the operation teams necessarily focus on scalability problems that arises when their sites acquire popularity and the corresponding large requirements generate system failures and/or unacceptable response times. Failure in scaling up the computing resources (i.e. under-provisioning of resources) implies losing quality of service and, possibly, making a website, application or service, unavailable. Virtualization and cloud environments have provided successful tools and solutions for scaling up computing resources, but oversizing resources (i.e. over-provisioning of resources) also implies oversizing costs. Elastic cloud computing environments claim to be appropriate for dynamically provisioning and de-provisioning resources. Furthermore, elastic cloud computing environments follow the "utility computing" model [12] , and the its corresponding "pay-as-you-go" billing model, which turns to have the best cost/benefit relationship. However, depending on specific scenarios, it is hard to know how much and when scaling up or down, because it is almost completely web (site or application or service) dependent.
DevOps [9] [3] and SRE (Site Reliability Engineering) [10] practices emerged and established along the last ten years. As a consequence, IaC (Infrastructure as Code) [7] frameworks became the recommended way to simplify automation and bring resilience to infraestructures, being on-premises or cloud based data centers [13] [4] . Moreover, IaC adoption simplifies migrations from/to on-premises and cloud based datacenters and even build hybrid solutions.
Specifically related to scalability, applications must be implemented with some guidelines in mind. The Twelve Factor App Methodology [6] is a suitable starting point to adhere. However, application scalability depends on many domain-specific details, and there is not a single recipe to achieve acceptable/good results. We are going to divide the problem by services, each with different problems and options to scale
• Web application: o Stateless designs are scalable. State can be moved outside the application, using storage services like filesystem, databases or NoSql store engines as Memcached or Redis, among others. o Stateful applications can be scaled using sticky sessions. This approach is not recommended, but is preferred than no scalability. o The Twelve Factor App Methodology [6] enumerates best development practices to achieve scalability. • Shared file system: not every shared file system can be scaled. Integrity is a must in some scenarios, but not for others. A shared file system can be a solution to grow, but availability becomes an issue depending on specific implementations (e.g. NFS: Network File System). • Database: ACID (Atomicity, Consistency, Isolation, and Durability) database transaction properties is one of the main problems in a cluster of database engines. It depends on the DBMS engine to support a clustered environment or not. Some solutions involve multiple slaves and a master server. Only the master server carries out update queries, and slaves and master can be balanced to carry out read only queries. Some specific database load balancers can be used. Web applications tend to be scalable, but some problems emerge when state is maintained outside the application. In this case, the whole software architecture relies in a third-party service that is not easy to implement in a scalable way as is the case of databases or shared file systems. In this paper, we are going to analyze web server configurations scalability considering a dynamic application server behind a reverse proxy to understand where the bottlenecks are, and which configuration do its best considering scalability. More specifically, we will try to provide some insight for the analysis of popular web applications, focusing in how a reverse proxy works and identifying what kind of content is served, identifying the requirements slowly served which eventually make the whole application unavailable to end users.
The rest of the paper is organized as follows. We define some important terminology and the underlying problems to which some terms are referring to. In Section 3 we show a simple experiment defined to show that some performance problems are found in details which are sometimes hidden or non-properly identified. Section 4 focuses horizontal web application scalability and performance evaluation. Finally, in Section 5 we outline some conclusions from the work presented in this work as well as our guidelines for the future work in this area.
Defining Terms and Problems
There are plenty of development languages, software libraries, and frameworks combined/configured in software architectures for building web applications. And web application architectures have been evolved and redefined, from a monolithic or single tiered web application, to the popular three tiers architecture, service based, or even microservices patterns architectures. Each architecture can be implemented by the number of available languages. Moreover, there are frameworks to easily develop applications following standards and so called best practices. We will define some terms to better understand the context as well as specific details of our work. Web applications provide content that can be served:
• Statically: this content usually does not suffer any delays when served, and most of the times can be cacheable. • Dynamically: depending on the requirement, the corresponding reply include delays of computing requirements and third party services (e.g. web services or database queries) used to build a response. Dynamically defined replies do not always can be cached. Serving dynamic content requires more processing (and its corresponding delay time from the clients' point of view) and required resources than serving static content. At this point it is necessary to define and differentiate from one another application servers and (static content) web servers:
• An application server generates dynamic content as well as services related to a web application. Usually, (web) application servers are more complex than static web servers, and the "extra" complexity usually makes application servers slower than static web servers. As more time is required to reply requests, there are stronger limits to concurrency. • Web servers commonly provide static content as assets, files, images, etc., and in some cases they are used to implement reverse proxies and even content delivery networks [11] . In this context, overcoming a limit for concurrency is directly related to scaling [1] , i.e. the way in which more resources are available for processing, and in this specific case: for the application servers [2] [8] . Vertical scaling is related to hardware, i. e. resources are provided almost directly by the available hardware. Horizontal scaling, on the other hand, is usually related to services, provided by servers on hardware. Thus, horizontal scaling is usually cheaper in terms of required hardware and amount of work/configuration. Also, horizontal scaling is specially fitted to cloud environ-ments, where the hardware is virtualized and (new and/or more) services are relatively easy to be deployed.
Application servers are naturally related to programming languages because programming is required by each specific application. Depending on each development/programming language, there are different application servers:
• Java application servers: Glassfish, JBoss EE, Apache Tomcat, etc.
• PHP: Apache with PHP module imposes the Multi Processing Module, a non-threaded, pre-forking web server. Alternatively, PHP-FPM can be used as application server, and use a web server (e.g. Apache or nginx) that reverse proxies' HTTP requests using the FastCGI protocol. • Ruby: Unicorn, Puma, and Passenger are the most popular ruby application servers. Each one depends on a web server, usually nginx is the best companion to each case. • Python: Gunicorn and Daphne are popular python application servers.
They implement WSGI (Web Server Gateway Interface) and ASGI (Asynchronous Server Gateway Interface) protocols to communicate with reverse proxies in front of them. Nginx is generally the chosen reverse proxy. The above list enumerates several of the most popular web development languages and their corresponding application servers. In this work, we will use Apache with PHP module to emulate an application. We will handle the PHP application for experimentation purposes, e.g. controlling/defining its response time. Our approach will be to include a delay time, emulating a third-party time service, and statically (e.g. as a parameter) set in a specific amount of time.
We will make several experiments by building different service and software architectures. In each experiment, we will simulate traffic/a pattern of requirements for the analysis of results by recording reply time and/or errors (e.g. timeouts). We will take advantage of IaC tools, i.e. the same tools currently used for maintaining on production websites and applications.
From an operations point of view, we have many alternatives for implementing our experiments: virtualization based on Virtualbox, VMWare, Hyper-V or Xen, or even cloud provided PaaS (Platform as a Service). Although all of them are suitable implementation tools, their use implies to develop shell scripts, playbooks, and/or receipts in order to take advantage of idempotent framework custom scripts such as Ansible or Chef. Instead, we are going to implement our experiments using docker and docker-compose tools which will allow (easy) versioning, replication, and scalability.
3
Simple Experiments: Where are the Problems?
We will use a PHP script specifically designed to run in a fixed amount of time by sleeping the script by two seconds before generating the reply to the corresponding request. Besides, we configure the apache server for handling only two concurrent requests. The combination of the apache web server configuration and the PHP script request handling imposes some restrictions on how this web architecture works. With this fixed time and resources restrictions, we expect the following behavior: a) Only two requests can be served concurrently, b) Each request will have a delay of 2 seconds, and c) We expect to serve 60 requests per minute without any errors. We test this architecture using the Apache Benchmark tool, for different concurrent requests configurations and a total of 600 requests. The experiment for 600 requests with a concurrency level of 3 requests is made by executing ab -l -c3 -n 600 http://localhost:8080/ And the following summary is obtained: As another example, the experiment for 600 requests with a concurrency level of 10 requests is made by executing ab -l -c10 -n 600 http://localhost:8080/ And the following summary is obtained: Fig. 1 shows the results for different number of concurrent requests, and as concurrency grows, the clients experience a slower response because of the limitation of two simultaneous clients configured at the web server. From the point of view of the PHP server, more concurrent requests should imply less average reply time (within the limits of PHP server computer resources such as RAM size). For 2 concurrent requests, server throughput is only one request per second, as shown in Fig. 1 , because each request will be replied in 2 seconds, and they are concurrent. In the example, when more than 2 concurrent requests are received, only the first two are handled as expected, all the other requests are queued at the Apache web server (not the PHP server). As more concurrent requests are made, the average reply time will proportionally grow, because the (low) fixed number of concurrent requests handled by the Apache server. Clearly, the problem is not the PHP server (maybe the traditionally first "candidate" for optimization and/or performance analysis), but the Apache web server configuration.
Looking at More Complex/Real Problems
As explained in the previous section, limits in the number of concurrent connections configured in the web server may result in increasing response time once those limits are exceeded. In general, each request implies to acquire and use an amount of resources by the application server, like memory, CPU, or even IO. This resource con-sumption is the main factor to consider when calculating how many requests to serve concurrently. When resources usage get near the physical limits, we must approach upward scalability. At this point is when horizontal scaling is usually adopted as a general solution. Experimentally, it is possible to horizontally scale up the above architecture and test it with the same tools to compare results. The scale down problem is rather analogous from the experimental point of view.
We have set an application server which can be horizontally scaled by means of a standard load balancer, as schematically shown in Fig. 2 . It is worth noting that using a load balancer for horizontal scaling is usually easy: install the corresponding tool/service and configuring a few parameters, such as an upstream timeout, the maximum waiting time for a backend server reply. Fig. 3 shows the results obtained with a load balancer configuration timeout of 15 seconds from each upstream (Apache + PHP server, or backend server) to obtain a response. We are testing the worst scenario from the previous experiments, i.e. that with 10 concurrent requests, and scale up the backend servers from one backend server to two and ten backend servers.
As Fig. 3 shows, using only one backend server there is no performance difference from that shown of Fig 1. For two instances of the backend, the requests are served at about half the time in average: 50% being served in 4 seconds, and the other 50% served in 6 seconds. With ten backend server instances, the 600 requests are served in approximately 2 minutes, being all requests replied in 2 seconds in average, the minimum time each request would be served.
Horizontal scale up is easily implemented with a load balancer, as shown in the previous experiment. However, adding a load balancer also adds new details, including configuration parameters and monitorization data. More specifically, the load balancer is defined with a timeout of 15 seconds for each upstream backend server, as detailed above. As this timeout is lowered, more non-200 status codes HTTP responses will be generated directly from the load balancer to the clients. In the experiments shown in Fig. 2 above all the requests had a 200 HTTP response code, i.e. every request was successfully replied. Reducing the timeout below 10 seconds, the load balancer replies a fraction of the requests with non-200 HTTP response codes, more specifically: 504 and 499 response codes. The specific fraction replied with error depend of the specific timeout set at the load balancer, as expected. The load balancer timeout value must be fine-tuned, knowing how much time each upstream request Load Balancer
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Backend Server = Web Server + PHP Process/Server will last and the number of concurrent requests each upstream would successfully handle to achieve a proper web application response behavior. The full software configuration and running experiments of the previous section as well as the ones in this section can be found in a repository at [14] . Even when a lot of "what-if" questions can be analyzed by statistic methodologies and queueing theory in particular [5] , having an experimentation environment provides several advantages. In the extreme case the real application can be used along with real data collected from on production site/s. Besides, some simple changes in the environment would provide direct results, just as those described before: reducing the load balancer upstream timeout results in a proportionally large number of non-200 HTTP response codes for the corresponding HTTP requests.
Conclusions and Further Work
We have shown in simple scenarios and experiments several details of web application server analysis of performance and scalability. We also have set our experiments with easy replication and control version by means of currently IaC (Infrastructure as Code) tools. More specifically, we have shown that performance reply and also timeout errors may be related to standard tools such as web servers and load balancers instead of the application specific code/service (the PHP code in our example). We have also shown the effects of horizontal scale up the application server and the corresponding performance enhancement. Even when we have focused the problem at the load balancer, in a real application there are three sources of delay time and possible problems for replying each client request:
• The load balancer process, which depends on its configuration, e.g. the timeout defined for the upstream backend server/s in the example we have given above, and the number of upstream backend server processes. • The web server, part of the backend server process, which also depends on its configuration, e.g. the number of allowed concurrent requests in the experiments/examples given above. • The application itself, which in this case is a simple PHP process with a predefined delay, but maybe as complex as the problem/business requires, including specific source code and third-party services such as databases.
All the experiments and details explained above are extremely important in a real web application, because it is almost impossible to determine response times with a new release of an application. At this point, statistics tools, monitoring, and observability must be driving the limits as part of the testing phase of a new web application. And, once in production, almost the same monitoring process should be carried out for at least aiding the runtime performance evaluation process. Even when we have shown scale up examples, similar tests/experiments can be defined and carried out for scale down resources in order to avoid over-provisioning of resources and the corresponding extra costs in cloud environments.
The tools and web application architectures are widely available and used in current in-production web applications. Furthermore, deploying new web application versions without the proper performance experimentation usually ends up in failure or over-provisioning of resources and the corresponding extra cost in either cloud services or hardware in a data center.
One of the most interesting work to be carried out as a next step is focused in defining a methodology for monitorization and triggering process for automating at least some scaling (up and down) processes. Current alarm triggers are usually defined per monitorization-tool and/or OS resource usage. Our plan is at least verifying their usefulness and reduce the amount of false alarms (positives and/or negatives) by taking into account the combination of different tools and monitorization data collected at runtime. The minimum result, in this context, would be to be able to verify the (specific and sometimes complex) scaling services provided by public clouds.
