Endocrine surgery is a relatively newer surgical subspecialty with few dedicated endocrine surgery departments and jour nals. To understand the published literature, knowledge of some common statistical methods are not only useful but also signifi cant to publish own research successfully. This paper present a brief review of common statistical methods, used for data analysis in conducting medical research.
other branches, this branch also has different up to date clinical surgical procedure and its outcome, that should be shared with other professionals with proper medium using evidence-based medicine. Published literature is one of the most appropriate medium among them. To understand the published literature, knowledge of some common statistical methods is not only useful but also to publish own research successfully. This paper presents a brief review of common statistical methods used for data analysis in conducting research.
In endocrine surgery, journal club is organized to discuss and critically evaluate the recent articles in the How we Do It 10 .5005/jp-journals-10002-1160 wjoes field. For that purpose, statistical knowledge is important because some of these results might be contradictory or might have employed wrong statistical techniques. Endocrine surgeon can use these new advances in surgery for improving patient's care. These recent advances, methods, complexity and experiences can be shared by published literature by a way that all the procedure can be discussed in easy way, so that everyone can understand.
Statistics is a way to summarizing, presenting, describing and interpreting data in medical practices, which is useful to publish good scientific research paper. In the present paper, many common statistical methods have been discussed which are frequently used in medical literature and research to present the outcome of study.
diSCuSSion of CoMMon STATiSTiCAl METhodS
The proper understanding and use of statistical tools are essential in medical research. There are certain assumptions for statistical tests that must be satisfied before to use. Data are important factor to decide about statis tical test. 2 For quantitative and qualitative data, types of statistical techniques are different. Also for same type of data, statistical techniques are different depending upon certain conditions. In medical statistics, descriptive statistics, parametric and nonparametric test, association, correlation and regression, survival analysis and accuracy of the diagnostic test are frequently used in medical research. [2] [3] [4] When data are continuous, and objective is to describe the data in statistical measures, descriptive statistics should be used. Through this way, data can be summarized and described; also the degree of variation can be measured. Mean, median and mode are the common measures of central tendency, show the central nature of the data while standard deviation, range, quartiles, interquartile and percentiles are used to present the dispersion of the data. 2, 5 Coefficient of variation is also important measure, useful to compare the variation between/among the groups irrespective of the unit of the variables. If within the variable, variation is minimum, called normal data, but when variation is maximum, considered non-normal data. There are many ways to test the normality of the data, including skewness, kurtosis, standard deviation with resepect to mean, KolmogorovSmirnov test, Shapiro-Wilk test and normality plots. For normal data, parametric test is used while non-normal data, nonparametric test is appropriate. 4, 5 Hypothesis is an important step to decide type of statistical technique to be used to test our assumptions. After constructing the hypothesis, use appropriate statis tical technique/test to find out whether our hypothesis is true or false and, if true, what is accuracy and strength of the finding. The final result is usually presented in terms of confidence interval and p-value. Minimum 95% confi dence interval or p-value less than 0.05 is considered to be statistically significant. 2, 5, 6 When data are continuous scale, and follow normal distribution, parametric test should be used. For comparisons of means between the groups, t-test used while for more than two groups, analysis of variance (ANOVA) (F-test) employed. One sample t-test/z-test is used to test the mean difference between sample with population or given value. Independent t-test (between unpaired groups), paired t-test (between two repeated observations of the same group), one way ANOVA (among three or more unpaired groups) and repeated measures ANOVA (among three or more repeated observations of the same group) are other parametric test (Table 1) .
When data are continuous, but follow non-normal distribution or in ordinal form, nonparametric test should be used. In nonparametric test, usually the median/ proportion of the groups are compared. For comparison of one group with its population or given value, one sample Wilcoxon signed-rank test should be used. MannWhitney U-test is used to compare between two unpaired groups while between two repeated observations of the same group, related samples Wilcoxon signed-rank test is used. Kruskal-Wallis test is used to compare for more than two unpaired groups while Friedman ANOVA is used to compare among the repeated observations of the same group (Table 1) . 2, 4, 5, 7, 8 For categorical data, to test the association between the attributes, Pearson's chi-square test is used but, for this purpose, each and every cell, expected frequency count should be minimum five. In case of every cell, minimum expected frequency count is minimum five but overall sample size is between 20 and 30, must use yates continuity correction with Pearson's chi-square test. When in any cell, minimum expected frequency count is less than five, fisher exact test is more appropriate instead of Pearson's chi-square test. McNemar chi-square test is another test in chi-square family, used to test the effect of intervention between pre-and post-observations when data are dichotomous. yates continuity correction is also required to be used when total frequency is less than 30. cochran's Q test is an extension of McNemar chi-square test, used to test the effect of intervention among three or more repeated groups. To test the difference in proportions between sample and population/hypothetical value, used one proportion z-test. For comparison bet ween two proportions, when both proportions are from two independent samples, used two proportions z-test (Table 2) . 2, 6, 7 Regression analysis is also a good way to analyze surgical data. For continuous data, linear regression model can be used while for categorical data, logistic regression model used. In linear regression model, when outcome variable is predicted by one independent variable, it is simple linear regression model. In case of more than one independent variable, multivariate linear regre ssion model can be used ( Table 1) . For linear regression model, dependent variable should follow normal distribution; in case data are not normal, consider log normal, value for both sides to covert data from non-normal to normal, otherwise linear regression can produce wrong prediction. In logistic regression model, binary logistic regression model can be used, when data are nominal and dichotomous scale. If model has one independent variable, it is univariate logistic regression and two or more independent variable called multivariate logistic regression model. For multinominal scale data, multinominal logistic regression model can be used. Survival analysis is also an important branch of statis tics, frequently used in data analysis where the probability of surviving/dying over period is calculated ( Table 3) . Life table, Kaplan-Meier and cox proportion hazard model are frequently used in the study. Life table is useful when probability of surviving is calculated for a group overtime for certain interval. Kaplan-Meier method is used to show the probability of surviving at every event with comparisons between the groups using log rank test. cox proportional hazard model is a multivariate technique to assess the effect of covariate's over probability of surviving. In survival analysis, measure of risk is presented in terms of hazard ratio.
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For measurement of accuracy of the diagnostic test, sensitivity (the ability of a test to correctly classify an individual as 'diseased'), specificity (the ability of a test to correctly classify an individual as 'disease-free') and overall accuracy (the ability of a test to correctly classify an individual as 'disease' or 'disease-free') are calculated. Other measures are false positive (1-specificity), false negative (1-sensitivity), likelihood ratio positive (sensitivity/false positive), likelihood ratio negative (false negative/specificity).
Receiver operator characteristic (ROc) curves-usually used to find out-cut off value of the risk parameters with their sensitivity and specificity-are a plot of false positives (1-specificity) against true positives (sensitivity) for all cut-off values. The area under the curve of a perfect test is 1.0 and a useless test is 0.5. (Table 3) .
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ConCluSion
Statistical analysis is an essential component of all biomedical research. To select an appropriate statistical test, it should be clear in one's mind that each method is based on several underlying assumptions, which have, at least approximately, to be fulfilled in order to obtain correct and meaningful results. Before applying statistical test, important question to be answered includes 'what types of data are being measured in the study?' The test used should be determined by the data. For a correct analysis, researcher has to consider all the possible statistical tests or estimation techniques and their outcomes. To arrive at valid and meaningful conclusion of any study, it is impor tant that all the clinicians reading the literature have sufficient knowledge of statistical methods to facilitate interpretation of increasingly sophisticated statistical analyses. 
